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RESUMEN
Autor: Segundo Cruzado Acun˜a
Asesor: Dr. Erik Papa Quiroz
Grado obtenido: Mag´ıster en matema´tica aplicada
Mencio´n: Matema´tica Computacional
En la presente tesis presentamos un me´todo de punto proximal escalarizado
inexacto para resolver problemas irrestrictos de minimizacio´n multiobjetivo cua-
siconvexos definidos en espacios Euclidianos, donde las funciones vectoriales son
localmente Lipschitz.
Bajo algunas hipo´tesis naturales, se prueba que la sucesio´n generada por el me´to-
do esta´ bien definida y converge globalmente. Seguidamente proporcionando al
me´todo propuesto dos criterios de error, se obtienen dos variantes del mismo, y se
prueba que las sucesiones generadas por cada una de esas variantes, convergen ha-
cia un punto cr´ıtico Pareto-Clarke del problema; tambie´n se prueba que al dotar a
la funcio´n vectorial de ciertas condiciones, la tasa de convergencia de uno de e´stos
me´todos es lineal y superlineal. Finalmente para validar el me´todo propuesto y
los resultados encontrados, se presentan algunos experimentos computacionales.
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Funcio´n Cuasi-convexa
Optimizacio´n Multiobjetivo
Subdiferencial de Clarke
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ABSTRACT
Author: Segundo Cruzado Acun˜a
Advisor: Dr. Erik Papa Quiroz
Obtained Degree: Magister in applied mathematics
Emphasis: Computational Mathematics
In this paper, we present an inexact scalarized proximal point method to solve
unconstrained quasiconvex multiobjective minimization problems defined in Eu-
clidean spaces, where the vector functions are locally Lipschitz
Under some natural assumptions, it is proved that the sequence generated by the
method is well defined and converges globally. Next, introduzing two error criteria
on the method, two variants are obtained, and it is proved that the sequences
generated by each one of those variants, converge to a Pareto-Clarke critical
point of the problem. Then providing these methods with two error criteria,
two versions of it are obtained, and it is proved that any accumulation point
of the sequences that they generate, converge toward a Pareto-Clarke critical
point of the problem; it is also proved that by providing the vector function with
certain conditions, the convergence rate of one of these methods is linear and
superlinear. Finally, to validate the proposed method and the results found, some
computational experiments are presented.
Keywords:
Proximal Point Method
Quasiconvex Function
Multiobjetive Optimization
Clarke Subdifferential
Fre´chet Subdifferential
Convergence Rate
Linear and Superlinear Convergence
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NOTACIONES Y SI´MBOLOS
Notacio´n Explicacio´n
X conjunto factible en el espacio de decisio´n X ⊆ Rn.
Y = F (X) conjunto factible en el espacio objetivo Y ⊂ Rp.
C cono.
x = (x1, . . . , xn) vector de variables de decisio´n.
y = (y1, . . . , yp) vector de valores de la funcio´n objetivo.
F = (F1, . . . , Fp) vector de funciones objetivo, donde F : Rn → Rp.
y1 < y2 y1k < y
2
k, para k = 1, . . . , p.
y1 ≦ y2 y1k ≤ y2k, para k = 1, . . . , p.
y1 ≤ y2 y1k ≦ y2k, pero y1 6= y2.
Rn {x = (x1, . . . , xn) ∈ Rn : xi ∈ R, ∀i = 1, · · · , p} denota el
espacio Euclidiano n-dimensional. Cuando se trabaja con
matrices x , es representado como un vector columna.
R R ∪ {+∞} ∪ {−∞} conjunto de los nu´meros reales ex-
tendidos.
Rp> = R
p
++ {y ∈ Rp : y > 0} conjunto de los nu´meros reales positivos.
Rp≥ = R
p
≧
\{0} {y ∈ Rp : y ≥ 0}.
Rp
≧
= Rp+ {y ∈ Rp : y ≧ 0} (ortante no negativo) conjunto de los
nu´meros reales no negativos.
x  y x es preferido a y.
x ≻ y x es estrictamente preferido a y.
int(X) interior del conjunto X.
ri(X) interior relativo del conjunto X.
X = cl(X) cerradura o clausura del conjunto X.
Fr(Y ) frontera del conjunto Y .
Xc = Rn\X complemento del conjunto X.
x ∈ X\Y significa que x ∈ X y x /∈ Y .
xi
xk → x denota que limk→+∞xk = x.
t ↓ 0 denota que t→ 0+.
tց 0 denota que t converge a cero de forma decreciente.
tր 0 denota que t converge a cero de forma creciente.
▽f gradiente de f.
f ′(x, d) derivada direccional (en el sentido usual) de f en x en la
direccio´n d ∈ Rn.
∂f(x) subdiferencial de f en x (en el sentido del ana´lisis conve-
xo) .
∂̂f(x) conjunto de subgradientes regulares (tambie´n llamado
subdiferencial de Fre´chet) de f en x.
∂Limf(x) conjunto de subgradientes generalizados (tambie´n llama-
do subdiferencial en el l´ımite) de f en x.
f 0(x, d) derivada direccional de Clarke de f en x en la direccio´n
del vector d.
∂0f(x) subdiferencial de Clarke de f en x.
〈x, y〉 = xTy ∑ni=1 xiyi producto interior de x, y ∈ Rn.
‖x‖ = ‖x‖2
√〈x, x〉 norma Euclidiana.
‖x‖1 =
∑n
i=1|x1| norma 1.
B(x, ǫ) {x ∈ Rn : ‖x− x‖ < ǫ} bola abierta con centro el punto
x y radio ǫ.
δC(.) funcio´n indicatriz del conjunto no vac´ıo C ⊂ Rn.
NC(x) {d ∈ Rn : 〈d, x− x〉 ≤ 0, ∀x ∈ C} cono normal al punto
x relacionado al conjunto C ⊂ Rn.
epi(f) {(x, α) ∈ Rn × R : f(x) ≤ α} ep´ıgrafo de la funcio´n f .
Lf (α) {x ∈ Rn : f(x) ≤ α} conjunto de nivel inferior de f .
lim inf
k→+∞
f(xk) sup
n≥0
inf
k≥n
{f(xk)} limite inferior de la sucesio´n.
lim sup
k→+∞
f(xk) inf
n≥0
sup
k≥n
{f(xk)} limite superior de la sucesio´n.
lim sup
y→x
t↓0
f(y) inf
δ>0
sup
y∈B(x,δ), t∈(0,δ)
f(y) = inf
δ>0
sup
‖y−x‖+t<δ
f(y) limite superior
de una funcio´n localmente Lipschitz.
z ∈ argmin
y∈X
{g(y)} implica que g(z) ≤ g(y) para todo y ∈ X, donde g : Rn ⊃
X → R.
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Cap´ıtulo 1
INTRODUCCIO´N
1.1. Situacio´n problema´tica
En el campo de la matema´tica aplicada existen diversas a´reas que se encargan de
dar solucio´n a problemas vinculados a las ciencias e ingenier´ıas, una de ellas es
la optimizacio´n matema´tica, la cua´l nos brinda los criterios y me´todos necesarios
para encontrar la mejor solucio´n a un problema de entre un conjunto de posibles
alternativas. El modelo general de optimizacio´n esta´ denotado por:
opt {F (x) : x ∈ X} ≡ opt
s.a
F (x)
x∈X
, (1.1)
donde opt. significa maximizar o minimizar la funcio´n objetivo F : Rn → Rp, p ∈
Z+, y X ⊆ Rn es el conjunto de restricciones del problema. Dependiendo de
la naturaleza de F , y de la forma como este´ definido el conjunto X, tendremos
por ejemplo problemas de optimizacio´n mono-objetivo (donde F= f : Rn → R),
multiobjetivo (F : Rn → Rp, p ≥ 2), restrictos (si X esta´ definido por restric-
ciones de caja, o por restricciones de desigualdad y/o igualdad), irrestrictos (si
X = Rn), cuasi-convexos1, convexos, lineales, etc. As´ı con la combinacio´n de las
clasificaciones anteriores, por ejemplo podemos tener un problema irrestricto de
minimizacio´n multiobjetivo cuasi-convexo, problema que sera´ abordado para los
fines de la presente tesis.
La complejidad de algunos problemas de optimizacio´n, a motivado a muchos in-
vestigadores a desarrollar me´todos que permitan resolver el problema propuesto.
Uno de e´stos es el Me´todo del Punto Proximal (MPP), introducido por Martinet
(1970), el cua´l es un me´todo iterativo, que se caracteriza por resolver en cada
iteracio´n un problema ma´s simple de optimizacio´n, de tal forma que paso a paso
las iteraciones se aproximan a la solucio´n buscada.
Dicho me´todo surgio´ inicialmente para resolver problemas de minimizacio´n conve-
xos, y posteriormente fue utilizado por Rockafellar (1976) para encontrar ceros de
operadores mono´tonos maximales. Fue tal la acogida que tuvieron estos algorit-
mos, que posteriormente fueron extendidos hacia las desigualdades variacionales
mono´tonas y no mono´tonas, y en particular hacia los problemas no convexos de
1Un problema de optimizacio´n es cuasi-convexo, si tanto las funciones objetivo, como las
funciones que definen las restricciones (en el caso restricto), son cuasi-convexas. Decimos que
f : Rn → R es cuasi-convexa, si f(λx+ (1− λ)y) ≤ max{f(x), f(y)}, ∀ λ ∈ [0, 1], ∀ x, y ∈ Rn.
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minimizacio´n, lo cual no solo se debe a la simple extensio´n de la teor´ıa de con-
vergencia del me´todo, sino tambie´n a las mu´ltiples aplicaciones en diversas a´reas
de las ciencias e ingenier´ıas, aplicaciones que han permitieron que en las u´ltimas
de´cadas dichos algoritmos tambie´n sean extendidos hacia los problemas de mini-
mizacio´n cuasi-convexos.
La necesidad de construir algoritmos de punto proximal computacionalmente ma´s
implementables, a hecho que e´stos sean extendidos hacia sus versiones inexactas,
lo cual se justifica en la dificultad que por lo general se tiene para encontrar un
valor xk que resuelva de forma exacta los subproblemas generados por el Me´todo
del Punto Proximal. En ese sentido se consideran errores de aproximacio´n ek, los
cuales al cumplir determinadas propiedades, permiten generalizar las propiedades
de convergencia de los algoritmos de bu´squeda exacta, ver por ejemplo Papa Qui-
roz y Oliveira (2012); Papa Quiroz et al. (2015).
En el an˜o 2016 Apolinario, Papa Quiroz y Oliveira, trabajando con funciones
multiobjetivo, y asumiendo que e´stas son cuasi-convexas, localmente Lipschitz, y
esta´n acotadas inferiormente por el cero, presentan el art´ıculo “A scalarization
proximal point method for quasiconvex multiobjective minimization”
Apolina´rio et al. (2016), el cual tiene como objeto resolver el problema de mi-
nimizacio´n (1.1) en su versio´n multiobjetivo. La iteracio´n que consideran es la
siguiente. Dado un punto inicial arbitrario xk ∈ Rn, encontrar un xk+1 ∈ Ωk, tal
que:
0 ∈ ∂0
(
〈F (.), zk〉+ λk
2
‖.− xk‖2
)
(xk+1) +NΩk(xk+1), (1.2)
donde ∂0 es el subdiferencial de Clarke (ver Seccio´n 3.1), Ωk = {x ∈ Rn : F (x) 
F (xk)}, λk > 0, {zk} ⊂ Rp≧ \ {0}, ‖zk‖ = 1, y NΩk(xk+1) es el cono normal a
Ωk en x
k+1. Los autores prueban que la sucesio´n {xk+1} generada por el me´todo
esta´ bien definida, y adema´s obtienen la convergencia global a un punto cr´ıtico
Pareto-Clarke, y cuando F es convexa, obtienen la convergencia a una solucio´n
de´bil de Pareto.
La versio´n inexacta del me´todo anterior en el espacio de las variedades de Hada-
mard (variedades Riemannianas con curvatura seccional no positiva), actualmente
esta´ siendo estudiada, sin embargo au´n no existen publicaciones al respecto, ver
por ejemplo la tesis doctoral “Me´todo do ponto proximal inexato para mi-
nimizac¸a˜o quase-convexa em variedades de Hadamard”, presentada por
Baygorrea (2017), en la Universidad Federal de Rio de Janeiro. Entonces, al no
existir en los espacios Euclidianos trabajos teo´ricos relacionados con la exten-
sio´n de dicho me´todo hacia su versio´n inexacta, nos proponemos realizar dicho
trabajo.
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1.2. Formulacio´n del problema
1.2.0.1. Problema general
¿Co´mo extender a su versio´n inexacta el Me´todo de Punto Proximal Escalarizado
(MPPE) para minimizacio´n multiobjetivo cuasi-convexa?.
1.2.0.2. Problemas espec´ıficos
1. ¿Que´ condiciones debe tener el error de aproximacio´n para que el MPPE
pueda ser extendido a su versio´n inexacta?.
2. ¿Cua´les sera´n las condiciones de convergencia para el MPPE inexacto?.
3. ¿De que´ manera se medira´ la velocidad de convergencia del MPPE inexac-
to?.
4. ¿Co´mo resolver un caso particular con el MPPE inexacto?.
1.3. Justificacio´n de la investigacio´n
El desarrollo del presente proyecto se justifica por lo siguiente.
1. Por la existencia de investigaciones que dan fe que las iteraciones inexactas
(en comparacio´n con los de bu´squeda exacta) son muy prometedoras y efec-
tivas para encontrar soluciones aproximadas de problemas de optimizacio´n.
Efectividad traducida en menos cantidad de iteraciones, ra´pida convergen-
cia, y por ende menos costo computacional. Entre los reportes cabe resaltar
los art´ıculos Papa Quiroz y Oliveira (2012); Papa Quiroz et al. (2015), en
el u´ltimo de los cua´les los autores (quienes trabajando en ambos casos con
funciones cuasi-convexas semi-continuas inferiores), presentan una versio´n
inexacta del primero de ellos. Otros trabajos para funciones cuasi-convexas
diferenciables pero que hacen uso de iteraciones exactas tambie´n fueron
desarrollados por Pan y Chen (2007), Chen y Pan (2008), Cunha et al.
(2010) y Souza et al. (2010).
2. Por la no existencia de publicaciones relacionados con la convergencia global
de la versio´n inexacta del MPPE para minimizacio´n de funciones multiob-
jetivo cuasi-convexas definidas en espacios Euclidianos. En e´ste punto cabe
recalcar que dicho algoritmo en el espacio de las variedades de Hadamard,
esta´ siendo estudiado Baygorrea (2017).
3. Por el gran intere´s que en las u´ltimas de´cadas ha despertado la extensio´n de
los algoritmos de punto proximal (APP) de su versio´n exacta, a una inexac-
ta, de estar restrictos, a irrestrictos, de ser convexos a no convexos, lineales,
a no lineales, etc. Dicho intere´s se debe no solo a la simple extensio´n de
la teor´ıa de convergencia global del me´todo, sino tambie´n a las mu´ltiples
aplicaciones en diversas a´reas de las ciencias e ingenier´ıa, ver por ejemplo
los trabajos de Kaplan y Tichatschke (1998), Pennanen (2002), Chen y Pan
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(2008), Attouch y Bolte (2009) y Attouch et al. (2013).
En particular por la reciente atencio´n que vienen recibiendo los problemas
de minimizacio´n cuasi-convexos, debido a su amplia gama de aplicaciones.
Por ejemplo en teor´ıa de localizacio´n dos Santos Gromicho (2013), en pro-
gramacio´n fraccional, y especialmente en teor´ıa econo´mica, ver por ejemplo
Takayama (1995) y Mas-Colell et al. (1995). Algunos art´ıculos relacionados
a ellos son los siguientes: Goudou y Munier (2009), Souza et al. (2010),
quiroz2012proximal, entre otros.
4. Finalmente por que esta investigacio´n va a permitir que a futuro pueda
desarrollar algoritmos de optimizacio´n ma´s eficientes, los cua´les fueron la
motivacio´n para el desarrollo del presente trabajo.
1.3.1. Objetivos
1.3.1.1. Objetivo general
Extender a su versio´n inexacta el MPPE para minimizacio´n multiobjetivo cuasi-
convexa.
1.3.1.2. Objetivos espec´ıficos
1. Determinar las condiciones que el error de aproximacio´n debe tener para
que el MPPE pueda ser extendido a su versio´n inexacta.
2. Extender las propiedades de convergencia del MPPE, para minimizacio´n de
funciones cuasi-convexas.
3. Determinar la velocidad de convergencia del MPPE inexacto.
4. Aplicar el MPPE inexacto a un caso particular.
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Cap´ıtulo 2
MARCO TEO´RICO
El desarrollo de e´ste trabajo esta´ basado en teor´ıa relacionada a los me´todos punto
proximal para minimizacio´n multiobjetivo cuasi-convexa, y en los procedimientos
que permiten la extensio´n de los mismos hacia su versiones inexacta.
2.1. Elementos ba´sicos del ana´lisis real
2.1.1. Producto interno en Rn
Definicio´n 2.1.1. Sean x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Rn, el producto
interno de x e y denotado por 〈x, y〉 es el nu´mero real
〈x, y〉 =
n∑
i=1
xiyi.
Las principales propiedades del producto interno son resumidas en el siguiente
teorema.
Teorema 2.1.1. Se cumplen las siguientes propiedades:
1. 〈x, x〉 ≥ 0, para todo x ∈ Rn.
2. 〈x, x〉 = 0, si y so´lo si x = 0.
3. 〈x, y〉 = 〈y, x〉, para todo x, y ∈ Rn.
4. 〈x+ x′, y〉 = 〈x, y〉+ 〈x′, y〉, para todo x, x′, y ∈ R.
5. 〈αx, y〉 = α〈x, y〉, para todo α ∈ R y para todo x, y ∈ Rn.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 5.
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2.1.2. La norma en Rn
Definicio´n 2.1.2. Sea x ∈ Rn, la norma de x, denotada por ‖x‖, es definida
como
‖x‖ =
√
〈x, x〉
Observacio´n 2.1.1. La norma del vector x se interpreta geome´tricamente como
la distancia del punto x al punto θ (origen de coordenadas). Esta norma es lla-
mada norma Euclidiana.
Teorema 2.1.2. (Desigualdad de Cauchy-Schwarz)
1. |〈x, y〉| ≤ ‖x‖ ‖y‖, para todo x, y ∈ Rn.
2. |〈x, y〉| = ‖x‖ ‖y‖, si y so´lo si existe α ∈ R tal que x = αy.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 8.
Teorema 2.1.3. Se cumplen las siguientes propiedades:
1. ‖x‖ ≥ 0, para todo x ∈ Rn.
2. ‖x‖ = 0, si y so´lo si x = 0.
3. ‖x+ y‖ ≤ ‖x‖+ ‖y‖, para todo x, y ∈ Rn (Desigualdad Triangular).
4. ‖αx‖ = |α| ‖x‖, para todo x ∈ Rn y para todo α ∈ R.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 9.
Proposicio´n 2.1.1. Se cumplen las siguientes propiedades:
1. |‖x‖ − ‖y‖| ≤ ‖x− y‖, para todo x, y ∈ Rn.
2. ‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2), para todo x, y ∈ Rn (Identidad del
Paralelogramo).
3. ‖x+ y‖2 − ‖x− y‖2 = 4〈x, y〉, para todo x, y ∈ Rn (Identidad de Polariza-
cio´n).
Demostracio´n. Ve´ase Benazic (2000), pa´gina 10.
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2.1.3. Bolas, sucesiones y series en Espacios Euclidianos
2.1.3.1. Bolas en Rn
La norma Euclidiana en Rn estudiada en la seccio´n anterior, nos permite definir
algunas nociones geome´tricas fundamentales.
Definicio´n 2.1.3. Sean x ∈ Rn y r > 0.
1. La bola abieta de centro x y radio r es el conjunto definido por:
B(x, r)= Br(x) = {x ∈ Rn : ‖x− x‖ < r}.
2. La bola cerrada de centro x y radio r es el conjunto definido por:
B[x, r]= Br[x] = {x ∈ Rn : ‖x− x‖ ≤ r}.
2.1.3.2. Sucesiones en Rn
Definicio´n 2.1.4. Una sucesio´n en Rn es una funcio´n x : N → Rn que a cada
nu´mero natural k le asocia el vector x(k) = xk ∈ Rn llamado k-e´simo te´rmino de
la sucesio´n.
Las sucesiones sera´n denotadas por {x1, x2, · · · , xk, , · · · }, {xk}k∈N, o simplemen-
te por {xk} ⊆ Rn.
Definicio´n 2.1.5. Sea {xk} ⊆ Rn, decimos que:
1. {xk} es creciente, lo cual denotamos por xk ր, si xk ≤ xk+1 ∀k ≥ 1.
2. {xk} es decreciente, lo cual denotamos por xk ց, si xk ≥ xk+1 ∀k ≥ 1.
Una sucesio´n es llamada mono´tona cuando es creciente o decreciente.
Definicio´n 2.1.6. Sea {xk} ⊆ Rn, decimos que x ∈ Rn es el l´ımite de la sucesio´n
{xk} cuando k tiende al infinito, lo que denotamos por limk→+∞xk = x si y so´lo
si para todo ǫ > 0, existe k0 ∈ N tal que si k ≥ k0, entonces ‖xk − x‖ < ǫ.
Simbo´licamente:
lim
k→+∞
xk = x⇔ ∀ǫ > 0, ∃ k0 ∈ N; n ≥ n0 =⇒ ‖xk − x‖ < ǫ.
Definicio´n 2.1.7. Sea {xk} ⊆ Rn, decimos que:
1. {xk} es una sucesio´n convergente, si y so´lo si existe x ∈ Rn tal que
limk→+∞xk = x.
2. {xk} es una sucesio´n divergente si y so´lo si no es convergente.
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Ejemplo 2.1.1. Para determinar la convergencia o divergencia de una sucesio´n,
por ejemplo de { k+1
2k+1
}k≥1, basta calcular el l´ımite de la misma, es decir:
lim
k→+∞
xk = lim
k→+∞
k + 1
2k + 1
= lim
k→+∞
1 + 1
k
2 + 1
k
= lim
k→+∞
1 + 0
2 + 0
=
1
2
. (2.1)
Por lo tanto { k+1
2k+1
} es convergente.
Proposicio´n 2.1.2. (Unicidad del l´ımite) El l´ımite de una sucesio´n convergente
de vectores es u´nico. Es decir si limk→+∞xk = a y limk→+∞xk = b, entonces
a = b.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 20.
Corolario 2.1.1. Si {xk}, {yk} ⊆ Rn y αk ⊆ R son sucesiones convergentes,
entonces {xn ± yk}, {αkxk} ⊆ Rn, {〈xk, yk〉}, {‖xk‖}, {d(xk, yk)} ⊆ Rn tambie´n
son sucesiones convergentes, y adema´s se cumple:
1. lim
k→+∞
(xk ± yk) = lim
k→+∞
(xk)± lim
k→+∞
(yk).
2. lim
k→+∞
(αkxk) =
(
lim
k→+∞
αk
)(
lim
k→+∞
xk
)
.
3. lim
k→+∞
〈xk, yk〉 = 〈 lim
k→+∞
xk, lim
k→+∞
yk〉.
4. lim
k→+∞
‖xk‖ = ‖ lim
k→+∞
xk‖.
5. lim
k→+∞
d(xk, yk) = d
(
lim
k→+∞
xk, lim
k→+∞
yk
)
.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 21.
Definicio´n 2.1.8. Sea {xk} ⊆ Rn, decimos que {xk} es una sucesio´n acotada
si existe una constante positiva C tal que ‖xk‖ ≤ C para todo k ∈ N.
Proposicio´n 2.1.3. Si {xk} ⊆ Rn es una sucesio´n convergente, entonces {xk}
es acotada.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 21.
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2.1.3.3. Subsucesiones
Definicio´n 2.1.9. Sea {xk} ⊆ Rn y j : N → N una funcio´n creciente (es decir
j1 < j2 < · · · jk < · · · ). La composicio´n x o j : N → Rn que a cada nu´mero na-
tural k le asocia el vector xoj(k) = x(j(k)) = xjk es llamada subsucesio´n de {xk}.
La notacio´n {xjk} ⊆ {xk} significa que {xjk} es una subsucesio´n de {xk}.
Proposicio´n 2.1.4. Sea {xk} ⊆ Rn. Si limk→+∞xk = x entonces toda subsuce-
sio´n de {xk} converge hacia x.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 22.
Teorema 2.1.4. (Bolzano-Weierstrass). Toda sucesio´n acotada en Rn posee
una subsucesio´n convergente.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 22.
Definicio´n 2.1.10. Un punto x ∈ Rn es el valor adherente a la sucesio´n
{xk} ⊆ Rn si y so´lo si existe {xjk} ⊂ {xk} tal que limk→+∞xjk = x.
Teorema 2.1.5. Sea {xk} ⊆ Rn. Son equivalentes:
1. {xk} es convergente.
2. {xk} es acotada y posee un u´nico valor adherente.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 23.
2.1.3.4. Convergencia de sucesiones
Los resultados y definiciones sobre convergencia de sucesiones que presentamos
en este apartado, sera´n usados para asegurar que la sucesio´n xk+1 generada tanto
por el algoritmo MPPEI, como por sus dos variantes (MPPEI1 y MPPEI2), es
acotada.
Lema 2.1.1. Sean {vk}, {λk} y {βk} sucesiones no negativas de nu´meros reales
que satisfacen
vk ≤ (1 + λk)vk−1 + βk,
donde
∑+∞
k=1 βk < +∞,
∑+∞
k=1 λk < +∞. Entonces la sucesio´n {vk} es conver-
gente.
Demostracio´n. Ve´ase Polyak (1987), Lema 2, pa´gina 44.
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Definicio´n 2.1.11. Sea {xk} ⊂ Rn tal que {xk} converge a un punto x ∈ Rn.
Decimos que la convergencia es:
1. lineal, si existe una constante θ < 1 y un nu´mero positivo n ∈ N tal que
‖xk − x‖ ≤ θ‖xk−1 − x‖ ∀ k > n;
2. superlineal, si existe una sucesio´n {βk} convergente a cero y un nu´mero
positivo n ∈ N tal que
‖xk − x‖ ≤ βk‖xk−1 − x‖ ∀ k > n.
2.1.3.5. Series infinitas
En la presente no daremos una descripcio´n detallada de las series infinitas, solo
nos limitaremos a los conceptos ba´sicos necesarios para los fines de e´sta tesis.
Para una descripcio´n ma´s detallada referirse a Espinoza (2004, cap. II) o Ayres
y Mendelson (1991, cap. 47).
Definicio´n 2.1.12. Sea {xk}k≥1 una sucesio´n de nu´meros reales. La serie in-
finita de nu´meros reales esta´ denotada por:
+∞∑
k=1
xk = x1 + x2 + · · ·+ xk + · · · (2.2)
donde xk es llamado el k-e´simo te´rmino de la serie.
Observacio´n 2.1.2. Con la serie infinita de nu´meros reales (2.2) formaremos
una sucesio´n {sk}k≥1 definida de la siguiente forma:
s1 = x1
s2 = x1 + x2
...
sk = x1 + x2 + · · ·+ xk
...
A la sucesio´n {sk}k≥1 se le denomina sucesio´n de sumas parciales de la serie
infinita (2.2), siendo sk la k-e´sima suma parcial de la serie.
Definicio´n 2.1.13. Considerando la serie infinita (2.2) y la sucesio´n de sumas
parciales {sk}, decimos que:
1. Si lim
k→+∞
sk = s existe, entonces diremos que la serie infinita (2.2) es con-
vergente, y converge hacia s, donde s es un nu´mero finito.
10
2. Si la serie infinita (2.2) es convergente, la suma de la serie se puede
escribir como
+∞∑
k=1
xk = lim
k→+∞
sk = s.
Si la serie infinita es divergente, carece de suma.
Ejemplo 2.1.2. Hallar la suma de la serie infinita
∑+∞
k=1
1
k(k+1)
en caso de ser
convergente.
Solucio´n. El k-e´simo te´rmino de la serie esta´ dado por xk =
1
k(k+1)
. Descompo-
niendo dicho te´mino en fracciones parciales, se tiene que:
xk =
1
k(k + 1)
=
A
k
+
B
k + 1
,
efectuando las operaciones se tiene que A = 1 y B = −1, as´ı que xk = 1k − 1k+1 .
De esta forma:
x1 = 1− 12
x2 =
1
2
− 1
3
...
xk =
1
k
− 1
k+1
.
sk = x1 + x2 + · · ·+ xk = 1− 1k+1 .
Por lo tanto lim
k→+∞
sk = 1 existe, entonces la serie infinita
∑+∞
k=1
1
k(k+1)
es conver-
gente, y su suma es igual a 1, es decir
∑+∞
k=1
1
k(k+1)
= 1.
Proposicio´n 2.1.5. Si
∑+∞
k=1 xk es convergente, entonces lim
k→+∞
xk = 0 .
Demostracio´n. Ve´ase Espinoza (2004), pa´gina 103.
Proposicio´n 2.1.6. Si lim
k→+∞
xk 6= 0, entonces la serie infinita
∑+∞
k=1 xk es diver-
gente.
Demostracio´n. Ve´ase Espinoza (2004), pa´gina 104.
2.1.4. Conjuntos abiertos y cerrados
2.1.4.1. Interior de un conjunto
Definicio´n 2.1.14. Sea X ⊆ Rn:
1. Decimos que x ∈ Rn es un punto interior de X si y so´lo si existe ǫ > 0
tal que B(x, ǫ) ⊆ X.
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2. El conjunto de todos los puntos de interiores de X es llamado interior de
X y sera´ denotado por int(X).
3. Decimos que Y ⊆ Rn es un entorno o vecindad de x si y so´lo si x ∈
int(Y ).
4. Decimos que X es un conjunto abierto si y so´lo si X = int(X).
Observacio´n 2.1.3. Para cualquier X ⊆ Rn se cumple que int(X) ⊆ X . En
consecuencia, para probar que un conjunto es abierto, es suficiente probar que
X ⊆ int(X).
Teorema 2.1.6. Se cumplen las siguientes propiedades:
1. Los conjuntos ∅ y Rn son abiertos.
2. Si A1 y A2 son conjuntos abiertos, entonces A1∩A2 es un conjunto abierto.
3. Si {Ai}i∈I es una familia arbitraria de conjuntos abiertos, entonces ∪i∈IAi
es un conjunto abierto.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 30.
2.1.4.2. Clausura de un conjunto
Definicio´n 2.1.15. Sea X ⊆ Rn:
1. Decimos que x ∈ Rn es un punto adherente de X si y so´lo si existe
{xn} ⊆ X tal que limn→+∞xn = x.
2. El conjunto de todos los puntos de adherentes de X es llamado clausura
o cerradura de X y sera´ denotado por X.
3. Decimos que X es un conjunto cerrado si y so´lo si X = X.
Teorema 2.1.7. Se cumplen las siguientes propiedades:
1. X ⊆ X para todo X ⊆ Rn.
2. Si X ⊆ Y , entonces X ⊆ Y .
Demostracio´n. Ve´ase Benazic (2000), pa´gina 15.
Teorema 2.1.8. Sean X ⊆ Rn y x ∈ Rn. Son equivalentes:
1. x ∈ X.
2. B(x, ǫ) ∩X 6= ∅, para todo ǫ > 0.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 36.
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Corolario 2.1.2. x /∈ X si y so´lo si existe ǫ > 0 tal que B(x, ǫ) ⊆ Rn −X.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 36.
Teorema 2.1.9. Sea X ⊆ Rn. X es cerrado si y so´lo si su complemento Xc =
Rn −X es abierto.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 37.
Teorema 2.1.10. Se cumplen las siguientes propiedades:
1. Los conjuntos ∅ y Rn son cerrados.
2. Si A1 y A2 son conjuntos cerrados, entonces A1∪A2 es un conjunto cerrado.
3. Si {Ai}i∈I es una familia arbitraria de conjuntos cerrados, entonces ∩i∈IAi
es un conjunto cerrado .
Demostracio´n. Ve´ase Benazic (2000), pa´gina 37.
2.1.4.3. Puntos de acumulacio´n
Definicio´n 2.1.16. Sea X ⊆ Rn:
1. Decimos que x ∈ Rn es un punto de acumulacio´n o punto l´ımite de X
si y so´lo si B(x, ǫ) ∩ (X − {x}) 6= ∅ para todo ǫ > 0.
2. El conjunto de todos los puntos de acumulacio´n de X es llamado conjunto
derivado de X y sera´ denotado por X ′. Por lo tanto, x ∈ X ′ si y so´lo si
x ∈ X − {x}.
3. Si x ∈ X no es un punto de acumulacio´n de X, entonces decimos que x es
un punto aislado de X, esto significa que existe ǫ > 0, tal que x es el u´nico
punto de X en B(x, ǫ).
4. Decimos que X es un conjunto discreto si y so´lo si todos sus puntos son
aislados.
En vista de la definicio´n, es evidente que todos los puntos de acumulacio´n son
puntos de adherencia, as´ı que en general X ′ ⊆ X, sin embargo el rec´ıproco por lo
general no es cierto. La estrecha relacio´n entre dichos puntos, se pone de mani-
fiesto en el siguiente resultado:
Proposicio´n 2.1.7. Sea X ⊆ Rn. x ∈ X ′ si y so´lo si x ∈ X − {x}.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 40.
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Teorema 2.1.11. Sean X ⊆ Rn y x ∈ Rn. Las siguientes afirmaciones son
equivalentes.
1. x ∈ X ′.
2. Existe una sucesio´n {xn} ⊆ X − {x} tal que limn→+∞xn = x.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 41.
Teorema 2.1.12. (Weierstras) Todo conjunto infinito y acotado X ⊆ Rn tiene
al menos un punto de acumulacio´n.
Demostracio´n. Ve´ase Benazic (2000), pa´gina 41.
2.1.5. Funciones continuas
Definicio´n 2.1.17. Sean X ⊂ Rm y f : X → Rn.
1. Decimos que f es continua en x ∈ X, si y so´lo si para todo ǫ > 0, existe un
δ = δ(ǫ) > 0 tal que si x ∈ X y ‖x− x‖ < δ, entonces ‖f(x)− f(x)‖ < ǫ.
2. Decimos que f es discontinua en x ∈ X, si y so´lo si f no es continua en x.
3. Decimos que f es continua en Y ⊆ X, si y so´lo si f es continua en y, para
todo y ∈ Y.
Teorema 2.1.13. Sean F : Rm ⊇ X → Rn y x ∈ X. Son equivalentes:
1. F es continua en x.
2. {xk} ⊆ X tal que limk→+∞xk = x, entonces limk→+∞F (xk) = F (x).
Demostracio´n. Ve´ase Benazic (2001), pa´gina 38.
Corolario 2.1.3. Sean f, g : Rm ⊇ X → Rn y α : Rm ⊇ X → R funciones
continuas en x ∈ X, entonces f ± g, αf , ‖f‖, 〈f, g〉, d(f, g) y 1
α
(con α(x) 6= 0)
son funciones continuas en x.
Demostracio´n. Ve´ase Benazic (2001), pa´gina 39.
Teorema 2.1.14. Sea f : Rm ⊇ X → Rn una funcio´n vectorial, donde f =
(f1, · · · , fn), y x ∈ X. Son equivalentes:
1. f es continua en x.
2. fi son continuas en x, para todo i ∈ {1, · · · , n}.
Demostracio´n. Ve´ase Benazic (2001), pa´gina 39.
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2.1.6. Funciones de Lipschitz
Definicio´n 2.1.18. Sean X ⊆ Rm y f : X → Rn. Decimos que f es Lips-
chitziana en X, si y so´lo si existe K > 0 tal que:
|f(x)− f(y)| ≤ K ‖ x− y ‖ ∀x, y ∈ X.
Ejemplo 2.1.3. La funcio´n norma f : Rn → R definida por f(x) = ‖x‖ es
Lipschitziana. En efecto
|f(x)− f(y)| = |‖x‖ − ‖y‖| ≤‖ x− y ‖ ∀x, y ∈ X.
Proposicio´n 2.1.8. Sea X ⊆ Rm y f : XRn. Si f es Lipschitziana en X,
entonces f es continua en X.
Demostracio´n. Ve´ase Benazic (2001), pa´gina 41.
2.2. Elementos ba´sicos del ana´lisis convexo
2.2.1. Generalidades de las funciones de Rn en R ∪ {+∞}
Definicio´n 2.2.1. Sea f : Rn → R ∪ {+∞} una funcio´n de valores extendidos.
1. El dominio efectivo de f , denotado por dom(f), esta´ dado por
dom(f) = {x ∈ Rn : f(x) < +∞}.
2. Decimos que f es propia, si:
a) dom(f) 6= ∅,
b) para todo x ∈ dom(f), f(x) > −∞.
Observacio´n 2.2.1. Toda funcio´n g : Rn ⊇ X → R, siempre puede ser prolon-
gada a una funcio´n de valores extendidos1 f : Rn → R ∪ {+∞} definida por:
f(x) =
{
g(x) si x ∈ X
+∞ si x /∈ X.
Definicio´n 2.2.2. Sean f : Rn → R ∪ {+∞} y α ∈ R.
1. El conjunto de nivel (o conjunto de nivel inferior) de la funcio´n f esta´
definido por
Lf (α) = {x ∈ Rn : f(x) ≤ α}.
1En general, puede ser extendida a una funcio´n f : Rn → R, donde R = R∪{−∞}∪{+∞}.
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2. El ep´ıgrafo de la funcio´n f esta´ definido por el siguiente subconjunto de
Rn × R
epi(f) = {(x, α) ∈ Rn × R : f(x) ≤ α}.
f(x) f(x)epi(f)
(   )L
f
x
f
�
�
dom(f)
x
f
(a)  (b)  
Figura 2.1: (a) Ep´ıgrafo y (b) conjunto de nivel inferior de una funcio´n no
convexa.
Definicio´n 2.2.3. Sea f : Rn → R ∪ {+∞} una funcio´n propia. Decimos que f
es localmente Lipschitz en x ∈ dom(f), si existe algu´n ǫx > 0 tal que:
|f(z)− f(y)| ≤ Lx ‖ z − y ‖ ∀z, y ∈ B(x, ǫx),
donde B(x, ǫx) = {y ∈ Rn, ‖ y − x ‖< ǫx} y Lx > 0 es la constante de Lipschitz.
Decimos que f es localmente Lipschitz en Rn, si f es localmente Lipschitz en cada
x ∈ Rn.
Definicio´n 2.2.4. Sean X ⊆ Rn y f : X → R ∪ {+∞} una funcio´n.
1. Decimos que una sucesio´n {xk} ⊆ X es cr´ıtica (en relacio´n al conjunto
X), si limk→+∞‖xk‖ = +∞ o limk→+∞xk = x ∈ X\X, donde la notacio´n
x ∈ X\X significa que x ∈ X y x /∈ X.
2. Decimos que f es coerciva en X, si para toda sucesio´n cr´ıtica {xk} ⊆ X
se tiene que
lim sup
k→+∞
f(xk) = +∞,
o equivalente
lim
‖x‖→+∞
f(x) = +∞.
Ejemplo 2.2.1. Sea xk ∈ Rn un punto fijo. La funcio´n f : Rn → R ∪ {+∞},
definida por f(.) = ‖.− xk‖2, es coerciva.
En efecto, por la Proposicio´n 2.1.1 se tiene que
|‖x‖ − ‖xk‖|2 ≤ ‖x− xk‖2= f(x) ∀ x, xk ∈ Rn.
Dado que ‖x‖ → +∞ y ‖xk‖ representa es un nu´mero fijo, al reemplazar dichos
valores en la expresio´n anterior fa´cilmente se obtiene que f(x)→ +∞.
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Definicio´n 2.2.5. Sea f : Rn ⊇ X → R ∪ {+∞} una funcio´n.
1. f es semicontinua inferior (sci) en x ∈ X, si para toda sucesio´n {xk}
de X convergente a x, se tiene que
f(x) ≤ lim inf
k→+∞
f(xk) := sup
n∈N
inf
k≥n
{f(xk)},
2. f es semicontinua superior (scs) en x ∈ Rn, si para toda sucesio´n {xk}
de X convergente a x, se tiene que
lim sup
k→+∞
f(xk) ≤ f(x).
Si f es sci (scs) para todo x ∈ X ⊆ Rn, entonces diremos que f es sci (scs) en
X, o simplemente que f es sci (scs).
De la definicio´n resulta claro que toda funcio´n continua es semicontinua inferior,
sin embargo, como se muestra en el siguiente ejemplo, el rec´ıproco no es verdad.
Ejemplo 2.2.2. (Papa Quiroz, 2017, Ejemplo 3.1, p. 35). La funcio´n f : [1, 2]→
R definida por
f(x) =
{
x2 + 1 si x ∈ (1, 2],
1 si x = 1,
no es continua en xˆ = 1, sin embargo, como se prueba a continuacio´n, es sci en
en dicho punto. En efecto, sea {xk} ⊆ [1, 2] tal que xk → 1, como f es creciente,
para n ∈ N tenemos que infk≥nf(xk) = 2, por lo tanto supn∈Ninfk≥nf(xk) =
2> f(x) = 1.
f(x)
x
f
1
2
5
1 2
Figura 2.2: La funcio´n f es sci, sin embargo no es continua.
La importancia natural de la sci en el estudio de las funciones se evidencia por
ejemplo en el siguiente resultado.
Teorema 2.2.1. Sea f : Rn → R ∪ {+∞} una funcio´n. Son equivalentes:
1. f es sci,
2. epi(f) es cerrado,
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3. Lf (α) es cerrado para todo α ∈ R.
Demostracio´n. Ve´ase Crouzeix et al. (2003), pa´gina 16.
Definicio´n 2.2.6. Sea C ⊂ Rn, C 6= ∅, definimos la funcio´n indicatriz de C
como
δC(x) =
{
0 si x ∈ C
+∞ si x /∈ C.
Definicio´n 2.2.7. Sean C ⊂ Rn y x ∈ C. El cono normal al punto x relacio-
nado al conjunto C esta´ dado por
NC(x) = {d ∈ Rn : 〈d, x− x〉 ≤ 0, ∀x ∈ C}.
Proposicio´n 2.2.1. Sea C ⊂ Rn, C 6= ∅. El conjunto C es cerrado si y so´lo si
δC(.) es sci.
Demostracio´n. Ve´ase Crouzeix et al. (2003), pa´gina 38.
Proposicio´n 2.2.2. Si f : Rn → R∪{+∞} es una funcio´n propia, semicontinua
inferior y coerciva, entonces el valor o´ptimo f ∗ es finito, y adema´s el conjunto
arg min{f(x) : x ∈ Rn} es no vac´ıo y compacto.
Demostracio´n. Ve´ase Rockafellar y Wets (2009), Teorema 1.9.
2.2.2. Convexidad y cuasi-convexidad de funciones
En la presente subseccio´n presentamos algunos definiciones ba´sicas, necesarios
para los fines de esta tesis, relacionadas a la convexidad y cuasi-convexidad de
funciones del tipo f : Rn ⊇ X → R, las cua´les en funcio´n de la Observacio´n
2.2.1, fa´cilmente pueden ser generalizadas a funciones con valores en el conjunto
de los reales extendidos f : Rn ⊇ X → R ∪ {+∞}. Dichas definiciones han sido
tomadas de Van Tiel (1984) y Berkovitz (2003), por lo que se recomienda revisar
dichas fuentes para mayor detalle.
Definicio´n 2.2.8. Un conjunto X ⊆ Rn es llamado convexo si para todo x, y ∈ X
y para todo α ∈ [0, 1] se cumple que:
αx+ (1− α)y ∈ X.
Definicio´n 2.2.9. Sea X ⊆ Rn un subconjunto convexo no vac´ıo. Una funcio´n
f : X → R es llamada convexa en X, si para todo x, y ∈ X y para todo α ∈ [0, 1]
se cumple que:
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y).
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Si la desigualdad es estricta para cada α ∈ (0, 1) entonces se dice que f es estric-
tamente convexa.
Definicio´n 2.2.10. Sea f : Rn → R una funcio´n. Decimos que f es cuasi-
convexa en Rn si para todo x, y ∈ Rn y para todo α ∈ [0, 1] se cumple que
f(αx+ (1− α)y) ≤ max{f(x), f(y)}.
Observacio´n 2.2.2. 1. De las definiciones precedentes, es inmediato ver que
la convexidad implica cuasi-convexidad, sin embargo lo rec´ıproco no siempre
es verdadero. Por ejemplo considere la funcio´n f(x, y) = −e−x2−y2 es cuasi-
covexa pero no es convexa.
2. Mientras que una funcio´n convexa puede ser caracterizada por la convexi-
dad de su ep´ıgrafo, una funcio´n cuasi-convexa puede ser caracterizada por
la convexidad de su conjunto de nivel.
Ejemplo 2.2.3. Son cuasiconvexas las siguientes funciones:
1. f : R→ R, f(x) = x3, f(x) = arctg(x);
2. f : R> → R, f(x) = log(x);
3. f : R2 → R ∪ {+∞}, tal que
f(x, y) =

0 si x < 0 o x = 0, y ≤ 0,√
y si x > 0, y ≥ 0,
+∞ caso contrario.
Definicio´n 2.2.11. Sea F : Rn → Rp una funcio´n. Decimos que F es Rp
≧
-
cuasi-convexa si y so´lo si cada componente de la funcio´n F (Fi : Rn → R) es
cuasi-convexa.
Definicio´n 2.2.12. Sea F : Rn → Rp una funcio´n. Decimos que F es Rp
≧
- con-
vexa si cada componente de la funcio´n F (Fi : Rn → R) es convexa.
Definicio´n 2.2.13. Sea F : Rn → Rp una funcio´n. Decimos que F es locamente
Lipschitz en Rn si cada componente de la funcio´n F (Fi : Rn → R) es locamente
Lipschitz en Rn.
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2.2.3. Derivadas Direccionales, Subgradientes y Subdife-
renciales
En ana´lisis la herramienta fundamental para obtener condiciones necesarias de
optimalidad, es la ce´lebre Regla de Fermat, que en el caso diferenciable enuncia
que la derivada se anula en un punto de mı´nimo o de ma´ximo local. Esta re-
gla, va´lida en el contexto de la optimizacio´n convexa 2, puede ser generalizada
en te´rminos del vector gradiente asociado con un hiperplano tangente al gra´fico
de la funcio´n; y es va´lida en diversos contextos que van desde la programacio´n
matema´tica, el ca´lculo variacional, hasta la teor´ıa de control.
Cuando la diferenciabilidad en el sentido cla´sico falla (en particular cuando las
funciones no necesariamente son convexas), es natural preguntarse si es posible
extender la nocio´n de derivada, de modo que se puedan recuperar al menos al-
gunas de sus propiedades. La respuesta a tal interrogante es afirmativa, y esta´
relacionada con la derivada lateral a la derecha (de una funcio´n convexa no ne-
cesariamente diferenciable), la cua´l puede ser escrita en te´rminos de vectores
subgradientes asociados con hiperplanos soportes al epigrafo de la funcio´n. Es
as´ı que se concibio´ la nocio´n de subdiferencial. En lo sucesivo nos referiremos a
la derivada direccional derecha como derivada direccional.
Los conceptos y resultados que presentamos a continuacio´n, fueron tomados de
Bazaraa et al. (2013), Rockafellar (1970) y Navarro (2013).
Definicio´n 2.2.14. Sean f : Rn → R ∪ {+∞} una funcio´n convexa propia,
x ∈ dom(f) y d ∈ Rn. La derivada direccional de f en x en la direccio´n
d ∈ Rn es definida (en el sentido usual) como:
f ′(x, d) = lim
t→0+
f(x+ td)− f(x)
t
,
si este l´ımite existe (+∞ es permitido como l´ımite).
Si f es diferenciable en x, entonces la derivada direccional existe en toda direccio´n
d ∈ Rn, f ′(x, d) es una funcio´n lineal en d y tenemos la siguiente relacio´n:
f ′(x, d) = 〈▽f(x), d〉. (2.3)
Definicio´n 2.2.15. Sea f : Rn → R ∪ {+∞} una funcio´n convexa 3.
1. Decimos que d ∈ Rn es el subgradiente de f en x ∈ Rn (en el sentido del
ana´lisis convexo), si cumple la siguiente desigualdad:
f(y) ≥ f(x) + 〈d, y − x〉 ∀y ∈ Rn.
2Las funciones convexas poseen algunas propiedades usuales de diferenciabilidad, y una de
ellas es la existencia de la derivada direccional lateral (derecha e izquierda) en toda direccio´n
en un punto interior de su dominio.
3La definicio´n tiene sentido para funciones ma´s generales, en las cua´les se mantienen algunas
de sus propiedades. Sin embargo para los propo´sitos de esta tesis, consideraremos so´lo funciones
convexas
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2. El subdiferencial de f en x, denotado por ∂f(x), es el conjunto de todos
los subgradientes de f en x, esto es
∂f(x) = {d ∈ Rn : f(y) ≥ f(x) + 〈d, y − x〉, ∀y ∈ Rn}.
Si ∂f(x) 6= ∅ decimos que f es subdiferenciable en x.
Geometricamente, d ∈ Rn es un subgradiente de la funcio´n convexa f en x, si
el gra´fico de f en Rn+1 esta por encima del gra´fico del hiperplano h = f(x) +
〈d, y − x〉. Como (x, f(x)) esta en el hiperplano h, este hiperplano constituye un
hiperplano soporte a epi(f) en (x, f(x)). Esto es, la existencia de un vector sub-
gradiente establece la existencia de un hiperplano soporte no vertical a epi(f) en
(x, f(x)).
En la Figura (2.3), en la cual mostramos un ejemplo para el caso n = 1, podemos
ver que el subgradiente d1 define un hiperplano h1(x1) = f(x0)+ 〈d1, x1−x0) que
soporta al conjunto epi(f) en el punto frontera (x0, f(x0)).
x
f ?d , x -x ?
donde d = tg(θ)θ
f(x )
h = f(x ) +?d  , x - x ? 
0 x1
1 0
1 0
0
0
1
1
1
h = f(x ) +?d , x - x ?
00 2
1
2
Figura 2.3: d1 y d2 son los subgradientes de f en x0.
Ejemplo 2.2.4. Cero es un subgradiente de la funcio´n f(x) = sen(x) en el punto
x = −Π
2
, dado que sen(x) ≥ −1 + 0.(x+ Π
2
), para toda x ∈ R.
Ejemplo 2.2.5. Sea f : R → R definidad por f(x) = |x| (ver Figura 2.4),
entonces
∂f(x) =

[−1, 1] si x = 0,
1 si x > 0,
−1 si x < 0.
1
1 2
2
3
Y
-2 0-1 3
x
-3
Figura 2.4: La funcio´n valor absoluto.
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En efecto, consideremos los siguientes casos:
i) Sea x = 0, entonces
∂f(0) = {d ∈ R : |y| ≥ |0|+ d.y, ∀y ∈ R}.
Observamos que:
Si y = 0, entonces d puede tomar cualquier valor real, esto es d ∈ R.
Si y > 0, entonces y ≥ d.y, lo cual implica que d ∈ (−∞, 1].
Si y < 0, entonces −y ≥ d.y, as´ı que d ∈ [−1,+∞).
Interceptando los conjuntos tenemos que d ∈ [−1, 1]; as´ı que ∂f(0) = [−1, 1].
ii) Sea x > 0, entonces
∂f(x) = {d ∈ R : |y| ≥ x+ d(y − x), ∀y ∈ R}.
Si y = 0, entonces 0 ≥ x− d.x, lo que implica que d ∈ [1,+∞).
Si y > 0 y y 6= x, tenemos que y − x > 0 o´ y − x < 0.
• Si y − x > 0 tenemos que y − x ≥ d(y − x), lo que implica que d ∈
(−∞, 1].
• Si y − x < 0 tenemos que y − x ≥ d(y − x), as´ı que d ∈ [1,+∞).
De ambos casos obtenemos que d = 1.
Si y > 0 y y = x, entonces la desigualdad y − x ≥ d(y − x) se cumple
trivialmente para cualquier d ∈ R. En particular para d = 1.
Finalmente si y < 0, se tiene que −y ≥ x+ d(y−x), lo cua´l es verdad para
d = 1.
Por lo tanto ∂f(x) = {1}, ∀x > 0.
iii) Para x < 0, se procede de manera similar al caso del item anterior, obte-
niendo ∂f(x) = {−1}, ∀x < 0.
Teorema 2.2.2. Una funcio´n convexa f : Rn → R es diferenciable, si y solo si el
conjunto ∂f(x) contiene un u´nico elemento, se denotara como ∂f(x) = {▽f(x)}.
Demostracio´n. Ve´ase Bazaraa et al. (2013), Lema 3.3.2, pa´gina 110.
Teorema 2.2.3. Sea f : Rn → R convexa con constante de Lipschitz K > 0 en
x ∈ Rn, entonces:
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1. La derivada direccional en cada direccio´n d ∈ Rn existe y satisface
f ′(x, d) = inf
t>0
f(x+ td)− f(x)
t
;
2. La funcio´n y → f ′(x, d) es positiva homoge´nea y subaditiva en Rn con
f ′(x, d) ≤ K‖d‖;
3. f ′(x, d) es semicontinua superior como una funcio´n de (x, d) y Lipschitz
con constante K como funcio´n de d.
4. −f ′(x, d) ≤ f ′(x, d).
Demostracio´n. Ve´ase Navarro (2013), Teorema 2.1, pa´gina 43.
Teorema 2.2.4. Sean f : Rn → R convexa y x ∈ Rn (fijo, arbitrario). Se cumple:
1. ∂f(x) = {w ∈ Rn : 〈w, d〉 ≤ f ′(x, d), ∀d ∈ Rn}
2. ∂f(x) es no vacio, convexo y compacto y ∂f(x) ⊆ B(x,K), donde K es la
constante de Lipschitz de f en x.
3. f ′(x, d) = max{〈w, d〉 : w ∈ ∂f(x), ∀d ∈ Rn}.
Demostracio´n. Ve´ase Navarro (2013), Teorema 2.2, pa´gina 47.
2.3. Compacidad y existencia de minimizadores
En la presente seccio´n estudiamos las condiciones suficientes para garantizar la
existencia de soluciones de problemas de optimizacio´n, las cua´les, para un mejor
entendimiento del tema, ira´n acompan˜adas de ejemplos ilustrativos. Cabe resaltar
que dicha informacio´n ha sido tomada de Papa Quiroz (2017), por lo que se
recomienda revisar dicha fuente, para mayores detalles.
2.3.1. O´ptimos locales y globales
Definicio´n 2.3.1. Sean f : Rn ⊇ X → R una funcio´n y x ∈ X. Decimos que
1. x es un punto de mı´nimo local de f sobre X si existe un ǫ > 0 tal que
f(x) ≤ f(x) ∀ x ∈ X ∩ B(x, ǫ). (2.4)
2. x es un punto de mı´nimo global de f sobre X si
f(x) ≤ f(x) ∀ x ∈ X. (2.5)
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Figura 2.5: O´ptimos locales y globales.
Observacio´n 2.3.1. 1. Invirtiendo las desigualdades de las relaciones (2.4)
y (2.5), obtenemos las definiciones de punto de ma´ximo local y ma´ximo
global, respectivamente.
2. La relacio´n inmediata de estas dos definiciones es que todo mı´nimo (ma´xi-
mo) global es un mı´nimo (ma´ximo) local, sin embargo el rec´ıproco eviden-
temente no es verdad.
3. Todo problema de maximizacio´n puede ser transformado a uno de minimi-
zacio´n, o viceversa, anteponiendo el signo negativo; por ejemplo maximizar
f es equivalente a minimizar −f .
2.3.2. Resultados de existencia
Consideremos el problema
min
x∈X
f(x) = min{f(x) : x ∈ X},
donde f : Rn ⊇ X → R. Una pregunta natural es saber si existe un punto que
resuelva el problema planteado. Veremos que para ello sera´ necesario imponer al-
gunas condiciones sobre f y X.
Una condicio´n necesaria para probar la existencia de un punto de mı´nimo global
es que la funcio´n f sea acotada inferiormente, esto es, inf{f(x) : x ∈ X} > −∞.
Lamentablemente esta condicio´n no es suficiente, considere por ejemplo la fun-
cio´n exponencial f(x) = ex, donde x ∈ R. Esta funcio´n se encuentra acotada
inferiormente por cero, sin embargo, como se puede observar en la Figura 2.6, no
existe un punto de mı´nimo global.
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f(x)
x
xy= e
1
Figura 2.6: La funcio´n exponencial tiene ı´nfimo pero no mı´nimo.
Un resultado cla´sico para garantizar la existencia de puntos de mı´nimo global es
el conocido Teorema de Bolzano-Weierstrass, aplicado a funciones continuas so-
bre conjuntos compactos. En esta tesis consideraremos una hipo´tesis ma´s de´bil,
la condicio´n de semicontinuidad inferior (ver Definicio´n 2.2.5 (1) - pa´gina 17).
Teorema 2.3.1. Si f : Rn ⊇ X → R es una funcio´n semicontinua inferior en
un conjunto no vac´ıo y compacto X, entonces f logra su mı´nimo global sobre X.
Demostracio´n. Ve´ase Papa Quiroz (2017), Teorema 3.1.
Ejemplo 2.3.1. Consideremos la funcio´n definida en el Ejemplo 2.2.2, como f
es semicontinua inferior y [1, 2] es un conjunto compacto, entonces por el teorema
anterior concluimos que f admite un mı´nimo global en [1, 2].
Corolario 2.3.1. Dada una funcio´n f : Rn ⊇ X → R. Si X es un conjunto
no vacio´ y compacto y f es continua en X, entonces existe un punto de mı´nimo
global.
Demostracio´n. Ve´ase Papa Quiroz (2017), Corolario 3.1.
Observacio´n 2.3.2. La condicio´n de compacidad de X es muy fuerte para ga-
rantizar la existencia de un mı´nimo global. En efecto, considere el problema
min{x2 : x ∈ R}. (2.6)
Aqu´ı X = R no es compacto (pues no cumple el requisito de acotacio´n), sin em-
bargo existe el mı´nimo global.
Para debilitar la hipo´tesis de compacidad de X, en el siguiente resultado incor-
poramos el concepto de conjunto de nivel inferior de f (ver Definicio´n 2.2.2
(1) - pa´gina 15).
Corolario 2.3.2. Sean f : Rn ⊇ X → R ∪ {+∞} una funcio´n y α ∈ R. Si f es
semicontinua inferior en un conjunto no vacio´ y compacto Lf (α), entonces existe
un punto de mı´nimo global de f en X.
Demostracio´n. Ve´ase Papa Quiroz (2017), Corolario 3.2.
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Para debilitar ma´s au´n las condiciones de existencia de mı´nimos globales en el
siguiente resultado incorporamos el concepto de funcio´n coerciva (ver Defini-
cio´n (2) - pa´gina 26).
Teorema 2.3.2. Si una funcio´n f : Rn ⊇ X → R ∪ {+∞} es coerciva y semi-
continua inferior en un conjunto X 6= ∅, entonces existe un punto que representa
un mı´nimo global de f en X.
Demostracio´n. Ve´ase Papa Quiroz (2017), Corolario 3.4.
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Cap´ıtulo 3
SUBDIFERENCIALES GENERALIZA-
DOS Y DIRECCIONES DE DESCEN-
SO
3.1. Subdiferenciales Generalizados
La teor´ıa moderna de optimizacio´n tubo sus inicios esencialmente con el desa-
rrollo del me´todo simplex, formulado por George Dantzig en 1947 1; sin embargo,
los enfoques modernos de la teor´ıa de optimizacio´n deben sus or´ıgenes al ca´lculo
de variaciones que ha sido estudiado por ma´s de tres siglos, y que tambie´n fue
crucial en el desarrollo del ana´lisis funcional.
El estudio de la optimizacio´n convexa 2, actualmente conocida como ana´lisis
convexo (Termino que fue sugerido por Albert. W. Tucker, famoso por las con-
diciones de Kuhn-Tucker), se inicio´ con la publicacio´n de la obra ya cla´sica “
Convex Analysis”(Rockafellar, 1970), la cual tubo much´ısimo impacto en el desa-
rrollo de la teor´ıa y los me´todos de optimizacio´n; en cuyo proceso, los investi-
gadores encontraron que muchos de los problemas de optimizacio´n convexos no
eran diferenciables en el punto mı´nimo; es as´ı que las funciones no diferenciables,
marcaron un paradigma en la teor´ıa moderna de optimizacio´n, el cua´l condujo al
desarrollo de un enfoque completamente diferente, concibie´ndose de esta manera
la nocio´n de subdiferencial.
El subdiferencial de una funcio´n en un punto dado, es un conjunto que puede ser
considerado como un sustituto de la nocio´n de la derivada en puntos donde la
funcio´n no es diferenciable. Gracias al estudio del mismo, se pudieron desarro-
llar un conjunto de reglas muy u´tiles para llevar a cabo el ana´lisis de funciones
no diferenciables. Es as´ı que de una manera natural se logro´ extender el domi-
nio de la optimizacio´n no diferenciable ma´s alla´ de la convexidad. La primera
extensio´n natural se dio para funciones localmente Lipschitz, lo cua´l fue iniciado
por Clarke (1990), quien fue estudiante de Rockafellar. E´l introdujo la nocio´n de
gradiente generalizado para funciones localmente Lipschitz. Es as´ı que a partir de
1dicho modelo matema´tico (formulado durante la segunda guerra mundial) ten´ıa como ob-
jetivo reducir los costos del eje´rcito y aumentar las pe´rdidas del enemigo
2Las funciones convexas poseen algunas propiedades usuales de diferenciabilidad, y una de
ellas es la existencia de la derivada direccional lateral (derecha e izquierda) en toda direccio´n
en un punto interior de su dominio.
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la publicacio´n de Rockafellar (1970), Clarke (1990), entre otras, el uso de subdi-
ferenciales (como el subdiferencial Fre´chet, y el de Clarke) se ha convertido en
algo tan cotidiano como el uso de gradientes.
En esta seccio´n presentamos algunos conceptos y resultados relacionados a los
subdiferenciales generalizados que se utilizara´n ma´s adelante, los cuales fueron
tomados de Clarke (1990), Clarke (2013) y Rockafellar y Wets (2009, cap. 8
y 10). Si bien la mayor´ıa de los conceptos que siguen pueden ser desarrollados
para funciones del tipo f : X → Y , donde X, Y son espacios normados, espacios
vectoriales topolo´gicos localmente convexos, o ma´s generalmente sobre espacios
de Banach, en la presente solamente nos limitaremos a los espacios Euclidianos,
y a funciones del tipo f : Rn → R ∪ {+∞}.
3.1.1. Subdiferencial de Fre´chet y en el l´ımite
Definicio´n 3.1.1. Sea f : Rn → R ∪ {+∞} una funcio´n propia.
1. Para cada x ∈ dom(f), donde f(x) es finito, el conjunto de subgradientes
regulares (tambie´n llamado subdiferencial de Fre´chet) de f en x, de-
notado por ∂̂f(x) esta formado por un conjunto de vectores d ∈ Rn, tales
que
f(y) ≥ f(x) + 〈d, y − x〉+ θ(‖y − x‖), donde lim
y→x
y 6=x
θ(‖y − x‖)
‖y − x‖ = 0,
o equivalentemente
∂̂f(x) =
d ∈ Rn : lim infy→x
y 6=x
f(y)− f(x)− 〈d, y − x〉
‖y − x‖ ≥ 0
 .
Si x /∈ dom(f) entonces ∂̂f(x) = ∅.
2. El conjunto de subgradientes generalizados (tambie´n llamado subdiferen-
cial en el l´ımite) de f en x, denotado por ∂Limf(x) esta definido por
∂Limf(x) =
{
d ∈ Rn : ∃ xl → x, f(xl)→ f(x), dl ∈ ∂̂f(xl) y dl → d
}
.
Proposicio´n 3.1.1. Para una funcio´n f : Rn → R ∪ {+∞} y un punto x ∈
dom(f) en el cua´l f es finito, los conjuntos subgradientes ∂Limf(x) y ∂̂f(x) son
cerrados, con ∂̂f(x) convexo y ∂̂f(x) ⊂ ∂Limf(x).
Demostracio´n. (a) Probaremos que ∂̂f(x) es convexo. En efecto, sean d1, d2 ∈
∂̂f(x), entonces para todo α ∈ [0, 1] se tiene que
αf(y) ≥ αf(x) + 〈αd1, y − x〉+ α θ1(‖y − x‖) ∀y ∈ Rn
(1− α)f(y) ≥ (1− α)f(x) + 〈(1− α)d2, y − x〉+ (1− α) θ2(‖y − x‖) ∀y ∈ Rn.
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Sumando ambas desigualdades tenemos que
f(y) ≥ f(x) + 〈αd1 + (1− α)d2, y − x〉+ θ(‖y − x‖) ∀y ∈ Rn, (3.1)
donde θ(‖y − x‖) = α θ1(‖y − x) + (1− α) θ2(‖y − x‖). Dado que
lim
y→x
y 6=x
θ(‖y − x‖)
‖y − x‖ = 0,
entonces en (3.1) tenemos que αd1 + (1− α)d2 ∈ ∂̂f(x) para todo α ∈ [0, 1].
(b) Probaremos que ∂̂f(x) es cerrado. Sea {dk} una sucesio´n en ∂̂f(x) tal que
dk → d. Como dk ∈ ∂̂f(x), entonces f(y) ≥ f(x) + 〈dk, y − x〉 + θ(‖y − x‖). To-
mando l´ımite cuando k va para el infinito, y usando la continuidad del producto
interno 〈, 〉 tenemos que f(y) ≥ f(x) + 〈d, y− x〉+ θ(‖y− x‖), para todo y ∈ Rn.
As´ı que d ∈ ∂̂f(x).
(c) Probaremos que ∂Limf(x) es cerrado. Sea {dk} una sucesio´n en ∂Limf(x) tal
que dk → d. Como dk ∈ ∂Limf(x), entonces existe una sucesio´n {xlk} tal que
xlk →
f
x; tambie´n existe dlk ∈ ∂̂f(xlk) tal que dlk → dk. Dado que dlk ∈ ∂̂f(xlk),
entonces
f(y) ≥ f(xlk) + 〈dlk , y − xlk〉+ θ(‖y − xlk‖) ∀y ∈ Rn,
haciendo que lk → +∞ tenemos que
f(y) ≥ f(x) + 〈dk, y − x〉+ θ(‖y − x‖) ∀y ∈ Rn,
lo cual implica que dk ∈ ∂̂f(x). Haciendo que {xk} = x, tenemos que xk →
f
x, y
teniendo en cuenta que dk ∈ ∂̂f(xk) converge a d, se tiene que d ∈ ∂Limf(x).
(d) Finalmente probaremos que ∂̂f(x) ⊂ ∂Limf(x). Sea d ∈ ∂̂f(x), entonces
f(y) ≥ f(x) + 〈d, y − x〉 + θ(‖y − x‖) para todo y ∈ Rn. Haciendo que x =
{xk} y d = {dk}, tenemos xk →
f
x y dk → d, inmediatamente se tiene que
d ∈ ∂Limf(x).
Proposicio´n 3.1.2. (Regla generalizada de Fermat). Si una funcio´n propia f :
Rn → R ∪ {+∞} tiene un mı´nimo local en x ∈ dom(f), entonces 0 ∈ ∂̂f(x).
Demostracio´n. Dado que f tiene un mı´nimo local en x, entonces existe ǫx > 0
tal que
f(x) ≤ f(y) ∀ y ∈ B(x, ǫx),
donde B(x, ǫx) = {y ∈ Rn : ‖y − x‖ < ǫx}. Definiendo θ(‖y − x‖) = 0, en la
expresio´n anterior tenemos que
f(y) ≥ f(x) + 〈0, y − x〉+ θ(‖y − x‖) ∀ y ∈ B(x, ǫx).
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Dado que
lim
y→x
y 6=x
θ(‖y − x‖)
‖y − x‖ = 0,
entonces por la Definicio´n 3.1.1 (1) podemos concluir que 0 ∈ ∂̂f(x).
Las proposiciones que a continuacio´n presentamos, no sera´n demostradas, dado
que la realizacio´n de las mismas implican much´ısimos conceptos, los cua´les esca-
pan de los fines de la presente tesis.
Proposicio´n 3.1.3. Sea C ⊂ Rn, C 6= ∅, un conjunto convexo cerrado y x ∈ C,
entonces
∂Lim(δC)(x) = NC(x) (3.2)
Demostracio´n. La demostracio´n es una implicacio´n directa del Ejercicio 4.5
(pa´gina 61) y la Proposicio´n 2.9 (pa´gina 30) de Clarke (2013).
Proposicio´n 3.1.4. Sean f, g : Rn → R ∪ {+∞} funciones propias, tales que f
es localmente Lipschitz en x ∈ dom(f)∩ dom(g), y g es semicontinua inferior en
dicho punto, entonces
∂Lim(f + g)(x) ⊂ ∂Limf(x) + ∂Limg(x).
Demostracio´n. Ve´ase Mordukhovich (2006), Teorema 2.33.
3.1.2. Subdiferencial de Clarke
Definicio´n 3.1.2. Sean f : Rn → R ∪ {+∞} una funcio´n propia y localmente
Lipschitz en x ∈ dom(f), y d ∈ Rn.
1. La derivada direccional de Clarke de f en x en la direccio´n d, deno-
tada por f 0(x, d), es definida como:
f 0(x, d) = lim sup
y→x
t↓0
f(y + td)− f(y)
t
.
2. El subdiferencial de Clarke de f en x, denotado por ∂0f(x) esta´ defi-
nido por
∂0f(x) = {w ∈ Rn : 〈w, d〉 ≤ f 0(x, d), ∀d ∈ Rn}.
Observacio´n 3.1.1. De la definicio´n anterior se sigue directamente que para
todo x ∈ dom(f) se tiene que ∂̂f(x) ⊂ ∂Limf(x) ⊂ ∂0f(x) Bolte et al. (ver 2007,
inclusio´n (7)).
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Ejemplo 3.1.1. Clarke (Ejemplo 2.1.3 1990, pa´gina 28). Calcular el subdiferen-
cial de Clarke de la funcio´n f : R→ R definidad por f(x) = |x|.
Como f es localmente Lipschits 3, procedemos a calcular ∂0f(x), para lo cual
consideramos tres casos:
Si x > 0, entonces
f 0(x, d) = lim sup
y→x
t↓0
|y + td| − |y|
t
=
{
d si d ≥ 0
d si d < 0 ∧ y + td ≥ 0,
luego f 0(0, d) = d. As´ı que ∂0f(x) = {w ∈ R : w.d ≤ d, ∀d ∈ R}, de esta
manera ∂0f(x) se reduce a {1}.
Si x < 0, entonces
f 0(x, d) = lim sup
y→x
t↓0
|y + td| − |y|
t
=
{ −d si d ≥ 0 ∧ y + td < 0
−d si d < 0,
de modo que ∂0f(x) = {w ∈ R : w.d ≤ −d, ∀d ∈ R}, de donde se deduce
que ∂0f(x) = {−1}.
Finalmente si x = 0, se tiene que
f 0(x, d) = lim sup
y→x
t↓0
|y + td| − |y|
t
=
{
d si d ≥ 0
−d si d < 0,
luego f 0(0, d) = |d|. As´ı que ∂0f(d) = {w ∈ R : w.d ≤ |d|, ∀d ∈ R}, por lo
tanto ∂0f(x) = [−1, 1].
Ejemplo 3.1.2. La funcio´n f(x) = x2sen( 1
x
) es diferenciable, excepto en el punto
cero. Hallaremos el subdiferencial de Clarke en este punto. Su gra´fica es:
x
y
f(x)= x. sen (1/x)2
Figura 3.1: Gra´fica de la funcio´n f(x) = x2sen(1/x).
3Esto inmediatamente se sigue de la desigualdad triangular: |f(y)−f(x)| = ||y|−|x|| ≤ |y−x|.
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Usando la definicio´n de derivada generalizada tenemos:
f 0(x, d) = lim sup
y→x
t↓0
(y + td)2 sin( 1
y+td
)− y2 sin( 1
y
)
t
Tomando x = 0, y haciendo uso de la Definicio´n 3.1.2(2) tenemos:
∂0f(0) = {w ∈ R : w.d ≤ f 0(0, d), ∀d ∈ R}
=
w ∈ R : w.d ≤ lim supy→0
t↓0
f(y + td)− f(y)
t

=
w ∈ R : w.d ≤ lim supy→0
t↓0
(y + td)2 sin( 1
y+td
)− y2 sin( 1
y
)
t

=
{
w ∈ R : w.d ≤ lim sup
t↓0
t2d2. sin( 1
t.d
)
t
}
=
{
w ∈ R : w.d ≤ lim sup
t↓0
d. sin( 1
t.d
)
1
t.d
}
= {w ∈ R : w.d ≤ d}
i) Si d ≥ 0, entonces se tiene que w ≤ 1;
ii) si d < 0, entonces se tiene que w ≥ −1.
De (i) y (ii) se tiene que w ∈ [−1, 1], luego ∂0f(0) = [−1, 1].
Lema 3.1.1. Sean f, g : Rn → R∪{+∞} funciones propias y localmente Lipschitz
en x ∈ dom(f) ∩ dom(g). Luego para todo d ∈ Rn se tiene que
i) (f + g)0(x, d) ≤ f 0(x, d) + g0(x, d);
ii) (λf)0(x, d) = λf 0(x, d), para todo λ ≥ 0;
iii) f 0(x, λd) = λf 0(x, d), para todo λ ≥ 0.
Demostracio´n. (i). Por la Definicio´n 3.1.2(1) es claro que
(f + g)0(x, d) = lim sup
y→x
t↓0
(f + g)(y + td)− (f + g)(y)
t
= inf
δ>0
sup
y∈B(x,δ)
(f + g)(y + td)− (f + g)(y)
t
= inf
δ>0
sup
y∈B(x,δ)
(
f(y + td)− f(y)
t
+
g(y + td)− g(y)
t
)
.
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Dado que sup(φ1 + φ2 + · · · )(.) ≤ sup(φ1)(.) + sup(φ2)(.) + · · · , entonces en la
expresio´n anterior tenemos que
(f + g)0(x, d) ≤ inf
δ>0
(
sup
y∈B(x,δ)
f(y + td)− f(y)
t
+ sup
y∈B(x,δ)
g(y + td)− g(y)
t
)
= inf
δ>0
sup
y∈B(x,δ)
f(y + td)− f(y)
t
+ inf
δ>0
sup
y∈B(x,δ)
g(y + td)− g(y)
t
,
de donde inmediatamente se sigue el resultado. La relacio´n (ii) se sigue directa-
mente de la Definicio´n 3.1.2(1).
(iii). Si λ = 0, la igualdad se verifica trivialmente, pero si λ > 0, por la Definicio´n
3.1.2(1) tenemos que:
λf 0(x, λd) := lim sup
y→x
t↓0
λf(y + td)− λf(y)
t
= lim sup
y→x
t
λ
↓0
f(y + t
λ
(λd))− f(y)
t
λ
= f 0(x, λd),
de donde se sigue el resultado.
Lema 3.1.2. Si f : Rn → R∪{+∞} es una funcio´n propia y localmente Lipschitz
en x ∈ dom(f), y λ un escalar arbitrario, entonces:
∂0(λf)(x) = λ∂0f(x). (3.3)
Demostracio´n. Dado que f es localmente Lipschitz, entonces λf tambie´n es
localmente Lipschitz. Probaremos que:
i) ∂0(λf)(x) ⊂ λ∂0f(x). Sea w ∈ ∂0(λf)(x), entonces por la Definicio´n 3.1.2(2)
se tiene que
〈w, d〉 ≤ (λf)0(x, d) ∀d ∈ Rn. (3.4)
Teniendo en cuenta el signo de λ, analizamos los siguientes casos:
i.1) Si λ ≥ 0, por el Lema 3.1.1 (ii) se tiene que (λf)0 = λf 0, entonces en (3.4)
〈w, d〉 ≤ λf 0(x, d) ∀d ∈ Rn. (3.5)
Si λ = 0, la igualdad (3.3) se verifica trivialmente, en cambio si λ > 0
tenemos que
〈w
λ
, d〉 ≤ f 0(x, d) ∀d ∈ Rn,
lo cual implica que w
λ
∈ ∂0f(x), de donde se tiene que w ∈ λ∂0f(x).
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i.2) Para probar al otra situacio´n en la cual λ < 0, es suficiente estudiar la
fo´rmula para λ = −1. Sea w ∈ ∂0(−f)(x), entonces de forma ana´loga a
(3.4) tenemos que
〈w, d〉 ≤ (−f)0(x, d) ∀d ∈ Rn. (3.6)
Pero como
f 0(x,−d) := lim sup
y→x
t↓0
f(y − td)− f(y)
t
(hacemos y − td = u)
= lim sup
u→x
t↓0
(−f)(u+ td)− (−f)(u)
t
= (−f)0(x, d),
entonces en (3.6)
〈−w,−d〉 = 〈w, d〉 ≤ f 0(x,−d) ∀d ∈ Rn
lo cual implica −w ∈ ∂0f(x). Por lo tanto de (i.1) e (i.2) se tiene que
∂0(λf)(x) ⊂ λ∂0f(x) para todo λ ∈ R.
ii) λ∂0f(x) ⊂ ∂0(λf)(x). Considerando un w ∈ ∂0f(x), haciendo uso de la Defini-
cio´n 3.1.2(1), y siguiendo el camino inverso al realizado en el ı´tem (i), fa´cilmente
se obtiene dicha inclusio´n.
Lema 3.1.3. Sean fi : Rn → R ∪ {+∞}, i = 1, · · · , p, funciones propias y
localmente Lipschitz en x ∈ ∩pi=1dom(fi), entonces:
∂0(
p∑
i=1
fi)(x) ⊂
p∑
i=1
∂0fi(x). (3.7)
Demostracio´n. La prueba se sigue inmediatamente a partir del Lema 3.1.1
(i).
Proposicio´n 3.1.5. Si f : Rn → R ∪ {+∞} es una funcio´n propia y localmente
Lipschitz de constante K > 0 cerca de x, entonces f 0 es semicontinua superior
(scs), es decir si (x, d) ∈ Rn × Rn y {(xk, dk)} es una sucesio´n en Rn × Rn tal
que lim
k→+∞
(xk, dk) = (x, d), entonces
lim sup
k→+∞
f 0(xk, dk) ≤ f 0(x, d). (3.8)
Demostracio´n. Sean {xk} y {dk} sucesiones arbitrarias en Rn × Rn que con-
vergen a x y d respectivamente. Por la definicio´n de l´ımite superior, tenemos que
f 0(xk, dk) = inf
δ>0
sup
‖y−xk‖+t<δ
(
f(y + tdk)− f(y)
t
)
≤ sup
‖y−xk‖+t<δ
(
f(y + tdk)− f(y)
t
)
, ∀δ > 0.
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Haciendo uso de la definicio´n de supremo, y considerando que δ = 1
k
, se tiene la
existencia de las sucesiones {yk} y {tk} > 0, tales que
f 0(xk, dk) ≤ f(y
k + tkd
k)− f(yk)
tk
+
1
k
,
‖yk − xk‖+ tk < 1
k
∀k ∈ N,
de donde
f 0(xk, dk)− 1
k
≤ f(y
k + tkd
k)− f(yk)
tk
=
f(yk + tkd)− f(yk)
tk
+
f(yk + tkd
k)− f(yk + tkd)
tk
. (3.9)
No´tese que el u´ltimo te´rmino de la parte derecha de (3.9) esta´ acotado porK‖dk−
d‖, lo cual se cumple gracias a que f es localmente Lipschitz en x con constanteK
(ver Definicio´n 2.2.3), y por el hecho que tk > 0; lo cual probamos a continuacio´n:
1
tk
|f(yk + tkdk)− f(yk + tkd)| ≤ K
tk
‖(yk + tkdk)− (yk + tkd)‖ = K
 tk
 tk‖dk − d‖,
Teniendo en cuenta la expresio´n anterior, en (3.9) se tiene que
f 0(xk, dk)− 1
k
≤ f(y
k + tkd)− f(yk)
tk
+K‖dk − d‖.
Tomando l´ımite superior cuando k → +∞, tenemos que
lim sup
k→+∞
f 0(xk, dk) ≤ f 0(x, d),
lo cual establece la semicontinuidad superior de f .
Proposicio´n 3.1.6. Sea f : Rn → R∪{+∞} una funcio´n propia, cuasi-convexa
y localmente Lipschitz en Rn. Si g ∈ ∂0f(x) y f(y) < f(x), entonces 〈g, y−x〉 ≤ 0
Demostracio´n. Sea g ∈ ∂0f(x), entonces por la Definicio´n 3.1.2(2)
〈g, d〉 ≤ f 0(x, d) = lim sup
y→x
t↓0
f(y + td)− f(y)
t
∀d ∈ Rn.
Haciendo d = y − x, y aplicando la definicio´n de l´ımite superior, en la expresio´n
anterior tenemos que
〈g, y − x〉 ≤ f 0(x, y − x) = inf
δ>0
sup
y∈B(x,δ), t∈(0,δ)
(
f(y + t(y − x))− f(y)
t
)
≤ sup
y∈B(x,δ), t∈(0,δ)
(
f(y + t(y − x))− f(y)
t
)
. (3.10)
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Aplicando la definicio´n de supremo a (3.10), y considerando que δ = ǫ
k
para todo
k ∈ N, se tiene la existencia de las sucesiones {tk} ⊂ (0, ǫk ) y {yk} ⊂ B(x, ǫk )
(entonces y − yk ∈ 4B(y − x, ǫ)), tales que ‖yk − x‖+ tk < ǫk para todo k ∈ N, y
adema´s
〈g, y − x〉 ≤ sup
‖y−x‖+t<δ
(
f(y + t(y − x))− f(y)
t
)
≤ f(y
k + tk(y − yk))− f(yk)
tk
+
ǫ
k
,
de donde
〈g, y − x〉 ≤ f((tk)y + (1− tk)y
k)− f(yk)
tk
+
ǫ
k
.
Dado que f es cuasi-convexa y f(y) < f(x), tenemos que
〈g, y − x〉 ≤ f(x)− f(y
k)
tk
+
ǫ
k
,
tomando l´ımite cuando k → +∞ obtenemos que: 〈g, y − x〉 ≤ 0.
Proposicio´n 3.1.7. Si f : Rn → R ∪ {+∞} es una funcio´n convexa, propia, y
localmente Lipschitz de constante K > 0 en x ∈ Rn, entonces ∂0f(x) coincide
con el subdiferencial en x (en el sentido del ana´lisis convexo), y f 0(x, d) coincide
con la derivada direccional f ′(x, d) para cada d.
Demostracio´n. i) Probaremos que f 0(x, d) = f ′(x, d).
i.1) De las definiciones 3.1.2(1) y 2.2.14 claramente se sigue que f 0(x, d) ≥
f ′(x, d).
i.2) Para completar la demostracio´n de (i), a continuacio´n probaremos que
f 0(x, d) ≤ f ′(x, d). El primer te´rmino de la desigualdad anterior, tambie´n
puede ser escrito como
f 0(x, d) := lim sup
y→x
t↓0
f(y + td)− f(y)
t
= lim
ǫ↓0
sup
‖y−x‖<ǫδ
sup
0<t<ǫ
f(y + td)− f(y)
t
,
donde δ es un nu´mero positivo fijo. Dado que f es convexa, por el Teorema
2.2.3 se sigue que la funcio´n
t→ f(y + td)− f(y)
t
es no decreciente, entonces
f 0(x, d) = lim
ǫ↓0
sup
‖y−x‖<ǫδ
f(y + ǫd)− f(y)
ǫ
. (3.11)
4Como yk ∈ B(x, ǫ
k
), entonces ‖yk − x‖ < ǫ
k
, pero dado que ‖yk − x‖ = ‖x − yk‖ =
‖(y − yk)− (y − x)‖ < ǫ
k
≤ ǫ, entonces y − yk ∈ B(y − x, ǫ).
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Haciendo que φ(y) = f(y+ǫd)−f(y)
ǫ
, por la condicio´n de Lipschitz, para algu´n
y ∈ B(x, ǫδ) se tiene que
|φ(y)− φ(x)| ≤
∣∣∣∣f(y + ǫd)− f(x+ ǫd)ǫ
∣∣∣∣+ ∣∣∣∣f(x)− f(y)ǫ
∣∣∣∣
≤ K
ǫ
‖y − x‖+ K
ǫ
‖y − x‖ = 2K
ǫ
‖y − x‖ ≤ 2K
ǫ
(ǫδ) = 2Kδ.
donde K es la constante de Lipschitz. Tenie´ndo en cuenta propiedades ba´si-
cas del valor absoluto, en la expresio´n anterior tenemos que
−2δK + ψ(x) ≤ ψ(y)= f(y + ǫd)− f(y)
ǫ
≤ ψ(x) + 2δK.
Entonces en (3.11)
f 0(x, d) ≤ lim
ǫ↓0
f(x+ ǫd)− f(x)
ǫ
+ 2δK = f ′(x, d) + 2δK.
Dado que δ es arbitrario, deducimos que f 0(x, d) ≤ f ′(x, d). Entonces te-
niendo en cuenta (i.1) y (i.2) tenemos que f 0(x, d) = f ′(x, d).
ii) Para probar que ∂0f(x) = ∂f(x), realizamos lo siguiente:
ii.1) ∂0f(x) ⊂ ∂f(x). Sea w ∈ ∂0f(x), entonces por la Definicio´n 3.1.2(2) y la
aplicacio´n del item (i) se tiene que
〈w, d〉 ≤ f 0(x, d) = f ′(x, d) := inf
t>0
f(x+ td)− f(x)
t
∀d ∈ Rn
Como lo anterior es va´lido para todo d ∈ Rn, en particular tambie´n sera
va´lido para d = y − x. Entonces
〈w, y − x〉 ≤ inf
t>0
f(x+ t(y − x))− f(x)
t
∀d ∈ Rn
t〈w, y − x〉 ≤ f(x+ t(y − x))− f(x) (como f es convexa)
t〈w, y − x〉 ≤ t(f(y)− f(x))
〈w, y − x〉+ f(x) ≤ f(y) ∀y ∈ Rn,
de donde se tiene que w ∈ ∂f(x) para todo y ∈ Rn.
ii.2) ∂f(x) ⊂ ∂0f(x). Tomando un w ∈ ∂f(x), aplicando la Definicio´n 2.2.15
(2), y siguiendo el camino inverso al realizado en la demostracio´n anterior,
fa´cilmente se obtiene que w ∈ ∂0f(x) para todo d ∈ Rn.
Teorema 3.1.1. Si f : Rn → R ∪ {+∞} es una funcio´n localmente Lipschitz y
continumente diferenciable, entonces f 0(x, d) coincide con la derivada direccional
f ′(x, d) para cada d.
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Demostracio´n. Sean {yi} y {ti} sucesiones arbitrarias tales que yi → x y ti ↓
0, entonces
f 0(x, d) = lim
i→+∞
f(yi + tid)− f(yi)
ti
. (3.12)
Dado que f es continuamente diferenciable, por el teorema del valor medio 5, se
tiene la existencia de algu´n zi ∈ [yi, yi + tid], tal que
f(yi + tid)− f(yi)
(yi + tid)− yi =
f(yi + tid)− f(yi)
ti.d
= f ′(zi).
Teniendo en cuenta la expresio´n anterior, as´ı como tambie´n la continuidad de f ,
en (3.12) tenemos que
f 0(x, d) = lim
i→+∞
f(yi + tid)− f(yi)
ti
= lim
i→+∞
〈f ′(zi), d〉
= 〈f ′(x), d〉 = f ′(x, d),
de donde se sigue el resultado.
Lema 3.1.4. Sean f : Rn → R ∪ {+∞} una funcio´n localmente Lipschitz, y g :
Rn → R una funcio´n convexa, entonces:
(f + g)0(x, d) = f 0(x, d) + g0(x, d) ∀x, d ∈ Rn. (3.13)
Adema´s, si g es diferenciable se tiene que
∂0(f + g)(x) = ∂0f(x) +▽g(x) ∀x ∈ Rn. (3.14)
Demostracio´n. Usando la Definicio´n 3.1.2(1) y realizando una simple manipu-
lacio´n algebraica, tenemos que
(f + g)0(x, d) = lim sup
y→x
t↓0
(
f(y + td)− f(y)
t
+
g(y + td)− g(y)
t
)
. (3.15)
Por una propiedad ba´sica de limite superior junto con la Definicio´n 3.1.2(1), en
la expresio´n anterior se tiene que
(f + g)0(x, d) ≤ lim sup
y→x
t↓0
(
f(y + td)− f(y)
t
)
+ lim sup
y→x
t↓0
(
g(y + td)− g(y)
t
)
=
f 0(x, d) + g0(x, d), (3.16)
pero como g es convexa, entonces por la Proposicio´n 3.1.7
(f + g)0(x, d) ≤ f 0(x, d) + g′(x, d) ∀x, d ∈ Rn. (3.17)
5Si f es continua en [a, b] y diferenciable en (a, b), entonces existe un c ∈ (a, b) tal que
f ′(c) = f(b)−f(a)
b−a
.
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Dado que f 0(x, d) = ((f + g) + (−g))0 (x, d), aplicando la desigualdad anterior
tenemos que
f 0(x, d) ≤ (f + g)0(x, d) + (−g)′(x, d),
as´ı que
(f + g)0(x, d) ≥ f 0(x, d) + g′(x, d) ∀x, d ∈ Rn. (3.18)
Combinando las desigualdades (3.17) y (3.18) se obtiene la ecuacio´n (3.13).
En el caso que g sea diferenciable, en particular g′(x, d) = (▽g(x), d). Por lo tanto
la prueba de la desigualdad (3.14) es una consecuencia inmediata de (3.13) y de
la Definicio´n 3.1.2(1).
3.2. Direcciones de descenso
Ahora podemos introducir la definicio´n de punto cr´ıtico Pareto-Clarke para fun-
ciones localmente Lipschitz en Rn, definicio´n que jugara´ un papel clave en el
desarrollo de la presente tesis.
Definicio´n 3.2.1. (Custo´dio et al., 2011, Definicio´n 4.6). Sea F : Rn → Rp una
funcio´n localmente Lipschitz en Rn. Decimos que xˆ ∈ Rn es un punto cr´ıtico
Pareto-Clarke de F si para todas las direcciones d ∈ Rn, existe i0 = i0(d) ∈
{1, · · · , p} tal que F 0i0(xˆ, d) ≥ 0.
La definicio´n anterior esencialmente nos dice que en Rn no existe ninguna direc-
cio´n de descenso para todas las funciones objetivo.
Observacio´n 3.2.1. De la Definicio´n 3.2.1 se sigue que si un punto x no es
un punto cr´ıtico Pareto-Clarke, entonces existe una direccio´n d ∈ Rn que
satisface
F 0i (x, d) < 0 ∀ i ∈ {1, · · · , p},
lo cual implica que para cada i ∈ {1, · · · , p}, d es una direccio´n de descenso para
cada funcio´n Fi, es decir existe un ǫ > 0, tal que
Fi(x+ td) < Fi(x) ∀ t ∈ (0, ǫ] y ∀ i ∈ {1, · · · , p}.
Lo cual en funcio´n de las componentes de orden de la funcio´n multiobjetivo sig-
nifica que
F (x+ td) ≺ F (x) ∀ t ∈ (0, ǫ]. (3.19)
Proposicio´n 3.2.1. Sea xˆ un punto cr´ıtico Pareto-Clarke de una funcio´n local-
mente Lipschitz F : Rn → Rp. Si F es Rp
≧
-convexa, entonces xˆ es una solucio´n
de´bil de Pareto del problema (4.2).
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Demostracio´n. Como xˆ es un punto cr´ıtico Pareto-Clarke de F , entonces para
todas las direcciones d, existe i0 = i0(d) ∈ {1, · · · , p} tal que F 0i0(xˆ, d) ≥ 0; y
dado que F es Rp
≧
-convexa, por la Proposicio´n 3.1.7
F ′i0(xˆ, d) ≥ 0, (3.20)
donde F ′i0(xˆ, d) denota la derivada direccional de la funcio´n convexa Fi0 en xˆ en la
direccio´n d. Por otra parte supongamos que xˆ no es una solucio´n de´bil de Pareto
del problema (4.2), entonces existe x∗ ∈ Rn tal que F (x∗) ≺ F (xˆ) (ver Definicio´n
4.3.3), es decir Fi(x
∗) < Fi(xˆ) para todo i ∈ {1, · · · , p}; as´ı que para cada i, existe
α = α(i) > 0 tal que
Fi(x
∗) + α = Fi(xˆ).
Definamos xt = tx
∗+ (1− t)xˆ, t ∈ (0, 1). Haciendo uso de la igualdad anterior, y
de la Rp
≧
-convexidad de F , se tiene que
Fi(xt) = Fi(tx
∗ + (1− t)xˆ) ≤ tFi(x∗) + (1− t)Fi(xˆ)
Fi(tx
∗ + xˆ− txˆ) ≤ t(Fi(xˆ)− α) + Fi(xˆ)− tFi(xˆ) = Fi(xˆ)− tα,
de donde
Fi(xˆ+ t(x
∗ − xˆ))− Fi(xˆ)
t
≤ −α < 0 ∀ t ∈ (0, 1). (3.21)
Haciendo que d = (x∗ − xˆ) ∈ Rn, y tomando l´ımite cuando t→ 0+ se tiene que
lim
t→0+
(
Fi(xˆ+ td)− Fi(xˆ)
t
)
= F ′i (xˆ, d) < 0 ∀t ∈ (0, 1) y ∀ i ∈ {1, · · · , p},
lo cual contradice la relacio´n (3.20). Por lo tanto xˆ es una solucio´n de´bil de Pareto
del POM (4.2).
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Cap´ıtulo 4
TEORI´A DE OPTIMIZACIO´N MULTI-
OBJETIVO
En el presente cap´ıtulo nos limitaremos a la teor´ıa ba´sica necesaria para los fines
de e´sta tesis. Para una descripcio´n ma´s minuciosa referirse a Ehrgott (2005) o
Sawaragi et al. (1985).
En optimizacio´n cla´sica generalmente se trabaja con problemas donde se requiere
optimizar un solo objetivo, bien sea lineal o no lineal, sin embargo en las apli-
caciones es comu´n ver casos donde es necesario optimizar ma´s de un objetivo,
los cua´les por lo general se encuentran en conflicto entre s´ı, pues la mejora de
uno de ellos, puede significar empeorar el desempen˜o de los otros. Los siguientes
ejemplos ilustrara´n ma´s claramente lo mencionado.
Ejemplo 4.0.1. (Problema de la compra de un automo´vil - Ehrgott, 2005, Ejem-
plo 1.1). Supongamos que queremos comprar un automo´vil, y que para ello tene-
mos identificado como opciones los siguientes modelos: VW Golf, Opel Astra,
Ford Focus y Toyota Corolla. Nuestra decisio´n de compra se basa en considerar
el precio, el consumo de petro´leo y la potencia del automo´vil. Supongamos que
estamos interesados en un auto menor precio, menor consumo, y ma´xima poten-
cia. Las caracter´ısticas de cada modelo de automo´vil se muestran en la siguiente
tabla:
Tabla 4.1: Caracter´ısticas de los cuatro automo´viles (caso discreto).
Alternativas
Criterios de compra VW Opel Ford Toyota
Precio (1000 Do´lares) 16.2 14.9 14.0 14.9
Consumo (l /100km) 7.2 7.0 7.5 8.2
Poder (kW) 66.0 62.0 55.0 71.0
Este es un problema de optimizacio´n multiobjetivo (POM), en el cua´l intervienen
tres funciones objetivo: F1 (precio), F2 (Consumo) y F3 (potencia), y cuatro alter-
nativas de decisio´n (VW, Opel, Ford y Toyota). Queremos seleccionar la “mejor”
alternativa (solucio´n o´ptima) que minimice simulta´neamente F1, F2 y − F3
(maximizar F3 es equivalente a minimizar −F3).
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En la Tabla 4.4 podemos observar que el automo´vil ma´s poderoso es el que con-
sume ma´s petroleo, adema´s e´ste no es el ma´s econo´mico, as´ı que no podemos
comprar un automo´vil que sea poderoso, econo´mico, y que a la vez consuma po-
co combustible (es decir, que minimice simulta´neamente F1, F2 y − F3), de e´sta
forma sin ninguna informacio´n adicional, es imposible seleccionar una u´nica so-
lucio´n. Sin embargo si en el problema consideramos una u´nica funcio´n objetivo,
tendremos un problema de optimizacio´n mono-objetivo, en el cua´l podemos obte-
ner directamente una u´nica solucio´n o´ptima.
A continuacio´n definimos formalmente un problema de optimizacio´n multiobjeti-
vo.
Definicio´n 4.0.1. Un problema de optimizacio´n multiobjetivo (POM) puede for-
mularse de manera general de la siguiente manera:
min
x∈X
F (x) = min{F (x) : x ∈ X}, (4.1)
donde:
F : Rn → Rp, con F (x) = (F1(x), . . . , Fp(x)), p ≥ 2, denota el vector de
funciones objetivo, definido en el espacio variable o espacio de decisio´n
Rn, con valores en el espacio objetivo o espacio criterio Rp;
X ⊆ Rn denota la regio´n o conjunto factible, definido en el espacio de
decisio´n;
x = (x1, x2, . . . , xn) representa un vector columna de variables de decisio´n;
Y = F (X) ⊂ Rp es el conjunto factible, definido en el espacio objetivo.
Observacio´n 4.0.1. 1. Si en el problema (4.1) hacemos que X = Rn, enton-
ces estaremos ante su versio´n irrestricta, dada por:
min
x∈Rn
F (x) = min{F (x) : x ∈ Rn}. (4.2)
2. Si alguna de las funciones objetivo de (4.1) es de maximizacio´n, por ejemplo
la funcio´n Fi, i = 1, · · · , p, entonces (−Fi) sera´ de minimizacio´n.
Ejemplo 4.0.2. Considerando el problema de optimizacio´n con dos objetivos y
una variable de decisio´n:
min
x∈R
F (x) = min
x∈R
(ex, (ex − 3)2 + 1), (4.3)
podemos identificar que
F : R → R2, denota el vector de funciones objetivo, definido por F (x) =
(ex, (ex − 3)2 + 1) = (F1(x), F2(x));
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R denota espacio de decisio´n 1;
Y = F (R) denota el conjunto factible, definido en el espacio objetivo R2.
Si consideramos individualmente cada una de las componentes de la funcio´n F ,
como se muestra en la Figura 4.1, fa´cilmente se puede observar que la funcio´n
F1 tiene ı´nfimo, pero no mı´nimo global(ver las explicaciones relacionadas a la
Figura 2.6 - Pa´gina 25); y que la funcio´n F2 tiene como minimizador al punto
(ln(3), 1). Sin embargo, considerando ambas funciones a la vez (como as´ı lo exige
el problema), la pregunta natural que uno podr´ıa plantearse es: ¿cua´l o cua´les
son los valores que debe asumir la variable x, de tal manera que mi-
nimice ambas funciones a la vez?. En el resto de este cap´ıtulo mostraremos
una forma adecuada de dar respuesta a tal interrogante.
x
F (x) = e
1
F (x) = (e - 3) +1
x 2
2
y
x
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Figura 4.1: Gra´fica de las funciones objetivo del Ejemplo 4.0.2.
4.1. Ordenes de preferencia
Puesto que en los problemas de optimizacio´n multiobjetivo (PsOM), los objetivos
suelen estar en conflicto, entonces raramente se puede esperar la existencia de una
u´nica solucio´n que optimice de manera simulta´nea a todos estos objetivos; por lo
tanto existira´ un conjunto de soluciones, consideradas (sin informacio´n adicio-
nal) igualmente va´lidas para el problema. La eleccio´n de al menos una de e´stas
soluciones, implica un proceso de negociacio´n, en el cua´l las actitudes de prefe-
rencia del tomador de decisiones desempe?an un papel esencial, pues especifican
el significado de “optimalidad” o “deseabilidad”, muy a menudo es representada
como una “relacio´n binaria” en el espacio objetivo Y ⊂ Rp.
Dotando de ciertas propiedades a una relacio´n, se tendra´ un “orden de pre-
ferencia”, el cual es fundamental en el contexto de optimizacio´n multiobjetivo,
1Si el problema (4.3) lo hubie´semos planteado de la siguiente forma: min
x≥0
F (x), se tendr´ıa
que X = {x ∈ R : x ≥ 0} representa el conjunto factible, definido en el espacio de decisio´n R.
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pues permite ordenar los elementos de un conjunto, en funcio´n de un orden pre-
viamente establecido.
En la presente seccio´n introducimos las relaciones binarias, y presentamos al-
gunas de sus propiedades, las cua´les nos van a permitir definir varias clases de
o´rdenes, entre los que figuran los ordenes parcial y parcial estricto, considerados
como base de las ma´s importantes clases de relaciones que se dan en optimizacio´n
multiobjetivo.
Definicio´n 4.1.1. Sea Y cualquier conjunto en el espacio RP . Una relacio´n
binaria en Y es un subconjunto R del producto cartesiano Y × Y .
Escribiremos y1Ry2 para indicar que (y1, y2) ∈ R o que y1 esta´ relacionado con
y2, y para indicar que (y1, y2) /∈ R escribiremos y1 Ry2.
Definicio´n 4.1.2. Una relacio´n binaria R en un conjunto Y es llamada:
1. Reflexiva, si (y, y) ∈ R para todo y ∈ Y ,
2. Sime´trica, si (y1, y2) ∈ R ⇒ (y2, y1) ∈ R, para cualquiera y1, y2 ∈ Y ,
3. Asime´trica, si (y1, y2) ∈ R ⇒ (y2, y1) /∈ R, para cualquiera y1, y2 ∈ Y ,
4. Antisime´trica, si (y1, y2) ∈ R y (y2, y1) ∈ R ⇒ y1 = y2, para cualquiera
y1, y2 ∈ Y ,
5. Transitiva, si (y1, y2) ∈ R y (y2, y3) ∈ R ⇒ (y1, y3) ∈ R, para cualquiera
y1, y2, y3 ∈ Y , y
6. Conectada, conexa o completa, si (y1, y2) ∈ R o (y2, y1) ∈ R, para cual-
quiera y1, y2 ∈ Y .
Ejemplo 4.1.1. Considerando el conjunto A = {1, 2, 3}, y la relacio´n R =
{(1, 2); (2, 2); (3, 4); (4, 1)} ⊂ A × A, fa´cilmente se puede verificar que R no es
sime´trica, en vista de que (1, 2) ∈ R, pero (2, 1) /∈ R. Adema´s, R no es asime´tri-
ca.
Definicio´n 4.1.3. Una relacio´n binaria R sobre un conjunto Y se dice que es
un preorden si es reflexiva y transitiva.
En el contexto de (pre) o´rdenes otras notaciones para la relacio´n R son conve-
nientes. La relacio´n binaria “  ”, que de aqu´ı en adelante asumiremos, para re-
ferirnos indirectamente a la relacio´n R, significa “preferido a”. Es decir y1  y2,
para y1, y2 ∈ Y implica que y1 precede o es anterior a y2, o que el resultado (valor
objetivo) de y1 es preferible al de y2. En el caso que  sea un preorden, entonces
el par (Y,) sera´ llamado un conjunto preordenado.
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Asociada al preorden , se tiene la relacio´n de estricta preferencia “ ≺ ” definida
por:
y1 ≺ y2 ⇔ y1  y2 y y2  y1. (4.4)
Definicio´n 4.1.4. Una relacio´n binaria  en Y se dice que es
1. un orden parcial, si es un preorden antisime´trico,
2. un orden total, si se trata de un orden parcial conectado2,
3. un orden parcial estricto, si es asime´trica y transitiva.
Un conjunto Y junto con una relacio´n de orden total (parcial) , se llama con-
junto totalmente (parcialmente) ordenado con respecto a dicha relacio´n,
y se denota por (Y,). A los conjuntos totalmente ordenados tambie´n se les co-
noce como cadenas. Por ejemplo los conjuntos (Z y N) dotados de alguna de las
relaciones (≥ o ≤), son conjuntos totalmente ordenados.
Ejemplo 4.1.2. La relacio´n ≤ definida en Z, representa una relacio´n de orden
total.
En efecto, sean a, b ∈ Z, entonces:
a ≤ b⇐⇒ b− a ≥ 0, o lo que es lo mismo
a ≤ b⇐⇒ b− a ∈ Z+0 , es decir
a ≤ b⇐⇒ ∃ k ∈ Z+0 tal que b− a = k.
Para afirmar que e´sta relacio´n representa una relacio´n de orden total, probaremos
que:
i) ≤ representa un orden parcial (ver Definicio´n 4.1.4 (1)). Veamos si esta re-
lacio´n cumple con las condiciones exigidas para ser considerada un orden parcial:
i.1. Reflexividad. En efecto, sea a un elemento arbitrario de Z, entonces:
a = a =⇒ a− a = 0; 0 ∈ Z+0 =⇒ a ≤ a.
i.2. Antisimetr´ıa. En efecto, sean a y b dos enteros cualesquiera, entonces:
a ≤ b⇐⇒ ∃ k1 ∈ Z+0 : b− a = k1, y
b ≤ a⇐⇒ ∃ k2 ∈ Z+0 : a− b = k2
}
=⇒ k1 = −k2, k1, k2 ∈ Z+0
=⇒ k1 = k2 = 0.
Por lo tanto b− a = a− b, es decir a = b. Consecuentemente la relacio´n es
antisime´trica.
2Sean y1 y y2 dos elementos de un conjunto Y , sobre el que se ha definido una relaciona de
orden , decimos que y1 y y2 esta´n conectados o son comparables si uno de ellos es anterior al
otro (ver Definicio´n 4.1.2- ı´tem 6).
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i.3. Transitividad. En efecto, sean a, b y c tres nu´meros enteros cualesquiera,
entonces
a ≤ b⇐⇒ ∃ k1 ∈ Z+0 : b− a = k1 y
b ≤ c⇐⇒ ∃ k2 ∈ Z+0 : c− b = k2
}
=⇒ c− a = k1 + k2= k ∈ Z+0
=⇒ a ≤ c.
Por lo tanto, la relacio´n es transitiva.
Dado que la relacio´n ≤ es reflexiva, transitiva y antisime´trica, entonces di-
cha relacio´n representa un orden parcial.
ii) ≤ satisface la propiedad conexa (ver Definicio´n 4.1.2 - ı´tem 6), propiedad
que implica que todos los nu´meros enteros son comparables por la relacio´n ≤.
Consideramos dos nu´meros enteros arbitrarios a y b, probaremos que a ≤ b o
b ≤ a. En efecto, como a y b han sido elegidos arbitrariamente, puede ocurrir que
sean iguales o distintos. Pues bien,
a = b ∨ b 6= a ⇐⇒ a = b ∨ b− a 6= 0
⇐⇒ a = b ∨ b− a ∈ Z \ {0}
⇐⇒ a = b ∨ b− a ∈ Z− ∪ Z+
⇐⇒ a = b ∨

∃ k ∈ Z− : b− a = k
∨
∃ k ∈ Z+ : b− a = k
⇐⇒ a = b ∨

a− b = −k, −k ∈ Z+
∨
b− a = k, k ∈ Z+
⇐⇒ a = b ∨

b < a
∨
a < b
⇐⇒

a = b ∨ b < a
∨
a = b ∨ a < b
.
⇐⇒

b ≤ a
∨
a ≤ b
Dado que la relacio´n de orden ≤ definida en Z satisface (i) y (ii), entonces con-
cluimos que dicha relacio´n es de orden total.
Los ordenes de preferencia que usualmente asumiremos a lo largo de e´ste trabajo,
sera´n al menos los o´rdenes considerados en la Definicio´n 4.1.4 - ı´tems 1. y 3.,
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los cua´les esta´n definidos sobre el espacio Euclidiano Rp, p ≥ 2. Los nombres
y notaciones que utilizaremos para referirnos a dichos o´rdenes sera´n los que se
detallan en la Tabla 4.2. Cabe mencionar que dichas notaciones no son las u´nicas
en la literatura de optimizacio´n multiobjetivo, por lo cual se recomienda verificar
las definiciones, al consultar otras fuentes.
Tabla 4.2: Algunos o´rdenes en Rp.
Notacio´n Definicio´n Nombre
y1 ≦ y2 y1k ≤ y2k; k = 1, . . . , p Orden de´bil por componentes
y1 ≤ y2 y1k ≤ y2k; k = 1, . . . , p; y1 6= y2 Orden por componentes
y1 < y2 y1k < y
2
k; k = 1, . . . , p Orden estricto por componentes
Tabla 4.3: Fuente: Ehrgott (2005), Tabla 1.2, pa´gina12.
As´ı, con las componentes de orden (de´bil y estricto), definimos los siguientes
subconjuntos sobre el espacio Euclidiano Rp, p ≥ 2:
Rp
≧
= {y ∈ Rp : y ≧ 0}, denota el ortante no negativo de Rp; (4.5)
Rp≥ = {y ∈ Rp : y ≥ 0} = Rp≧ \ {0}; (4.6)
Rp> = {y ∈ Rp : y > 0} = int(Rp≧), denota el ortante positivo de Rp. (4.7)
Notar que para p = 1, Rp≥ = R
p
>.
4.2. Conos y ordenes relacionados
En el caso de los problemas de optimizacio´n simples o mono-objetivo, el signifi-
cado de minimizar una funcio´n f : Rn → R, sobre un conjunto X ⊆ Rn, es claro:
el punto o´ptimo xˆ ∈ X es una solucio´n a tal problema si f(xˆ) ≤ f(x) para todo
x ∈ X. Como puede verse en este caso, el significado de mı´nimo esta´ directamen-
te relacionado con el orden cano´nico ≤ en R. Esto no ocurre en los problemas
de optimizacio´n multiobjetivo, donde F : Rn → Rp, p ≥ 2, dado que no existe
un orden cano´nico en Rp; por lo tanto el significado de mı´nimo para el problema
(4.2) estara´ relacionado con un determinado orden en Rp, el cua´l previamente
debe ser establecido.
A continuacio´n presentamos la definicio´n de cono en Rp, y posteriormente mos-
tramos que es posible definirlo en funcio´n de una relacio´n de orden, o viceversa,
lo cual nos va a permitir obtener uno de los de los conos ma´s utilizados en el
a´mbito de optimizacio´n multiobjetivo, el cono Rp
≧
3, el cua´l sera´ punteado, con-
vexo y adema´s contendra´ al cero, si dicha relacio´n (compatible con la adicio´n y
multiplicacio´n escalar) representa un orden parcial (ver Definicio´n 4.1.4 (1)).
3La importancia del cono Rp
≧
, definido en funcio´n de la relacio´n de orden de´bil por compo-
nentes (ver Tabla 4.2), radica en que nos va a permitir derivar a una interpretacio´n geome´trica
de las propiedades de los ordenes.
47
Definicio´n 4.2.1. Un subconjunto C ⊆ Rp es llamado un cono, si αd ∈ C para
todo d ∈ C y para todo α ∈ R, α > 0. Un cono C se dice que es:
1. no trivial o propio, si C 6= ∅ y C 6= Rp;
2. convexo, si αd1+(1−α)d2 ∈ C para todo d1, d2 ∈ C y para todo 0 ≤ α ≤ 1;
3. cerrado, si e´ste es cerrado como un subconjunto de Rp;
4. punteado, si para todo d ∈ C, d 6= 0, se cumple que −d /∈ C, es decir
C ∩ {−C} ⊆ {0}.
Debido a la definicio´n de cono, podemos ver que C es un cono convexo, si
d1 + d2 ∈ C, para cualquiera d1, d2 ∈ C. En efecto dados d1, d2 ∈ C, por la defi-
nicio´n de cono se tiene que αd1 ∈ C y (1 − α)d2 ∈ C para todo 0 < α < 1, por
ser C un cono. Por lo tanto, la cerradura de C bajo la adicio´n es suficiente para
la convexidad.
A lo largo de e´ste trabajo, solamente usaremos conos no triviales.
Ejemplo 4.2.1. La Figura 4.2 (a) muestra al cono C= R2≧ = {d ∈ R2≧ : dk ≥
0; k = 1, 2}, el cual es un cono de elementos no negativos, determinado por
el orden de´bil por componentes (ver Tabla 4.2). La Figura 4.2 (b) muestra un
pequen˜o cono C ⊂ R2≧.
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Figura 4.2: Ilustracio´n de dos conos.
Definicio´n 4.2.2. Sea R una relacio´n binaria sobre Rp, definimos:
CR = {y2 − y1 : y1Ry2}, (4.8)
como el conjunto de elementos no negativos de Rp de acuerdo con R.
Ejemplo 4.2.2. Considerando el orden de´bil por componentes sobre Rp (ver Tabla
4.2), dado por
y1 ≦ y2 ⇔ y1k ≦ y2k ∀ k = 1, . . . , p
⇔ y2k − y1k = dk ≥ 0 ∀ k = 1, . . . , p,
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podemos definir el cono C≦ = {d ∈ Rp : dk ≥ 0, k = 1, . . . , p}= Rp≧ (ver ecuacio´n
(4.5)).
Definicio´n 4.2.3. Decimos que la relacio´n binaria R es
1. compatible con la multiplicacio´n escalar, si para cualesquiera (y1, y2) ∈ R y
para todo α ∈ R>, se tiene que (αy1, αy2) ∈ R,
2. compatible con la adicio´n si para cualesquiera y1Ry2 y para todo z ∈ Rp, se
tiene que (y1 + z)R(y2 + z).
Proposicio´n 4.2.1. Si R es compatible con la multiplicacio´n escalar, entonces
CR definido en (4.8) es un cono.
Demostracio´n. Para demostrar que CR es un cono, tomando un elemento d ∈
CR, probaremos que αd ∈ CR. En efecto, sea d ∈ CR tal que d = y2 − y1,
para cualesquiera y1, y2 ∈ Rp, con y1Ry2. Luego como R es compatible con la
multiplicacio´n escalar, entonces αy1Rαy2 para todo α > 0. Por lo tanto αd =
(αy2 − αy1) ∈ CR (pues αy1Rαy2) para todo α > 0.
Considerando la igualdad (4.8), es interesante ver que si fijamos el vector y1,
entonces tendremos el conjunto:
CR(y1) = {y2 − y1 : y1Ry2}, (4.9)
con el cua´l definimos a y1 + CR(y1) como el conjunto de elementos de Rp domi-
nados por y1 (tambie´n conocida como la regio´n de dominancia de y1), cuyo
concepto y propiedades sera´n presentados ma´s adelante, pues son de suma im-
portancia en la optimizacio´n multiobjetivo.
Una pregunta natural que uno podr´ıa plantearse respecto a la ecuacio´n (4.9) es:
¿bajo que´ condiciones CR(y) es el mismo, para cualquier y ∈ Y ?. Con el fin de
responder a tal interrogante, es necesario otra hipo´tesis sobre la relacio´n de orden
R: la compatibilidad de R con la adicio´n.
Lema 4.2.1. Si R es compatible con la adicio´n y d ∈ CR, entonces 0Rd.
Demostracio´n. Si d ∈ CR, entonces existen y1, y2 ∈ Rp con y1Ry2 tal que
y2 − y1 = d; haciendo z = −y1 y usando la compatibilidad de R con la adicio´n
(ver Definicio´n 4.2.3 (2)), tenemos (y1 + z)R(y2 + z), o 0Rd.
Lo que nos dice este lema, es que si R es compatible con la adicio´n, entonces los
conjuntos CR(y), y ∈ Rp, no dependen de y. A lo largo de esta tesis nos ocupa´re-
mos princilpalmente de e´ste caso.
Teorema 4.2.1. Sea R una relacio´n binaria sobre Rp compatible con la adicio´n
y multiplicacio´n escalar. Se cumplen las siguientes propiedades:
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1. 0 ∈ CR, si y so´lo si R es reflexiva.
2. CR es punteado, si y so´lo si R es antisime´trica.
3. CR es convexo, si y so´lo si R es transitiva.
Demostracio´n. (1←) Sean R reflexiva y y ∈ Rp, entonces yRy, lo cual implica
que y − y = 0 ∈ CR.
(1 →) Sea 0 ∈ CR, entonces existe algu´n y ∈ Rp tal que yRy; tambie´n existe
y′ ∈ Rp tal que y′ = y + z, para algu´n z ∈ Rp. Dado que R es compatible con la
adicio´n, y del hecho que yRy, entonces (y + z)R(y + z), o y′Ry′.
(2 ←) Sean R antisime´trica y d ∈ CR tal que adema´s −d ∈ CR, luego existen
y1, y2 ∈ Rp tales que y1Ry2, donde y2− y1 = d; tambie´n existen y3, y4 ∈ Rp tales
que y3Ry4 y y4 − y3 = −d. As´ı tenemos que y2 − y1 = y3 − y4. Tambie´n debe
existir un y ∈ Rp tal que y3 + y = y2 y y4 + y = y1; luego como Rp es compatible
con la adicio´n, entonces (y3 + y)R(y4 + y), o y2Ry1, luego por antisimetr´ıa de
R (utilizando las relaciones y1Ry2 y y2Ry1) tenemos que y1 = y2 . Por lo tanto
d = 0, es decir CR es punteado.
(2 →) Sean y1, y2 ∈ Rp tales que y1Ry2 y y2Ry1, entonces d = (y2 − y1) ∈
CR y − d = (y1 − y2) ∈ CR. Como CR es punteado, entonces {d,−d} ∈ CR,
implica que d = 0 y que y1 = y2. Por lo tanto R es antisime´trica.
(3←) Sean R transitiva y d1, d2 ∈ CR; para probar que CR es convexo, solamente
necesitamos probar que d1 + d2 ∈ CR. Por el Lema 4.2.1 conocemos que 0Rd1
y 0Rd2; adema´s, como R es compatible con la adicio´n, entonces d1R(d1 + d2);
luego por la transitividad de R tenemos que 0R(d1 + d2), lo cual implica que
(d1 + d2) ∈ CR. Por lo tanto CR es convexo.
(3 →) Sean CR convexo y y1, y2, y3 ∈ Rp tales que y1Ry2 y y2Ry3; probaremos
que y1Ry3. Haciendo d1 = (y2 − y1) ∈ CR y d2 = (y3 − y2) ∈ CR, y teniendo en
cuenta la convexidad de CR tenemos que d1 + d2 = (y3 − y1) ∈ CR; aplicando el
Lema 4.2.1 a la expresio´n anterior tenemos que 0R(y3−y1), pues y3−y1−0 ∈ CR;
adema´s, como R es compatible con la adicio´n, entonces y1Ry3.
Ejemplo 4.2.3. El orden de´bil por componentes ≦ (ver Tabla 4.2) adema´s de ser
compatible con la adicio´n y multiplicacio´n escalar, determina un cono C≦= R
p
≧
punteado y convexo que contiene al cero.
En los puntos anteriores, hemos definido un cono C en funcio´n de una relacio´n
R, denota´ndolo por CR. Tambie´n es posible definir una relacio´n de orden en
funcio´n de un cono. Sea C un cono, definimos RC por:
y1RCy2 ⇐⇒ y2 − y1 ∈ C. (4.10)
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Ejemplo 4.2.4. (orden de Pareto) Teniendo en cuenta la relacio´n (4.10),
considerando que C = Rp
≧
\ {0} = Rp≥, definimos una nueva relacio´n binaria
“ ≤ ” en Rp (p ≥ 2) por:
y1 ≤ y2 ⇐⇒ y2 − y1 ∈ Rp
≧
\{0}= Rp≥
⇐⇒ y2 − y1 ∈ Rp
≧
, y1 6= y2
⇐⇒ y2 − y1 ≧ 0, y1 6= y2 (≧ denota el orden de´bil por componentes)
⇐⇒ y1 ≤ y2, y1 6= y2
⇐⇒ y1k ≤ y2k ∀k = 1, · · · , p, con y1j < y2j para algu´n j = 1, · · · , p.(4.11)
Es claro que la relacio´n binaria definida en (4.11) resulta ser un orden parcial
estricto (ver Definicio´n 4.1.4 (3)). Este orden “ ≤ ” respecto del cono C =
Rp≥ = R
p
≧
\ {0} se conoce como el orden de Pareto, y el concepto de optimizacio´n
multiobjetivo respecto de este orden, se conoce como optimalidad de Pareto. La
figura 4.3 ilustra el orden de Pareto en R2.
x=(x , x )21
y=(y , y )
21
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1
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y
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y
1
y-x=(y - x , y - x )
211 2
y
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2
{0}
Figura 4.3: Ilustracio´n del orden de Pareto “ ≤ ” en R2. Fuente Tablada
(2011) - Figura 2.4.
Proposicio´n 4.2.2. Sea C un cono, luego RC definido como en (4.10) es com-
patible con la adicio´n y multiplicacio´n escalar en Rp.
Demostracio´n. Sean y1, y2 ∈ Rp tales que y1RCy2, luego y2 − y1= d ∈ C.
a) Dado que ((y2 + z)− (y1 + z)) ∈ C, entonces (y1 + z)RC(y2 + z) para todo
z ∈ Rp. Por lo tanto RC es compatible con la adicio´n.
b) Por otro lado, dado que C es un cono, entonces αd = (αy2 − αy1) ∈ C, lo
cual por la relacio´n (4.10) implica que (αy1RCαy2) para todo α > 0. Por
lo tanto RC tambie´n es compatible con la multiplicacio´n escalar en Rp.
Teorema 4.2.2. Sean C un cono y RC definido como en (4.10), entonces:
1. RC es reflexiva si y solo s´ı 0 ∈ C.
2. RC es antisime´trica si y solo s´ı C es punteado.
3. RC es transitiva si y solo s´ı C es convexo.
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Demostracio´n. (1 ←). Sean 0 ∈ C y y ∈ Rp, entonces y − y ∈ C, lo cual im-
plica que yRCy para todo y ∈ Rp.
(1 →). Sea RC reflexiva, entonces yRCy para todo y ∈ Rp≧, lo cual implica que
y − y = 0 ∈ C.
(2←). Sean y1, y2 ∈ Rp tales que y1RCy2 y y2RCy1 (asumiendo que Y es puntea-
do, probaremos que y1 = y2). Consideremos d = (y2−y1) ∈ C y −d = (y1−y2) ∈
C. Puesto que C es punteado, d = 0. Por lo tanto y1 = y2.
(2 →). Sean d ∈ C y − d ∈ C, entonces 0RCd y 0RC − d (debemos probar que
d = 0). Dado que RC es compatible con la adicio´n, entonces dRC0 (esto se da
teniendo en cuenta la relacio´n 0RC − d y el hecho que d ∈ C); adema´s, dado que
RC es antisime´trica, entonces d = 0 (pues 0RCd y dRC0).
(3←). Sean y1, y2, y3 ∈ Rp tales que y1RCy2 y y2RCy3, entonces d1 = (y2−y1) ∈
C y d2 = (y3−y2) ∈ C. Dado que C es convexo, entonces d1+d2 = (y3−y1) ∈ C,
lo cual implica que y1RCy3.
(3 →). Sean d1, d2 ∈ C, entonces por la relacio´n (4.10) se tiene que 0RCd1 y
0RCd2. Dado que por RC es compatible con la adicio´n (ver Proposicio´n 4.2.2),
entonces d1RC(d1+ d2). Aplicando la transitividad de RC se tiene que 0RC(d1+
d2) y (d1 + d2−0) ∈ C.
Con los Teoremas 4.2.1 y 4.2.2 se ha mostrado la equivalencia entre algunos o´rde-
nes parciales 4 y los conos punteados y convexos que contienen al cero. Dado que
los ordenes (parciales) pueden ser usados para definir “minimizacio´n”, e´stos resul-
tados hacen que sea posible analizar geometricamente problemas de optimizacio´n
multiobjetivo (PsOM).
4.3. Eficiencia, de´bil eficiencia y no dominancia
de soluciones
Como ya se menciono´, en la optimizacio´n multiobjetivo por lo general las funcio-
nes esta´n en conflicto, as´ı que es imposible (sin informacio´n adicional) seleccionar
una u´nica solucio´n que optimice el problema (4.2). En estos casos se acepta un
conjunto de soluciones, las cuales son consideradas igualmente va´lidas para el
problema en cuestio´n. Llamaremos a este el conjunto de soluciones de Pareto,
soluciones eficientes u o´ptimas de Pareto, y a su imagen v´ıa F , el conjunto de
puntos no dominados.
Definicio´n 4.3.1. (Ehrgott, 2005, Definicio´n 2.1). Decimos que un punto xˆ ∈ Rn
es una solucio´n de Pareto (tambie´n conocida como solucio´n eficiente u o´ptimo de
4Un orden parcial se caracteriza por satisfacer las propiedades de reflexividad, transitividad
y antisimetr´ıa - ver Definicio´n 4.1.4-´ıten 1
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Pareto) del POM (4.2) 5, si no existe otra x ∈ X tal que F (x) ≤ F (xˆ), donde
“ ≤ ” denota el orden de Pareto definido en el espacio Rp (ver Ejemplo 4.2.4).
Observacio´n 4.3.1. Teniendo en cuenta la definicio´n anterior, podemos decir
que:
Si xˆ es eficiente, entonces F (xˆ) es llamado punto no dominado.
Si x1, x2 ∈ X y F (x1) ≤ F (x2), entonces x1 domina a x2 (denotado por
x1  x2) y F (x1) domina a F (x2).
El conjunto de todas las soluciones eficientes (o soluciones de Pareto), de-
notado por XE , es llamado conjunto eficiente o variedad de Pareto.
El conjunto de todos los puntos no dominados yˆ = F (xˆ) ∈ Y , donde xˆ ∈
XE, denotado por YN = F (XE), es llamado el conjunto no dominado o
frontera de Pareto.
Se debe remarcar que las notaciones presentadas en las definicio´n anteriores no
son las u´nicas, en la literatura algunos autores llaman o´ptimo de Pareto, solu-
cio´n no dominada, solucio´n no inferior, etc. a lo que nosotros estamos llamando
solucio´n de Pareto. Por ello, para evitar confusiones con la terminolog´ıa, en la
presente tesis usaremos las notaciones dadas por la Definicio´n 4.3.1.
Entre las muchas definiciones utilizadas, decimos que xˆ es una solucio´n de Pareto
(o solucio´n eficiente), si:
1. no existe x ∈ X tal que Fi(x) ≤ Fi(xˆ) para todo i = 1, ..., p y Fj(x) < Fj(xˆ)
para al menos un ı´ndice j ∈ {1, ..., p};
2. no existe x ∈ X tal que F (x)− F (xˆ) ∈ −Rp
≧
\ {0};
3. F (x)− F (xˆ) ∈ Rp \ {−Rp
≧
\ {0} } para todo x ∈ X;
4. Y ∩ (F (xˆ)− Rp
≧
) = {F (xˆ)}, donde Y = F (X).
La definicio´n 1, es una consecuencia inmediata de la Definicio´n 4.3.1, en la cua´l
se utiliza el orden de Pareto “ ≤ ” (detallado en el Ejemplo 4.2.4). La definicio´n
2 tambie´n es una consecuencia de la Definicio´n 4.3.1, la cua´l indica que xˆ es una
solucio´n eficiente, si
∄ x ∈ X : F (x) ≤ F (xˆ) ⇐⇒ F (x)− F (xˆ) ≤ 0
⇐⇒ F (x)− F (xˆ) ∈ −Rp≥ = −Rp≧ \ {0},
de donde se sigue dicho resultado, del cua´l inmediatamente se deduce la defini-
cio´n 3. Finalmente la definicio´n 4 se desprende de la definicio´n 2. En efecto,
supongamos que existe x ∈ X tal que F (x) ∈ Y ∩ (F (xˆ)−Rp
≧
), con F (x) 6= F (xˆ)
5Si consideramos el POM (4.1), la solucio´n xˆ ∈ Rn debe ser factible, es decir, debe satisfacer
todas las restricciones de igualdad y/o desigualdad que componen al conjunto X.
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entonces en particular existe un d ∈ Rp
≧
, d 6= 0 tal que F (x) = F (xˆ) − d 6, es
decir F (xˆ)− F (x) = d= Rp
≧
\ {0}, lo cual implica que xˆ no ser´ıa eficiente, con-
tradiciendo de esta manera la definicio´n 2.
Las definiciones anteriores pueden ser ilustradas gra´ficamente. En la Figura 4.4
(b) se muestra una definicio´n equivalente a 2. y 3.; mientras que en la Figura
4.4 (a), adema´s de mostrar que las definiciones 1. y 4. son equivalentes a la
Definicio´n 4.3.1, se muestra tambie´n que F (xˆ) es un punto no dominado, dado
que no existe x ∈ X, x 6= xˆ tal que F (x) pertenezca a la regio´n F (xˆ)−Rp
≧
, la cua´l
gra´ficamente es obtenida considerando el cuadrante negativo del plano cartesiano
trazado a partir del punto F (xˆ).
(b) Definiciones 2 y 3.(a)  Definiciones 1 y 4.
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Figura 4.4: Ilustracio´n de las definiciones de soluciones eficientes.
Con el objeto de aclarar los criterios de dominancia presentados en la Observa-
cio´n 4.3.1, a continuacio´n presentamos su definicio´n correspondiente, as´ı como
tambie´n algunos ejemplos que ilustrara´n mejor dichas ideas.
Definicio´n 4.3.2. Dominancia de Pareto (ver Sawaragi et al., 1985). Sean
dos soluciones x1, x2 ∈ Rp, se dice que x1 domina (o es preferible) a x2 (denotado
por x1  x2), si F (x1) ≤ F (x2), donde “ ≤ ” denota el orden de Pareto definido
en el espacio Rp (ver Ejemplo 4.2.4). En otras palabras x1 domina a x2, si se
cumplen las siguientes condiciones.
1. La solucio´n x1 es mejor o igual que x2 en cada uno de los objetivos, es decir
Fi(x
1) ≤ Fi(x2) para todo i = 1, ..., p.
2. La solucio´n x1 es estrictamente mejor que x2 en al menos un objetivo, es
decir Fj(x
1) < Fj(x
2), para al menos un j ∈ {1, 2, . . . , p}.
Si cualesquiera de las condiciones es violada se dice que la solucio´n x1 no domina
a la solucio´n x2, en este caso denotamos x1  x2.
Ejemplo 4.3.1. Para facilitar la comprensio´n de los conceptos anteriores, vamos
a abordar el POM tratado en el Ejemplo 4.0.1, pero considerando ahora solamente
6Esto se deduce del hecho que F (x) ∈ (F (xˆ)− Rp
≧
), donde F (x) 6= F (xˆ) .
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dos funciones objetivo F1 y F2 (precio y consumo). Las caracter´ısticas de cada
modelo de automo´vil se muestran en la siguiente tabla:
Tabla 4.4: Caracter´ısticas de los cuatro automo´viles de la variante bi-objetivo del
Ejemplo 4.0.1 (caso discreto).
Alternativas
Criterios de compra VW Opel Ford Toyota
Precio (1000 Do´lares) 16.2 14.9 14.0 14.9
Consumo (l /100km) 7.2 7.0 7.5 8.2
La variacio´n que estamos realizando al Ejemplo 4.0.1, nos permite obtener un
problema de optimizacio´n bi-objetivo factible a ser ilustrado en un sistema de
coordenadas bidimensional. En la Figura 4.5, las regiones de dominancia 7,
nos permiten identificar fa´cilmente, que las alternativas:
a) VW y Toyota pueden ser desechados, pues por ejemplo, Opel es ma´s econo´mi-
co, y adema´s presenta menor consumo que ambos (es preferible a ambos). Es
decir Opel domina a Toyota y a VW, y e´stos dos u´ltimos son dominadas por
Opel.
b) Opel y Ford son las soluciones a destacar (puntos no dominados), pues
Opel consume menos combustible que los dema´s, y Ford es el ma´s econo´mico (pa-
ra ambos no hay alternativas ma´s baratas y que consuman menos petro´leo).
6
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Precio (1000 dólares)F  
 1
F  
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Frontera de Pareto
Puntos dominados
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VW
Toyota
Opel
2
(Opel       )         
Figura 4.5: Espacio objetivo del Ejemplo 4.3.1.
Como no podemos escoger una u´nica solucio´n que minimice simulta´neamente
ambos objetivos (F1 y F2), entonces decimos que tanto Ford como Opel, son so-
luciones igualmente va´lidas para nuestro POM, y de acuerdo a la Definicio´n
4.3.1, las mencionadas soluciones conforman la frontera de Pareto, es de-
cir YN = {Ford,Opel}.
7Una regio´n de dominancia, es el espacio que determinan las proyecciones positivas (en el
caso de minimizacio´n) de dos semirrectas, trazadas a partir de un punto fijo. Por ejemplo, si en
la Figura 4.5 consideramos el punto fijo Opel, su regio´n de dominancia, es Toyota y VW.
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Observacio´n 4.3.2. Haciendo uso de la Definicio´n 4.3.2, y considerando el con-
junto X = {VW,Opel, Ford, Toyota} y la funcio´n F : X → R2, definida por
F (x) = (F1(x), f2(x)) = (Precio(x), Consumo(x)), a continuacio´n justificamos
las consideraciones del Ejemplo (4.3.1).
a. Comparando el automo´vil Opel y Ford con Toyota y VW tenemos que:
Opel  Toyota, dado que (14.9, 7.0) = F (Opel) ≤ F (Toyota) = (14.9, 8.2).
La preferencia anterior se justifica por el hecho que Fi(Opel) ≤ Fi(Toyota)
para todo i = 1, 2, y adema´s existe al menos un j= 2 ∈ {1, 2} tal que
7.0 =F2(Opel) < F2(Toyota)= 8.2. Por lo tanto Opel es preferible a Toyota
(Opel  Toyota). Adema´s, Opel pertenece a la frontera de Pareto, puesto
que por la definicio´n 4. (ver Observacio´n 4.3.1) no existe otro automo´vil en
la regio´n Opel−Rp
≧
. Con semejantes consideraciones tambie´n tenemos que:
Opel  VW, dado que (14.9, 7.0) = F (Opel) ≤ F (VW ) = (16.2, 7.2).
Ford  Toyota, dado que (14.0, 7.5) = F (Ford) ≤ F (Toyota) = (15.2, 8.2)
Ford  VW , dado que (14.0, 7.5) = F (Ford)  F (VW ) = (16.2, 7.2).
b. Finalmente comparando el automo´vil Opel con Ford tenemos que:
Opel  Ford, dado que (14.9, 7.0) = F (Opel)  F (Ford) = (14.0; 7.5);
Ford  Opel, dado que (14.0, 7.5) = F (Ford)  F (Opel) = (14.9; 7.0).
Dado que por el ı´tem (a.) Ford y Opel representan los u´nicos puntos no domina-
dos del problema de optimizacio´n bi-objetivo, entonces e´stos puntos conforman la
frontera de Pareto, representada por YN = {Ford,Opel} = F (XE), de don-
de inmediatamente se desprende que el conjunto eficiente XE = {(14.9, 7.0);
(14.0, 7.5))}. Finalmente por el ı´tem (b.) se tiene que las soluciones Opel y Ford
son no dominadas entre s´ı.
Ejemplo 4.3.2. Continuemos con el ana´lisis del Ejemplo 4.0.2, dado por
min
x∈R
F (x) = min
x∈R
(ex, (ex − 3)2 + 1).
Anteriormente vimos que es fa´cil encontrar los minimizadores para cada una
de las funciones objetivo, quedando pendiente la interrogante ¿co´mo calcular
el minimizador o los minimizadores del problema bi-objetivo?. Para
responder a ello, el proceso de minimizacio´n lo realizamos obteniendo la imagen
del conjunto factible X = R (definido en el espacio de decisio´n), es decir se
debe calcular el conjunto F (X) = Y (el cua´l se encuentra definido en el espacio
objetivo); para ello realizamos lo siguiente:
(F1(x), F2(x)) = (y1, y2).
Dado que y1 = e
x, entonces y2 = (e
x − 3)2 + 1 = (y1 − 3)2 + 1. La gra´fica de e´sta
funcio´n, se muestra en la Figura 4.6 (a).
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Figura 4.6: (a) Espacio objetivo y (b) puntos no dominados del Ejemplo
4.3.2.
Puesto que y1 = e
x> 0, en la Figura 4.6 (b), se puede observar que el conjunto
no dominado o frontera de Pareto YN se encuentran entre los correspon-
dientes valores de y1 ∈ (0, 3] y y2 ∈ [1, 10); as´ı que YN = {(y1, y2) ∈ Y : y1 ∈
(0, 3]}.
Teniendo identificado YN , fa´cilmente se comprueba que el conjunto de solucio-
nes de Pareto (o conjunto de soluciones eficientes) XE esta´ conformado por los
x ∈ (−∞, ln(3)] 8; as´ı que XE = {x ∈ X : (F1(x), F2(x)) ∈ YN} = (−∞, ln(3)].
En la Figura 4.6, tambie´n se puede observar que el a´ngulo recto adjunto al punto
yˆ = (yˆ1, yˆ2) muestra que no existe otro punto y = (y1, y2) ∈ F (X), y 6= yˆ tal que
y1 ≤ yˆ1 y y2 ≤ yˆ2.
Observacio´n 4.3.3. Haciendo uso de la Definicio´n 4.3.2, y considerando los
puntos P1(0.01, 9.9401), P2(1, 5), P3(3, 1), P4(5, 5), P5(5.99, 9.9401) y P6(7, 17), a
continuacio´n justificamos la no dominancia de algunos elementos pertenecientes
al conjunto YN , calculado en el ejemplo anterior.
a. Comparando el punto P1 con P2, P3, P4, P5 y P6, tenemos que:
P1(0.01, 9.9401)  P2(1, 5), dado que al comparar componente a
componente 0.01  1 y 9.9401  5;
P1(0.01, 9.9401)  P3(3, 1), pues a pesar de que 0.01 ≤
3, se tiene que 9.9401  1. Ana´lo-
gamente se tiene que P1  P4;
P1(0.01, 9.9401)  P5(5.99, 9.9401), dado que 0.01 < 5.99 y 9.9401 ≤
9.9401;
P1(0.01, 9.9401)  P6(7, 17), pues 0.01 < 7 y 9.9401 < 17;
Los ca´lculos anteriores pueden ser simplificados, considerando una inter-
pretacio´n geome´trica (ver Ejemplo 4.3.1), la cua´l indica que si fijamos por
ejemplo el punto P1, y trazamos a partir de e´l un sistema de coordenadas
cartesianas, como se ve en la Figura 4.7, el cuadrante positivo que e´ste de-
8Como y1 ∈ (0, 3], entonces y1= ex ≤ 3. As´ı que x ∈ (−∞, ln(3)].
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termina, va a determinar la regio´n de dominancia de P1, la cual esta´ dada
por el conjunto (P1+R2≧); y el cuadrante negativo, va a determinar la regio´n
o el conjunto de todos los puntos que dominan a P1, la cua´l esta dada por
(P1 − R2≧).
Dado que P5, P6 ∈ (P1+R2≧), entonces podemos decir que el punto P1 domi-
na a P5 y P6 (sin embargo no domina, por ejemplo a los puntos P2, P3 y P4,
verifica´ndose de esta manera los ca´lculos anteriores). Adema´s, P1 es un
punto no dominado, esto es P1 ∈ YN , dado que Y ∩ (P1 −R2≧) = {¶1} (ver
Observacio´n 4.3.1 - ı´tem 4 de las definiciones alternativas de solucio´n de
Pareto).
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Figura 4.7: Regiones de dominancia del punto P1(0, 4).
b. Comparando el punto P5 con P2 y P6, tenemos que:
P5(5.99, 9.9401)  P2(1, 5), dado que P2 /∈ (P5 + R2≧);
P5(5.99, 9.9401)  P6(9.9401, 17), dado que P6 /∈ (P5 + R2≧). Sin em-
bargo P5 /∈ YN , puesto que por ejem-
plo existen los puntos Pi ∈ Y, i =
1, 2, 3, 4, tales que Pi ∈ (P5 − R2≧).
Ejemplo 4.3.3. (Tablada, 2011, Ejemplo 6). Consideremos el siguiente problema
de optimizacio´n multiobjetivo lineal:
min (2x1 − x2, −x1 + 5x2)
s.a : x1 + x2 ≤ 8
−x1 + x2 ≤ 3
0 ≤ x1 ≤ 6
0 ≤ x2 ≤ 4.
El conjunto factible X (en el espacio de decisio´n) se muestra en la Figura 4.8 (a),
y el conjunto factible Y (en el espacio objetivo) junto con el conjunto no dominado
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YN se muestran en la Figura 4.8 (b) . El conjunto Y se obtienen tomando las
ima´genes de los ve´rtices del conjunto X, como se observa en las siguiente tabla.
Tabla 4.7: Ve´rtices del conjunto factible X en el espacio variable, e ima´genes de
los mismos en el espacio objetivo.
Ve´rtices x1 X2 Ve´rtices Y1 Y2
A 0 0 A’ 0 0
B 0 3 B’ -3 15
C 1 4 C’ -2 19
D 4 4 D’ 4 16
E 6 2 E’ 10 4
F 6 0 F’ 12 -6
-2 0 2
1
2
4
4 6 8 10
-2 4 6 8 10 12
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Figura 4.8: (a) Conjunto factible X en el espacio variable. (b) Conjunto
factible Y y conjunto no dominado YN en el espacio objetivo.
Otros ejemplos de optimizacio´n multiobjetivo, as´ı como papers, tesis, software y
funciones de testeo con sus respectivos conjuntos no dominados (frentes de Pa-
reto) pueden ser consultados en la siguiente pa´gina web: http: / / delta .cs
.cinvestav .mx/ ~ ccoello/ EMOO/ .
En lo que respecta al orden de Pareto, resulta de utilidad definir un orden en
Rp ma´s restrictivo, que nos lleve a un concepto ma´s de´bil de solucio´n eficiente.
Ana´logamente a lo realizado en el Ejemplo 4.2.4, considerando ahora el cono
C = Rp> = {y ∈ Rp : yi > 0, ∀ i = 1, · · · , p} (ver relacio´n (4.7)), definamos el
orden “ < ” en Rp (ver la Tabla 4.2), por:
y1 < y2 ⇐⇒ y2 − y1 ∈ Rp>
⇐⇒ y1i < y2i ∀k = 1, · · · , p. (4.12)
Teniendo en cuenta este orden presentamos la siguiente definicio´n.
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Definicio´n 4.3.3. (Ehrgott, 2005, Definicio´n 2.24). Un punto xˆ ∈ Rn es una so-
lucio´n de´bil de Pareto (llamada tambie´n solucio´n de´bilmente eficiente o de´bilmen-
te o´ptima de Pareto) del POM (4.2) 9, si no existe x ∈ X tal que F (x) < 10F (xˆ),
es decir Fi(x) < Fi(xˆ) para todo i = 1, · · · , p.
Teniendo en cuenta la definicio´n anterior podemos decir que:
Si xˆ es una solucio´n de´bilmente eficiente, entonces el punto F (xˆ) = yˆ es
llamado de´bilmente no dominado.
La de´bil eficiencia y no dominancia de de conjuntos, son denotados
por XwE y YwN , respectivamente.
Algunos autores consideran que un punto de´bilmente no dominado es un punto
no dominado respecto al int(Rp
≧
) = Rp>, notacio´n que es bastante conveniente en
el contexto de los conos de eficiencia y de no dominancia.
De las Definiciones 4.3.1 y 4.3.3 se sigue que:
YN ⊂ YwN (4.13)
XE ⊂ XwE (4.14)
Adema´s, como en el caso de eficiencia, la de´bil eficiencia tiene otras definiciones
equivalentes. Se dice que que una solucio´n factible xˆ ∈ X ⊆ Rn es de´bilmente
eficiente, si:
1. no existe un x ∈ X tal que F (xˆ)− F (x) ∈ int(Rp
≧
) = Rp>;
2. (F (xˆ)− Rp>) ∩ Y = ∅.
De las definiciones anteriores se desprende que:
YwN = {yˆ ∈ Y : ∄ y ∈ Y, y < yˆ} = {yˆ ∈ Y : (yˆ − Rp>) ∩ Y = ∅}. (4.15)
Ejemplo 4.3.4. Consideremos el siguiente problema de optimizacio´n multiobje-
tivo: 
min F (x) = (x1, x2)
s.a : 0 < x1 < 1
0 ≤ x2 ≤ 1.
De forma ana´loga al ca´lculo realizado en el Ejemplo 4.3.3, el conjunto factible Y
(definido en el espacio de desicio´n) esta´ dado por
Y = {(y1, y2) ∈ R2 : 0 < y1 < 1; 0 ≤ y2 ≤ 1}, (4.16)
9 Si consideramos el POM (4.1), la solucio´n xˆ ∈ X debe ser factible, es decir, debe satisfacer
todas las restricciones de igualdad y/o desigualdad que componen al conjunto X.
10 “ < ” denota el orden estricto de Pareto definido en (4.12).
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En base al conjunto anterior, como se puede ver en la Figura 4.9 (a), se tiene
que YN = ∅,y YwN = (0, 1) × {0} = {y ∈ Y : 0 < y1 < y2, y2 = 0}.
Modificando las restricciones del problema, de tal manera que el conjunto (4.16)
sea un cuadro cerrado (ver Figura 4.9 (b))), esto es:
Y = {(y1, y2) ∈ R2 : 0 ≤ yi ≤ 1}, (4.17)
se tiene que YN = {0} y YwN = {(y1, y2) ∈ Y : y1 = 0 o y2 = 0}.
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Figura 4.9: (a) YN es vac´ıo, pero YwN no lo es. (b) Punto no dominado, y
puntos de´bilmente no dominados.
Observacio´n 4.3.4. De forma ana´loga a las observaciones 4.3.3 y 4.3.3, consi-
derando los puntos P1(0, 0), P2(0,
1
2
), P3(
1
4
, 0), P4(
1
2
, 0), P5(
1
2
, 1
2
) y P6(
3
4
, 1
2
) perte-
necientes (o no), a los conjuntos representados en la Figura 4.9, a continuacio´n
mostramos la eficiencia, y de´bil eficiencia de los mismos.
a) Consideremos el conjunto Y representado en la Figura 4.10 (a).
a.1. Comparando el punto P3 con P5, tenemos que:
P3(
1
4
, 0) ≺ P5(1
2
,
1
2
), dado que al comparar componente a componente
se tiene que
1
4
<
1
2
y 0 <
1
2
. Adema´s, P3 ∈ YwN
dado que (P3 − R2>) ∩ Y = ∅.
a.2. Comparando el punto P5 con P6, tenemos que:
P5(
1
2
,
1
2
)  P6(3
4
,
1
2
), dado que
1
2
≤ 3
4
y
1
2
≤ 1
2
. Es decir P5 ∈ (P6 − R2≧);
sin embargo P5 /∈ YwN , dado que por lo menos
existen los puntos P1, P3 ∈ (P5 − R2>).
b) Consideremos el conjunto Y representado en la Figura 4.10 (b).
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b.1. Comparando el punto P1 con P2, se tiene que
P1(0, 0)  P2(0, 1
2
), dado que 0 ≤ 0 y 0 ≤ 1
2
.
Como se puede ver en la Figura 4.10 P1 ∈ Y es el u´nico punto no dominado,
dado que (P1 − R2≧) ∩ Y = ∅.
b.2. Comparando P4 con los puntos P5 y P6 se puede ver que a parte de dominar
a ambos (pues P5, P6 ∈ (P4+R2≧)), P4 es un punto de´bilmente no dominado,
es decir P4 ∈ YwN , dado que (P4 − R2>) ∩ Y = ∅.
b.3. Considerando como fijo el punto P5, se puede ver que los puntos P1, P3 ∈ Y
lo dominan, dado que P1, P3 ∈ (P5 − R2≧).
b.4. Considerando como fijo el punto P4, se puede ver que P4 /∈ YN , dado que
por ejemplo existe el punto P3 ∈ (P4 − R2≧). Sin embargo P4 es de´bilmente
eficiente, es decir P4 ∈ YwN , dado que (P4 − R2>) ∩ Y = ∅.
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Figura 4.10: Regiones de dominancia de los conjuntos YN y YwN .
El siguiente resultado que nos indican que los puntos eficientes esta´n incluidos
en la frontera de Y .
Proposicio´n 4.3.1. YN ⊂ Fr(Y ).
Demostracio´n. Sea y ∈ YN , y supongamos que y /∈ Fr(Y ), entonces y ∈
int(Y ), luego existe una bola B(y, ǫ) tal que B(y, ǫ) = (y + B(0, ǫ)) ⊂ Y , donde
B(0, ǫ) es una bola abierta con radio ǫ y centro el origen. Sea d ∈ Rp
≧
, d 6= 0,
entonces podemos escoger algu´n α ∈ R, 0 < α < ǫ tal que αd ∈ B(0, ǫ). Luego
(y ± αd) ∈ Y , con αd ∈ Rp
≧
\ {0}, lo cual implica que y /∈ YN (pues (y − αd) ∈
Y ).
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Cap´ıtulo 5
ME´TODO DE PUNTO PROXIMAL ES-
CALARIZADO INEXACTO (MPPEI)
5.1. Antecedentes de la investigacio´n
El Me´todo del Punto Proximal (MPP), introducido por Martinet (1970), y pos-
teriormente utilizado por Rockafellar (1976) para encontrar ceros de operadores
mono´tonos maximales, surgio´ inicialmente para resolver el problema
min {f(x) : x ∈ Rn}, (5.1)
donde f : Rn → R es una funcio´n convexa. El algoritmo de punto proximal genera
una sucesio´n {xk}, a trave´s del siguiente proceso iterativo: dado un punto inicial
arbitrario x0 ∈ Rn, calcular
xk+1 = argmin{f(x) + λk
2
‖x− xk‖2, x ∈ Rn}, (5.2)
donde λk > 0 es el para´metro de regularizacio´n, ‖.‖ denota la norma Euclidia-
na, y la notacio´n argmin1 significa que xk es el u´nico punto mı´nimo global de
f(x) + λk
2
‖x − xk‖2 en Rn. Si {λk} satisface
∑+∞
k=1(1/λk), se demuestra que la
sucesio´n {f(xk)} converge al ı´nfimo de f ; y si adema´s el conjunto de soluciones
o´ptimas es no vac´ıo, entonces {xk} converge a una solucio´n o´ptima del problema,
ver Gu¨ler (1992).
Observar que cuando la funcio´n f definida en (5.1) no es convexa, resolver el
subproblema (5.2) podr´ıa ser incluso ma´s dif´ıcil que resolver el problema ori-
ginal. Para superar tal inconveniente, en el an˜o 2012 Papa Quiroz y Oliveira
presentan el art´ıculo “An extension of proximal methods for quasicon-
vex minimization on the nonnegative orthant” (Papa Quiroz y Oliveira,
2012), el cua´l tiene como objetivo resolver el problema (5.1), donde ahora la fun-
cio´n f : Rn → R ∪ {+∞} es propia, semicontinua inferior y cuasi-convexa, y
X = {x ∈ Rn : x ≥ 0} es un conjunto convexo abierto no vac´ıo. Los autores
tomando un punto inicial x0 ∈ dom(f) ∩ Rn, generan una sucesio´n {xk} que
converge a una solucio´n del problema. Para tal fin en vez de utilizar la iteracio´n
(5.2), propusieron
0 ∈ ∂ˆ (f(.) + λkd(., xk−1)) (xk), (5.3)
1Dada la funcio´n g : Rn ⊃ X → R, decimos que z ∈ argmin{g(y) : y ∈ X}, si g(z) ≤ g(y)
para todo y ∈ X.
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donde ∂ˆ es el subdiferencial de Fre´chet, y d es una distancia proximal introducida
por Auslender y Teboulle (2006). Ellos probaron que la sucesio´n {xk} esta´ bien
definida, y se encuentra en el ortante positivo. Asumiendo que f es cuasi-convexa,
prueban que la sucesio´n generada por el algoritmo converge hacia hacia alguna
solucio´n o´ptima del problema, asumiendo tambie´n que los para´metros λk son aco-
tado y f es continuamente diferenciable, prueban que tal sucesio´n converge a un
punto KKT.
Con el obtjetivo de construir algoritmos de punto proximal computacionalmente
ma´s implementables, que resuelvan problemas cuasi-convexos, dichos algoritmos
han sido extendidos hacia sus versiones inexactas, lo cual se justifica puesto que
por lo general es muy dif´ıcil encontrar un valor xk que resuelva de forma exacta,
por ejemplo el subproblema de optimizacio´n original (5.2); es as´ı que se consideran
errores de aproximacio´n ek, los cuales si cumplen ciertos requisitos, generalizan
las propiedades de convergencia de los algoritmos de bu´squeda exacta. Por ejem-
plo Papa Quiroz et al. (2015), en respuesta a ciertas interrogantes planteadas
en un trabajo previo Papa Quiroz y Oliveira (2012), presentan el art´ıculo “An
inexact proximal method for quasiconvex minimization”, el cual tiene
como objeto resolver el problema (5.1), donde f satisface las mismas condiciones
que el problema anterior, pero ahora se encuentra restricto a la cerradura de un
conjunto abierto arbitrario X. Para probar que la sucesio´n {f(xk)} es decreciente,
los autores en lugar de (5.3), propusieron la siguiente iteracio´n inexacta:
‖ xk−1 − xk − ek+1 ‖≤ max{‖ek‖, ‖xk − xk−1‖} , (5.4)
donde d es una distancia proximal que satisface ciertas condiciones relaciona-
das a las distancias proximales inducidas, y ek+1 es el error de aproximacio´n, el
cual para asegurar que la sucesio´n {xk} cumpla las propiedades de Cuasi-Feje´r
convergencia, satisface las siguientes condiciones:
+∞∑
k=1
‖ek+1‖
λk
< +∞ y
+∞∑
k=1
|〈ek+1, xk〉|
λk
< +∞.
En lo referente al Me´todo de Punto Proximal para minimizacio´n de problemas
multiobjetivo, se puede citar a Bento et al. (2014), quienes presentan el Paper
“Proximal point method for a special class of nonconvex multiobjec-
tive optimization problem”, el cua´l tiene como objetivo resolver el problema
(5.1) en su versio´n multibjetivo (F : Rn → Rp) irrestricta, donde cada una de
las funciones Fi : Rn → R, i = 1, · · · , p, son diferenciables no necesariamente
convexas. Los autores tomando como punto inicial x0, generan una sucesio´n de
soluciones convergentes xk+1. Para tal fin hacen uso de la siguiente iteracio´n:
xk+1 ∈ argminw
{
F (.) +
λk
2
‖.− xk‖2 : x ∈ Ωk
}
k = 0, 1, · · · , (5.5)
donde λk > 0 es el para´metro de regularizacio´n, Ωk = {x ∈ Rn : F (x) 
F (xk)}, λk > 0, {zk} ⊂ Rp≧ \ {0}, ‖zk‖ = 1, ‖.‖ denota la norma Euclidiana,
y la notacio´n argminw significa que x
k es el u´nico punto mı´nimo global de´bil de
F (x)+ λk
2
‖x−xk‖2 en Rn. Los autores prueban que la sucesio´n esta´ bien definida,
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y que en el caso convexo o pseudo-convexo cualquier punto de acumulacio´n ge-
nerado por la sucesio´n es un punto cr´ıtico Pareto-Clarke. Adema´s, bajo algunos
supuestos adicionales prueban la convergencia global del me´todo.
Es as´ı que la iteracio´n original (5.3) ha ido variando en funcio´n de la natura-
leza de los problemas de optimizacio´n, y del espacio en el cua´l esta´n definidos.
En el an˜o 2016 Apolina´rio, Papa Quiroz y Oliveira, trabajando ahora con funcio-
nes vectoriales Fi : Rn → R ∪ {+∞}, i ∈ {1, · · · , p} cuasi-convexas, localmente
Lipschitz, y acotadas interiormente por el cero, extienden el Me´todo de Punto
Proximal multiobjetivo presentado por Bento et al. (2014). Los autores presen-
tan el art´ıculo ”A scalarization proximal point method for quasiconvex
multiobjective minimization” (ver Apolina´rio et al., 2016), el cual tiene co-
mo objeto resolver el problema (5.1) en su versio´n multiobjetivo. La iteracio´n
que consideran en lugar de (5.5) es la siguiente. Dado un punto inicial arbitrario
xk ∈ Rn, encontrar un xk+1 ∈ Ωk, tal que:
0 ∈ ∂0
(
〈F (.), zk〉+ λk
2
‖.− xk‖2
)
(xk+1) +NΩk(xk+1), (5.6)
donde ∂0 es el subdiferencial de Clarke, Ωk = {x ∈ Rn : F (x)  F (xk)}, λk >
0, {zk} ⊂ Rp≧ \ {0}, ‖zk‖ = 1, y NΩk(xk+1) es el cono normal a Ωk en xk+1. Con
dicha iteracio´n (la cual se detiene cuando xk+1 = xk o cuando xk+1 es un punto
cr´ıtico Pareto-Clarke), prueban que la sucesio´n {xk+1} generada por el me´todo
esta´ bien definida, y ademas obtienen la convergencia global a un punto cr´ıtico
Pareto-Clarke, y cuando F es convexa, obtienen la convergencia a una solucio´n
de´bil de Pareto.
5.2. El algoritmo
Con el objetivo de resolver el problema de optimizacio´n multiobjetivo POM (4.2),
dado por:
min
x∈Rn
F (x) = min{F (x), x ∈ Rn}, (5.7)
donde F : Rn −→ Rp satisface las siguientes hipo´tesis:
(H1) 0  F , es decir que Fi(x) ≥ 0 para todo i ∈ {1, · · · , p} y x ∈ dom(Fi),
(H2) F es localmente Lipschitz en Rn (ver Definicio´n 2.2.3 y 2.2.13),
(H3) F es Rp
≧
-cuasi-convexa (ver Definicio´n 2.2.11).
Proponemos el Me´todo de Punto Proximal Escalarizado Inexacto (MPPEI) con
regularizacio´n cuadra´tica. Definido por:
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Algoritmo MPPEI
Inicio: Escoger un punto inicial arbitrario
x0 ∈ Rn. (5.8)
Paso iterativo: Para k = 0, 1, · · · , y dado un xk, encontrar xk+1 ∈ Ωk tal que:
ek+1 ∈ ∂0
(
〈F (.), zk〉+ αk
2
‖.− xk‖2
)
(xk+1) +NΩk(xk+1), (5.9)
donde Ωk = {x ∈ Rn : F (x)  F (xk)}, αk > 0, {zk} ⊂ Rp≧ \ {0} y ‖zk‖ = 1.
Criterio de parada: Si xk+1 = xk o si xk+1 es un punto cr´ıtico Pareto-Clarke
(ver Definicio´n 3.2.1), detener el algoritmo. En otro caso hacer k ← k + 1 y
retornar al paso iterativo.
Observacio´n 5.2.1. 1. Si ek+1 = 0 para todo k ∈ N, entonces en la expre-
sio´n (5.9) estaremos ante la versio´n exacta del Me´todo de Punto Proximal
Escalarizado (MPPE), propuesto por Apolina´rio et al. (2016). As´ı se pue-
de decir que el algoritmo que se esta´ proponiendo representa una extensio´n
hacia su versio´n inexacta del MPPE.
Adema´s, si F is Rp
≧
- convexa, entonces la expresio´n (5.9) resulta en
xk+1 = argmin
{
〈F (.), zk〉+ αk
2
‖.− xk‖2 : x ∈ Ωk
}
,
iteracio´n que ha sido estudiada por Bonnel et al. (2005), la cual fue tomada
como referencia para la realizacio´n del MPPE (considerando en este caso
funciones cuasi-convexas).
2. Si F : Rn −→ R, zk = 1, ∂0 = ∂̂ (donde ∂̂ representa el subdiferencial
de Fre´chet), y xk+1 ∈ int(Ωk), entonces en (5.9) tendremos la siguiente
iteracio´n
ek+1 ∈ ∂̂
(
f(.) +
αk
2
‖.− xk‖2
)
(xk+1),
estudiada por Papa Quiroz et al. (2015). Adema´s, si en en la expresio´n an-
terior hacemos que ek+1 = 0, y consideramos algunas hipo´tesis adicionales,
como que x ≥ 0, obtendremos el algoritmo estudiado por Papa Quiroz y
Oliveira (2012).
Observacio´n 5.2.2. En la pra´ctica para obtener el punto xk+1 que satisfaga
(5.9), solamente se deber´ıa encontrar un punto cr´ıtico (mı´nimo local, ma´ximo
local o punto silla), y no necesariamente un mı´nimo del siguiente problema de
optimizacio´n:
min
{
〈F (.), zk〉+ αk
2
‖.− xk‖2 : x ∈ Ωk
}
, (5.10)
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o equivalentemente, se deber´ıa encontrar un punto cr´ıtico del siguiente problema
de optimizacio´n global con restricciones de desigualdad
min
{
p∑
i=1
zikFi(.) +
αk
2
‖.− xk‖2 : Fi(x) ≤ Fi(xk), ∀i = 1, · · · , p
}
. (5.11)
5.2.1. Existencia de los iterados
Teorema 5.2.1. Si F : Rn → Rp es una funcio´n que satisface las hipo´tesis (H1),
(H2) y (H3), entonces la sucesio´n {xk} generada por el algoritmo MPPEI esta´
bien definida.
Demostracio´n. Procedemos por induccio´n. Para k = 0, por (5.8) se tiene la
existencia de x0. Asumamos que xk existe, y definamos la funcio´n
ϕk(x) = 〈F (x), zk〉+ αk
2
‖x− xk‖2 + δΩk(x),
donde δΩk(.) es la funcio´n indicadora o indicatriz de Ωk (ver Definicio´n 2.2.6),
definida por
δΩk(x) =
{
0 si x ∈ Ωk
+∞ si x /∈ Ωk. (5.12)
As´ı tenemos la siguiente equivalencia:
min{ϕk(x) : x ∈ Rn} ≡ min{〈F (x), zk〉+ αk
2
‖x− xk‖2 : x ∈ Ωk}.
Analizando cada una de las funciones que componen ϕk(x), tenemos que:
〈F (x), zk〉 esta´ acotada inferiormente, puesto que 0  F (ver (H1)) y
zk ∈ Rp≧\{0}; adema´s es continua (por ende tambie´n sera´ sci), dado que
〈F (x), zk〉 es localmente Lipschitz, como probamos a continuacio´n.
Dado que por (H2) F es localmente Lipschitz (ver las definiciones 2.2.3 y
2.2.13), entonces para todo w ∈ dom(F ) existen ǫw > 0 y Lw > 0, tales que
|Fi(x)− Fi(y)| ≤ Lw ‖ x− y ‖ ∀x, y ∈ B(w, ǫw) y ∀ i ∈ {1, · · · , p},
(5.13)
donde Lw es la constante de Lipschitz. Dado que zk ∈ Rp≧\{0}, por la
desigualdad de Cauchy-Schwarz (ver Teorema 2.1.2) y la aplicacio´n de (5.13)
tenemos que
|〈F (x), z〉 − 〈F (y), z〉|= |〈F (x)− F (y), z〉| ≤ ‖F (x)− F (y)‖ ‖z‖
≤ Lw‖z‖‖ x− y ‖, (5.14)
lo cual implica que 〈F (.), zk〉 es localmente Lipschitz, puesto que Lw‖z‖ > 0.
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‖x − xk‖2 tambie´n es continua (por ello tambie´n sera´ sci), esta´ acotada
inferiormente (pues 0 ≤ ‖x − xk‖2) y adema´s es coerciva (ver Ejemplo
2.2.1).
δΩk(x) por la Proposicio´n 2.2.1 es sci, adema´s se encuentra acotada inferior-
mente (esto se deduce de la expresio´n (5.12), la cua´l indica que δΩk(x) ≥ 0
para todo x ∈ Rn).
Sumando las tres funciones anteriores se tiene que ϕk(x) es una funcio´n propia
(dado que las tres son propias), sci (pues la suma de dos o ma´s funciones semicon-
tinuas inferiores es sci) y coerciva (la suma de una funcio´n coerciva con otra(s)
que sea(n) acotada(s) inferiormente, resulta una funcio´n coerciva). As´ı que por
la Proposicio´n 2.2.2 se tiene que el valor o´ptimo de la funcio´n ϕk(x) existe, y es
finito. Como dicho valor existe, lo denotamos por xk+1, y como es finito se tiene
que xk+1 ∈ Ωk 2.
Dado que la funcio´n ϕk(x) es coerciva y sci, por el Teorema 2.3.2 (x
k+1 representa
un mı´nimo global de ϕk(x)) y la Proposicio´n 3.1.2 se tiene que
0 ∈ ∂̂
(
〈F (.), zk〉+ αk
2
‖.− xk‖2 + δΩk(.)
)
(xk+1).
Usando la Proposicio´n 3.1.1 la expresio´n anterior implica que
0 ∈ ∂Lim
(
〈F (.), zk〉+ αk
2
‖.− xk−1‖2 + δΩk(.)
)
(xk+1).
Puesto que 〈F (.), zk〉 + αk2 ‖. − xk‖2 es localmente Lipschitz y δΩk(.) es sci (ver
Proposicio´n 2.2.1), por la Proposicio´n 3.1.4 en la expresio´n anterior se tiene que
0 ∈ ∂Lim
(
〈F (.), zk〉+ αk
2
‖.− xk‖2
)
(xk+1) + ∂Lim(δΩk(.))(x
k+1).
Como Ωk es un conjunto convexo cerrado y x
k+1 ∈ Ωk, entonces por la Proposicio´n
3.1.3 en la expresio´n anterior tenemos que
0 ∈ ∂Lim
(
〈F (.), zk〉+ αk
2
‖.− xk‖2
)
(xk+1) +NΩk(x
k+1). (5.15)
Finalmente haciendo uso de la Observacio´n 3.1.1, y considerando ek+1 = 0, la
iteracio´n (5.9) es obtenida de (5.15).
Como estamos interesados en la convergencia asinto´tica del algoritmo MPPEI,
a lo largo de este trabajo vamos a asumir que en cada iteracio´n xk+1 no es un
punto cr´ıtico Pareto-Clarke, lo cual en funcio´n de la Observacio´n 3.2.1-relacio´n
(3.19) va a implicar que int(Ωk+1) 6= ∅. Tambie´n vamos a asumir que (en cada
iteracio´n) xk+1 6= xk; si esta condicio´n no es satisfecha, es decir si existe un
k0 tal que x
k0+1 = xk0, entonces de forma ana´loga a lo realizado en los Teoremas
2Dado que el valor o´ptimo de ϕk(x) es finito, cada uno de los te´rminos que la componen son
finitos. Centra´ndonos en la funcio´n δΩk(.) (ver la relacio´n (5.12)), por la definicio´n de la misma
la u´nica posibilidad para que xk+1 sea finito, es que xk+1 ∈ Ωk, puesto que si xk+1 /∈ Ωk se
tendr´ıa que este te´rmino ser´ıa infinito.
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5.3.1 y 5.3.2 (considerando las propiedades que e´stos requieren), fa´cilmente se
puede probar que xk0+1 es un punto cr´ıtico Pareto-Clarke de F .
A continuacio´n presentamos otra hipo´tesis sobre la funcio´n F y el punto inicial x0,
la cual esta´ citada en varios trabajos concernientes a los algoritmos proximales.
Ver por ejemplo Bonnel et al. (2005), Ceng y Yao (2007) y Villacorta y Oliveira
(2011). El conjunto
(H4) (F (x0)− Rp
≧
) ∩ F (Rn) es Rp
≧
− completo,
lo cual significa que para toda sucesio´n {ak} ⊂ Rn, con a0 = x0, tal que F (ak+1) 
F (ak) para todo k ∈ N, existe a ∈ Rn tal que F (a)  F (ak), para todo k ∈ N.
Denotemos el conjunto:
E = {x ∈ Rn : F (x)  F (xk), ∀ k ∈ N}. (5.16)
Dicho conjunto acompan˜ado de las hipo´tesis (H1)− (H4) satisface lo siguiente:
E ⊆ Ωk, para cualquier k ∈ N,
E 6= ∅, dado que por el Teorema 5.2.1 la sucesio´n {xk+1} generada por el
MPPEI existe, y satisface F (xk+1)  F (xk). Entonces por la hipo´tesis (H4)
existe un a ∈ Rn tal que F (a)  F (xk), as´ı que a ∈ E.
Adema´s, por las hipo´tesis (H2) y (H3) es claro que dicho conjunto tambie´n
es cerrado y convexo, respectivamente.
5.2.2. Resultados de convergencia
El siguiente resultado jugara´ un papel esencial en el desarrollo de la presente
tesis. Ma´s precisamente sera´ u´til en el ana´lisis de convergencia de la sucesio´n
generada por el algoritmo MPPEI.
Lema 5.2.1. Sea F : Rn → Rp una funcio´n que satisface las hipo´tesis (H1),
(H2) y (H4), y {xk} la sucesio´n generada por el algoritmo MPPEI. Si xˆ es un
punto de acumulacio´n de {xk}, entonces xˆ ∈ E.
Demostracio´n. Sea xˆ ∈ Rn un punto de acumulacio´n de {xk}, entonces por el
Teorema 2.1.11, existe una subsucesio´n {xkj} ⊆ {xk} tal que limj→+∞xkj = xˆ.
Probaremos que xˆ ∈ E.
Dado que por la hipo´tesis (H2) F es localmente Lipschitz en Rn, la funcio´n
〈F (.), z〉 tambie´n es localmente Lipschitz (ver (5.13) y (5.14)), y por lo tanto
continua en Rn para todo z ∈ Rp, en particular para z ∈ Rp
≧
\{0}; y como xkj →
xˆ ∈ Rn, por el Teorema 2.1.13 tenemos que
lim
j→+∞
〈F (xkj), z〉 = 〈F (xˆ), z〉.
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Por otro lado, se conoce que xk+1 ∈ Ωk (esto se demostro´ en el Teorema 5.2.1),
entones F (xk+1)  F (xk) 3, as´ı que Fi(xk+1) ≤ Fi(xk) para todo i ∈ {1, · · · , p};
y como z ∈ Rp
≧
\{0}, entonces
〈F (xk+1), z〉 ≤ 〈F (xk), z〉. (5.17)
Dado que la funcio´n 〈F (.), z〉 es decreciente (ver la desigualdad (5.17)), y adema´s
se encuentra acotada inferiormente 4, entonces la sucesio´n {〈F (xk), z〉} es conver-
gente. As´ı que
〈F (xˆ), z〉 = lim
k→+∞
〈F (xk), z〉 := inf
k∈N
{〈F (xk), z〉} ≤ 〈F (xk), z〉.
De la expresio´n anterior se tiene que
〈F (xk)− F (xˆ), z〉 ≥ 0 ∀ k ∈ N y ∀z ∈ Rp
≧
\{0},
lo cual implica que F (xk)− F (xˆ) ∈ Rp
≧
, es decir F (xˆ)  F (xk) para todo k ∈ N,
as´ı que por (5.16), xˆ ∈ E.
Proposicio´n 5.2.1. Sean {xk} y {ek} las sucesiones generadas por el MPPEI.
Si las hipo´tesis (H1), (H2), (H3) y (H4) son satisfechas, entonces para todo
x ∈ E y para todo k ∈ Z+0 se tiene que
‖xk+1 − x‖2 ≤ ‖xk − x‖2 − ‖xk+1 − xk‖2 − 2
αk
〈ek+1, x− xk+1〉. (5.18)
Demostracio´n. Por la relacio´n (5.9) y el Teorema 5.2.1, en el cua´l se demostro´
la existencia de la sucesio´n {xk} generada por el algoritmo MPPEI, se tiene que
ek+1 ∈ ∂0
(
〈F (.), zk〉+ αk
2
‖.− xk‖2
)
(xk+1) +NΩk(xk+1).
Dado que 〈F (.), zk〉 es una funcio´n localmente Lipschitz (ver las relaciones (5.13)
y (5.14)) y ‖.− xk‖2 es convexa diferenciable, por el Lema 3.1.4 se tiene que
ek+1 ∈ ∂0(〈F (.), zk〉)(xk+1) + αk
2
▽ ‖xk+1 − xk‖2 +NΩk(xk+1) =
∂0
(
p∑
i=1
zikFi(.)
)
(xk+1) +
αk
✁2
✁2(x
k+1 − xk) +NΩk(xk+1). (5.19)
Aplicando respectivamente los Lemas 3.1.3 y 3.1.2, a uno de los te´rminos de
(5.19), tenemos
∂0
(
p∑
i=1
zikFi(.)
)
(xk+1) ⊂
p∑
i=1
∂0(zikFi(x
k+1)) =
p∑
i=1
zik∂
0Fi(x
k+1),
as´ı que en (5.19)
ek+1 ∈
p∑
i=1
zik ∂
0Fi(x
k+1) + αk(x
k+1 − xk) +NΩk(xk+1).
3Observar que Ωk = {x ∈ Rn : F (x)  F (xk)}.
4Dado que 0  F (ver (H1)) y z ∈ Rp
≧
\{0}, entonces 0 ≤ 〈F (.), z〉.
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La expresio´n anterior indica que existen vectores gki ∈ ∂0Fi(xk+1) y vk ∈ NΩk(xk+1),
tales que
ek+1 =
p∑
i=1
zikg
k
i + αk(x
k+1 − xk) + vk,
de donde
xk − xk+1 = 1
αk
(
p∑
i=1
zikg
k
i + vk − ek+1
)
. (5.20)
Ahora tomemos un punto arbitrario x ∈ E. Por definicio´n de E (ver (5.16)) se
tiene que x ∈ Ωk para todo k, en particular x ∈ Ωk+1. Como E es un conjunto
cerrado no vac´ıo, intΩk+1 6= ∅, as´ı que existe {xl} ⊂ intΩk+1 tal que xl → x. Por
otro lado es claro que
‖xk − x‖2 = ‖xk − xk+1‖2 + ‖xk+1 − x‖2 + 2〈xk − xk+1, xk+1 − x〉.
Reemplazando (5.20) en la expresio´n anterior y haciendo que x = xl, se tiene que
‖xk − xl‖2 =‖xk − xk+1‖2 + ‖xk+1 − xl‖2+
2
αk
(
p∑
i=1
zik〈gki , xk+1 − xl〉+ 〈vk, xk+1 − xl〉 − 〈ek+1, xk+1 − xl〉
)
.
(5.21)
Dado que F es una funcio´n propia, cuasi-convexa y localmente Lipschitz, y
adema´s gki ∈ ∂0Fi(xk+1) y Fi(xl) < Fi(xk+1) 5 para todo i ∈ {1, · · · , p}, por
la Proposicio´n 3.1.6 se tiene que
〈gki , xl − xk+1〉 ≤ 0
〈gki , xk+1 − xl〉 ≥ 0 ∀i ∈ {1, · · · , p}. (5.22)
Por otro lado, dado que vk ∈ NΩk(xk+1), entonces 〈vk, w − xk+1〉 ≤ 0 para todo
w ∈ Ωk ⊆ Ωk+1 (ver Definicio´n 2.2.7), en particular para xl ∈ Ωk+1; entonces
〈vk, xl − xk+1〉 ≤ 0
〈vk, xk+1 − xl〉 ≥ 0 ∀i ∈ {1, · · · , p}. (5.23)
Reemplazando las desigualdades (5.23) y (5.22) en (5.21), se tiene que
‖xk − xl‖2 ≥ ‖xk − xk+1‖2 + ‖xk+1 − xl‖2 − 2
αk
〈ek+1, xk+1 − xl〉 ∀ k ∈ N.
Seguidamente, haciendo que l → +∞ (y considerando el hecho que xl → x), en
la expresio´n anterior se tiene que
‖xk+1 − x‖2 ≤ ‖xk − x‖2 − ‖xk+1 − xk‖2 − 2
αk
〈ek+1, x− xk+1〉 ∀ k ∈ N,
de donde claramente se sigue el resultado, dado que x ∈ E representa un punto
arbitrario de dicho conjunto.
5Como xl ∈ int Ωk+1 entonces F (xl) ≺ F (xk+1), as´ı que Fi(xl) < Fi(xk+1) para todo
i ∈ {1, · · · , p}.
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5.3. Variantes inexactas del algoritmo MPPEI
para minimizacio´n multiobjetivo
En esta seccio´n siguiendo un enfoque semejante al realizado por Baygorrea et
al. (2016a) 6, presentamos y analizamos los resultados de convergencia de dos
variantes del algoritmo MPPEI (obtenidas al agregar al mismo dos criterios de
error), el primero de los cua´les es una versio´n cla´sica introducida por Rockafellar
(1976), y el segundo de ellos, estudiado por Tang y Huang (2013). Tambie´n, bajo
ciertas suposiciones (como por ejemplo la acotacio´n del para´metro αk), probamos
que cualquier punto de acumulacio´n de la sucesio´n generada por cada una de estas
variantes del MPPEI, es un punto cr´ıtico Pareto-Clarke del POM (5.7).
5.3.1. Algoritmo MPPEI1 y resultados de convergencia
En esta subseccio´n discutimos el algoritmo MPPEI considerando la versio´n cla´sica
del criterio de estimacio´n de error, a lo que que llamaremos el algoritmo MPPEI1,
definido por:
Algoritmo MPPEI1
La sucesio´n {xk} generada por el algoritmo MPPEI (ver las relaciones (5.8) y
(5.9)), para el te´rmino del error ek+1 satisface la siguiente hipo´tesis:
(E1)
+∞∑
k=0
‖ek+1‖
αk
< +∞
Observacio´n 5.3.1. De acuerdo con la hipo´tesis (E1), es importante observar
que existe un cierto margen para elegir ek+1. De hecho, esta suposicio´n fue con-
siderada natural en el algoritmo de punto proximal inexacto cla´sico introducido
por Rockafellar (1976).
Lema 5.3.1. Sean {xk} y {ek} las sucesiones generadas por el MPPEI1. Si las
hipo´tesis (H1), (H2), (H3) y (H4) son satisfechas, entonces:
i) La sucesio´n {xk} es acotada.
ii) limk→+∞‖xk+1 − xk‖ = 0.
iii) Si limj→+∞xkj = xˆ, entonces limj→+∞xkj+1 = xˆ.
Demostracio´n. i) Sea x ∈ E un punto fijo. Por la Proposicio´n 5.2.1 se tiene
que
‖xk+1 − x‖2 ≤ ‖xk − x‖2 − ‖xk+1 − xk‖2 − 2
αk
〈ek+1, x− xk+1〉,
6Dichos autores trabajaron con funciones mono-objetivo definidas en espacios de Hadamard.
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de donde
0 ≤‖xk+1 − xk‖2 ≤ ‖xk − x‖2 − ‖xk+1 − x‖2 − 2
αk
〈ek+1, x− xk+1〉, (5.24)
as´ı que
‖xk+1 − x‖2 ≤ ‖xk − x‖2 + 2
αk
〈ek+1, xk+1 − x〉.
Aplicando la desigualdad de Cauchy-Schwarz (ver Teorema 2.1.2), tenemos
‖xk+1 − x‖2 ≤ ‖xk − x‖2 + 2‖e
k+1‖
αk
‖xk+1 − x‖. (5.25)
Dado que (a − 1
2
)2 = a2 − a + 1
4
≥ 0 para todo a ∈ R, entonces a ≤ a2 + 1
4
. As´ı
que si a = ‖xk+1 − x‖,
‖xk+1 − x‖ ≤ ‖xk+1 − x‖2 + 1
4
.
Reemplazando la expresio´n anterior en (5.25), se tiene que
‖xk+1 − x‖2 ≤ ‖xk − x‖2 + 2‖e
k+1‖
αk
‖xk+1 − x‖2 + ✁✁✕
1
2
✁✁✕
2
4
‖ek+1‖
αk(
1− 2‖e
k+1‖
αk
)
‖xk+1 − x‖2 ≤ ‖xk − x‖2 + 1
2
‖ek+1‖
αk
.
Haciendo que Ek = ‖e
k+1‖
αk
, tenemos
‖xk+1 − x‖2 ≤
(
1 +
2Ek
1− 2Ek
)
‖xk − x‖2 + E
k
2
(
1
1− 2Ek
)
.
Como Ek → 0, entonces existe k0 ∈ N, tal que Ek < 1/4 para todo k ≥ k0, lo
cual implica que
(
1
1−2Ek
)
< 2, y que
(
1 + 2E
k
1−2Ek
)
< 1 + 2(2Ek). Reemplazando
estas u´ltimas desigualdades en la expresio´n anterior, tenemos que
‖xk+1 − x‖2 ≤ 7 (1 + 4Ek)‖xk − x‖2 + Ek.
Finalmente haciendo uso del Lema 2.1.1 se tiene que ‖xk+1− x‖2 converge, dado
que en la expresio´n anterior los te´rminos vk = ‖xk+1−x‖2, vk−1 = ‖xk−x‖2, λk =
4Ek y βk = E
k satisfacen lo siguiente:
∑+∞
k=1 λk <∞ y
∑+∞
k=1 βk <∞. Por lo tanto
la sucesio´n {xk} es acotada.
ii) Usando nuevamente la Proposicio´n 5.2.1, se tiene que
‖xk+1 − xk‖2 ≤ ‖xk − x‖2 − ‖xk+1 − x‖2 + 2
αk
〈ek+1, xk+1 − x〉.
Por la desigualdad de Cauchy-Schwarz (ver Teorema 2.1.2), tenemos
‖xk+1 − xk‖2 ≤ ‖xk − x‖2 − ‖xk+1 − x‖2 + 2‖e
k+1‖
αk
‖xk+1 − x‖.
7Ojo esta desigualdad no es estricta, como mostramos en la siguiente situacio´n: Sean a, b ∈ R
tal que a < b , entonces a ≤ b‖.‖ para toda norma ‖.‖, dado que ‖.‖ ≥ 0.
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Aplicando sumatorias, y teniendo en cuenta que
m∑
k=0
(‖ek+1‖
αk
‖xk+1 − x‖
)
≤
m∑
k=0
(‖ek+1‖
αk
max
0≤k≤m
{‖xk+1 − x‖}
)
= max
0≤k≤m
{‖xk+1 − x‖}
m∑
k=0
‖ek+1‖
αk
, (5.26)
en la expresio´n anterior tenemos
m∑
k=0
‖xk+1 − xk‖2 ≤ ‖x0 − x‖2 − ‖xm+1 − x‖2 + 2 max
0≤k≤m
{‖xk+1 − x‖}
m∑
k=0
‖ek+1‖
αk
.
Haciendo que m → ∞, y teniendo en cuenta la hipo´tesis (E1) y el resultado
anterior (´ıtem (i)) se tiene que
∑∞
k=0 ‖xk+1 − xk‖2 < +∞, de donde se sigue el
resultado.
iii) Asumamos que limk→+∞xkj = xˆ. Por el Teorema 2.1.3 (3), es claro que
‖xkj+1 − xˆ‖ ≤ ‖xkj+1 − xkj‖+ ‖xkj − xˆ‖.
Tomando l´ımite cuando j → +∞, y considerando el ı´tem (ii) y la hipo´tesis
limk→+∞xkj = xˆ, en la expresio´n anterior se tiene que limj→+∞‖xkj+1 − xˆ‖ ≤ 0,
de donde se sigue el resultado.
Proposicio´n 5.3.1. Sean {xk} y {ek} las sucesiones generadas por el MPPEI1.
Si las hipo´tesis (H1), (H2), (H3) y (H4) son satisfechas, entonces la sucesio´n
{xk} converge a un punto de E.
Demostracio´n. Por el Lema 5.3.1 (i) se tiene que la sucesio´n {xk} es acotada,
entonces existe una subsucesio´n {xkj} ⊆ {xk} y al menos un punto de acumula-
cio´n xˆ ∈ Rn, tales que xkj → xˆ (ver Teorema 2.1.4). As´ı que por el Lema 5.2.1 se
tiene que xˆ ∈ E, lo cual implica el resultado.
A continuacio´n probaremos que las sucesiones iterantes convergen a un punto
cr´ıtico Pareto-Clarke, cuando la sucesio´n de para´metros regulares {αk} es acota-
da.
Teorema 5.3.1. Si la funcio´n F : Rn → Rp, tal que Fi : Rn → R ∪ {+∞},
satisface las hipo´tesis (H1), (H2), (H3) y (H4), con 0 < αk ≤ α, entonces la
sucesio´n {xk} generada por MPPEI1 converge hacia algu´n punto cr´ıtico Pareto-
Clarke del POM (5.7).
Demostracio´n. Por la Proposicio´n 5.3.1 existe xˆ ∈ E tal que xk → xˆ. Proba-
remos que xˆ es un punto cr´ıtico Pareto-Clarke (ver Definicio´n 3.2.1). Para llegar
a una contradiccio´n asumimos lo contrario, entonces existe algu´n vector d ∈ Rn,
tal que
F 0i (xˆ, d) < 0 ∀i ∈ {1, · · · , p}, (5.27)
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lo cual implica que d es una direccio´n de descenso para la funcio´n multiobjetivo
F en xˆ, as´ı que existe δ > 0 tal que
F (xˆ+ λd) < F (xˆ) ∀λ ∈ (0, δ].
Por lo tanto (xˆ+ λd) ∈ Ωk.
Por otro lado, recordemos que por el Teorema 5.2.1 la sucesio´n {xk+1} generada
por el MPPEI existe, y adema´s xk+1 ∈ Ωk. En la Proposicio´n 5.2.1 - relacio´n
(5.19) tambie´n se probo´ que
ek+1 ∈ ∂0(〈F (.), zk〉)(xk+1) + αk(xk+1 − xk) +NΩk(xk+1),
as´ı que
αk(x
k − xk+1)− vk + ek+1 ∈ ∂0(〈F (.), zk〉)(xk+1),
donde vk ∈ NΩk(xk+1). Haciendo uso de la Definicio´n 3.1.2(2) concerniente al
te´rmino ∂0(.), en la expresio´n anterior se tiene que
〈αk(xk − xk+1)− vk + ek+1, q〉 ≤ 〈F (.), zk〉0(xk+1, q) ∀q ∈ Rn, (5.28)
donde 〈F (.), zk〉0(xk+1, q) representa la derivada direccional de Clarke. Utilizando
propiedades ba´sicas del producto interno de vectores, y teniendo en cuenta que
αk > 0, en (5.28) tenemos
αk〈xk − xk+1, q〉 − 〈vk, q〉+ 〈ek+1, q〉 ≤ 〈F (.), zk〉0(xk+1, q) ∀q ∈ Rn. (5.29)
Considerando que q = (xˆ+λd−xk+1) 8, y teniendo en cuenta que vk ∈ NΩk(xk+1) 9,
se tiene que 〈vk, q〉 ≤ 0 (o equivalente 0 ≤ −〈vk, q〉), lo cual se justifica por el
hecho de que (xˆ+ λd) ∈ Ωk. As´ı en (5.29)
αk〈xk − xk+1, q〉+ 〈ek+1, q〉 ≤ 〈F (.), zk〉0(xk+1, q). (5.30)
Aplicando respectivamente los ı´tems (i), (ii) y (iii) del Lema 3.1.1, en el te´rmino
de la derecha de la desigualdad anterior, se tiene
(〈F (.), zk〉)0(xk+1, q) =
(
p∑
i=1
zikFi(.)
)0
(xk+1, q)
(i)
≤
p∑
i=1
(
zikFi
)0
(xk+1, q)
(ii)
=
p∑
i=1
zikF
0
i (x
k+1, q)
(iii)
=
p∑
i=1
F 0i (x
k+1, zikq),
donde zik son las componentes del vector zk. Reemplazando la expresio´n anterior
en (5.30), se tiene que
〈αk(xk − xk+1) + ek+1, q〉 = αk〈xk − xk+1, q〉+ 〈ek+1, q〉 ≤
p∑
i=1
F 0i (x
k+1, zikq).
(5.31)
8Esta construccio´n se debe al hecho que (xˆ+ λd) ∈ Ωk y xk+1 ∈ Ωk.
9NΩk(x
k+1) = {d ∈ Rn : 〈d, x− xk+1〉 ≤ 0, ∀x ∈ Ωk} - ver Definicio´n 2.2.7.
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Por la desigualdad de Cauchy Schwarz (ver Teorema 2.1.2) y algunas propiedades
ba´sicas de la norma de vectores, en el te´rmino de la izquierda de (5.31) se tiene
que
|〈αk(xk − xk+1) + ek+1, q〉| ≤ ‖αk(xk − xk+1) + ek+1‖ ‖q‖
≤ αk‖xk − xk+1‖ ‖q‖+ ‖ek+1‖ ‖q‖.
Aplicando al te´rmino de la izquierda de la expresio´n anterior la siguiente propie-
dad: para todo a, b ∈ R, |x| ≤ a⇐⇒ [(a ≥ 0) ∧ (−a ≤ x ≤ a)], y reemplazando
dicho resultado en (5.31), tenemos
− αk‖xk − xk+1‖ ‖q‖ − αk
(‖ek+1‖
αk
)
‖q‖ ≤
p∑
i=1
F 0i (x
k+1, zikq). (5.32)
Como {zk} es acotada, por el Teorema (2.1.4) existe una subsucesio´n {zkj} tal
que limj→+∞zkj = z ∈ Rp≧\{0}. De ser necesario, y sin perdida de generalidad,
tambie´n podemos considerar las subsucesiones {xkj} ⊆ {xk} y {αkj} ⊆ {αk}.
Adema´s, como 0 <αk ≤ α, en (5.32) se tiene que
− α‖xkj − xkj+1‖ ‖q′‖ − α
(‖ekj+1‖
αkj
)
‖q′‖ ≤
p∑
i=1
F 0i (x
kj+1, zikjq
′), (5.33)
donde q′ = (xˆ + λd − xkj+1) y zikj son las componentes del vector zkj . Tomando
limite superior cuando j → +∞, se puede verificar que el te´rmino de la izquierda
de la desigualdad anterior tiende a cero. Esto se da en base a los ı´tems (ii) y
(iii) del Lema 5.3.1 10, a la hipo´tesis (E1), y al hecho que λ > 0 y zkj → z. Con
las mismas condiciones, a continuacio´n analizamos el te´rmino de la derecha de
(5.33):
0 ≤ lim sup
j→+∞
p∑
i=1
F 0i (x
kj+1, zikjq
′) =
p∑
i=1
lim sup
j→+∞
F 0i (x
kj+1, zikjq
′). (5.34)
Dado que F es propia y localmente Lipschitz, por la Proposicio´n 3.1.5 se tiene
que F 0i es semicontinua superior. Entonces
lim sup
j→+∞
F 0i (x
kj+1, zikjq
′) ≤ F 0i (xˆ, ziλd),
donde {(xkj+1, zikjq′)} es una sucesio´n en Rn×Rn, la cua´l por las condiciones an-
teriormente tratadas satisface limj→+∞(xkj+1, zikjq
′) = (xˆ, ziλd). Reemplazando
la desigualdad anterior en (5.34), tenemos
0 ≤
p∑
i=1
lim sup
j→+∞
F 0i (x
kj+1, zikjq
′) ≤
p∑
i=1
F 0i (xˆ, z
iλd). (5.35)
Haciendo uso del Lema 3.1.1 (iii), y teniendo en cuenta que λ > 0, en (5.35) se
tiene que
p∑
i=1
ziF 0i (xˆ, d) = z
1F 01 (xˆ, d) + · · ·+ zpF 0p (xˆ, d) ≥ 0. (5.36)
10De (ii) se tiene que limj→+∞‖xkj+1 − xkj‖ = 0, y de (iii) limj→+∞xkj+1 = xˆ, as´ı que
q′ = (xˆ+ λd− xkj+1)→ λd, donde λ ∈ (0, δ].
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Como z ∈ Rp
≧
\{0}, entonces existe un conjunto de ı´ndices en los cua´les algunas
de las componentes de z son estrictamente positivas. Sin pe´rdida de generalidad
consideramos I = {i ∈ {1, · · · , p} : zi > 0}. Entonces en (5.36) existe un i0 ∈ I
tal que F 0i0(xˆ, d) ≥ 0, lo cual contradice (5.27). Por lo tanto xˆ es un punto cr´ıtico
Pareto-Clarke del POM (5.7).
Corolario 5.3.1. Sea F : Rn → Rp una funcio´n Rp
≧
-convexa que satisface las
hipo´tesis (H1), (H2), (H3) y (H4), con 0 < αk ≤ α. Si xˆ es un punto de
convergencia de la sucesio´n {xk} generada por algoritmo MPPEI1, entonces xˆ es
una solucio´n de´bil de Pareto del POM (5.7).
Demostracio´n. Como xˆ es un punto de convergencia de {xk}, por el Teorema
5.3.1 xˆ es un punto cr´ıtico Pareto-Clarke. Finalmente haciendo uso de la Propo-
sicio´n 3.2.1 se tiene que xˆ es una solucio´n de´bil de Pareto del POM (5.7).
Corolario 5.3.2. Si F : Rn → Rp es una funcio´n continuamente diferenciable
en Rn, y adema´s satisface las hipo´tesis (H1), (H3) y (H4), con 0 < αk ≤ α,
entonces el punto de convergencia xˆ de la sucesio´n {xk} generada por el MPPEI1,
es un punto cr´ıtico de Pareto-Clarke del problema (5.7), es decir, existe i0 ∈
{1, 2, · · · , p} tal que
〈▽Fi0(xˆ), d〉 ≥ 0 ∀d ∈ Rn. (5.37)
Demostracio´n. Es inmediata, dado que continuamente diferenciable en Rn im-
plica la suposicio´n (H2). As´ı que por el Teorema 3.1.1 y la relacio´n (2.3) tenemos
que F 0i (xˆ, d) = F
′
i (xˆ, d) = 〈▽Fi(xˆ), d〉, donde F ′i es la derivada direccional de Fi.
Finalmente aplicando el Teorema 5.3.1 obtenemos el resultado deseado.
5.3.2. Algoritmo MPPEI2 y convergencia de resultados
En este apartado presentamos el MPPEI dotado de un criterio de error estudiado
por Tang y Huang (2013), y generalizado al caso cuasiconvexo por Baygorrea et
al. (2016a) 11, a lo cua´l llamaremos MPPEI2, definido por:
Algoritmo MPPEI2
La sucesio´n {xk} generada por el algoritmo MPPEI (ver las relaciones (5.8) y
(5.9)), para el te´rmino del error ek+1 satisface las siguientes hipo´tesis:
(E2)
‖ek+1‖
αk
≤ ηk‖xk+1 − xk‖
(E2.1)
+∞∑
k=0
η2k < +∞
11Cabe resaltar que en ambos casos, los autores trabajaron con funciones mono-objetivos,
definidos en espacios de Hadamard.
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Lema 5.3.2. Sean {xk} y {ek} las sucesiones generadas por el MPPEI2. Si las
hipo´tesis (H1), (H2), (H3) y (H4) son satisfechas, entonces existe un entero
k0 ≥ 0, tal que para todo k ≥ k0 se tiene que
i) ‖xk+1 − x‖2 ≤
(
1 +
2η2k
1− 2η2k
)
‖xk − x‖2 − 1
2
‖xk+1 − xk‖2 ∀x ∈ E; (5.38)
ii) La sucesio´n {xk} es acotada;
iii) limk→+∞‖xk+1 − xk‖ = 0;
iv) Si limj→+∞xkj = x, entonces limj→+∞xkj+1 = x ∈ E.
Demostracio´n. i) Probaremos que se verifica la desigualdad (5.38). Por la pro-
piedad de norma de vectores se tiene que ‖y‖ = √〈y, y〉 ≥ 0 para todo y ∈ Rn.
Dado que ηk → 0+, definimos y = ek+1√2αk ηk −
√
2αkηk(x
k+1 − x). Entonces
0 ≤ 〈y, y〉 = 1
2αkη2k
‖ek+1‖2 − 2〈ek+1, xk+1 − x〉+ 2αkη2k‖xk+1 − x‖2,
de donde
− 2〈ek+1, x− xk+1〉 ≤ 1
2αkη2k
‖ek+1‖2 + 2αkη2k‖xk+1 − x‖2. (5.39)
Por otro lado, por la desigualdad (5.18) se tiene que
‖xk+1− x‖2 ≤ ‖xk − x‖2−‖xk+1− xk‖2− 2
αk
〈ek+1, x− xk+1〉 ∀ k ∈ Z+0 . (5.40)
Sustituyendo (5.39) en (5.40) se tiene que
‖xk+1 − x‖2 ≤ ‖xk − x‖2 − ‖xk+1 − xk‖2 + 1
2α2kη
2
k
‖ek+1‖2 + 2η2k‖xk+1 − x‖2.
Haciendo uso de la condicio´n (E2) tenemos que
‖xk+1 − x‖2 ≤ ‖xk − x‖2 − ‖xk+1 − xk‖2 + 1
2
‖xk+1 − xk‖2 + 2η2k‖xk+1 − x‖2,
de donde
(1− 2η2k)‖xk+1 − x‖2 ≤ ‖xk − x‖2 −
1
2
‖xk+1 − xk‖2.
Como ηk → 0+ (esto se cumple por la condicio´n (E2.1)), entonces existe k0 ≥ 0
tal que 1− 2η2k > 0 para todo k ≥ k0. As´ı en la expresio´n anterior tenemos
‖xk+1 − x‖2 ≤
(
1
1− 2η2k
)
‖xk − x‖2 −
(
1
2(1− 2η2k)
)
‖xk+1 − xk‖2.
Como 0 < 1− 2η2k < 1 (lo cual se cumple dado que ηk → 0+), entonces −12(1−2η2
k
)
<
−1
2
. As´ı en la expresio´n anterior se tiene que
‖xk+1 − x‖2 ≤ 12
(
1 +
2η2k
1− 2η2k
)
‖xk − x‖2 − 1
2
‖xk+1 − xk‖2,
12Esta desigualdad no es estricta, dado que la norma ‖xk+1− xk‖2 que multiplica al te´rmino
1/2(1− 2η2k), es ≥ 0.
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con lo cual obtenemos la primera parte del teorema.
ii) Probaremos que {xk} es una sucesio´n acotada. De la desigualdad (5.38), es
claro que
‖xk+1 − x‖2 ≤
(
1 +
2η2k
1− 2η2k
)
‖xk − x‖2 ∀ k ≥ k0. (5.41)
Dado que η2k → 0+, para todo ǫ > 0 existe k˜0 ≥ 0, tal que η2k < ǫ para todo
k ≥ k˜0. Entonces
0 < 1− 2ǫ < 1− 2η2k < 1.
Por lo tanto, para todo ǫ < 1/2 (lo cual se deduce del hecho que 0 < 1 − 2ǫ),
tenemos
2η2k
1− 2η2k
<
2η2k
1− 2ǫ ∀ k ≥ k˜0.
Aplicando sumatorias, y teniendo en cuenta la hipo´tesis (E2.1), se tiene que
+∞∑
k=1
2η2k
1− 2η2k
< +∞. (5.42)
Finalmente haciendo uso del Lema 2.1.1 se tiene que ‖xk+1− x‖2 converge, dado
que en la expresio´n (5.41) los te´rminos vk = ‖xk+1− x‖2, vk−1 = ‖xk − x‖2, λk =
2η2
k
1−2η2
k
y βk = 0, satisfacen
∑+∞
k=1 λk <∞ (ver la relacio´n (5.42)) y
∑+∞
k=1 βk <∞.
Por lo tanto la sucesio´n {xk} es acotada.
iii) Probaremos que limk→+∞‖xk+1 − xk‖ = 0. De la relacio´n (5.38) se tiene que
1
2
‖xk+1 − xk‖ ≤ ‖xk − x‖2 − ‖xk+1 − x‖2 + 2η
2
k
1− 2η2k
‖xk − x‖2.
Aplicando sumatorias, y teniendo en cuenta lo indicado en la relacio´n (5.26), se
tiene que
1
2
m∑
k=k0
‖xk+1 − xk‖ ≤
m∑
k=k0
(‖xk − x‖2 − ‖xk+1 − x‖2)+ m∑
k=k0
2η2k
1− 2η2k
‖xk − x‖2 ≤
‖xk0 − x‖2 − ‖xm+1 − x‖2 + max
k0≤k≤m
{‖xk − x‖2}
m∑
k=k0
2η2k
1− 2η2k
.
Dado que {xk} es una sucesio´n acotada, entonces ‖xk − x‖ para tado k ∈ N
tambie´n es acotada. Por lo tanto tomando l´ımite cuando m → +∞, y consi-
derando la expresio´n (5.42), tenemos que
∑+∞
k=k0
‖xk+1 − xk‖ < +∞, as´ı que
limk→+∞‖xk+1 − xk‖ = 0.
vi) La demostracio´n pendiente es semejante a la prueba realizada en el ı´tem iii)
del Lema 5.3.1.
Proposicio´n 5.3.2. Sean {xk} y {ek} las sucesiones generadas por el algoritmo
MPPEI2. Si las hipo´tesis (H1), (H2), (H3) y (H4) son satisfechas, entonces la
sucesio´n {xk} converge a un punto de E.
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Demostracio´n. Por el Lema 5.3.2 se tiene que la sucesio´n {xk} es acotada,
entonces existe al menos un punto de acumulacio´n xˆ ∈ Rn, as´ı como tambie´n una
subsucesio´n {xkj} ⊆ {xk}, tales que xkj → xˆ (ver Teorema 2.1.4). Entonces por
el Lema 5.2.1 se tiene que xˆ ∈ E, lo cual implica el resultado.
Teorema 5.3.2. Si la funcio´n F : Rn → Rp satisface las hipo´tesis (H1), (H2),
(H3) y (H4), con 0 < αk ≤ α, entonces la sucesio´n {xk} generada por el MPPEI2
converge hacia algu´n punto cr´ıtico Pareto-Clarke del POM (5.7).
Demostracio´n. Considerando que {xk} es la sucesio´n generada por el algoritmo
MPPEI2, tomamos un xˆ ∈ Rn tal que xk → xˆ. Para probar que xˆ es un punto
cr´ıtico Pareto Clarke, suponemos lo contrario; entonces siguiendo los mismos
pasos realizados en la primera parte de la prueba del Teorema 5.3.1, hasta la
relacio´n (5.32), se tiene que
−αk‖xk − xk+1‖ ‖q‖ − ‖ek+1‖ ‖q‖ ≤
p∑
i=1
F 0i (x
k+1, zikq).
Aplicando la hipo´tesis (E2), y teniendo en cuenta que 0 <αk ≤ α, en la expresio´n
anterior se tiene que
−αk‖xk − xk+1‖ ‖q‖ − αkηk‖xk+1 − xk‖‖q‖ ≤
p∑
i=1
F 0i (x
k+1, zikq)
−α(1 +M)‖xk+1 − xk‖‖q‖ ≤
p∑
i=1
F 0i (x
k+1, zikq),
para algu´n M > 0 (ojo, por la hipo´tesis (E2.1) ηk → 0+). Siguiendo nuevamente
los pasos que se encuentran entre las relaciones (5.32) y (5.33) del Teorema 5.3.1,
tenemos que
−α(1 +M)‖xkj+1 − xkj‖‖q′‖ ≤
p∑
i=1
F 0i (x
kj+1, zikjq
′),
donde q′ = (xˆ+λd−xkj+1). Tomando l´ımite superior cuando j → +∞, y siguiendo
lo indicado entre las relaciones (5.33) y (5.36) (considerando en este caso el Lema
5.3.2, en lugar del Lema 5.3.1), se tiene que
0 ≤
p∑
i=1
ziF 0i (xˆ, d) = z
1F 01 (xˆ, d) + · · ·+ zpF 0p (xˆ, d), (5.43)
lo cual representa la misma expresio´n obtenida en la relacio´n (5.36). Finalmente
siguiendo lo indicado en el pa´rrafo posterior a (5.36), se tiene que xˆ es un punto
cr´ıtico Pareto-Clarke del POM (5.7).
Observacio´n 5.3.2. Siguiendo procedimientos semejantes a los desarrollados en
los Corolarios 5.3.1 y 5.3.1 (pero considerando ahora el Teorema 5.3.2, en lugar
del Teorema 5.3.1), podemos obtener resultados semejantes a los planteados en
dichos corolarios.
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Cap´ıtulo 6
TASA DE CONVERGENCIA DEL AL-
GORITMO MPPEI2
El objetivo de este cap´ıtulo, es analizar la tasa de convergencia del algoritmo
MPPEI2, dado por:
Algoritmo MPPEI2
Inicio: Escoger un punto inicial arbitrario
x0 ∈ Rn. (6.1)
Paso iterativo: Para k = 0, 1, · · · , y dado un xk, encontrar xk+1 ∈ Ωk y ek+1 ∈
Rn, tales que:
ek+1 ∈ ∂0
(
〈F (.), zk〉+ αk
2
‖.− xk‖2
)
(xk+1) +NΩk(xk+1), (6.2)
donde αk, Ωk, y zk esta´n definidos en la Seccio´n 5.2 - pa´gina 66. Adema´s, el
te´rmino del error ek+1 satisface las siguientes condiciones:
‖ek+1‖
αk
≤ ηk‖xk+1 − xk‖ (6.3)
+∞∑
k=0
η2k < +∞ (6.4)
Criterio de parada: Si xk+1 = xk o si xk+1 es un punto cr´ıtico Pareto-Clarke
detener el criterio. En otro caso hacer k ← k + 1 y retornar al paso iterativo.
E´ste algoritmo (como ya se vio´ en la Seccio´n 5.2), tiene como objetivo resolver
el siguiente problema de minimizacio´n multiobjetivo cuasi-convexo
min
x∈Rn
F (x) = min{F (x), x ∈ Rn}, (6.5)
donde F : Rn → Rp es una funcio´n que satisface las siguientes hipo´tesis:
(H1) 0  F , es decir que Fi(x) ≥ 0 para todo i ∈ {1, · · · , p} y x ∈ dom(Fi),
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(H2) F es localmente Lipschitz en Rn (ver Definicio´n 2.2.3 y 2.2.13),
(H3) F es Rp
≧
-cuasi-convexa (ver Definicio´n 2.2.11),
(H4) (F (x0)− Rp
≧
) ∩ F (Rn) es Rp
≧
-completo (ver pa´gina 69).
Con tal objetivo, y bajo las hipo´tesis anteriores, de forma ana´loga a (5.16), de-
notamos el siguiente conjunto convexo cerrado no vac´ıo
E = {x ∈ Rn : F (x)  F (xk), ∀ k ∈ N}. (6.6)
Tambie´n denotamos el conjunto
Z = E ∩ PC, (6.7)
donde PC representa al conjunto de puntos cr´ıticos Pareto-Clarke del POM (6.5)
(ver Definicio´n 3.2.1), dado por:
PC = {x ∈ Rn : F 0i0(x, d) ≥ 0, ∀d ∈ Rn y para algu´n i0 = i0(d) = 1, · · · , p}.
Observacio´n 6.0.1. De (6.2) y del hecho que ∂Lim(δΩk)(x
k+1) = NΩk(x
k+1) (ver
Proposicio´n 3.1.3), se tiene que
ek+1 ∈ ∂0
(
〈F (.), zk〉+ αk
2
‖.− xk‖2
)
(xk+1) + ∂Lim(δΩk)(x
k+1).
Dado que 〈F (.), zk〉 es una funcio´n localmente Lipschitz (ver las relaciones (5.13)
y (5.14)) y ‖. − xk‖2 es convexa diferenciable. Aplicando el Lema 3.1.4 a la
expresio´n anterior se tiene que
ek+1 ∈ ∂0(〈F (.), zk〉)(xk+1) + αk
2
▽ ‖xk+1 − xk‖2 + ∂Lim(δΩk)(xk+1) =
∂0(〈F (.), zk〉)(xk+1) + αk
✁2
✁2(x
k+1 − xk) + ∂Lim(δΩk)(xk+1),
de donde
ek+1 + αk(x
k − xk+1) ∈ ∂0(〈F (.), zk〉)(xk+1) + ∂Lim(δΩk)(xk+1).
As´ı que existe gk ∈ (∂0(〈F (.), zk〉) + ∂LimδΩk(.))(xk+1), tal que
gk = ek+1 + αk(x
k − xk+1). (6.8)
6.1. Ana´lisis de la tasa de convergencia
Para este propo´sito vamos a considerar la siguiente hipo´tesis:
(H5) Para x ∈ Z tal que xk → x, existen δ = δ(x) > 0 y τ = τ(x) > 0, tales
que para todo w ∈ B(0, δ) ⊂ Rn y para todo xk+1 con w ∈ (∂0(〈F (.), zk〉) +
∂LimδΩk(.))(x
k+1), se tiene que
‖xk+1 − x‖ ≤ τ‖w‖. (6.9)
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Observacio´n 6.1.1. La hipo´tesis anterior, a la cua´l tambie´n la podemos llamar
la condicio´n de crecimiento en el punto de convergencia x ∈ Rn, es diferente a
la propuesta por Tang y Huang (2013) 1, y a la de Baygorrea (2017) (quien la
generalizada al campo de las funciones cuasi-convexas), dado que ambos trabajan
con funciones mono-objetivos definidas en espacios de Hadamard. De hecho, una
vez que la sucesio´n {xk} es obtenida, la hipo´tesis (H5) establece una propiedad
de crecimiento del operador subdiferencial en el punto xk ∈ Rn, lejos del punto
solucio´n x.
El conjunto Z (ver relacio´n (6.7)) y la hipo´tesis (H5) que se esta´ proponiendo
para analizar la tasa de convergencia del algoritmo MPPEI2, representan una ge-
neralizacio´n hacia el campo multiobjetivo, de los trabajos de Tang y Huang (2013)
y de Baygorrea (2017).
Lema 6.1.1. Sean {xk} y {ek} las sucesiones generadas por el MPPEI2. Supon-
gamos que las hipo´tesis (H1), (H2), (H3), (H4) y (H5) son satisfechas, con
0 < αk ≤ α, entonces
i) existe k˜ ∈ N tal que
‖gk‖ < δ ∀ k ≥ k˜, (6.10)
donde gk es dado por (6.8);
ii) se tiene que
‖xk+1 − x‖ ≤ ταk(ηk + 1)‖xk+1 − xk‖ ∀ k ≥ k˜. (6.11)
Demostracio´n. i) Sean x = limk→+∞xk y gk ∈ (∂0(〈F (.), zk〉)+∂LimδΩk(.))(xk+1)
dado por (6.8). Haciendo uso de algunas propiedades ba´sicas de norma de vecto-
res, y considerando la la relacio´n (6.3) y el hecho que αk ≤ α, se tiene que
‖gk‖ ≤ ‖ek+1‖+ αk‖xk − xk+1‖
≤ (αkηk + αk)‖xk+1 − xk‖ (6.12)
≤ α(ηk + 1)‖xk+1 − xk‖ k ≥ 0. (6.13)
Como ηk → 0 y ‖xk+1 − xk‖ → 0 (ver Lema 5.3.2), tomando ǫ = δ, existe un
k˜ ∈ N tal que ‖gk‖ < δ para todo k ≥ k˜.
ii) En (6.9) haciendo que w = gk para todo k ≥ k˜, se tiene que:
‖xk+1 − x‖ ≤ τ‖w‖ = τ‖gk‖. (6.14)
Por lo tanto la relacio´n (6.11) es obtenida reemplazando (6.12) en la expresio´n
anterior.
1Lo propuso para trabajar problemas de singularidad de campos vectoriales mono´tonos ma-
ximales, en particularmente para problemas de minimizacio´n convexa en variedades de Hada-
mard.
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Ahora vamos a presentar el teorema relacionado a la tasa de convergencia del
algoritmo MPPEI2, completando as´ı el resultado de convergencia dado por la
Proposicio´n 5.3.2.
Teorema 6.1.1. Sean {xk} y {ek} las sucesiones generadas por el MPPEI2. Su-
pongamos que las hipo´tesis (H1), (H2), (H3), (H4) y (H5) son satisfechas, con
0 < αk ≤ α, entonces {xk} converge linealmente hacia x ∈ Z. Adema´s de ello, si
αk ց 0, entonces la convergencia es superlineal.
Demostracio´n. Sean x ∈ Z un punto l´ımite de la sucesio´n {xk} y gk ∈ (∂0(〈F (.), zk〉)+
∂LimδΩk(.))(x
k+1) dado por (6.8). Definimos
wk = gk.
Debido a la relacio´n (6.10) tenemos que ‖wk‖ = ‖gk‖ < δ para todo k ≥ k˜; as´ı que
wk ∈ B(0, δ) para todo k ≥ k˜. Adema´s, gk ∈ (∂0(〈F (.), zk〉) + ∂LimδΩk(.))(xk+1).
Como x ∈ Z, entonces x ∈ E (ver la relacio´n (6.7)); as´ı que por (5.38) tenemos
que
‖xk+1 − x‖2 ≤
(
1 +
2η2k
1− 2η2k
)
‖xk − x‖2 − 1
2
‖xk+1 − xk‖2 ∀ k ≥ k0. (6.15)
Por la relacio´n (6.11) tambie´n tenemos
‖xk+1 − xk‖ ≥ 1
ταk(ηk + 1)
‖xk+1 − x‖ ∀ k ≥ k˜,
de donde
−‖xk+1 − xk‖2 ≤ −
(
1
ταk(ηk + 1)
)2
‖xk+1 − x‖2 ∀ k ≥ k˜.
Reemplazando la relacio´n anterior en (6.15), se tiene que
‖xk+1−x‖2 ≤
(
1
1− 2η2k
)
‖xk−x‖2−1
2
(
1
ταk(ηk + 1)
)2
‖xk+1−x‖2 ∀k ≥ max{k0, k˜},
as´ı que(
1 +
1
2τ 2α2k(ηk + 1)
2
)
‖xk+1 − x‖2 ≤
(
1
1− 2η2k
)
‖xk − x‖2 ∀k ≥ max{k0, k˜},
lo cual implica que
‖xk+1 − x‖2 ≤ βk‖xk − x‖2 ∀ k ≥ max{k0, k˜}, (6.16)
donde
βk =
1
1− 2η2k
(
2τ 2(ηk + 1)
2
2τ 2(ηk + 1)2 +
1
α2
k
)
. (6.17)
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Dado que 0 < αk ≤ α para todo k ∈ N, se tiene que
βk ≤ rk, (6.18)
donde
rk =
1
1− 2η2k
(
2τ 2(ηk + 1)
2
2τ 2(ηk + 1)2 +
1
α2
)
.
Como ηk → 0, en la expresio´n anterior tenemos que
rk → 2τ
2
2τ 2 + 1
α2
< 1.
Por lo tanto, existe un nu´mero positivo k1 ∈ N con k ≥ k1, tal que
βk ≤ rk < 1
2
(
1 +
2τ 2
2τ 2 + 1
α2
)
< 1 ∀ k ≥ k1.
Entonces, en (6.16) se tiene que
‖xk+1 − x‖2 ≤ βk‖xk − x‖2 ∀ k ≥ max{k0, k˜, k1}.
Por lo tanto la sucesio´n {xk} converge linealmente a x (ver Definicio´n 2.1.11 (1)).
La convergencia superlineal de la sucesio´n generada por el algoritmo MPPEI2, se
obtiene inmediatamente, dado que la hipo´tesis αk ց 0, y el hecho que ηk → 0,
en (6.17) implican que βk → 0, lo cual completa la prueba.
6.2. Experimentacio´n nume´rica
En esta seccio´n, con el objeto de mostrar la funcionalidad del MPPEI propuesto,
presentamos dos ejemplos nume´ricos simples. Para ello usamos una computadora
Intel Core(TM)2 Duo de 2.20 GHz y 3.00 GB de RAM, con sistema operativo
Windows 10 de 64 bits, en el cua´l implementamos nuestro co´digo usando el soft-
ware MATLAB 9.3.0 (R2017b).
Ejemplo 6.2.1. Continuemos con el ana´lisis del problema de minimizacio´n tra-
tado en el Ejemplo 4.3.2, dado por:
min
x∈R
(ex, (ex − 3)2 + 1). (6.19)
Puesto que F1(x) = e
x y F2(x) = (e
x− 3)2 + 1 son funciones cuasi-convexas, en-
tonces podemos decir que la funcio´n vectorial F = (F1, F2) es R2≧-Cuasi-convexa
(ver Definicio´n 2.2.11).
Este problema satisface tambie´n las hipo´tesis (H1), (H2) y (H3), y adema´s co-
mo se probo´ en el Ejemplo 4.3.2, presenta a XE = (−∞, ln(3)] ≈ (−∞, 1.0986]
como el conjunto de soluciones de Pareto del problema, tambie´n llamado conjunto
de soluciones eficientes.
Tomando a x0 como punto inicial, y dado un xk ∈ R2, el proceso iterativo del
algoritmo propuesto (como se vio en la Observacio´n 5.2.2), consiste en encontrar
un punto cr´ıtico (mı´nimo local, ma´ximo local o punto silla) del siguiente problema:
min
{
〈F (.), zk〉+ αk
2
‖.− xk‖2 : x ∈ Ωk
}
, (6.20)
el cual tambie´n puede ser escrito como
min F (x) = (F1(x), F2(x))(z
k
1 , z
k
2 ) +
αk
2
‖x− xk‖2
s.a :
(F1(x), F2(x)) =F (x) ≤ F (xk)= (F1(xk), F2(xk)).
Remplazando las componentes de F , tenemos
min F (x) = zk1 (e
x) + zk2 ((e
x − 3)2 + 1) + αk
2
(x− xk)2
s.a :
ex ≤ exk
(ex − 3)2 + 1 ≤ (exk − 3)2 + 1.
Desarrollando las restricciones de desigualdad, y presenta´ndolas en la forma ≤ 0
(lo cua´l es un requerimiento de MATLAB), tenemos el siguiente programa de
optimizacio´n:
min F (x) = zk1 (e
x) + zk2 ((e
x − 3)2 + 1) + αk
2
(x− xk)2
s.a :
ex − exk ≤ 0
e2x − e2xk + 6(exk − ex) ≤ 0.
(6.21)
Asumiendo diferentes valores para el para´metro αk, para x
0 = 3 (punto inicial pa-
ra obtener la iteracio´n cero), y para p0 (punto inicial necesario para que MATLAB
a trave´s de la funcio´n patternsearch pueda resolver todos los subproblemas in-
ternos del problema (6.21)), vamos a mostrar que que la sucesio´n xk generada
converge hacia alguna de las soluciones de Pareto (tambie´n conocidas como con-
junto de soluciones eficientes) del problema (6.19), las cua´les por ca´lculos previos,
sabemos que se encuentran en el conjunto XE = (−∞, ln(3)] - ver Ejemplo 4.3.2.
Para ello vamos a considerar como fijos el para´metro zk = (z
k
1 , z
k
2 ) = (
1√
2
, 1√
2
),
el punto inicial p0 = 2 (con el cua´l se desarrollan todos los subproblemas), y
|xk+1 − xk| < 0.0001 como el criterio de parada para finalizar en algoritmo. A
continuacio´n, mostramos los resultados nume´ricos obtenidos al variar tanto el
punto inicial x0, como el para´metro αk.
1. Tomando a x0 = 3 (como el punto inicial para obtener la iteracio´n ce-
ro - punto que no pertenece al conjunto de soluciones eficientes XE =
(−∞, ln(3)]), y variando los para´metros αk, tenemos:
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1.1. Si αk = 0.2, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 3 - - 20.0855 297.9156
1 5 0.9595 2.0405 2.6603 2.6105 1.1517
2 3 0.9595 0.0000 2.6603 2.6105 1.1517
La tabla anterior muestra que con k = 2 iteraciones se resuelve el
problema (observar que en este caso la sucesio´n {xk} converge al punto
x2 ≈ 0.9595 ∈ XE = (−∞, ln(3)] ≈ (−∞, 1.0986]). N [xk] denota el
nu´mero de iteraciones internas de cada subproblema, con las cua´les se
obtiene el punto xk. Por ejemplo para obtener el punto x2 ≈ 0.9595,
necesitamos N [x2] = 3 iteraciones internas.
1.2. Si αk = 0.6, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 3 - - 20.0855 297.9156
1 5 1.0292 1.9708 2.7148 2.7988 1.0405
2 3 1.0292 0.0000 2.7148 2.7988 1.0405
La tabla anterior muestra que con k = 2 iteraciones se resuelve el
problema.
1.3. Si αk = 1, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 3 - - 20.0855 297.9156
1 5 1.0845 0.9155 2.7999 2.9579 1.0018
2 3 1.0845 0.0000 2.7999 2.9579 1.0018
Equivalentemente a las tablas anteriores, la tabla anterior muestra que
con k = 2 iteraciones, se obtiene el criterio de parada del problema,
dado por |x2 − x1| < 0.0001.
En las tablas anteriores, podemos observar que al considerar en punto x0 = 3
(el cua´l no pertenece al conjunto de soluciones eficientes XE = (−∞, ln(3)]
- calculado anteriormente en el Ejemplo 4.3.2), la sucesio´n {xk}, haciendo
uso de k = 2 iteraciones, converge hacia el punto x2 ≈ 1 ∈ XE.
2. Tomando a x0 = −6 (como el punto inicial para obtener la iteracio´n cero -
punto que es este caso pertenece al conjunto de soluciones eficientes XE =
(−∞, ln(3)]), y variando los para´metros αk, tenemos:
2.1. Si αk = 0.1, para cada k, obtenemos:
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k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - -6 - - 0.0025 9.9855
1 3 -5.9999 0.0001 7.0623 0.0025 9.9855
La tabla anterior muestra que con k = 1 iteracio´n se resuelve el proble-
ma. Tambie´n nos muestra que para obtener el punto x1 = −5.9999 ∈
(−∞, ln(3)] = XE, necesitamos N [x1] = 3 iteraciones internas.
Otro resultado semejante al mostrado en al tabla anterior, tambie´n se
obtiene considerando αk = 0.2, 0.3, · · · , 0.7.
2.2. Si αk = 0.8, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - -6 - - 0.0025 9.9855
1 3 -6.0000 0.0000 7.0623 0.0025 9.9855
La tabla anterior nos muestra que necesitamos k = 3 iteraciones para
resolver el problema. Considerando al para´metro αk = 0.9 y 1, tambie´n
obtenemos un resultado semejante al mostrado en al tabla anterior.
En las dos tablas anteriores, podemos observar que al considerar el punto
x0 = −6 (el cua´l pertenece al interior del conjunto de soluciones eficientes
XE = (−∞, ln(3)] - calculado anteriormente en el Ejemplo 4.3.2), la su-
cesio´n {xk} converge (haciendo uso de una sola iteracio´n) hacia el punto
x1 ≈ 6 ∈ XE.
3. Tomando a x0 = ln(3) ≈ 1.0986 (como el punto inicial para obtener la
iteracio´n cero - punto que en este caso pertenece a la frontera del conjunto
de soluciones eficientes XE = (−∞, ln(3)]), y variando los para´metros αk,
tenemos:
3.1. Si αk = 0.1, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 1.0986 - - 3.0000 1.0000
1 4 1.0983 0.0003 2.8278 2.9991 1.0000
2 3 1.0982 0.0001 2.8275 2.9987 1.0000
3 3 1.0981 0.0001 2.8274 2.9985 1.0000
La tabla anterior muestra que con k = 3 iteraciones se resuelve el
problema. Considerando que αk = 0.2, 0.3, · · · , 1, hemos obtenido un
resultado semejante al mostrado en la tabla anterior.
En las tres situaciones anteriores (´ıtems 1, 2 y 3) en la que se asignaron di-
ferentes valores para el punto inicial x0 (necesario para obtener la iteracio´n
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cero), pertenecientes al interior, al complemento, y a la frontera del conjunto
XE = (−∞, ln(3)], se pudo determinar la convergencia de la sucesio´n {xk} hacia
algu´n punto perteneciente a dicho conjunto XE.
Observacio´n 6.2.1. Con el objeto de garantizar la convergencia del algoritmo,
se ha modificado el Ejemplo 6.2.1, a la siguiente forma
min
ln(2)≤x≤10
(ex, (ex − 3)2 + 1), (6.22)
con lo cual se ha logrado reducir el intervalo que contiene al conjunto de solu-
ciones de Pareto (calculado para el Ejemplo 6.2.1 como XE = (−∞, ln(3)]), al
siguiente conjunto XE = [ln(2), ln(3)] ≈ [0.6931, 1.0986]. Adema´s, se ha logra-
do obtener un problema de minimizacio´n no irrestricto. Entonces, a pesar que
el problema (6.22) no es irrestricto, probaremos que la sucesio´n generada por el
algoritmo converge hacia alguna de las soluciones de Paredo XE = [ln(2), ln(3)].
A continuacio´n, tomando un punto inicial x0 (que no necesariamente pertenezca
al intervalo XE = [ln(2), ln(3)]), vamos a calcular que la sucesio´n {xk} converge
hacia alguna de las soluciones de Pareto XE de del problema (6.22). Para ello,
vamos a considerar como fijos al para´metro zk = (z
k
1 , z
k
2 ) = (
1√
2
, 1√
2
), y al punto
inicial x0 = 3 (necesario para obtener la iteracio´n cero). Adema´s, vamos a con-
siderar a |xk+1 − xk| < 0.0001 como el criterio de parada del algoritmo.
En las siguientes tablas, mostramos los resultados nume´ricos obtenidos al variar
tanto el punto inicial p0, como el para´metro αk.
1. Si p0 = 1 y αk = 0.2, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 3 - - 20.0855 292.9156
1 5 0.9596 2.0404 2.6603 2.6106 1.1517
2 2 0.9596 0.0000 2.6603 2.6106 1.1517
Asumiendo otros valores para el para´metro p0, como p0 = 2, 3, · · · , 7,
se obtienen resultados semejantes a los presentados en la tabla anterior,
variando en este caso solamente el nu´mero de iteraciones internas N [xk].
2. Si p0 = 1 y αk = 0.5, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 3 - - 20.0855 292.9156
1 5 1.0134 1.9866 2.6976 2.7549 1.0601
2 2 1.0134 0.0000 2.6976 2.7549 1.0601
Esta tabla nos muestra que con k = 2 iteraciones se resuelve el problema.
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3. Si p0 = 1 y αk = 1, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 3 - - 20.0855 292.9156
1 5 1.0845 1.9155 2.7999 2.9579 1.0018
2 2 1.0845 0.0000 2.7999 2.9579 1.0018
En las tres tablas anteriores, podemos observar que al considerar el punto fac-
tible x0 = 3 (el cua´l no pertenece al conjunto de soluciones eficientes XE =
[ln(2), ln(3)] ≈ [0.6931, 1.0986]), la sucesio´n {xk} (haciendo uso de k = 2 itera-
ciones) converge hacia el punto x2 ≈ 1 ∈ XE.
Ejemplo 6.2.2. Consideremos el siguiente problema de minimizacio´n:
min
x∈R
(−e−x21−x22 + 1,
√
|x1 − 1|+ |x2 − 2|). (6.23)
De forma ana´loga al ejemplo anterior, tenemos que la funcio´n vectorial F =
(F1, F2) es R2≧-Cuasi-convexa, dado que las funciones F1(x) = −e−x
2
1
−x2
2 + 1 y
F2(x) =
√|x1 − 1|+ |x2 − 2| son cuasi-convexas. Este problema tambie´n satisfa-
ce las hipo´tesis (H1), (H2) y (H3). Adema´s, presenta como soluciones de Pareto
a los puntos x = (0, 0) y xˆ = (1, 2).
Tomando a x0= (x01, x
0
2) como punto inicial, y dado un x
k ∈ R2, los pasos princi-
pales del algoritmo propuesto consisten en encontrar un punto cr´ıtico del siguiente
problema:
min F (x1, x2) = z
k
1 (−e−x21−x22 + 1) + zk2 (
√|x1 − 1|+ |x2 − 2|) +
αk
2
‖(x1, x2)− (xk1, xk2)‖2
s.a :
−e−x21−x22 + 1 ≤ −e−(xk1)2−(xk2)2 + 1√|x1 − 1|+ |x2 − 2| ≤√|xk1 − 1|+ |xk2 − 2|,
el cua´l en su forma esta´ndar tambie´n puede ser escrito como:

min F (x1, x2) = z
k
1 (−e−x21−x22 + 1) + zk2 (
√|x1 − 1|+ |x2 − 2|) +
αk
2
(
(x1 − xk1)2 − (x2 − xk2)2
)
s.a :
x21 + x
2
2 − (xk1)2 − (xk2)2 ≤ 0
|x1 − 1|+ |x2 − 2| − (|xk1 − 1|+ |xk2 − 2|) ≤ 0.
(6.24)
A continuacio´n, asumiendo diferentes valores para αk, probaremos que la sucesio´n
xk generada con la aplicacio´n de la funcio´n patternsearch de MATLAB, converge
hacia alguna de las soluciones de Pareto del problema.
Para ello vamos a considerar como fijos el para´metro zk = (z
k
1 , z
k
2 ) = (
1√
2
, 1√
2
),
el punto x0 = (−1, 3) = (x01, x02) con el cua´l se obtiene la iteracio´n 0, y el punto
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inicial p0 = (2, 3) = (x1, x2) (necesario para que MATLAB a trave´s de la fun-
cio´n patternsearch pueda resolver todos los subproblemas internos de (6.24)).
Adema´s, consideraremos a ‖xk+1 − xk‖ < 0.0001 como el criterio de parada para
finalizar en algoritmo. Los resultados nume´ricos se muestran en las siguientes
tablas:
1. Si αk = 0.2, para cada k, obtenemos:
k N [xk] xk = (xk1, x
k
2) ‖xk − xk−1‖
∑
Fi(x
k)zki F1(x
k) F2(x
k)
0 - (-1,3) - - 0.9999 1.4142
1 5 (1,2) 2.2361 0.7023 0.9933 0
2 3 (1,2) 0 0.7023 0.9933 0
La tabla anterior muestra que con k = 2 iteracio´n internas se resuelve el
problema. N [xk] denota el nu´mero de iteraciones internas de cada subpro-
blema, necesarias para para obtener el punto xk. Por ejemplo para obtener
el punto x1 = (1, 2), necesitamos N [x1] = 5 iteraciones internas.
2. Si αk = 0.4, para cada k, obtenemos:
k N [xk] xk = (xk1, x
k
2) ‖xk − xk−1‖
∑
Fi(x
k)zki F1(x
k) F2(x
k)
0 - (-1,3) - - 0.9999 1.4142
1 2 (-0.2713,2.2259) 1.063 1.5677 0.9934 1.2236
2 5 (1,2) 1.2912 0.7023 0.9933 0
3 3 (1,2) 0 0.7023 0.9933 0
La tabla anterior muestra que con k = 3 iteracio´n se resuelve el pro-
blema. Tambie´n nos muestra que para obtener, por ejemplo el el punto
x1 = (xk1, x
k
2) = (−0.6016, 5.5977), necesitamos N [x1] = 1 iteracio´n interna.
3. Si αk = 1, para cada k, obtenemos:
k N [xk] xk = (xk1, x
k
2) ‖xk − xk−1‖
∑
Fi(x
k)zki F1(x
k) F2(x
k)
0 - (-1,3) - - 0.9999 1.4142
1 2 (-0.7785,2.7776) 0.3139 1.8374 0.9998 1.5988
2 5 (-0.5309, 2.5258) 0.3531 0.7203 0.9987 1.4341
3 5 (-0.2339, 2.2078) 0.4351 1.5510 0.9928 1.2007
4 3 (0.1444,2) 0.4316 1.3485 0.9821 0.9250
5 3 (0.4820,1.9447) 0.3421 1.2297 0.9819 0.7572
6 3 (0.7857,1.8418) 0.3207 0.1258 0.9819 0.6103
7 4 (1,1.7337) 0.2400 1.0591 0.9818 0.5160
8 3 (1,1.7337) 0 1.0591 0.9818 0.5160
La tabla anterior nos muestra que con k = 8 iteracio´n se obtiene el criterio
de parada del problema.
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En las tres tablas anteriores, podemos observar que la sucesio´n xk converge hacia
el punto (1, 2), el cua´l como se indico´ al inicio de e´ste ejemplo, es una solucio´n
de Pareto del problema (6.23).
A continuacio´n presentamos un ejemplo que no satisface la propiedad requerida de
cuasi-convidad de F , y probamos que la sucesio´n {xk} generada por el algoritmo
MPPEI, tambie´n converge hacia alguna solucio´n de Pareto del mismo.
Ejemplo 6.2.3. Consideremos el siguiente problema de minimizacio´n:
min
x∈R
(x2, (x2 − 2)2). (6.25)
Este problema satisface las hipo´tesis (H1) y (H2), sin embargo no satisface la
hipo´tesis (H3), relacionada a la Rp
≧
-cuasiconvexidad de F = (x2, (x2 − 2)2) =
(F1(x), F2(x)), dado que como podemos ver en la Figura 6.1, la segunda compo-
nente de la funcio´n F no es cuasi-convexa (observar la gra´fica de F2(x) en el
intervalo [−√2,√2]).
21 3 4-2-3-4 -1
5
4
3
2
1
2
F (x) = x
1
F (x) = (x - 2)
2 2
2
y
x
2- 2
Figura 6.1: Gra´fica de las funciones objetivo del Ejemplo 6.2.3.
Por ca´lculos ana´logos a los realizados en el Ejemplo 6.2.1 (ver lo indicado entre
las relaciones(6.2) y (6.21)), se ha determinado que minimizar (6.25), a trave´s
del proceso iterativo dado por el algoritmo MPPEI, consiste en minimizar el el
siguiente problema:
min F (x) = zk1 (x
2) + zk2 (x
2 − 2)2 + αk
2
(x− xk)2
s.a :
x2 − (xk)2 ≤ 0
(x2 − 2)2 − ((xk)2 − 2)2 ≤ 0.
Asumiendo diferentes valores para el para´metro αk, y para el punto inicial x
0
(necesario para obtener la iteracio´n cero), vamos a mostrar que que la sucesio´n
xk generada con la aplicacio´n de la funcio´n patternsearch de MATLAB, con-
verge hacia alguna de las soluciones de Pareto del problema (6.25) contenidas en
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el conjunto XE = [−
√
2,
√
2] (el cua´l a sido determinado por ca´lculos ana´logos a
los realizados en el Ejemplo 4.3.2).
Para ello vamos a considerar como fijos el para´metro zk = (z
k
1 , z
k
2 ) = (
1√
2
, 1√
2
)
y el punto x0 = −1 (con el cua´l se obtiene la iteracio´n 0). Adema´s, vamos a
considerar a |xk+1 − xk| < 0.0001 como el criterio de parada para finalizar en
algoritmo. Los resultados nume´ricos se muestran en las siguientes tablas:
1. Tomando a x0 = 5 (como el punto inicial para obtener la iteracio´n ce-
ro - punto que no pertenece al conjunto de soluciones eficientes XE =
[−√2,√2]), y variando los para´metros αk, tenemos:
1.1. Si αk = 0.3, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 5 - - 25 529
1 5 1.3380 3.6620 1.2970 1.7903 0.0440
2 4 1.3380 0.0000 1.2970 1.7903 0.0440
La tabla anterior muestra que con k = 2 iteraciones se resuelve el pro-
blema. Tambie´n nos muestra que para obtener el punto x2 ≈ 1.3380 ∈
XE, necesitamos N [x
2] = 3 iteraciones internas.
1.2. Si αk = 0.7, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 5 - - 25 529
1 5 1.4510 3.5490 1.4966 2.1054 0.0111
2 4 1.3766 0.0744 1.3477 1.8949 0.0110
3 3 1.3766 0.0000 1.3477 1.8949 0.0110
La tabla anterior muestra que con k = 3 iteraciones se resuelve el
problema.
1.3. Si αk = 1, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - 5 - - 25 529
1 5 1.5197 3.4803 1.7009 2.3096 0.0959
2 4 1.3005 0.2193 1.2633 1.6912 0.0954
3 2 1.3005 0.0000 1.2633 1.6912 0.0954
La tabla anterior muestra que con k = 3 iteraciones se obtiene el
criterio de parada del problema, dado por |x3 − x1| < 0.0001 .
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2. Tomando a x0 = −5 (como el punto inicial para obtener la iteracio´n cero
- punto que tampoco pertenece al conjunto de soluciones eficientes XE =
[−√2,√2]), y variando los para´metros αk, tenemos:
2.1. Si αk = 0.2, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - -5 - - 25 529
1 5 -1.3040 3.6960 1.2658 1.7004 0.0897
2 2 -1.3040 0.0000 1.2658 1.7004 0.0897
La tabla anterior muestra que con k = 2 iteraciones se resuelve el
problema. Observar que la sucesio´n {xk} converge hacia el punto x2 ≈
−1.3040 ∈ XE = [−
√
2,
√
2] ≈ [−1.4142, 1.4142].
2.2. Si αk = 0.6, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - -5 - - 25 529
1 5 -1.4255 3.5745 1.4376 2.0320 0.0010
2 4 -1.4029 0.0226 1.3924 1.9682 0.0010
3 3 -1.4029 0.0000 1.3924 1.9682 0.0010
La tabla anterior muestra que con k = 3 iteraciones se resuelve el
problema.
2.3. Si αk = 1, para cada k, obtenemos:
k N [xk] xk |xk − xk−1| ∑Fi(xk)zki F1(xk) F2(xk)
0 - -5 - - 25 529
1 5 1.5197 3.4803 1.7009 2.3096 0.0959
2 4 1.3005 0.2193 1.2633 1.6912 0.0954
3 2 1.3005 0.0000 1.2633 1.6912 0.0954
La tabla anterior muestra que con k = 3 se resuelve el problema. Ob-
servar que cuando el punto inicial x0 (necesario para obtener la itera-
cio´n cero), asume los valores x0 = ±5, pra´cticamente las sucesiones
respectivas convergen hacia los puntos x3 = ±1.3005.
En las dos situaciones anteriores (´ıtems 1 y 2) en las cua´les se ha variado
el punto inicial x0, asumiendo los valores x0 = ±5 /∈ XE = [−
√
2,
√
2], se
ha podido determinar que la sucesio´n {xk} converge hacia un punto perte-
neciente al conjunto de soluciones eficientes XE del problema 6.2.3.
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Cap´ıtulo 7
METODOLOGI´A
7.1. Tipo y disen˜o de investigacio´n
El presente trabajo es del tipo descriptivo - correlacional, pues en primera ins-
tancia describimos las propiedades de convergencia de los algoritmos de punto
proximal para minimizacio´n mono-objetivo y multiobjetivo cuasi-convexa, y en
segunda instancia relacionamos dichos algoritmos, con su(s) version(es) inexac-
ta(s).
7.2. Unidad de ana´lisis
Para la realizacio´n de este trabajo, se estudio´ el art´ıculo “A scalarization pro-
ximal point method for quasiconvex multiobjective minimization”, propuesto por
Apolina´rio et al. (2016), y la tesis doctoral “Me´todo do ponto proximal inexato
para minimizac¸a˜o quase-convexa em variedades de Hadamard”, presentada por
Baygorrea (2017) en la Universidad Federal de Rio de Janeiro.
7.3. Poblacio´n de estudio
Por ser nuestro trabajo netamente abstracto, no existe poblacio´n que estudiar,
sin embargo nuestro estudio se encuentra ı´ntimamente relacionada con el espa-
cio Euclidiano Rn, con los me´todos de punto proximal, y con la optimizacio´n
multiobjetivo cuasi-convexa.
7.4. Te´cnicas de recoleccio´n de datos
El procedimiento de recoleccio´n de datos para la realizacio´n del presente trabajo
(el cua´l es netamente abstracto), ba´sicamente consistio´ en la revisio´n bibliogra´fica
(libros, art´ıculos cient´ıficos, pa´ginas web, tesis, etc.), en la asistencia a foros -
eventos, y en la comunicacio´n con investigadores.
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7.5. Ana´lisis e interpretacio´n de la informacio´n
El avance del presente tesis fue gradual. Se inicio´ este estudio revisando material
referente a optimizacio´n mono-objetivo, el cual sirvio´ de base para adentrarse en
el campo de la optimizacio´n multiobjetivo. Seguidamente se reviso´ teor´ıa referente
al ana´lisis convexo, poniendo especial e´nfasis en las funciones cuasi-convexas y el
ca´lculo subdiferencial. Paralelamente tambie´n se reviso´ algunos me´todos y algorit-
mos de optimizacio´n, en especial el Me´todo de Punto Proximal. Los resultados de
dicha investigacio´n fueron presentados semanalmente al asesor de la tesis quien
oriento´ en el desarrollo de la misma.
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Cap´ıtulo 8
RESULTADOS Y DISCUSIO´N
Presentacio´n de resultados
El aporte del presente trabajo es de cara´cter teo´rico, pero con motivacio´n a las
aplicaciones. Los resultados de convergencia obtenidos por las dos versiones del
algoritmo MPPEI, presentadas en el Cap´ıtulo 5, son novedosos en el espacio
Euclidiano (incluso para el caso convexo el algoritmo es novedoso), y au´n no han
sido publicados por ninguna revista nacional o internacional. Entre los resultados
ma´s relevantes, destacamos los siguientes:
1. Se presenta un algoritmo MPPEI, y se prueba su convergencia global. Se-
guidamente, dotando de dos criterios de error al algoritmo, se obtiene dos
versiones del mismo (el MPPEI1 y MPPEI2). Bajo hipo´tesis razonables,
se prueba que la sucesio´n {xk} generada por cada una de e´stas versiones
converge hacia un punto cr´ıtico Pareto-Clarke del problema de optimizacio´n
multiobjetivo (5.7).
2. En el algoritmo MPPEI2, se a extendido el estudio de la tasa de conver-
gencia de las funciones mono-objetivo 1, a las multiobjetivo definidas en
espacios Euclidianos, y bajo ciertas hipo´tesis naturales se ha probado que la
sucesio´n xk generada por dicho me´todo, converge lineal y superlinealmente
a un punto cr´ıtico Pareto-Clarke del problema (5.7), lo cual teo´ricamente
es muy importante, pues nos da un mejor panorama de la eficiencia del
me´todo propuesto.
3. Finalmente, con el objeto de mostrar la funcionalidad del algoritmo pro-
puesto, y de las dos versiones del mismo, en el Cap´ıtulo 6 se presenta la
implementacio´n computacional de dos problemas de optimizacio´n, que sa-
tisfacen los requerimientos del algoritmo.
Ana´lisis, interpretacio´n y discusio´n de resultados
1. Esta tesis puede ser considerada como un avance importante en la extensio´n
del me´todo de punto proximal para la resolucio´n de problemas de optimi-
1Dicha tasa de convergencia fue introducida por Tang y Huang (2013), y posteriormente fue
generalizada al caso cuasi-convexo por Baygorrea et al. (2016b).
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zacio´n no convexos, los cua´les segu´n estudios recientes, modelan de una
manera ma´s aproximada ciertos problemas reales.
2. Los problemas que se modelan por funciones cuasi-convexas, por lo general
son dif´ıciles de resolver usando te´cnicas de optimizacio´n conocidas, es por
ello que el aporte dado en esta tesis puede ser considerado como una con-
tribucio´n para la obtencio´n de algoritmos de aproximacio´n ma´s eficientes.
3. Si en el algoritmo inicial MPPEI, en lugar del subdiferencial de Clarke ∂0(.)
hubie´semos considerado el subdiferencial en el l´ımite ∂Lim(.), habr´ıamos
obtenido la siguiente iteracio´n
ek+1 ∈ ∂Lim
(
〈F (.), zk〉+ αk
2
‖.− xk‖2 + δΩk(.)
)
(xk+1), (8.1)
la cual desde el punto de vista teo´rico es ma´s accesible para el estudio de la
tasa de convergencia, dado que por ejemplo mejorar´ıa la forma en que se
ha definido el te´rmino gk, calculado en la Observacio´n 6.0.1.
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Cap´ıtulo 9
CONCLUSIONES Y FUTURAS INVES-
TIGACIONES
9.1. Conclusiones
1. En esta tesis, presentamos un Me´todo de Punto Proximal Escalarizado
Inexacto (MPPEI) para minimizacio´n de funciones multiobjetivo cuasi-
convexas, definidas en espacios Euclidianos. Adema´s, siguiendo un enfoque
semejante al realizado por Baygorrea et al. (2016a), presentamos dos va-
riantes inexactas del me´todo: el MPPEI1 y MPPEI2, cada una de las cua´les
es obtenida al agregar al MPPEI un criterio de error.
2. Bajo hipo´tesis razonables se prueba que la sucesio´n {xk} generada por cada
una de las variantes del MPPEI, converge hacia algu´n punto cr´ıtico Pareto-
Clarke del problema de optimizacio´n multiobjetivo (5.7). Adema´s, bajo la
asuncio´n de ciertas hipo´tesis, se prueba que la sucesio´n generada por el
algoritmo MPPEI2 converge lineal y superlinealmente hacia un punto cr´ıtico
Pareto-Clarke.
3. El algoritmo MPPEI junto con sus dos versiones (MPPEI1 y MPPEI2)
representan nuestro primer intento en la construccio´n de me´todos de punto
proximal eficientes para resolver problemas de minimizacio´n multiobjetivo
cuasi-convexos.
4. Los me´todos de aproximacio´n inexactos, adema´s de ajustarse mejor a la
realidad, por lo general son ma´s eficientes que los de bu´squeda exacta, pues-
to que al considerar errores en su estructura, generan menos costo compu-
tacional, menor complejidad, y mejor tasa de convergencia.
5. Se espera que este trabajo de tesis sirva como referencia para futuros trabajos
de investigacio´n, pues hay otros temas por explorar, tanto en el aspecto
teo´rico como computacional, dado su importancia en los distintos campos
de la Ingenier´ıa y Economı´a.
6. El Me´todo de Punto Proximal (MPP) es un me´todo iterativo de aproxi-
macio´n, que se caracteriza por que en cada iteracio´n resuelve un modelo
perturbado ma´s simple, generando de esta manera una sucesio´n de pun-
tos, los cua´les por lo general convergen a la solucio´n de un determinado
problema.
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9.2. Futuras investigaciones
En el transcurso de la realizacio´n de esta tesis, han surgido algunas cuestiones que
no hemos resuelto y que esperamos desarrollar en futuros trabajos. Destacamos
las siguientes:
1. Un futuro trabajo puede ser la implementacio´n computacional del me´todo
estudiado para algunos problemas realistas, y su respectiva comparacio´n con
otros me´todos.
2. Estudiar si a trave´s de la variacio´n de los para´metros del algoritmo MP-
PEI, es posible generar la frontera de Pareto, al igual que lo hacen otros
me´todos de optimizacio´n multiobjetivo, como el me´todo de suma ponderada,
el me´todo de las ǫ- restricciones, etc.
3. Otro trabajo importante tambie´n ser´ıa la extensio´n de dicho estudio, hacia
el ana´lisis de problemas de minimizacio´n multiobjetivo restrictos, los cua´les
presentan un mayor rango de aplicacio´n.
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