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IMPROVING COLLECTIVE CLASSIFICATION
BY INCORPORATING DIRECTED LINKS,
FEATURE ENRICHMENT AND CLASSIFIER COMBINATION
SUMMARY
Most pattern recognition methods assume that inputs are independently and
identically distributed, and they do not handle the dependency between the
instances. Classification problems are solved using instances’ features (content)
and labels. Connections/dependencies/relations between instances are not taken into
consideration. On the other hand, thanks in part to the social networks, networked
data, where not only nodes’ (instances’) content and label information, but also
links between them are known, have become abundant. The connected instances
may have dependencies between their features or labels and they can no longer be
assumed independent. Link-based classification (Lu and Getoor, 2003) and collective
classification (Macskassy and Provost, 2007, Sen et.al., 2008) methods have been
devised for classification of networked data.
Link-based classification takes into consideration the links between the objects in order
to improve the classification performance. Attributes of objects and links together
can be considered as node features. However, when two linked samples are not yet
classified, they require each other’s labels to decide on their own label. Collective
classification methods have been devised to classify test instances in a network,
simultaneously, based on each other as well as the training data.
The aim of collective classification (CC) algorithms is to classify networked data when
the test nodes and their links to other test nodes and training nodes are known. In CC,
first a base classifier is trained using both content and link information in training data.
Then, using a collective inference method, test nodes are iteratively labeled, based on
their content and neighbor information. Especially when there is class autocorrelation
among the neighboring nodes in the network, test nodes are able to take advantage
of their neighbors’ class information and collective classification improves the test
classification accuracy. Iterative Classification Algorithm (ICA), Gibbs Sampling and
Relaxation Labeling are common methods of collective inference.
In this thesis, with the purpose of improving the test classification accuracy, we
investigate a number of different directions for collective classification (CC):
• Investigation of graph properties and their correlations to determine and
improve collective classification accuracy: Graph properties, such as homophily
and degree distribution help us understand the networked data at hand. Graph
properties can also be used as guidelines in finding out if a sampling method used
for evaluation of algorithms is a good one or not, or which type of aggregation of
neighbor labels should be used for classification. In this section, we not only define
some of the important graph properties existing in the literature, but also introduce
xxiii
some new graph properties. Among those properties are, the local alpha which is
the average accuracy of a node’s neighbors in training set, and the local beta which
is the average homophily of the node’s neighbors in training set.
Some graph properties such as degree distribution, clustering coefficient,
betweenness centrality can be calculated using only the link information. These
properties can be grouped under the unlabeled graph properties. Homophily,
entropy and local beta are graph related labeled graph properties, while accuracy
and local alpha are classifier related labeled graph properties.
We compute and compare the graph properties for the Citeseer, Cora, WebKb,
HepTh and Synthetic datasets which are used in the thesis. We also present
visualization of these properties with respect to each other and their correlations.
• Training separate classifiers for content and link views and combining
these heterogeneous classifiers to improve collective classification accuracy:
Networked data contains both nodes’ features and links, therefore classifiers can
be trained based on the content-based features, link-based features or both. Based
on the characteristics of inputs and graphs on networked data, different classifiers
may perform better than the others. Using the same classifier for both node
content-based features and link-based features, could lead to loss of accuracy.
We aim benefit from the diversity of the content and link views and classifiers
trained on them. We propose seven different classifier combination methods to
combine different classifiers trained on different views. In order to select the most
diverse and useful set of classifiers to combine, we use a genetic algorithm based
selection method. We set aside a portion of training data as validation set and use the
validation sets to determine which classifiers should be combined to achieve better
performance for the given train/test partition of the dataset. After we determine
the classifier set to be combined, we use the same classifier set for the labeling test
set. Our experiments on four different datasets, Citeseer, Cora, WebKb and HepTh,
show that our genetic algorithm based classifier combination method outperforms
the best base classifiers on the datasets we used. Our method can also be extended
to collective classification scenarios with multiple types of content and link.
• Using link direction information in collective classification: Most classification
methods for networked data assume undirected links. However, when link direction
information is available, using this information could improve classifier accuracy.
In the thesis, we investigate the effect of using directed link information on classifier
performance in collective classification.
Performance of collective classification algorithms using different local classifiers
are evaluated on Citeseer, Cora, WebKb and HepTh datasets with random and
snowball sampling, using directed and undirected links for different train/test ratios.
It has been shown that by using directed graphs, significant performance increase
is obtained when link only classifier is used. The link direction information also
improved the collective classification (ICA) results. Since directed links are also
used for snowball sampling and since the growing snowball has less directions to
grow compared to undirected one, the content only classifier performance slightly
decreases. Since random sampling does not depend on links, content only classifier
for random sampling is not affected by link direction.
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• Investigation of different feature enrichment and selection methods for
collective classification: While it is usually very difficult to obtain labels on
the whole dataset, node content features and links are usually easier to obtain.
Semi-supervised learning methods, such as transductive classification (Vapnik,
1998), aim to make use of the labeled and unlabeled data for better classification
accuracy. Since collective classification produces the instance labels for a specific
set of test instances, collective classification is a transductive classification method.
However, since the test instances’ labels are not available, collective classification
can use the test inputs not for classifier training, but only during inference based on
trained classifier outputs. In the thesis, we introduce a new method of transductive
network classification which can use the test node features when training classifiers.
We train our classifier using enriched node features. The enriched node features
include, in addition to the nodes’ own features, the aggregated neighbors’ features
and aggregation of node and neighbor features passed through simple logical
operators such as OR and AND. Enriched features may contain irrelevant or
redundant features, which could decrease classifier performance. Therefore, we
employ feature selection to determine whether a feature among the set of enriched
features should be used for classifier training or not. The feature selection method
used, FCBF# (Cataltepe, Sonmez and Senliol, 2013, Senliol et.al., 2009), is a
mutual information based, filter type, fast, feature selection method.
The methods introduced in the context of this section of the thesis, is an extension
of Baris Senliol’s previous work on feature enrichment (Senliol, 2010). In the
previous work, enriched features are constructed as combinations of plain (node’s
own features), neighbors features and ORed features. In addition to those, we also
introduce ANDed features and take into account all major combinations of those
enrichment methods as separate cases. In (Senliol, 2010) features are enriched and
then feature selection is applied (we call this method the EnrSel method). In this
thesis, we introduce the SelEnr method, in which, feature selection among the node
features is done and then those features are enriched. In addition to the Logistic
Regression, we also experiment with the Bayes Net as the base classifier.
Experimental results on three different network datasets show that classification
accuracies obtained using network enriched and selected features are comparable
or better than content only or collective classification.
• Utilization of one against all collective classification for multi-class datasets
with heterogeneous class homophilies: In previous studies, it has been observed
that in order to have an accuracy increase when neighbor information is used,
homophily, which measures the label-label correlation between neighboring nodes,
is required. On the other hand, for multi-class datasets, homophily for each class
could be different. In this section, for classification of multi-class networked data,
instead of using a single classifier to learn all classes, we use one-against-all scheme
and learn a separate classifier for each class. We extend this one-against-all setting
to collective classification also. Although one-against-all classification increases
the training and testing time due to the increase in the number of classifiers,
experimental results show that OAA content only and collective classification is
better than single classifier content only and collective classification. The results of
the OAA scheme is affected by the base classifier used. The benefit of OAA learning
xxv
becomes more emphasized with increase in homophily or decrease in available
training data size.
xxvi
YÖNLÜ BAG˘LANTILAR, ÖZNI˙TELI˙K ZENGI˙NLES¸TI˙RME
VE SINIFLANDIRICI BI˙RLES¸TI˙RME I˙LE
KOLEKTI˙F SINIFLANDIRMA BAS¸ARIMININ I˙YI˙LES¸TI˙RI˙LMESI˙
ÖZET
Örüntü tanıma uygulamalarında, genel olarak, örnekler birbirlerinden bag˘ımsız kabul
edilir, örnekler arasındaki bag˘lantılar/bag˘ımlılıklar/ilis¸kiler dikkate alınmaz, yalnız
örneklerin öznitelikleri ve sınıf bilgileri kullanılarak sınıflandırma yapılır. Ag˘ bilgisi
olan veri kümelerinde sınıflandırma yapıldıg˘ında ise, örnekler arasındaki bag˘lantıları
yok saymak, onları birbirlerinden bag˘ımsız varsaymak mümkün deg˘ildir. I˙lis¸kisel
sınıflandırma ve kolektif (beraber) sınıflandırma algoritmaları bu durumun üstesinden
gelmek için olus¸turulmus¸ algoritmalardır.
I˙lis¸kisel sınıflandırma, örnekler arasındaki bag˘lantıları kullanır. Sadece koms¸uların
toplanmıs¸ sınıf etiketleri kullanılarak ilis¸kisel sınıflandırıcı eg˘itim kümesi üzerinde
eg˘itilebilir. Bir test düg˘ümünün sadece eg˘itim kümesinden deg˘il, test kümesinden de
koms¸uları varsa, bu düg˘ümün sınıfının tahmin edilebilmesi için iteratif yöntemlerle, s¸u
andaki etiket tahminleri kullanılarak bir sonraki tahminlerin yapılması ve tahminler
deg˘is¸meyene kadar bu sürecin devam ettirilmesi gerekir. Kolektif sınıflandırma
algoritmaları, bu s¸ekilde test düg˘ümlerinin birbirlerinin etiket tahminlerine dayanarak
ve iteratif s¸ekilde tahmin edildig˘i sınıflandırma algoritmalarıdır ve Iterative
Classification Algorithm (ICA) bu algoritmalardan birisidir.
Bütün düg˘ümlerin öznitelikleri ve bag˘lantıları bilindig˘inde, hem düg˘üm özniteliklerini
hem de koms¸uların toplanmıs¸ sınıf etiketlerini kullanan sınıflandırıcılar ile kolektif
sınıflandırma yapılabilir. Kolektif sınıflandırmada öznitelik ve bag˘lantı bilgisi
kullanılarak bir baz sınıflandırıcı eg˘itilir. Daha sonra iteratif olarak etiketleme
is¸lemine geçilir. Ag˘ bilgisi içeren veri kümelerinde ag˘ın ortalama derecesi ve
homofilisi kolektif sınıflandırma için önem tas¸ıyabilmektedir. Ortalama derece
her düg˘ümün koms¸u sayılarının toplamının (2*düg˘üm sayısı) ile bölünmesi ile
hesaplanmaktadır. Bir düg˘ümün homofilisi kendisi ile aynı sınıfta olan koms¸u
düg˘üm sayısının düg˘ümün koms¸u sayısına bölünmesi ile ve ag˘ın ortalama homofilisi
ise bütün düg˘ümlerin homofililerinin ortalaması olarak hesaplanmaktadır. Kolektif
Sınıflandırma Algoritması (ICA), Gibbs Örnekleme Algoritması (Gibbs Sampling)
ve Gevs¸ek Etiketleme Algoritması (Relaxation Labeling) en sık kullanılan kolektif
çıkarım algoritmalarıdır.
Tez kapsamında, kolektif sınıflandırmada test sınıflandırma bas¸arımını arttırabilmek
amacı ile, as¸ag˘ıda belirtilmis¸ olan konular üzerinde bir dizi aras¸tırma gerçekles¸tir-
ilmis¸tir.
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• Çizge özelliklerinin ve çizge özellikleri arasındaki ilis¸kilerin kolektif
sınıflandırma bas¸arımında etkili olan faktörleri belirleyebilmek ve
sınıflandırma bas¸arımını arttırmak amacı ile irdelenmesi: Homofili, derece
dag˘ılımı gibi çizge özellikleri veriyi anlamaya yardımcı olmaktadır. Çizge
özelliklerine bakılarak bir veri kümesi üzerinde hangi örnekleme metodunun
kullanılması gerektig˘i, hangi koms¸u toplama (aggregation) yöntemlerinin
kullanılmasının daha iyi olacag˘ı hakkında fikir sahibi olunabilir. Tezin bu
bölümünde, sadece literatürde mevcut çizge özellikleri ile sınırlı kalınmamıs¸
olup, yerel alfa (local alpha) ve yerel beta (local beta) gibi yeni bir takım çizge
özellikleri olus¸turulmus¸tur. Yerel alfa, bir sınıflandırıcının bir düg˘ümün eg˘itim
kümesindeki koms¸uları üzerinde ortalama bas¸arımı, yerel beta ise yine düg˘ümün
eg˘itim kümesindeki koms¸ularının ortalama homofilisi olarak tanımlanmıs¸tır.
Derece dag˘ılımı (degree distribution), kümeleme katsayısı (clustering coefficient),
ara merkezlilik (betweenness centrality) gibi bazı çizge özellikleri veri kümesinde
bag˘lantılar mevcut ise hesaplanabilir. Bu sebeple bu tip çizge özelliklerini sınıf
etiketsiz çizge özellikleri grubu altında toplamak mümkündür. Homofili, entropi
ve yerel beta ise ancak sınıf etiketi bilindig˘inde hesaplanabilir ve sınıf etiketli
çizge özellikleri grubu altında toplanabilir. Bas¸arım ve yerel alfa ise sınıflandırıcı
bag˘ımlıdır ve sınıflandırıcılarla ilgili çizge özellikleri grubu altında toplanabilir.
CiteSeer, Cora, WebKb, HepTh ve Sentetik veri kümelerinin bir takım çizge
özellikleri hesaplanarak, veri kümeleri arasında kars¸ılas¸tırma yapılmıs¸tır. Aynı
zamanda bu çizge özelliklerinin birbirleri ile olan ilis¸kileri görselles¸tirilmis¸ ve
aralarındaki korelasyonlar hesaplanmıs¸tır.
• Sınıflandırma bas¸arımını arttırmak amacı ile içerik ve bag˘lantılar için ayrı
sınıflandırıcıların eg˘itilmesi ve bu heterojen sınıflandırıcıların birles¸tirilmesi:
Ag˘ bilgisi olan veri kümelerinde içerik ve bag˘lantıların karakteristiklerine bag˘lı
olarak farklı sınıflandırıcılar, farklı s¸ekilde davranıs¸ gösterebilirler ve birinin iyi
bas¸arım gösteremedig˘i s¸artlar altında dig˘er biri iyi bas¸arım gösterebilir. Bu
düs¸ünceden hareketle, mümkün oldug˘unca birbirinden farklı ve dog˘ru sonuç
veren sınıflandırıcıların birles¸tirilmesi amaçlanmıs¸tır. Birles¸tirmek için yedi
farklı birles¸tirme yönteminin kullanılması önerilmis¸tir. Burada önemli olan
hangi sınıflandırıcılar hangi s¸artlar altında birles¸tirildig˘inde en yüksek bas¸arım
elde edilebilir sorusuna cevap verebilmektir. Bunun için geçerleme kümesi
üzerinde hangi sınıflandırıcılar birles¸tirildig˘inde en iyi bas¸arım elde edildig˘ine
bakılıp, test kümesinde de bu sınıflandırıcılar kullanılarak en iyi bas¸arım elde
edilebileceg˘i varsayılmıs¸tır. Ancak bu durumda en uygun çözümü bulmak
için seçilebilecek sınıflandırıcıların yer aldıg˘ı kümenin bütün alt kümelerinin
test edilmesi gerekmektedir. Alt küme sayısının küme elemanlarının sayısı ile
birlikte üstel olarak deg˘is¸mesi dolayısı ile özellikle sınıflandırıcı sayısı fazla
oldug˘unda mevcut hesaplama kaynakları ile bu hesaplamanın yapılması mümkün
gözükmemektedir. Bu sebeple genetik algoritma kullanan bir sınıflandırıcı seçme
algoritması olus¸turulmus¸tur. Genetik algoritmaya uygunluk fonksiyonu olarak
en büyütülmek istenilen sınıflandırıcı birles¸tirme metodu verilmis¸tir. Seçme
is¸leminin tamamlanmasının ardından test kümesi üzerinde aynı sınıflandırıcı
kümesi ile bas¸arım ölçümü gerçekles¸tirilmektedir. Citeseer, Cora, WebKb ve
HepTh veri kümeleri üzerinde yapılan deneyler, önerdig˘imiz yeni yöntemin en
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iyi baz sınıflandırıcıdan çok daha iyi sonuçlar verdig˘ini göstermis¸tir. Yeni
önerilen yöntemin çoklu içerik ve/veya çoklu bag˘lantı içeren veri kümelerine de
uygulanabilmesi mümkündür.
• Kolektif sınıflandırmada yön bilgisinin kullanılması: Kolektif sınıflandırmada
genellikle kolaylık olması açısından çizgeler yönsüz olarak ele alınmaktadır.
Bununla birlikte bazı veri kümelerinin ham veri dosyalarında yön bilgisi mevcuttur.
Mevcut oldug˘unda, bu bilgiyi kullanmamak, sınıflandırma için faydalı olabilecek
bir bilgiyi kaybetmek anlamına gelebilir. Bu sebeple, çizgelerdeki yön bilgisinin
kullanılmasının kolektif sınıflandırmada sınıflandırıcı bas¸arımı üzerine etkisi
aras¸tırılmıs¸tır.
Farklı baz sınıflandırıcılar kullanan kolektif sınıflandırma algoritmalarının bas¸arımı
Citeseer, Cora, WebKb ve HepTh veri kümeleri üzerinde gerek yön bilgisi
dikkate alınarak ve gerekse alınmadan, farklı eg˘itim/test kümeleri için hem
rastgele örnekleme hem de kartopu örnekleme ile ölçülmüs¸tür. Çizgelerde
yön bilgisi dikkate alındıg˘ında, özellikle ilis¸kisel sınıflandırıcının bas¸arımı ciddi
oranda artmıs¸tır. Bu yararlı bilginin kullanılması, kolektif sınıflandırmaya
da katkıda bulunmaktadır ve ilis¸kisel sınıflandırıcıda oldug˘u kadar olmasa da
bir miktar bas¸arım artıs¸ı gerçekles¸mektedir. Çizgedeki yön bilgisi, kartopu
örnekleme ile kullanıldıg˘ında, içerik sınıflandırıcının bas¸arımında bir miktar azalma
oldug˘u gözlemlenmis¸tir. Bunun temel sebebi ise s¸udur: Kartopu örnekleme
bilindig˘i gibi bag˘lantılara bag˘lıdır ve yön bilgisi dikkate alındıg˘ında adım
adım büyüyen kartopu yön bilgisinin dikkate alınmadıg˘ı duruma göre daha az
yöne dog˘ru genis¸leme olanag˘ına sahiptir. Bununla birlikte, içerik sınıflandırıcı
rastgele örnekleme ile birlikte kullanıldıg˘ında rastgele örneklemenin bag˘lantılardan
bag˘ımsız olması dolayısıyla, içerik sınıflandırıcının bas¸arımında herhangi bir
deg˘is¸iklik olmamaktadır.
• Kolektif sınıflandırma için farklı nitelik zenginles¸tirme ve seçme yöntemlerinin
aras¸tırılması: Genellikle bir veri kümesindeki bütün örnekleri sınıf etiketli olarak
bulmak mümkün deg˘ildir. Buna kars¸ılık örneklerin öznitelikleri ve örnekler arasın-
daki bag˘lantılar genellikle mevcuttur. Transdüktif (trunsductive) sınıflandırma
(Vapnik, 1998) gibi yarı-gözetimli ög˘renme yöntemleri sınıflandırma bas¸arımını
arttırmak için hem sınıf etiketli hem de sınıf etiketsiz örnekleri kullanmayı
amaçlar. Kolektif sınıflandırma, test örneklerinin belirli bir alt kümesi için sınıf
etiketlemesini gerçekles¸tirmesi dolayısıyla transdüktif bir sınıflandırma yöntemidir.
Bununla birlikte, test kümesindeki örneklerin sınıf etiketlerinin bilinmemesi
dolayısıyla, kolektif sınıflandırma sadece eg˘itilmis¸ sınıflandırıcı çıktılarına dayanan
çıkarım esnasında test örneklerini kullanır, sınıflandırıcı eg˘itilmesi sırasında
test örneklerini kullanmaz. Bu tez kapsamında, sınıflandırıcıların eg˘itilmesi
sırasında test düg˘ümlerinin özniteliklerini kullanabilen yeni bir transdüktif ag˘
verisi sınıflandırma yöntemi olus¸turulmus¸tur. Sınıflandırıcı eg˘itimi sırasında
düg˘ümlerin zenginles¸tirilmis¸ nitelikleri kullanılmıs¸tır. Zenginles¸tirilmis¸ nitelikler
denildig˘inde kastedilen, düg˘ümün özniteliklerine ek olarak koms¸ularının toplanmıs¸
nitelikleri ve düg˘ümün kendi nitelikleri ile koms¸ularının niteliklerinin VE ya
da VEYA’larının birles¸tirilmis¸ halidir. Ancak bu s¸ekilde olus¸turulmus¸ yeni
nitelikler arasında alakasız veya tekrarlı niteliklerin olus¸ma ihtimali yüksektir
ki bu durum sınıflandırıcının bas¸arımının düs¸mesine sebebiyet verebilir. Bu
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durumun üstesinden gelebilmek için bir nitelik seçme algoritması kullanılarak
hangi niteliklerin sınıflandırma için daha yararlı olacag˘ı belirlenmektedir. Bu
çalıs¸mada kars¸ılıklı bilgi tabanlı, hızlı bir öznitelik seçme algoritması olan FCBF#
(Cataltepe, Sonmez and Senliol, 2013, Senliol et.al., 2009) kullanılmıs¸tır.
Tezin bu bölümünde tanıtılmıs¸ yöntemler, daha önce Barıs¸ S¸enliol tarafından nitelik
zenginles¸tirme konusunda yapılmıs¸ bir çalıs¸manın gelis¸tirilmis¸ ve genis¸letilmis¸
halidir (Senliol, 2010). Önceki çalıs¸mada, zenginles¸tirilmis¸ nitelikler düg˘ümün
öznitelikleri, koms¸ularının nitelikleri ve VEYA’lanmıs¸ nitelikler kullanılarak
olus¸turulmaktadır. Bu çalıs¸mada ise bunlara ek olarak VE’lenmis¸ nitelikler de
eklenmis¸tir. Ayrıca bu yöntemlerin farklı s¸ekildeki kombinasyonlarla birles¸tirilmesi
ile yeni zenginles¸tirme yöntemleri olus¸turulmus¸tur. Önceki çalıs¸mada (Senliol,
2010), sadece EnrSel yöntemi kullanılmıs¸tır ki bu yöntemde öncelikle zengin-
les¸tirme yapılıp, sonrasında zenginles¸tirilerek elde edilmis¸ öznitelikler üzerinde
öznitelik seçimi gerçekles¸tirilmektedir. Bununla birlikte, bu çalıs¸mada SelEnr
yöntemi gelis¸tirilmis¸ ve mevcut EnrSel yöntemi ile kars¸ılas¸tırması da yapılmıs¸tır.
Bu yöntemde, önce öznitelik seçimi gerçekles¸tirilmekte, ardından seçilmis¸
öznitelikler zenginles¸tirilmektedir. SelEnr yönteminin EnrSel yönteminden çok
daha iyi sonuç verdig˘i görülmüs¸tür. Ayrıca önceki çalıs¸mada baz sınıflandırıcı
olarak Lojistik Regresyon’a ilaveten, bu çalıs¸mada Bayes Ag˘ları kullanılmıs¸tır.
Üç farklı ag˘ veri kümesi, Citeseer, Cora ve WebKb, üzerinde gerçekles¸tirilen deney
sonuçları, zenginles¸tirilmis¸ niteliklerle gerçekles¸tirilen sınıflandırmada elde edilen
bas¸arımın, orijinal özniteliklerle gerçekles¸tirilen içerik sınıflandırma ve kolektif
sınıflandırma ile elde edilen bas¸arımdan çok daha yüksek oldug˘unu göstermektedir.
• Sınıf homofilileri heterojen, çok sınıflı veri kümeleri üzerinde bire-kars¸ı-hepsi
kolektif sınıflandırma kullanılması: Koms¸uluk bilgisinin kullanıldıg˘ı sınıflandır-
malarda, düg˘üm etiketi ile koms¸u düg˘ümlerin etiketleri arasındaki korelasyonu
gösteren homofilinin yüksek olmasının, bas¸arımı arttırmak için gerekli oldug˘u daha
önceki çalıs¸malarda ortaya konmus¸tur. Bununla birlikte çok sınıflı veri kümelerinde
her bir sınıf için homofili deg˘eri farklı olabilir.
Tezin bu bölümünde, çok sınıflı, ag˘ bilgisi bulunduran veri kümelerinde
sınıflandırma için bütün sınıfları ög˘renen tek bir sınıflandırıcı yerine, her bir
sınıfı ayrı ayrı ög˘renen sınıflandırıcılar eg˘itilmis¸tir. Ayrıca bu yapı kolektif
sınıflandırmaya da uyarlanmıs¸tır. Her ne kadar bire-kars¸ı-hepsi sınıflandırmada,
her bir sınıf için ayrı sınıflandırıcı eg˘itilmesi dolayısıyla eg˘itim ve test için
harcanan süre artıyor olsa da, deneyler, bire-kars¸ı-hepsi sınıflandırma ile elde
edilen sonuçların hem içerik sınıflandırıcısında hem de kolektif sınıflandırmada
elde edilen sonuçlardan daha iyi olabildig˘ini göstermis¸tir. Ayrıca bire-kars¸ı-hepsi
sınıflandırmanın sag˘ladıg˘ı faydanın kullanılan baz sınıflandırıcı ile oldukça ilis¸kili
oldug˘u tespit edilmis¸tir. Bire-kars¸ı-hepsi sınıflandırmanın yararları özellikle
homofili deg˘erlerinin artıs¸ı veya eg˘itim kümesi boyutunun azalması ile daha fazla
ortaya çıkmaktadır.
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1. INTRODUCTION
Sharing is the magic word, especially for the last few years. Most of us are trying
to introduce more about ourselves by sharing our special times, photos, meetings,
greetings etc., in short, our special life frames via social networks with our friends.
We also have linked work profiles as well. We are connected to each other that we
know, working together in the same or similar fields. We share the work done together,
our experiences or ideas with each other. So, we become members of these networks
like any paper published is a part of literature network or any published web page
is a part of Internet network. These connections between the members, cause huge,
interconnected networks to occur. Examples include social (Xiang, Neville, & Rogati
2010), semantic (Tresp, Bundschus, Rettinger, & Huang 2008), financial (A. Bernstein,
Clearwater, Hill, Perlich, & Provost 2002), communication (Dasgupta et al. 2008) and
gene regulatory (Awan et al. 2007) networks.
Most pattern recognition applications assume that instances are independent and
identically distributed and do not handle the dependency between the instances.
Classification problems are solved using instances’ features (content) and labels. Con-
nections/dependencies/relations between instances are not taken into consideration.
On the other hand, when instances are networked, they are now connected and can
not be assumed independent of each other. Link-based classification and collective
classification methods are devised to solve classification problems for networked data.
Link-based classification (Sen & Getoor 2007) takes into consideration the links
between the objects in order to improve the classification performance. Attributes
of objects and links together can be considered as node features. However, when two
linked samples are not yet classified, they require each others’ labels to decide on
their own label. Collective classification methods have been devised to classify test
instances in a network simultaneously, based on each other as well as training data.
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The aim of collective classification (Chakrabarti, Dom, & Indyk 1998, Macskassy
& Provost 2007, Sen et al. 2008) algorithms is to classify networked data when
the test nodes and their links to other test nodes and training nodes are known. In
collective classification, first a base classifier is trained using both content and link
information in training data. Then, using a collective inference method, test nodes
are iteratively labeled, based on their content and neighbor information. Especially
when there is class autocorrelation, i.e. linked nodes are likely to have similar labels,
among the neighboring nodes in the network, test nodes are able take advantage of
their neighbors’ class information and collective classification improves classification
accuracy (Jensen, Neville, & Gallagher 2004). Iterative Classification Algorithm
(ICA), Gibbs Sampling and Relaxation Labeling (Macskassy & Provost 2007, Sen et
al. 2008) are common methods of collective inference. Collective inference methods
have been studied in detail in the works of (Macskassy & Provost 2007) and (Sen et al.
2008).
Different choices of base classifiers that are able to use content and neighbors’
link information, such as naive Bayes, logistic regression, decision trees, k-nearest
neighbors, have been used in the literature (Jensen et al. 2004, McDowell, Gupta, &
Aha 2009; 2007, Neville & Jensen 2000, Sen et al. 2008). The base classifier takes as
input, usually, the content features of the node being classified and relational features,
which are usually an aggregation of the class labels of the other linked instances
(McDowell et al. 2009; 2007, Sen et al. 2008). ICA is generally known to get better
performance than content only classification. However, the improvement depends on
the structure and homophily of the network.
In this thesis, with the purpose of improving test classification accuracy, we investigate
a number of different directions for collective classification (CC). We look closer to
the datasets and propose changes to the basic collective classification setting. The
contributions of the thesis are:
• Investigation of graph properties and their correlations to determine and improve
CC accuracy
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• Training separate classifiers for content and link views and combining these
heterogeneous classifiers to improve CC accuracy
• Using link direction information in collective classification
• Investigation of different feature enrichment and selection methods for collective
classification
• Utilization of one against all collective classification for multi-class datasets with
heterogeneous class homophilies
The thesis is organized as follows: In the remaining part of this section, we provide
a literature review related to the contributions of the thesis, introduce the notation,
the datasets used and also the Iterative Classification Algorithm (ICA), which is used
throughout the thesis as a method of collective classification. In Section 2, we compare
certain graph properties of Citeseer, Cora, WebKb, HepTh and Synthetic datasets.
Visualization of these properties with respect to each other and correlations between
graph properties are presented. In Section 3, we introduce a new genetic algorithm
based heterogeneous classifier combination method for networked data. In Section
4, we explore the effect of using direction information on test accuracy performance
in collective classification. In Section 5, we introduce a new method of transductive
network classification which can use the test node features when training the classifier
(Cataltepe, Sonmez, & Senliol 2014). In Section 6, for classification of multi-class
networked data, instead of using a single classifier to learn all classes, we use a
one-against-all scheme and learn a separate classifier for each class. We extend
this one-against-all setting to collective classification also. In Section 7, we present
conclusions based on the results of the thesis.
1.1 Literature Review
In this section, we review the literature related to the contributions of the thesis.
In the thesis, we use content graphs that we generated based on the cosine similarities
between content features of the nodes. There exist different approaches for generating
content graphs. These approaches are reviewed in Section 1.1.1. After we present
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graph properties for both content and link graphs, we introduce a new genetic algorithm
based heterogeneous classifier combination method for networked data. Related
methods for classifier combination on collective classification are reviewed in Section
1.1.2 and the methods using genetic algorithms for classifier combination are reviewed
in Section 1.1.3.
As another contribution of the thesis, we introduce a new method of transductive
network classification which can use the test node features when training the classifier.
Other methods of using neighbors’ features, feature selection and construction are
reviewed in Section 1.1.5. Since transductive learning is a semi-supervised learning
algorithm, we also review related semi-supervised approaches in Section 1.1.6.
In the thesis, we introduce a one-against-all scheme for collective classification of
multi-class networked data. So, we review the work related to multi-class classification
in Section 1.1.7.
1.1.1 Graph generation from content features
Similar to our content feature based graphs GCO, graph construction methods have
been used to improve classification in a number of studies.
Linear Neighborhood Propagation (LNP), a semi-supervised algorithm which
constructs a graph from content features was introduced in (F. Wang & Zhang 2008).
The algorithm first calculates the similarity between content features of the nodes.
Then each node finds the K-nearest neighbors according to the similarity scores. The
weights of the edges between these nodes are set according to similarity scores. The
weight matrix of the whole graph is constructed by aggregating the edge weights for
each partition.
The effect of using combination of links on test accuracy performance was explored
in (Macskassy 2007) on six benchmark datasets. A graph from content features was
created by calculating the cosine similarity between TF-IDF vectors of the nodes. If
the similarity was above a threshold, the nodes were connected. The assortativity
score, which is the correlation between classes, linked in the corresponding graph was
calculated. After normalization of the edge weights, these weights were rescaled by
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multiplying with the corresponding assortativity scores. wvRN (Macskassy & Provost
2003) was used for relational classification, while Naive Bayes was used for text
classification. By combining links, better test accuracy performance was obtained than
just using content or links individually.
Another graph construction method, which assumes that features of the node can
be constructed from its k nearest neighbors was introduced in (F. Wang & Zhang
2008). Each neighbor had a contribution weight for the construction. The weights
were directly correlated with the similarity between the nodes. After the weights were
determined by solving an optimization problem with the constraint that the sum of the
weights should be 1, all the nodes were labeled with a propagation through the network
until convergence. Test accuracy performance of the proposed method was compared
with two datasets on digit recognition and text classification. The method was able to
reach stability more faster than the other methods and generally performed better or as
good as the other methods.
A weighted graph from the content features of the nodes was also constructed in
(Zhu, Ghahramani, Lafferty, et al. 2003). The weights were determined based on
the similarity between nodes. To classify the unlabeled nodes, Gaussian fields with
harmonic energy minimization was applied to the graph. The resulting algorithm is like
a form of nearest neighbor algorithm where nearest nodes are determined by random
walks in the graph. The method was evaluated with digit and text classification on real
datasets and a synthetic dataset. For text classification, two nodes were connected if
the node was in neighborhood of the other node’s 10 nearest neighbors and the other
node was in 10 neighborhood of the node. The neighborhood was measured with
cosine similarity. The results were compared with two baselines, namely 1-NN and
RBF. Better performance was obtained especially when the percentage of labeled data
points is small.
1.1.2 Classifier combination for collective classification
There have been studies, mostly using relational classifiers, that combine a number of
classifiers for collective classification.
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Local attributes with relations were combined using ensemble classification in
(Preisach & Schmidt-Thieme 2008). The aim was to produce a generic relational
ensemble model that could incorporate both relational and local attributes for learning.
The issues related to heterogeneity, sparsity and multiple relations were also addressed.
A new method, PRNMultiHop, was introduced to handle the sparsity problem. In
this method, two nodes are considered connected if they can reach one another in
at most a certain threshold number of hops. Ensemble classification was performed
as follows: First, a base classifier using the local features and a relational classifier
for each type of relational feature (link type) were trained, then the results of these
classifiers were combined using stacking or voting. Stacking gave better results than
voting, however stacking suffered from high memory requirements. The performance
of the method was compared with the performance of RBC, RPT and RDN on Cora
and CompuScience datasets. The method PRN2MultiHop, outperformed those three
methods.
In stacked graphical models (Fast & Jensen 2008, Kou & Cohen 2007), a relational
model based on stacking was constructed. Due to the use of predicted labels instead
of actual labels during training, a smaller variance or bias was obtained. The proposed
stacked model was shown to perform as good as collective classification.
Thirty classifiers based on neural networks and fuzzy interface systems were evaluated
on UCI and Real datasets in (Bulacio, Guillaume, Tapia, & Magdalena 2010). The
classifiers were combined by applying heuristic search that takes into account the
fuzzy integral behavior. It was possible to reach the best classifier’s accuracy after
combination.
A bagging procedure for networked data was introduced in (Murrugarra-Llerena &
de Andrade Lopes 2011). The introduced method was compared with the bagging
versions of well known relational classifiers such as wvRN, PRN, CDRN on sixteen
data sets. The ensemble model generally performed better than the originating
individual classifiers. The impact of diversity of the individual classifiers on the
ensemble model accuracy was also evaluated. Measure of agreement was used as the
diversity measure. The diversity was found to be directly correlated with the accuracy
obtained using the ensemble.
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Separate structured logistic regression models were trained for content and link in
(Lu & Getoor 2003), instead of using both in a flat logistic regression model. Using
separate models on Citeseer, Cora and WebKb datasets, better results were obtained.
The effect of ordering for ICA was also evaluated. It was found that ordering does not
affect the performance of ICA significantly. In addition, the effect of using different
link-based models such as binary, mode and count methods on the performance of ICA
was investigated. Count method performed statistically significant to the others. Like
in this study, we use count aggregation method to construct link features and also train
separate models for content and link. However, we train thirty different classifiers, ten
for content only, ten for link only and ten for ICA, which is in contrast to the model that
only two logistic regression classifiers were trained. The previously proposed model
uses just Max Classifier Combination method (See Section 3.2.1), where as we use
seven different classifier combination methods. Since that model consists of just two
logistic regression models, there is no need for model selection. However in our case,
we select the classifier set which maximizes the test accuracy on the validation set. The
previous study also achieved to get better performance using separate models, however
in our case the increase in performance is more significant.
In a recent study, a method to produce an ensemble of classifiers and combining them
during collective inference through the Collective Ensemble Classification (CEC) was
introduced (Eldardiry & Neville 2012). It was shown that reduction of variance was
obtained when the classifier ensemble was produced using the Relational Subgraph
Resampling (RSR) method. The RSR method aims to reduce the variance of the
relational classifiers trained on the ensemble datasets. It produces a snowball sample
with a number of initial starting points instead of just one.
There have also been studies that compared and combined classifiers trained using
different types of (multi) link information. A relational classifier (Relational Neighbor
(RN)) classifier was used as a baseline classifier in (Macskassy & Provost 2003).
Common author and citation graphs were used to construct a new graph on Cora
dataset. The sum of the authors within two papers in common and the number of
citations between those two papers were used as the link weights of the new graph.
The test accuracy performance of the method was compared with PRMs (Getoor,
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Friedman, Koller, & Taskar 2003) and RNs for different ratio of known labels. On
IMDB dataset, a small subset of movies released in United States between 1996 and
2001 was used with the aim of classifying if a movie would be blockbuster or not. Four
different relations between movies, namely actor, director, producer and production
company, were used. First, each link type was evaluated separately with RN. After
determining the link type that RN performed best, incrementally other link types were
added and the test accuracy performance of RN was assessed. The best test accuracy
was obtained with RN using three link types together, namely director, producer and
production company. On WebKb dataset a co-citation graph was produced and RN
achieved close to the best accuracies using just 5% of the whole data. Similarly,
(Popescul & Ungar 2003) showed that accuracies obtained using multiple types of link
information, namely citation, authorship and publish date on Citeseer dataset, together
with Structural Logistic Regression are better than using only citation links.
1.1.3 Genetic algorithms for classifier combination
Genetic algorithms (GA) were first used for classifier combination in (Kuncheva &
Jain 2000). Two different schemes were used. In the first one, GA selected different
non-overlapping subsets of features. Then, each individual classifier was trained with
the selected subset of features. The training accuracy of the combination was used
as the fitness function. For combination, majority voting method was used. In the
second scheme, in addition to feature subsets, the individual classifiers to be combined
were also selected. The feature subsets to be used for different classifiers were allowed
to overlap. Extra bits corresponding to each individual classifier were added to the
chromosome used in the first schema. Training accuracy performance of the classifier
combination method was again used as the fitness function. The methods were
evaluated on four real datasets, namely SatImage, Letters, Hear and Forensic glasses,
and three classifiers, namely linear, quadratic discriminant and logistic classifiers.
The results were compared when all features were used, a backward feature selection
algorithm was used or GA was used just for feature selection with the best performing
individual classifier. It was found out that the second schema performed better than the
first one. On two of the datasets, namely SatImage and Forensic glasses, the second
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schema had lower test error rates than individual classifiers. For the other two datasets,
the error rates were higher, due to overfitting of the GA. The reason why the first
schema did not perform well was that the individual classifiers had to use too few
features because overlaps were not allowed and the best accuracy was obtained when
all the features were used.
As in the work of (Kuncheva & Jain 2000), we also encode classifiers to be combined
in chromosomes. Unlike that study, we do not use feature subsets but all the features
when training individual classifiers. The fitness function we use is not training
accuracy but validation accuracy. This allows us to overcome the overfitting problem
of the GA. We use our GA based classifier combination method on networked data,
while in (Kuncheva & Jain 2000) classifiers were non-relational (content only). While
the number of individual classifiers to be combined in (Kuncheva & Jain 2000) was
three, it is thirty in our case. The test accuracies obtained in this previous study were
not always better for the datasets used. However, in our case, the test accuracy increase
in performance is significant and consistent for all different train/test ratios for all the
datasets.
1.1.4 Local classifier evaluation
Homophily (McPherson, Smith-Lovin, & Cook 2001), i.e. that linked nodes are more
likely to have the same label, has been one of the important requirements for link
information to be useful for classification. Algorithms have been devised to take
into consideration the neighbors’ labels. Weighted-vote Relational Classifier (wvRN)
(Macskassy & Provost 2003), is a relational learning algorithm that aggregates the
neighbors’ labels and uses them as inputs to a classifier. Aggregation methods (Lu
& Getoor 2003, Perlich & Provost 2006, Sen & Getoor 2007) which summarize the
label information of the neighbors in a constant dimensional vector through taking
the sum, average, max or existence of neighbor labels, have been used. By means
of training classifiers with node content features, appended with aggregated neighbor
labels, (Macskassy & Provost 2007, Sen et al. 2008) have been able to use both content
and link information to train classifiers.
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In the thesis, we use neighbor homophily (β ) and accuracy (α) as a means to evaluate
classifier performance on a certain node. Local methods of classifier evaluation have
been used to improve collective classification in a number of previous studies.
(Angin & Neville 2008) stated that assuming label autocorrelation to be stationary
for the whole graph may not be correct, different regions of the graph may show
different characteristics. For computation of the global and node neighborhood
autocorrelation, Pearson’s corrected contingency coefficient was used. The class
membership probabilities were also computed for a node given the neighborhood of
a node globally on the whole graph and locally around the specific node. A linear
combination of these two probabilities was used as the label probabilities. The number
of labeled neighbors of the node were used as the weights of the local model.
McDowell and colleagues work is also related to our work. (ICAMC)(McDowell,
Gupta, & Aha 2010) selects the set of predicted labels which are more reliable. The
reliable node labels are selected by a meta classifier constructed with a meta training
set from the original training set. They also use feature selection on meta-features
(McDowell et al. 2010) that are related to a node and labels and predictions on the
nodes’ neighbors. They show that ICAMC achieves better accuracies than ICA.
1.1.5 Feature construction and feature selection for collective classification
There have been previous methods of feature construction which aim to take advantage
of network information to train better classifiers. The simplest method of feature
construction was performed by weighted-vote relational classifier (wvRN) (Macskassy
& Provost 2003). As mentioned before, wvRN determines the class of a node based
on a weighted average of its neighbors’ class probabilities.
Statistical models for classification of networked data were proposed in (Chakrabarti
et al. 1998). The content features of the neighboring nodes were used by assuming
the words in the neighboring documents as if they are local features. Naive Bayes
classifier and the relaxation labeling methods were used. For the datasets used, while
using the labels of the neighbors in addition to nodes’ contents improved performance,
using the neighbors’ contents did not. The reason why using nodes’ contents did not
improve performance, may be related to heuristic feature selection algorithm used and
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the cross-linkage in the datasets used. Also, the term distribution of the dataset was
not found to be highly correlated with the labels. Even after feature selection, average
degree of the nodes were much higher than the average degree of the nodes in the
datasets we used. Tagging also increased the number of features but decreased the
number of samples and also the correlation of these features with the labels. In our
study, we do not tag the features from neighbors, instead we use them as if they are
local features. We use simple logical operators such as AND, OR to reveal features
that are common between neighbors or that may exist if exists in the neighbors. Thus,
the schema we used was able to find more correlation with the enriched features and
labels.
A web page categorization algorithm was proposed in (Oh, Myaeng, & Lee 2000). The
algorithm tries to discriminate the unrelated nodes by calculating similarity between
the content of the neighboring nodes and assign a trust level accordingly. The algorithm
also takes care of the content of the neighboring documents to calculate the term
weights of the terms of the document. When the content of the the neighboring
documents were used, the performance decreased compared to using the original
content features.
A hypertext classifier was constructed in (Slattery & Craven 1998), which used
statistical text learning methods. In the method, the content features of the neighboring
nodes were used in such a way that, predicates were produced and one of the relations
used was to check if a word occurred at least five times in the neighboring nodes.
The experiments preformed on WebKb dataset, outperformed classification with Naive
Bayes using bag of words representation.
There has also been some previous work on feature construction and then
feature selection for networked data. Previously, (Popescul & Ungar 2004)
suggested approaches for feature construction from database tables using refinement
graphs. Then they selected features using a statistical model selection criteria.
Perlich and Provost’s relational learning system ACora (Automated Construction
of Relational Attributes) (Perlich & Provost 2006) investigated many methods of
feature construction, such as count, mode, max, using a node and its related entities.
They outlined principles of feature aggregation, namely, aggregation should help
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with classification and various aggregation methods should be considered. So,
they considered distances to the class-conditional distributions and used standard
aggregates for feature construction. Although (Perlich & Provost 2006) suggested that
feature selection should be performed on the constructed features, they did not report
results with feature selection, because it did not improve results for the datasets they
used.
In (Senliol, Aral, & Cataltepe 2009), mRMR (Peng, Long, & Ding 2005) feature
selection was used for classification of networked data using the node features. They
showed that content only or collective classification using feature selection can achieve
accuracies as high as using all the features. In (Rossi, McDowell, Aha, & Neville
2012), Rossi et.al. described a number of node feature construction methods and then
possible dimensionality reduction methods on them.
1.1.6 Semi-supervised learning
In semi-supervised learning (Zhu 2008), the unlabeled instances are used to maximize
the margin (Joachims 2003), complexity to place classifier boundaries around the low
density regions between clusters in the data (Chapelle & Zien 2005). There are also
co-training (Blum & Mitchell 1998) type algorithms which need different classifiers
that are obtained through the use of different type of classifiers, different feature
subspaces (Yaslan & Cataltepe 2010) or set of instances. When the classifiers produced
are diverse and accurate enough, co-training may improve the final test accuracy
(W. Wang & Zhou 2007). On the other hand, (Cozman, Cohen, & Cirelo 2002)
has shown that unlabeled data can degrade the classification performance when there
are discrepancies between modeling assumptions used to build the classifier and the
actual model that generates the data. Therefore, both for the general semi-supervised
and the transductive learning, the use of unlabeled data is not guaranteed to improve
performance.
Transductive learning (Vapnik 1998) for networked data has been addressed in a
number of studies, including (Macskassy & Provost 2007, Sen et al. 2008). A number
of studies have imposed smoothness or regularity constraints (Culp & Michailidis
2008, Zhou, Scholkopf, & Hofmann 2005) on the classifier, which force the predicted
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labels to be similar to each other on neighboring nodes. In addition to these, (Ji, Sun,
Danilevsky, Han, & Gao 2010) has developed a framework called GNetMine that can
be used for transductive classification on a heterogeneous network.
Recently, a novel semi-supervised algorithm for Collective Classification, ALFNET,
was introduced in (Bilgic, Mihalkova, & Getoor 2010). The algorithm exploits links
to select more informative examples. It first clusters the data using links. Within each
cluster, the most informative nodes are selected from the unobserved nodes according
to a score of disagreement between content only and collective classifiers. Also, a
novel semi-supervised collective classification method was introduced. In this method,
unobserved nodes are first labeled with CO classifier, then aggregation function is
computed over the neighbors of the node. In addition, dimensionality reduction is
applied as another case using PCA. The experiments on Cora and Citeseer datasets
showed using dimensionality reduction and semi-supervised collective classification
together was more accurate than using semi-supervised setting. The accuracy obtained
using both of these methods were much higher than using CO and CC.
Another novel active learning method RAL (Relational Active Learning) which
combines semi-supervised learning and relational resampling was introduced in
(Kuwadekar & Neville 2011). The method uses across-network classification, to
be able to separate the effects of label propagation and prediction. The superiority
of the method proposed to ALFNET (Bilgic et al. 2010) is the applicability of the
model to networks having a few content features. With the use of certainty instead
of uncertainty, the accuracy of the model is increased by selecting the nodes having
more consistent neighbors which provided more accurate labels to propagate over the
network. On both synthetic and real-world datasets, namely IMDB and AddHealth
datasets, the RAL method was able to learn faster than the other compared algorithms.
ICA (Iterative Classification Algorithm) (Macskassy & Provost 2007, Sen et al. 2008)
can be related to other network diffusion algorithms, such as affinity propagation (Frey
& Dueck 2007), which is used for clustering and where nodes propagate a degree of
how they see the other node as their exemplars. In ICA algorithm, for each test node
the classifier output is computed and then propagated to its neighbors. Previously
in (Cataltepe, Sonmez, Baglioglu, & Erzan 2011), we have shown that instead of
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combining content and link features into a single feature vector and training a single
classifier, training separate classifiers for content and link features and then combining
them can result in accuracies as well as collective classification.
1.1.7 Multi-class classification
There are different approaches for multi class classification in the literature. These
are OAA (one-against-all scheme), OAO (one against one scheme) and DAG (directed
acyclic graph scheme).
In OAA scheme (Bottou et al. 1994), which is sometimes also called as one-vs-all,
OVA, for each class a classifier is trained which tries to discriminate the class from
all other remaining classes. If there are K classes in the multi class dataset, then K
classifiers are trained. When a test instance is to be classified, all classifiers output
their class membership probabilities for that instance. Predicted class for the instance
is assigned by taking into account the highest membership probability value.
In OAO scheme (Knerr, Personnaz, & Dreyfus 1990), for each class pair a different
classifier is trained which tries to discriminate considered classes from each other.
Obviously, if there are K classes in the multi class dataset, K(K−1)/2 classifiers are
trained. Predicted class for a test instance is assigned by means of majority voting.
In DAG scheme (Solla, Leen, & Müller 2000), the training phase is the same as in the
OAO scheme. However in testing phase, an acyclic graph is constructed to classify
the test sample. For each node, classifier output probability for class i and class j
are compared and the class that gets less probability is eliminated and is not used for
later comparisons. This process is repeated for K − 1 times until K − 1 classes are
eliminated. This method is faster than OAO scheme.
One-against-all (OAA) classification has been compared to one-against-one (OAO)
classification for different types of classifiers, such as SVMs (Hsu & Lin 2002),
Decision Trees (Polat & Günes¸ 2009) and Neural Networks (Ou & Murphey 2007),
and different types of applications, such as for handwritten recognition with SVM and
MLP (Milgram, Cheriet, Sabourin, et al. 2006), for land cover mapping with SVMs
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(Anthony, Gregg, & Tshilidzi 2007), for fusion of multi temporal synthetic aperture
radar data and optical imagery with SVM (Waske & Benediktsson 2007).
Different schemes in the literature, such as single machine scheme, error-correcting
code scheme and OAA are reviewed in (Rifkin & Klautau 2004). It is shown that there
is no evidence that they are superior to OAA. Also shown that when relatively weak
classifiers are used, which are not tuned well, combining them could produce better
results.
Multi-class schemes with SVM were applied in (Nguyen & Rajapakse 2003). These
include one-against-all, one against one, directed acyclic graph and two approaches
for protein protein secondary structure (PSS) prediction problem on two datasets.
Two-stage SVMs performed better than single-stage SVM techniques for the PSS
problem.
1.2 Notation and Background
We assume that there is a networked dataset represented by a graph G = (V,E) with
nodes (vertices) V and undirected links (edges) E ⊆ {{u,v}|u,v ∈V}.
Each node u ∈ V can belong to only one of C classes and the label is denoted by
r(u)∈ {0,1}C which contains 1 at location i and 0 everywhere else if node u belongs to
class i. Some of the vertices are in the training set Vtrain whose labels are known, while
the rest are in the test set Vtest whose labels will be predicted. Note that, Vtrain∩Vtest = /0
and Vtrain∪Vtest =V .
If the validation set Vval is used then it is separated from Vtrain, and in this case Vtrain∩
Vval = /0 and Vtrain∪Vval ∪Vtest =V .
Each node u ∈V (whether it is in the training or test set) also has a d dimensional node
content feature vector x(u) ∈ {0,1}d . Later, we will use f1, ..., fd to refer to the column
vectors which are realizations of each feature in training set. F1, ...,Fd and R will
denote the discrete random variables for each feature and the class label respectively.
In the pattern recognition scenario that we are interested in, given feature vectors of the
training nodes and their labels, x(u) and r(u), u ∈ Vtrain, we need to train a mapping
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(classifier) g(x(u)) : {0,1}d→{0,1}C which achieves the best accuracy on the specific
given test set:
acc(g,Vtest) =
1
|Vtest | ∑v∈Vtest
1−δ [g(x(v)),r(v)]. (1.1)
Here δ [p,q] returns 1 if vectors p and q differ in at least one position. Since the
classifier g(x(u)) uses only the input features, we will call it the content only classifier
g(x(u)) = gCO(x(u)).
When not only the training node features, but also their links are given, the link
information can also be used for classification. Usually link information of neighbors
of a specific node are taken into account, therefore we need to define the concept of
a neighborhood. The neighborhood function N(u) returns a set of nodes which are
immediate neighbors of node u according to the links L: N(u) = {v : {u,v} ∈ L}.
We also define neighborhood in terms of neighbors that are more than one hop away.
Let SPG(u,v) denote the number of edges (hops) on the shortest path between two
nodes u and v ∈ V , and assign SPG(u,u) = 0 and if u and v are not connected, then
SPG(u,v) = ∞. For each node u ∈ V , the h-neighborhood function Nh(u) returns a set
of nodes which according to the links L are neighbors of the node u that are at most h
hops away from u:
Nh(u) = {v : SPG(u,v)≤ h}. (1.2)
Whenever we omit the subscript h, the neighborhood function denotes immediate
neighborhood, i.e., N(u) = N1(u).
Classifiers need fixed dimensional inputs. So, we need to aggregate labels of neighbors
of a node into a fixed dimensional vector. There are many different aggregation
methods such as count, average, exists, weighted average (Lu & Getoor 2003, Perlich
& Provost 2006) and the aggregation method which summarizes the neighbor labels
to be most correlated with node label depends on the specific dataset (Sen & Getoor
2007). Among different aggregation methods, in this thesis, since it was used in many
other studies on link-based classification, we use the count aggregation and define the
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aggregated neighbor labels for a node u as:
rN(u) = ∑
v∈N(u)
r(v). (1.3)
Based on the labels of the neighbors only, a classifier, which we call the link only
(LO) classifier gLO(rN(u)) can be trained on the training data. When a test node
needs to be classified, if it has neighbors in test set, inputs to the classifier need to be
determined iteratively, based on the current label assignment of the neighbors using a
collective classification algorithm such as the Iterative Classification Algorithm (ICA)
(Macskassy & Provost 2007, Sen et al. 2008).
When both node features and links are known, a classifier that uses both the content
features of the node and labels of the neighbors have been used in (Sen et al. 2008).
We will call this classifier with d+C features, the content and link classifier:
gCOLO([x(u) rN(u)]). (1.4)
When there are C > 2 classes, we assume that the classifier outputs for all types of
classifiers gCO,gLO,gCOLO are C dimensional vectors and each dimension corresponds
to a class.
1.2.1 Sampling
The test data in social networks may contain a bunch of nodes that are connected to
each other, in which case the training-validation partitioning process needs to take this
dependency into account. It is also possible that the test data are randomly distributed
among the training nodes. Two different sampling mechanisms, snowball sampling
and random sampling, are used to handle these two situations.
1.2.1.1 Random sampling
When random sampling is used, nodes in training, validation, and test sets are selected.
It is important to preserve class distribution of the dataset as much as possible during
selection of the nodes. One method to achieve this, is to partition nodes from every
class among themselves randomly proportional to the required train, validation and test
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Figure 1.1 : Random sampling vs snowball sampling.
set sizes and then combine the nodes from every class in the training set to produce
the training set and do the same for validation and test sets. While random sampling is
a simple method, even if care is taken to preserve the class ratios, the sampled graph
is likely to have very different topological properties than the original graph (Ahmed,
Neville, & Kompella 2012), therefore, the classification algorithms trained/tested on
the sampled graph may not perform similarly on the test set or the original dataset.
1.2.1.2 Snowball sampling
When the usual k-fold cross-validation training and test sets are obtained on networked
data, especially when the number of links per node is low, k-fold random sampling
may generate almost disconnected graphs (Sen et al. 2008), making learning through
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the links in the networked data impossible. To overcome the issue of disconnected
graphs in k-fold cross validation, snowball sampling is used. In snowball sampling,
first of all, different starting nodes are selected. Then new nodes are selected among
the nodes which are accessible through the selected nodes. Thus, the selected nodes
grow like a snowball and as a result selected nodes are connected. It is important to
preserve the class ratios in the selected set of nodes, therefore, at every point during
sampling, if a class is underrepresented, it is given higher probability. This sampling
procedure continues until there are enough nodes in the selected subset.
In Figure 1.1, visualization of train/test partitions for Cora and Citeseer datasets are
given for both random sampling and snowball sampling. Red nodes are nodes in the
test partition while green ones are in the train partition. Nodes’ actual labels are also
displayed in the circles representing the nodes. In order to be able to visualize these
two sets a subsample of 4% of the actual data is used.
When random sampling is used, there is no order or dependency between the selection
of training, validation and test sets. However, when snowball sampling is used, whether
the snowball is selected and taken to be the test set or the training set may give
different results. Taking the snowball to be the test set (Sen et al. 2008), generating k
disjoint snowballs and using them for training-validation set formation (McDowell et
al. 2007), using temporal sampling and past data for training and generating snowball
samples with some portion of provided labels for validation (Neville & Jensen 2008)
are all different uses of snowball sampling for classification of networked data. While
some authors mention that snowball sampling causes bias toward highly connected
nodes and may be more suitable to infer about links than to infer about nodes in a
social network (Snijders 1992), others suggest that since snowball is not guaranteed to
reach individuals with high connectivity and would not reach disconnected individuals,
snowball’s starting nodes should be chosen carefully (Hanneman & Riddle 2005).
When random sampling is used to generate k-fold cross validation training and
validation (and test) sets, there are no overlaps between different test sets. However,
when snowball sampling is used to generate the k test sets, the test snowballs created
may overlap. Since linked instances in a snowball are correlated, errors made on them
may also be correlated. The statistical tests, such as the paired t-test, which is used
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for model selection, may not give reliable results when test sets are not independent
(Neville, Gallagher, & Eliassi-Rad 2009). Forest Fire Sampling (FFS) (Leskovec &
Faloutsos 2006) method may be considered as an alternative to snowball sampling, in
this algorithm, as in snowball sampling, a breadth first search technique is used but
some of the followed links are burned according to a probability distribution.
1.2.1.3 Sampling on streaming graphs
When the network has many nodes or the nodes are observed as a stream (as in the case
of twitter for example), it is not possible to consider all of the graph when sampling.
For streaming or large graphs the sampling algorithm needs to be space and time
efficient. In (Ahmed et al. 2012) a sampling algorithm for streaming graphs called
Partially-Induced Edge Sampling (PIES) is introduced. PIES algorithm always keeps
a constant number of nodes in the sample and drops old nodes and adds new observed
ones as the network keeps being observed. Note that the same idea can also be used
when the graph is too large to fit in the memory, as new nodes are explored, they
can be considered as a stream. (Ahmed et al. 2012) considers sampling algorithms
based on network nodes, edge, and topology-based sampling for three different types
of networks, static-small, static-large and streaming. Snowball sampling is a topology
based sampling method. In (Ahmed et al. 2012), the authors’ objective is to ensure
that the sampled graph is a representative subgraph which matches the topological
properties of the original graph.
1.2.2 Aggregation
Each node in a graph may have a different degree and therefore different number of
neighbors. On the other hand, most classifiers need the input dimensionality for each
instance to be the same. Therefore, in order to take advantage of neighbor link or
feature information, a mechanism to make them the same dimensional, regardless of
the identity of a node is needed. Aggregation methods (also called propositionalization
methods or flattening methods (Preisach & Schmidt-Thieme 2008)) are often used
for this purpose. In this section we give common aggregation methods used for
aggregation of neighbor labels so that they can be used for classifier training.
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The main objective of aggregation in relational modeling is to provide features which
improve the generalization performance of the model (Perlich & Provost 2006).
However aggregation usually causes loss of information, therefore one needs to be
careful about not losing predictive information. Perlich and Provost proposed general
guidelines for designing aggregation operators, suggesting that aggregation should be
performed keeping the class labels under consideration, aggregated features should
cause instances of the same class to be similar to each other and different aggregation
operators should be experimented with. Below, we will present performances of
different aggregation methods on different datasets. In (Perlich & Provost 2006)
authors considered both simple aggregators and new more complex aggregators in
the context of the relational learning system ACORA (Automated Construction of
Relational Attributes). ACORA computes class-conditional distributions of linked
object identifiers, and for an instance that needs to be classified, it creates new features
by computing distances from these distributions to the values linked to the instance
(Perlich & Provost 2006). Lu and Getoor considered various aggregation methods:
existence (binary), mode and value counts. The count method performed best in their
study (Perlich & Huang 2005).
1.2.3 Neighbor label aggregation methods
In the following sections, the notation introduced in Section 1.2 is used. Note that,
although the neighborhood function N(u) is usually defined to include the immediate
neighbors of a node, it could be extended to include neighbors which are at most a
number of links away.
• Count Method: The count aggregation method (Preisach & Schmidt-Thieme 2008)
determines the frequency of the neighbors having the same class as the node:
rcountN (u) = ∑
v∈N(u)
r(v). (1.5)
The count method does not consider any uncertainty with the labels or links, neither
does it consider the edge weights (Preisach & Schmidt-Thieme 2008).
• Mode Method: This aggregation method considers the mode of the neighbor labels:
rmodeN (u) = modev∈N(u)r(v). (1.6)
21
• Binary Existence Method: This aggregation method only considers whether a
certain label exists among the neighbors or not, it does not take into account the
number of occurrences, as count or mode aggregation do. For the jth class, the
binary existence of neighbor labels’ aggregation is computed as:
rexistN (u, j) = [r
count
N (u, j)> 0] (1.7)
• Weighted Average Method: The weighted average aggregation method (Preisach &
Schmidt-Thieme 2008) sums the weights of the neighbors of the node belonging to
each class and then normalizes it with the sum of the weights of all edges to the
neighbors. Similar to the count method, it does not consider uncertainty.
rwavgN (u) =
1
Z ∑v∈N(u)
w(u,v)r(v). (1.8)
Here w(u,v) ∈ R is the weight of the link between nodes u and v, Z is a
normalization constant:
Z = ∑
v∈N(u)
w(u,v) (1.9)
• Probabilistic Weighted Average Method: This aggregation method is the
probabilistic version of the Weighted Average method. It is based on the weighted
arithmetic mean of class membership probabilities of neighbors of a node. This
method was introduced by Macskassy and Provost and was used as a probabilistic
Relational Classifier (PRN) classifier (Preisach & Schmidt-Thieme 2008).
rpwavgN (u,c) =
1
Z ∑v∈N(u),c∈C
w(u,v).P(c|v) (1.10)
where Z is defined as in Eq. 1.9 and c denotes a certain class.
1.3 Classification with Networked Data
We consider two types of classification with networked data. The content only
classification can be used whether the test nodes are known or not. On the other
hand, when the test nodes or some unlabeled nodes are known, then semi-supervised
classification algorithms can be used.
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1.3.1 Supervised, content only classification
This model consists of a (learned) model, which uses only the local features of the
nodes whose class label will be estimated. The local models can also be used to
generate priors for the initial state for the relational learning and collective inference
components. They also can be used as one source of evidence during collective
inference. These models typically are produced by traditional machine learning
methods (Macskassy & Provost 2007).
1.3.2 Semi-supervised and transductive classification
Since social network data usually come in huge sizes, in addition to labeled instances,
there are, usually, a huge number of unlabeled instances. In such cases, it could be
possible to use the information other than labels that exist in the unlabeled data, which
leads to use of semi-supervised learning algorithms. When the test nodes whose class
will need to be predicted are known, then we have a transductive learning scenario.
In contrast to the non-relational (local) model, the relational model use the relations in
the network as well as the values of attributes of related entities, even possibly long
chains of relations. In relational models, a relational classifier determines the class
label or estimates the class conditional probabilities. The relational classifier might
combine local features and the labels of neighbors using a naive Bayes model or a
logistic regression (Macskassy & Provost 2007).
1.3.3 Collective classification
Collective classification methods, which are sometimes also called collective inference
methods, are iterative procedures, which classify related instances simultaneously
(Preisach & Schmidt-Thieme 2008, Yonghong, Tiejun, & Wen 2006). In collective
classification, the content and link information for both training and test data are
available. First, based on the available training content, link and label information,
models are trained. Then, those models are used to label the test data simultaneously
and iteratively where each test sample is labeled based on its neighbors.
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Collective classification exploits relational autocorrelation. Relational autocorrelation
is a very important property of relational data and is used as a measure of how an
attribute for an instance is correlated with the same variable from a related instance
(Preisach & Schmidt-Thieme 2008).
However, sometimes, the advantage of exploiting the relationships can become a
disadvantage since it is possible to make incorrect predictions about a particular node
which propagates in the network and may lead to incorrect predictions about other
nodes. Bilgic and Getoor proposed an acquisition method which learns the cases
when a given collective classification algorithm makes mistakes, and suggests label
acquisitions to correct those mistakes (Bilgic & Getoor 2008).
Iterative classification algorithm (ICA) and Gibbs sampling algorithm (GS), Mean field
relaxation labeling (MF), Loopy belief propagation (LBP), are popular approximate
inference algorithms used for collective classification (Sen et al. 2008). In this thesis,
we explain the ICA algorithm and use it in our experiments. Iterative classification
algorithm (ICA) is a popular and simple approximate collective inference algorithm
(Macskassy & Provost 2007, Sen et al. 2008). Despite its simplicity, ICA was shown
to perform as well as the other algorithms such as Gibbs Sampling (Sen & Getoor
2007). Please see (Macskassy & Provost 2007, Sen et al. 2008) for details on the other
collective classification algorithms.
1.3.3.1 Iterative classification algorithm (ICA)
To determine the label of a node, Iterative Classification Algorithm (ICA) assumes
that all of the neighbors’ attributes and labels of that node are already known. Then,
it calculates the most likely label with a local classifier which uses node content and
neighbors’ labels. However, most nodes have neighbors which are not in training data
and hence are not labeled, therefore the label assignment on one test instance may
affect the label assignment on a related test instance. ICA repeats the labeling process
iteratively until all of the label assignments are stabilized. Neighbor label information
is summarized using an aggregation operator (See Section 1.2.3).
Pseudocode for the ICA algorithm (based on (Sen et al. 2008)) is given in Algorithm
1. In the pseudo code, r˜(u) stands for temporary label assignment of instance u in the
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Table 1.1 : Summary information about real world datasets.
Citeseer Cora WebKb HepTh
Number of Nodes 3312 2708 877 1559
Number of Features 3703 1433 1703 2295
Number of Classes 6 7 5 4
Number of Links (Link) 4536 5278 1388 2500
Number of Links (Content) 6643 5945 2159 3868
test set. gCL([x(u) rN(u)]) is the base classifier which is first trained on training nodes
and their neighbors from the training set. The base classifier uses the estimated labels
of the neighbors if they are test nodes. O is a random ordering of test nodes.
Algorithm 1 r˜(Vtest) = ICA(G,Vtrain,Vtest ,gCL())
for all u ∈Vtest do
Compute r˜N(u) using only neighbors in Vtrain
Set r˜(u)← gCL([x(u) r˜N(u)])
end for
repeat
Generate ordering O over nodes in Vtest
for all u ∈ O do
Compute r˜N(u) using current label assignments to nodes in N(u)
Set r˜(u)← gCL([x(u) r˜N(u)])
end for
until all labels are stabilized or threshold number of iterations
The ICA algorithm starts with a bootstrapping to assign initial temporary labels to all
nodes by using only the content features of the nodes. Then, it starts iterating and
updating labels according to the both relational and content features (Sen & Getoor
2006).
1.4 Datasets
We used three datasets that have been used in network classification research
(Macskassy & Provost 2007, McDowell et al. 2007, Sen et al. 2008) and prepared
one dataset for network classification. We give their graph properties in Table 1.1. We
also created synthetic datasets, whose graph properties are given in Table 1.2.
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1.4.1 Cora dataset
Cora (McCallum, Nigam, Rennie, & Seymore 2000) dataset consists of information
on 2708 Machine Learning papers. Every paper in Cora cites or is cited by at least one
other paper in the dataset. There are 1433 unique words that are contained at least 10
times in these papers. There are also 7 classes assigned to the papers according to their
topics. For each paper, whether or not it contains a specific word, which class it belongs
to, which papers it cites and which papers it is cited by are known. Citation connections
and paper features (class and included words) are contained in two separate files. Total
number of connections between the papers is 5278. There are 3.898 links per paper.
1.4.2 Citeseer dataset
Citeseer (Giles, Bollacker, & Lawrence 1998, Sen & Getoor 2007) dataset consists of
information on 3312 scientific papers. There are 3703 unique words that are contained
at least 10 times in these papers. There are 6 classes assigned to the papers according to
their topics. Just as in the Cora dataset, word, class and cites and cited by information
are given in two separate files. Total number of connections between the papers is
4536. There are 2.74 links per paper.
1.4.3 WebKB dataset
WebKB (DiPasquo et al. 1998) dataset consists of sets of web pages from four
computer science departments, with each page manually labeled into 5 categories:
course, project, staff, student, or faculty.
Link structure of WebKB dataset is different from Cora and Citeseer datasets since
co-citation links are useful for WebKB dataset. The reason for that can be explained
based on the observation that a student is more likely to have a hyperlink to her adviser
or a group/project page rather than to one of her peers (Macskassy & Provost 2007).
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Table 1.2 : Summary information about synthetic datasets.
Synthms0 Synthms16 Synthms32
Number of Nodes 1000 1000 1000
Number of Features 32 32 32
Number of Shared Features 0 16 32
Number of Classes 2 2 2
Number of Links (Link) 2072 2207 2230
Number of Links (Content) 2065 2070 2230
1.4.4 HepTh dataset
HepTh is a dataset which consists of papers in theoretical high-energy physics.
The dataset is downloaded from Knowledge Discovery Laboratory Group web
site (https://kdl.cs.umass.edu/display/public/HEP-Th) at the University of UMass
Amherst. The original dataset consists 42319 objects and 532429 links. It is composed
of different type of objects, namely Journal, Paper, Author and Email-Domain. We
preprocessed the dataset to include only the papers and the citation links between
them. Since only 2542 of 29555 papers have at least one assigned label, we first filtered
only these labeled instances and the links between them. The filtered dataset has still
92 different labels, which is reduced to 54 different labels after a few preprocessing
such as revision of typos, replacing blanks, etc. After that, we omitted the labels and
thus the instances which have only a few instances. The resulting dataset has 1559
nodes and 2516 links. For content features, we found the matching abstracts of those
papers. After stop words removal and stemming by filtering the words at least 50 times
occurred in all of the documents, we created a bag of words of size 2294. We also
included "isPaperPublished" property as content feature, resulting with 2295 content
features per node. The resulting set has 4 different types of labels.
1.4.5 Synthetic datasets
To create synthetic networked data, we used a method that allows varying content
and link relevances with the class label and varying dependence (redundancy) between
content and link. As in the "content based" networks of (Balcan & Erzan 2004), we
generated content and link bits, and based on their link similarity we connected the
nodes in the network. Content features x(u) are produced for each node u. In order to
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Table 1.3 : Acc. comp. of aggregation methods (ICA, SS) (Cora, Citeseer, WebKB).
Cora CiteSeer WebKB
Count Method 75.39 ± 1.02 68.86 ± 1.22 84.75 ± 0.67
Mode Method 75.42 ± 0.98 69.79 ± 1.00 81.68 ± 0.43
Binary Existence Method 71.33 ± 1.65 68.58 ± 0.71 80.32 ± 0.86
Proportion Method 76.46 ± 1.31 66.81 ± 0.85 76.45 ± 0.93
Pr. Weighted Average Method 64.43 ± 1.15 66.81 ± 0.85 77.82 ± 0.99
Table 1.4 : Acc. comp. of aggregation methods (ICA,RS) (Cora, Citeseer, WebKB).
Cora CiteSeer WebKB
Count Method 87.78 ± 0.48 77.43 ± 0.67 87.01 ± 1.01
Mode Method 87.78 ± 0.59 78.13 ± 0.66 85.17 ± 1.93
Binary Existance Method 85.19 ± 0.61 77.58 ± 0.78 86.78 ± 1.11
Proportion Method 86.48 ± 0.63 77.76 ± 0.89 86.32 ± 1.17
Pr. Weighted Average Method 70.15 ± 0.74 70.76 ± 0.93 86.32 ± 1.04
produce links between nodes, a similarity measure between them is needed. We used
an integer power of inverse normalized hamming distance as the similarity measure.
Class labels are determined according to the mode of the complete feature vector. We
used the same datasets produced as in (Cataltepe et al. 2011). Please see (Cataltepe et
al. 2011) for more details.
1.5 ICA Performance on the Datasets
In this section, we compare the performance of different sampling and aggregation
methods on our datasets. In Tables 1.3 and 1.4, we show the average test accuracies
over 10 folds, of using iterative classification algorithm (ICA). We used logistic
regression as the base classifier, during these experiments.
As it can be seen from both tables, the count method outperforms the other methods
both in terms of its simplicity and the accuracies obtained. The test accuracies are
higher when random sampling is used. This is due to the fact that when random
sampling is used independent instances are more likely to be selected, therefore the
effective number of training instances is higher than snowball sampling.
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2. GRAPH PROPERTIES AND COLLECTIVE CLASSIFICATION
2.1 Background and Purpose
Network data consist of a graph with nodes, node features and labels and links between
the nodes. Graph properties, such as homophily, degree distribution help us understand
the data at hand. Graph properties can also be used as guidelines in finding out if a
sampling method (Section 1.2.1) used for evaluation of algorithms is a good one or
not, or which type of aggregation (Section 1.2.2) of neighbor labels should be used
for classification. In this section, we define some of the important graph properties
from the literature (for example (M. E. J. Newman 2003b) or (Dorogovtsev & Mendes
2002)) that we use in the thesis. We also introduce some new graph properties such as
the local alpha which is the average accuracy of a node’s neighbors in training set, and
the local beta which is the average homophily of the node’s neighbors in training set.
Some of the graph properties such as degree distribution, clustering coefficient or
betweenness centrality can be calculated when only links are known, without a need for
the labels. We name these graph properties the unlabeled graph properties. Homophily,
entropy and local beta, on the other hand, are labeled graph properties. Accuracy and
local alpha are graph properties which are related to the classifiers which have been
trained on the available dataset.
In this section, certain graph properties of Citeseer, Cora, WebKb, HepTh and
Synthetic datasets are compared. Visualization of these properties with respect to each
other and correlations between graph properties are presented. Graph properties are
computed on the original graph, link graph (GLO), that is available with the dataset.
We also produce the content graph (GCO) by means of linking nodes whose contents’
cosine similarity (Salton 1989) is above a certain threshold.
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2.2 Methodology
2.2.1 Homophily
A classification algorithm in a social network aims to use both content and link
information. Whether the link information will be useful or not depends on whether
linked objects have similar features and/or labels. These similarities have been
quantified using a number of different criteria.
Neville and Jensen defined two quantitative measures of two common characteristics of
relational datasets: concentrated linkage and relational autocorrelation. Concentrated
linkage occurs when many entities are linked to a common entity like the citation
links to the key papers. Relational autocorrelation occurs when the features of the
entities are similar among entities that share a common neighbor (Jensen & Neville
2002). As pointed out by Neville and Jensen, most of the models (e.g., PRMs, RMNs)
do not automatically identify which links are the most relevant to the classification
task. In their method, they defined links which are most relevant to the classification
task by using concentrated linkage and relational autocorrelation, and explored how
to use these relational characteristics to improve feature selection in relational data
(Yonghong et al. 2006).
Yang et al. identified five hypertext link regularities that might (or not) hold in a
particular hypertext corpus (Yang, Slattery, & Ghani 2002, Yonghong et al. 2006).
We list three of them here.
• Encyclopedia regularity: The class of a document is the same as the class of the
majority of the linked documents.
• Co-referencing regularity: Documents with the same class tend to link to
documents not of that class, but which are topically similar to each other.
• Partial co-referencing regularity: Documents with the same class tend to link to
documents that are topically similar to each other, but also link to a wide variety
of other documents without semantic reason. The presence (or absence) of these
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regularities may significantly influence the optimal design of a link-based classifier.
Most of link analysis methods and link-based classification models are built upon
the "encyclopedia" or "co-referencing" regularity. As a result, the models do not
automatically identify which links are most relevant to the task (Yonghong et al.
2006).
Assortativity index defined by (M. E. J. Newman 2003b) is also a measure of how
similar are the labels of connected nodes. Assortativity index is defined using
the number of links which connect nodes of same and different classes and it is
proportional to the number of links that connect nodes of the same class.
Homophily (Macskassy & Provost 2007, Provost, Perlich, & Macskassy 2003) or label
autocorrelation can be defined as the tendency of entities to be related to other similar
entities, i.e. linked entities generally have a tendency to belong to the same class. High
homophily usually implies that using link information helps with classification while
for low homophily datasets using a content only classifier could do a better job.
Using the notation that we introduced in Section 1.2, we define homophily of a node u
as the proportion of neighbor nodes of u which have the same label as u:
H(u) =
1
N(u) ∑v∈N(u)
[r(u) == r(v)] (2.1)
In this equation [] is the Iverson bracket and [p] is equal to 1 if p is true, it is 0 otherwise.
The graph homophily is then:
H(G) =
1
|V | ∑u∈V
H(u) (2.2)
Note that although homophily is defined as label "sameness", labels could be related
to each other, and for example could just be the opposite of each other for a binary
classification problem (i.e. heterophily). The classifiers that we use would be able to
take advantage of homophily, heterophily or any other correlation between the label of
a node and labels its neighbors.
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2.2.2 Degree distribution
Degree, k(u), of a node u is the total number of its connections to the other nodes
in the network. Although the degree of a node seems to be a local quantity, degree
distribution of the network often may help to determine some important global
characteristics of networks. A scale-free network is type of a network whose degree
distribution follows a power law (Dorogovtsev & Mendes 2002). It was shown that
whether an epidemic spreads in a scale-free network or stops can be computed based
on the scale free exponent in (Hein, Schwind, & Konig 2006).
2.2.3 Clustering coefficient
Clustering coefficient is a measure of degree to which nodes tend to cluster together
in a graph. Clustering coefficient property can give information, for example, on how
close are two nodes in the graph, and therefore how much their predicted labels would
affect each other during prediction of labels. Different types of clustering coefficients
can be defined as follows:
2.2.3.1 Global clustering coefficient
The global clustering coefficient, which is a measure of indication of the clustering
in the whole network is based on triplets of nodes. A triplet is called an open triplet
when three nodes are connected with two links or it is called a closed triplet when all
three nodes are tied together. Three closed triplets, one centered on each of the nodes,
form triangle. The global clustering coefficient is defined as the ratio of the number of
closed triplets to the total number of triplets (open and closed) (Dorogovtsev & Mendes
2002):
CCG(G) =
Number o f closed triplets
Number o f connected triplets
(2.3)
2.2.3.2 Local clustering coefficient
Local clustering coefficient is defined in (Dorogovtsev & Mendes 2002) as the ratio
of the actual number of edges between the neighbors of a node u to all the possible
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numbers of edges is the local clustering coefficient for node u:
CCL(u) =
∑v1,v2∈N(u),v1 6=v2[{v1,v2} ∈ E]
|N(u)|(|N(u)|−1)/2 (2.4)
Here [] is the Iverson bracket. The number of all possible undirected links between
neighbors N(u) of node u is |N(u)| ∗ (|N(u)|−1)/2.
2.2.3.3 Average clustering coefficient
The network average clustering coefficient is defined by Watts and Strogatz as the
average of the local clustering coefficients of all the nodes in the graph (Watts &
Strogatz 1998):
CCL(G) =
1
|V | ∑u∈V
CCL(u) (2.5)
If the average clustering coefficient is zero, then the graph is a tree. If the average
clustering coefficient is higher than a random graph with the same degree distribution,
then the network may show the small world phenomenon, i.e. any two random nodes
can be connected using much smaller number of links than O(|V |). It should be noted
that during calculation of the average clustering coefficient, the nodes having less than
two neighbors, which naturally have a clustering coefficient of zero, are not considered.
2.2.4 Rich club coefficients
Let Vk ⊆V denote the nodes having degree higher than a given value k and E>k denote
the edges among nodes in Vk. The rich-club coefficient is defined as:
φk(G) =
|E>k|
|V>k|(|V>k|−1)/2 (2.6)
In Equation 2.6 |V>k|(|V>k| − 1)/2 represents the maximum possible number of
undirected links among the nodes in V>k. Thus, φ(k) measures the fraction of
edges actually exist between those nodes to the the maximum number of edges
they may have. The rich club coefficient helps to understand important information
about the underlying architecture revealing the topological correlations in a complex
network.(Colizza, Flammini, Serrano, & Vespignani 2006)
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2.2.5 Degree-degree correlation
Degree-degree correlation is the correlation between the number of neighbors (minus
1) of neighboring nodes. Both homophily and degree-degree correlation can be
considered as special case of assortatitivy (M. E. J. Newman 2003a), the correlation
between a certain property (label, degree, etc.) of two neighboring nodes, average
degree of the neighbors’ of the nodes having degree k. (Kahng, Oh, Kahng, & Kim
2003) found out that among scale-free networks authorship and actor networks are
assortative (i.e. nodes with large degree connect to nodes with large degree) while
protein-protein interaction and world wide web networks are disassortative (i.e. large
degree nodes tend to connect to small degree nodes).
2.2.6 Graph radius and diameter
These two notions are related to each other. We use the definitions from (Erdos, Pach,
Pollack, & Tuza 1989).
Let dG(u,v) be the distance (i.e. the minimum number of edges that connect u and v)
between nodes u and v. The eccentricity ε(u) of a node u is defined as the greatest
distance between u and any other node in the graph:
ε(u) = max
v∈V
dG(u,v) (2.7)
The diameter of a graph is defined as the length of the longest of the shortest paths
between any two nodes or equivalently as the maximum eccentricity of any vertex:
diam(G) = max
u,v∈V
dG(u,v) (2.8)
The radius of the graph is defined as the minimum eccentricity among all the nodes in
the graph:
rad(G) = min
u∈V
ε(u) = min
u∈V
max
v∈V
dG(u,v) (2.9)
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2.2.7 Average path length
The average path length of a graph is defined as the average of all shortest paths
between nodes:
APL(G) = avgu∈V max
v∈V
dG(u,v) (2.10)
(Fronczak, Fronczak, & Holyst 2004) has computed the average path length based on
whether the graph is a scale free one or not and the scale free exponent.
2.2.8 Graph density
The density of a graph is defined as the ratio of the number of edges to the number of
possible edges:
D(G) =
|E|
|V |(|V |−1)/2 (2.11)
2.2.9 Entropy
The entropy of a node is defined as the entropy of the probability distribution of its
aggregated neighbor labels. Using the notation that we introduced in Section 1.2, let
rN(u) be the aggregated neighbor labels given in equation 1.3, and C be the number of
classes. Let ri(v) ∈ {0,1} denote whether node v is in class i or not. Let rN,i(u) denote
the ith entry of the aggregated neighbors label for node u.
We define the probability of class i in the aggregated neighbor labels as:
pi = rN,i(u) = ∑
v∈N(u)
ri(v). (2.12)
The entropy of a node u is defined as:
E(u) =
C
∑
i=1
−pi log2 pi (2.13)
The entropy of the graph is then:
E(G) =
1
|V | ∑u∈V
E(u) (2.14)
If a node has no neighbors, its entropy is defined as 0.
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2.2.10 Local alpha
In order to be able to take into account classifier’s performance for each node
separately, we use the Local alpha, which is the local average of the classifier accuracy
on the neighbors from training data. We use this node property as a means to weigh
each classifier for node classification. Based on different types of classifiers, we
introduce αgCO(u) ∈ R, αgLO(u) ∈ R and αgICA(u) ∈ R (Cataltepe et al. 2011).
The weights αgLO(u) and αgICA(u) can be determined locally, based on the correct
classification rate of those classifiers in the neighborhood of u according to edges in
the link graph GLO = G. In order to compute αgLO(u) and αgICA(u), we first find nodes
which are in the h-neighborhood of u in graph GLO, Nh,GLO(u). (See Equation 1.2). We
introduce GLO in Nh,GLO(u), so that it is clear that the neighborhood is according to the
GLO graph. Then we compute the local average accuracy of the classifier gLO and gICA
within Nh,GLO(u) as:
αgx(u) = acc(gx,u) =
1
|Nh,GLO,train(u)| ∑v∈Nh,GLO,train(u)
acc(gx,v),x = LO, ICA. (2.15)
Here Nh,GLO,train(u) denotes nodes from training data which are in h-neighborhood of
node u in GLO graph.
αgCO(u) = acc(gCO,u) =
1
|Nh,GCO,train(u)| ∑v∈Nh,GCO,train(u)
acc(gCO,v). (2.16)
Similarly, in order to determine αgCO(u), we first create a graph GCO based on the
content similarities of the nodes. We use cosine similarity in this work, however other
similarity measures could also be used. In the content graph, we join nodes whose
similarity are above a threshold whose value is chosen so that the average degree of
the content graph GCO is as close as possible to the average degree of the link only
graph G. Once the content graph is produced, αgCO(u) is produced as in Equation 2.16.
2.2.11 Local beta
Local beta for a node is the local average of homophily of the neighbors of the
node from training data. In order to compute βi(u), first the nodes, which are in the
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Table 2.1 : Graph properties of real world datasets.
Citeseer Cora WebKb HepTh
Number of Nodes 3312 2708 877 1559
Number of Features 3703 1433 1703 2295
Number of Classes 6 7 5 4
Number of Links (Link) 4536 5278 1388 2500
Number of Links (Content) 6643 5945 2159 3868
Average Degree (Link) 2,74 3,90 3,17 3,21
Average Degree (Content) 4,01 4,39 4,92 4,96
Homophily (Link) 0,71 0,83 0,13 0,58
Homophily (Content) 0,39 0,08 0,19 0,12
Clustering Coefficient (Link) 0,24 0,29 0,29 0,41
Clustering Coefficient (Content) 0,69 0,84 0,82 0,83
Diameter (Link) 28 19 8 19
Diameter (Content) 10 5 5 5
Average Path Length (Link) 9,3 6,3 3,1 7,3
Average Path Length (Content) 3,3 2,1 2,1 2,2
h-neighborhood of u in the corresponding graph Gi, Nh,Gi(u) are found. (See Equation
1.2.)
Gi in Nh,Gi(u) is the neighborhood according to the Gi graph. Then the local beta is
computed by
βg,i(u) =
1
|Nh,Gi,train(u)| ∑v∈Nh,Gi,train(u)
homophily(v). (2.17)
Here Nh,Gi,train(u) denotes nodes from training data which are in h-neighborhood of
node u in Gi graph.
2.3 Experiments
We used four datasets Citeseer, Cora, WebKb and HepTh that have been used in
network classification research (See Section 1.4). In Table 2.1, we show the graph
properties computed on these datasets. We also created synthetic datasets (See Section
1.4). In Table 2.2, we show the graph properties computed on synthetic datasets.
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Table 2.2 : Graph properties of synthetic datasets.
Synthms0 Synthms16 Synthms32
Number of Nodes 1000 1000 1000
Number of Features 32 32 32
Number of Shared Features 0 16 32
Number of Classes 2 2 2
Number of Links (Link) 2072 2207 2230
Number of Links (Content) 2065 2070 2230
Average Degree(Link) 4,14 4,41 4,46
Average Degree(Content) 4,13 4,14 4,46
Homophily(Link) 0,73 0,76 0,80
Homophily(Content) 0,75 0,75 0,80
Clustering Coefficient(Link) 0,0967 0,1024 0,1136
Clustering Coefficient(Content) 0,0873 0,0961 0,1136
Diameter(Link) 13 12 11
Diameter(Content) 12 13 11
Average Path Length(Link) 5,4 5,2 5,2
Average Path Length(Content) 5,4 5,4 5,2
2.3.1 Analysis of average local accuracy values
In Figure 2.1, we show the correlation between the accuracy acc(u) of a node u and the
average accuracy of its neighbors α(u) for the Cora dataset. Since accuracy depends
on the classifier used, we show the correlations when logistic regression and Bayes net
classifiers are used. For link only classification, the average local accuracy values are
more correlated with accuracy for logistic regression classifier. On the other hand, for
content only classification, the correlation is higher for the Bayes net classifier. As it
can be seen in the figures, usually the correlation between the accuracy of a node and
its neighbors decreases as the size of the neighborhood (h in Nh(u)) increases. Except,
with the content only classifier, the correlation is maximized for a neighborhood of
size 2.
2.3.2 Content similarity
Cosine similarity is used to build content graph from content features. Average degree
versus similarity graphs give us an idea about average degree of the resulting content
graph in case of selection of that similarity threshold. Average degree vs. similarity
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Figure 2.1 : Correlation between accuracy of the classifier at a node and its accuracy
within the h-hop-neighborhood of the node for Cora dataset and using
Logistic Regression (left side) and Bayes Net (right side) classifiers.
graphs are given in Figure 2.2. According to the figure, similarity between nodes are
much lower on Cora and Citeseer datasets compared to Synthetic datasets. To obtain
a similar graph in terms of average degree to the corresponding datasets’ link graphs,
a similarity threshold value about 0.2 is enough for Citeseer dataset, while it is about
0.25 on Cora dataset. For Synthetic datasets the similarity threshold value should be
about 0.95 for the same case. The behavior of WebKB dataset is similar to Cora and
Citeseer datasets’, however it is a bit relaxed version of them. It is also observed that
content of HepTh dataset is similar to Synthetic datasets’. For these datasets, most
of the content features of the nodes are similar to each other and only a few content
features differ, which is contrast to Cora and Citeseer datasets.
2.4 Correlations between Graph Properties
2.4.1 Correlations between graph properties of content graph
Correlations between graph properties of the content graph of the datasets are
calculated and given in Tables 2.3, 2.4, 2.6, 2.5, 2.7, 2.8 and 2.9. The results
show that betweenness centrality is highly correlated with degree, entropy is
negatively correlated with homophily and highly correlated with degree on all datasets.
Homophily and accuracy are correlated. On HepTh dataset, degree is highly negatively
correlated with clustering coefficient. See Figure 2.3.
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Figure 2.2 : Average degree vs similarity.
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Table 2.3 : Citeseer content only correlations results.
Props c (CO) h (CO) ent (CO) betw (CO) alpha (CO) beta (CO) acc (CO)
k (CO) -0,06 0,01 0,39 0,65 0,13 -0,10 -0,03
c (CO) - 0,18 -0,27 -0,34 -0,08 0,11 -0,01
h (CO) - - -0,49 -0,08 0,03 0,07 0,11
ent (CO) - - - 0,38 0,04 -0,16 -0,07
betw (CO) - - - - 0,04 -0,02 -0,03
alpha (CO) - - - - - -0,88 0,09
beta (CO) - - - - - - 0,04
Table 2.4 : Cora content only correlations results.
Props c (CO) h (CO) ent (CO) betw (CO) alpha (CO) beta (CO) acc (CO)
k (CO) -0,08 -0,11 0,41 0,81 -0,18 0,37 0,02
c (CO) - 0,11 -0,18 -0,14 0,03 0,06 0,00
h (CO) - - -0,56 -0,09 0,30 0,11 0,12
ent (CO) - - - 0,24 -0,38 0,07 -0,07
betw (CO) - - - - -0,15 0,16 0,01
alpha (CO) - - - - - 0,25 0,18
beta (CO) - - - - - - 0,05
Table 2.5 : WebKb content only correlations results.
Props c (CO) h (CO) ent (CO) betw (CO) alpha (CO) beta (CO) accuracy (CO)
k (CO) -0,25 -0,07 0,48 0,48 0,22 0,28 0,08
c (CO) - -0,10 -0,12 -0,42 -0,27 -0,06 -0,08
h (CO) - - -0,51 -0,08 -0,10 -0,11 0,11
ent (CO) - - - 0,25 0,26 0,23 -0,06
betw (CO) - - - - 0,12 0,07 0,05
alpha (CO) - - - - - 0,78 -0,11
beta (CO) - - - - - - -0,02
Table 2.6 : HepTh content only correlations results.
Props c (CO) h (CO) ent (CO) betw (CO) alpha (CO) beta (CO) accuracy (CO)
k (CO) -0,80 -0,02 0,53 0,67 -0,37 -0,16 0,02
c (CO) - -0,06 -0,40 -0,51 0,39 -0,00 0,03
h (CO) - - -0,24 -0,00 -0,06 0,40 0,11
ent (CO) - - - 0,21 -0,23 -0,57 0,01
betw (CO) - - - - -0,13 -0,05 0,03
alpha (CO) - - - - - 0,03 0,10
beta (CO) - - - - - - 0,03
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Props c(CO) h(CO) ent(CO) betw(CO) alpha(CO)beta(CO) accuracy(CO)
k(CO) ‐0,06 0,01 0,39 0,65 0,13 ‐0,1 ‐0,03
c(CO) ‐ 0,18 ‐0,27 ‐0,34 ‐0,08 0,11 ‐0,01
h(CO) ‐ ‐ ‐0,49 ‐0,08 0,03 0,07 0,11
ent(CO) ‐ ‐ ‐ 0,38 0,04 ‐0,16 ‐0,07
betw(CO) ‐ ‐ ‐ ‐ 0,04 ‐0,02 ‐0,03
alpha(CO) ‐ ‐ ‐ ‐ ‐ ‐0,88 0,09
beta(CO) ‐ ‐ ‐ ‐ ‐ ‐ 0,04
Props c(CO) h(CO) ent(CO) betw(CO) alpha(CO)beta(CO) accuracy(CO)
k(CO) ‐0,08 ‐0,11 0,41 0,81 ‐0,18 0,37 0,02
c(CO) ‐ 0,11 ‐0,18 ‐0,14 0,03 0,06 0
h(CO) ‐ ‐ ‐0,56 ‐0,09 0,3 0,11 0,12
ent(CO) ‐ ‐ ‐ 0,24 ‐0,38 0,07 ‐0,07
betw(CO) ‐ ‐ ‐ ‐ ‐0,15 0,16 0,01
alpha(CO) ‐ ‐ ‐ ‐ ‐ 0,25 0,18
beta(CO) ‐ ‐ ‐ ‐ ‐ ‐ 0,05
Props c(CO) h(CO) ent(CO) betw(CO) alpha(CO)beta(CO) accuracy(CO)
k(CO) ‐0,25 ‐0,07 0,48 0,48 0,22 0,28 0,08
c(CO) ‐ ‐0,1 ‐0,12 ‐0,42 ‐0,27 ‐0,06 ‐0,08
h(CO) ‐ ‐ ‐0,51 ‐0,08 ‐0,1 ‐0,11 0,11
ent(CO) ‐ ‐ ‐ 0,25 0,26 0,23 ‐0,06
betw(CO) ‐ ‐ ‐ ‐ 0,12 0,07 0,05
alpha(CO) ‐ ‐ ‐ ‐ ‐ 0,78 ‐0,11
beta(CO) ‐ ‐ ‐ ‐ ‐ ‐ ‐0,02
Props c(CO) h(CO) ent(CO) betw(CO) alpha(CO)beta(CO) accuracy(CO)
k(CO) ‐0,8 ‐0,02 0,53 0,67 ‐0,37 ‐0,16 0,02
c(CO) ‐ ‐0,06 ‐0,4 ‐0,51 0,39 0 0,03
h(CO) ‐ ‐ ‐0,24 0 ‐0,06 0,4 0,11
ent(CO) ‐ ‐ ‐ 0,21 ‐0,23 ‐0,57 0,01
betw(CO) ‐ ‐ ‐ ‐ ‐0,13 ‐0,05 0,03
alpha(CO) ‐ ‐ ‐ ‐ ‐ 0,03 0,1
beta(CO) ‐ ‐ ‐ ‐ ‐ ‐ 0,03
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HepTh Content Only Correlations Results
Props c(LO) h(LO) ent(LO) betw(LO) alpha(LO) beta(LO) accuracy(LO)
k(LO) ‐0,09 0,04 0,28 0,6 0,04 0,04 0,07
c(LO) ‐ 0,1 ‐0,13 ‐0,17 0,08 0,07 0,07
h(LO) ‐ ‐ ‐0,35 ‐0,03 0,73 0,83 0,9
ent(LO) ‐ ‐ ‐ 0,27 ‐0,33 ‐0,39 ‐0,19
betw(LO) ‐ ‐ ‐ ‐ ‐0,02 ‐0,03 0
alpha(LO) ‐ ‐ ‐ ‐ ‐ 0,89 0,64
beta(LO) ‐ ‐ ‐ ‐ ‐ ‐ 0,73
Props c(LO) h(LO) ent(LO) betw(LO) alpha(LO) beta(LO) accuracy(LO)
k(LO) ‐0,14 ‐0,04 0,22 0,87 ‐0,01 ‐0,02 0,02
c(LO) ‐ 0,21 ‐0,26 ‐0,16 0,16 0,21 0,13
h(LO) ‐ ‐ ‐0,65 ‐0,08 0,67 0,78 0,82
ent(LO) ‐ ‐ ‐ 0,21 ‐0,51 ‐0,62 ‐0,38
betw(LO) ‐ ‐ ‐ ‐ ‐0,02 ‐0,05 ‐0,01
alpha(LO) ‐ ‐ ‐ ‐ ‐ 0,83 0,55
beta(LO) ‐ ‐ ‐ ‐ ‐ ‐ 0,62
Props c(LO) h(LO) ent(LO) betw(LO) alpha(LO) beta(LO) accuracy(LO)
k(LO) ‐0,1 0,01 0,25 0,96 0 0 0,05
c(LO) ‐ 0,15 0,23 ‐0,11 ‐0,04 0,07 ‐0,08
h(LO) ‐ ‐ 0,15 0 ‐0,25 0,68 ‐0,39
ent(LO) ‐ ‐ ‐ 0,14 ‐0,13 0,01 ‐0,06
betw(LO) ‐ ‐ ‐ ‐ 0 0 0,05
alpha(LO) ‐ ‐ ‐ ‐ ‐ ‐0,35 0,24
beta(LO) ‐ ‐ ‐ ‐ ‐ ‐ ‐0,23
Props c(LO) h(LO) ent(LO) betw(LO) alpha(LO) beta(LO) accuracy(LO)
k(LO) ‐0,16 0,05 0,24 0,49 0,13 0,07 0,15
c(LO) ‐ 0,13 ‐0,24 ‐0,3 0,06 0,12 0,02
h(LO) ‐ ‐ ‐0,48 ‐0,09 0,52 0,75 0,73
ent(LO) ‐ ‐ ‐ 0,33 ‐0,33 ‐0,49 ‐0,2
betw(LO) ‐ ‐ ‐ ‐ 0,01 ‐0,07 0,03
alpha(LO) ‐ ‐ ‐ ‐ ‐ 0,71 0,53
beta(LO) ‐ ‐ ‐ ‐ ‐ ‐ 0,53
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Figure 2.3 : Correlations highlight.
Table 2.7 : Synthetic datasets meta correlations (CO) results (ms=0).
Props c (CO) h (CO) ent (CO) betw (CO) alpha (CO) beta (CO) accuracy (CO)
k (CO) -0,08 ± 0,01 0,32 ± 0,01 0,14 ± 0,01 0,90 ± 0,00 -0,05 ± 0,11 -0,04 ± 0,20 0,13 ± 0,00
c (CO) - -0,02 ± 0,03 -0,23 ± 0,02 -0,12 ± 0,00 0,08 ± 0,03 0,08 ± 0,05 -0,04 ± 0,02
h (CO) - - 0,04 ± 0,02 0,20 ± 0,01 -0,02 ± 0,06 0,04 ± 0,12 0,16 ± 0,01
e (CO) - - - 0,13 ± 0,01 0,07 ± 0,02 0,05 ± 0,03 0,01 ± 0,01
b (CO) - - - - -0,11 ± 0,08 -0,04 ± 0,13 0,09 ± 0,00
alpha (CO) - - - - - -0,20 ± 0,14 0,13 ± 0,01
beta (CO) - - - - - - -0,00 ± 0,04
2.4.2 Correlations between graph properties of link graph
Correlations between graph properties of the link graph of the datasets are calculated
and given in Tables 2.10, 2.11, 2.13, 2.12, 2.14, 2.15 and 2.16. Results show that
homophily and accuracy are highly correlated as expected. Homophily and entropy
are negatively correlated as expected. Local alpha and accuracy are highly positively
correlated for Citeseer, Cora and HepTh datasets, while as weakly positive correlated
for WebKb dataset. Local alpha and local beta are positively highly correlated. Local
beta and homophily are also correlated as expected. See Figure 2.3.
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Table 2.8 : Synthetic datasets meta correlations (CO) results (ms=16).
Props c (CO) h (CO) ent (CO) betw (CO) alpha (CO) beta (CO) accuracy (CO)
k (CO) -0,08 ± 0,01 0,34 ± 0,01 0,12 ± 0,01 0,90 ± 0,01 -0,02 ± 0,14 -0,17 ± 0,21 0,12 ± 0,00
c (CO) - -0,02 ± 0,02 -0,21 ± 0,02 -0,12 ± 0,00 0,07 ± 0,02 0,00 ± 0,04 -0,03 ± 0,01
h (CO) - - 0,01 ± 0,02 0,22 ± 0,01 -0,02 ± 0,08 -0,02 ± 0,13 0,16 ± 0,01
e (CO) - - - 0,13 ± 0,01 0,05 ± 0,03 0,01 ± 0,03 -0,01 ± 0,01
b (CO) - - - - -0,06 ± 0,10 -0,12 ± 0,15 0,08 ± 0,01
alpha (CO) - - - - - -0,54 ± 0,06 0,14 ± 0,03
beta (CO) - - - - - - -0,02 ± 0,04
Table 2.9 : Synthetic datasets meta correlations (CO) results (ms=32).
Props c (CO) h (CO) ent (CO) betw (CO) alpha (CO) beta (CO) accuracy (CO)
k (CO) -0,07 ± 0,01 0,35 ± 0,01 0,09 ± 0,01 0,91 ± 0,01 -0,01 ± 0,13 -0,09 ± 0,20 0,05 ± 0,01
c (CO) - 0,01 ± 0,02 -0,24 ± 0,01 -0,12 ± 0,01 0,03 ± 0,02 0,06 ± 0,05 0,00 ± 0,01
h (CO) - - 0,02 ± 0,02 0,22 ± 0,01 -0,01 ± 0,09 0,07 ± 0,14 0,05 ± 0,00
e (CO) - - - 0,12 ± 0,01 -0,00 ± 0,01 0,02 ± 0,02 0,00 ± 0,01
b (CO) - - - - -0,03 ± 0,10 -0,08 ± 0,14 0,04 ± 0,00
alpha (CO) - - - - - -0,47 ± 0,05 0,17 ± 0,02
beta (CO) - - - - - - -0,02 ± 0,02
Table 2.10 : Citeseer link only correlations results.
Props c (LO) h (LO) ent (LO) betw (LO) alpha (LO) beta (LO) accuracy (LO)
k (LO) -0,09 0,04 0,28 0,60 0,04 0,04 0,07
c (LO) - 0,10 -0,13 -0,17 0,08 0,07 0,07
h (LO) - - -0,35 -0,03 0,73 0,83 0,90
ent (LO) - - - 0,27 -0,33 -0,39 -0,19
betw (LO) - - - - -0,02 -0,03 0,00
alpha (LO) - - - - - 0,89 0,64
beta (LO) - - - - - - 0,73
Table 2.11 : Cora link only correlations results.
Props c (LO) h (LO) ent (LO) betw (LO) alpha (LO) beta (LO) accuracy (LO)
k (LO) -0,14 -0,04 0,22 0,87 -0,01 -0,02 0,02
c (LO) - 0,21 -0,26 -0,16 0,16 0,21 0,13
h (LO) - - -0,65 -0,08 0,67 0,78 0,82
ent (LO) - - - 0,21 -0,51 -0,62 -0,38
betw (LO) - - - - -0,02 -0,05 -0,01
alpha (LO) - - - - - 0,83 0,55
beta (LO) - - - - - - 0,62
Table 2.12 : WebKb link only correlations results.
Props c (LO) h (LO) ent (LO) betw (LO) alpha (LO) beta (LO) accuracy (LO)
k (LO) -0,10 0,01 0,25 0,96 0,00 -0,00 0,05
c (LO) - 0,15 0,23 -0,11 -0,04 0,07 -0,08
h (LO) - - 0,15 -0,00 -0,25 0,68 -0,39
ent (LO) - - - 0,14 -0,13 0,01 -0,06
betw (LO) - - - - 0,00 0,00 0,05
alpha (LO) - - - - - -0,35 0,24
beta (LO) - - - - - - -0,23
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Table 2.13 : HepTh link only correlations results.
Props c (LO) h (LO) ent (LO) betw (LO) alpha (LO) beta (LO) accuracy (LO)
k (LO) -0,16 0,05 0,24 0,49 0,13 0,07 0,15
c (LO) - 0,13 -0,24 -0,30 0,06 0,12 0,02
h (LO) - - -0,48 -0,09 0,52 0,75 0,73
ent (LO) - - - 0,33 -0,33 -0,49 -0,20
betw (LO) - - - - 0,01 -0,07 0,03
alpha (LO) - - - - - 0,71 0,53
beta (LO) - - - - - - 0,53
Table 2.14 : Synthetic datasets meta correlations (LO) results (ms=0).
Props c (LO) h (LO) ent (LO) betw (LO) alpha (LO) beta (LO) accuracy (LO)
k (LO) 0,10 ± 0,02 0,38 ± 0,01 -0,35 ± 0,01 0,89 ± 0,00 0,24 ± 0,01 0,39 ± 0,01 0,23 ± 0,01
c (LO) - 0,18 ± 0,01 -0,22 ± 0,01 -0,10 ± 0,01 0,14 ± 0,01 0,22 ± 0,01 0,09 ± 0,01
h (LO) - - -0,69 ± 0,01 0,21 ± 0,01 0,43 ± 0,01 0,64 ± 0,00 0,77 ± 0,00
e (LO) - - - -0,13 ± 0,01 -0,48 ± 0,01 -0,66 ± 0,00 -0,30 ± 0,01
b (LO) - - - - 0,12 ± 0,01 0,21 ± 0,01 0,15 ± 0,01
alpha (LO) - - - - - 0,78 ± 0,00 0,24 ± 0,02
beta (LO) - - - - - - 0,39 ± 0,01
Table 2.15 : Synthetic datasets meta correlations (LO) results (ms=16).
Props c (LO) h (LO) ent (LO) betw (LO) alpha (LO) beta (LO) accuracy (LO)
k (LO) 0,10 ± 0,01 0,41 ± 0,01 -0,40 ± 0,01 0,88 ± 0,00 0,26 ± 0,01 0,43 ± 0,01 0,24 ± 0,01
c (LO) - 0,18 ± 0,01 -0,25 ± 0,01 -0,11 ± 0,01 0,16 ± 0,01 0,24 ± 0,01 0,08 ± 0,01
h (LO) - - -0,73 ± 0,01 0,22 ± 0,01 0,44 ± 0,01 0,67 ± 0,01 0,75 ± 0,00
e (LO) - - - -0,15 ± 0,01 -0,46 ± 0,01 -0,67 ± 0,01 -0,31 ± 0,01
b (LO) - - - - 0,13 ± 0,01 0,22 ± 0,01 0,15 ± 0,01
alpha (LO) - - - - - 0,77 ± 0,01 0,25 ± 0,02
beta (LO) - - - - - - 0,40 ± 0,01
Table 2.16 : Synthetic datasets meta correlations (LO) results (ms=32).
Props c (LO) h (LO) ent (LO) betw (LO) alpha (LO) beta (LO) accuracy (LO)
k (LO) 0,12 ± 0,02 0,41 ± 0,01 -0,40 ± 0,02 0,88 ± 0,00 0,23 ± 0,01 0,44 ± 0,01 0,22 ± 0,01
c (LO) - 0,24 ± 0,01 -0,27 ± 0,01 -0,10 ± 0,02 0,14 ± 0,01 0,27 ± 0,01 0,10 ± 0,01
h (LO) - - -0,82 ± 0,01 0,21 ± 0,01 0,40 ± 0,01 0,68 ± 0,01 0,69 ± 0,01
e (LO) - - - -0,15 ± 0,01 -0,40 ± 0,01 -0,67 ± 0,01 -0,32 ± 0,01
b (LO) - - - - 0,12 ± 0,01 0,22 ± 0,01 0,14 ± 0,01
alpha (LO) - - - - - 0,69 ± 0,01 0,19 ± 0,02
beta (LO) - - - - - - 0,36 ± 0,01
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2.5 Detailed Analysis of Graph Properties
2.5.1 Degree distribution
Degree distributions for the content and link graphs of Citeseer, Cora, WebKb, HepTh
and Synthetic datasets are given in figure 2.4. The corresponding semi-log and log-log
plots are given in figures 2.5 and 2.6. According to these figures, Citeseer, Cora,
WebKb, HepTh datasets’ both content and link graphs and Synthetic datasets’ content
graphs are exponential graphs (M. E. Newman 2000). Link graphs of the Synthetic
datasets are random graphs.
The reason why content graphs of the Synthetic datasets are random graphs, could be
because cosine similarity was used for the generation of the content graphs while in
order to produce the Synthetic datasets match similarity (Cataltepe et al. 2011) was
used.
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Figure 2.4 : Degree distributions (linear plots).
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Figure 2.5 : Degree distributions (semiLog plots).
47
Figure 2.6 : Degree distributions (logLog plots).
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2.5.2 Homophily versus degree
Homophily versus degree graphs for the datasets are calculated and given in Figures
2.7 and 2.8. X axis of the graphs are given in log-scale to make the graphs more
clear for low degrees in figure 2.7. According to the figures, homophily has a high
variance on nodes with higher degree for Cora and Citeseer datasets, while it has a
low variance on Synthetic datasets. For Cora dataset, homophily decreases slowly as
degree increases for both content and link graphs. For WebKb dataset, homophily is
low for low degree and there are some hubs whose homophily is around 0.7. For higher
degrees of content graph, homophily has a high variance and not possible to trust. For
HepTh dataset, homophily is more stable for lower degrees and have a value around
0.8. Homophily for content graph behaves similar to link graph. There are some hubs
and homophily is quite low.
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Figure 2.7 : Homophily vs degree.
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Figure 2.8 : Homophily vs degree dot plot.
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2.5.3 Entropy versus degree
Entropy versus degree graphs for the datasets are calculated and given in Figures 2.7
and 1. X axis of the graphs are given in log-scale to make the graphs more clear for
low degrees in figure 2.7. According to the figures, for higher degrees entropy has a
high variance. For Citeseer, Cora, WebKb and HepTh datasets, entropy increases by
the degree for lower degrees. For HepTh dataset, after some threshold degree, it starts
decreasing. For Synthetic datasets entropy first increases and after some threshold
degree level, it decreases.
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Figure 2.9 : Entropy vs degree.
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2.5.4 Clustering coefficient versus degree
Clustering coefficient versus degree graphs for the datasets are calculated and given
in Figure 2.10. According to the figure, for Cora and Citeseer datasets, clustering
coefficient decreases as degree increases and generally clustering coefficient of the
content graph is higher than the link graph’s. For WebKb and HepTh datasets,
the behavior in the link graphs are similar to Cora and Citeseer datasets’, but on
WebKb with lower clustering coefficient values and on HepTh with higher clustering
coefficient values. When we consider the content graph of WebKb dataset, clustering
coefficient values are much higher than link graph. For HepTh dataset, clustering
coefficient values of the content graph are lower than the link graph. The behavior on
Synthetic datasets is totally different. Clustering coefficient values for their content
graphs are close to their link graphs’.
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Figure 2.10 : Clustering coefficient vs degree.
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2.5.5 Homophily versus clustering coefficient
Homophily versus clustering coefficient graphs for the datasets are calculated and
given in Figure 2. According to the figure, Citeseer, Cora and Hepth datasets show
almost the same behavior. Homophily and clustering coefficient are not correlated on
these datasets. Link graph of the WebKb has much lower values than its content graph.
It is totally different on synthetic datasets.
2.5.6 Local alpha versus degree
Local alpha versus degree graphs for the datasets are calculated and given in Figure
2.11. X axis of the graphs are given in log-scale to make the graphs more clear for low
degrees in Figure 2.11. According to the figure, local alpha is not correlated with the
degree for the content graph. For higher degrees on the link graph, high variance in
local alpha is observed.
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Figure 2.11 : Local alpha vs degree.
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2.5.7 Local alpha versus homophily
Local alpha versus homophily graphs for the datasets are calculated and given in
Figures 2.12 and 4. According to the figures, for Cora, Citeseer and HepTh datasets,
local alpha increases as homophily increases on the link graphs. For WebKb dataset,
there is no correlation between homophily and local alpha. Local alpha is not
correlated with homophily on the content graph for these datasets. For Synthetic
datasets’ link graphs, variance in local alpha decreases as homophily increases. Again,
local alpha is not correlated with homophily on content graphs.
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Figure 2.12 : Local alpha vs homophily.
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2.5.8 Local beta versus degree
Local beta versus degree graphs for the datasets are calculated and given in Figure
2.13. X axis of the graphs are given in log-scale to make the graphs more clear for low
degrees in figure 2.13. According to the figure, local beta has a high variance on nodes
with higher degree for Cora, Citeseer, HepTh and WebKb datasets, like in homophily
degree graphs, while it is more stable on Synthetic datasets. For Synthetic datasets,
local beta increases as degree increases on the link graph. Almost the same behavior
is observed on the content graphs.
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Figure 2.13 : Local beta vs degree.
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2.5.9 Local beta versus homophily
Local Beta versus homophily graphs for the datasets are calculated and given in Figures
2.14 and 5. According to the figures, local beta is directly correlated with homophily
on the content graphs for all datasets. For all datasets, the behavior of content graph
show us that the nodes having high homophily tend to connect to the nodes with high
homophily friendships. Similar to behavior on the content graphs, local beta also
increases as homophily increases on all datasets’ link graphs.
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Figure 2.14 : Local beta vs homophily.
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2.5.10 Local alpha versus clustering coefficient
Local alpha versus clustering coefficient graphs for the datasets are calculated and
given in Figures 6 and 7. According to the figures, there is no correlation between
local alpha and clustering coefficient on both content and link graphs for all datasets.
2.5.11 Local beta versus clustering coefficient
Local beta versus clustering coefficient graphs for the datasets are calculated and given
in Figures 8 and 9. According to the figures, there is no correlation between local beta
and clustering coefficient on both content and link graphs for all datasets. Local beta
values are higher on the link graph except for WebKb dataset.
2.5.12 Accuracy versus degree
Accuracy versus degree graphs for the datasets are calculated and given in Figures
2.15 and 10. X axis of the graphs are given in log-scale to make the graphs more clear
for low degrees in figure 2.15. According to the figures, high variance in accuracy is
observed on the nodes with higher degrees. For the Synthetic datasets, high variance
is observed on the lower degrees and accuracy increases as the degree increases.
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Figure 2.15 : Accuracy vs degree.
65
2.5.13 Accuracy versus clustering coefficient
Accuracy versus clustering coefficient graphs for the datasets are calculated and given
in Figures 11 and 12. According to the figures, there is no correlation between accuracy
and clustering coefficient.
2.5.14 Accuracy versus homophily
Accuracy versus homophily graphs for the datasets are calculated and given in Figures
2.16 and 13. According to the figures, accuracy is highly correlated with homophily
on the link graphs. On content graphs, accuracy has a high variance for low homophily
nodes.
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Figure 2.16 : Accuracy vs homophily.
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2.5.15 Accuracy versus entropy
Accuracy versus entropy graphs for the datasets are calculated and given in Figures
2.17 and 14. According to the figures, for content graphs, variance of the accuracy
increases by entropy. The same behavior also applies to the link graphs of Cora and
Citeseer datasets. For the WebKb, HepTh and Synthetic datasets, accuracy is not
correlated with entropy on their link graphs.
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Figure 2.17 : Accuracy vs entropy.
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2.5.16 Accuracy versus local alpha
Accuracy versus local alpha graphs for the datasets are calculated and given in Figures
2.18 and 15. According to the figures, for the content graphs local alpha of the nodes
are too populated between 0.8 and 1.0 which is totally different from link graph.
Accuracy and local alpha are highly correlated.
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Figure 2.18 : Accuracy vs local alpha.
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2.5.17 Accuracy versus local beta
Accuracy versus local beta graphs for the datasets are calculated and given in Figures
2.19 and 16. According to the figures, accuracy increases as local beta increases for
both on content and link graphs. On Synthetic datasets, high variance in accuracy is
observed on nodes with low degree.
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Figure 2.19 : Accuracy vs local beta.
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2.6 Discussion
Graph properties’ plots and calculated correlations show us that homophily and
accuracy are highly correlated as expected. Homophily and entropy are negatively
correlated as expected. Local alpha and accuracy are highly correlated on some
datasets. Local alpha and local beta are positively highly correlated for the link graphs.
Local beta and homophily are also correlated as expected.
When homophily is low, as in the case of WebKb dataset, links are not useful and
thus link only classifier just using links can not achieve a good test accuracy. This
situation also affects the test accuracy performance of collective classification. During
iterations, if homophily is low, flow of information through the network in collective
classification is not as beneficial as in the high homophily case.
Test accuracy obtained with snowball sampling is generally lower than test accuracy
obtained using random sampling on high homophily datasets. On the other hand on
low homophily datasets, the sampling method used does not make a big difference on
test accuracy.
In Section 3, we will use local alpha and local beta for deriving new heterogeneous
classifier combination methods.
We have seen that the graph produced from content features has different
characteristics than the link graph. The homophily of the content graph is generally
too low, compared to link graph. Since the content graph is constructed using local
content features and since there are thousands of content features most of which are
zero, instead of using all content features for construction of content graph, first a
feature selection algorithm can be applied and most useful features may be determined.
Then, the content graph may be constructed using only these selected features.
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3. HETEROGENEOUS CLASSIFIERS FOR COLLECTIVE
CLASSIFICATION
3.1 Background and Purpose
Collective classification (Chakrabarti et al. 1998, Macskassy & Provost 2007, Sen et
al. 2008) algorithms aim to classify networked data when the test nodes and their
links to other test nodes and training nodes are known. In collective classification,
first a base classifier is trained using both content and link information in training
data. Then, using a collective inference method, test nodes are iteratively labeled,
based on their content and neighbor information. Especially when there is class
autocorrelation among the neighboring nodes in the network, test nodes are able to take
advantage of their neighbors’ class information and collective classification improves
classification accuracy (Jensen et al. 2004). Iterative Classification Algorithm (ICA),
Gibbs Sampling and Relaxation Labeling (Macskassy & Provost 2007, Sen et al. 2008)
are common methods of collective inference.
Different choices of base classifiers that are able to use content and neighbors’
link information, such as naive Bayes, logistic regression, decision trees, k-nearest
neighbors, have been used in the literature (Jensen et al. 2004, McDowell et al. 2009;
2007, Neville & Jensen 2000, Sen et al. 2008). The base classifier takes as input,
usually, the content features of the node being classified and relational features, which
are usually an aggregation of the class labels of the other linked instances (McDowell
et al. 2009; 2007, Sen et al. 2008). However, when content and relational features show
different characteristics it may not be optimal to have a single classifier to combine all
of those features. For example, when the homophily in the network is low, one may
want to give more weight to the information that the content has. On the other hand, if
homophily is high, the content information may need to be given less weight. Also, if
there are multiple content types, such as text, images and audio on a web page or link
types such as direct or co-citation links on a web page; citation or bibliography links
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on scientific papers; SMS or call links in call detailed record (CDR) data or family,
work, friend links on a social web site, it is hard to input all those features into a single
classifier while still obtaining a good generalization performance. Certain content or
link types may be better suited to identify certain classes and putting all of them into a
single feature vector would harm discrimination ability. Moreover, for certain types of
content, certain choices of local classifier may be known to perform better, for example
SVMs have been known to perform well for text categorization (Joachims 1998), while
hidden Markov models are used for speech (Rabiner 1989), and therefore it could be
better to use different choices of classifiers for each content type. When a different
classifier is taught each type of content/link information, these classifier outputs need
to be combined to come up with a final class prediction.
In this section, we consider the following factors that affect the performance of a
classifier for a networked classification problem:
• Identity of the dataset: If a dataset has high homophily, and high average node
degree, then considering network information helps with classification.
• Snowball vs random sampling: Based on the classification problem, the test data
may either be randomly distributed or may come in a connected chunk. Random
or snowball sampling, respectively, results should be used for these two cases.
Snowball sampling accuracy results are usually lower and have more variance over
different test sets.
• Proportion of test data over the whole data set: If the test data set size increases
over the available nodes (and hence the training set size decreases), the test
classification accuracy usually decreases. In addition to the decreasing number of
training instances, the increased instability of ICA/LO classification for a larger test
set could be the reason for this.
• Identity of the training and test instances: While a classifier may perform well
on a test set, it may perform poorly on another test set.
First of all, for a given training and test split of the dataset, we train different classifiers,
such as SVM, Naive Bayes, Bayes Network, on content only, link only and content and
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link information (CO, LO, COLO respectively). We propose seven different classifier
combination methods to combine different classifiers. In order to select the most
diverse and useful classifiers, we use a genetic algorithm based selection method. We
use the validation sets to determine which classifiers should be combined to achieve
better performance for the given train/test partition of the dataset. After we determine
the classifier set to be combined, we use the same classifier set for the test set. Our
experiments on four different datasets, namely Citeseer, Cora, WebKb and HepTh,
show that our new method outperforms best of the base classifiers on the datasets used.
Our method can also be extended to collective classification scenarios with multiple
types of content and link.
3.2 Methodology
3.2.1 Classifier combination methods
We use seven different classifier combination methods. Some of these methods, such
as average and maximum, are classifier combination methods that have frequently been
used in the literature (Kuncheva 2004). We also introduce some classifier combination
methods that are specific to classification of networked data and that use some of the
network properties described in Section 2.
In this section, we consider different classifiers, such as SVM, Naive Bayes, Bayes
Network, trained on content only (gCO), link only (gLO) or content and link (gCOLO).
We assume that there are a total of K such classifiers being considered and denote
the output of each one of these classifiers on a node u as gk(u),k = 1, . . . ,K. If
the classification problem consists of C classes, the classifier outputs gk(u) are C
dimensional vectors. For each dimension c, gk,c(u) contains a number in [0 : 1] which
indicates the posterior probability of the cth class for the particular node. We use hc()
to denote a particular classifier combination method. For a particular node u, given the
base classifiers g1, . . . ,gK , the classifier combination method hc returns a label, denoted
as r̂(u) = hcomb(g1(u), . . . ,gK(u)). If the classification problem consists of C classes,
then for the node u, the classifier combination output r̂(u) is also a C dimensional
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vector. We denote the cth dimension of the combined output as r̂(u)c. The predicted
class is taken to be the class corresponding to the maximum value of the r̂(u) vector.
• AV E (Average) method returns the average of the outputs of the classifier set on a
node.
r̂(u) = hAV E(g1(u), . . . ,gK(u)) =
1
K
K
∑
k=1
gk(u) (3.1)
• MAX (Maximum): For each class c, the MAX method computes the probability of
that class to be the maximum of the class probabilities produced by each classifier
for class c.
r̂(u)c = hMAX(g1(u), . . . ,gK(u)) = maxk=1,...,K gk,c(u) (3.2)
• ENT (Minimum Entropy). When a classifier outputs similar probabilities for each
class, then this indicates uncertainty of the classifier. We measure the uncertainty
of classifier k at node u using Ent(gk(u)) which is the entropy of the C dimensional
classifier output gk(u). The Minimum Entropy method selects the classifier for
which the classifier outputs have the minimum entropy:
r̂(u) = gk∗(u) where k∗= arg min
k=1,...,K
Ent(gk(u)) (3.3)
• AV G−LA (Alpha Weighted Average) method computes a weighted average of the
classifier outputs. The weight of a classifier gk on a particular node u is taken to be
αgk(u) ∈ R, which is the classifier’s accuracy on the training nodes which are in the
neighborhood of the node (See Section 2.2.10).
If a test node is too far away from training data in G, there may not be any training
nodes within its h neighborhood. The same could happen for a test node too far
away from training data in the content graph GCO. When that is the case, instead of
the local weights αgk(u), their averages over the whole corresponding GCO or GLO
graphs are used.
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In order to compute the αgk(u) values, we need to determine the size of the
neighborhood. In our previous study (Cataltepe et al. 2011), we determined the
best values of the number of hops, h∗CO and h
∗
LO, based on the training data
as follows: We compute the correlation (Pearson Correlation Coefficient, to be
precise) between accuracy of a classifier on a node and also the local average
accuracy of the classifier within the h neighborhood of the node. We choose the
best number of hops, h∗, as the number of hops which maximizes this correlation.
r̂(u) = hAV G−LA(g1(u), . . . ,gK(u)) =
1
K
K
∑
k=1
αgk(u)gk(u) (3.4)
• MAX − LA (Alpha Weighted Max) method takes the maximum of the classifier
outputs weighted with the αgk values:
r̂(u)c = hMAX−LA(g1(u), . . . ,gK(u)) = maxk=1,...,K αgk(u)gk,c(u) (3.5)
• AV G−BETA (Beta Weighted Average) method also computes a weighted average
of the classifier outputs for each class. The weights are determined as the βk(u)
values computed for the node according to the graph used for the classifier gk.
As explained in Section 2.2.11, the local beta property is defined for each node
and a graph (GCO or GLO) as the homophily of the neighbors of a node within the
h-neighborhood and in the training set. For CO classifiers βCO, for LO and ICA
classifiers βLO is used.
If a test node is too far away from training data in G, there may not be any training
nodes within its h neighborhood. When that is the case, instead of the local weights
β (u), global β values, which are namely their averages over the whole graph, are
used.
r̂(u) = hAV G−BETA(g1(u), . . . ,gK(u)) =
1
K
K
∑
k=1
βk(u)gk(u) (3.6)
• MAX −BETA (Beta Weighted Max) method takes the maximum of the classifier
outputs weighted with the β (u) values:
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r̂(u)c = hMAX−BETA(g1(u), . . . ,gK(u)) = maxk=1,...,K βk(u)gk,c(u) (3.7)
3.2.2 Genetic algorithm
Genetic algorithms (GAs) (Mitchell 1996), inspired from biological evolution and
based on the evolutionary ideas of natural selection and genetics, are one of the
most powerful stochastic methods that solve optimization problems with the ability to
explore a very large solution space within a limited time. GAs are domain independent
and can be applied to any problem in different application domains. For any given
problem, GAs may not be able to find the optimal solution, but in most cases the
solution found is good enough and acceptable.
GAs use intelligent and random search to solve optimization problems (Mitchell 1996).
Randomness is introduced through the use of mutation, crossover and selection of
individuals that would be allowed to pass their genes to the next population. Search
is intelligent, because the selection of individuals for reproduction and survival is
also based on a domain and representation dependent fitness function. Aproppriate
representation of a problem so that it can be solved using genetic algorithms is an
important problem.
We use GA for our optimization problem, to decide on which of the base classifiers to
be included in the classifier set to optimize test accuracy performance of the particular
classifier combination method. In other words, our fitness function value is the test
accuracy. However since we do not know the labels of the test set, we determine the
classifier set by using a validation set instead of the test set.
In our GA, we have a population that consists of 20 individuals. The length of
the chromosome is the number of base classifiers to be selected. We generate and
evaluate the population for 500 times. We use JGAP library (et al. 2014) with default
configuration for crossover, mutation and selection. The default rate for crossover is
35%, that is, per generation total number of crossover operations are populationSize *
0.35 and each crossover produces 2 individuals. Crossover point is selected randomly.
Mutation rate is 1/12. Mutation is applied to the individuals excluding the ones
produced by crossover. The selector is elitist, that is, best 90% of the previous
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population is inherited to the next generation. Our fitness function calculates and
returns the validation accuracy performance with the particular classifier combination
method using the selected classifiers. We give the genetic algorithm that we use in
Algorithm 2.
Algorithm 2 Genetic algorithm.
1: Input: G = (V,E),Vtrain,Vvalidation,Vtest
2: Input: Xtrain,Rtrain (training inputs and outputs)
3: Input: Xvalidation (validation inputs)
4: Input: NumberO f Evolutions = 500
5: Input: PopulationSize = 20
6: Input: ChromosomeSize = K (Number of base classifiers)
7: Input: FitnessFunction = Accuracy of selected classifiers among g1, . . . ,gK on
Vvalidation, using a specific classifier combination method, hcomb where comb ∈
{AV E,MAX ,ENT,AV G−LA,AV G−BETA,MAX−LA,MAX−BETA}.
8: Output: SelectedClassi f iersSet
9: InitializePopulation()
10: fitnessMax = 0
11: evolution = 0
12: GenerateRandomInitialPopulation()
13: for evolution = 0 to NumberO f Evolutions do
14: for individual = 0 to PopulationSize do
15: fitnessOfTheIndividual = calculateFitness()
16: if f itnessO f T heIndividual > f itnessMax then
17: fitnessMax = fitnessOfTheIndividual
18: fittestIndividual = individual
19: end if
20: end for
21: applyCrossOver()
22: applyMutation()
23: selectNextGeneration()
24: end for
25: return convertFittestIndividualToSelectedClassfiersSet(fittestIndividual)
3.3 Experiments
3.3.1 Experimental setup
In this section, we present a number of experiments to compare different classifier
combination methods’ performance.
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3.3.1.1 Datasets
Citeseer, Cora, HepTh scientific publication datasets and WebKb web pages dataset
are used in the experiments. For details about these datasets please refer to Section
1.4.
3.3.1.2 Sampling
We produce test-train splits 10 times and report the average accuracies over these folds
for all experiments. In our experiments, we used different train/test percentages, where
test percentage is changed from 10 percent to 90 percent by an increment of 10 percent
of the whole dataset. The validation set ratio is kept as fixed as 5 percent of the whole
dataset and used with training partition when necessary. For all of these combinations,
we used both random sampling and snowball sampling whose details are given in
Section 1.2.1.
3.3.1.3 Classification methods
A base classifier which is trained on node features and local connectivity information
is needed for collective classification.
In this section of the thesis, we use logistic regression (LR), Support Vector Machine
(SVM), Naive Bayes (NB), Bayes Net (BN), k-Nearest Neighbor (kNN, k=1 and k=3),
Random Forest (RF), Radial Basis Function (RBF) and J48 for the gCO, gLO and gCOLO
classifiers. For all of the methods Weka implementations with default parameters
(unless otherwise noted) have been used.
3.3.2 Experimental results
3.3.2.1 Base classifier experiments
First of all, we conducted the experiments with different base classifiers given in
Section 3.3.1.3 by using content only, link only and ICA for all different train/test ratios
mentioned in Section 3.3.1.2 for both random and snowball sampling for all datasets
considered. Since a total of 10 different classifiers were used with two different
sampling methods with 9 different train/test ratios for each fold, 180 content only
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Figure 3.1 : Classifier selection procedure flow.
experiment results, 360 link only results, and 360 ICA results were obtained. For
link only and ICA, we did not only generate the results obtained at the end of the
iterations, but also the result obtained during start of the iterations. That’s why the
results obtained for link only and ICA were twice of the content only results. Since
we used 10-fold cross validation, during the experiments, the number of results were
multiplied by 10, resulting with a total of 9000 experiment results. Each result file
consists the class membership probability distribution vector outputs generated by the
corresponding classifier for all the nodes.
For each fold each experiment repeated twice differentiating with if the validation set
is included or not in the training stage.
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Figure 3.2 : Comparison of test accuracy performance of different classifier combina-
tion methods on Citeseer dataset.
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Figure 3.3 : Comparison of test accuracy performance of different classifier combina-
tion methods on Cora dataset.
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Figure 3.4 : Comparison of test accuracy performance of different classifier combina-
tion methods on WebKb dataset.
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Figure 3.5 : Comparison of test accuracy performance of different classifier combina-
tion methods on HepTh dataset.
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Figure 3.6 : Comparison of different classifier combination methods, with random
sampling.
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Figure 3.7 : Comparison of different classifier combination methods, with snowball
sampling.
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3.3.2.2 Performance of different classifiers
The results of the experiments mentioned in Section 3.3.2.1 are given in figures 3.2,
3.3, 3.4 and 3.5. They show the accuracies obtained when content only (CO), link
only (LO) and ICA classifiers were used with a specific classification method for each
dataset. Since for the base classifiers, standard deviations of the results are at most
0.01 for Citeseer and Cora datasets and at most 0.03 for WebKb and HepTh datasets,
we did not plot error bars to keep the figures more clear.
For CO classification, SVM, BN and NB performed best for almost all different test
ratios for Citeseer and Cora datasets. For WebKb dataset, SVM and BN performed
best. When we consider HepTh dataset, SVM, BN and NB were the best performers,
noting that NB was better from the others especially when test data increased.
For LO classification, LR performed best when train/test ratio is high and kNN
classifiers performed best when train/test ratio is low. For WebKb dataset, almost all of
the classifiers except LR and SVM performed similarly. Again, the behavior of LR was
similar to the one in Citeseer and Cora’s. Classifiers also behaved similarly on HepTh
dataset when random sampling is considered. However when snowball sampling is
considered, SVM had a superior behavior to the others when test ratio is between 0.2
and 0.6.
For collective classification, ICA, BN and SVM were the best performers. BN was a bit
superior to SVM for Citeseer dataset. When test ratio is above 0.8, their performances
decreased below NB. BN performed best when Cora dataset is considered, however
still if the test data increases 70% of the dataset, SVM performed better than BN.
When we consider WebKb dataset, SVM was the best performer almost for all test
ratios. BN followed it, approaches more to it when snowball sampling is considered.
For HepTh dataset, BN was the best performer when random sampling is considered.
For test ratios above 0.6, NB performed better than BN. When we consider snowball
sampling, SVM was the best performer, and BN, surprisingly failed to achieve good
performance.
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The overall picture shows us that ICA performed better than CO methods. The results
of these experiments also show us that for different train/test ratios, with different
sampling methods, on different datasets, different classifiers may perform better. Using
the same classifier for all the domain, should lead to loss of information.
3.3.2.3 Heterogeneous classifier combination
Based on the results obtained, the question arose: How can we best combine the
classifiers to obtain the best result? For combination, we used content only, link only
iterations end and ICA iterations end experimental results. There were a total of 30
classifiers for this case. To combine these results, we used the proposed methods in
Section 3.2.1. Our main objective was to maximize the test accuracy performance
with each method. To accomplish this, we used the validation set for the fold, to
decide which of the classifiers should be selected for the corresponding fold with the
corresponding classifier combination method. However, since there were 30 classifiers
to be considered, we had a total of 230 subsets of the classifiers could be selected.
Since each calculation takes about 8 milliseconds on laptop having a 8 cores, 2.2
Ghz. i7 processor with 16 GB. of RAM with 480GB. SSD hard disk, on average,
230 calculations for 4 datasets, 9 test ratios, 7 different methods for 10 different
folds execution, it was almost impossible to calculate and check all combinations.
Therefore, we used a genetic algorithm to be able to find a good enough and an
acceptable solution for our combination problem. The objective function for the
genetic algorithm we used, returned the accuracy obtained on the validation set using
corresponding classifier combination method. That is, whenever we use AVE method
for combination, we use the classifier set that maximizes validation test accuracy on the
fold with AVE combination method. Then, we selected the classifier set that maximizes
the validation accuracy. We used the same classifier set to assess accuracy on the test
set. However in this case, we also used validation set in training the corresponding
classifier (See figure 3.1).
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Table 3.1 : A sample of selected classifiers for each fold (Cora, SS, Test = 0.5, AVE).
# Sel. LR SVM KNN1 KNN3 NB BN RF RBF J48 LIBSVM
C
O
L
O
IC
A
C
O
L
O
IC
A
C
O
L
O
IC
A
C
O
L
O
IC
A
C
O
L
O
IC
A
C
O
L
O
IC
A
C
O
L
O
IC
A
C
O
L
O
IC
A
C
O
L
O
IC
A
C
O
L
O
IC
A
F0 16 x x x x x x x x x x x x x x x x
F1 7 x x x x x x x
F2 13 x x x x x x x x x x x x x
F3 11 x x x x x x x x x x x
F4 7 x x x x x x x
F5 11 x x x x x x x x x x x
F6 7 x x x x x x x
F7 11 x x x x x x x x x x x
F8 11 x x x x x x x x x x x
F9 13 x x x x x x x x x x x x x
3.3.2.4 Performance of heterogeneous classifier combination
The results of the experiments mentioned in Section 3.3.2.3 is given in figure 3.6 for
random sampling and in figure 3.7 for snowball sampling. Each figure shows the
accuracies obtained with the proposed classifier combination methods for each dataset.
To be able to show the increase in performance, we also included our baseline best
performer base classifier, BN-ICA, in these figures.
Almost for all the datasets, all the proposed classifier combination methods achieved
better performance than best performer base classifier BN-ICA. However, especially
AVE, AVG-LA and MAX-LA were the best performers among the others for both
random sampling and snowball sampling on all datasets considered. ENT, AVG-BETA
and MAX methods performed similarly, still they performed well from our baseline
ICA, but worse than AVE, AVG-LA, MAX-LA methods. MAX-BETA method was
the worst performer in the proposed combination methods, still had good performance
than our baseline method. We see that using local alpha for normalization is beneficial,
since LA-MAX method was one of the best performers and had significant better
performance than MAX method. However it is difficult to say the same thing for
beta normalization. Since beta normalized versions of AVE and MAX methods, both
had significant performance decrease. It is better to note that for these experiments,
for αCO and αLO computations the number of hops to explore for neighborhood was
chosen to be h∗CO = 2 and h
∗
LO = 1, while as for βCO and βLO computations the number
of hops was chosen to be h∗CO = 1 and h
∗
LO = 1.
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Due to the complexity of the proposed methods, we prefer and suggest use of AVE
method among AVG-LA and MAX-LA methods. That’s why we present a new figure,
Figure 3.9, which compares our baseline BN-ICA with AVE classifier combination
method for both sampling methods at once to be able to visualize and summarize the
increase in performance by using our proposed heterogeneous classifier combination
methods. In figure 3.9, straight lines show the test accuracy performances obtained
by AVE combination method and dashed lines show the baseline BN-ICA. The test
accuracy increase in performance is significant and consistent for all different train/test
ratios for the datasets.
Just as our claim in the beginning, we showed that for a classifier combination method
even on different portions of train/test data, a set of different classifiers combination
may perform better. Due to lack of space, we gave the selected classifiers just for ten
folds on Cora dataset, for AVE classifier combination method with a test ratio of 0.5
(See Table 3.1).
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Figure 3.8 : Average genetic algorithm execution time (left side) and average testing
time of classifier combination methods (right side) for Cora dataset,
snowball sampling, test ratio = 0.5.
When we consider the time consumed, we see that almost all proposed classifier
combination methods perform extremely fast in terms of milliseconds for one fold
execution. However until testing, we have the another time consuming process which
is the classifier selection phase with the genetic algorithm. The execution of classifier
selection phase takes a few minutes for one classifier combination method per fold
(See Figure 3.8). The most time consuming part is the base classifiers training time.
We should recall that for any classification problem, generally a bunch of classifiers
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are trained. So, this phase can be assumed in regular cycle of the classification problem
solving process.
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Figure 3.9 : Test accuracy comparison of ICA with AVE heterogeneous combination
method.
3.4 Discussion
In this section, we presented content only, link only and ICA classification results
for different train/test ratios on four datasets, namely Cora, Citeseer, WebKb and
HepTh datasets. We prepared HepTh dataset for collective classification. Although
HepTh dataset was also used previously in collective classification by McDowell and
colleagues (McDowell et al. 2009), they used only the words in title or name of
the corresponding journal to construct the content features. However, we found the
matching abstracts of papers and used the words in the abstracts to construct the content
features. The number of non-relational features was 387 for their case, while it is 2295
for our case.
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For the datasets used, we have shown that for CO classification, SVM, BN and NB
performed best, while LR performed best when LO classification is considered. BN
and SVM were the best performers for ICA. So, for content only, link only or ICA
classification, based on the characteristics of inputs, different classifiers may perform
better than the others. Using the same classifier for all the domain, should lead to loss
of information. To overcome this problem, we proposed seven different heterogeneous
classifier combination methods (See Section 3.2.1). One of the major problems, we
faced, was to find the classifier set which should participate to combination process to
get better classification performance. We proposed a genetic algorithm based selection
method for this problem. We used the validation set with the corresponding classifier
combination method to find the classifier set to be selected. Our methods outperformed
best base classifiers. The test accuracy increase in performance is significant and
consistent for all different train/test ratios for the datasets. Especially AVE, AVG-LA
and MAX-LA combination methods were the best performers among others. Due to
the complexity of the proposed methods, we prefer and suggest use of AVE method
among AVG-LA and MAX-LA methods.
We showed that using local alpha (average accuracy of the neighbors in training set),
for normalization is beneficial, while it is difficult to say the same thing for beta
(average homophily of the neighbors in training set) normalization. Since for content
only classifiers, generated content only graph is used for calculation of local alpha and
beta, the structure of the content graph is important. We think that the main reason
not to be able to get better performance with local alpha based methods is the low
homophily of the content graph generated. Generating a high homophily content graph
is an interesting problem that we are planning to investigate in the near future.
The proposed method can also be extended to collective classification scenarios with
multiple types of content and link. This is another possible future research direction.
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4. COLLECTIVE CLASSIFICATION ON A NETWORK WITH DIRECTED
LINKS
4.1 Background and Purpose
Up to this point in the thesis, for the sake of simplicity, links in the networks are
assumed to be undirected. However, direction information was originally available
for the datasets used. Not to take into account direction information, when available,
may cause useful information for classification to be lost. That’s why, in this section,
the effect of using directed link information on classifier performance in collective
classification is explored in detail.
Performance of collective classification algorithms using different local classifiers are
evaluated on Citeseer, Cora, WebKb and HepTh datasets with random and snowball
sampling, using directed and undirected links for different train/test ratios. It has been
shown that by using directed graphs, significant performance increase is obtained when
link only classifier is used. This performance increase is also reflected in the collective
classification (ICA) results. Whenever directed links are used with snowball sampling,
the performance of the content only classifier decreased slightly. The reason for this is,
snowball sampling is related to links and in case of usage of directed links, a growing
snowball has less directions to grow compared to an undirected graph. Content only
classifiers’ performance for random sampling was not affected by directed links, since
random sampling is independent of the links.
4.2 Methodology
4.2.1 Collective classification with directed links
First of all, directed graphs were constructed for the datasets. The main question should
be answered here was how to construct the relational features so as to use the direction
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information. Traditional, undirected relational features, are constructed usually by
aggregating the class labels of the other linked instances (McDowell et al. 2009; 2007,
Sen et al. 2008). However, when direction information is available, the concept of
neighborhood needs to be redefined. For each node in the directed graph, there are
in links and out links. Considering only the out links for neighborhood, again, might
cause useful information to be lost. So, for each node, we construct the relational
features by concatenating two vectors, namely in neighbors vector, and out neighbors
vector. In neighbor vector is constructed by aggregating the class labels of the other
linked instances, which connect to the node. Out neighbor vector is constructed as in
the traditional one by aggregating the class labels of the other linked instances, which
the node connects. In Figure 4.1, the construction of relational features is summarized.
The nodes in the graph belong to 3 different classes A, B and C. On the left side
relational features are constructed assuming the graph is undirected, while on the right
side the graph is taken to be a directed graph. In this section, as in the previous
sections, the Count aggregation method is used. Directed relational feature vector’s
size is double size of the undirected one. This is a consequence of using in links in the
first part and out links in the latter part of the vector.
Figure 4.1 : Construction of relational features, left: undirected graph, right: directed
graph.
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4.3 Experiments
4.3.1 Experimental setup
4.3.1.1 Datasets
Citeseer, Cora, HepTh scientific publication datasets and WebKb web pages dataset
are used in the experiments. For details about these datasets please refer to Section
1.4.
4.3.1.2 Sampling
Test-train splits are produced 10 times and average accuracies over these folds are
reported for all experiments. In the experiments, different train/test percentages are
used, where test percentage is changed from 10 percent to 90 percent by an increment
of 10 percent of the whole dataset. For all of these combinations, both random
sampling and snowball sampling are used whose details are given in Section 1.2.1.
4.3.1.3 Classification methods
A base classifier which is trained on node features and local connectivity information
is needed for collective classification.
In the experiments, logistic regression (LR), Support Vector Machine (SVM), Naive
Bayes (NB), Bayes Net (BN), k-Nearest Neighbor (kNN, k=1 and k=3), Random
Forest (RF), Radial Basis Function (RBF) and J48 are used as base classifiers for
the gCO, gLO and gCOLO classification. Again, unless otherwise noted, for all of the
methods Weka implementations with default parameters have been used.
4.3.1.4 Details of the experiments
First of all, we conducted the experiments with different classifiers given in Section
4.3.1.3 by using content only, link only and ICA for all different train/test ratios
mentioned in Section 4.3.1.2 for both random and snowball sampling for all datasets
considered using directed links and undirected links. Since a total of 10 different
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classifiers were used with two different sampling methods with 9 different train/test
ratios for each fold, 180 content only experiment results, 360 link only results, and
360 ICA results were obtained. For link only and ICA, we did not only generate the
results obtained at the end of the iterations, but also the result obtained during start of
the iterations. That’s why the results obtained for link only and ICA were twice of the
content only results. Since we used 10-fold cross validation, during the experiments,
the number of results were multiplied by 10, resulting with a total 18000 experiment
results composed of 9000 undirected and 9000 directed experiment results.
4.3.2 Experimental results
4.3.2.1 Performance of different classifiers
The results of the experiments mentioned in Section 4.3.1.4 are given in Figures 4.2
and 4.3 for Citeseer dataset, in Figures 4.4 and 4.5 for Cora dataset, in Figures 4.6 and
4.7 for WebKb dataset and in Figures 4.8 and 4.9 for HepTh dataset. To be able to
visualize the results better, the results obtained with directed links versus undirected
links, are presented in two different figures for each dataset. The figures are separated
according to different set of classifiers, which of each includes 5 different classifiers.
The first classifier set includes LR, SVM, BN, NB and RF, while the second classifier
set includes kNN1, kNN3, RBF, J48 and libSVM. The test accuracy differences for the
cases of directed graphs versus undirected graphs are given in Figures 4.10, 4.11, 4.12
and 4.13.
According to the Figures 4.2, 4.3 and 4.10, on Citeseer dataset, almost all classifiers
get benefit from directed links regardless of the sampling method used, when link only
classification is considered. Especially they benefit more when snowball sampling is
used. While J48, BN and libSVM get benefit more with random sampling, BN, NB,
kNN3, LR and especially SVM get benefit more with snowball sampling when link
only classification is considered. Directed links are also useful for ICA. Especially J48
benefits best when directed links are used with ICA.
According to the Figures 4.4, 4.5 and 4.11, on Cora dataset, almost all classifiers get
benefit from directed links regardless of the sampling method used when link only
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LR Und SVM Und KNN3 Und NB Und BN Und LR Dir SVM Dir KNN3 Dir NB Dir BN Dir
Figure 4.2 : Citeseer SS, DSS, RS, DRS comparison (classifier set 1).
classification is considered. However especially they benefit more when snowball
sampling is used. kNN3 benefits best from directed links regardless of the sampling
method used. kNN1, RF and SVM follow kNN3 if snowball sampling is used. Usage
of directed links are also useful for ICA. NB, LR, SVM and especially J48, benefit
more when directed links are used with ICA.
According to the Figures 4.6, 4.7 and 4.12, on WebKb dataset, LR, NB and BN get
worse accuracies when directed links are used. libSVM, J48, RF and SVM benefit
more for both sampling methods. Usage of directed links are also useful for ICA.
Especially BN benefits best when directed links are used with random sampling. SVM,
kNN3 and NB benefit more with ICA when snowball sampling is used.
According to the Figures 4.8, 4.9 and 4.13, on HepTh dataset, almost all classifiers get
benefit from directed links when snowball sampling method is used with link only
classification. RF, J48 and especially BN benefit more. When random sampling
is considered, accuracies obtained in case of usage of directed links do not differ
significantly. Usage of directed links are also useful for ICA. NB, J48, and especially
BN benefit more when directed links are used with ICA.
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KNN1 Und RF Und RBF Und J48 Und LIBSVM Und KNN1 Dir RF Dir RBF Dir J48 Dir LIBSVM Dir
Figure 4.3 : Citeseer SS, DSS, RS, DRS comparison (classifier set 2).
4.4 Discussion
It is observed that using directed links provides significant test accuracy performance
increase on high homophily datasets when link only classifier is used. Meaning
that directed features are more useful than undirected ones and when we do not use
direction information, whenever is available, we may lose some useful information.
Especially link only classifier benefits more from direction information. This useful
information also reflects to collective classification (ICA) and we get better results
as well. However when homophily of the graph is low, using directed information
does not help as expected since links are naturally are not much helpful, like as in the
WebKb dataset.
One important thing to mention that whenever directed links are used, the performance
of the content only classifier decreases slightly. The reason for that is, snowball
sampling is related to links and in case of usage of directed links, growing snowball has
less directions to grow compared to undirected one. Content only for random sampling
is not affected by directed links since the sampling is independent of the links.
It has been shown that different classifiers may benefit more from directed information
on different datasets.
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LR Und SVM Und KNN3 Und NB Und BN Und LR Dir SVM Dir KNN3 Dir NB Dir BN Dir
Figure 4.4 : Cora SS, DSS, RS, DRS comparison (classifier set 1).
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KNN1 Und RF Und RBF Und J48 Und LIBSVM Und KNN1 Dir RF Dir RBF Dir J48 Dir LIBSVM Dir
Figure 4.5 : Cora SS, DSS, RS, DRS comparison (classifier set 2).
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LR Und SVM Und KNN3 Und NB Und BN Und LR Dir SVM Dir KNN3 Dir NB Dir BN Dir
Figure 4.6 : WebKb SS, DSS, RS, DRS comparison (classifier set 1).
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KNN1 Und RF Und RBF Und J48 Und LIBSVM Und KNN1 Dir RF Dir RBF Dir J48 Dir LIBSVM Dir
Figure 4.7 : WebKb SS, DSS, RS, DRS comparison (classifier set 2).
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LR Und SVM Und KNN3 Und NB Und BN Und LR Dir SVM Dir KNN3 Dir NB Dir BN Dir
Figure 4.8 : HepTh SS, DSS, RS, DRS comparison (classifier set 1).
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KNN1 Und RF Und RBF Und J48 Und LIBSVM Und KNN1 Dir RF Dir RBF Dir J48 Dir LIBSVM Dir
Figure 4.9 : HepTh SS, DSS, RS, DRS comparison (classifier set 2).
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D‐U/RS/0.9 CO LO‐Start LO‐End ICA‐Start ICA‐End CO LO‐Start LO‐End ICA‐Start ICA‐End D‐U/SS/0.9
LR 0 ‐0,01 ‐0,01 0,01 0,01 0,01 0,05 0,08 0,08 0,08 LR
SVM 0 0 0,01 0,01 0 0,06 0,04 0,06 0,07 0,07 SVM
KNN1 0 ‐0,01 0,02 0 0 ‐0,01 0,05 0,06 0 0 KNN1
KNN3 0 0 0,02 0 0 0,05 0,05 0,09 0,04 0,04 KNN3
NB 0 0 0,01 ‐0,08 ‐0,05 0,05 0,02 0,04 ‐0,06 ‐0,05 NB
BN 0 ‐0,01 0,01 0 0 0,02 0,03 0,03 0,08 ‐0,01 BN
RF 0 0,01 0,02 ‐0,02 ‐0,02 0,02 0,03 0,04 0,03 0,01 RF
RBF 0 ‐0,01 ‐0,01 0 0 0,05 0,01 0,01 0,05 0,06 RBF
J48 0 0,01 0,02 0,05 0,07 ‐0,02 0,05 0,04 0,09 0,13 J48
LIB_SVM 0 ‐0,01 ‐0,01 0 0 ‐0,01 0,04 0,05 ‐0,01 ‐0,01 LIB_SVM
D‐U/RS/0.8 D‐U/SS/0.8
LR 0 ‐0,01 ‐0,01 0 0 0,02 0,04 0,06 0,01 0 LR
SVM 0 0 0,02 0 0 0,02 0,08 0,12 0,02 0,03 SVM
KNN1 0 0 ‐0,01 0 0 0,02 0,07 0,1 0,03 0,03 KNN1
KNN3 0 ‐0,01 0 0 0 0,03 0,07 0,12 0,03 0,03 KNN3
NB 0 0 0,01 ‐0,04 ‐0,02 0,02 0,06 0,07 ‐0,02 ‐0,01 NB
BN 0 0,01 0,03 0 0 0,01 0,05 0,09 0,02 ‐0,01 BN
RF 0 0,01 ‐0,01 ‐0,01 ‐0,03 0,01 0,06 0,06 0,01 ‐0,01 RF
RBF 0 ‐0,01 ‐0,01 0 0 0,04 0,04 0,05 0,04 0,04 RBF
J48 0 0,01 0,02 0 0,03 ‐0,01 0,06 0,04 0,1 0,12 J48
LIB_SVM 0 0,01 0,01 0 0 ‐0,02 0,08 0,09 ‐0,01 ‐0,01 LIB_SVM
D‐U/RS/0.7 D‐U/SS/0.7
LR 0 0 ‐0,01 0 0 0,03 0,07 0,11 0 ‐0,02 LR
SVM 0 0,01 0,02 0 0 0 0,08 0,11 ‐0,01 ‐0,02 SVM
KNN1 0 0 0,01 0 0 0,03 0,05 0,09 0,04 0,04 KNN1
KNN3 0 ‐0,01 0 0 ‐0,01 0,04 0,05 0,1 0,04 0,04 KNN3
NB 0 0,02 0,03 ‐0,01 0 ‐0,01 0,06 0,08 0,02 0,02 NB
BN 0 0,02 0,03 ‐0,01 0 0 0,03 0,1 0 ‐0,01 BN
RF 0 0,01 ‐0,01 0 0 ‐0,03 0,05 0,04 ‐0,01 ‐0,01 RF
RBF 0 0 0,02 0 0 0,03 0,03 0,04 0,03 0,03 RBF
J48 0 0,01 0,01 0,01 0,02 ‐0,03 0 0,02 0,03 0,04 J48
LIB_SVM 0 0 0,02 ‐0,01 ‐0,01 ‐0,02 0,07 0,1 ‐0,02 ‐0,02 LIB_SVM
D‐U/RS/0.6 D‐U/SS/0.6
LR 0 ‐0,01 0 ‐0,01 0,01 ‐0,01 0,11 0,14 0,06 0,06 LR
SVM 0 ‐0,01 0 0 0 0 0,08 0,1 ‐0,01 ‐0,02 SVM
KNN1 0 0 ‐0,01 0 0 ‐0,01 0,07 0,07 0,01 0,01 KNN1
KNN3 0 ‐0,01 0 0 0 0,01 0,07 0,09 0,02 0,02 KNN3
NB 0 0,01 0 0 0 ‐0,02 0,09 0,14 0,04 0,02 NB
BN 0 0,01 0,03 ‐0,01 0 ‐0,02 0,05 0,09 0 ‐0,01 BN
RF 0 0,01 0,01 0 0 ‐0,01 0,05 0,05 ‐0,02 ‐0,05 RF
RBF 0 0 ‐0,01 0 0 0,01 0,04 0,05 0,01 0,01 RBF
J48 0 0 0 0,04 0,06 ‐0,03 ‐0,01 0,01 0,01 0 J48
LIB_SVM 0 0,02 0,02 ‐0,02 ‐0,02 ‐0,03 0,09 0,1 ‐0,02 ‐0,03 LIB_SVM
D‐U/RS/0.5 D‐U/SS/0.5
LR 0 ‐0,01 0 0,02 0,03 0,06 0,08 0,11 0,05 0,06 LR
SVM 0 ‐0,01 ‐0,01 0 ‐0,01 ‐0,02 0,07 0,11 ‐0,02 ‐0,02 SVM
KNN1 0 0 0,01 0 0 ‐0,03 0,07 0,09 ‐0,03 ‐0,03 KNN1
KNN3 0 0 0,01 0 0 ‐0,02 0,07 0,08 ‐0,01 0,01 KNN3
NB 0 0 ‐0,01 0,01 0,01 ‐0,03 0,1 0,12 0,05 0,04 NB
BN 0 0 0,03 ‐0,01 0 ‐0,02 0,08 0,14 0 ‐0,02 BN
RF 0 0 0 0 ‐0,01 ‐0,04 0,03 0,05 ‐0,03 ‐0,04 RF
RBF 0 ‐0,01 ‐0,02 0 0 ‐0,03 0,07 0,08 ‐0,03 ‐0,03 RBF
J48 0 0 0,02 0,02 0,04 ‐0,04 0,03 0,05 0,01 ‐0,04 J48
LIB_SVM 0 0,01 0,02 ‐0,03 ‐0,03 ‐0,05 0,07 0,09 ‐0,1 ‐0,1 LIB_SVM
D‐U/RS/0.4 D‐U/SS/0.4
LR 0 0 0 ‐0,01 ‐0,02 ‐0,03 0,05 0,05 ‐0,09 ‐0,1 LR
SVM 0 ‐0,02 0 0 0 ‐0,02 0,05 0,12 0 ‐0,01 SVM
KNN1 0 0 0,01 0 ‐0,01 ‐0,05 0,05 0,03 ‐0,05 ‐0,05 KNN1
KNN3 0 ‐0,01 0 0 0 ‐0,04 0,07 0,06 ‐0,02 ‐0,02 KNN3
NB 0 0,01 0,02 0 0,01 ‐0,02 0,09 0,1 0,03 0,02 NB
BN 0 ‐0,01 0,01 ‐0,01 0 ‐0,02 0,05 0,05 0 0 BN
RF 0 0,02 0 ‐0,01 0 ‐0,03 0,02 0,02 ‐0,02 ‐0,04 RF
RBF 0 0,01 0,01 0 0 ‐0,05 0,03 0,04 ‐0,05 ‐0,05 RBF
J48 0 0 0,04 0,01 0,03 ‐0,02 0,01 0,05 0,01 ‐0,02 J48
LIB_SVM 0 0,01 0,03 ‐0,07 ‐0,08 ‐0,06 0,04 0,04 ‐0,14 ‐0,15 LIB_SVM
D‐U/RS/0.3 D‐U/SS/0.3
LR 0 ‐0,01 ‐0,01 0,02 0,03 0 0,03 0,04 ‐0,01 ‐0,01 LR
SVM 0 ‐0,02 0,01 0 0 ‐0,01 0,08 0,11 0 0 SVM
KNN1 0 0 ‐0,01 ‐0,01 0 ‐0,08 0,06 0,02 ‐0,06 ‐0,07 KNN1
KNN3 0 0 0 ‐0,01 0 ‐0,07 0,07 0,05 ‐0,04 ‐0,05 KNN3
NB 0 0,01 0 0 0 ‐0,02 0,06 0,06 0,01 0 NB
BN 0 0,01 0,05 0 0,01 ‐0,01 0,06 0,06 0,01 0,01 BN
RF 0 0 0,02 ‐0,01 0 ‐0,05 0,05 0,04 ‐0,04 ‐0,06 RF
RBF 0 ‐0,01 0,02 0 0 ‐0,04 0,01 0,03 ‐0,04 ‐0,04 RBF
J48 0 0,01 0,06 0 0,02 ‐0,04 0,03 0,09 0,02 0,02 J48
LIB_SVM 0 0,02 0,03 ‐0,06 ‐0,06 ‐0,06 0,01 0,01 ‐0,13 ‐0,15 LIB_SVM
D‐U/RS/0.2 D‐U/SS/0.2
LR 0 ‐0,01 ‐0,02 0 0 0,01 0,03 0,01 ‐0,01 ‐0,01 LR
SVM 0 ‐0,01 0,03 0 0 0,01 0,09 0,11 0,02 0,02 SVM
KNN1 0 0 0 0 0 ‐0,07 0,07 0,03 ‐0,04 ‐0,05 KNN1
KNN3 0 0,01 0,02 0 0 ‐0,08 0,06 0,02 ‐0,06 ‐0,05 KNN3
NB 0 0 0 0 0 0,01 0,04 0,03 0 ‐0,01 NB
BN 0 ‐0,01 0,02 0 0 0 0,05 0,06 0,03 0,03 BN
RF 0 0 0 0,01 0 ‐0,05 0,04 0,01 0,01 0,01 RF
RBF 0 ‐0,03 ‐0,05 0 0 ‐0,04 0,01 ‐0,03 ‐0,04 ‐0,04 RBF
J48 0 ‐0,01 0,02 0,01 0,01 ‐0,01 0,05 0,09 0,03 0,06 J48
LIB_SVM 0 0,02 0,02 ‐0,12 ‐0,13 ‐0,06 0,04 0,03 ‐0,2 ‐0,24 LIB_SVM
D‐U/RS/0.1 D‐U/SS/0.1
LR 0 0,02 0,01 0 0 ‐0,02 0,02 0,01 0 0,01 LR
SVM 0 0 0,01 0 0 0,02 0,06 0,06 0,03 0,02 SVM
KNN1 0 0 0 0 0,01 ‐0,07 0,06 ‐0,02 ‐0,03 ‐0,04 KNN1
KNN3 0 0,01 0,01 0 ‐0,01 ‐0,09 0,05 0 ‐0,06 ‐0,04 KNN3
NB 0 0,02 0,02 0,01 0,01 0,01 0,03 0 0,03 0,01 NB
BN 0 ‐0,02 ‐0,04 0 0 0 0,03 0,02 0,06 0,05 BN
RF 0 0 ‐0,01 ‐0,02 ‐0,01 ‐0,03 0,06 0,01 0 0,01 RF
RBF 0 ‐0,03 ‐0,02 0 0 ‐0,02 0,02 0 ‐0,02 ‐0,02 RBF
J48 0 ‐0,01 ‐0,01 0,02 0,03 ‐0,02 0,09 0,1 0,03 0,02 J48
LIB_SVM 0 0,01 0,02 ‐0,14 ‐0,17 ‐0,04 0,04 0,04 ‐0,12 ‐0,16 LIB_SVM
Figure 4.10 : Citeseer directed-undirected comparison.
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D‐U/RS/0.9 CO LO‐Start LO‐End ICA‐Start ICA‐End CO LO‐Start LO‐End ICA‐Start ICA‐End D‐U/SS/0.9
LR 0 0 0,01 0,01 0,03 0,03 0,05 0,05 0,01 0,02 LR
SVM 0 0,01 0,01 ‐0,02 ‐0,02 0,03 0,11 0,16 0,02 0,02 SVM
KNN1 0 0,02 ‐0,01 0 0 ‐0,01 0,08 0,15 ‐0,03 ‐0,04 KNN1
KNN3 0 0,03 0,01 ‐0,01 0 0,01 0,09 0,16 0,01 0 KNN3
NB 0 0,01 0 ‐0,06 ‐0,04 0,11 0,06 0,05 0,1 0,11 NB
BN 0 0,04 0,07 0,03 0,02 0,14 0,05 0,04 0,18 0,1 BN
RF 0 0,03 0,09 0,01 0,02 0,05 0,09 0,13 0,07 0,05 RF
RBF 0 ‐0,03 ‐0,07 0,01 0 0,03 0 0,02 0,03 0,04 RBF
J48 0 0,03 0,05 0,1 0,15 0,12 0,05 0,04 0,24 0,24 J48
LIB_SVM 0 0,06 0,05 0 0 0 0,13 0,14 0 0 LIB_SVM
D‐U/RS/0.8 D‐U/SS/0.8
LR 0 ‐0,07 ‐0,09 0,04 0,06 0 0,03 0,04 0,05 0,09 LR
SVM 0 0,03 0,05 0,01 0 0,03 0,08 0,07 0,04 0,02 SVM
KNN1 0 0,04 0,05 ‐0,01 0 0 0,07 0,12 0 ‐0,01 KNN1
KNN3 0 0,06 0,09 ‐0,01 ‐0,01 0 0,08 0,18 0,01 0 KNN3
NB 0 0,01 0,01 ‐0,07 ‐0,04 0,1 0,1 0,06 0,1 0,01 NB
BN 0 0,06 0,09 0 0,01 0,07 0,03 0,01 0,09 0,06 BN
RF 0 0,01 0,03 ‐0,03 ‐0,02 0,04 0,08 0,13 0,02 0 RF
RBF 0 0 ‐0,02 0 0,01 0,04 0,04 0,05 0,03 0,03 RBF
J48 0 0,01 0,05 0,02 0,04 0,09 0,08 0,07 0,1 0,08 J48
LIB_SVM 0 0,04 0,04 0 0 0,07 0,06 0,05 0,06 0,06 LIB_SVM
D‐U/RS/0.7 D‐U/SS/0.7
LR 0 ‐0,04 ‐0,04 0,02 0,04 0,05 0,08 0,08 0,1 0,15 LR
SVM 0 0,02 0,02 0,01 0,02 0,05 0,1 0,09 0,07 0,07 SVM
KNN1 0 0,06 0,06 ‐0,01 0 0 0,1 0,16 0,02 0,01 KNN1
KNN3 0 0,06 0,09 ‐0,01 ‐0,01 ‐0,01 0,13 0,1 0 ‐0,01 KNN3
NB 0 0,04 0,06 ‐0,01 0,02 0,07 0,13 0,12 0,11 0,07 NB
BN 0 0,02 0,06 ‐0,02 0 0,08 0,02 0,06 0,05 0,01 BN
RF 0 0,03 0,07 0 0,02 0,02 0,08 0,11 0,03 0,02 RF
RBF 0 ‐0,03 ‐0,04 0 0 0,02 0,07 0,11 0,02 0,02 RBF
J48 0 ‐0,01 0,01 0,04 0,08 0,07 0,06 0,08 0,15 0,14 J48
LIB_SVM 0 0,01 0 ‐0,01 ‐0,01 0,03 0,05 0,07 ‐0,01 ‐0,01 LIB_SVM
D‐U/RS/0.6 D‐U/SS/0.6
LR 0 ‐0,06 ‐0,07 0,03 0,03 0,03 0,07 0,09 0,04 0,07 LR
SVM 0 0,04 0,07 0,02 0,02 0,04 0,11 0,14 0,07 0,07 SVM
KNN1 0 0,04 0,05 ‐0,01 ‐0,01 ‐0,01 0,11 0,14 0 ‐0,01 KNN1
KNN3 0 0,04 0,07 0 0 0 0,17 0,18 0,01 0 KNN3
NB 0 0,04 0,07 0,01 0,04 0,04 0,16 0,15 0,13 0,11 NB
BN 0 0,03 0,06 ‐0,03 ‐0,01 0,05 0,07 0,09 0,05 0,03 BN
RF 0 0,03 0,06 ‐0,02 ‐0,01 0,02 0,11 0,16 ‐0,01 ‐0,02 RF
RBF 0 ‐0,03 ‐0,03 0,01 0 0,01 0,09 0,15 0,01 0,01 RBF
J48 0 ‐0,01 0,01 ‐0,03 ‐0,05 0,03 0,07 0,06 0,18 0,16 J48
LIB_SVM 0 0 0 ‐0,04 ‐0,05 ‐0,03 0,06 0,04 ‐0,09 ‐0,08 LIB_SVM
D‐U/RS/0.5 D‐U/SS/0.5
LR 0 ‐0,04 ‐0,05 ‐0,03 ‐0,02 ‐0,01 0,01 0,02 0,02 0,02 LR
SVM 0 0,02 0,04 0,02 0,03 0,01 0,09 0,14 0,03 0,03 SVM
KNN1 0 0,03 0,04 ‐0,01 ‐0,01 ‐0,02 0,12 0,15 ‐0,01 ‐0,02 KNN1
KNN3 0 0,05 0,1 ‐0,01 0 ‐0,04 0,14 0,12 ‐0,01 ‐0,01 KNN3
NB 0 0,03 0,06 0 0,02 0,02 0,12 0,14 0,1 0,08 NB
BN 0 0,03 0,04 ‐0,03 0 0,02 0,1 0,16 0,04 0,04 BN
RF 0 0,01 0,01 ‐0,02 ‐0,03 ‐0,03 0,08 0,13 0,01 0,02 RF
RBF 0 0 0 0 0 0 0,07 0,12 0 0 RBF
J48 0 0 0,02 0 ‐0,03 ‐0,01 0,07 0,06 0,1 0,09 J48
LIB_SVM 0 0,01 0,01 ‐0,08 ‐0,1 ‐0,03 0,05 0,03 ‐0,1 ‐0,11 LIB_SVM
D‐U/RS/0.4 D‐U/SS/0.4
LR 0 ‐0,03 ‐0,02 ‐0,02 0 ‐0,03 ‐0,03 ‐0,05 0 0,01 LR
SVM 0 0,04 0,08 0,02 0,03 ‐0,02 0,05 0,11 0,01 0 SVM
KNN1 0 0,03 0,07 0 0 ‐0,06 0,09 0,09 ‐0,06 ‐0,06 KNN1
KNN3 0 0,05 0,1 ‐0,01 0 ‐0,08 0,13 0,09 ‐0,05 ‐0,06 KNN3
NB 0 0,03 0,06 ‐0,01 0,02 0 0,1 0,11 0,03 0,02 NB
BN 0 0,03 0,05 ‐0,03 0 ‐0,01 0,08 0,12 0 0,01 BN
RF 0 0,02 0,02 0,01 0,02 ‐0,04 0,05 0,1 ‐0,05 ‐0,08 RF
RBF 0 ‐0,02 ‐0,02 0 0 ‐0,03 0,02 0,03 ‐0,03 ‐0,03 RBF
J48 0 ‐0,02 0,01 0 ‐0,02 ‐0,03 0,04 0,07 0,1 0,1 J48
LIB_SVM 0 0,02 0,02 ‐0,08 ‐0,1 ‐0,03 0,04 0,06 ‐0,12 ‐0,16 LIB_SVM
D‐U/RS/0.3 D‐U/SS/0.3
LR 0 ‐0,01 0 0,04 0,04 ‐0,06 ‐0,1 ‐0,14 ‐0,02 ‐0,02 LR
SVM 0 0,03 0,06 0,03 0,04 ‐0,05 0,03 0,05 0 ‐0,01 SVM
KNN1 0 0,04 0,08 0 ‐0,01 ‐0,09 0,08 0,07 ‐0,08 ‐0,09 KNN1
KNN3 0 0,05 0,1 ‐0,01 0 ‐0,1 0,09 0,06 ‐0,08 ‐0,08 KNN3
NB 0 0,04 0,04 0 0,01 ‐0,01 0,07 0,06 0,02 0,02 NB
BN 0 0,02 0,02 ‐0,01 ‐0,01 ‐0,02 0,05 0,05 ‐0,03 ‐0,01 BN
RF 0 0,03 0,05 ‐0,01 0,02 ‐0,07 0,03 0,08 ‐0,07 ‐0,06 RF
RBF 0 0 0,01 0 0 ‐0,03 0,01 ‐0,03 ‐0,03 ‐0,04 RBF
J48 0 0,02 0,06 0 0,01 ‐0,06 ‐0,02 0 0,04 0,02 J48
LIB_SVM 0 0,02 0,02 ‐0,08 ‐0,11 ‐0,02 0 ‐0,01 ‐0,15 ‐0,2 LIB_SVM
D‐U/RS/0.2 D‐U/SS/0.2
LR 0 ‐0,01 0 0,04 0,05 ‐0,03 ‐0,1 ‐0,11 ‐0,03 ‐0,03 LR
SVM 0 0 0,03 0,04 0,04 ‐0,03 ‐0,02 ‐0,01 0,01 0,01 SVM
KNN1 0 0,02 0,04 ‐0,01 ‐0,02 ‐0,07 0,05 0,06 ‐0,06 ‐0,06 KNN1
KNN3 0 0,03 0,06 ‐0,01 ‐0,02 ‐0,09 0,06 0,05 ‐0,04 ‐0,05 KNN3
NB 0 0,02 0,04 0,01 0,01 0,01 0,04 0,02 0,02 0,03 NB
BN 0 0,01 0,01 ‐0,01 ‐0,01 0 ‐0,02 ‐0,03 ‐0,03 ‐0,01 BN
RF 0 0 0 0,01 0,01 ‐0,04 0,02 0,04 ‐0,02 0,01 RF
RBF 0 0,01 0,02 0,01 0 ‐0,02 ‐0,04 ‐0,08 ‐0,03 ‐0,03 RBF
J48 0 ‐0,01 0,01 0 0,01 ‐0,04 ‐0,02 0,05 0 ‐0,03 J48
LIB_SVM 0 0,02 0,03 ‐0,06 ‐0,08 ‐0,01 0 0,02 ‐0,15 ‐0,18 LIB_SVM
D‐U/RS/0.1 D‐U/SS/0.1
LR 0 ‐0,02 ‐0,01 ‐0,01 ‐0,01 0 ‐0,05 ‐0,05 ‐0,04 ‐0,04 LR
SVM 0 0 0,01 0,05 0,05 ‐0,03 0,03 0,03 0,03 0,04 SVM
KNN1 0 0 0 ‐0,02 ‐0,02 ‐0,05 0,06 0,03 ‐0,05 ‐0,04 KNN1
KNN3 0 0,01 0,02 ‐0,01 ‐0,01 ‐0,07 0,07 0,04 ‐0,03 ‐0,04 KNN3
NB 0 0,03 0,06 0,01 0,02 0,02 0,02 0,01 0,04 0,05 NB
BN 0 ‐0,01 0,03 0 0 ‐0,01 0,01 0,05 0 0,01 BN
RF 0 0 0,02 0,01 0,02 ‐0,04 0,03 0,03 ‐0,01 0,01 RF
RBF 0 ‐0,02 0 0 0 ‐0,03 0 ‐0,05 ‐0,03 ‐0,04 RBF
J48 0 ‐0,01 0,02 ‐0,02 0 ‐0,01 0,02 0,02 0 0,02 J48
LIB_SVM 0 0 0 ‐0,05 ‐0,06 0,01 0,03 0,05 ‐0,08 ‐0,1 LIB_SVM
Figure 4.11 : Cora directed-undirected comparison.
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D‐U/RS/0.9 CO LO‐Start LO‐End ICA‐Start ICA‐End CO LO‐Start LO‐End ICA‐Start ICA‐End D‐U/SS/0.9
LR 0 0 ‐0,02 ‐0,02 ‐0,01 0 ‐0,06 ‐0,07 0 0 LR
SVM 0 0,03 0,05 ‐0,01 0 0,07 0,07 0,13 0,06 0,07 SVM
KNN1 0 0,07 0,08 0 0 ‐0,01 0,03 0 0 0 KNN1
KNN3 0 0,06 0,08 0 0 ‐0,01 0,01 0,01 ‐0,01 ‐0,01 KNN3
NB 0 0,04 0,04 0 ‐0,01 0,01 0,02 0,02 ‐0,03 ‐0,02 NB
BN 0 0,02 0,03 0 0,01 ‐0,05 ‐0,02 0 ‐0,05 ‐0,05 BN
RF 0 0,07 0,08 0 0 0,02 0,05 0,07 0,03 0,04 RF
RBF 0 0,01 0,01 0 0 0,01 0,04 0,05 0,02 0,02 RBF
J48 0 0,08 0,09 0,01 0,01 ‐0,02 0,1 0,09 0 0 J48
LIB_SVM 0 0,04 0,04 0 0 ‐0,01 ‐0,03 ‐0,04 ‐0,01 ‐0,01 LIB_SVM
D‐U/RS/0.8 D‐U/SS/0.8
LR 0 0 0 0,01 0,01 0 ‐0,06 ‐0,06 ‐0,04 ‐0,04 LR
SVM 0 0,05 0,06 ‐0,01 0 ‐0,02 0,07 0,08 ‐0,02 ‐0,01 SVM
KNN1 0 0,03 0,02 0 0 ‐0,01 0,02 0,01 ‐0,01 ‐0,01 KNN1
KNN3 0 0,06 0,04 0 0 0 0,07 0,08 0 ‐0,01 KNN3
NB 0 0,03 ‐0,01 0,01 0,01 0,03 ‐0,08 ‐0,06 ‐0,01 0 NB
BN 0 0,04 0,04 0,02 0,02 ‐0,04 0,09 0,1 ‐0,04 ‐0,02 BN
RF 0 0,01 0,04 ‐0,01 ‐0,01 ‐0,03 0,08 0,07 ‐0,06 ‐0,06 RF
RBF 0 ‐0,03 ‐0,05 0 0 ‐0,03 0,03 0,03 ‐0,04 ‐0,03 RBF
J48 0 0,03 0,05 0,01 0 ‐0,03 0,07 0,1 0 0,01 J48
LIB_SVM 0 0,02 0,03 0 0 0 0,06 0,06 ‐0,01 0 LIB_SVM
D‐U/RS/0.7 D‐U/SS/0.7
LR 0 0 ‐0,03 ‐0,02 ‐0,02 ‐0,03 ‐0,02 ‐0,07 0 ‐0,01 LR
SVM 0 0,05 0,07 ‐0,01 0 0,03 0 0,02 0,03 0,03 SVM
KNN1 0 0 0,02 0 0 0,02 ‐0,01 ‐0,01 0,02 0,02 KNN1
KNN3 0 ‐0,01 0,03 0 0 0,04 ‐0,01 ‐0,03 0,04 0,04 KNN3
NB 0 0 0 ‐0,01 0 0,04 ‐0,02 ‐0,06 0,02 0,04 NB
BN 0 0,07 0,07 0,02 0,03 0,03 0,1 0,09 0,02 0,03 BN
RF 0 0 0,05 0,03 0,03 ‐0,04 ‐0,01 0,03 ‐0,06 ‐0,06 RF
RBF 0 0 ‐0,01 0 0 ‐0,02 0,04 0,05 ‐0,03 ‐0,02 RBF
J48 0 0,04 0,06 0,03 0,04 0 0,02 0,03 0,04 0,05 J48
LIB_SVM 0 0,06 0,07 ‐0,01 0 ‐0,06 0,11 0,12 ‐0,06 ‐0,07 LIB_SVM
D‐U/RS/0.6 D‐U/SS/0.6
LR 0 0 ‐0,01 0,01 0,02 0,01 0,06 0,06 0,02 0,02 LR
SVM 0 0,05 0,05 0 0 ‐0,01 0,06 0,02 ‐0,01 ‐0,01 SVM
KNN1 0 0,01 0,03 0 0 0,02 0,02 0,02 0,03 0,02 KNN1
KNN3 0 0 0,03 0 0 0,03 0,03 0,02 0,02 0,03 KNN3
NB 0 ‐0,02 ‐0,03 ‐0,02 ‐0,01 ‐0,03 ‐0,01 ‐0,02 ‐0,05 ‐0,02 NB
BN 0 0,06 0,06 0,03 0,02 ‐0,04 0,03 0,07 ‐0,02 ‐0,03 BN
RF 0 0 0,04 0 0,01 ‐0,02 0 0,03 ‐0,02 ‐0,02 RF
RBF 0 0,04 0,04 0 0 ‐0,04 0,04 0,03 ‐0,04 ‐0,04 RBF
J48 0 0,02 0,05 0,01 0 0,02 0,04 0,07 ‐0,01 ‐0,02 J48
LIB_SVM 0 0,04 0,04 0 ‐0,01 0 0,09 0,08 0 0 LIB_SVM
D‐U/RS/0.5 D‐U/SS/0.5
LR 0 0,01 ‐0,02 0,02 0,02 0 0,01 0,02 0,06 0,04 LR
SVM 0 0,06 0,1 0 0 0 0,04 0,05 0,01 0,01 SVM
KNN1 0 0,01 0,01 0 0 ‐0,07 0,02 0,03 ‐0,02 ‐0,03 KNN1
KNN3 0 0,02 0,02 0,01 0 0 0,04 0,06 0 0 KNN3
NB 0 ‐0,01 ‐0,03 ‐0,01 0,01 0,01 0,01 ‐0,02 ‐0,02 0,01 NB
BN 0 ‐0,01 ‐0,02 0,01 0,01 ‐0,07 0,02 0,02 ‐0,05 ‐0,06 BN
RF 0 0,03 0,03 0,03 0,02 ‐0,03 0,05 0,06 0 ‐0,01 RF
RBF 0 0,02 0,01 0 0,01 ‐0,05 0,01 0 ‐0,05 ‐0,05 RBF
J48 0 0,01 0,02 ‐0,01 ‐0,01 0,04 0,02 0,08 0,02 0,01 J48
LIB_SVM 0 0,04 0,04 ‐0,01 ‐0,01 ‐0,03 0,12 0,15 ‐0,03 ‐0,03 LIB_SVM
D‐U/RS/0.4 D‐U/SS/0.4
LR 0 0,02 0,02 0,02 0,01 0,02 0 0,02 0,04 0,05 LR
SVM 0 0,05 0,08 0 0 0,01 0,06 0,03 0,01 0,01 SVM
KNN1 0 0,02 0,01 0,03 0 ‐0,04 0,02 0,01 0,01 ‐0,01 KNN1
KNN3 0 0,03 0,01 0,01 0 0,02 0 0,02 0,04 0,04 KNN3
NB 0 ‐0,01 ‐0,03 ‐0,01 0,01 0,04 ‐0,03 ‐0,03 0,04 0,04 NB
BN 0 ‐0,07 ‐0,11 ‐0,01 ‐0,01 0 ‐0,1 ‐0,12 0,02 0 BN
RF 0 0,02 0,02 0,01 0,01 ‐0,02 0,03 0,07 ‐0,02 ‐0,02 RF
RBF 0 0,04 0,02 0 0 0 0,04 0,02 0 0 RBF
J48 0 0,02 0,03 0,03 0,03 ‐0,02 0,02 0,04 0,02 0,03 J48
LIB_SVM 0 0,03 0,03 0 0 ‐0,02 0,07 0,08 ‐0,02 ‐0,03 LIB_SVM
D‐U/RS/0.3 D‐U/SS/0.3
LR 0 0,02 ‐0,01 0,02 0,02 0,04 0,04 0,03 0,06 0,02 LR
SVM 0 0,02 0,05 0 0 0,06 0,09 0,02 0,07 0,07 SVM
KNN1 0 0,01 0 0,03 0 ‐0,02 0,03 0,01 0 0 KNN1
KNN3 0 0,01 0 0,01 0 0,09 0,01 0,02 0,08 0,08 KNN3
NB 0 ‐0,03 ‐0,05 0 0 0,04 ‐0,01 ‐0,03 0,04 0,04 NB
BN 0 ‐0,08 ‐0,09 0,01 0,01 0 ‐0,07 ‐0,08 0,01 0,01 BN
RF 0 0,04 0,05 ‐0,02 ‐0,01 ‐0,02 0,04 0,08 0,04 0,05 RF
RBF 0 0,02 0,01 0 0 0,06 0,04 0,04 0,06 0,06 RBF
J48 0 0,03 0,03 0,02 0,01 ‐0,01 0,05 0,03 0,04 0,04 J48
LIB_SVM 0 0,03 0,04 0 0 0,01 0,05 0,08 0,01 0,01 LIB_SVM
D‐U/RS/0.2 D‐U/SS/0.2
LR 0 ‐0,01 ‐0,01 0,01 0,01 0,05 0,03 0,01 0,06 0,05 LR
SVM 0 0,02 0,02 0 0 0,09 0,02 0,01 0,08 0,09 SVM
KNN1 0 ‐0,01 ‐0,02 0 ‐0,01 0,01 0 0 0 0 KNN1
KNN3 0 0 0 0 0 0,04 0,01 0,04 0,03 0,03 KNN3
NB 0 ‐0,02 ‐0,02 0 ‐0,01 0,12 0,01 ‐0,02 0,11 0,12 NB
BN 0 ‐0,06 ‐0,1 0,01 0,01 0,05 ‐0,06 ‐0,11 0,07 0,07 BN
RF 0 0,02 0,01 0,04 0,04 0,02 0,02 0,06 0,03 0,03 RF
RBF 0 0,06 0,02 0 0 ‐0,01 0,05 0,03 ‐0,02 ‐0,02 RBF
J48 0 0,03 0,04 0,01 ‐0,01 0,03 0,05 0,09 0,08 0,07 J48
LIB_SVM 0 0,03 0,03 0 ‐0,01 ‐0,04 0,07 0,09 ‐0,03 ‐0,04 LIB_SVM
D‐U/RS/0.1 D‐U/SS/0.1
LR 0 0 0,01 ‐0,02 ‐0,02 ‐0,06 0,04 0,01 0,03 0 LR
SVM 0 0,03 0,03 0 0 0,02 0,06 0,04 0,02 0,02 SVM
KNN1 0 0 0,01 0 0 ‐0,02 0,01 0,02 ‐0,02 ‐0,02 KNN1
KNN3 0 ‐0,02 0,01 0 0 0,03 0,02 0 0,01 0,03 KNN3
NB 0 ‐0,01 ‐0,01 ‐0,02 ‐0,02 0,06 0,04 ‐0,04 0,06 0,06 NB
BN 0 ‐0,05 ‐0,03 0,01 0,01 0,02 ‐0,02 ‐0,12 0,02 0,02 BN
RF 0 0,02 0,06 0 0,01 ‐0,02 0,02 0,06 ‐0,02 ‐0,01 RF
RBF 0 ‐0,02 ‐0,03 0 0 ‐0,01 0,04 0,02 ‐0,01 ‐0,01 RBF
J48 0 0,02 0,06 0,02 0 0 0,03 0,12 0,02 ‐0,01 J48
LIB_SVM 0 0,05 0,06 ‐0,01 0 0,07 0,05 0,05 0,08 0,07 LIB_SVM
Figure 4.12 : WebKb directed-undirected comparison.
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D‐U/RS/0.9 CO LO‐Start LO‐End ICA‐Start ICA‐End CO LO‐Start LO‐End ICA‐Start ICA‐End D‐U/SS/0.9
LR 0 0,02 0,04 ‐0,02 ‐0,02 0,02 0,01 0,01 ‐0,01 0,01 LR
SVM 0 0 ‐0,01 0 0 ‐0,05 0,01 0,02 ‐0,06 ‐0,05 SVM
KNN1 0 0,01 0,03 ‐0,01 0 ‐0,02 0,04 0,07 ‐0,02 ‐0,02 KNN1
KNN3 0 0 0,02 0 0,01 ‐0,04 0,02 0,02 ‐0,03 ‐0,04 KNN3
NB 0 ‐0,01 0 ‐0,03 ‐0,02 0,02 0,05 0,05 0,02 0,03 NB
BN 0 0,02 0,02 ‐0,01 0,01 ‐0,05 0,05 0,07 0,05 0,07 BN
RF 0 0,02 0,03 0,01 0 0 0,05 0,09 0,01 0,01 RF
RBF 0 0 0,01 0 0 0 0,02 ‐0,01 0,01 0,02 RBF
J48 0 0,01 0,01 0,02 0,04 ‐0,01 0,05 0,06 0,06 0,09 J48
LIB_SVM 0 0,02 0,03 0 0 0,01 0,05 0,07 0,01 0,01 LIB_SVM
D‐U/RS/0.8 D‐U/SS/0.8
LR 0 0,04 0,07 0,01 0,01 0 0,04 0,07 0,02 0,02 LR
SVM 0 0,01 0 0 0 0,01 0,02 0,02 ‐0,03 ‐0,04 SVM
KNN1 0 ‐0,03 ‐0,03 0 ‐0,01 ‐0,02 0,09 0,17 ‐0,02 ‐0,02 KNN1
KNN3 0 0 0,03 0 0 ‐0,03 0,06 0,09 ‐0,02 ‐0,02 KNN3
NB 0 ‐0,06 ‐0,05 ‐0,02 0 0,01 0,11 0,1 0,12 0,13 NB
BN 0 0,01 0,03 ‐0,01 0 0,08 0,15 0,19 0,2 0,26 BN
RF 0 0 0,04 0 0 0 0,13 0,17 0,01 0 RF
RBF 0 ‐0,01 ‐0,04 0 0 0 0,05 0,03 0 0 RBF
J48 0 0,04 0,07 0,04 0,06 ‐0,01 0,07 0,1 0,06 0,09 J48
LIB_SVM 0 0 0 0 ‐0,01 ‐0,06 0,09 0,07 ‐0,06 ‐0,06 LIB_SVM
D‐U/RS/0.7 D‐U/SS/0.7
LR 0 0 0,01 ‐0,01 ‐0,01 0,04 0,1 0,12 0,02 0,01 LR
SVM 0 0 ‐0,01 0 ‐0,01 0,05 0,04 0,06 0,03 0,01 SVM
KNN1 0 ‐0,01 ‐0,01 0 0 0,01 0,12 0,2 0,01 0,02 KNN1
KNN3 0 ‐0,01 ‐0,01 ‐0,01 ‐0,01 0,01 0,1 0,15 0,01 0,01 KNN3
NB 0 ‐0,04 ‐0,02 ‐0,02 ‐0,01 0,02 0,13 0,16 0,18 0,24 NB
BN 0 0,03 0,09 0 0,02 0,08 0,19 0,21 0,25 0,33 BN
RF 0 0 0 ‐0,01 ‐0,01 0,04 0,12 0,17 0,04 0,03 RF
RBF 0 0,03 0,05 0 0 ‐0,02 0,03 0,05 ‐0,01 ‐0,02 RBF
J48 0 0,01 0,02 0,03 0,03 0,01 0,12 0,16 0,13 0,16 J48
LIB_SVM 0 0,02 0,02 ‐0,02 ‐0,01 ‐0,06 0,16 0,16 ‐0,06 ‐0,06 LIB_SVM
D‐U/RS/0.6 D‐U/SS/0.6
LR 0 0,01 0,02 0 0 0,01 0,12 0,17 0,06 0,12 LR
SVM 0 0,01 0 0,01 0 0,02 0,08 0,1 0,01 0,05 SVM
KNN1 0 ‐0,01 0 ‐0,01 ‐0,01 0,01 0,13 0,15 0,01 0,01 KNN1
KNN3 0 ‐0,01 0 0 0 0 0,13 0,18 0 0 KNN3
NB 0 0 0,01 ‐0,01 0 0,01 0,12 0,1 0,19 0,24 NB
BN 0 0,02 0,04 0,01 0,02 0,06 0,23 0,34 0,2 0,28 BN
RF 0 0,02 0,03 0,01 0 ‐0,01 0,14 0,15 0,04 0,02 RF
RBF 0 0 ‐0,02 0 0 ‐0,01 0,09 0,12 ‐0,01 ‐0,01 RBF
J48 0 ‐0,01 ‐0,02 ‐0,01 0 0 0,14 0,2 0,12 0,17 J48
LIB_SVM 0 0,01 0,01 ‐0,06 ‐0,07 ‐0,08 0,06 0,03 ‐0,07 ‐0,07 LIB_SVM
D‐U/RS/0.5 D‐U/SS/0.5
LR 0 0 0,01 0 0,01 ‐0,01 0,08 0,08 0,01 0 LR
SVM 0 ‐0,02 ‐0,04 0 0 ‐0,02 0 ‐0,07 ‐0,05 ‐0,06 SVM
KNN1 0 ‐0,01 ‐0,01 ‐0,01 ‐0,01 ‐0,03 0,08 0,12 ‐0,02 ‐0,03 KNN1
KNN3 0 ‐0,02 ‐0,01 0 0 ‐0,04 0,07 0,11 ‐0,04 ‐0,04 KNN3
NB 0 0 0 0 0 0,01 0,08 0,08 0,06 0,09 NB
BN 0 0,02 0,05 ‐0,01 0,01 ‐0,01 0,16 0,36 0,11 0,16 BN
RF 0 0 ‐0,01 0,02 0,02 ‐0,06 0,17 0,23 0,02 0 RF
RBF 0 0 ‐0,03 0 0,01 ‐0,02 0,1 0,11 ‐0,03 ‐0,03 RBF
J48 0 ‐0,01 ‐0,03 0 0 ‐0,02 0,22 0,26 0,13 0,17 J48
LIB_SVM 0 0,04 0,04 ‐0,06 ‐0,06 ‐0,14 0,11 0,11 ‐0,14 ‐0,14 LIB_SVM
D‐U/RS/0.4 D‐U/SS/0.4
LR 0 0 0 0,01 0,02 ‐0,02 0,07 0,04 ‐0,04 ‐0,09 LR
SVM 0 ‐0,01 ‐0,01 0,01 0 ‐0,06 ‐0,03 ‐0,13 ‐0,07 ‐0,06 SVM
KNN1 0 0 ‐0,01 ‐0,01 ‐0,01 ‐0,05 0,07 0,08 ‐0,04 ‐0,05 KNN1
KNN3 0 ‐0,01 0 ‐0,01 ‐0,01 ‐0,07 0,05 0,08 ‐0,07 ‐0,07 KNN3
NB 0 ‐0,02 ‐0,01 0 ‐0,01 0,02 0,09 0,15 0,08 0,13 NB
BN 0 0,02 0,04 ‐0,01 0 ‐0,02 0,2 0,27 0,14 0,19 BN
RF 0 0 0,02 0 0,01 ‐0,08 0,14 0,22 ‐0,02 ‐0,02 RF
RBF 0 0 ‐0,03 0 0,01 0,01 0,11 0,1 0 0,01 RBF
J48 0 ‐0,04 ‐0,02 0 0 ‐0,04 0,18 0,28 0,14 0,14 J48
LIB_SVM 0 0,01 0,01 ‐0,08 ‐0,09 ‐0,19 0,14 0,19 ‐0,27 ‐0,3 LIB_SVM
D‐U/RS/0.3 D‐U/SS/0.3
LR 0 0,01 0,01 ‐0,01 ‐0,01 0,01 0,05 0,04 0,03 0,02 LR
SVM 0 ‐0,01 ‐0,01 0 0 ‐0,05 ‐0,01 ‐0,05 ‐0,05 ‐0,05 SVM
KNN1 0 ‐0,01 0 ‐0,01 ‐0,02 ‐0,02 0,02 0,03 ‐0,03 ‐0,03 KNN1
KNN3 0 ‐0,02 0,01 ‐0,01 ‐0,01 ‐0,03 0,01 0,05 ‐0,04 ‐0,03 KNN3
NB 0 0 0,01 ‐0,01 0,01 0,02 0,01 0,07 0,02 0,04 NB
BN 0 0,01 0,03 0 0,01 ‐0,02 0,15 0,25 0,1 0,15 BN
RF 0 0,01 0,01 0 0,01 ‐0,06 0,08 0,12 ‐0,03 ‐0,04 RF
RBF 0 0 ‐0,02 0 0,01 0 0,12 0,11 0 0 RBF
J48 0 ‐0,03 ‐0,03 0 0,01 ‐0,03 0,11 0,24 0,08 0,14 J48
LIB_SVM 0 0,01 0 ‐0,14 ‐0,15 ‐0,19 0,04 0,02 ‐0,28 ‐0,32 LIB_SVM
D‐U/RS/0.2 D‐U/SS/0.2
LR 0 0,01 ‐0,01 0 0 0 0,05 0,01 0,01 ‐0,01 LR
SVM 0 ‐0,01 0 ‐0,01 ‐0,01 ‐0,04 0,02 ‐0,01 ‐0,04 ‐0,04 SVM
KNN1 0 ‐0,01 0,01 ‐0,01 ‐0,02 0 0,02 ‐0,01 0 ‐0,01 KNN1
KNN3 0 ‐0,02 ‐0,03 ‐0,01 ‐0,01 ‐0,01 0 0,01 ‐0,01 ‐0,03 KNN3
NB 0 ‐0,09 ‐0,08 0,01 0,01 0,01 0,02 0,03 ‐0,01 ‐0,02 NB
BN 0 0,05 0,07 0,01 0,01 ‐0,02 0,09 0,16 0,04 0,04 BN
RF 0 ‐0,01 ‐0,01 0 0 ‐0,03 0,05 0,08 ‐0,01 ‐0,02 RF
RBF 0 ‐0,02 ‐0,05 0,02 0,02 ‐0,03 0,11 0,12 ‐0,03 ‐0,04 RBF
J48 0 ‐0,01 0,01 0,01 0,01 ‐0,01 0,1 0,14 0,03 0,03 J48
LIB_SVM 0 0,01 0,01 ‐0,05 ‐0,06 0 0,06 0,04 ‐0,11 ‐0,14 LIB_SVM
D‐U/RS/0.1 D‐U/SS/0.1
LR 0 0,01 0,01 ‐0,01 0 0,01 0,1 0,09 0,02 0 LR
SVM 0 0 ‐0,01 0 0 0 0,09 0,08 0,01 0,01 SVM
KNN1 0 0 0,01 ‐0,01 ‐0,01 0,01 0,1 0,06 0 0,01 KNN1
KNN3 0 0 ‐0,01 ‐0,01 ‐0,01 ‐0,01 0,09 0,08 ‐0,01 ‐0,02 KNN3
NB 0 ‐0,04 ‐0,04 0,02 0,02 0,05 0,07 0,09 0,04 0,03 NB
BN 0 0,04 0,03 ‐0,01 0 0 0,09 0,18 0,05 0,04 BN
RF 0 0,01 0,02 0,03 0,02 0 0,08 0,09 0,03 0,02 RF
RBF 0 0 ‐0,01 0,02 0,02 ‐0,03 0,12 0,11 ‐0,01 ‐0,01 RBF
J48 0 0,01 0,01 ‐0,01 ‐0,01 0,02 0,09 0,1 0,09 0,16 J48
LIB_SVM 0 0 0 ‐0,04 ‐0,04 ‐0,02 0,1 0,06 ‐0,04 ‐0,07 LIB_SVM
Figure 4.13 : HepTh directed-undirected comparison.
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5. FEATURE ENRICHMENT AND SELECTION FOR COLLECTIVE
CLASSIFICATION
5.1 Background and Purpose
In this section, we introduce a new method of transductive network classification which
can use the test node features when training the classifier (Cataltepe et al. 2014). We
train our classifier using enriched node features. The enriched node features include, in
addition to the node’s own features, the aggregated neighbors’ features and aggregation
of node and neighbor features passed through simple logical operators OR and AND.
Enriched features may contain irrelevant or redundant features, which could decrease
classifier performance. Therefore, we employ feature selection to determine whether a
feature among the set of enriched features should be used for classifier training or not.
Our feature selection method, called FCBF#, is a mutual information based, filter type,
fast, feature selection method (Senliol, Gulgezen, Yu, & Cataltepe 2008).
The methods introduced in the context of this section of the thesis, is an extension of
previous work on feature enrichment, which was first introduced in (Senliol 2010).
In the previous work, enriched features are constructed as combinations of plain
(node’s own features), neighbors features and ORed features as defined in Equation
5.6. Here, neighbors features are calculated using equation 5.1, while ORed features
are calculated with equation 5.3. In addition to those, we also introduce ANDed
features as defined in equation 5.2 and take into account all major combinations of
those enrichment methods as separate cases as defined in equations 5.4, 5.5, 5.6 and
5.7. It only uses EnrSel method, in which, after enrichment of all node features, feature
selection is applied. However we also introduce SelEnr method, in which, feature
selection among the node features is done and then those features are enriched. In
addition to the Logistic Regression, we also experiment with the Bayes Net as the base
classifier.
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Experimental results on three different network datasets show that classification
accuracies obtained using network enriched and selected features are comparable or
better than content only or collective classification.
5.2 Methodology
5.2.1 Enriched features for classification of networked data
Networked data offer not only the features of a node but also features of neighbors of
a node. Our enriched features aim to make the best use of the neighbor features for
classification. Enrichment process uses not only the nodes in the training data, but also
features of nodes in the test data, enabling it to make use of any available test node
features. We redefine instances in a dataset using the new set of enriched features so
that the same type of classifiers used for node content only features can also be used
for enriched features.
Just like the aggregated neighbor labels of a node (Equation 1.3), we aggregate feature
vectors of the neighbors of a node u to form the neighbor features vector xN(u)∈N d:
xN(u) = ∑
v∈N(u)
x(v). (5.1)
For some classification problems, features which are common between a node and its
neighbors may indicate a stronger class membership. These features are aggregated to
form the neighbor features AND vector:
x&(u) = ∑
v∈N(u)
x(u)&x(v), (5.2)
where x&(u) ∈N d and & denotes the bitwise logical AND of the feature vectors x(u)
and x(v).
For classification problems where only a small portion of a large number of features
are observed (for example, words for a web page classification problem), whether a
feature appears on the node or one of its neighbors, it may help with classification and
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should be taken into consideration. These features are aggregated to form the neighbor
features OR vector:
x|(u) = ∑
v∈N(u)
x(u)|x(v), (5.3)
where x|(u) ∈N d and | denotes the bitwise logical OR of the feature vectors x(u) and
x(v) .
We also use enriched feature vectors which include the node features and different
combinations of enrichment.
xxN(u) = [x(u) xN(u)]. (5.4)
xxN&(u) = [x(u) xN(u) x&(u)]. (5.5)
xxN|(u) = [x(u) xN(u) x|(u)]. (5.6)
xxN&|(u) = [x(u) xN(u) x&(u) x|(u)]. (5.7)
5.2.2 Feature selection with FCBF#
Feature enrichment increases the number of features and therefore the training and
classification time. It may also introduce redundant or irrelevant features. We
use feature selection to get rid of those redundant or irrelevant features and hence,
hopefully, have faster and more accurate classifiers. We consider two different
schemes: (i) Feature selection among the node features and then enrichment of those
features (SelEnr) and (ii) Enrichment of all node features and then feature selection
among them (EnrSel). If EnrSel method is used, we produce k ∗d dimensional feature
vectors where k is the number of combined enrichment methods. Then we apply
feature selection to obtain d dimensional feature vectors. On the other hand, when
SelEnr method is used, we first apply feature selection on the original node features
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to obtain d/k features. Feature enrichment is applied only on the selected features
to reconstruct the new d dimensional feature vectors. As shown by the experimental
results below, for high dimensional datasets (e.g. Cora, CiteSeer) SelEnr method is
better, however for lower dimensional datasets (synthetic data) EnrSel may perform as
well as or better than EnrSel.
As the feature selection method, we use FCBF# (Senliol et al. 2008). Previous work
(Senliol et al. 2008) on many datasets showed that FCBF# produces size k feature
subsets that are more accurate than FCBF. It was also shown in (Senliol et al. 2008) that
while FCBF# is orders of magnitude faster than a recent information theoretical feature
selection algorithm mRMR (minimum Redundancy Maximum Relevance) (Peng et
al. 2005), the classifier accuracies achieved on FCBF# selected feature subsets are
comparable to that of mRMR. FCBF# is inspired by the filter type feature subset
selection algorithm FCBF (Fast Correlation Based Feature Selection) (Yu & Liu 2003).
In terms of its feature evaluation criterion (Guyon & Elisseeff 2003), FCBF# is a
supervised, information theoretical, filter type feature selection method. In terms of
its search procedure (Guyon & Elisseeff 2003) FCBF# uses backward selection.
Both FCBF and FCBF# use Symmetric Uncertainty (SU) for feature evaluation:
SU(X ,Y ) = 2
MI(X ;Y )
H(X)+H(Y )
(5.8)
In this equation, X and Y are two discrete random variables, H(.) is the entropy and
MI(X ;Y ) is the mutual information between X and Y (Cover, Thomas, Proakis, Salehi,
& Morelos-Zaragoza 1991).
FCBF# uses SU between two features Fi and Fj, SU(Fi,Fj), to measure their
redundancy and SU between a feature Fi and the label R, SU(Fi,R) to evaluate feature
relevance. SU allows FCBF# to evaluate each feature much faster than wrapper type
feature selection methods that require classifier training for each feature evaluation.
In terms of its search method, FCBF# differs from FCBF. In FCBF, a predominant
(more relevant than others) feature eliminates all features whose correlation to the
predominant feature are higher than their relevance. Although this is an efficient subset
selection method, the final selected subset may end up being much smaller than the
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best subset. FCBF# gives every feature a temporary predominance in the elimination
process and lets them eliminate a single feature at each iteration, beginning with the
least relevant features. After all features have their chances, elimination process starts
from beginning with the remaining features.
Algorithm 3 provides the pseudo code for the FCBF# feature selection algorithm.
In Section 5.3 we compare FCBF# and mRMR in terms of the accuracies obtained on
networked data.
5.2.3 Content only and collective classification of networked data using enriched
and selected features
5.2.3.1 Content only classification (CO)
Once the newly constructed feature vectors via EnrSel or SelEnr methods (See Section
5.2.1), are available, any supervised content only (Macskassy & Provost 2007, Sen et
al. 2008) classification method could be used to train a classifier. Given a networked
dataset with labeled training nodes Vtrain, test nodes Vtest , we perform content only
classification with reconstructed enriched features as follows: First, we produce the
reconstructed enriched set of features for training and test nodes. Then we project
both training and test features according to the reconstructed enriched features. We
train a content only classifier, gCO(.), on the enriched training data. Using the trained
classifier, we predict the labels for the test nodes.
5.2.3.2 Collective classification (ICA)
Collective Classification algorithms, such as ICA (Iterative Classification Algorithm)
(Macskassy & Provost 2007, Sen et al. 2008) were shown to perform better than
content only classification for networked data. Collective classification can be
employed using a classifier, gCOLO(.), trained on the plain or enriched features,
appended with the aggregated neighbor labels. In order to train the classifier, we
employ all the steps followed for the content only classification. When test nodes
need to be classified, we need to use collective classification, because when two linked
test nodes are not yet classified, they require each others’ labels to decide on their own
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Algorithm 3 FCBF#.
1: Input: f1, . . . , fd: Feature vectors,
2:
3: Input: r: Class labels vector,
4:
5: Input: k: No of features to select.
6:
7: Output: S: Set of selected features.
8: //Compute feature relevances (Equation 5.8)
9: for all i ∈ 1, . . . ,d do
10: SUrel[i] = calculateSU(fi,r)
11: end for
12:
13: //Order feature indices according to their relevance values.
14: Sdec = sort(SUrel,decreasing)
15: Sinc = sort(SUrel, increasing)
16: S = Sprev = {1, . . . ,d}
17: repeat
18: p = head(Sdec) //index of the temporarily predominant feature
19: while p 6= NULL do
20: q = head(Sinc)
21: numEliminated = 0
22: while q 6= NULL & numEliminated < 1 do
23: //feature p could eliminate only a less relevant feature.
24: if p == q then
25: break
26: end if
27: if calculateSU(fp, fq)>= SUrel[q] then
28: Sprev = S
29: S = remove(S,q)
30: Sdec = remove(SUdec,q)
31: Sinc = remove(SUinc,q)
32: numEliminated = 1
33: else
34: q = next(Sinc)
35: end if
36: end while
37: p = next(Sdec)
38: end while
39: until S == Sprev || |S|= k
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label. Collective classification methods allow classification of test nodes in a network
simultaneously (Macskassy & Provost 2007).
In Algorithm 4, we describe the use of enriched and selected features for collective
classification. In this algorithm, NetworkEnrichedFeatures computes the enriched
features (Equation 5.5) for a given dataset. Pro jectFeatures gets the selected subset
of features. AggregateNeighborLabels adds the aggregated labels of neighbors which
are in the training set. In the last line,
ICA(G,Vtrain,Vtest ,Xenr,train,Rtrain,Xenr,test ,gCOLO), calls the ICA algorithm (please see
(Sen et al. 2008)) to label the nodes in Vtest using the trained classifier gCOLO.
Algorithm 4 Collective classification with enriched features.
1: Input: G = (V,E),Vtrain,Vtest
2: Input: Xtrain,Rtrain (training inputs and outputs)
3: Input: Xtest (test inputs)
4: Input: k (number of features to select)
5: Output: gCOLO (Classifier, see Equation 1.4)
6: Output: Rˆtest (Classifier outputs for test nodes in Vtest)
7: X = Xtrain∪Xtest
8: if (EnrSel) then
9: Xenr,train = NetworkEnrichedFeatures(Vtrain,G,X)
10: Xenr,test = NetworkEnrichedFeatures(Vtest ,G,X)
11: S = FCBF#(Xenr,train,Rtrain,k) //Selected feature indices
12: Xenr,train = Pro jectFeatures(Xenr,train,S)
13: Xenr,test = Pro jectFeatures(Xenr,test ,S)
14: elseif (SelEnr) then
15: S = FCBF#(Xtrain,Rtrain,k/numEnr) //Selected feature indices
16: Xtrain = Pro jectFeatures(Xtrain,S)
17: Xenr,train = NetworkEnrichedFeatures(Vtrain,G,X)
18: Xenr,test = NetworkEnrichedFeatures(Vtest ,G,X)
19: endif
20: RN,train = AggregateNeighborLabels(Vtrain,G,Rtrain)
21: Train classifier gCOLO using [Xenr,trainRN,train],Rtrain
22: Rˆtest = ICA(G,Vtrain,Vtest ,Xenr,train,Rtrain,Xenr,test ,gCOLO)
5.3 Experiments
In order to determine how useful reconstructed enriched features are for content only
or collective classification, we performed a number of experiments on Cora, Citeseer
and WebKb datasets (See Section 1.4).
113
5.3.1 Experimental setup
We partition all available datasets into k = 10 training (90%) and test (10%) sets using
snowball sampling (See Section 1.2.1).
Since the feature vectors produced by enrichment are fixed dimensional vectors, any
vector based classification algorithm can be used. In this study, we use the Bayes Net
classifier provided by Weka (Hall et al. 2009).
5.3.2 Experimental results
In this section, we first compare the test classification accuracies obtained using FCBF#
or mRMR feature selection on Cora dataset. Then we compare the two feature
selection and enrichment methods, SelEnr and EnrSel, on all three datasets, using
different single enrichment choices (neighbor, AND, OR) and using content only (CO)
or collective (ICA) classification. We also show that the size of the training and test sets
may make a difference in the test classification accuracies of different methods. We
compare the test classification accuracies when different combinations of enrichment
methods are used. Experiments with aggregation method of average (instead of sum),
experiments to find out whether using test inputs change classification accuracies are
also included.
5.3.2.1 Comparison of FCBF# vs mRMR for feature selection
In earlier work (Senliol et al. 2008) it has been shown that FCBF# features’
classification accuracy is comparable to that of mRMR (minimum Redundancy
Maximum Relevance) (Peng et al. 2005) feature selection, while mRMR is much
slower.
In Figure 5.1, we compare the average (over 10 folds) test accuracies obtained when
FCBF# or mRMR are used for feature selection when the plain features (x(u)) or
enriched features (xxN(u) = [x(u) xN(u)]) are used to train a content only (CO) Bayes
Net classifier. While both algorithms achieve the same accuracy when a large number
of features are selected, FCBF# is able to reach higher accuracies and using a lot less
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Figure 5.1 : Test accuracy comparison of mRMR and FCBF# on Cora dataset.
number of features than mRMR. In addition, FCBF# is about 40 times faster than
mRMR. Therefore, for classification of networked data, both in terms of speed and
accuracy, FCBF# is preferable to mRMR. For the rest of the section, we use FCBF#
for feature selection.
5.3.2.2 Feature selection and enrichment
Figure 5.2 compares the average (over 10 folds) test classification accuracies obtained
when enriched features are used for content only (CO) classification (Section 5.2.3.1).
The horizontal axis shows the percentage of features used. We perform feature
selection and then feature enrichment (SelEnr, straight lines in the figure) or feature
enrichment and then feature selection (EnrSel, dotted lines in the figure). As it can be
seen from the figure, OR feature enrichment (shown in red) improves the classification
accuracy best, followed by the N (neighbor) feature enrichment (shown in blue) for
Citeseer and Cora datasets. AND feature enrichment (shown in green) results in a
performance decrease for these datasets. Feature selection and then enrichment results
in better accuracy than feature enrichment and then selection, especially for small
number of selected features. This could be due to the fact that the original features
contain a lot of information about the class and determining the important features
should be performed among the original features. However, when WebKb dataset is
considered AND SelEnr enrichment method result in better accuracies among other
enrichment methods, but still more than using just the plain features. This could be
a consequence of the low homophily values for the WebKb dataset, compared to the
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Figure 5.2 : Test accuracies of SelEnr and EnrSel feature selection and enrichment
methods (content only classification).
other two datasets. When homophily (label correlation among neighbors) is low, using
neighbors’ label or feature information does not help much for classification.
In Figure 5.3, we compare the average (over 10 folds) test accuracies when instead
of content only classification (CO), collective classification (ICA) is used. The figure
shows that, as reported by (Sen et al. 2008), for higher homophily Cora and Citeseer
datasets, using ICA with the original features improves the classification accuracy
compared to using CO with the original features (both shown in blue). On the other
hand, for the low homophily WebKB dataset, ICA and CO using the original features
perform similarly. For Cora and Citeseer, OR enrichment performs best, followed by
neighbor (N) enrichment and ICA improves classification performance compared to
CO. ICA with AND enriched features perform only as well as CO classification using
the original features. On the other hand, for the WebKB dataset, using OR and AND
enrichment is better than using the neighbor (N) enrichment, although enrichment does
reduce the classification accuracy compared to using the original features only.
We conclude that, for high homophily datasets like Cora and Citeseer, both collective
classification and feature selection and enrichment improve classification accuracy by
themselves and using them both gives even better results.
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Figure 5.3 : Test accuracies of SelEnr and EnrSel feature selection and enrichment
methods (collective classification).
5.3.2.3 Effect of test set size
In machine learning, it is well known that when a small training set size is used a
classifier may overfit, and hence may perform poorly on unseen test data. Changing
test set size may affect the variance of the test accuracy, but not necessarily its expected
value. On the other hand, when networked data is used for classification, larger test
sets could hinder the classification accuracy of ICA, because many predicted neighbor
labels, instead of actuals ones, are used as inputs for classification. For enriched
and content only classification, the actual test set features are available, therefore,
enrichment could be less sensitive to changing test set size.
Figure 5.4 shows the average test classification accuracies obtained when original,
neighbor and OR enriched features are used with different percentage of test set
sizes. The horizontal axis shows the percentage of test size selected during snowball
sampling. Once a test set is selected, the remaining data is used as the training set,
therefore increased test set size means decreased training test set size and therefore
decreased test accuracy. In the figure, feature selection is used to select the first 25%
of the features considered and average test accuracies over 10 folds are shown. The
figure shows that, when original features are used, compared to CO classification, ICA
results in a performance increase for Cora and Citeseer and does not make a change
for the WebKB dataset. On the other hand, for the high homophily Cora dataset, OR
feature enrichment (with ICA or CO) is better than ICA on the original features as
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Figure 5.4 : Effect of test set size on test classification accuracy.
long as the test set size is larger than 30%. For the Citeseer dataset, which has less
homophily, feature enrichment results in worst performance for small test set sizes and
best performance as long as the test set size is larger than 60%. For Citeseer dataset, the
test accuracies for small test set size together with the SelEnr method are low (shown
in red). We inspected the training accuracies also and found out that, not only the
test accuracies, but also training accuracies are low, which means that the model has
underfitted the data. As long as there is homophily, for larger test set sizes, feature
enrichment is better than ICA using the original features. When there is no homophily,
as in the case of WebKB dataset, using only the enriched features and not considering
the original features reduces performance regardless of the test set size.
5.3.2.4 Combinations of enrichment
Different types of feature enrichments can be combined as given in Equations 5.4-5.7.
In Figure 5.5, we show the average (over 10 folds) test classification accuracies
obtained using feature selection and then enrichment together with content only (CO)
classification and collective classification (ICA). In these experiments, different from
the ones given above, we include the original features among the features used as
follows: we first select k original features, we enrich those features and select k of
them, among the k original and k enriched features, we select a final set of k features.
The test set size is 10% of the all available data for Cora and WebKB datasets, 30%
of the all available data for the Citeseer dataset. Figure 5.5 shows that using the OR
enriched features is the best when a very small number of features are selected for the
Cora dataset. On the other hand, better classification accuracies are obtained when
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Figure 5.5 : Test accuracies for different combinations of enrichment and content only
classification (top:CO, bottom:ICA).
the original features as well as all of the enriched features are used to select the final
set of features. For the Citeseer dataset, again, using this form of enrichment gives
better results than using only only OR enrichment. Test classification accuracies on
WebKB dataset are very close to that of using the original features. Therefore, when
homophily is low, considering the original features in addition to the enriched ones
ensures that the accuracies are not affected when enrichment is used. For both Cora
and Citeseer datasets, using ICA together with enriched features results in even better
accuracies than using CO classification. When ICA is used, using AND enriched
features in addition to all the other original and enriched features does not result in a
performance change. For WebKB dataset, when ICA is used with both the the original
and enriched features, the test classification accuracies are a little better than using
ICA with the original features only. These experiments show that for both high and
low homophily datasets, selecting from among the original and enriched features, it
is possible to improve classification accuracies, regardless of whether content only or
collective classification is used.
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(right) methods on Cora dataset (CO, ICA).
5.3.2.5 Aggregation methods
In order to use features or labels of neighbors as features to a classifier, we employ
aggregation methods. For label aggregation, previously, it was shown that count
performed as good as other methods (Sen et al. 2008). So we used the count
method in the previous experiments for both label and feature aggregation. In this
section, we report experiments using the average aggregation, which is the count
aggregation divided by the number of neighbor nodes. For label aggregation, average
aggregated neighbor labels vector is defined as: rN(u) = 1|N(u)|∑v∈N(u) r(v) and for
feature aggregation a similar definition is used. Figure 5.6 compares the count and
average aggregation methods. Although the relative performances of enrichment and
CO/ICA methods with respect to each other remain the same, there is a significant
accuracy increase for all the methods when average aggregation is used. Content only
classification using just plain features has the same performance as in the previous
figures, because this method does not use aggregation. When we use ICA with plain
(original) features, using average aggregated neighbor labels gives around 3% more
accuracy. The best performance is again obtained with ICA using OR enriched features
and by the average aggregation method. It should also be noted that AND enriched
features perform significantly better with the average aggregation.
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Figure 5.7 : Test accuracies on Cora dataset using train+test inputs (red lines) and
using train inputs only (green lines).
5.3.2.6 Enrichment with and without test nodes
In all the experiments reported so far, we reported experiments in a transductive setting
and while producing the enriched features we used both train and test nodes’ features
and links. In Figure 5.7, we show experiments using only the train nodes (Train)
versus both train and test nodes (Train + Test) on Cora dataset. When test nodes are
not used, all the classifiers’ accuracies decrease. The accuracies obtained using feature
enrichment with plain and ORed features are more accurate than content only and
ICA when plain features are used. This result supports our previous thesis that feature
enrichment is useful on high homophily datasets. An interesting point in the figure
is that ICA using enriched features trained without test content features starts from
an accuracy far lower when the number of selected features are low and converges to
methods using test inputs when the number of selected features increase. The reason
for that is as follows: ICA uses test nodes’ labels during its iterations and indirectly
uses test inputs’ features during assignment of labels to test nodes.
5.3.2.7 Synthetic dataset experiments
In this section, we report experiments using enriched features on a synthetic networked
dataset. In order to create synthetic networked data, we used a method that allows
varying content and link relevances with the class label and varying dependence
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(redundancy) between content and link. As in the "content based" networks of (Balcan
& Erzan 2004), we generated content and link bits, and based on their link similarity
we connected the nodes in the network. Content features x(u) are produced for each
node u. In order to produce links between nodes, a similarity measure between them
is needed. We used an integer power of inverse normalized hamming distance as the
similarity measure. Class labels are determined according to the mode of the complete
feature vector. We used the same dataset produced with ms = 32 as in (Cataltepe et al.
2011). Please see (Cataltepe et al. 2011) for more details.
In Figure 5.8, we compare the test accuracies of different SelEnr and EnrSel feature
enrichment methods for content only and collective classification on synthetic dataset.
According to the figure, almost all methods perform similar to each other except two of
them. These are x N SelEnr and x OR Enr Sel. While x OR Enr Sel method starts from
a point far back from others, as the selected number of features increases, it converges
to the others. On the other hand, x N SelEnr method diverges from the others and
end with a lower accuracy. The behavior is the same when collective classification is
used. Using collective classification, accuracies are higher. The behavior of feature
enrichment methods on synthetic datasets differ from real datasets considered. The
main reason for that can be explained by the big difference in the number of content
features. While real datasets have content features in thousands, our synthetic dataset
has only 32 content features. Since there are only a few features and labels are
computed directly based on the content features, we get the best accuracy values when
we use all the features. In order to validate this hypothesis, we added additional
96 random features to nodes’ existing 32 features, resulting in a set of 128 content
features. Then we performed the same set of experiments, whose results are shown in
Figure 5.8, bottom row. In this figure, the horizontal axis, again, shows the ratio of the
selected features. The original 32 features are obtained when 25% of the 128 features
are selected. Selection of the additional random features does not increase and may
even decrease the test accuracy.
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Figure 5.8 : Test accuracies of SelEnr and EnrSel feature selection and enrichment
methods on Synthetic datasets (top:no noise, bottom:noisy).
5.4 Discussion
We have introduced a number of feature enrichment methods that can be used for
transductive classification of networked data. The enriched features enable each node
in the network to use its features as well as its neighbors’ features. In addition to simple
aggregation of neighbor features, we have used aggregated functions, such as AND,
OR, of node and neighbor features. We have shown that, on the enriched features,
the FCBF# feature selection method can be used to rapidly select a set of relevant
and non-redundant set of features for classification. We have observed that when a
networked dataset has high homophily, as in the case of the Cora and Citeseer datasets,
feature selection and enrichment together with content only classification, results in
better classification accuracies than using original features together with collective
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classification. Collective classification with selected and enriched features may further
increase the classification accuracies.
Selected and enriched features do not need the labels but only features of neighbor
nodes, therefore, especially for large test sets, using selected and enriched features is
more beneficial than using collective classification, which needs estimated test labels.
We have also shown that even for low homophily datasets, if in addition to the enriched
features, original features are also considered for feature selection, feature enrichment
is at least as good as using the original features only. If a dataset has high homophily, as
in the case of Cora or CiteSeer, just like collective classification, enriched features also
benefit from this. On the other hand, if homophily is small, as in the case of the WebKB
dataset, enriched and selected features may be as good as the plain node features. In
general, one can check if enriched features could be useful for classification, by only
computing their relevances, which is a lot faster than training a classifier for all possible
sets of selected and enriched features.
There are a number of future work directions. Other feature enrichment methods based
on the characteristics of a specific networked dataset could be explored. Exploration
of aggregation methods other than count and average and exploration of neighborhood
functions that consider more than just the immediate neighbors are other research
directions.
124
6. ONE AGAINST ALL CLASSIFICATION OF NETWORKED DATA
6.1 Background and Purpose
In networked data there may be dependencies between labels of neighboring nodes.
These dependencies can be used to improve classification accuracy, by means of
training classifiers that use node features and aggregated neighbor labels. While
the labels are available for neighbors in the training set, they need to be estimated
by the classifier for neighbors in the test set, using methods such as collective
classification. In previous studies, it has been observed that in order to have an
accuracy increase when neighbor information is used, homophily, which measures the
label-label correlation between neighboring nodes, is required. On the other hand,
for multi-class datasets, homophily for each class could be different. In this section,
for classification of multi-class networked data, instead of using a single classifier
to learn all classes, we use a one-against-all scheme and learn a separate classifier
for each class. We extend this one-against-all setting to collective classification also.
Although one-against-all classification increases the training and testing time due to the
increase in the number of classifiers, experimental results show that OAA content only
and collective classification is better than single classifier content only and collective
classification. The benefit of OAA learning becomes more emphasized with increase
in homophily or decrease in available training data size.
6.2 Methodology
The algorithm created for one against all classification of networked data is given in
Algorithm 5. The algorithm gets the original graph and number of classes as inputs.
Also needs maximum stability and maximum number of iterations parameters in case
collective classification requested is an instance of link only or ICA classifier. The
algorithm first checks if the network is a multi-class network or not. If it is not then
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apply the traditional collective classification algorithm. If it is a multi-class network,
which is suitable for one against all scheme, then creates class based binary graphs for
each class. In these binary graphs, the nodes in the graph belonging to that class are
assigned a a label of "1", the class labels for all the remaining nodes are assigned "0".
After the class based graphs are created, a classifier is trained for each graph.
Any test node is classified as follows (Please see Algorithm 6) : The test node is given
to each one against all trained classifier. The node is assigned to the class, for which
class membership probability output of the corresponding classifier is maximum.
For link only and ICA collective classification, iterations continue until network
reaches to a certain level of stability or number of iterations reach to maximum
allowed. In the iterations stage, the classification of the node is done as in Algorithm
6. However since labels of the test nodes may change during iterations, it is important
to keep the class based binary graphs synchronized. To accomplish this, if the node’s
label is changed, both old label’s graph and new label’s graph are updated.
6.3 Experiments
6.3.1 Experimental setup
6.3.1.1 Datasets
Citeseer, Cora, HepTh scientific publication datasets and WebKb web pages dataset
are used in the experiments. For details about these datasets please refer to Section
1.4.
6.3.1.2 Sampling
Test-train splits are produced 10 times and average accuracies over these folds are
reported for all experiments. In the experiments,different train/test percentages are
used, where test percentage is changed from 10 percent to 90 percent by an increment
of 10 percent of the whole dataset. For all of these combinations, both random
sampling and snowball sampling are used whose details are given in Section 1.2.1.
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Algorithm 5 One-Against-All algorithm flow for collective classification.
1: Input: K = Number of classes
2: Input: MS = Maximum stability
3: Input: M = Maximum number of iterations
4: Input: G = (V,E),Vtrain,Vtest
5: Output: Classified instances with one against all scheme
6: if K ≤ 2 then
7: doPlainClassificationX(Goriginal) where X ∈CO,LO, ICA
8: else
9: // Construct class based binary graphs GCy where y ∈ 1..K
10: for i = 1 to K do
11: for all u ∈Vtrain do
12: if i = r(u) then
13: r(u) = 1
14: else
15: r(u) = 0
16: end if
17: end for
18: end for
19: // Train classifiers with GCy where y ∈ 1..K
20: // CBTCA = Class based trained classifiers array
21: for i = 1 to K do
22: CBTCA(i) = TrainClassi f ier(GCi)
23: end for
24: // Evaluate the nodes in test set.
25: // Then set the estimated label as maximum of classifier outputs.
26: for all u ∈Vtest do
27: ˆr(u) = argmax(EvaluateGivenNodeAsClassBased(G,K,u,CBTCA))
28: end for
29: if Classifier is an instance of Link Only or ICA Classifier then
30: while iterations < M & stability < MS do
31: Generate ordering O over nodes in Vtest
32: for all u ∈ O do
33: rold = ˆr(u)
34: ˆr(u) = argmax(EvaluateGivenNodeAsClassBased(G,K,u,CBTCA))
35: if rold 6= r(u) then
36: Update class based binary graphs GCy where y ∈ rold,r(u)
37: end if
38: end for
39: end while
40: end if
41: end if
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Algorithm 6 Class based evaluation of a given node.
1: function EVALUATEGIVENNODEASCLASSBASED(G, K, u, CBTCA)
2: Input: K = Number of classes
3: Input: u = Node to be evaluated
4: Input: G = (V,E),Vtrain,Vtest
5: Input: CBTCA = Class Based Trained Classifiers Array
6: Output: testProbabilityArrayForT heNode
7: for clsIndex = 0 to K do
8: testProbabilityArrayForTheNode(clsIndex) = Evaluate the node u with
CBTCA(clsIndex) and get PgclsIndex(r˜ = 1|u)
9: end for
10: return testProbabilityArrayForTheNode
11: end function
6.3.1.3 Classification methods
A base classifier which is trained on node features and local connectivity information
is needed for collective classification.
In the experiments, logistic regression (LR), Support Vector Machine (SVM), Naive
Bayes (NB), Bayes Net (BN), k-Nearest Neighbor (kNN, k=1 and k=3), Random
Forest (RF), Radial Basis Function (RBF) and J48 are used as base classifiers for the
gCO, gLO and gCO,LO classification. For all of the methods Weka implementations with
default parameters (unless otherwise noted) have been used.
6.3.2 Experimental results
6.3.2.1 Experimental evaluation
First of all, we conducted the experiments with different classifiers given in Section
6.3.1.3 by using content only, link only and ICA and their one against all versions for
all different train/test ratios mentioned in section 6.3.1.2 for both random and snowball
sampling for all datasets. Since a total of 10 different classifiers were used with two
different sampling methods with 9 different train/test ratios for each fold, 180 content
only experiment results, 360 link only results, and 360 ICA results were obtained. For
link only and ICA, we did not only generate the results obtained at the end of the
iterations, but also the result obtained during start of the iterations. That’s why the
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results obtained for link only and ICA were twice of the content only results. Since
we used 10-fold cross validation, during the experiments, the number of results were
multiplied by 10, resulting with a total 18000 experiment results composed of 9000
plain and 9000 OAA experiment results.
6.3.2.2 Performance of different classifiers
The results of the experiments mentioned in Section 6.3.2.1 are given in Figures 6.1
and 6.2 for Citeseer dataset, in Figures 6.3 and 6.4 for Cora dataset, in Figures 6.5
and 6.6 for WebKb dataset and in Figures 6.7 and 6.8 for HepTh dataset. To be able to
visualize the results better, the results obtained with OAA scheme versus plain scheme,
are presented in two different figures for each dataset. The figures are separated
according to different set of classifiers, which of each includes 5 different classifiers.
The first classifier set includes LR, SVM, BN, NB and RF, while the second classifier
set includes kNN1, kNN3, RBF, J48 and libSVM. The difference between test accuracy
performance of the classifiers with OAA scheme versus plain scheme are also given in
Figures 6.9, 6.10, 6.11 and 6.12.
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Figure 6.1 : Citeseer OAA versus Plain methods comparison (classifier set 1)
According to the Figures 6.1, 6.2 and 6.9, on Citeseer dataset, for content only
classification, RF benefits most from OAA scheme, while SVM, RBF and LR fails
to achieve better performance regardless of the sampling method used. When we
consider link only, almost all classifiers’ iterations start accuracy is better with OAA
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Figure 6.2 : Citeseer OAA versus Plain methods comparison (classifier set 2).
scheme. RF, J48, BN, and LR achieve better test accuracy performance with OAA
scheme. KNN classifiers also get better performance. The situation does not change
for link only iterations end accuracies. SVM’s performance decreases significantly
again with OAA scheme. When we consider collective classification with ICA, RF gets
best performance increase while SVM gets significant performance decrease with the
scheme. Another observation is that J48 benefits more from RF at the ICA iterations
end stage when snowball sampling is considered.
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Figure 6.3 : Cora OAA versus Plain methods comparison (classifier set 1).
130
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Test ratio
Te
st
 a
cc
ur
ac
y
Cora, RS, CO, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Test ratio
Te
st
 a
cc
ur
ac
y
Cora, SS, CO, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Test ratio
Te
st
 a
cc
ur
ac
y
Cora, RS, LOEnd, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Test ratio
Te
st
 a
cc
ur
ac
y
Cora, SS, LOEnd, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Test ratio
Te
st
 a
cc
ur
ac
y
Cora, RS, ICAEnd, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Test ratio
Te
st
 a
cc
ur
ac
y
Cora, SS, ICAEnd, Different Cls.
 
KNN1 Plain RF Plain RBF Plain J48 Plain LIBSVM Plain KNN1 Oaa RF Oaa RBF Oaa J48 Oaa LIBSVM Oaa
Figure 6.4 : Cora OAA versus Plain methods comparison (classifier set 2).
According to the Figures 6.3, 6.4 and 6.10, on Cora dataset, for content only
classification, while RF benefits most from OAA scheme, SVM, LR, and libSVM fails
with the scheme. When we consider link only, again like on Citeseer dataset, almost
all classifiers’ iterations start accuracy is better with OAA scheme. The performance
of SVM, NB and libSVM decreases significantly at the end of iterations. When ICA is
considered, RF, J48 and BN get the most benefit from OAA scheme. The performance
of LR, SVM, NB and libSVM decreases at the end of ICA iterations with the scheme.
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Figure 6.5 : WebKb OAA versus Plain methods comparison (classifier set 1).
131
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.3
0.35
0.4
0.45
0.5
0.55
0.6
Test ratio
Te
st
 a
cc
ur
ac
y
WebKb, RS, CO, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
Test ratio
Te
st
 a
cc
ur
ac
y
WebKb, SS, CO, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
Test ratio
Te
st
 a
cc
ur
ac
y
WebKb, RS, LOEnd, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
Test ratio
Te
st
 a
cc
ur
ac
y
WebKb, SS, LOEnd, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
Test ratio
Te
st
 a
cc
ur
ac
y
WebKb, RS, ICAEnd, Different Cls.
 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
Test ratio
Te
st
 a
cc
ur
ac
y
WebKb, SS, ICAEnd, Different Cls.
 
KNN1 Plain RF Plain RBF Plain J48 Plain LIBSVM Plain KNN1 Oaa RF Oaa RBF Oaa J48 Oaa LIBSVM Oaa
Figure 6.6 : WebKb OAA versus Plain methods comparison (classifier set 2).
According to the Figures 6.5, 6.6 and 6.11, on WebKb dataset, BN and RF get benefit
from OAA scheme when content only classification is considered. The performance of
SVM, LR and libSVM decrease significantly. However when link only is considered,
apart from the situation observed on Citeseer and Cora datasets, not all classifiers get
better performance at the iterations start stage. With OAA scheme, SVM followed by
LR, perform best. RF and J48 also achieve better performance with OAA scheme at the
iterations end stage. When ICA is considered, a significant decrease in performance of
SVM is observed. RF again gets the most benefit from OAA scheme.
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Figure 6.7 : HepTh OAA versus Plain methods comparison (classifier set 1).
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Figure 6.8 : HepTh OAA versus Plain methods comparison (classifier set 2).
According to the Figures 6.7, 6.8 and 6.12, on HepTh dataset, RF and surprisingly
RBF get better results from OAA scheme when random sampling is considered with
content only classification. The performance increase of RBF is more emphasized
when snowball sampling is used. LR, SVM and libSVM again get worse performance
with the scheme. When link only classification is considered, all classifiers especially
BN and J48 for random sampling, BN, J48 and RF for snowball sampling get better
performance with OAA scheme with two exceptions, namely SVM and libSVM for
random sampling. NB also joins to these exceptions when snowball sampling is
considered. J48, RBF, RF and BN are the classifiers that benefit more when collective
classification with ICA is consider. SVM and LR again show decrease in performance
with OAA scheme.
6.4 Discussion
In this section, an algorithm for application of one-against-all scheme to networked
data is constructed. The most important part of this algorithm is the information flow
of labels during iterations over multiple graphs. Test accuracy performances of the
new methods, namely OAACO, OAALO, OAAICA, are compared with traditional
collective classification methods CO (Content Only), LO (Link Only) and ICA test
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accuracy performances for different train/test ratios on four multi-class network
datasets.
It has been shown that the benefit of using OAA scheme is strongly dependent to
the classifier used. Generally like RF and J48, decision tree based methods get most
benefit when OAA scheme is used. BN follows them. When link only classifiers
are considered, almost all classifiers get better performance with OAA scheme. OAA
scheme also provides a much better starting point for link only and ICA iterations and
generally end up with an almost equal or better test accuracy.
The performance of SVM followed by LR generally decrease with OAA scheme. BN
is suggested to be used with OAA scheme, since the plain version of BN achieves best
performance and using OAA scheme provides additional performance to it.
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OAA‐Plain/RS/0.9 CO LO‐Start LO‐End ICA‐Start ICA‐End CO LO‐Start LO‐End ICA‐Start ICA‐End OAA‐Plain/SS/0.9
LR ‐0,08 0,05 0,06 ‐0,09 ‐0,11 ‐0,1 0,01 0,01 ‐0,09 ‐0,1 LR
SVM ‐0,16 0 ‐0,02 ‐0,17 ‐0,18 ‐0,11 0 0 ‐0,1 ‐0,11 SVM
KNN1 0 0 0,01 0 0 0 0 0,01 0 0 KNN1
KNN3 0 0,02 0,02 0 0 0 0 0 ‐0,01 ‐0,01 KNN3
NB 0,01 0,01 0,01 0,05 0,01 0,01 0 0 0,06 ‐0,01 NB
BN 0,02 0,03 0,02 0,03 0,06 0,04 ‐0,02 ‐0,03 0,06 0,05 BN
RF 0,03 0,02 0,02 0,03 0,03 0,04 0 0,01 0,05 0,05 RF
RBF ‐0,08 0,01 0 ‐0,09 ‐0,09 ‐0,04 ‐0,01 ‐0,02 ‐0,05 ‐0,05 RBF
J48 0,02 0,02 0,01 0,02 0,04 0,02 0 0 ‐0,03 0,02 J48
LIB_SVM 0 0 ‐0,01 0 0 0 ‐0,01 ‐0,02 0 0 LIB_SVM
OAA‐Plain/RS/0.8 OAA‐Plain/SS/0.8
LR ‐0,07 0,04 0,05 ‐0,05 ‐0,05 ‐0,07 ‐0,02 ‐0,03 ‐0,08 ‐0,09 LR
SVM ‐0,21 0 0 ‐0,22 ‐0,22 ‐0,2 0,01 0,01 ‐0,21 ‐0,22 SVM
KNN1 0 0,03 0 0 0 0 0,01 0 0 0 KNN1
KNN3 0 0,02 0,04 0 0 0 0,01 0,01 0 0 KNN3
NB 0,01 0,01 0,01 0,02 ‐0,01 0,02 0 0 ‐0,02 ‐0,07 NB
BN 0 0,04 0,01 0,05 0,02 0,02 ‐0,04 ‐0,05 0,03 0,01 BN
RF 0,04 0,06 0,04 0,04 0,04 0,05 0,01 0,01 0,04 0,04 RF
RBF ‐0,1 0,02 0 ‐0,1 ‐0,1 ‐0,09 ‐0,01 ‐0,01 ‐0,1 ‐0,1 RBF
J48 ‐0,01 0,04 0,03 0,01 0,08 ‐0,03 0,01 0 0,01 0,09 J48
LIB_SVM 0,01 0,02 ‐0,02 0 0 0,01 0,02 0,01 0,01 0,01 LIB_SVM
OAA‐Plain/RS/0.7 OAA‐Plain/SS/0.7
LR ‐0,05 0,05 0,05 ‐0,04 ‐0,04 ‐0,05 ‐0,01 0,01 ‐0,1 ‐0,1 LR
SVM ‐0,23 0 ‐0,01 ‐0,23 ‐0,23 ‐0,22 0,02 0,01 ‐0,22 ‐0,25 SVM
KNN1 0 0,04 0,03 0 0 0 ‐0,01 ‐0,01 0 0 KNN1
KNN3 0 0,03 0,03 0 0 0 ‐0,01 ‐0,02 0 0 KNN3
NB 0,01 0,02 0,02 0,02 ‐0,01 0,01 ‐0,01 0 ‐0,01 ‐0,06 NB
BN 0,01 0,05 0,01 0,05 0,03 0,02 ‐0,04 ‐0,01 0,04 0,01 BN
RF 0,04 0,05 0,03 0,06 0,07 0,03 0,01 0,02 0,02 0,04 RF
RBF ‐0,1 0,03 0,02 ‐0,1 ‐0,1 ‐0,07 ‐0,02 ‐0,02 ‐0,08 ‐0,08 RBF
J48 ‐0,01 0,04 0,03 0,02 0,07 ‐0,02 ‐0,03 ‐0,01 0 0,09 J48
LIB_SVM 0 0,02 ‐0,02 0 ‐0,01 0,02 0,03 0,02 0,02 0,02 LIB_SVM
OAA‐Plain/RS/0.6 OAA‐Plain/SS/0.6
LR ‐0,02 0,05 0,07 ‐0,02 0 ‐0,03 0,02 0,05 0,08 0,09 LR
SVM ‐0,22 ‐0,01 ‐0,04 ‐0,22 ‐0,22 ‐0,23 ‐0,02 ‐0,02 ‐0,23 ‐0,24 SVM
KNN1 0 0,05 0,02 0 0 0 0,01 ‐0,01 0 0,01 KNN1
KNN3 0 0,03 0,01 0,01 0,01 0 0 0,01 0 0 KNN3
NB 0 0,02 0 0,02 ‐0,02 0,02 ‐0,01 ‐0,01 ‐0,02 ‐0,1 NB
BN 0,01 0,07 0,04 0,04 0,02 0 ‐0,02 0,02 0,03 0 BN
RF 0,04 0,06 0,05 0,08 0,08 0,07 0 0,03 0,01 0,04 RF
RBF ‐0,1 0,04 0,01 ‐0,1 ‐0,1 ‐0,08 ‐0,03 ‐0,06 ‐0,08 ‐0,08 RBF
J48 0,01 0,07 0,07 0,04 0,12 ‐0,05 ‐0,04 ‐0,01 0 0,04 J48
LIB_SVM 0,01 0,02 ‐0,01 ‐0,03 ‐0,03 0 0,02 0 0 0 LIB_SVM
OAA‐Plain/RS/0.5 OAA‐Plain/SS/0.5
LR ‐0,02 0,05 0,08 ‐0,02 ‐0,02 0,06 0,05 0,07 0,08 0,1 LR
SVM ‐0,2 ‐0,02 ‐0,04 ‐0,2 ‐0,2 ‐0,2 ‐0,02 ‐0,02 ‐0,19 ‐0,19 SVM
KNN1 0 0,05 0,02 0 0 0 0,04 0,03 ‐0,01 0 KNN1
KNN3 0 0,05 0,01 0,01 0,01 0 0,05 0,01 ‐0,01 0,01 KNN3
NB 0 0,02 0,01 0,02 ‐0,02 0,01 0,01 ‐0,02 ‐0,01 ‐0,09 NB
BN 0,02 0,07 0,05 0,03 0 0,01 0,04 0,03 0,03 0 BN
RF 0,06 0,07 0,04 0,07 0,05 0,05 0,04 0,06 0,06 0,06 RF
RBF ‐0,09 0,06 0,04 ‐0,09 ‐0,09 ‐0,07 0,03 ‐0,04 ‐0,06 ‐0,06 RBF
J48 0,01 0,07 0,09 0,06 0,12 0 0,05 0,03 0,03 0,03 J48
LIB_SVM 0,01 0,03 ‐0,01 ‐0,04 ‐0,04 ‐0,02 0,01 ‐0,03 ‐0,09 ‐0,09 LIB_SVM
OAA‐Plain/RS/0.4 OAA‐Plain/SS/0.4
LR ‐0,05 0,05 0,08 ‐0,1 ‐0,11 ‐0,04 0,06 0,07 ‐0,15 ‐0,15 LR
SVM ‐0,18 ‐0,01 ‐0,04 ‐0,18 ‐0,17 ‐0,17 ‐0,01 0,02 ‐0,16 ‐0,16 SVM
KNN1 0 0,05 0,04 0 ‐0,01 0 0,06 0,02 ‐0,01 0 KNN1
KNN3 0 0,04 0,05 0,01 0,01 0 0,07 0,04 0 0,01 KNN3
NB 0,01 0,03 0,02 0,01 ‐0,02 0,01 0,02 ‐0,01 0 ‐0,08 NB
BN 0,01 0,08 0,05 0,02 0,01 0 0,09 0 0,03 0 BN
RF 0,06 0,09 0,07 0,08 0,06 0,07 0,07 0,07 0,06 0,06 RF
RBF ‐0,09 0,06 0,07 ‐0,09 ‐0,09 ‐0,08 0,04 ‐0,01 ‐0,08 ‐0,08 RBF
J48 0,02 0,07 0,1 0,05 0,09 0 0,08 0,07 0,02 0,04 J48
LIB_SVM 0,03 0,04 0,01 ‐0,1 ‐0,1 ‐0,01 0,03 0 ‐0,12 ‐0,13 LIB_SVM
OAA‐Plain/RS/0.3 OAA‐Plain/SS/0.3
LR ‐0,12 0,06 0,08 ‐0,12 ‐0,12 ‐0,09 0,05 0,06 ‐0,06 ‐0,05 LR
SVM ‐0,17 ‐0,04 ‐0,09 ‐0,16 ‐0,16 ‐0,15 ‐0,01 ‐0,07 ‐0,14 ‐0,14 SVM
KNN1 0 0,07 0,05 0 0 0 0,11 0,07 0 ‐0,01 KNN1
KNN3 0 0,06 0,05 0 0,01 0 0,12 0,06 0 0 KNN3
NB 0 0,03 0,02 0,01 ‐0,02 0 0,03 ‐0,01 0,01 ‐0,04 NB
BN 0,01 0,1 0,09 0,02 0,01 0,01 0,11 0 0,03 0,01 BN
RF 0,07 0,09 0,08 0,08 0,08 0,05 0,13 0,09 0,06 0,06 RF
RBF ‐0,08 0,07 0,08 ‐0,08 ‐0,08 ‐0,06 0,06 0,02 ‐0,06 ‐0,06 RBF
J48 0,01 0,08 0,11 0,01 0,03 ‐0,01 0,11 0,1 0,02 0,07 J48
LIB_SVM 0,05 0,04 0,01 ‐0,15 ‐0,15 ‐0,02 0 ‐0,03 ‐0,16 ‐0,18 LIB_SVM
OAA‐Plain/RS/0.2 OAA‐Plain/SS/0.2
LR ‐0,18 0,05 0,04 ‐0,08 ‐0,08 ‐0,1 0,05 0,05 ‐0,03 ‐0,04 LR
SVM ‐0,14 ‐0,03 ‐0,04 ‐0,14 ‐0,14 ‐0,12 0,01 ‐0,02 ‐0,11 ‐0,11 SVM
KNN1 0 0,08 0,06 0 0 0 0,11 0,07 0 0 KNN1
KNN3 0 0,07 0,06 0 0,01 0 0,11 0,1 0 0 KNN3
NB 0,01 0,03 0,02 0,01 ‐0,01 0,01 0,04 0,03 0,01 ‐0,01 NB
BN 0 0,07 0,03 0,01 0 0 0,11 0,03 0,02 ‐0,01 BN
RF 0,08 0,1 0,07 0,08 0,06 0,06 0,12 0,08 0,06 0,07 RF
RBF ‐0,07 0,07 0,03 ‐0,07 ‐0,07 ‐0,07 0,08 0,06 ‐0,06 ‐0,06 RBF
J48 0,01 0,07 0,07 0,04 0,05 0 0,12 0,15 0,04 0,08 J48
LIB_SVM 0,04 0,03 0 ‐0,2 ‐0,22 ‐0,02 0,04 ‐0,02 ‐0,21 ‐0,25 LIB_SVM
OAA‐Plain/RS/0.1 OAA‐Plain/SS/0.1
LR ‐0,1 0,03 0,03 ‐0,06 ‐0,06 ‐0,05 0,05 0,05 ‐0,01 0 LR
SVM ‐0,13 ‐0,01 ‐0,02 ‐0,13 ‐0,13 ‐0,11 0,01 ‐0,04 ‐0,1 ‐0,11 SVM
KNN1 0 0,05 0,04 0 0 0 0,11 0,02 0,01 0 KNN1
KNN3 0 0,06 0,05 0,02 0,02 0 0,11 0,04 0,01 0,01 KNN3
NB 0 0,05 0,05 0,01 0 0 0,03 0,03 0,02 ‐0,01 NB
BN 0,02 0,05 0,01 ‐0,01 ‐0,01 0 0,08 ‐0,02 0,02 ‐0,01 BN
RF 0,06 0,07 0,06 0,06 0,05 0,05 0,14 0,07 0,09 0,06 RF
RBF ‐0,09 0,02 0 ‐0,08 ‐0,08 ‐0,07 0,07 0,04 ‐0,06 ‐0,06 RBF
J48 ‐0,02 0,05 0,03 0,03 0,05 0 0,15 0,14 0,06 0,07 J48
LIB_SVM 0,03 ‐0,02 ‐0,03 ‐0,29 ‐0,32 ‐0,01 0,03 ‐0,04 ‐0,23 ‐0,27 LIB_SVM
Figure 6.9 : Citeseer OAA-Plain comparison.
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OAA‐Plain/RS/0.9 CO LO‐Start LO‐End ICA‐Start ICA‐End CO LO‐Start LO‐End ICA‐Start ICA‐End OAA‐Plain/SS/0.9
LR 0 0,08 0,03 0,04 0 ‐0,02 0,04 0,12 ‐0,01 ‐0,04 LR
SVM ‐0,16 0 ‐0,02 ‐0,15 ‐0,15 ‐0,11 0,03 0,05 ‐0,09 ‐0,06 SVM
KNN1 0 0,08 ‐0,03 0,01 0 0 0,05 0,02 0 0 KNN1
KNN3 0 0,11 ‐0,02 0,01 0,02 0 0,07 ‐0,03 0,01 0,02 KNN3
NB 0,02 0,02 0 0 ‐0,08 0 ‐0,01 ‐0,03 ‐0,04 ‐0,06 NB
BN 0,04 0,04 0,01 0,09 0,07 0,04 0,03 ‐0,01 0,15 0,01 BN
RF 0,03 0,08 0,05 0,07 0,08 0,02 0,05 0 0,06 0,04 RF
RBF ‐0,11 0,04 ‐0,03 ‐0,1 ‐0,11 ‐0,07 0,04 0,11 ‐0,08 ‐0,08 RBF
J48 ‐0,03 0,1 0,05 0,03 0,02 0 0,17 0,08 0,17 0,11 J48
LIB_SVM ‐0,14 0,03 0 ‐0,14 ‐0,14 ‐0,15 0,01 0,02 ‐0,15 ‐0,15 LIB_SVM
OAA‐Plain/RS/0.8 OAA‐Plain/SS/0.8
LR 0,02 0,13 0,09 0,03 ‐0,02 0 0,1 0,04 0,06 0,03 LR
SVM ‐0,19 ‐0,04 ‐0,06 ‐0,18 ‐0,19 ‐0,17 0,03 0,02 ‐0,14 ‐0,16 SVM
KNN1 0 0,14 0,04 0,01 0 0 0,04 ‐0,01 0,01 0,01 KNN1
KNN3 0 0,15 0,03 0,02 0,03 0 0,05 ‐0,01 0,01 0,02 KNN3
NB 0,01 0,03 ‐0,02 ‐0,01 ‐0,1 0 0,01 0 ‐0,03 ‐0,13 NB
BN 0,02 0,13 0,02 0,12 0,05 0,02 0,03 ‐0,05 0,15 0,02 BN
RF 0,04 0,12 0,07 0,1 0,09 0,04 0,1 0,03 0,07 0,06 RF
RBF ‐0,07 0,12 0,03 ‐0,07 ‐0,07 ‐0,04 0,08 0,07 ‐0,06 ‐0,05 RBF
J48 ‐0,05 0,13 0,11 0,09 0,11 0,01 0,07 0,02 0,13 0,12 J48
LIB_SVM ‐0,14 0,05 0,01 ‐0,13 ‐0,14 ‐0,07 0 ‐0,04 ‐0,08 ‐0,08 LIB_SVM
OAA‐Plain/RS/0.7 OAA‐Plain/SS/0.7
LR ‐0,06 0,14 0,14 ‐0,08 ‐0,16 ‐0,04 0,18 0,11 ‐0,02 ‐0,08 LR
SVM ‐0,18 ‐0,03 ‐0,09 ‐0,18 ‐0,18 ‐0,15 0,04 0 ‐0,13 ‐0,14 SVM
KNN1 0 0,16 0,11 0,01 0 0 0,05 0,01 0,01 0,01 KNN1
KNN3 0 0,16 0,1 0,03 0,03 0 0,07 ‐0,08 0,01 0,01 KNN3
NB 0,01 0,02 ‐0,01 0,01 ‐0,08 0 0,02 ‐0,04 ‐0,06 ‐0,17 NB
BN 0,02 0,12 0,02 0,1 0,03 0,02 0,01 ‐0,06 0,1 0,01 BN
RF 0,05 0,18 0,14 0,11 0,09 0,04 0,11 0,03 0,1 0,1 RF
RBF ‐0,08 0,14 0,04 ‐0,07 ‐0,07 ‐0,05 0,12 0,05 ‐0,07 ‐0,07 RBF
J48 ‐0,03 0,15 0,12 0,1 0,13 0 0,08 0,04 0,13 0,12 J48
LIB_SVM ‐0,15 0,04 ‐0,03 ‐0,11 ‐0,12 ‐0,09 0,02 ‐0,01 ‐0,1 ‐0,12 LIB_SVM
OAA‐Plain/RS/0.6 OAA‐Plain/SS/0.6
LR ‐0,14 0,11 0,11 ‐0,13 ‐0,2 ‐0,11 0,19 0,17 ‐0,09 ‐0,11 LR
SVM ‐0,18 ‐0,02 ‐0,07 ‐0,17 ‐0,18 ‐0,12 0,03 0,04 ‐0,11 ‐0,11 SVM
KNN1 0 0,16 0,13 0 ‐0,01 0 0,1 0,03 0,01 0,01 KNN1
KNN3 0 0,15 0,12 0,04 0,04 0 0,11 0,01 0,03 0,02 KNN3
NB 0,01 0,01 ‐0,05 0,03 ‐0,06 0 0,02 ‐0,03 ‐0,03 ‐0,13 NB
BN 0,02 0,14 0,02 0,08 0,02 0,01 0,1 ‐0,06 0,09 0,01 BN
RF 0,06 0,17 0,16 0,09 0,07 0,05 0,19 0,13 0,09 0,08 RF
RBF ‐0,04 0,12 ‐0,02 ‐0,06 ‐0,07 ‐0,06 0,15 0,06 ‐0,06 ‐0,07 RBF
J48 ‐0,04 0,19 0,21 0,06 0,05 ‐0,03 0,13 0,07 0,19 0,23 J48
LIB_SVM ‐0,15 0,04 ‐0,03 ‐0,1 ‐0,1 ‐0,15 0,04 ‐0,03 ‐0,14 ‐0,15 LIB_SVM
OAA‐Plain/RS/0.5 OAA‐Plain/SS/0.5
LR ‐0,14 0,09 0,08 ‐0,16 ‐0,2 ‐0,11 0,14 0,12 ‐0,06 ‐0,08 LR
SVM ‐0,18 ‐0,03 ‐0,11 ‐0,17 ‐0,17 ‐0,12 ‐0,01 ‐0,04 ‐0,12 ‐0,13 SVM
KNN1 0 0,16 0,14 0 ‐0,01 0 0,14 0,09 0,02 0,02 KNN1
KNN3 0 0,15 0,18 0,03 0,04 0 0,15 0,02 0,03 0,03 KNN3
NB 0,01 0,02 ‐0,04 0,04 ‐0,04 0 0,02 ‐0,05 ‐0,01 ‐0,11 NB
BN 0,02 0,15 ‐0,01 0,06 0,02 0,02 0,15 0,06 0,1 0,03 BN
RF 0,06 0,17 0,13 0,12 0,07 0,05 0,17 0,1 0,11 0,1 RF
RBF ‐0,05 0,14 0,04 ‐0,05 ‐0,05 ‐0,03 0,18 0,07 ‐0,04 ‐0,04 RBF
J48 ‐0,03 0,22 0,28 0,12 0,12 ‐0,03 0,17 0,12 0,15 0,14 J48
LIB_SVM ‐0,15 0,04 ‐0,05 ‐0,1 ‐0,11 ‐0,15 0,07 ‐0,02 ‐0,1 ‐0,12 LIB_SVM
OAA‐Plain/RS/0.4 OAA‐Plain/SS/0.4
LR ‐0,16 0,08 0,07 ‐0,13 ‐0,14 ‐0,12 0,08 0,11 ‐0,06 ‐0,08 LR
SVM ‐0,17 ‐0,01 ‐0,07 ‐0,16 ‐0,16 ‐0,14 0,01 ‐0,05 ‐0,12 ‐0,14 SVM
KNN1 0 0,15 0,14 0,01 0,01 0 0,15 0,08 0,01 0,01 KNN1
KNN3 0 0,16 0,18 0,03 0,04 0 0,15 0,04 0,03 0,03 KNN3
NB 0,01 0,02 ‐0,03 0,04 ‐0,02 0 0,04 ‐0,03 0,02 ‐0,07 NB
BN 0,02 0,17 0,05 0,04 0,02 0,01 0,2 0,06 0,09 0,03 BN
RF 0,06 0,18 0,15 0,11 0,09 0,06 0,18 0,14 0,09 0,08 RF
RBF ‐0,03 0,15 0,05 ‐0,04 ‐0,04 ‐0,03 0,21 0,02 ‐0,04 ‐0,04 RBF
J48 ‐0,03 0,21 0,24 0,12 0,15 ‐0,03 0,19 0,13 0,17 0,16 J48
LIB_SVM ‐0,16 0,05 ‐0,03 ‐0,11 ‐0,12 ‐0,14 0,07 0 ‐0,07 ‐0,07 LIB_SVM
OAA‐Plain/RS/0.3 OAA‐Plain/SS/0.3
LR ‐0,22 0,06 0,05 ‐0,2 ‐0,21 ‐0,2 0,12 0,08 ‐0,19 ‐0,21 LR
SVM ‐0,15 0,03 ‐0,03 ‐0,15 ‐0,15 ‐0,14 0,02 ‐0,06 ‐0,13 ‐0,14 SVM
KNN1 0 0,16 0,14 0,01 0,01 0 0,2 0,18 0 0 KNN1
KNN3 0 0,15 0,16 0,04 0,05 0 0,19 0,18 0,04 0,04 KNN3
NB 0 0,04 0 0,04 ‐0,01 0,01 0,06 ‐0,03 0,03 ‐0,04 NB
BN 0,02 0,16 0,06 0,04 0,01 0,01 0,21 0,08 0,07 0,03 BN
RF 0,04 0,2 0,16 0,08 0,08 0,03 0,22 0,18 0,11 0,09 RF
RBF ‐0,03 0,16 0,07 ‐0,03 ‐0,03 ‐0,02 0,23 0,05 ‐0,03 ‐0,04 RBF
J48 ‐0,03 0,23 0,25 0,14 0,14 ‐0,03 0,25 0,23 0,17 0,14 J48
LIB_SVM ‐0,16 0,04 ‐0,03 ‐0,09 ‐0,11 ‐0,14 0,04 ‐0,05 ‐0,07 ‐0,08 LIB_SVM
OAA‐Plain/RS/0.2 OAA‐Plain/SS/0.2
LR ‐0,27 0,05 0,03 ‐0,21 ‐0,22 ‐0,22 0,07 0,04 ‐0,2 ‐0,21 LR
SVM ‐0,14 0,01 ‐0,03 ‐0,13 ‐0,14 ‐0,13 0,06 0,05 ‐0,13 ‐0,14 SVM
KNN1 0 0,11 0,08 0 ‐0,01 0 0,19 0,16 0 0 KNN1
KNN3 0 0,11 0,09 0,04 0,04 0 0,18 0,17 0,04 0,04 KNN3
NB 0 0,04 0,03 0,01 0 0,01 0,07 0 0,04 ‐0,02 NB
BN 0,01 0,11 0,02 0,02 0,01 0,02 0,16 ‐0,01 0,05 0,01 BN
RF 0,05 0,15 0,12 0,09 0,07 0,05 0,2 0,13 0,12 0,1 RF
RBF ‐0,01 0,14 0,07 ‐0,01 ‐0,02 ‐0,01 0,22 0,09 ‐0,01 ‐0,01 RBF
J48 ‐0,03 0,18 0,17 0,12 0,1 ‐0,04 0,25 0,29 0,17 0,18 J48
LIB_SVM ‐0,17 0,01 ‐0,04 ‐0,06 ‐0,08 ‐0,14 0,03 ‐0,05 ‐0,07 ‐0,08 LIB_SVM
OAA‐Plain/RS/0.1 OAA‐Plain/SS/0.1
LR ‐0,23 0,03 0,01 ‐0,19 ‐0,19 ‐0,22 0,05 0,03 ‐0,2 ‐0,21 LR
SVM ‐0,13 0,03 0,02 ‐0,13 ‐0,13 ‐0,14 0,08 0,05 ‐0,13 ‐0,14 SVM
KNN1 0 0,07 0,04 0 0 0 0,15 0,11 0,01 0 KNN1
KNN3 0 0,08 0,05 0,05 0,06 0 0,15 0,13 0,05 0,04 KNN3
NB 0 0,05 0,06 0,02 0,01 0,01 0,03 ‐0,01 0,04 ‐0,01 NB
BN 0 0,06 0,04 0 0 0 0,16 0,03 0,03 0 BN
RF 0,07 0,09 0,07 0,06 0,05 0,05 0,2 0,16 0,09 0,08 RF
RBF 0,02 0,08 0,04 0,02 0,02 ‐0,01 0,16 0,09 ‐0,01 ‐0,02 RBF
J48 ‐0,02 0,12 0,1 0,09 0,07 ‐0,02 0,24 0,22 0,16 0,15 J48
LIB_SVM ‐0,17 0 ‐0,05 ‐0,05 ‐0,06 ‐0,14 0,03 ‐0,05 ‐0,06 ‐0,07 LIB_SVM
Figure 6.10 : Cora OAA-Plain comparison.
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OAA‐Plain/RS/0.9 CO LO‐Start LO‐End ICA‐Start ICA‐End CO LO‐Start LO‐End ICA‐Start ICA‐End OAA‐Plain/SS/0.9
LR 0,05 0,05 0,08 0,04 0,05 0,04 0,01 0,03 0,03 0,02 LR
SVM ‐0,08 0,03 0,03 ‐0,08 ‐0,08 ‐0,04 0,01 0,04 ‐0,04 ‐0,04 SVM
KNN1 0 0,04 0,02 0 0 0 0,02 0 0 0 KNN1
KNN3 0 ‐0,02 0,01 0 0 0 0 0,03 0 0 KNN3
NB 0 0,04 0,07 0,01 0 0,01 0,03 0,04 0,03 0,02 NB
BN 0,04 0,01 0,01 0,04 0,04 0 ‐0,01 0,01 0 0 BN
RF ‐0,02 0,02 0,01 ‐0,01 ‐0,01 0,08 0,05 0,07 0,03 0,03 RF
RBF ‐0,13 ‐0,02 0,02 ‐0,13 ‐0,13 ‐0,07 0,05 0,05 ‐0,06 ‐0,07 RBF
J48 ‐0,02 0,05 0,06 ‐0,02 ‐0,02 0,03 0,06 0,05 0,03 0,03 J48
LIB_SVM ‐0,04 ‐0,05 ‐0,05 ‐0,04 ‐0,04 ‐0,01 ‐0,09 ‐0,09 ‐0,01 ‐0,01 LIB_SVM
OAA‐Plain/RS/0.8 OAA‐Plain/SS/0.8
LR 0 0,07 0,1 0,02 0,01 0,09 0,03 0,04 0,1 0,08 LR
SVM ‐0,15 0,01 0 ‐0,15 ‐0,15 ‐0,14 0,1 0,1 ‐0,14 ‐0,14 SVM
KNN1 0 ‐0,02 ‐0,02 0 0 0 0,01 0 ‐0,01 0 KNN1
KNN3 0 ‐0,02 0,01 0 0 0 0,02 0,04 0 ‐0,01 KNN3
NB 0 0,08 0,04 0,02 0,01 ‐0,01 0,02 0,04 0,03 0,01 NB
BN 0,02 ‐0,01 0 0,02 0,02 ‐0,01 ‐0,03 ‐0,02 ‐0,02 ‐0,01 BN
RF 0,02 ‐0,01 0,05 0 0 0,03 0,04 0,05 0,01 0,01 RF
RBF ‐0,1 0,06 0,01 ‐0,1 ‐0,1 ‐0,13 0,08 0,09 ‐0,13 ‐0,12 RBF
J48 ‐0,03 0,07 0,08 0 ‐0,01 0,02 0,01 0,05 0,02 0,01 J48
LIB_SVM ‐0,11 ‐0,05 ‐0,03 ‐0,09 ‐0,08 ‐0,1 ‐0,01 ‐0,01 ‐0,1 ‐0,1 LIB_SVM
OAA‐Plain/RS/0.7 OAA‐Plain/SS/0.7
LR 0,04 0,03 0,05 0,05 0,06 0,03 0,04 0,04 0,03 0,02 LR
SVM ‐0,2 0,06 0,04 ‐0,2 ‐0,2 ‐0,18 0,02 0,04 ‐0,18 ‐0,18 SVM
KNN1 0 ‐0,02 0,01 0 0 0 ‐0,01 0,02 0 0 KNN1
KNN3 0 ‐0,03 0,02 0 0 0 ‐0,03 ‐0,03 0 0 KNN3
NB 0,02 0,01 0,01 0,01 0,01 0,01 0,03 0,04 0,01 0,01 NB
BN 0,02 0,01 0,02 0,01 0,02 0,02 0,01 0,04 0,01 0,02 BN
RF 0,06 ‐0,07 0,05 0,04 0,04 ‐0,02 ‐0,07 0,04 ‐0,04 ‐0,03 RF
RBF ‐0,11 0,01 ‐0,02 ‐0,12 ‐0,12 ‐0,12 0,05 0 ‐0,12 ‐0,12 RBF
J48 ‐0,05 0,02 0,06 ‐0,04 ‐0,05 0,08 ‐0,04 0,01 0,07 0,07 J48
LIB_SVM ‐0,12 ‐0,01 0,03 ‐0,11 ‐0,11 ‐0,23 0,03 0,03 ‐0,23 ‐0,24 LIB_SVM
OAA‐Plain/RS/0.6 OAA‐Plain/SS/0.6
LR ‐0,01 0,04 0,05 0 0,01 ‐0,01 0,06 0,11 0,01 0 LR
SVM ‐0,22 0,06 0,07 ‐0,22 ‐0,22 ‐0,25 0,02 0,03 ‐0,25 ‐0,25 SVM
KNN1 0 0,01 0,02 ‐0,02 0 0 0,02 0,03 0,01 0,01 KNN1
KNN3 0 ‐0,01 0,02 0 0 0 ‐0,01 0,02 ‐0,01 0,01 KNN3
NB 0,02 0,04 0,03 0,01 0,01 0 0,04 0,05 0 0,01 NB
BN 0,04 ‐0,03 0 0,05 0,04 0,04 ‐0,08 ‐0,02 0,02 0,02 BN
RF 0,04 ‐0,04 0,03 0,02 0,03 0,01 ‐0,05 0,01 0,02 0,02 RF
RBF ‐0,05 0,05 0,06 ‐0,03 ‐0,02 ‐0,13 0,03 0 ‐0,13 ‐0,13 RBF
J48 ‐0,05 ‐0,05 0 ‐0,02 ‐0,03 ‐0,01 ‐0,02 0,03 ‐0,07 ‐0,07 J48
LIB_SVM ‐0,11 ‐0,02 0 ‐0,1 ‐0,1 ‐0,11 0 0 ‐0,09 ‐0,09 LIB_SVM
OAA‐Plain/RS/0.5 OAA‐Plain/SS/0.5
LR ‐0,06 0,04 0,02 0,01 0,01 ‐0,02 0,05 0,09 0,05 0,03 LR
SVM ‐0,24 0,1 0,11 ‐0,23 ‐0,23 ‐0,24 0,09 0,1 ‐0,24 ‐0,24 SVM
KNN1 0 0,03 0,02 ‐0,03 0,01 0 0,02 0,06 0 0 KNN1
KNN3 0 0,01 0,03 0 ‐0,01 0 0,01 0,07 ‐0,01 0 KNN3
NB 0,02 0,03 0,01 0,01 0,02 ‐0,01 0,04 0,02 ‐0,01 0 NB
BN 0,01 ‐0,02 0,01 0 0 0 0 0,03 0 ‐0,01 BN
RF 0,04 ‐0,03 0,01 0,01 0,01 0,02 ‐0,03 0,06 0,06 0,06 RF
RBF ‐0,04 0,06 0,03 ‐0,05 ‐0,04 ‐0,03 0,02 ‐0,01 ‐0,04 ‐0,04 RBF
J48 ‐0,13 0 0 ‐0,08 ‐0,07 0,07 ‐0,03 0,07 0,06 0,05 J48
LIB_SVM ‐0,09 0,03 0,02 ‐0,06 ‐0,06 ‐0,14 0,12 0,09 ‐0,1 ‐0,1 LIB_SVM
OAA‐Plain/RS/0.4 OAA‐Plain/SS/0.4
LR ‐0,07 0,03 0,05 ‐0,03 ‐0,03 ‐0,05 0,02 0,04 ‐0,04 ‐0,06 LR
SVM ‐0,17 0,1 0,1 ‐0,18 ‐0,18 ‐0,24 0,09 0,09 ‐0,23 ‐0,23 SVM
KNN1 0 0,04 0,02 ‐0,03 0,01 0 0,02 0,04 0 0 KNN1
KNN3 0 0,04 0,03 ‐0,01 ‐0,01 0 ‐0,02 0,04 0 0 KNN3
NB 0,01 0,03 0 0,01 0,02 0,01 0,01 0,02 0 0 NB
BN 0,01 0 0 0,01 0,01 0,05 ‐0,07 ‐0,03 0,06 0,04 BN
RF 0,04 ‐0,02 0,04 0,03 0,04 0 ‐0,01 0,09 0,01 0,02 RF
RBF 0 0,05 0,03 0 0 0 0,04 0,02 ‐0,02 ‐0,02 RBF
J48 0,03 0 0 ‐0,05 ‐0,05 ‐0,02 0 0,02 ‐0,01 ‐0,01 J48
LIB_SVM ‐0,06 ‐0,02 ‐0,02 ‐0,02 ‐0,02 ‐0,23 0,02 0,03 ‐0,2 ‐0,2 LIB_SVM
OAA‐Plain/RS/0.3 OAA‐Plain/SS/0.3
LR ‐0,11 0,03 0,02 ‐0,04 ‐0,06 ‐0,05 0,04 0,03 0 ‐0,05 LR
SVM ‐0,12 0,05 0,07 ‐0,13 ‐0,13 ‐0,26 0,09 0,07 ‐0,26 ‐0,26 SVM
KNN1 0 0,03 0,02 ‐0,02 0 0 0,04 0,05 0,03 0,04 KNN1
KNN3 0 0,02 0,03 0 0 0 0,03 0,08 0 0 KNN3
NB 0 0,03 ‐0,01 ‐0,01 ‐0,01 ‐0,02 0,02 0 ‐0,01 ‐0,02 NB
BN ‐0,01 ‐0,02 0,01 ‐0,03 ‐0,02 0,04 ‐0,05 0,01 0,04 0,04 BN
RF 0,03 ‐0,01 0,02 0,02 0,03 0,01 ‐0,04 0,05 0 0 RF
RBF 0 0,01 0 ‐0,01 ‐0,01 0 0,04 0,02 0,02 0,02 RBF
J48 ‐0,03 0,01 0 ‐0,01 ‐0,02 ‐0,05 ‐0,03 0,03 0,01 0,02 J48
LIB_SVM ‐0,08 ‐0,04 ‐0,02 ‐0,04 ‐0,04 ‐0,14 ‐0,01 ‐0,01 ‐0,1 ‐0,1 LIB_SVM
OAA‐Plain/RS/0.2 OAA‐Plain/SS/0.2
LR ‐0,14 0,03 0,01 ‐0,13 ‐0,13 ‐0,15 0,02 0,01 ‐0,13 ‐0,16 LR
SVM 0 0 ‐0,01 0 0 ‐0,14 0,02 0,04 ‐0,15 ‐0,14 SVM
KNN1 0 0,02 0 0 ‐0,01 0 0,04 0,04 0 0 KNN1
KNN3 0 0,01 0 0,01 0,01 0 0,03 0,06 0,01 0,01 KNN3
NB 0 0,02 0 0 0 0,01 0,03 0,01 0 0 NB
BN 0 0,01 ‐0,01 ‐0,01 ‐0,01 ‐0,03 ‐0,05 ‐0,02 ‐0,03 ‐0,03 BN
RF 0,01 0,02 0,01 0,07 0,07 0,04 ‐0,02 0,04 0,04 0,04 RF
RBF 0,01 0,04 0 0,01 0,01 0 0,03 0,01 0 0 RBF
J48 ‐0,02 ‐0,01 ‐0,01 ‐0,03 ‐0,04 0,03 ‐0,02 0,04 0,05 0,06 J48
LIB_SVM ‐0,06 0 0,01 ‐0,02 ‐0,03 ‐0,3 0,01 0,02 ‐0,26 ‐0,25 LIB_SVM
OAA‐Plain/RS/0.1 OAA‐Plain/SS/0.1
LR ‐0,11 ‐0,02 ‐0,03 ‐0,11 ‐0,11 ‐0,17 0,01 ‐0,03 ‐0,12 ‐0,15 LR
SVM ‐0,03 0,04 0,04 ‐0,03 ‐0,03 ‐0,05 0,06 0,03 ‐0,05 ‐0,05 SVM
KNN1 0 0,02 0,01 ‐0,01 ‐0,01 0 0,06 0,07 ‐0,01 0 KNN1
KNN3 0 ‐0,01 ‐0,01 0,01 0,01 0 0,05 0,04 0 0,01 KNN3
NB 0,01 0,02 0 ‐0,01 ‐0,01 ‐0,01 0,04 ‐0,01 0 ‐0,01 NB
BN 0 ‐0,05 ‐0,02 ‐0,02 ‐0,02 0,02 ‐0,11 ‐0,08 0,02 0,01 BN
RF 0 ‐0,01 0,04 0,06 0,07 0,01 0,01 0,03 0,05 0,06 RF
RBF 0,02 ‐0,02 ‐0,06 0,01 0,01 0 0,04 0,01 0 0 RBF
J48 ‐0,01 ‐0,04 0 ‐0,02 ‐0,03 ‐0,01 0,01 0,06 0,02 ‐0,01 J48
LIB_SVM ‐0,11 ‐0,01 0 ‐0,09 ‐0,08 0,02 0,02 0 0,04 0,02 LIB_SVM
Figure 6.11 : WebKb OAA-Plain comparison.
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OAA‐Plain/RS/0.9 CO LO‐Start LO‐End ICA‐Start ICA‐End CO LO‐Start LO‐End ICA‐Start ICA‐End OAA‐Plain/SS/0.9
LR 0,01 0,02 0,02 0 ‐0,04 0 ‐0,07 ‐0,05 ‐0,02 ‐0,01 LR
SVM 0 0,01 ‐0,02 ‐0,01 ‐0,01 ‐0,03 ‐0,03 ‐0,03 ‐0,03 ‐0,04 SVM
KNN1 0 0,02 0,04 0 0 0 ‐0,05 ‐0,05 0 0 KNN1
KNN3 0 0,01 0,01 0 0,01 0 ‐0,07 ‐0,08 0,01 0 KNN3
NB 0 0 ‐0,02 ‐0,01 ‐0,02 0,01 0,02 0,02 ‐0,03 ‐0,02 NB
BN 0,01 0,02 0 0,05 0,04 0 ‐0,04 ‐0,04 ‐0,04 ‐0,04 BN
RF 0,02 0,04 0,01 0,01 0,02 0,02 ‐0,02 0,02 0,04 0,04 RF
RBF 0 0,04 0,04 ‐0,01 ‐0,01 0 ‐0,03 ‐0,05 0 0 RBF
J48 0,01 0,03 0,01 0 0,02 0,03 0,06 0,06 0,08 0,08 J48
LIB_SVM ‐0,01 0,01 0 ‐0,01 ‐0,01 ‐0,02 ‐0,06 ‐0,04 ‐0,02 ‐0,02 LIB_SVM
OAA‐Plain/RS/0.8 OAA‐Plain/SS/0.8
LR 0 0,01 0,03 0,05 0,04 ‐0,01 ‐0,05 ‐0,04 0,03 0,02 LR
SVM ‐0,05 0,02 0,02 ‐0,05 ‐0,06 0 ‐0,02 0,02 0,01 0,01 SVM
KNN1 0 ‐0,04 ‐0,02 0 0 0 ‐0,02 0,02 0 0 KNN1
KNN3 0 ‐0,02 0,02 0 0 0 ‐0,04 ‐0,03 0 0 KNN3
NB 0 ‐0,03 ‐0,02 ‐0,06 ‐0,04 0 0 0,01 ‐0,01 ‐0,01 NB
BN 0,01 0,03 ‐0,02 0,03 0,01 0,05 0,01 0,03 0,05 0,06 BN
RF 0,01 0,03 0,02 0,01 0,02 0,01 0,02 0,07 0,04 0,04 RF
RBF 0 0,02 0 ‐0,01 ‐0,01 0,03 ‐0,02 ‐0,02 0,04 0,03 RBF
J48 0,02 0,07 0,07 0,04 0,04 ‐0,01 ‐0,05 ‐0,02 0,04 0,08 J48
LIB_SVM ‐0,03 0,04 0,01 ‐0,04 ‐0,04 ‐0,05 0 ‐0,02 ‐0,05 ‐0,05 LIB_SVM
OAA‐Plain/RS/0.7 OAA‐Plain/SS/0.7
LR 0,01 0,06 0,06 0 ‐0,03 0,01 ‐0,04 ‐0,09 ‐0,01 ‐0,04 LR
SVM ‐0,08 ‐0,01 ‐0,02 ‐0,07 ‐0,08 0,02 0,09 0,15 0,03 0,04 SVM
KNN1 0 0,02 0,02 0 0,01 0 ‐0,06 ‐0,01 0 0,01 KNN1
KNN3 0 0,02 0,03 0 0 0 ‐0,08 ‐0,06 0 0 KNN3
NB 0 ‐0,08 ‐0,07 ‐0,04 ‐0,06 0 0 0,01 ‐0,02 0,01 NB
BN ‐0,01 0,09 0,08 0,05 0,03 0,04 0,04 0,06 0,03 0,09 BN
RF 0,03 0,05 0,02 0,04 0,03 0,03 ‐0,04 0,14 0,04 0,03 RF
RBF 0 0,1 0,1 0 0 0,04 ‐0,05 ‐0,05 0,05 0,04 RBF
J48 ‐0,01 0,07 0,07 0,04 0,04 ‐0,01 ‐0,05 ‐0,01 0,03 0,13 J48
LIB_SVM ‐0,01 0,01 0,01 ‐0,02 ‐0,02 ‐0,04 0,04 0,03 ‐0,04 ‐0,04 LIB_SVM
OAA‐Plain/RS/0.6 OAA‐Plain/SS/0.6
LR ‐0,01 0,03 0,03 0,02 0,02 ‐0,04 0,02 ‐0,02 0,01 0,01 LR
SVM ‐0,06 ‐0,02 ‐0,03 ‐0,05 ‐0,06 ‐0,02 0,04 0,11 0,03 0,1 SVM
KNN1 0 0 0,02 0 0 0 ‐0,03 0,01 0 0,01 KNN1
KNN3 0 0,01 0,05 0 0 0 ‐0,04 0,01 0 0 KNN3
NB 0 0,02 0,04 ‐0,03 ‐0,02 0,01 ‐0,03 ‐0,04 ‐0,03 ‐0,01 NB
BN 0,01 0,06 0,04 0,05 0,04 0,03 0,08 0,1 0,03 0,01 BN
RF 0,03 0,07 0,06 0,05 0,05 0,02 0 0,03 0,06 0,06 RF
RBF 0,03 0,02 0 0,04 0,04 0,06 ‐0,04 ‐0,02 0,07 0,07 RBF
J48 0 0,05 0,06 0,05 0,05 ‐0,04 ‐0,05 0,11 0,03 0,19 J48
LIB_SVM ‐0,03 ‐0,02 ‐0,02 ‐0,11 ‐0,12 ‐0,07 ‐0,04 ‐0,13 ‐0,07 ‐0,07 LIB_SVM
OAA‐Plain/RS/0.5 OAA‐Plain/SS/0.5
LR ‐0,02 0,05 0,04 0 ‐0,01 ‐0,04 0,06 0,07 0,01 ‐0,05 LR
SVM ‐0,06 ‐0,05 ‐0,08 ‐0,05 ‐0,05 ‐0,1 ‐0,08 ‐0,1 ‐0,08 ‐0,11 SVM
KNN1 0 0,04 0,02 0 0 0 ‐0,05 ‐0,01 0 0 KNN1
KNN3 0 0,04 0,04 0 0 0 ‐0,04 ‐0,02 ‐0,01 ‐0,01 KNN3
NB 0 0,04 0,04 ‐0,01 ‐0,01 0,01 ‐0,02 ‐0,12 ‐0,02 ‐0,1 NB
BN 0,01 0,07 0,04 0,03 0,03 0,03 0,03 0,06 0,11 0,11 BN
RF 0,04 0,07 0,04 0,06 0,05 0,02 0,05 0,03 0,09 0,09 RF
RBF 0,02 0,06 0,03 0,03 0,03 0,06 ‐0,04 ‐0,02 0,05 0,06 RBF
J48 0 0,1 0,1 0,02 0,03 ‐0,01 0,13 0,02 0,07 0,25 J48
LIB_SVM ‐0,02 0,01 0 ‐0,01 ‐0,01 ‐0,15 0,01 0,01 ‐0,16 ‐0,16 LIB_SVM
OAA‐Plain/RS/0.4 OAA‐Plain/SS/0.4
LR ‐0,05 0,04 0,02 ‐0,03 ‐0,02 ‐0,09 0,05 0,02 ‐0,08 ‐0,16 LR
SVM ‐0,06 ‐0,07 ‐0,08 ‐0,05 ‐0,05 ‐0,1 ‐0,09 ‐0,16 ‐0,09 ‐0,1 SVM
KNN1 0 0,04 0,01 0 0 0 0,01 0,01 0,01 0 KNN1
KNN3 0 0,04 0,03 0 ‐0,01 0 ‐0,03 ‐0,03 0 0 KNN3
NB 0 0,03 0,02 ‐0,04 ‐0,06 0,01 0,03 ‐0,03 0,03 ‐0,03 NB
BN 0,02 0,08 0,08 0,04 0,04 0,04 0,1 0,11 0,12 0,16 BN
RF 0,04 0,08 0,06 0,05 0,04 0,04 0,1 0,05 0,07 0,07 RF
RBF 0,02 0,09 0,06 0,04 0,04 0,12 0,04 ‐0,01 0,11 0,11 RBF
J48 0,01 0,06 0,05 0,06 0,1 0 0,03 0,06 0,13 0,23 J48
LIB_SVM ‐0,01 ‐0,03 ‐0,06 ‐0,05 ‐0,06 ‐0,2 0,04 0,01 ‐0,24 ‐0,26 LIB_SVM
OAA‐Plain/RS/0.3 OAA‐Plain/SS/0.3
LR ‐0,08 0,03 0,01 ‐0,08 ‐0,08 ‐0,09 0,06 0,06 ‐0,09 ‐0,16 LR
SVM ‐0,06 ‐0,09 ‐0,09 ‐0,06 ‐0,06 ‐0,1 ‐0,12 ‐0,19 ‐0,08 ‐0,09 SVM
KNN1 0 0,03 0,01 0 0 0 0,02 0,05 0,01 0,01 KNN1
KNN3 0 0,04 0,03 0 ‐0,01 0 ‐0,01 0,03 0 0 KNN3
NB 0 0,04 0,06 ‐0,04 ‐0,04 0 0 ‐0,06 ‐0,02 ‐0,04 NB
BN 0 0,07 0,06 0,04 0,03 0,04 0,15 0,11 0,13 0,17 BN
RF 0,03 0,07 0,05 0,06 0,06 0,04 0,13 0,13 0,07 0,04 RF
RBF 0,05 0,08 0,05 0,04 0,04 0,11 0,08 ‐0,02 0,1 0,1 RBF
J48 0 0,04 0,05 0,05 0,08 0,01 0,01 0,11 0,14 0,2 J48
LIB_SVM ‐0,06 ‐0,04 ‐0,05 ‐0,17 ‐0,18 ‐0,21 0,03 ‐0,02 ‐0,24 ‐0,29 LIB_SVM
OAA‐Plain/RS/0.2 OAA‐Plain/SS/0.2
LR ‐0,12 0,03 0 ‐0,12 ‐0,13 ‐0,16 0,05 0,03 ‐0,13 ‐0,19 LR
SVM ‐0,06 ‐0,11 ‐0,12 ‐0,06 ‐0,07 ‐0,1 ‐0,07 ‐0,13 ‐0,08 ‐0,08 SVM
KNN1 0 0,03 0,04 0,01 0 0 0,05 0,06 0,01 0,01 KNN1
KNN3 0 0,04 0,02 0 0 0 0,03 0,09 0,01 0 KNN3
NB 0 0,01 0,02 0 ‐0,01 0 ‐0,05 ‐0,08 ‐0,01 ‐0,03 NB
BN 0 0,09 0,09 0,03 0,03 0,01 0,14 0,06 0,06 0,07 BN
RF 0,05 0,05 0,04 0,06 0,05 0,06 0,11 0,13 0,06 0,06 RF
RBF 0,1 0,04 0,02 0,1 0,1 0,07 0,09 0,08 0,06 0,06 RBF
J48 0,01 0,04 0,05 0,07 0,08 0 0,11 0,16 0,08 0,09 J48
LIB_SVM ‐0,09 ‐0,06 ‐0,07 ‐0,16 ‐0,16 ‐0,2 0,03 ‐0,03 ‐0,08 ‐0,09 LIB_SVM
OAA‐Plain/RS/0.1 OAA‐Plain/SS/0.1
LR ‐0,11 0,01 0 ‐0,12 ‐0,12 ‐0,12 0,05 0,06 ‐0,13 ‐0,17 LR
SVM ‐0,06 ‐0,1 ‐0,11 ‐0,05 ‐0,05 ‐0,08 ‐0,03 ‐0,05 ‐0,07 ‐0,07 SVM
KNN1 0 0,03 0,02 0 0,01 0 0,12 0,11 0,02 0,03 KNN1
KNN3 0 0,02 0 0 0 0 0,11 0,14 0,01 0,01 KNN3
NB ‐0,01 0,02 0,01 0 0 0,01 0,03 0,03 0,01 ‐0,02 NB
BN ‐0,01 0,06 0,05 0 0,01 0 0,12 0,16 0,04 0,03 BN
RF 0,05 0,03 0,03 0,08 0,07 0,02 0,1 0,13 0,12 0,09 RF
RBF 0,1 0,04 0,01 0,11 0,11 0,07 0,11 0,08 0,06 0,06 RBF
J48 0,01 0,03 0,01 0,05 0,05 0,04 0,08 0,15 0,05 0,13 J48
LIB_SVM ‐0,17 0 0 ‐0,09 ‐0,08 ‐0,2 0,08 0 ‐0,02 ‐0,06 LIB_SVM
Figure 6.12 : HepTh OAA-Plain comparison.
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7. CONCLUSIONS AND FUTURE RESEARCH
In this thesis, first, we compared certain graph properties of the datasets used in the
context of this thesis, namely Citeseer, Cora, WebKb, HepTh and Synthetic datasets,
to understand similarities and differences between these datasets. In addition to graph
properties existing in the literature, we introduced some new graph properties such
as local alpha and local beta, which depend on the neighbors’ classifier accuracy and
neighbors’ homophily respectively. We also calculated the correlations between the
graph properties.
We found out that, as expected and pointed out by previous authors, homophily and
accuracy are highly correlated. Homophily and entropy are negatively correlated as
expected. Local alpha and accuracy are highly correlated on some datasets. Local
alpha and local beta are positively highly correlated for the link graphs. Local beta and
homophily are also correlated as expected.
We can suggest a number of research directions related to graph properties. Class
based graph properties can be investigated. That is, graph properties such as degree
distribution, clustering coefficient per class basis can be calculated and compared.
Exploration of relative graph properties may be another research direction. Since
classification accuracy highly depends on the separation of the test/train partitions,
whenever a test instance is too far away from the training data it gets very little
information from its neighbors. So, for each partitioning of the dataset, the correlations
between relative graph properties and accuracy of the classifiers may be explored. One
other direction may be calculation of directed graph properties which may help in
understanding of the classifier behavior of directed graphs.
In the thesis, in order to benefit from the diversity of the domains (such as content,
link) and classifiers, we proposed training classifiers separately on each domain
and combining those classifiers. We proposed seven different classifier combination
methods to combine classifiers. In order to select the most diverse and useful set of
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classifiers for a combination scheme, we used a genetic algorithm based method. We
used the validation sets to determine which classifiers should be combined to achieve
better performance for the given train/test partition of the dataset. After we determined
the classifier set to be combined, we used the same classifier set for the test set. Our
experiments on four different datasets, namely Citeseer, Cora, WebKb and HepTh,
show that our new method outperforms best of the base classifiers on the datasets used.
Our method can also be extended to collective classification scenarios with multiple
types of content and link in the future.
Investigation of the effect of using directed link information on classifier performance
for collective classification, was another contribution of the thesis. We evaluated
performance of collective classification algorithms using different local classifiers on
Citeseer, Cora, WebKb and HepTh datasets with random and snowball sampling, using
directed and undirected links for different train/test ratios. It has been shown that by
using directed graphs, significant performance increase is obtained when link only
classifier is used. This useful information also reflects to collective classification (ICA)
and we get better results as well. Whenever directed links are used with snowball
sampling, the performance of the content only classifier decreased slightly. The reason
for that is, snowball sampling is related to links and in case of usage of directed links,
growing snowball has less directions to grow, compared to undirected one. Content
only for random sampling was not affected by directed links since random sampling
is independent of the links. The proposed method to use directed link information,
can be extended to any network classification problem where direction information is
available.
While it is usually difficult to obtain labels on the whole dataset, features are usually
easier to obtain. In this thesis, in order to benefit from this fact that, we introduced a
new method of transductive network classification which can use the test node features
when training the classifier (Cataltepe et al. 2014). We train our classifier using
enriched node features. The enriched node features include, in addition to the node’s
own features, the aggregated neighbors’ features and aggregation of node and neighbor
features passed through simple logical operators OR and AND. Enriched features may
contain irrelevant or redundant features, which could decrease classifier performance.
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Therefore, we employ feature selection to determine whether a feature among the set
of enriched features should be used for classifier training or not. The feature selection
method used, FCBF#, is a mutual information based, filter type, fast, feature selection
method (Senliol et al. 2008).
The methods introduced in the context of this section of the thesis, is an extension of
previous work on feature enrichment, which was first introduced in (Senliol 2010).
In the previous work, enriched features are constructed as combinations of plain
(node’s own features), neighbors features and ORed features. In addition to those,
we also introduce ANDed features and take into account all major combinations of
those enrichment methods as separate cases. It only uses EnrSel method, in which,
after enrichment of all node features, feature selection is applied. However we also
introduce SelEnr method, in which, feature selection among the node features is done
and then those features are enriched. In addition to Logistic Regression which was
used in the previous study, we also use Bayes Net as the base classifier.
Experimental results on three different network datasets show that classification
accuracies obtained using network enriched and selected features are comparable or
better than content only or collective classification.
There are a number of future work directions related to feature enrichment. Other
feature enrichment methods based on the characteristics of a specific networked dataset
may be explored. Exploration of aggregation methods other than count and average
and exploration of neighborhood functions that consider more than just the immediate
neighbors may be other research directions.
In this thesis, then, for classification of multi-class networked data, instead of using
a single classifier to learn all classes, we used a one-against-all scheme and learned a
separate classifier for each class. We extended this one-against-all setting to collective
classification also. Although one-against-all classification increases the training and
testing time due to the increase in the number of classifiers, experimental results show
that OAA content only and collective classification is better than single classifier
content only and collective classification. It has been also shown that the benefit
of using OAA scheme is strongly dependent to the classifier used. The benefit of
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OAA learning becomes more emphasized with increase in homophily or decrease in
available training data size.
As a future work, an algorithm for one against one (OAO) classification for networked
data may be implemented and OAO and OAA may be compared.
There are also a number of future work directions related to collective classification.
• Classifier Pooling: During the execution of collective classification algorithms the
same local classifier is used. However it is possible to change the local classifier
during the iterative progress.
• Graph Properties as Features: It is possible to calculate unlabeled graph
properties whenever links are available. For each node, these values can be used
as additional the features of the node. A feature selection algorithm can be applied
for feature selection of -extended- feature set of the node. The result of the selection
should give an idea about the importance of that property for the dataset and these
additional features may help to improve classification performance.
• Stacking of Classifiers: The method introduced for heterogeneous classifier
combination may be extended to stacking of classifiers.
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APPENDIX A.1 : Graph Properties Plots
Figure 1 : Entropy vs degree dot plot.
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Figure 2 : Homophily vs clustering coefficient.
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Figure 3 : Homophily vs clustering coefficient dot plot.
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Figure 4 : Local alpha vs homophily dot plot.
153
Figure 5 : Local beta vs homophily dot plot.
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Figure 6 : Local alpha vs clustering coefficient.
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Figure 7 : Local alpha vs clustering coefficient dot plot.
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Figure 8 : Local beta vs clustering coefficient.
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Figure 9 : Local beta vs clustering coefficient dot plot.
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Figure 10 : Accuracy vs degree dot plot.
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Figure 11 : Accuracy vs clustering coefficient.
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Figure 12 : Accuracy vs clustering coefficient dot plot.
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Figure 13 : Accuracy vs homophily dot plot.
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Figure 14 : Accuracy vs entropy dot plot.
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Figure 15 : Accuracy vs local alpha dot plot.
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Figure 16 : Accuracy vs local beta dot plot.
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