Abstract
Introduction
With the automatic speech recognition systems (ASR) widely used in different man-machine communication applications, improving the robust of ASR is a hot issue in the research realm of speech signal processing. Existing ASR performance in the lab environment achieved a high recognition rate, but usually an ASR system is trained in a given environment and tested in different environments. This mismatch causes a drastic degradation in ASR performance and is unable to meet the requirements of practical applications. And additive background noise (uncorrelated to speech) is one of the major factors. For this reason, three categories of robust methods have been proposed to improve the performance of ASR. The first one extracts the phonetic feature which is less sensitive to the impact on noise, e.g. the extraction of robust speech features and speech enhancement technology. The second group makes speech models adapted to the working environment of the speech recognition system, such as the model compensation approach and the model adaptive technology. The last group reduces the noise influence in the back-end identification process [1] [2] [3] . This article focuses on the robustness of feature extraction.
Feature extraction is the most critical step of speech recognition processing and directly affects the performance of the speech recognition system. Extracting robust speech features is a widely used method in the practical applications. The method improves the performance of ASR by finding speech features of noise immunity. This kind of method doesn't need to estimate the environmental characteristics of the noise, and therefore is adapted to a variety of noisy environments [4, 5] .
In the past studies, some feature parameters have been proposed, such as linear predictive coefficients (LPC), perceptual linear predictive coefficients (PLP), MFCC, etc. MFCC is the most popular parameter among them. It is based on masking characteristics of the human ear and can be a good simulation of the auditory characteristics. In the procedure of MFCC computation, the speech signal is passed through a triangular filter bank which contains p filters and then linearly spaced to Mel scale. We compute the logarithm of Mel filter bank energy (LMFE) of each filter. Finally, MFCC extraction is obtained through discrete cosine transformation (DCT). MFCC can achieve high recognition rate in clean or high SNR environment, but the recognition rate will rapidly decline in the case of lower SNR environment [6] . Therefore, researchers proposed many methods from multiple perspectives. Minimum variance distortionless response (MVDR) as a spectrum estimation method is used in the speech signal processing to overcome the shortcomings of low resolution spectral envelope estimation [7] . MVDR spectrum is applied in the speech signal processing to deal with the drawback of linear prediction model. It improves the spectrum resolution and enhances the system robustness [8] . J. A. Morales-Cordovilla applied the estimation method of pitch-synchronous averaging for extracting MFCC as features for robust speech recognition [9] . The effect of an additive noise in a statistical sense can be remove by the estimation method. Babak Nasersharif proposed a noise compensation method for Mel sub-band energy as well as MFCC, reducing the error rate of the speech recognition system in reference [10] . H.Abbasian proposed a method to optimize class-dependent PCA transformation matrix for robust MFCC feature extraction using genetic programming [11] . Then he put forward a new approach to use class-dependent LDA and a multidimensional genetic algorithm for robust MFCC extraction [12] .
In the conventional MFCC extraction, DCT is an essential procedure. Firstly, it can improve the robustness of the LMFEs, Which enables the LMFEs not susceptible to noise and other unwanted variabilities. Secondly, it removes the Mel spectral components of different frequency bands correlation and meets the requirements of statistical pattern recognition systems based the Gaussian mixture model (GMM) [13] . In addition, a large amount of redundant information that exists between each vector is reduced and the vectors become more independent. However, the speech signal itself contains a large number of non-linear data structures and DCT is a linear decorrelation method based on local optimal dimensionality. It fails to express the nonlinear data structure exactly. ISOMAP is a kind of nonlinear dimension reduction method based on the assumption of the manifold. It is an approach that uses the easily measured local metric information to learn the underlying global geometry of a data set [14, 15] . The approach can discover the nonlinear degrees of freedom that underlie complex natural observations [16] . Our proposed work is focused to design a non-linear transformation technique which can effectively preserve the related information of speech to improve the ASR performance. We first obtain a consistency of mixed matrix which contains the entire sample LMEFs and then discover a low dimensional non-linear space mapping matrix through ISOMAP algorithm. Finally, the mapping matrix replaces the DCT in the process of the speech feature extraction. In the experiments the paper compared three different features in eight different noise environments. The final results show that we can obtain more robust speech features using S-ISOMAP.
The remainder of this paper is organized as follows. In section 2, a brief overview of the Principal Component Analysis (PCA) computation is depicted mathematically. Then we describe the ISOMAP as our basic tool in this research. In section3, several issues of block transformation techniques are discussed. Section 4 consists of the experimental setup, results and discussions. Finally, the paper is concluded in section 5.
Methodology

Principal Component Analysis
PCA is a kind of the most commonly linear method used in data-mining, data compression and feature extraction. The algorithm aims to find a subspace that maximizes the variance when data set are projected to the subspace. According to the direction of the largest variance, it finds and retains the most effective and important data which are mutually unrelated. In the meanwhile, these low-dimensional data can represent the original data due to remaining most information of the raw data.
The main idea of PCA is to determine a coordinate system of the orthogonal transformation. In the new coordinate system, transformation of the data variance along the new coordinate axis is maximized. Assume that we have sample data set X=[x 1 , x 2 , …, x n ], x i ∈R m and center the data by subtracting the mean method:
Assuming there is a linear transformation to vector X:
A Novel Robust MFCC Extraction Method Using Sample-ISOMAP for Speech Recognition Huan Zhao, Yufeng Xiao where w i is an n-dimension vector, w i T is the transpose of w i . According to the idea of PCA, we transform the data to the direction which maximizes the variance. Assuming i=1, y i has the maximum variance which denotes the first principal component of X. The value of the variance depends on the norm and the direction for vector and increase with the growing norm value. We constrained the norm as a constant, usually set as 1. In the case, we are looking for a vector w i , maximizing the index of PCA:
where C X is the covariance matrix of X. The covariance matrix is obtained from the following equation:
Assume the rank of C X is p. So there are p none-zone eigenvalues, presented as d 1 ≥d 2 ≥…≥d p . Then we take the feature values of vector v 1 , v 2 ,…,v k as the direction of projection, which is corresponding to the first k eigenvalues. For example, there is a sample vector x which is projected to a vector y through v:
We can assume that vector y represents the sample of X and implement the data from n-dimension to k-dimension.
ISOMAP
Tenenbaum and Silva proposed Isometric Feature Mapping Algorithm (ISOMAP) which is to establish a simple method of multidimensional scaling analysis based on the non-linear data. It tries to maintain the relationship between data after reduction in the low-dimensional. In order to maintain the global geometric characteristics of the intrinsic low-dimensional manifold embedded in the high-dimensional observation space, ISOMAP algorithm uses geodesic distance matrix of all samples to replace the Euclidean distance matrix in the MDS algorithm. The key of the algorithm is the geodesic distance calculation between each sample point. For the neighbor points, we take the Euclidean distance as geodesic distance. While for the k-neighbor point, the shortest of the nearest neighbor graph is considered to be the distance measurement of the neighboring points. With the constructed global geodesic distance matrix, the MDS algorithm establishes the isometric mapping between high dimensional space and low dimensional embedding space. In this way, the algorithm is able to discover the intrinsic low dimensional representation embedded in the higher dimensional space. The algorithm can be briefly described as follow steps: (i) Constructed nearest neighboring graph G Calculate the Euclidean distance between any pairwise points in input space. If the Euclidean distance d x (i, j)of x i to x j is even less than a certain threshold ζ or x i is the k-neighboring point of x i , then they are defined as neighboring points in the graph G and the weight is d x (i,j).
(
ii) Compute the shortest distance matrix
If the pairwise point of x i and x j is defined as neighboring in the graph G whose shortest distance is set as d G (i,j), otherwise d G (i,j)=∞. Then we compute all pairs of points as the following formula:
where l=1, 2,…,n and n represents the number of sample points. Finally, all of the shortest path distance are combined to form the shortest distance matrix D G = {d G (i,j)}. 
where D G ={d Y (i,j)=||y i -y j ||} expresses the embedded Euclidean distance matrix in low-dimensional coordinate. The matrix norm of L 2 is computed by eq. (6). The function of τ(D) is defined as -HSH/2. S represents the square of the distance matrix. Assuming γ p is the p-th eigenvalue and θ p is the eigenvector which corresponds to γ p , we obtain the center matrix H ij =δ ij -1/n. When taking the eigenvectors corresponded to the first d maximum eigenvalue as the low dimensional coordinates, eq. (7) can obtain a minimum value in the global space.
Robust Feature Extraction
MFCC
Conventional MFCC feature extraction is based on DCT. The process of MFCC is shown in figure 1 . After obtained the LMEFs, the speech signal is applied to reduce dimension and remove correlation using DCT. Finally, a 13-dimension coefficient is extracted from each frame, including logarithm energy and 12 MFCC cepstral coefficients. These coefficients combine with their first, second-order differential signal which consist of 39-dimensional feature values. 
PCA-MFCC
PCA-MFCC is based on the PCA feature extraction process. As we described in the section 2.1, PCA replace the DCT to analyze the LMEFs. PCA can extract the principal components in the speech signal as the feature values. These values are more independent and differentiable than that extracted by DCT. The process of PCA-MFCC feature extraction is shown in figure 2 . The 12-order PCA-MFCC coefficients and logarithm energy with their first, second-order differential signal consist of 39-dimensional features. 
S-ISOMAP-MFCC
S-ISOMAP-MFCC is based on the ISOMAP which is described in the section 2.2. The speech A Novel Robust MFCC Extraction Method Using Sample-ISOMAP for Speech Recognition Huan Zhao, Yufeng Xiao signal is able to express accurately in the mapped nonlinear space. Figure 3 shows the overall feature extraction steps using ISOMAP. Figure 3(a) illustrates the process of computing the non-linear mapping matrix. We named the non-linear mapping matrix as the S-ISOMAP matrix. Firstly, all samples of the speech LMFEs are connected to obtain the consistency mixed matrix. Then we use the ISOMAP algorithm to dig out a non-linear space mapping matrix from this consistent mixed matrix [17] . Next, we take the S-ISOMAP matrix which is obtained in figure 3(a) to replace DCT in the MFCC extraction process. The 12-order S-ISOMAP-MFCC coefficients and logarithm energy with their first, second-order differential signal composed of 39-dimensional features. The procedures are illustrated in figure 3(b) . 
Recognition experiments and results
To examine the validity of the methods mentioned above, we conducted evaluation experiments using the Aurora 2.0 database. Aurora 2.0 is a database for evaluating the speech recognition performance of different feature extraction methods under different noise environments. The speech data in Aurora 2.0 database derivative from the TI-DIGITS database, down-sampled to 8 kHz and then filtered by a G.712 characteristic filter. 8440 utterances were chosen for clean-condition and multi-conditional training. Utterances pronounced by American males and females are composed of digit sequences (e.g., sil-one-two-seven-five-six-three-nine-sil). In the experiment, the training set is made up of 200 male and female speech data items (each for 100 items) randomly selected from clean-condition training set in the Aurora 2.0 database. The test data in the Aurora 2.0 database is divided into three sets, including 'A', 'B' and 'C'. The utterances of testing set 'A' are obtained by four types of noises (subway, babble, car, exhibition) at seven different SNRs (-5, 0, 5, 10, 15, 20dB and clean). Set B is constructed in the similar way to set 'A', but there are another four different types of noises (restaurant, street, airport and train) that are different from set 'A'. In this experiment, we take our testing set as test 'A' and 'B' together with 40 randomly chosen male and female speech data items under different noise conditions and SNRs.
The speech signal is sampled at 8 kHz. We segment into overlapping frames with the length of 32ms (240 sample points) and the frame shift interval of 10ms (80 sample points). Hamming window and pre-emphasis is applied to each frame. The number of Mel filter bank channel is set 20. Finally, each frame is represented as 39-dimention feature values using the different methods which we mentioned above. The experiment uses HTK 3.3 to build a speech recognition system based on HMM. The system is aimed obtaining the recognition rate to evaluate the different types of features performance. HMM model is established by the syllable units and each syllable consists of five states. The translation matrix has 5 rows and 5 columns. In addition, when we apply ISOMAP for extracting S-ISOMAP-MFCC feature values, the parameter k is set as 7. The recognition rate results of three features are shown in figure 4 .
In the first case, all the types of noisy speech, which are chose from set 'A', are considered and the result is shown in Figure 4 Figure 4 indicates that, the robustness and recognition rate of S-ISOMAP-MFCC are improved in varying degrees compared to other methods, and the improvement is significant especially in low SNRs (-5, 0, 5dB). The recognition of S-ISOMAP-MFCC feature is about 4.27% higher than MFCC. Table 1 shows the average of recognition rate in low SNRs. In the process of PCA-MFCC, PCA is used to process the consistency mixed matrix of the LMFEs and obtain a linear-based mapping matrix. When the test condition is different from the training condition, some distortions are negligible in LMFEs become important after mapping to the PCA-linear space. The results show that the average recognition rate of S-ISOMAP-MFCC achieves better performance than others in different noise environment at low SNRs. Table 2 indicates the average of recognition in different noise conditions. The S-ISOMAP-MFCC proposed feature extraction method's performance is better than the other features.
Conclusion
The paper proposed a novel method termed as S-ISOMAP-MFCC to extract robust features based on ISOMAP. According to the non-linear characteristic, the consistency mixed matrix of the LMFEs is processed by the ISOMAP to get a non-linear space mapping matrix. Then we take this mapping matrix to replace DCT and gain more efficient and robust feature values. The algorithm is validated by the recognition system established by Aurora 2.0 and HTK 3.3. The results show that the robustness and recognition rates of the S-ISOM-MFCC are improved in different noise conditions, particularly in low SNRs. Making future efforts, the S-ISOMAP-MFCC proposed feature extraction method which is an off-line method can be applied to embedded platforms. The non-linear mapping matrix is obtained by PC and be used in the embedded platform. Therefore, the algorithm will not increase the burden of the time and the space, when processing on the embedded platform.
