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El principal objetivo de este Trabajo Final de Ma´ster es el desarrollo de herramientas que
nos permitan identificar vo´rtices en simulaciones nume´ricas directas, DNS. Para ello se
ha hecho uso de distintos algoritmos implementados en Fortran, paralelizados mediante
MPI y OpenMP.
A partir de los resultados obtenidos por el co´digo LISO (encargado de resolver la DNS),
se identifican los puntos que superan un cierto criterio de vorticidad, generando as´ı una
matriz booleana. En primer lugar, se ha desarrollado un algoritmo de identificacio´n de es-
tructuras, el cual divide el dominio entre todos los procesadores, y se hace la identificacio´n
a partir de encontrar un punto de origen del vo´rtice, y recorrie´ndolo en las 6 direcciones
cartesianas. Cuando todos los procesadores han hecho su identificacio´n, se unifican los
resultados identificando los vo´rtices totales del campo.
Una vez tenemos los vo´rtices identificados en cada instante temporal, se hace el segui-
miento temporal de los mismos. Para ello se comparan las estructuras en dos instantes
temporales consecutivos, determinando la evolucio´n, vida, muerte, rotura o coalescencia
de los vo´rtices. Finalmente, estas herramientas han sido implementadas como un mo´dulo
del co´digo LISO, realizando la identificacio´n y seguimiento de los vo´rtices al mismo tiempo
que se realiza la simulacio´n nume´rica directa del canal turbulento.




El principal objectiu d’aquest Treball Final de Ma`ster e´s el desenvolupament de ferramen-
tes que ens permeten identificar vo`rtexs en simulacions nume`riques directes, DNS. Per a
aixo` s’ha fet u´s de distints algoritmes implementats en Fortran, parallelitzats per mitja`
de MPI i OpenMP.
A partir dels resultats obtinguts pel codi LISO (encarregat de resoldre la DNS), s’identifiquen
els punts que superen un cert criteri de vorticitat, generant aix´ı una matriu booleana. En
primer lloc, s’ha desenvolupat un algoritme d’identificacio´ d’estructures, el qual dividix
el domini entre tots els processadors, i es fa la identificacio´ trobant un punt d’origen del
vo`rtex, i recorrent-ho en les 6 direccions cartesianes. Quan tots els processadors han fet
la seua identificacio´, s’unifiquen els resultats identificant els vo`rtexs totals del camp.
Una vegada tenim els vo`rtexs identificats en cada instant temporal, es fa el seguiment
temporal dels mateixos. Per a aixo` es comparen les estructures en dos instants temporals
consecutius, determinant l’evolucio´, vida, mort, ruptura o coalescencia dels vo`rtexs. Final-
ment, estes ferramentes han sigut implementades com un mo`dul del codi LISO, realitzant
la identificacio´ i seguiment dels vo`rtexs alhora que es realitza la simulacio´ nume`rica directa
del canal turbulent.




The main objective of this Master Thesis is the development of tools that allow the
identification of vortices in direct numerical simulations (DNS). For that purpose, diffe-
rent algorithms implemented in Fortran has been used and parallelized using MPI and
OpenMP.
From the results obtained from LISO code (focused on solving DNS), points that accom-
plish a certain vorticity criterion are identified with which a boolean matrix is generated.
First, a vortex identification algorithm has been developed, which divides the domain
between all the processors. Each processor identifies a germ point from which the rest
of the vortex is found, traveling through it in the 6 Cartesian directions. When all the
processors have made their identification, the results are unified by identifying the total
vortices of the field.
Once the vortices have been identified at each time step, they are tracked over time. To
this end, the structures are compared in two consecutive time instants, determining the
evolution, life, death, rupture or coalescence of the vortices. Finally, these tools have been
implemented as a module of the LISO code, carrying out the identification and tracking
of the vortices at the same time that the direct numerical simulation of the turbulent
channel is carried out.
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El objetivo principal de este Trabajo Final de Ma´ster es el desarrollo y optimizacio´n
de algoritmos para el estudio de estructuras coherentes o vo´rtices en un canal resuelto
mediante una simulacio´n nume´rica directa o DNS. La turbulencia es un re´gimen en el
que el campo de velocidades del flujo var´ıa de forma importante y aleatoria tanto en
espacio como en tiempo. Aunque esta definicio´n pueda parecer complicada, todos los
flujos turbulentos tienen que cumplir las siguientes caracter´ısticas.
Irregularidad: tal y como indica su propia definicio´n, los flujos turbulentos son
aleatorios e irregulares. La connotacio´n ma´s importante de esta caracter´ıstica es que
su estudio anal´ıtico se hace muy complicado, y normalmente se recurren a me´todos
estad´ısticos para su resolucio´n.
Tridimensional: los flujos turbulentos son puramente 3D. Una de las caracter´ısticas
ma´s importantes es que tienen altos niveles de vorticidad fluctuante. El principal
mecanismo que mantiene la vorticidad, conocido por Vortex Stretching, no existe en
flujos bidimensionales.
Difusividad: esta es la caracter´ıstica ma´s importante de la turbulencia. La turbu-
lencia hace que aumenten las tasas de transferencia de calor, masa y energ´ıa. Esta
caracter´ıstica es la responsable de feno´menos como la prevencio´n de separacio´n de
la capa l´ımite a altos a´ngulos de ataque o la resistencia al movimiento del flujo en
tuber´ıas. Esta caracter´ıstica no es siempre negativa, ya que hay aplicaciones en las
que se busca incrementar la turbulencia para favorecer la mezcla, como ocurre en la
inyeccio´n de combustible diesel en un motor de combustio´n interna.
Continuidad: los flujos turbulentos son continuos, es decir, las escalas ma´s pe-
quen˜as de la turbulencia son o´rdenes de magnitud superiores a las moleculares.
Aunque ya se vera´ mas adelante, la escala ma´s pequen˜a del flujo turbulento es la
escala de Kolmogorov (η), y la escala molecular ma´s relevante es la del camino libre








Donde M es el nu´mero de Mach y Re es el nu´mero de Reynolds. Este para´metro
suele ser muy pequen˜o excepto en casos extremos, como podr´ıa ser una nebulosa
gaseosa.
De forma general, podemos diferenciar a un flujo turbulento a partir de su nu´mero de






donde u es la velocidad, L es una longitud caracter´ıstica y ν es la viscosidad cinema´tica.
Este nu´mero se puede ver como una relacio´n entre la fuerzas inerciales, en el numerador de
la ecuacio´n, y fuerzas viscosas, en el denominador. Cuando las fuerzas viscosas dominan
a las fuerzas inerciales (bajos nu´meros de Reynolds) dan lugar a lo que se conocen como
fluidos laminares, en los que el flujo se mueve en capas que no se mezclan. Estos flujos
suelen tener solucio´n anal´ıtica en geometr´ıas sencillas, por lo que son ma´s fa´ciles de
estudiar. Sin embargo, cuando las fuerzas inerciales dominan a las fuerzas viscosas (altos
nu´meros de Reynolds), se producen inestabilidades que llevan a la rotura de la ordenacio´n
en capas, formando torbellinos con un fuerte cara´cter cao´tico.
Estas transiciones entre flujo laminar y turbulento se producen aproximadamente a Re ≈
2000 en tuber´ıas y Re ≈ 5 · 105 para flujos sobre placas planas. Para hacernos una idea,
el nu´mero de Reynolds en un planeador es del orden de Re ∼ 1.6 · 105, o en el caso del
Boeing 747, Re ∼ 2·109. Por norma general, en ingenier´ıa los flujos se producen a elevados
nu´meros de Reynolds, por lo que los flujos turbulentos no son la excepcio´n, sino la regla.
La turbulencia, y sobre todo la turbulencia de pared, tiene una importancia tecnolo´gica
muy importante. Tal y como estima Jime´nez en [2], aproximadamente el 25 % de la energ´ıa
que se usa en la industria y en el comercio se gasta en mover fluidos a trave´s de tuber´ıas,
o mover veh´ıculos sobre el agua o aire, y un cuarto de esa energ´ıa es disipada en zonas
cercanas a la pared. Por este motivo, un mejor entendimiento de la turbulencia nos puede
llevar a un mejor aprovechamiento de la energ´ıa, reduciendo su consumo y as´ı las emisiones
de CO2 en el caso de que la energ´ıa se obtenga de combustibles fo´siles.
Las ecuaciones fundamentales para el estudio de la turbulencia y para el estudio de los
fluidos en general son las llamadas ecuaciones de Navier-Stokes, las cuales son ecuaciones
en derivadas parciales no lineales que representan el movimiento de una part´ıcula fluida
junto a la ecuacio´n de conservacio´n de la masa. Las formulaciones en notacio´n de Einstein
es la siguiente:
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La ecuacio´n 1.3 es la ecuacio´n de conservacio´n de la masa para flujo incompresible y 1.4
son las ecuaciones de Navier-Stokes. A este sistema se le puede acoplar de forma natural
una ecuacio´n de transporte de la energ´ıa o de part´ıculas, pero al no ser tratada en este
proyecto, no se han incluido en el sistema.
1.1. Las escalas del flujo turbulento
Como se ha explicado, los flujos turbulentos se producen a altos nu´meros de Reynolds,
en los cuales los efectos inerciales son muchos ma´s importantes que los viscosos. Esto nos
podr´ıa llevar a pensar que estos son despreciables en los flujos turbulentos. Sin embargo,
las ecuaciones de Navier-Stokes, y en particular los te´rminos no lineales contrarrestan este
efecto, generando escalas lo suficientemente pequen˜as para ser afectadas por la viscosidad.
Por lo tanto, tenemos en el flujo unas escalas grandes que se encargar de transportar
grandes cantidades de energ´ıa y de momento, en las que la viscosidad tiene un efecto
despreciable; y por otro lado, unas escalas mucho ma´s pequen˜as, con unos tiempos ca-
racter´ısticos tambie´n ma´s cortos que los del flujo principal. Con este punto de partida es
donde aparecen los conceptos de cascada de energ´ıa y las hipo´tesis de Kolmogorov. Andrey
Kolmogorov (1903-1987) fue un matema´tico y f´ısico ruso que tuvo una gran influencia en
el estudio de la turbulencia, ya que sus estudios nos permiten hacer predicciones simples
pero fundamentales en esencia. La idea principal es que existe una escala muy pequen˜a, la
cual es universal e independiente del Reynolds y solo depende de la viscosidad y disipacio´n.
Para este ana´lisis vamos a definir las siguientes escalas caracter´ısticas de los remolinos:
Taman˜o: `
Velocidad: u(`)
Tiempo: τ(`) ≡ `/u(`)
Segu´n el concepto de la cascada de energ´ıa, la energ´ıa entra al flujo por las escalas ma´s
grandes, es decir, los torbellinos tienen una escala que es comparable a la del flujo.
`0 ∼ L, u0 ≡ u(`0) (1.5)
3
Cap´ıtulo 1. Introduccio´n
Estos remolinos grandes son inestables y se rompen en otros ma´s pequen˜os, transfiriendo la
energ´ıa a estos remolinos. Los remolinos resultantes tambie´n son inestables, y se rompen en
otros todav´ıa mas pequen˜os. Este proceso continu´a hasta que se alcanzan unos remolinos
con un Reynolds local que es lo suficientemente pequen˜o como para que los efectos viscosos




Este proceso de transferencia de energ´ıa de las escalas grandes a las ma´s pequen˜as se
conoce como cascada de energ´ıa. Aunque la disipacio´n se hace al final de la cascada, esta
queda definida al inicio de la cascada, ya que la energ´ıa entra en las grandes escalas, y
toda esta energ´ıa es la que finalmente se tiene que disipar. Para estimar la disipacio´n,












Se llega a una expresio´n de la disipacio´n que es independiente de la viscosidad para
Reynolds suficientemente grandes. Todav´ıa quedan preguntas abiertas, como cua´les son
las escalas ma´s pequen˜as de la turbulencia, o co´mo se comportan el resto de escalas cuando
decrece el taman˜o de los remolinos. Para esto Kolmogorov hizo tres hipo´tesis.
Hipo´tesis de isotrop´ıa local: Para un nu´mero de Reynolds lo suficientemente
grande, los movimientos turbulentos en escalas pequen˜as ` `0 son estad´ısticamente
iso´tropos.
Segu´n esta hipo´tesis, las escalas pequen˜as se olvidan de las condiciones de los re-
molinos ma´s grandes y se genera una escala universal que se comporta de manera
similar para cualquier Reynolds alto. Lo ma´s importante de esta hipo´tesis es que
existe un momento en el que la turbulencia se olvida del origen. Si miramos en una
caja suficientemente pequen˜a, no tenemos informacio´n del flujo principal, todo es
iso´tropo. Estas escalas se definen por la siguiente condicio´n.





Primera hipo´tesis de similitud de Kolmogorov: Para cualquier flujo turbu-
lento a Reynolds suficientemente alto, las estad´ısticas de los movimientos a escalas
pequen˜as, ` < `EI , tienen una forma universal que dependen u´nicamente de ν y .
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1.1. Las escalas del flujo turbulento
Este es el rango que recibe el nombre de Rango de Equilibrio Universal, y las escalas
temporales cumplen que:
`/u(`) `0/u0 (1.10)
Los remolinos dan vueltas ma´s ra´pido, y como transfieren energ´ıa por vuelta, estos
cada vez transfieren energ´ıa ma´s ra´pido y viven menos. Por la hipo´tesis de isotrop´ıa
local, en estas escalas no heredamos ni `0 ni u0, por lo que las escalas vienen definidas










Se llega a que las escalas inerciales y viscosas son del mismo orden, y la viscosidad
es capaz de laminar los remolinos. Podemos hacer una comparacio´n de las escalas












Como se puede apreciar, a mayor nu´mero de Reynolds, las escalas espaciales se hacen
cada vez ma´s pequen˜as, complicando la resolucio´n computacional de problemas
turbulentos a altos nu´meros de Reynolds. Adema´s, debe existir un rango de escalas
` tales que son muy pequen˜as comparadas con `0, pero muy grandes comparadas
con η. Estas escalas se encuentran entre `0  `  η, con un nu´mero de Reynolds
lo suficientemente grande para no estar afectadas por la viscosidad. De aqu´ı nace la
siguiente hipo´tesis de Kolmogorov.
Hipo´tesis de similitud segunda de Kolmogorov: Para cualquier flujo turbu-
lento a Reynolds suficientemente altos, las estad´ısticas de los movimientos a escalas
comparables a ` en el rango `0  `  η, tienen una forma que viene determinada
u´nicamente por la disipacio´n y es independiente de la viscosidad.
As´ı nace una nueva escala:
`DI ≈ 60η (1.14)
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La cual nos divide el rango de equilibrio universal en dos, el subrango inercial y
el disipativo. La caracter´ıstica ma´s importante de este rango es que se produce
una transferencia sucesiva de energ´ıa hacia escalas cada vez ma´s pequen˜as. En el
subrango inercial no se puede usar la viscosidad para la construccio´n de las distintas
escalas. Si tomamos un taman˜o t´ıpico de remolino `, las escalas las podemos definir
como:
u(`) = (`)1/3 ∼ u0(`/`0)1/3
τ(`) = (`2/)1/3 ∼ τ0(`/`0)2/3
(1.15)
Como la tasa de transferencia de energ´ıa es u(`)2/τ(`) = , obtenemos la tasa de
disipacio´n de energ´ıa. Con esto obtenemos que la tasa de transmisio´n es indepen-
diente de la escala `. En el subrango inercial, toda la energ´ıa se transmite hacia la
escala disipativa.
Producción Disipación 
Subrango inercialEscalas energéticas Rango disipativo
Figura 1.1: Representacio´n de la transferencia de energ´ıa entre las distintas escalas de la
turbulencia
Todas estas ideas se puede representar esquema´ticamente en lo que se conoce como Cas-
cada de energ´ıa de Kolmogorov, la cual podemos ver esquema´ticamente en la figura 1.2.
Se puede apreciar que la energ´ıa entra al flujo por las grandes escalas, y esta se trasmite
hasta escalas ma´s pequen˜as donde los efectos viscosos son importantes y laminan el flujo
[3].
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Figura 1.2: Representacio´n esquema´tica de la cascada de energ´ıa de Kolmogorov
1.2. Flujos de pared
Uno de los casos ma´s importantes desde el punto de vista ingenieril es el estudio de los
flujos de pared. Su estudio ha sido muy importante a lo largo del siglo XX, sobre todo en
el estudio de tuber´ıas. La particularidad ma´s importante de este tipo de flujos es que la
presencia de la pared hace que se pierda la isotrop´ıa y homogeneidad del flujo, debido a
que ahora el comportamiento del flujo si depende de la direccio´n en la que se trabaje.
La condicio´n ma´s importante de estos flujos es la condicio´n de no deslizamiento, por la
cual las part´ıculas que se encuentran en contacto con la pared llevan la misma velocidad
que esta. Adema´s, esta condicio´n es la responsable de la aparicio´n de esfuerzos viscosos





Existen tres casos t´ıpicos de turbulencia de pared:
Canal plano: La geometr´ıa de este tipo de problemas consta de dos placas separa-
das una distancia 2h entre s´ı. Consideramos el eje x paralelo a la direccio´n del flujo,
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el eje y perpendicular a las placas, y el eje z paralelo a las placas y perpendicular
a la direccio´n del flujo (como se muestra en la figura 1.3). En este caso se crea una
capa l´ımite en ambas paredes y hace que todo el dominio este influenciado por la
presencia de estas. Los planos paralelos a la pared se consideran infinitos, lo que nos
permite usar esquemas perio´dicos espectrales en esas direcciones. En funcio´n de lo
que produzca el movimiento del fluido, podemos diferenciar tres casos distintos: una
diferencia de velocidades entre las placas (flujo de Couette), gradiente de presiones
(flujo de Poiseuille), o una combinacio´n entre ambas (flujo de Couette-Poiseuille).
Para su estudio se considera que el flujo esta´ estad´ısticamente desarrollado.
Figura 1.3: Representacio´n esquema´tica del flujo en un canal
Tuber´ıa: en este caso tenemos simetr´ıa radial, por lo que tenemos una direccio´n
infinita y la otra perio´dica. Este tipo de simetr´ıas es usual abordarlos en coorde-
nadas cil´ındricas. Es usual el estudio experimental con este tipo de flujo, siendo el
experimento de Marusic et al [4] con Reτ ∼ 105 de los ma´s importantes en este
a´mbito.
Figura 1.4: Representacio´n esquema´tica del flujo en una tuber´ıa
Capa l´ımite: En este caso tenemos la presencia de la pared por un lado, y por
otro lado el flujo libre. Las capas l´ımites se esta´n desarrollando continuamente, por
lo que las derivadas de las magnitudes estad´ısticas no llegan a ser 0. Esto hace que
su resolucio´n nume´rica sea mucho ma´s compleja excepto en casos muy sencillos.
Es usual considerar que el flujo es uniforme en direccio´n z, por lo que se puede
simplificar en casos bidimensionales. En la figura 1.5 tenemos una representacio´n
esquema´tica del desarrollo del flujo en una capa l´ımite.
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Figura 1.5: Representacio´n esquema´tica del flujo en una capa l´ımite
Este trabajo se centrara´ en el canal plano, debido a la eficiencia computacional de poder
usar un me´todo espectral. A partir de las ecuaciones de Navier-Stokes, y dividiendo las
componentes de la velocidad en media y en perturbacio´n (se profundizara´ ma´s adelante),


















A partir de la segunda ecuacio´n, integra´ndola en la direccio´n y, podemos obtener una
constante de integracio´n en la pared con unidades de velocidad al cuadrado, la cual es
muy u´til para caracterizar flujos de pared. Esta magnitud recibe el nombre de velocidad







Esta velocidad de friccio´n nos permite definir velocidades y distancias adimensionales,











Esto nos lleva a una diferenciacio´n de distintas capas en la capa l´ımite del canal en funcio´n
de la altura con respecto a la pared y+. Por un lado, muy cerca de la pared, los esfuerzos
viscosos son muy importantes, llegando a ∂y+ 〈U〉+ = 1, conocida como la subcapa viscosa.
En esta regio´n se cumple que:
u+ = y+ (1.21)
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Esta regio´n se extiende desde la pared hasta un y+ < 5 aproximadamente. Por el contrario,
en el centro del canal, tenemos la condicio´n de simetr´ıa, y por otro lado que el efecto viscoso
es muy pequen˜o, por lo que ∂y+ 〈U〉+ = 0. Esta capa recibe el nombre de regio´n exterior,
cuya ecuacio´n es la siguiente:
− 〈uv〉+ = (1− Y ), (1.22)
con Y = y/h. Esta regio´n se localiza a partir de Y > 0.2. Von Ka´rma´n postulo que entre




log y+ +B, (1.23)
donde κ es la constante de von Ka´rma´n y B es una constante. Ambas constantes se
pueden estimar de manera experimental o mediante simulaciones DNS. Actualmente el
valor de estas constantes es κ = 0.388 y B = 5.1. La capa logar´ıtmica se extiende desde
y+ > 100 hasta Y < 0.1 − 0.3. Adema´s, existe otra regio´n entre la subcapa viscosa y la
capa logar´ıtmica, denominada capa buffer, en la que el flujo se adapta de una ley a otra.
1.3. Simulaciones nume´ricas de meca´nica de fluidos
El objetivo de las simulaciones de meca´nica de fluidos por ordenador es obtener resultados
de ciertas variables de intere´s que tienen relevancia pra´ctica. Resolver la turbulencia es
un reto dif´ıcil, ya que estamos interesados en obtener U(x, t) la cual es tridimensional,
dependiente del tiempo y cao´tica. Como se ha visto en el apartado de la Cascada de
Kolmogorov, la escala ma´s pequen˜a del flujo, la escala de Kolmogorov η, escala con el
Reynolds de la forma Re−3/4. Esto implica que para Reynolds medianamente altos, sea
imposible resolver todas las escalas de la turbulencia. Todo esto nos lleva a que existan
tres aproximaciones distintas en funcio´n del objetivo de la simulacio´n: RANS, LES y DNS.
1.3.1. Reynolds Averaged Navier-Stokes
Este me´todo, tambie´n denominado RANS, no resuelve ninguna escala de la turbulencia.
Se realiza un ca´lculo de flujo medio y se modelan los efectos de la turbulencia. Para ello,
se han desarrollado diversos modelos, dependiendo del tipo de problema en el que nos
encontremos, con constantes que deben ser ajustadas experimentalmente. Debido a que
la turbulencia no se resuelve, el coste computacional de este tipo de problemas es muy
bajo y por lo tanto es ampliamente usado en la industria.
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Para obtener las ecuaciones de este tipo de simulaciones, empezamos por separar magni-
tudes f´ısicas en su parte homoge´nea y su parte turbulenta de la siguiente forma:
Ui = 〈Ui〉+ ui (1.24)
Siendo la velocidad total y la perturbacio´n dependientes del espacio y del tiempo, y la
media solo depende de la posicio´n espacial. Aplicando esta descomposicio´n, podemos llegar












Como podemos ver, aparecen los mismos te´rminos que las ecuaciones de Navier-Stokes
originales salvo el u´ltimo te´rmino, que recibe el nombre de tensor de Reynolds o Rey-
nold stress. Este termino representa la transferencia de momento por las fluctuaciones de
la velocidad. Analizando el problema, tenemos en total 4 ecuaciones (continuidad ma´s
tres ecuaciones de Navier-Stokes), y como inco´gnitas tenemos las 3 componentes de la
velocidad medias, la presio´n y el tensor de Reynolds. Este tensor tiene la siguiente forma.
Rij = 〈uiuj〉 = −
 〈u2〉 〈uv〉 〈uw〉〈uv〉 〈v2〉 〈vw〉
〈uw〉 〈vw〉 〈w2〉
 (1.26)
Este tensor an˜ade 6 inco´gnitas ma´s al problema. Esto es lo que se conoce como problema
de cierre. Para cerrar el problema lo que se hace es aplicar modelos que nos permiten
estimar los esfuerzos de Reynolds. As´ı, al resolver RANS u´nicamente tenemos que resolver
el flujo medio en la geometr´ıa deseada, sin resolver directamente la turbulencia. Esto es
lo que permite que sean tan baratos computacionalmente. Existen dos tipos de modelos
de cierre: a trave´s de la hipo´tesis de viscosidad turbulenta, o directamente el modelado
de las ecuaciones de transporte para los esfuerzos de Reynolds.
Como hemos dicho, la forma ma´s habitual de cerrar estos problemas es a partir de la
hipo´tesis de viscosidad turbulenta (hipo´tesis de Boussinesq). En 1877, Bussinesq postulo´
en [5] que el tensor de esfuerzos de Reynolds es proporcional al tensor de tasa de defor-












donde k = 1/2 〈uiui〉 es la energ´ıa cine´tica turbulenta y δij es la delta de Kronecker. Los
modelos que usan esta aproximacio´n reciben el nombre de Eddy Viscosity Models y son
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ampliamente utilizados en la industria ya que basta con modelar la viscosidad turbulenta
y la energ´ıa cine´tica turbulenta, lo que reduce el coste computacional. Existen modelos
ma´s complejos que utilizan ecuaciones de transporte adicionales que permite mejorar la
precisio´n de los mismos. Sin embargo, ningu´n modelo se escapa del uso de constantes
que necesitan ser calibradas para cada caso concreto. Estas constantes se puede obtener
experimentalmente o mediante ca´lculos DNS o LES. Entre los modelos usados destacan: el
modelo Spalart-Allmaras, el cual modela la viscosidad turbulenta con una u´nica ecuacio´n,
dando resultados razonables para problemas de aerodina´mica externa; el modelo k − ,
el cual utiliza una ecuacio´n de desarrollo riguroso para la k, mientras que para  se hace
uso de una aproximacio´n emp´ırica, es uno de los modelos ma´s comunes en los problemas
RANS, con un rango de aplicabilidad muy amplio aunque falla en casos con gradientes
de presio´n adversos importantes o flujos muy rotaciones; el modelo k−ω, el cual usa una
ecuacio´n de transporte para la disipacio´n turbulenta espec´ıfica ω = /k, funciona mejor
que el modelo anterior para regiones cercanas a la pared, pero falla en zonas de flujo
libre; y finalmente el modelo k − ω SST el cual utiliza modelos k − ω cerca de la pared
y transiciona a modelos k −  en el flujo libre, dando resultados razonables en todos los
casos [3].
Por otro lado tenemos los modelos que se encargan de modelar el tensor de esfuerzos de
Reynolds (Reynolds Stress Equation), en la que existe una ecuacio´n de transporte por
cada uno de los seis te´rminos del tensor. Esto mejora la precisio´n obtenida respecto a los
modelos EVM ya que se evita el uso de una viscosidad turbulenta. Adema´s, se suele usar
una ecuacio´n de transporte adicional para modelar la disipacio´n . El hecho de resolver
7 ecuaciones de transporte hace que aumente demasiado el coste computacional, cuando
seguimos sin resolver ninguna escala de la turbulencia, por lo que estos modelos son menos
usados que los basados en la viscosidad turbulenta.
Finalmente, a pesar que estos me´todos tienen sus pros y sus contras, siguen teniendo el
mismo problema: no resolvemos ninguna escala de la turbulencia, y las escalas inerciales no
son universales y dependen del tipo de problema, por lo que los ca´lculos RANS deben ser
calibrados mediante constantes para obtener resultados u´tiles. Adema´s, un paso adicional
antes de poder usar los resultados obtenidos es la verificacio´n de los mismos, ya sea a
trave´s de experimentos en tu´nel de viento o bibliogra´ficos.
1.3.2. Large Eddy Simulation
Los ca´lculos de Large-Eddy Simulation (LES) nos permiten resolver problemas turbulentos
no estacionarios, resolviendo las escalas grandes del flujo y modelando las ma´s pequen˜as.
En te´rminos de coste computacional, estos modelos se encuentran entre RANS y DNS, y
nacieron a partir de las limitaciones que tienen estos dos u´ltimos. Por un lado nos permite
obtener resultados ma´s precisos y fiables que los modelos Reynolds Stress Equations, sobre
todo en problemas de separacio´n no estacionaria, o desprendimiento de vo´rtices. Por otro
lado, al evitar resolver las escalas ma´s pequen˜as de la turbulencia, podemos usar mallas
mucho ma´s gruesas que en las DNS, lo que permite tiempos de ca´lculo razonables. El
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mayor coste computacional en los ca´lculos DNS se invierte en resolver la escala disipativa,
mientras que la mayor parte de la energ´ıa se encuentra en las escalas integrales [3].
La forma de abordar estos problemas es mediante el filtrado de las ecuaciones de Navier-
Stokes de los nu´meros de onda ma´s grandes. Ahora el te´rmino no lineal de los esfuerzos de
Reynolds tiene que tener en cuenta las escalas no resueltas: las escalas que se encuentran
por debajo del filtro (SFS, sub-filter scale) y las escalas ma´s pequen˜as que el taman˜o de
la malla (SGS, sub-grid scale). Existen cuatro pasos conceptuales que se siguen a la hora
de resolver un caso en LES:
Se utiliza una operacio´n de filtrado que descompone U(x, t) en una componente
filtrada (o resuelta) U(x, t) y una componente residual (SGS) u′(x, t). El te´rmino
U(x, t) representa el movimiento de las escalas ma´s grandes del fluido.
Obtenemos las ecuaciones para el campo de velocidades filtradas a partir de las
ecuaciones de Navier-Stokes. En este caso aparece un te´rmino que es el tensor de
esfuerzos de Reynolds residuales (o SGS stress tensor).
El cierre del problema viene a partir de modelar este tensor de esfuerzos residuales,
normalmente a partir de el uso de una viscosidad turbulenta, de forma ana´loga a lo
realizado en RANS.
Resolvemos el modelo con las ecuaciones filtradas, que nos da los resultados para
U(x, t), lo que nos proporciona una aproximacio´n a los movimientos de las escalas
ma´s grandes [3].
El primero modelo utilizado para modelar la SGS (y el ma´s famoso) es el de Smagorinsky-




















Donde ∆x es el taman˜o de la malla y CS es el coeficiente de Smagorinsky. La disipacio´n
viene dada por el taman˜o del filtro. Los modelos LES resuelven aproximadamente el 80 %
de la energ´ıa de la cascada.
Los modelos LES tienen un coste computacional superior a los ca´lculos RANS, por lo que
su aplicacio´n de forma industrial, a d´ıa de hoy, sigue siendo limitada. Los modelos LES
nacieron debido a que hay aplicaciones cuyas escalas grandes tiene gran relevancia, como




1.3.3. Direct Numerical Simulation
En este caso se resuelven todas las escalas de la turbulencia, partiendo u´nicamente de
las ecuaciones de Navier-Stokes, las condiciones iniciales y las condiciones de contorno y
sin hacer ninguna suposicio´n extra. Esto hac´ıa que su resolucio´n fuera inabarcable hasta
los an˜os 70s, cuando el aumento de la potencia de ca´lculo permitio´ resolver las primeras
DNS. El incremento del coste computacional es muy ra´pido con el aumento del nu´mero de
Reynolds. Tal y como muestra Jime´nez en [7], en el caso de turbulencia aniso´tropa (como
es el caso de los canales), el escalado con el nu´mero de Reynolds es todav´ıa superior, ya
que la anisotrop´ıa requiere cajas computacionales mayores. Se estima que el nu´mero de





La implantacio´n de estos algoritmos normalmente requieren geometr´ıas sencillas. Se utili-
zan cajas con mallas estructuradas cartesianas. Esto hace que su aplicacio´n en el a´mbito
industrial sea pra´cticamente nulo y se cin˜a al a´mbito cient´ıfico.
Las primeras aplicaciones de las DNS fueron sobre turbulencia homoge´nea. En estos pro-
blemas tenemos que no hay distincio´n entre las 3 direcciones del fluido, por lo que podemos
aplicar periodicidad en cada una de ellas. El hecho de aplicar periodicidad nos permite





donde κ es el nu´mero de onda, y hay un total de N3 nu´meros de onda (para cada direc-
cio´n). Esto permite simplificar la resolucio´n de las ecuaciones de Navier-Stokes, ya que
operaciones como la derivada o la integral se convierten en multiplicaciones y divisiones.
Adema´s, para cambiar entre el dominio de la frecuencia y el espacio f´ısico se puede hacer
uso de la transformada de Fourier ra´pida (FFT), la cual tiene un coste de N3 logN ope-
raciones. Esto es lo que se conoce como me´todos espectrales. En el caso de las ecuaciones
de Navier-Stokes, cuenta con un termino no lineal, que al trabajar con e´l en el dominio de
la frecuencia hace que las interacciones entre ellos aumenten las operaciones necesarias a
N6. Para evitar este problema, se hace una transformacio´n al espacio f´ısico para operar el
te´rmino no lineal, y despue´s se vuelve al espacio de Fourier. Esto es lo que se conoce como
me´todo pseudo-espectral, y tiene un coste computacional de N3 logN , aunque requieren
de me´todos de antialiasing para reducir el error. El primero en enfrentarse a todos estos
problemas y sento´ las bases de los algoritmos de DNS posteriores es Rogallo [8], el cual
obtuvo sus primeros resultados nume´ricos en 1981.
En el caso de los flujos no homoge´neos, como por ejemplo en el flujo en un canal, no
podemos aplicar Fourier en la direccio´n no homoge´nea ya que necesitamos de condiciones
de contorno (en este caso no podemos aplicar periodicidad) y el flujo cercano a la pared,
caracterizado por la longitud viscosa δy, requiere un tratamiento especial para su resolu-
cio´n. En el caso del canal plano, tenemos una caja con dimensiones Lx×h×Lz, siendo las
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direcciones x y z de flujo estad´ısticamente homoge´neo y resueltas por series de Fourier,
mientras que la direccio´n y suele ser resuelta mediante polinomios de Chebyshev.
La primera simulacio´n de flujo aniso´tropo es la realizada por Kim et al [9] en el an˜o 1987,
siendo una simulacio´n muy compleja por el alto coste computacional que supon´ıa para
la e´poca. La evolucio´n de las simulaciones DNS ha ido de la mano con el desarrollo de
los diferentes supercomputadores. Tal y como indica Jime´nez en [7], la potencia compu-
tacional aumenta por 1000 cada 15 an˜os. Esto hace que la simulacio´n de Kim se pueda
resolver actualmente en ordenadores personales en cuestio´n de horas. La mayor simula-
cio´n realizada hasta el momento de un canal turbulento es de un Reynolds de friccio´n de
Reτ = 10000 [10] lo que supone que ya se van aproximando a los experimentalistas.
El ca´lculo computacional tiene como principal ventaja respecto a los experimentos la de
poder obtener el valor del campo fluido en cada punto del dominio. Esto permite obtener
estad´ısticas mucho ma´s completas y un ana´lisis mucho ma´s exhaustivo. Por otro lado, el
hecho de usar dominios computacionales tan grandes lleva a necesidades de memoria muy
grandes, que pueden andar del orden de Petabytes [7]. Esto plantea dificultades te´cnicas
para el manejo de los datos y la transferencia de datos entre distintos equipos.
1.4. Estructuras coherentes
Aunque la teor´ıa de Kolmogorov es un gran pilar en el entendimiento de la turbulencia
tal y como la conocemos ahora, presenta una serie de inconvenientes. Por un lado, Kol-
mogorov asumı´a que los gradientes de velocidad estaban uniformemente distribuidos a lo
largo del espacio, pero experimentos como [11] en 1949 observaban que esto no era del
todo cierto, ya que exist´ıa una intermitencia en el flujo. Experimentos y visualizaciones
del flujo posteriores, como Kline et al [12], supusieron una forma totalmente distinta a
co´mo se ve´ıa la turbulencia en la e´poca, ya que pudieron observar regiones coherentes
dentro del flujo, a diferencia de las teor´ıas estad´ısticas de Kolmogorov. Estos experimen-
tos identificaron estructuras coherentes espacial y temporalmente en flujos de mezcla y
capas l´ımite, y pronto estas estructuras se convirtieron en una nueva manera de explicar
los flujos turbulentos.
La definicio´n de vo´rtice es compleja y no existe una definicio´n con la que este´ de acuerdo
la comunidad cient´ıfica. Saffman definio´ en su libro [13] un vo´rtice como regio´n finita de
volumen rotacional dentro de un flujo irrotacional. Esta definicio´n es poco satisfactoria
ya que lleva intr´ınseca la existencia de l´ımites definidos entre vo´rtice y fluido, pero en los
flujos reales estas fronteras definidas no existen, ya que la viscosidad difunde la vorticidad
[14].
En te´rminos generales, existen en el momento dos modelos que intentan explicar las
estructuras las estructuras coherentes, aunque incompletos. En primer lugar tenemos el
paradigma de los paquetes de los denominados hairpins, propuesto por Adrian, Meinhart
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y Tomkins [15], los cuales son vo´rtices en forma de herradura que nacen cerca de la
pared y van hacia la regio´n exterior, con un tiempo de vida mayor a su tiempo de vida
caracter´ıstico. El segundo modelo, ma´s completo que el anterior, propuesto por del A´lamo
et al [16] en el que el flujo dentro de la capa logar´ıtmica es explicado en te´rminos de sweeps
y ejections. Estos nacen a partir de una streak del flujo, la cual es una regio´n fina y alargada
(en la direccio´n del fluido) que se corresponde a un movimiento relativamente lento del
fluido y cercano a la pared (y+ < 10). Estos van creciendo lentamente en velocidad y llega
un momento en el que se aleja de la pared muy ra´pidamente, generando los ejections.
Este proceso se conoce bursting. Por continuidad, si hay parte del fluido que se aleja de la
pared, otra parte del fluido debe ir hacia esta regio´n. Estas estructuras de alta velocidad
hacia la pared se denominan sweeps, y suelen agruparse en pares con los ejections.
1.5. Objetivo del trabajo
El objetivo fundamental de este trabajo es el desarrollo de herramientas que nos permitan
identificar y seguir temporalmente estructuras coherentes en un canal turbulento resuelto
mediante DNS, aplicando paralelizacio´n de memoria distribuida (MPI) y memoria com-
partida (OpenMP), con el objetivo de implementarlo en supercomputadores. Al ser un
co´digo paralelo se puede emplear para el nu´mero de Reynolds Reτ que se desee, ya que
va a ser perfectamente escalable con el taman˜o del problema.
El punto de partida de este proyecto es el co´digo DNS que identifica si cualquier punto
del dominio supera o no cierto umbral para ser considerado vo´rtice. A partir de aqu´ı, los
objetivos de este trabajo son:
Identificacio´n de estructuras en una matriz booleana paralelizado de forma
eficiente tanto en memoria como en potencia computacional.
Seguimiento temporal de los vo´rtices, identificando la vida, muerte, rotura y
coalescencia de las estructuras.
Implementacio´n de los algoritmos al co´digo DNS, lo que nos permitira´ cal-
cular la evolucio´n de los vo´rtices mientras se resuelve el flujo.
Programacio´n de co´digos MATLAB que servira´n para ayudar al desarrollo
conceptual de los algoritmos que posteriormente se implementara´n en Fortran, y
programas que nos permitan obtener estad´ısticas.
Adema´s, este trabajo consta con un apartado en el que se explicara´n en detalle los me´todos
nume´ricos usados en la DNS y los me´todos que nos permiten obtener los puntos vo´rtices
del dominio. Finalmente, se hara´ una conclusio´n con los resultados ma´s relevantes y un




La simulacio´n nume´rica directa, DNS, se encarga de resolver todas las escalas de la turbu-
lencia, proporcionando gran cantidad de informacio´n en todo el campo fluido, pudiendo
obtener estad´ısticas de forma ma´s sencilla que en el caso de simulaciones experimentales.
Como contrapartida, estas simulaciones son muy caras tanto por coste computacional co-
mo por memoria, lo que impide que su uso este´ extendido en en la industria, y su uso se
cin˜a en aplicaciones cient´ıficas a bajos nu´meros de Reynolds y geometr´ıas muy sencillas.
La geometr´ıa del dominio es la mostrada en la figura 1.3 que consta de dos placas separadas
una distancia 2h. Las direcciones paralelas a la pared tienen condicio´n de contorno de
periodicidad, lo que nos permite usar me´todos espectrales basados en la transformada
discreta de Fourier, reduciendo as´ı el coste computacional. La direccio´n perpendicular a
la pared no tiene condiciones de contorno perio´dicas, por lo que no es posible el uso de
series de Fourier y hay que recurrir al uso de diferencias finitas compactas de alta precisio´n
en esta direccio´n.
El co´digo DNS ya ha sido usado en mu´ltiples trabajos como [17] [18] [19], por lo que
consideramos que el co´digo ya se encuentra validado y no es necesario hacerlo en este
trabajo.
2.1. Me´todo nume´rico
El me´todo nume´rico empleado en estas simulaciones es el que desarrollaron Kim, Moin
y Moser en [9]. Si definimos el campo de velocidades como U = (u, v, w) y el campo de
vorticidades como Ω = (ωx, ωy, ωz) (siendo Ω = ∇×U), el me´todo nume´rico se basa en
expresar las ecuaciones de Navier-Stokes en funcio´n del laplaciano de la velocidad normal
a la pared φ = ∆v y la vorticidad normal a la pared ωy. El punto de partida para esta
demostracio´n son las ecuaciones de Navier-Stokes y la ecuacio´n de continuidad para un
flujo incompresible:
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∇U = 0 (2.1)
∂U
∂t
+U · ∇U = −1
ρ
∇P + ν∆U (2.2)
Introducimos una nueva magnitud H , llamada helicidad, la cual mide en cada punto la
proyeccio´n de la vorticidad sobre la velocidad, por lo que su definicio´n es la siguiente:
H = U ×Ω (2.3)
Podemos desarrollar el te´rmino convectivo de la ecuacio´n (2.2) aplicando la siguiente
propiedad del gradiente:
∇(A ·B) = B × (∇×A) +A× (∇×B) + (B · ∇)A+ (A · ∇)B (2.4)




∇(U ·U) = U × (∇×U) +U · ∇U = H +U · ∇U (2.5)











Donde Rec = uch/ν es el nu´mero de Reynolds basado en la velocidad media del canal uc,







Una vez tenemos las ecuaciones de Navier-Stokes expresadas en funcio´n de la helicidad,
el siguiente paso es aplicar la divergencia a la ecuacio´n (2.6) para obtener la ecuacio´n
de transporte de la divergencia de la helicidad ∇H . Aplicamos adema´s la propiedad














Que se puede simplificar aplicando la continuidad (2.2) obteniendo la siguiente expresio´n:
∇H = 1
2
∆(U ·U) + 1
ρ
∆P (2.9)


























Ya hemos obtenido una de las expresiones finales de las ecuaciones de Navier-Stokes en
funcio´n del laplaciano de la velocidad y la helicidad. La siguiente ecuacio´n se obtiene


















Hemos obtenido las ecuaciones (2.11) y (2.13) que son ecuaciones que se aplican en las tres
direcciones de la caja, pero en este caso tomaremos la ecuacio´n en la direccio´n perpendi-
cular a la pared, con lo que podemos obtener las ecuaciones finales que se implementara´n
en el co´digo DNS,
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donde H1, H2 y H3 son las tres componentes del vector helicidad. Finalmente, para ce-






























Una de las ventajas que presenta realizar esta transformacio´n es que no necesitamos
calcular la presio´n para obtener la solucio´n al sistema, por lo que se puede calcular a
posteriori para obtener estad´ısticas turbulentas que requieran su uso. Otra de las ventajas
es que hemos pasado de 3 ecuaciones de transporte, una para cada componente de la
velocidad, a dos ecuaciones, lo que supone una reduccio´n del coste computacional. Una
vez tenemos v y ωy, la velocidad en la direccio´n del flujo u y la velocidad transversal w
se puede obtener fa´cilmente a trave´s de la ecuacio´n de continuidad (2.18) y la definicio´n
de vorticidad (2.19), ya que las derivadas e integrales en x y z son triviales en el espacio
de Fourier.
Como integrador temporal se ha usado un Runge-Kutta de tercer orden presentado en
[20] el cual plantea una ecuacio´n general del siguiente tipo.
∂v
∂t
= L(v) +N(v) (2.22)
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Donde v es un campo cualquiera, L es el operador lineal de la ecuacio´n y N es el operador
no lineal. En el caso de las ecuaciones de Navier-Stokes, el operador lineal ser´ıa el termino
viscoso y el termino de presio´n, y el operador no lineal es el te´rmino convectivo. As´ı, para
pasar de vn, en un instante temporal t, a vn+1, en el instante t + ∆t, son necesarios 3
pasos:
v′ = vn + ∆t [L(α1vn + β1v′) + γ1Nn] (2.23)
v′′ = v′ + ∆t [L(α2v′ + β2v′′) + γ2N ′ + ξ1Nn] (2.24)
vn+1 = v











, ξ1 = −17
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Las ventajas de este integrador temporal es que la memoria que requiere es mı´nima, del
mismo orden que el me´todo de Euler expl´ıcito, tiene una mayor estabilidad y un mayor
paso temporal. Sin embargo, la desventaja es que necesitamos calcular tres operadores
impl´ıcitos, lo que requiere ma´s coste computacional.
Una vez descrito todo el me´todo faltan imponer las condiciones de contorno: la condicio´n
de no deslizamiento v|y=±h = 0, la velocidad en la pared y|y=h y el gradiente de presio´n
∂P/∂x.
Al tratarse de un flujo no homoge´neo, se resolvera´ usando series de Fourier en las direc-
ciones paralelas a la pared con dealiasing, ya que este error afecta primero a las grandes
escalas del flujo y ra´pidamente vuelve inestables los resultados a grandes nu´meros de onda,
lo que obligar´ıa a usar un atenuante de inestabilidad, cambiando por completo el espectro
de transferencia de energ´ıa. En la direccio´n perpendicular a la pared se hara´ uso de di-
ferencias finitas compactas de siete puntos con resolucio´n espectral [21], que nos permite
resolver con buena precisio´n y nos permite colocar los puntos de la malla arbitrariamente,
algo importante a la hora de captar correctamente la capa l´ımite.
Finalmente, cabe destacar que los resultados son va´lidos cuando se ha llegado a un estado
estad´ısticamente estacionario, por lo que deberemos esperar a que el campo converja para
poder obtener resultados.
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2.2. Criterios para la identificacio´n de estructuras
En la seccio´n §1.4 se ha visto que la forma de estudiar la turbulencia actualmente pasa por
el estudio de regiones coherentes dentro del flujo. Sin embargo, estas regiones coherentes no
son fa´ciles de definir ya que implican la existencia de una frontera entre regiones vorticales
y zonas irrotacionales. Esta frontera estricta no existe en los flujos reales debido a que la
viscosidad difunde la vorticidad. Entre los problemas existentes a la definicio´n de vo´rtice
encontramos los siguientes [14]:
Los flujos viscosos difunden el l´ımite entre lo que consideramos vo´rtice y flujo exte-
rior. Es por esto que no existe una verdad absoluta en el problema de identificacio´n
de los vo´rtices
Puede ocurrir que varios nu´cleos de vo´rtice que acercan mucho y pueden solaparse.
En este caso esta´ la duda de si se considera un u´nico vo´rtice o son dos separados.
Definir un criterio de identificacio´n a partir de principios f´ısicos objetivos no es
trivial.
Existe discusio´n si son ma´s efectivos los me´todos Eulerianos contra los conceptos
Lagrangianos.
No existe consenso por parte de la comunidad cient´ıfica en que me´todo de identifi-
cacio´n es el ma´s efectivo, por lo que su eleccio´n sigue siendo subjetiva.
Actualmente existen multitud de criterios para la identificacio´n de vo´rtices, que se puede
clasificar como Eulerianos o Lagrangianos. Los Eulerianos son usados en simulaciones
DNS por usar magnitudes Eulerianas, como por ejemplo los gradientes de velocidad. Los
Lagrangianos usan los me´todos Lagrangianos que se basan en el estudio de las l´ıneas
de corriente, ampliamente usados en experimentos. Dentro de los me´todos Eulerianos
se puede clasificar como locales (evaluacio´n punto a punto) o no locales (dependen de
mu´ltiples puntos del dominio). Adema´s, dentro de los me´todos Eulerianos tenemos los
me´todos region-type, en los que una funcio´n escalar debe ser mayor (o menor) que un
cierto umbral, y los me´todos line-type que se encargan de buscar las l´ıneas del esqueleto
del vo´rtice.
A pesar de la existencia de mu´ltiples criterios para la identificacio´n de vo´rtices, si los
criterios esta´n bien definidos y los valores umbrales esta´n bien elegidos, los resultados
obtenidos son similares pero con discrepancias referentes al modelo escogido. Muchos de
los criterios de vorticidad se basan en el tensor del vector velocidad.
A = ∇u =
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(∇u+∇uT ) Ω = 1
2
(∇u−∇uT ) (2.27)
Podemos buscar los autovalores del tensor 2.26 a partir de la ecuacio´n:
det[∇u− λ] = I (2.28)
Lo que da lugar a una ecuacio´n de la forma λ3 + Pλ2 + Qλ + R = 0 de la que podemos
obtener los siguientes tres invariantes.








[−P 3 + 3PQ− SijSjkSki − 3ΩijΩjkSki] (2.31)
Para los flujos incompresibles P = 0 por continuidad, por lo que el flujo se puede carac-
terizar a partir de los invariantes Q y R. La ecuacio´n caracter´ıstica puede tener todos los
autovalores reales y distintos, todos reales pero al menos dos son iguales, o un autovalor
real y un par de complejos conjugados [22]. Los autovalores complejos son los que propor-
cionan el giro del flujo, por lo que gran parte de los criterios de identificacio´n se basan en
que existan autovalores complejos.
A pesar de que existen gran nu´mero de me´todos para identificar vo´rtices, nosotros nos
centraremos en dos: criterio de Chong con umbral no homoge´neo y basado en eventos uv
o tambie´n llamado identificacio´n de Qs.
2.2.1. Criterio de Chong con umbral no homoge´neo
El criterio de Chong se basa en mirar los autovalores del gradiente de velocidades en el que
se busca un par de autovalores complejos, lo que nos lleva a rotacio´n. Podemos expresar
la superficie P-Q-R que nos separa las soluciones reales de las complejas por la siguiente
ecuacio´n:
27R2 + (4P 3 − 18PQ)R + (4Q3 − P 2Q2) = 0 (2.32)
Donde si consideramos flujo incompresible, P = 0, podemos escribir el plano en funcio´n
de los invariantes Q y R.
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Donde la curva D = 0 separa regiones con autovalores reales con aquellas con pares de
autovalores complejos. La condicio´n para que exista un vo´rtice es que:
D > Dthresh (2.34)
Donde el valor del umbral normalmente se pon´ıa a 0 o a un valor constante. Tal y como
se explica en [16], establecer un umbral constante genera problemas de inhomogeneidades
en la direccio´n normal a la pared debido a la presencia de la misma. Cuando se elige un
valor adecuado para identificar los torbellinos cerca de la pared, lejos de la misma no se
identifica casi ninguno, mientras que disminuimos el umbral para detectar correctamente
los vo´rtices lejanos a la pared, cerca de la misma aparece gran cantidad de puntos que
superan el umbral.
Para solucionar este problema, del A´lamo [16] propone que el umbral en cada plano




donde α es el para´metro efectivo de identificacio´n. Con este nuevo umbral la funcio´n de
densidad de probabilidad de que un punto supere el umbral es homoge´neo en todo el
canal. Este umbral es representado por del A´lamo [16] en la figura 2.1 para Reynolds de
friccio´n entre 180 y 1900.
El valor del para´metro α se elige de tal forma que obtengamos un campo con un taman˜o
de vo´rtices ido´neo. Si este para´metro se toma muy bajo, muchos puntos del dominio
cumplira´n el criterio y se unira´n entre si formando pocos clu´ster de gran taman˜o, mientras
que si se toma un valor muy alto del para´metro solo los puntos que cumplan el criterio
de forma muy importante se identificara´n, generando estructuras muy pequen˜as. El valor
que toma del A´lamo es α = 0.02, el cua´l se usara´ tambie´n en nuestras simulaciones.
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Figura 2.1: Desviacio´n esta´ndar del discriminante en funcio´n de la distancia a la pared
en mases para diferentes valores de Reτ . (− · −), Reτ = 180; (. . .), Reτ = 550; (−),
Reτ = 950; (−−), Reτ = 1900.
2.2.2. Eventos Qs
Este me´todo se basa en el ana´lisis cuadrangular, mediante el cual los puntos del dominio
se clasifican en funcio´n de las fluctuaciones de velocidad del flujo principal y la velocidad
perpendicular a la pared. Segu´n el cuadrante en el que se encuentre recibe el nombre
de Qs: los eventos Q1 (interacciones externas) que tienen u > 0 y v > 0, eventos Q2
(ejections) que tienen u < 0 y v > 0, eventos Q3 (interacciones internas) que tienen u < 0
y v < 0, y los eventos Q4 (sweeps) tienen u > 0 y v < 0. Tambie´n nos podemos referir a








Figura 2.2: Clasificacio´n de los eventos Qs dependiendo del cuadrante
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La idea de este me´todo es buscar las estructuras que tienen gran contribucio´n a los
esfuerzos de Reynolds. Este primer ana´lisis fue realizado primero en una dimensio´n en
[24], y extendido a las tres dimensiones en [16] y en [23], donde se define como Qs a las
regiones conexas que cumplen:
|τ(x)| > Hu′(y)v′(y) (2.36)
con τ(x) = −u(x)v(x) siendo el esfuerzo de Reynolds instanta´neo que existe en un punto,
y H es el para´metro de este criterio. Los umbrales u′(y) y v′(y) dependen de la distancia
a la pared, y esto es debido a que si se tomara un valor constante tendr´ıamos problemas
en identificar estructuras en la capa buffer o en la regio´n exterior, pero este problema es
menor que en el caso de los vo´rtices identificados por el criterio de Chong. Es por esto que
se ha tomado la desviacio´n esta´ndar local, dando buenos resultados en todas las regiones
del canal [23].
El para´metro H se puede obtener mediante un estudio de percolacio´n, por el que se ha
visto que los resultados son similares en un rango de 1 ≤ H ≤ 3. Al igual que en [23], en
este trabajo se tomara´ el valor de H = 1.75 que busca maximizar el nu´mero de objetos.
Finalmente, cabe destacar que la clasificacio´n de los Qs realizada en la figura 2.2 solo es
va´lido para la mitad inferior del canal. En la mitad superior cambian las definiciones, ya
que alejarte de la pared se corresponde con v < 0. Si no se cambia esta definicio´n, en la
parte superior estar´ıamos identificando Q1s y Q3s. Este cambio de definicio´n permite que





En este apartado se van a describir las herramientas necesarias para poder desarrollar los
algoritmos de una forma eficiente. Por un lado, necesitamos un lenguaje de programacio´n
que, por un lado sea ra´pido y nos permita administrar la memoria de una forma eficiente,
y por otro lado que nos permita albergar las herramientas de paralelizacio´n. Un lenguaje
muy comu´n en este tipo de problemas es Fortran 90 y es el que se empleara´ en estas
simulaciones.
Para paralelizar los algoritmos se puede hacer uso de Message Passing Interface (MPI) de
memoria distribuida. Esto quiere decir que cada procesador solo tiene acceso a su propia
memoria, y si se requieren de datos de otros procesadores se tiene que hacer a trave´s de
mensajes. El otro tipo de paralelizacio´n es OpenMP de memoria compartida. En este caso,
tenemos una serie de procesadores y una u´nica memoria, por lo que todos los procesadores
pueden acceder a cualquier dato en cualquier momento. Existen tareas que son o´ptimas
para cada tipo de paralelizacio´n, y se usara´ cada una dependiendo de la aplicacio´n. En el
caso de usar ambos tipos al mismo tiempo estaremos hablando de paralelizacio´n h´ıbrida,
algo que tambie´n se usara´ en nuestros algoritmos como se vera´ posteriormente.
Otro aspecto importante es un buen uso de la memoria de disco, para una lectura y
escritura ra´pida y eficiente. Para ello se ha usado el esta´ndar HDF5 (Hierarchical Data
Format), cuyos archivos son bases de datos con datasets de n dimensiones, soportando la
escritura en paralelo, lo que supone un avance respecto al resto de esta´ndares.
Finalmente se vera´ de forma simplificada la estructura de un superordenador, en este caso
del MareNostrum del Barcelona Supercomputing Center, que es el que se ha empleado para
realizar los ca´lculos de este trabajo.
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3.1. Fortran 90
Fortran (abreviatura de FORmula TRANslation) es un lenguaje de programacio´n de alto
nivel nacido en el an˜o 1957 por la empresa IBM, el cual fue uno de los primeros len-
guajes de alto nivel que sustitu´ıa a la pra´ctica mas empleada en la e´poca, que era usar
lenguaje ensamblador. Fortran es un lenguaje enfocado al calculo nume´rico y aplicaciones
cient´ıficas, y es ampliamente usado en aplicaciones como la prediccio´n nume´rica del tiem-
po, meca´nica de fluidos computacional (CFD), elementos finitos o f´ısica computacional.
Aunque actualmente han nacido multitud de lenguajes de programacio´n, a d´ıa de hoy
Fortran sigue siendo el lenguaje ma´s importante para implementar algoritmos paralelos
[25]. Entre las caracter´ısticas mas importantes de Fortran destacan:
Compilado: Esto significa que debemos escribir el programa completo y pasarlo
al compilador, antes de poder ejecutarlo. Este compilador generara´ un archivo eje-
cutable que sera´ el que se usa para lanzar nuestro programa. En el lado contrario
tenemos los lenguajes interpretados, como Javascript o Python, en los que podemos
parar la ejecucio´n y ejecutar l´ınea a l´ınea. Esto hace que los lenguajes compilados
sean ma´s tediosos y la bu´squeda de errores pueda llegar a ser complicada, pero tie-
nen la ventaja que generan archivos ejecutables muy eficientes. De hecho, Fortran
tiene distintas flags de compilacio´n que pueden hacer el programa muy optimiza-
do, o ralentizarlo para poder comprobar errores ma´s fa´cilmente. Entre estas flags
de compilacio´n destacan (para Intel Fortran): -CB (Check Bounds), con la cual el
programa comprueba que no nos salimos de los l´ımites de ninguna matriz, aunque
suponga una ralentizacio´n importante; -O1 -O2, -O3 y -Ofast, son distintos niveles
de optimizacio´n, por el cual el compilador se encargara´ de modificar el programa
para hacerlo lo ma´s ra´pido y eficiente posible. Dependiendo del tipo de programa,
no es extran˜o que programas en Fortran lleguen a ir uno o dos o´rdenes de magnitud
ma´s ra´pidos que el mismo programa en Python.
Escritura esta´tica: En Fortran, necesitamos declarar el nombre y el tipo de todas
las variables que se van a usar en el programa, y permanecen con el mismo tipo
hasta el final del programa. Adema´s, Fortran usa lo que se denomina como escritura
esta´tica fuerte, lo que significa que saltara´ un error si metemos un argumento con un
tipo equivocado. Esto tiene una doble ventaja, por un lado ayuda al compilador a
hacer ma´s eficiente el programa, y por otro lado ayuda a la identificacio´n de errores.
Multi-paradigma: Podemos escribir programas en Fortran usando diferentes pa-
radigmas o estilos: imperativo, procesal, orientado a objetos o incluso funcional.
Dependiendo de la tarea que queramos realizar usaremos un estilo u otro.
Paralelo: Paralelismo es la capacidad de dividir el problema computacional entre
distintos procesadores que pueden comunicarse entre ellos. Esta paralelizacio´n puede
realizarse en un mismo core de procesador (paralelizacio´n basada en nodos), diferen-
tes procesadores con misma memoria RAM (paralelizacio´n de memoria compartida),
o memoria distribuida entre los procesadores de la red (paralelizacio´n de memoria
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distribuida). Estos procesadores pueden encontrarse en el mismo PC, pueden estar
en algu´n lugar de la sala (como en los supercomputadores), o incluso en cualquier
lugar del mundo.
Maduro: Fortran es un lenguaje de programacio´n que tiene ma´s de 60 an˜os de his-
toria, y ha evolucionado en varias versiones: FORTRAN 66, FORTRAN 77, Fortran
90, Fortran 95, Fortran 2003, Fortran 2008 y Fortran 2018. Adema´s, tiene un gran
apoyo de la industria debido a su implementacio´n en compiladores, en empresas
como IBN, Intel, NVIDIA y otras [25]. El gran cambio se hizo de FORTRAN 77 a
Fortran 90, y desde entonces aunque se han an˜adido diversas funciones, los cambios
para programas como el nuestro no son importantes.
Otro aspecto importante de Fortran es saber como maneja la memoria RAM, ya que
esto nos permitira´ desarrollar los algoritmos de una forma eficiente, evitando saltos del
procesador en la memoria. En nuestro caso lo comu´n es usar tensores tridimensionales,
siendo cada elemento un punto del dominio, da´ndonos informacio´n sobre alguna variable.
Cuando se compila el programa, los datos de estas matrices se alinean en la memoria
RAM, siendo contiguos los datos en una u´nica dimensio´n (como muestra la ecuacio´n
(3.1)). Esto hace que el acceso a datos que esta´n contiguos en la primera dimensio´n sea
muy ra´pido, mientras que si queremos acceder a elementos que estar´ıan contiguos en la























En este caso simple de una matriz 2× 2× 2, los datos relativos en la primera dimensio´n
esta´n contiguos en la memoria RAM, cuando esta´n relativos en la segunda dimensio´n
esta´n separados 2 elementos, y en el caso de datos relativos en la tercera dimensio´n, ya
esta´n separados 4 elementos. Este ana´lisis es similar cuando trabajamos con matrices
mucho ma´s grandes. Para que el procesador pueda acceder a los datos, estos tienen que
ser cargados en cache´. Si accedemos a datos contiguos en RAM, estos puedes ser cargados
todos al mismo tiempo en cache´, con un acceso muy ra´pido. Sin embargo, si operamos
sobre la tercera dimensio´n, se tendra´n que hacer cargas en cache´ continuamente, con el
incremento de coste computacional que esto conlleva.
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3.2. HDF5
HDF5 (Hierarchical Data Format) es un modelo de datos, librer´ıa y tipo de archivo que
se usa para el almacenamiento y manejo de datos desarrollado por el National Center
for Supercomputing Applications. Lo mas interesante de este esta´ndar es que nos permite
guardar cualquier tipo de dato de forma muy ra´pida y eficiente. Adema´s, es compatible
con otros software, como por ejemplo MATLAB, lo que resulta de gran intere´s en nuestro
problema. Como su nombre indica, los datos se ordenan de forma jera´rquica a trave´s de
grupos y datasets, por lo que el proceso de guardado y lectura de datos es muy simple
[26].
Un ejemplo de estructura de un archivo de HDF5 se presenta en la figura 3.1. En este
tenemos un archivo HDF5 con dos grupos de datos, header y data, los cuales nos permiten
ordenar los datos de la forma que deseemos. Dentro de cada grupo de datos, tenemos los
distintos datasets, los cuales pueden ser desde un u´nico dato de tipo integer o double,
hasta matrices de n-dimensiones, por lo que la versatilidad de este tipo de esta´ndar es




/dataset1 /dataset2 /dataset3 /dataset4 /dataset5
Figura 3.1: Ejemplo de estructura de un archivo t´ıpico de HDF5
Se van a usar dos librer´ıas para poder leer y escribir HDF5: hdf5, que es la librer´ıa general
de este esta´ndar, y h5lt, HDF5 Lite API, la cual contiene funciones de alto nivel que nos
permite hacer ma´s operaciones por llamada que las funciones ba´sicas que vienen en la
otra librer´ıa. Esto nos permite usar funciones ma´s sencillas que simplifican el proceso de
lectura y guardado de datos. A continuacio´n se describira´n las distintas funciones que se
van a usar en este trabajo.
call H5open f(error)
Esta llamada debe realizarse al inicio del programa, y sirve para inicializar la librer´ıa
HDF5. Esta funcio´n (al igual que el resto de funciones de HDF5 en Fortran) tiene un
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entero que sirve como comprobacio´n de que la llamada se ha hecho correctamente.
call H5fcreate f(name,flag,file id,error)
call H5fopen f (name,flag,file id,error)
La primera de estas funciones sirve para crear un archivo nuevo, y la segunda para abrir
una archivo HDF5 ya existente. En el caso de crear un nuevo archivo, mediante la flag
podemos indicar que sobrescriba un archivo ya existente, o que salte un error en caso de
que el archivo ya exista. En el caso de abrirlo, con esta flag indicamos si queremos el
archivo de solo lectura, o lectura y escritura. En ambos casos, generamos un identificador
que nos permitira´ acceder al archivo.
call H5gcreate f(file id,name,group id,error)
call H5gopen f (file id,name,group id,error)
Estas funciones son ana´logas a las anteriores pero en este caso es para crear o abrir
grupos de datos. En este caso se introduce el identificador del archivo y nos devuelve el
identificador del grupo.
call H5LTmake dataset int f (id,name,rank,size,buffer,error)
call H5LTmake dataset double f(id,name,rank,size,buffer,error)
call H5LTmake dataset string f(id,name,rank,size,buffer,error)
Las funciones mostradas sirven para crear datasets, cada una de un tipo distinto de dato.
Se pasa el identificador del grupo o archivo deseado, el nombre que queremos poner a
la variable en la base de datos, la dimensio´n, el taman˜o de las matrices y finalmente la
variable de nuestro programa que queremos guardar. Como usuarios no nos tenemos que
preocupar co´mo ordenar los datos dentro del archivo, de esto se encarga la propia librer´ıa.
Aunque se ha mostrado u´nicamente las funciones para guardar enteros, reales y cadenas
de texto, existen las funciones ana´logas para otros tipos de datos, visitar el manual [27].
call H5LTread dataset int f (id,name,buffer,size,error)
call H5LTread dataset double f(id,name,buffer,size,error)
call H5LTread dataset string f(id,name,buffer,size,error)
De forma ana´loga a las funciones anteriores, estas sirven para leer los datos ya guardados
en en un archivo HDF5. En este caso no es necesario especificar el rango, debido a la
forma en la que Fortran administra la memoria. Como se ha visto en la seccio´n §3.1, la
memoria se almacena de forma vectorial, por lo que cambiar la dimensio´n de una variable
es trivial, no requiere de ninguna operacio´n.
call H5gclose f(id,error)
call H5fclose f(id,error)
Finalmente tenemos las funciones que cierran los grupos y el archivo respectivamente, en
las que u´nicamente tenemos que indicar el identificador de cada elemento.
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Otra caracter´ıstica que hace HDF5 el esta´ndar apto para nuestros algoritmos es que per-
mite guardar datos en paralelo, es decir, si tenemos los datos de una variable dividida
entre distintos procesadores, cada procesador puede guardar su parte. Esto es una ca-
racter´ıstica muy remarcable cuando estamos trabajando con paralelizacio´n de memoria
distribuida, porque acelera la escritura de datos por dos motivos: en primer lugar esta´n
todos los procesadores escribiendo al tiempo una misma variable, y por otro lado evita-
mos las comunicaciones a un solo nodo que se tiene que encargar de unificar la variable
y escribirla ella misma. Cuando se trabaja con variables muy grandes, y adema´s en un
supercomputador, esto se acentu´a, ya que si los procesadores se encuentran muy aleja-
dos entre s´ı la comunicacio´n puede ralentizarse (esto se explicara´ en mas detalle en la
seccio´n §3.5). Crear las funciones que permiten la escritura en paralelo no es trivial y se
han tomado las funciones ya existentes en el departamento, por lo que no entraremos en
profundidad.
3.3. MPI
El esta´ndar del Message Passing Interface (MPI) es ampliamente usado para aplicaciones
de paralelizacio´n mediante memoria distribuida. Este esta´ndar se puede implementar en
programas en C, C++ y Fortran. El objetivo de MPI es crear algoritmos muy eficientes,
escalables y portables, y es por esto que sea el modelo ma´s usado en high-performance
computing actualmente. El hecho de que sea memoria distribuida implica que cada pro-
cesador tiene su propia unidad de memoria independiente del resto. Si un procesador
necesita de informacio´n que contiene otro procesador, estos datos se tienen que enviar
mediante una comunicacio´n. El proceso que se sigue a la hora de plantear un algoritmo
mediante MPI es el que se muestra en la figura 3.2.
Problema computacional
grande
CPU 1 CPU 2
CPU 3 CPU 4
Dividimos  el trabajo en
partes más pequeñas
CPU 1 CPU 2
CPU 3 CPU 4
Intercambio de información
cuando se necesita
CPU 1 CPU 2
CPU 3 CPU 4





Figura 3.2: Esquema de un algoritmo gene´rico de MPI
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Inicialmente tenemos un problema suficientemente grande que necesitar´ıa mucho tiempo
para ser resuelto con un u´nico procesador, se divide este problema en partes ma´s pequen˜as
que se van a repartir entre los distintos procesadores, procurando que la carga de trabajo
sea equitativa entre ellos. En el momento que se necesite algu´n tipo de dato de otro
procesador se establecen comunicaciones entre ellos. Finalmente, cuando el problema esta
resuelto se guardan los resultados en disco para su posterior post-procesado.
Este tipo de paralelizacio´n es especialmente ido´nea para los ca´lculos de meca´nica de fluidos
debido a la forma en la que se resuelven computacionalmente las ecuaciones de Navier-
Stokes. Cuando mallamos el dominio y resolvemos las ecuaciones para cada celda, se
necesitan los datos de la celda actual y de las adyacentes. Al paralelizarlo mediante MPI
el dominio computacional se divide entre todos los procesadores. Las celdas interiores
podra´n resolverse sin necesidad de realizar ninguna comunicacio´n, pero en las celdas
frontera es necesaria la comunicacio´n entre procesadores. Es por esto que cuanto menor
sea el a´rea de la frontera entre dos procesadores, menos comunicaciones se requieren y
por lo tanto aumenta la velocidad de ca´lculo.
Otro aspecto fundamental que tienen que tener nuestros algoritmos es que el reparto
de trabajo tiene que ser lo ma´s equitativo posible independientemente del nu´mero de
procesadores que pongamos al ca´lculo. Lo mas normal es que el tiempo que tarde nuestro
programa en ejecutarse sea igual a la velocidad del procesador ma´s lento. Si sobrecargamos
a un procesador, no importa que el resto de procesadores terminen muy ra´pido, ya que
hasta que no termine este u´ltimo no habra´ terminado nuestro programa.
Cuando se haga la implementacio´n de los algoritmos de identificacio´n y seguimiento de
vo´rtices junto al co´digo LISO se creara´n distintos grupos de procesadores, cada uno de-
dicado exclusivamente a una parte del co´digo. Cuando se inicia el programa, se inicia-
liza MPI a trave´s de un comunicador en el que esta´n todos los procesadores, llamado
MPI COMM WORLD. A trave´s de este comunicador global se pueden comunicar todos los
procesadores con todos, y es el que normalmente se usa en la mayor´ıa de aplicaciones.
Cuando se requieren del uso de grupos de procesadores, se hacen particiones de este co-
municador global en otros mas pequen˜os, teniendo un comunicador personal para cada
grupo. Adema´s, en el caso de que existan comunicaciones de datos entre distintos grupos,
se crean intercomunicadores, que nos permite comunicar de manera sencilla los procesa-
dores de uno y otro grupo. Todo esto se representa de manera esquema´tica en la figura
3.3. En esta figura tenemos en total 4 comunicadores: el comunicador global, el comuni-
cador propio de cada grupo comm que tiene el mismo nombre en todos los grupos pero
solo relaciona procesadores del mismo grupo, y dos comunicadores que comunican grupos,
interg12 y interg23.
Esta arquitectura es la que se va a usar en nuestro algoritmo, donde el grupo 2 es una
memoria virtual que se encarga de almacenar datos e ir pasando informacio´n de un grupo
a otro, y los grupos 1 y 3 son los que se encargan de resolver la DNS y la identificacio´n
de vo´rtices respectivamente. Es posible tambie´n hacer la intercomunicacio´n entre grupos
usando el comunicador global, pero al hacer los grupos la identificacio´n de procesadores
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cambia a un nuevo identificador local, por lo que hacer la comunicacio´n global es ma´s
complicado.
Grupo 1 Grupo 2 Grupo 3
Figura 3.3: Comunicadores en un co´digo con grupos MPI
Esta arquitectura es ba´sica pero funciona para el tipo de paralelizacio´n que nosotros
necesitamos. Se podr´ıan hacer grupos dentro de otros grupos y hacer estructuras ma´s
complejas, pero en nuestro caso no es necesario. A continuacio´n detallamos las o´rdenes
de MPI que usaremos a lo largo de este proyecto.
call MPI INIT(ierr)
Esta llamada se tiene que realizar al inicio del programa cuando se quiera usar MPI. Al
igual que ocurr´ıa con HDF5, estas funciones tambie´n tienen un entero que nos indica si
ha sucedido algu´n error durante la llamada.
call MPI COMM RANK(comm,myid,ierr)
call MPI COMM SIZE(comm,nummpi,ierr)
Estas funciones sirven para asignar a cada procesador su propio ID que conservara´n a
lo largo del programa, y saber cuantos procesadores son en ese comunicador, a trave´s de
la variable nummpi. Estas llamadas se realizan al inicio del programa con el comunicador
MPI COMM WORLD, pero una vez divida este en varios grupos, se debe de llamar otra vez a
dichas funciones con el nuevo comunicador, que asignara´n un identificador nuevo a cada
procesador y notificara´ a todos los procesadores cuantos son en dicho grupo. Por ejemplo,
si tenemos un ca´lculo con 4 procesadores, estos van a recibir un ID global entre el 0 y
el 3; si ahora dividimos estos 4 procesadores en dos grupos de 2, cada grupo tiene su
propio ID, por lo que ahora tendremos dos procesadores con ID = 0 y ID = 1 pero con
un comunicador distinto, evitando as´ı la confusio´n.
call MPI COMM SPLIT(comm,color,id,new comm,ierr)
Esta es la llamada que nos permite dividir el comunicador comm en varios grupos. Antes,
tenemos que asignar a cada procesador el valor de color = 1,2,3... en funcio´n el nu´mero
de grupos que queramos crear, siendo los procesadores con el mismo valor de color lo que
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van a pertenecer al nuevo grupo. Esto genera el nuevo comunicador, con el cual debemos
volver a llamar a las funciones MPI COMM RANK y MPI COMM SIZE para asignar los nuevos
IDs de cada grupo y obtener el nu´mero total de procesadores que forman el grupo (aunque
esta llamada no es totalmente necesaria, ya que el nu´mero de procesadores por grupo lo
hemos establecido nosotros a trave´s de color).
call MPI INTERCOMM CREATE(local comm,local master,peer comm,remote master,&
& tag,new intercomm,ierr)
Esta es la funcio´n encargada de crear los comunicadores entre grupos. Por orden, necesi-
tamos el comunicador local del grupo, el ID local del procesador que va a ser el master
(normalmente se corresponde con el procesador con ID=0), el comunicador global que
tienen en comu´n ambos grupos (en el caso de la figura 3.3, ser´ıa MPI COMM WORLD)), el
ID global del procesador master del otro grupo, un tag para identificar distintas crea-
ciones de intercomunicadores, y finalmente el intercomunicador que deseamos. Todos los
procesadores de cada grupo tiene que entrar en su correspondiente llamada a la funcio´n.
Si tenemos un caso con 4 procesadores, ID=0,1 pertenecientes al grupo 1 y ID=2,3 per-
tenecientes al grupo 2, la llamada que haga el grupo 1 a la funcio´n tendra´ que poner
como remote master el procesador con ID=2, que tendra´ ID=0 en locales, mientras que
el grupo 2 pondra´ ID=0 en esta casilla.
Hasta aqu´ı hemos visto las funciones que configuran nuestro caso MPI, ahora procedemos
a ver distintas formas de comunicacio´n entre procesadores.
call MPI SEND(buffer,count,datatype,dest ,tag,comm,ierr)
call MPI RECV(buffer,count,datatype,source,tag,comm,status,ierr)
Estas son las dos funciones ba´sicas de MPI para poder enviar y recibir datos de forma
s´ıncrona (esto quiere decir que tanto el procesador emisor como el receptor deben estar
dentro de la funcio´n). Como podemos ver, la comunicacio´n es muy simple: en primer
lugar necesitamos la variable que vamos a enviar, despue´s el nu´mero de elementos que se
van a enviar sin dimensiones, debido a como Fortran guarda los datos en memoria; luego
introducimos el tipo de dato que estamos mandando y dependiendo si estamos enviando
o recibiendo, el destino o el origen de la comunicacio´n. Finalmente ponemos un tag que
nos ayuda a diferenciar distintos env´ıos y el comunicador a partir del cual se va a hacer la
comunicacio´n. Existe la funcio´n MPI SENDRECV que sirve para enviar y recibir datos entre
dos procesadores, muy u´til cuando el intercambio de datos es bidireccional.
call MPI BCAST(buffer,count,datatype,root,comm,ierr)
Esta funcio´n realiza una difusio´n de una variable al resto de procesadores del grupo.
Normalmente se utiliza cuando mandamos a un procesador a hacer una lectura de datos
de un fichero y tiene que transmitirlos al resto de procesadores. Esta funcio´n realiza los
env´ıos de manera muy ra´pida, ya que sigue una estructura de a´rbol: un procesador manda
los datos a otro, y a su vez esos dos los mandan a otros dos y continua.
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call MPI REDUCE (sendbuff,recvbuff,count,datatype,op,root,comm,ierr)
call MPI ALLREDUCE(sendbuff,recvbuff,count,datatype,op,comm,ierr)
Las funciones MPI REDUCE y MPI ALLREDUCE se utilizan para realizar una operacio´n sobre
la variable que deseemos. El tipo de operaciones que se pueden realizar son mu´ltiples, pero
destacan la suma, el producto, el ma´ximo, mı´nimo y todo tipo de operaciones booleanas.
En la figura 3.4 [28] se muestra un ejemplo de como usar esta funcio´n usando la suma.
La diferencia entre ambas funciones es que en la funcio´n MPI ALLREDUCE el resultado de
la operacio´n lo guardan todos los procesadores, y en la funcio´n MPI REDUCE el resultado
solo se almacena en el procesador especificado en root.
Figura 3.4: Ejemplo del uso del MPI REDUCE con la suma como operacio´n
call MPI BARRIER(comm,ierr)
Como su nombre indica, esta funcio´n actu´a como barrera. Hasta que no llegan todos los
procesadores del comunicador hasta la l´ınea en la que se encuentra esta funcio´n, no avanza
ninguno. Esto se utiliza cuando se necesita haber terminado una tarea por completo antes
de comenzar la siguiente.
call MPI FINALIZE(ierr)
Finalmente, esta funcio´n termina el uso de MPI. Adema´s de las funciones que se han expli-
cado, existen gran variedad de funciones que pueden ayudarnos para cualquier operacio´n
que queramos realizar. Toda la documentacio´n relativa a MPI la podemos encontrar en
[29].
3.4. OpenMP
OpenMP es un esta´ndar que nos permite paralelizar nuestros algoritmos mediante me-
moria compartida. Al igual que con MPI, se puede implementar en lenguajes como C,
C++ y Fortran. La paralelizacio´n por memoria compartida permite que tengamos pro-
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cesadores independientes compartiendo una misma unidad de memoria. Cada procesador
puede acceder a cualquier localizacio´n de memoria en todo momento, y cada procesador
puede ejecutar diferentes instrucciones en distintos datos debido a que cada procesador
tiene su propia unidad de control. Las CPUs actuales cuentan con procesadores multi-
core, esto quiere decir que tienen unidades de procesamiento diferentes llamadas cores.
Adema´s, cada core tiene la capacidad de ejecutar varios hilos de ejecucio´n al tiempo,
tambie´n llamados threads [30].
Al igual que todos los tipos de paralelizacio´n, esta tiene sus ventajas y sus inconvenientes.
Como todos los procesadores tienen acceso a toda la memoria, no necesitan usar mensajes
para transferir informacio´n, por lo que este tipo de paralelizacio´n es muy ra´pida. Sin
embargo, podemos tener problemas de sincronizacio´n si dos procesadores intentan escribir
sobre una misma variable al mismo tiempo.
Imaginemos un caso con dos hilos de ejecucio´n, el primero va a incrementar el valor de una
variable por 1 y el otro va a incrementar la misma por 2, por lo que al final el valor de la
variable debe incrementarse por 3. El proceso que siguen los procesadores es el siguiente:
cada procesador lee el valor que tiene la variable, aplica la operacio´n que indique la l´ınea
de programacio´n, y despue´s escribe el resultado en la misma variable. Si esta operacio´n
se realiza sin ningu´n control sucede lo que se muestra en la figura 3.5, ambos hilos leen
el mismo valor de memoria, realizan la operacio´n y guardan su resultado, y este sera´ un
incremento de 1 o 2 dependiendo de cua´l hace la ultima escritura, pero en ningu´n caso
obtenemos el resultado de 3 como desea´bamos. Una buena paralelizacio´n es la mostrada
en la figura 3.6, donde se realiza un bloqueo de la variable en la que se va a operar. En este
u´ltimo caso, hasta que un procesador no ha acabado su proceso de lectura y escritura, el




















Figura 3.6: Implementacio´n correcta de la
paralelizacio´n OpenMP
Como hemos podido ver, la forma de paralelizar es totalmente distinta a la que se realiza
en MPI. OpenMP es ido´neo cuando hay que realizar operaciones sobre un vector en
el que cada procesador accede a una u´nica posicio´n de memoria, sin que el resto de
procesadores necesiten leerla. Si tenemos muchas variables compartidas por todos los
procesadores, tendremos que hacer uso de esperas entre procesadores, lo que ralentiza
nuestro algoritmo. Es posible usar ambas paralelizaciones al mismo tiempo, teniendo
distintos procesadores corriendo por nuestro algoritmo y en ciertas situaciones abrimos
regiones paralelas, donde cada procesador abrira´ sus propios hilos, independientes del
resto de procesadores, compartiendo u´nicamente la memoria de su propio procesador.
En Fortran todas las directivas de OpenMP comienzan por !$OMP. Como el primer cara´cter
es ”!” y el compilador normalmente lo interpreta como comentario, si al compilarlo no
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indicamos que vamos a ejecutar con OpenMP estas instrucciones sera´n ignoradas. A con-
tinuacio´n mostramos las o´rdenes que se usara´n en nuestros algoritmos.
!$OMP PARALLEL
!$OMP END PARALLEL
Esta es la directiva ma´s importante de OpenMP y es la que se encarga de abrir regiones
paralelas. Estas regiones son bloques de co´digo que van a ser ejecutadas por mu´ltiples
hilos en paralelo. El co´digo que va antes y despue´s de la regio´n paralela se ejecuta por un
u´nico hilo, y recibe el nombre de regio´n en serie. Adema´s, se pueden especificar una serie
de condiciones al abrir la regio´n paralela. La ma´s importante y la que se usara´ en este
trabajo es PRIVATE(list). Todas las variables que se especifiquen dentro de este pare´ntesis
sera´n privadas para cada procesador a lo largo de la regio´n paralela, es decir, se generan
copias locales para cada hilo de ejecucio´n. Para conocer ma´s informacio´n se puede visitar
[31].
Con la regio´n paralela, lo u´nico que hemos conseguido es que todos los hilos que se han
abierto ejecuten exactamente la misma tarea, lo cual no es un objetivo de la paralelizacio´n.
Es por esto que tenemos que ver distintos constructores que nos permiten distribuir la
carga de trabajo entre los distintos hilos. El constructor ma´s importante que existe en
OpenMP es el siguiente:
!$OMP DO




Este constructor se encarga de dividir el bucle do entre los distintos procesadores para
poder ejecutarlo en paralelo, y se representa de forma esquema´tica en la figura 3.7. Como
podemos ver, el reparto de la carga de trabajo no lo realiza el usuario, sino que es el propio
esta´ndar el que se encarga de hacer este reparto, lo que facilita la tarea al programador.
Al igual que con la regio´n paralela, este bucle puede tener distintas condiciones, sobre
todo para especificar alguna variable adicional como privada.
En la figura 3.7 tenemos el bucle do anterior representado de forma esquema´tica, supo-
niendo que tras la paralelizacio´n tenemos 10 hilos. Este bucle se reparte en partes iguales
entre los distintos hilos de ejecucio´n, aumentando la velocidad del algoritmo. En este ca-
so, la variable i debera´ ser declarada como privada, ya que esta tiene valores distintos








Hilo 0 Hilo 1 Hilo 9
do i = 1,100 do i = 101,200 do i = 901,1000
Figura 3.7: Divisio´n de la carga de trabajo usando !$OMP DO
Otro constructor muy importantes es el !$OMP SINGLE.
!$OMP SINGLE
!$OMP END SINGLE
El co´digo que esta´ dentro de esta directiva es ejecutado u´nicamente por un u´nico hilo, y
entra el que primero llega. El resto de procesadores esperan a que este procesador salga
de este constructor ya que lleva impl´ıcito una sincronizacio´n. Este constructor es usado
normalmente para inicializar variables compartidas, reservar memoria o liberar memoria,
pero siempre en variables pu´blicas.
Finalmente, nos quedan ver un par de directivas que nos permiten sincronizar el co´digo.
Comenzamos por !$OMP CRITICAL.
!$OMP CRITICAL
!$OMP END CRITICAL
El co´digo que se encuentra dentro de esta directiva restringe el acceso a un procesador
al mismo tiempo. As´ı nos aseguramos que lo que se esta´ haciendo se hace correctamente.
El ejemplo ma´s claro es el mostrado en las figuras 3.5 y 3.6, y es cuando se requiere
actualizar una variable pu´blica. Tambie´n es muy usual cuando se requiere algu´n input por
teclado o archivo o escribir datos a disco. Un atributo importante que debemos asignar
a las secciones cr´ıticas es un nombre, ya que si existen diferentes secciones cr´ıticas con el
mismo nombre, un u´nico hilo va a estar dentro de ellas al mismo tiempo. Incluso si no
especificamos ningu´n nombre, todas aquellas que no tengan nombre se tratara´n con una
u´nica seccio´n cr´ıtica.
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!$OMP BARRIER
Finalmente tenemos la directiva !$OMP BARRIER, cuya funcio´n es ana´loga a la ya vista en
MPI llamada MPI BARRIER y sirve para sincronizar hilos diferentes en el equipo. Al llegar
a esta l´ınea, todos los hilos esperan a que el resto hayan llegado a este punto.
3.5. Supercomputacio´n
Un superordenador es un ordenador de alto rendimiento, compuesto por un gran nu´mero
de procesadores y una red de alta velocidad. La forma de medir el rendimiento de estos
superordenadores es a trave´s del nu´mero de operaciones de coma flotante que pueden
hacer por segundo (FLOPS ). A d´ıa de redaccio´n de este trabajo, el mayor supercompu-
tador del mundo es el Supercomputer Fugaku, localizado en Japo´n, con una potencia de
415530 TFlops/s, con casi 7.3 millones de cores [32]. En nuestro caso nos centraremos
en la estructura del superordenador localizado en Barcelona, llamado MareNostrum, del
Barcelona Supercomputing Center, siendo el ma´s potente de Espan˜a, y el 37 ma´s potente
a nivel global. Este sera´ el superordenador que se usara´ para realizar los ca´lculos de este
proyecto.
Desde el nacimiento de MareNostrum en 2005, siendo el ma´s potente de Europa y uno
de los mejores en todo el mundo, ha sido actualizado en varias versiones. Actualmente
nos encontramos en MareNostrum 4, que entro´ en operacio´n en 2017, y a finales de este
an˜o 2020 se incorporara´ la nueva versio´n MareNostrum 5. El ordenador actual cuenta
con procesadores Intel Xeon Platinum de la generacio´n Skylake, organzados en racks de
co´mputo Lenovo SD530, basados en el sistema operativo Linux y una red de alta velocidad
Intel Omni-Path. Actualmente tiene una potencia de 6.2 Petaflops.
El bloque general de este supercomputador contiene 48 racks de co´mputo, albergando un
total de 3456 nodos de ca´lculo, dando un total de 165888 procesadores con una memoria
principal total de 390 TB. Las caracter´ısticas son las siguientes [33]:
2 Intel Xenon Platinum por nodo, con 24 cores cada uno, lo que da 48 cores en total
por nodo.
3240 nodos con 12x8 GB DDR4-2667 DIMMS, lo que da a unos 2GB por core y
96GB por nodo.
216 nodos de alta memoria, con 12x32 GB DDR4-2667 DIMMS, lo que da unos 8GB
por core y 384GB por nodo.
100 Gbit/s en la red de comunicaciones Intel Omni-Path.
10 Gbit/s en la red Ethernet.
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La velocidad de nuestros algoritmos depende de la velocidad de ca´lculo ma´s la velocidad
en las comunicaciones. Los procesadores que se encuentran en el mismo nodo establecen
la comunicacio´n muy ra´pidamente, pero conforme se alejan entre s´ı, establecer la comuni-
cacio´n cada vez es ma´s lento. Si queremos maximizar la eficiencia de nuestros algoritmos,
hay que reducir el nu´mero de comunicaciones que se realizan y aumentar el nu´mero de
datos que se transmiten a trave´s de ella (ya que la velocidad de transmisio´n de datos es
muy ra´pida).
Como hemos podido ver en las caracter´ısticas, la memoria RAM por nodo es muy alta,
teniendo incluso nodos de alta memoria, con ma´s de 380GB por nodo. Esto se va a
aprovechar para realizar una memoria virtual dentro de nuestros algoritmos, evitando
escribir a disco, aumentando la velocidad general de nuestros algoritmos. Esto se vera´
mas en profundidad en el cap´ıtulo de integracio´n con el programa LISO.
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Como ya se ha explicado anteriormente, una estructura coherente o vo´rtice es una serie
de puntos del dominio que cumplen un criterio de vorticidad establecido y adema´s se
encuentran conectados entre s´ı siguiendo las 3 direcciones cartesianas. Para que sea una
estructura coherente, debe ser posible conectar dos puntos cualquiera de la estructura
pasando u´nicamente por otros puntos de la estructura y siguiendo las direcciones carte-
sianas. Tambie´n se puede definir que un punto pertenece a una estructura coherente si al
menos contiene un punto vecino de la estructura coherente en cualquier direccio´n recta
cartesiana.
Empezaremos el capitulo con la descripcio´n del problema y el concepto general del algo-
ritmo, para posteriormente entrar en profundidad en las particularidades del mismo.
4.1. Descripcio´n del problema
Para este programa vamos a tener como entradas la matriz tridimensional del taman˜o del
dominio, formada por 0 y 1 en funcio´n de si dicho punto supera el criterio de vorticidad o
no. Adema´s, tambie´n tenemos como entrada las caracter´ısticas geome´tricas del dominio.
Este algoritmo se ampliara´ de forma muy sencilla para distinguir distintos elementos,
como por ejemplo sweeps y ejections, manteniendo la esencia principal del algoritmo pero
aportando mucha ma´s informacio´n.
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Figura 4.1: Geometr´ıa del canal a estudiar
En este caso se hara´n simulaciones a dos Reynolds, Reτ = 500 y Reτ = 1000, teniendo en
ambos casos la geometr´ıa mostrada en la figura 4.1. El flujo movido es movido por una
gradiente de presiones, lo que indica que estamos ante un flujo de Poiseuille. Tenemos una
altura del canal de 2h, mientras que en la dimensio´n longitudinal tenemos una longitud de
8pi y en la transversal de 3pi, elegidos como mu´ltiplos de pi para mantener la periodicidad
en Fourier. El resto de caracter´ısticas se muestran en la tabla 4.1.
Caracter´ısticas del fluido
Nu´mero de Reynolds de friccio´n Reτ 500 1000
Nu´mero de Reynolds Re 11480 20580
Caracter´ısticas Geome´tricas
Puntos en direccio´n x Nx 1536 3072
Puntos en direccio´n y Ny 251 383
Puntos en direccio´n z Nz 1152 2304
Longitud en direccio´n x Lx 8pi 8pi
Longitud en direccio´n z Lz 3pi 3pi
Altura del canal h 2 2
Caracter´ısticas de la Simulacio´n
Condicio´n de Courant-Friedrichs-Levy CFL 0.9 0.9
Paso temporal ∆t 0.0295 0.0146
Tabla 4.1: Caracter´ısticas de las simulaciones empleadas
El espaciado de la malla es diferente dependiendo de la direccio´n. En direccio´n x y z
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el espaciado es uniforme y se puede calcular de forma inmediata como ∆x = Lx/Nx y
∆z = Lz/Nz. Debido a la capa l´ımite, el mallado no es uniforme en direccio´n y, por lo
que tenemos un vector con el mallado en esta direccio´n. De esta forma, el espaciado se





siendo estos espaciados muy importantes para calcular el volumen y centros de masas
de los vo´rtices cuando saquemos sus caracter´ısticas geome´tricas. Con todos los datos
mostrados, ya tenemos el punto de partida para nuestro algoritmo.
Para la identificacio´n de vo´rtices se partira´ de un punto semilla o germen, a partir del
cual se mirara´n en sus 6 direcciones cartesianas (ver figura 4.2) para ver si existe otro
punto conexo. Una vez hemos identificado todas sus conexiones, saltamos al siguiente y
volvemos a hacer lo mismo de forma recurrente, hasta que se ha identificado el vo´rtice por
completo. Como casos especiales tenemos las celdas que se encuentran sobre una cara de
simetr´ıa, que tendr´ıan que comprobar si existe punto vo´rtice en el otro lado del dominio,
y las celdas que se encuentran sobre la pared, las cuales tienen una direccio´n menos donde
comprobar la conectividad.
Figura 4.2: Conectividad de una celda con el resto del dominio
Este primer algoritmo estara´ paralelizado mediante MPI, y para ello lo primero que se
va a realizar es la divisio´n del dominio entre el nu´mero de procesadores partie´ndolo en
la direccio´n x, teniendo planos YZ completos. En estos problemas la malla en x es una
potencia pura de 2 y el nu´mero de procesadores que utilizaremos tambie´n lo sera´, por lo
que la divisio´n equitativa del trabajo es inmediata. Cada procesador hara´ la identificacio´n
de vo´rtices en su propio subdominio, pero puede ocurrir que al realizar la divisio´n del
dominio partamos algunos vo´rtices, conteniendo partes de los mismos en varios subdomi-
nios, como podemos ver en la figura 4.3. Vamos a tener partes del mismo vo´rtice en varios
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procesadores, por lo que se realiza una unificacio´n de todos los vortices, teniendo la lista
definitiva de los mismos.
Figura 4.3: Ejemplo de vo´rtice separado por la divisio´n del dominio
Finalmente, se obtienen todas las caracter´ısticas de los mismos, ya pueda ser el volu-
men, el centro de masas, la caja que envuelve al vo´rtice, etc. Hasta aqu´ı hemos visto la
parte conceptual del algoritmo desarrollado, y en la siguiente seccio´n se vera´ de manera
ma´s profunda la organizacio´n de los datos para maximizar la eficiencia y las distintas
comunicaciones entre los procesadores, adema´s de ver de forma ma´s detallada como se ha
desarrollado el algoritmo.
4.2. Algoritmo de identificacio´n 3D
Como se ha visto en el apartado anterior, este algoritmo consta de las siguientes partes,
en orden:
Lectura de datos por parte del procesador maestro y transmisio´n de la informacio´n
al resto de procesadores esclavos.
Identificacio´n de vo´rtices por cada procesador en sus respectivos subdominios.
Unificacio´n de todos los vo´rtices, uniendo aquellos que fueron separados al dividir
el dominio.
Filtrado de los vo´rtices y obtencio´n de sus caracter´ısticas: volumen, centro de masas,
taman˜o de la caja envolvente al vo´rtice, y su posicio´n en el dominio.
Guardado de datos a disco.
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Una vez se ha inicializado MPI y se ha hecho la lectura de datos por parte del procesador
principal, este env´ıa a cada procesador la parte del dominio que le corresponde u´nicamente.
Para ello tenemos un total de planos YZ igual a Nx y un nu´mero de procesadores igual a





El procesador maestro se quedara´ con los planos [1,div], el segundo tendra´ los planos
[div+1, 2·div] y as´ı sucesivamente hasta que cada procesador tiene u´nicamente la parte
del dominio que le corresponde. En este punto el procesador maestro puede liberar de
memoria la matriz total del dominio.
4.2.1. Agrupacio´n de estructuras
Este algoritmo va a tener por salida una matriz en la que se guardan las coordenadas
(x,z,y) en unidades de malla de los puntos que conforman cada vo´rtice. No existe una
matriz por vo´rtice, sino que existe una matriz u´nica, y para poder distinguir un vo´rtice
de otro se deja una linea en blanco. Para mejorar la eficiencia, cada coordenada se escribe
en una fila, y cada punto se van escribiendo en distintas columnas, lo que hace que las
tres coordenadas de cada punto este´n seguidas en memoria.
El bucle principal de agrupacio´n de estructuras es el siguiente:
do kk = 1,ny
do jj = 1,nz
do ii = 1,div
if (B(ii,jj,kk) .eq. 1) then
nvor = nvor + 1
p = (/ii,jj,kk/)
call agregado(p,myid)





Por la forma en la que nos vienen los datos del co´digo DNS, el primer ı´ndice es la coor-
denada x, el segundo es la coordenada z y el u´ltimo es la coordenada y, por lo tanto, al
realizar el triple bucle do, el bucle interno es el que itera sobre el primer ı´ndice, para ir
mirando el posiciones consecutivas de memoria, ahorrando as´ı tiempo de lectura de datos.
La matriz B es el subdominio, y cuando encontramos un 1 ya tenemos el punto semilla
para encontrar todo el vo´rtice, por lo que aumentamos el nu´mero de vo´rtices, guardamos
el punto que hemos encontrado, y llamamos a la subrutina de agregado, que metera´ todo
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el vo´rtice en nuestra matriz de coordenadas. El hecho de tener que incluir un condicional
dentro de un triple bucle do penaliza la eficiencia, por lo que el apartado de agregado
toma tiempo.
La subrutina de agregado lo que hace es recibir un punto y lo mete a una cola. La cola es
una matriz donde vamos almacenando los puntos antes de que se procesen y se an˜adan a
la matriz final de vo´rtices. Como en Fortran hay que especificar el taman˜o de las variables
antes de usarlas, y la cola no va a ser del mismo taman˜o para todos los vo´rtices, se
define una variable con memoria suficiente para el caso del vo´rtice ma´s grande que se
pueda obtener. Adema´s de la variable de la cola necesitamos dos ı´ndices, uno que vaya
indicando cuantos elementos tenemos en la cola, y otro que nos indique que punto estamos
analizando. En el momento en el que el ı´ndice del punto que toca analizar sea mayor que
el ı´ndice de ma´ximos elementos en la cola, habremos identificado por completo el vo´rtice
y podremos salir de la funcio´n. El diagrama de flujo que representa el funcionamiento de




tot  = 1
while ind <= tot
Incrementamos el indice ind
Leemos el punto de la cola y lo
guardamos en la matriz vortex
Incrementamos pos
B(p1,p2,p3) = pos+1
Buscamos en las celdas
adyacentes si tenemos un punto
vórtice
Cuando exista uno,
incrementamos tot y guardamos
el punto en la cola
Ponemos su valor en la matriz B
a 0 para que otro vecino suyo no
lo pueda encontrar de nuevo
Si
Salida de la subrutina
Figura 4.4: Diagrama de flujo de la subrutina de agregado de los vo´rtices
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Como podemos ver en el diagrama de flujo, empezamos inicializando las variables de la
cola y entramos en un bucle while. Lo primero que se hace es leer el punto que nos marca
el ı´ndice ind para meterlo directamente a la matriz vo´rtice y guardamos en la matriz B la
posicio´n en la que se encuentra dicho punto en la matriz vo´rtice sumado una unidad. Si
guarda´ramos la posicio´n simplemente, el primer punto tendr´ıa posicio´n 1, que se podr´ıa
confundir un con 1 de la identificacio´n, lo que har´ıa que identifica´ramos el mismo punto
dos veces. El guardar la posicio´n que ocupa dentro de la matriz va a ser u´til en el paso
posterior de unificar los vo´rtices. Una ejemplo de como quedar´ıa la matriz B tras este
cambio lo mostramos en la siguiente ecuacio´n.

0 1 1 0 0
1 1 0 0 1
1 1 1 0 1
0 0 0 1 1
1 1 0 1 1
 −→

0 210 211 0 0
212 213 0 0 218
214 215 216 0 219
0 0 0 220 221
225 226 0 222 223
 (4.3)
Una vez ya esta´ an˜adido el punto hay que buscar en las celdas adyacentes si estas contienen
un 1, como se vio en la figura 4.2. En el caso de tratar con celdas interiores en el dominio
no hay mayor problema y se mira cada una de las 6 direcciones, pero hay que prestar
especial atencio´n en el caso de tener una celda en el contorno. Si la celda se encuentra en
un borde en la direccio´n y no se mira en dicha direccio´n ya que tenemos la pared. Si nos
encontramos en la direccio´n x, aunque el dominio completo si que tiene simetr´ıa en esta
direccio´n, al realizar la particio´n se tratara´ como una frontera sin simetr´ıa y simplemente
no se mirara´ en dicha direccio´n, esto se tendra´ en cuenta posteriormente. Para el caso de
la direccio´n z si que hay que tener en cuenta la simetr´ıa y mirar en la celda adyacente en
el lado opuesto del dominio.
Al encontrar un punto adyacente, lo an˜adimos a la cola aumentando tambie´n el ı´ndice
tot, y ponemos el punto en la matriz B indicando que ya ha sido an˜adido a la cola y sera´
procesado, evitando que otros puntos vecinos suyos lo vuelvan a meter, evitando puntos
duplicados en el sistema de colas.
Podemos ampliar este algoritmo para encontrar estructuras distintas, como por ejemplo
sweeps y ejections. En este caso la matriz B contendra´ 0, 1 y 2, siendo ejection = 1 y
sweep = 2. Aqu´ı, cuando se encuentra el punto semilla se mira su identidad y se introduce
adema´s en la funcio´n de agregado, buscando u´nicamente conexiones con puntos que tengan
la misma identidad. Se necesita un vector de identidades que nos dice la identidad de
cada vo´rtice en la matriz de vo´rtices. Habr´ıa que realizar ligeras modificaciones, como
por ejemplo hacer B(p1,p2,p3) = pos + 2, ya que ahora estamos buscando hasta los
doses. Sin embargo, no es ninguna modificacio´n del concepto del algoritmo y es fa´cilmente
adaptable a encontrar el nu´mero de estructuras diferentes que se requiera.
Al final de este algoritmo cada procesador tiene sus propios vo´rtices, teniendo cada uno
un taman˜o diferente de matriz vo´rtice. Lo siguiente que se va a hacer es que los esclavos
manden al procesador maestro sus matrices vo´rtice. Este las va a recibir y las va a ordenar
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una debajo de la otra. Como hemos comentado, en la matriz B de cada procesador se ha
guardado la posicio´n en la que estaba almacenado dicho punto, pero ahora al ponerse
todos sobre la misma matriz estas posiciones ya no coinciden. Como lo u´nico que se ha
hecho es un desfase de los mismos, se guarda un pequen˜o vector del taman˜o del nu´mero de
procesadores que este´n calculando poniendo en su lugar correspondiente cual es el desfase
que tienen los puntos de dicho procesador. Una vez que se tiene esto se realiza una difusio´n
de este vector al resto de procesadores y pasamos al siguiente paso de la identificacio´n.
4.2.2. Unificacio´n de estructuras
En este apartado vamos a ver como se puede solucionar el problema de dividir un vo´rtice
por el hecho de realizar la divisio´n del dominio. El caso ma´s sencillo es el que se muestra
en la figura 4.3, donde un vo´rtice en forma de hilo es separado por la mitad. Sin embargo,
esto puede ser mucho ma´s complicado, como por ejemplo un vo´rtice en forma de U roto de
manera transversal, el cual generar´ıa tres vo´rtices inicialmente que deben ser unificados
en uno solo. Para este caso y casos todav´ıa ma´s complicados se ha ideado una solucio´n.
El primer paso que vamos a realizar es enviar el u´ltimo plano YZ al procesador siguiente al
nuestro. El procesador 1 lo mandara´ al procesador 2, el 2 al 3, ..., y el u´ltimo lo mandara´
al primero. Estamos ante una comunicacio´n circular entre los procesadores que se muestra
de manera gra´fica en la figura 4.5. En este tipo de comunicaciones todos los procesadores
tienen que enviar y recibir un plano, por lo que tienen que estar coordinados para que
unos este´n enviando y otros recibiendo. Lo que se hace para solucionar este problema es
que todos los procesadores esperan a a recibir el plano antes de enviarlo, excepto uno
de ellos. El procesador maestro manda primero su plano iniciando as´ı la comunicacio´n, y
espera a recibir el plano que necesita, que lo recibira´ cuando el resto de comunicaciones
hayan terminado.
Cada procesador va a comparar su primer plano con el plano que ha recibido, que era el
u´ltimo de su procesador anterior. Para ello se va a comparar punto a punto, comprobando
que en ambos planos tengan un valor mayor que cero. Si esto ocurre, tomamos la posicio´n
que esta´ guardada y le aplicamos el desfase, guarda´ndola en un vector de conexiones. El
co´digo empleado es el siguiente:
do jj = 1,ny
do ii = 1,nz
if (ownplane(ii,jj) > 0 .and. plane(ii,jj) > 0) then
posOwn = ownplane(ii,jj)+vecCont(myid+1)-1
posPlane = plane(ii,jj) +vecCont(myid) -1
vectorConex(1,posOwn) = posPlane !1 left










Figura 4.5: Visualizacio´n de una comunicacio´n circular entre procesadores
Como podemos ver, al tomar la posicio´n tambie´n se le resta 1 a la posicio´n, y esto es
debido a que, como ya se ha comentado, se hab´ıa guardado en la matriz B = pos+1. El
vector de conexiones tiene dos filas, una con las conexiones de un punto a izquierdas, y
otra con las conexiones del punto a derechas, siendo a izquierdas ir hacia procesadores
con un ID ma´s pequen˜o y a derechas con un ID mayor. En este caso, hemos recibido el
plano del procesador anterior, por lo que su punto se encontrara´ a izquierdas nuestro,
y nuestro punto se encuentra a derechas suyo. Adema´s, las conexiones son rec´ıprocas, a
izquierdas, en nuestra posicio´n en el vector, guardamos la posicio´n del punto del plano
recibido, mientras que a derechas, en la posicio´n del punto del plano recibido, guardamos
nuestra posicio´n.
Una vez que cada procesador ha hecho sus conexiones, se hace la suma de todos los pro-
cesadores mediante un MPI REDUCE, teniendo el procesador maestro todas las conexiones,
y ya se encuentra preparado para generar la matriz vo´rtice final.
La siguiente parte del co´digo es realizado u´nicamente por el procesador maestro, mientras
el resto de procesadores esperan. Este podr´ıa ser uno de los cuellos de botella de nuestro
algoritmo, pero es lo suficientemente ra´pido para que no lo sea, por lo que se ha mantenido.
Una futura ampliacio´n ser´ıa pensar otra manera de unificar los vo´rtices realizada por varios
procesadores a la vez.
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queue = 0
nvor    = 0
ind      = 1
tot       = 1
vortexaux = vortex








Ponemos el punto en
vortexaux a 0
Buscamos una conexión a
izquierda y a derecha a
través de vectorConex. Si
la encuentra, la añadimos a
la pila y borramos el punto.
De la misma forma,
buscamos puntos que se
encuentran antes y
después en vortexaux, y
los añadimos a la cola.
ind = ind + 1
Si






Figura 4.6: Diagrama de flujo del proceso de unificacio´n de los vo´rtices
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La idea que se muestra en la figura 4.6 tiene varias similitudes con la ya vista en el agregado
de estructuras. Se utiliza un sistema de colas con el que vamos a ir an˜adiendo los puntos
a la matriz vortexfin. Recordamos que en la actual matriz vortex los vo´rtices esta´n
separados por una columna de ceros, as´ı que lo primero que hace el co´digo es recorrer todos
los puntos de la matriz vo´rtice auxiliar y buscar un punto que sea distinto de cero. Cuando
lo encuentra mete su ı´ndice en la cola y entramos en el bucle while. Lo primero que
hacemos es guardar el punto de la cola y lo borramos de la matriz vo´rtice auxiliar. Despue´s
buscamos todas las conexiones de dicho punto, primero la posicio´n anterior y posterior
del punto en la matriz vo´rtice, y despue´s mirando sus conexiones a izquierda y derecha,
haciendo uso del vector de conexiones que se ha generado anteriormente, metiendo los
ı´ndices correspondientes a la cola y repitiendo este proceso.
Al final del diagrama de flujo podemos ver como se cambia la forma de identificar cada
vo´rtice dentro de la matriz vo´rtice. La forma anterior ten´ıa dos desventajas importantes:
por un lado el aumento de memoria correspondiente al tener que dejar una columna vac´ıa
para poder separar un vo´rtice de otro, y por otro lado, si queremos acceder a un vo´rtice
en concreto, tenemos que recorrer toda la matriz vo´rtice hasta llegar al vo´rtice que nos
interesa. Ahora generamos un vector llamado indices, del taman˜o del nu´mero de vo´rtices
total, donde cada elemento es la posicio´n en vortex en la que acaban los puntos de dicho
vo´rtice. Por poner un ejemplo, queremos obtener los puntos del vo´rtice 5, el co´digo para
obtener el ı´ndice inicial y el ı´ndice final ser´ıa el siguiente:
indi = indices(5-1)+1
indf = indices(5)
Con estos dos ı´ndices, al hacer vortex(:,indi:indf) nos devolvera´ todos los puntos que
contiene el vo´rtice 5. Existe un caso particular para el primer vo´rtice, y es que el ı´ndice
inicial no se puede obtener de esta forma ya que nos vamos de l´ımites del vector, en este
caso directamente indi = 1. Esta forma de almacenar informacio´n es muy eficiente, ya
que los datos esta´n muy compactos en una u´nica matriz y solo necesitamos un vector
auxiliar de taman˜o igual al nu´mero de vo´rtices, el cual ocupa muy poco, por lo que
esta misma manera de almacenar se vera´ posteriormente en el algoritmo de seguimiento
temporal.
Finalmente los cambios que hay que realizar para poder identificar distintos tipos de
vo´rtices son muy pocos. El u´nico relevante es a la hora de hacer la comparacio´n entre
planos, y es que ahora no nos vale que en la posicio´n tenga un valor mayor que 0, ahora
deben de cumplir que sean vo´rtices del mismo tipo. Lo que se hace en este caso es guardar
estos planos antes de modificar la matriz B y trabajamos ahora con dos planos, el que
ten´ıamos anteriormente con las posiciones y el nuevo que tenemos formado por 0, 1 y
2, en el caso de los sweeps y ejections. La comprobacio´n ahora es que en este u´ltimo
plano tengan valores mayores que cero y sean del mismo tipo, utilizando el plano de las
posiciones para almacenar estos valores en el vector de conexiones. Una vez esta completo
el vector conexiones, el resto del programa es exactamente el mismo, an˜adiendo el vector
de identidades.
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Una vez el procesador maestro tiene todos los vo´rtices con sus respectivos ı´ndices, los
reparte entre los distintos procesadores para realizar el posterior filtrado y ca´lculo de las





En este caso la divisio´n no tiene que ser entera, pero al estar trabajando con nu´meros
enteros, Fortran nos da la divisio´n sin el resto. Todos los procesadores menos el u´ltimo
tendra´n un nu´mero de vo´rtices igual a div, mientras que el u´ltimo tendra´ estos ma´s los
que han quedado del resto de la divisio´n. Adema´s, hay que mandar el vector de ı´ndices
que se corresponda a cada procesador, y para dejarlo correctamente hay que restar el











En el ejemplo de la ecuacio´n (4.5), si queremos coger los vo´rtices que esta´n por debajo de
la l´ınea, los nuevos ı´ndices que resultan salen tras haber restado el valor inmediatamente
superior, en este caso 1000.
4.2.3. Filtrado y ca´lculo de caracter´ısticas
Una vez ya tenemos todos los vo´rtices unificados y repartidos entre los procesadores,
el paso posterior es filtrar aquellos no deseados y obtener sus caracter´ısticas que nos
permitira´n hacer f´ısica de este problema. El filtrado de vo´rtices es esencial para eliminar
todos aquellos vo´rtices que han podido nacer por el propio ruido de la simulacio´n. Adema´s,
si tenemos vo´rtices muy pequen˜os es muy dif´ıcil de seguirlos temporalmente, por lo que
tendr´ıamos un gran nu´mero de vo´rtices apareciendo y desapareciendo. Los criterios que
se han seguido para eliminar ciertos vo´rtices son:
Eliminamos todos aquellos vo´rtices con un taman˜o inferior a 7 puntos.
Eliminamos los vo´rtices que tienen todos los puntos en una posicio´n y constantes,
ya que f´ısicamente estos vo´rtices planos no tienen sentido.
El filtro de los 7 puntos puede parecer arbitrario, pero es mucho ma´s pequen˜o que el que
propone Lozano-Dura´n en [23], el cual elimina todos los vo´rtices menores a V + = 303
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para evitar los problemas de resolucio´n de la malla, y a pesar de que elimina un 70 % de
los vo´rtices encontrados, suponen menos de un 1 % del volumen total de las estructuras,
por lo que la energ´ıa contenida en estos es muy pequen˜a. En nuestro caso, aplicando el
filtro que propone Lozano-Dura´n, nos eliminamos un 74 % de las estructuras y suponen
un 1.2 % del volumen total, para el caso de identificacio´n de las Qs. Para los vo´rtices
mediante el me´todo de Chong el nu´mero de estructuras que se eliminan es todav´ıa mayor,
cercano al 90 % del total, pero solo suponen un 1.5 % del volumen. Puesto que con este
filtro el volumen que se elimina es muy bajo, con el filtro de 7 puntos que proponemos
somos todav´ıa menos restrictivos.
Para comprobar el filtro del taman˜o, simplemente tomando los ı´ndices del vo´rtice podemos
saber su taman˜o y eliminarlo si es necesario. Para el filtro del vo´rtice plano tomamos todos
los puntos del vo´rtice y los recorremos comprobando cuando vale el valor de y, si este valor
cambia con respecto al valor que ten´ıamos guardado ya no es vo´rtice plano, se acepta y se
sale del bucle, pero si acabamos el bucle y esta valor sigue constante, el vo´rtice es plano,
por lo que se elimina de la lista. Una vez tenemos un vector que nos indica que vo´rtices
continu´an y cua´les se eliminan volvemos a reconstruir la matriz vo´rtice y la matriz ı´ndice
para cada procesador.
Una vez tenemos la lista definitiva de vo´rtices que se van a guardar en cada procesador,
procedemos al ca´lculo de las caracter´ısticas principales:
Volumen: El volumen de una estructura lo calculamos como la suma del volumen
de sus puntos individualmente. El volumen que posee una celda es el siguiente:
Vi = ∆x ·∆z ·∆y(i) (4.6)
Donde ∆x y ∆z son constantes para todo el dominio, y ∆y depende de la altura en
la que nos encontremos, y se puede calcular como se ha visto en la ecuacio´n (4.1).
El volumen de la estructura coherente es por tanto V =
∑
Vi.











Aqu´ı hay que diferenciar en el caso en el que exista simetr´ıa o no exista. En el caso
de que sea un vo´rtice interior, el ca´lculo se realiza directamente tomando el volumen
individual de cada celda multiplica´ndolo por su vector posicio´n, hacer la suma de
todas las celdas y dividie´ndolo entre en el volumen total del vo´rtice.
En el caso de ser un vo´rtice con simetr´ıa la forma de calcularlo cambia. En este caso,
se supone que un vo´rtice no llega a ser lo suficientemente grande para estar dividido
por la simetr´ıa y adema´s superar la mitad del dominio. En la direccio´n en la que
exista simetr´ıa, desplazamos los puntos que se encuentren en la primera mitad del
dominio al final suma´ndole Nx o Nz dependiendo de cual sea la simetr´ıa y calculamos
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el centro de masas. Al terminar comprobamos el valor, si el centro de masas esta´
dentro del dominio el ca´lculo ha sido correcto, pero si ha ca´ıdo fuera de este hay
que restarle Lx o Lz para que se encuentre dentro del dominio. Esto se ilustra en
la figura 4.7, en el que en este caso particular el centro de masas queda fuera del
dominio por tener ma´s masa en la primera mitad del dominio que la segunda, y es
por esto que habr´ıa que restar Lx a la primera dimensio´n de rcm.
x
y
Figura 4.7: Ca´lculo del centro de masas de un vo´rtice con simetr´ıa
Caja envolvente: la caja envolvente de una estructura coherente es la caja con
aristas paralelas a los ejes cartesianos ma´s pequen˜a que engloba todos los puntos
de nuestro vo´rtice. En este caso tambie´n hay que diferenciar si estamos trabajando
con simetr´ıa o sin simetr´ıa. Cuando estamos tratando con una estructura interior, la
caja se puede calcular directamente como al diferencia entre la dimensio´n ma´xima
y la mı´nima en cada direccio´n.
En el caso en el que alguna direccio´n tenga simetr´ıa se busca la dimensio´n ma´xima
en la primera mitad del dominio (max1) y la dimensio´n mı´nima en la segunda mitad
(min2). Una vez lo tenemos, la caja se puede calcular como (suponiendo la direccio´n
x):
∆x = Lx +max1 −min2 (4.8)
Esto se puede ver gra´ficamente en la siguiente figura:
x
y
Figura 4.8: Caja envolvente a una estructura coherente
Posicio´n del vo´rtice: para poder situar el vo´rtice dentro del dominio, guardamos el
punto que es la posicio´n mı´nima del vo´rtice en todas las dimensiones. Esta variable
recibe el nombre de bound y se calcula de forma diferente si tenemos un vo´rtice
con periodicidad o un vo´rtice interior. Si estamos ante un vo´rtice interior, bound se
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calcula como la posicio´n mı´nima del vo´rtice en cada dimensio´n, que coincide con el
ve´rtice de la caja envolvente ma´s cercano al origen de coordenadas.
En el caso que una dimensio´n tenga simetr´ıa, tomamos la dimensio´n min2 vista en
la caja envolvente y le restamos Lx o Lz en funcio´n de la direccio´n que tenga la
simetr´ıa. Esto lo que hace es trasladar la parte del vo´rtice que se encuentra al final
del dominio justo antes de que empiece, lo que da valores de bound negativos. Esto
queda representado en la figura 4.9. Sabiendo cual es el punto bound y cuales son
las dimensiones de la caja, el vo´rtice queda totalmente localizado espacialmente.
x
y
Figura 4.9: Posicio´n mı´nima del vo´rtice sobre el dominio con simetr´ıa
4.3. Validacio´n y resultados
Una vez tenemos desarrollado el algoritmo, el siguiente paso es comprobar que los re-
sultados sean correctos, adema´s de que la idea conceptual sea correcta. En este caso la
validacio´n se ha hecho por dos me´todos: por un lado hemos creado un archivo con una
matriz booleana de calibracio´n, en la que se han puesto distintos vo´rtices topolo´gicamen-
te diferentes para ver si el algoritmo es capaz de identificarlos correctamente, y por otro
lado observando los vo´rtices que vamos obteniendo del co´digo DNS, verificando en casos
concretos que el vo´rtice tiene sentido y las caracter´ısticas esta´n calculadas correctamente.
Nuestro archivo de calibracio´n consta de los siguientes vo´rtices:
Vo´rtice con simetr´ıa en x, verificando que la construccio´n del vector conexiones es
correcta y la unificacio´n de los vo´rtices tambie´n, mostrado en la figura 4.10a.
Vo´rtice con simetr´ıa en z realizada por un u´nico procesador, mostrado en la figura
4.10b.
Vo´rtice de grandes dimensiones en forma de U, el cua´l ocupa casi toda la dimensio´n
x, por lo que va a ser identificado por diferentes procesadores y luego debe ser
unificado correctamente, mostrado en la figura 4.10c.
Vo´rtice con doble simetr´ıa en x y en z, mostrado en la figura 4.10d.
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Vo´rtice pequen˜o situado diagonalmente a otro ma´s grande, el cua´l no tiene conexio´n
debido a que no hay conexiones en direcciones diagonales, mostrado en la figura
4.10e.
Vo´rtice con dos nu´cleos claramente marcados, unidos entre s´ı mediante un hilo de
vo´rtice, lo que hace que en global sea un u´nico vo´rtice, mostrado en la figura 4.10f.
Dos vo´rtices, cada uno situado en una pared del canal, que no deben dar el mismo
puesto que no existe periodicidad en esta direccio´n, mostrado en la figura 4.10g.
Como podemos ver en la figura 4.10, algunos de los vo´rtices que se han generado no tienen
sentido f´ısico, pero nos sirve para verificar que nuestro algoritmo funciona correctamente
sean cuales sean las caracter´ısticas de los vo´rtices, tengan o no sentido f´ısico. Con esto ya
tenemos el algoritmo preparado para ser lanzado en cualquier Reynolds de friccio´n que
deseemos.
Lo importante del algoritmo que hemos desarrollado es, adema´s de ser funcional, que sea
lo suficientemente ra´pido y que la disminucio´n del tiempo sea importante a la hora de
aumentar el nu´mero de procesadores, para poder implementarlo en un superordenador.
A continuacio´n, mostramos una tabla de tiempos para una matriz booleana tanto para
Reτ = 500 como para Reτ = 1000, usando distinto nu´mero de procesadores.







Tabla 4.2: Tabla de tiempos en segundos del algoritmo de identificacio´n
Figura 4.11: Visualizacio´n de la reduccio´n de tiempo adimensional en el algoritmo de
identificacio´n al incrementar el nu´mero de procesadores
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(a) Vo´rtice con simetr´ıa en x (b) Vo´rtice con simetr´ıa en z (c) Vo´rtice con forma de U
(d) Vo´rtice con dos tipos de
simetr´ıa
(e) Vo´rtice pequen˜o cercano
a grande
(f) Vo´rtice con dos nu´cleos
unidos por un hilo
(g) Dos vo´rtices, cada uno en una pared
Figura 4.10: Visualizacio´n gra´fica de los vo´rtices de calibracio´n
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El resultado del tiempo se ha obtenido tras ejecutar 10 veces el algoritmo y hacer la
media. La figura 4.11 muestra el resultado del tiempo adimensionalizado por el tiempo
ma´ximo en cada caso, que se produce con 2 procesadores. Como podemos ver en ambos
casos, el mayor beneficio se obtiene cuando tenemos pocos procesadores y los aumentamos,
mientras que si ya estamos en un nu´mero alto de procesadores y lo aumentamos todav´ıa
mas, la mejora que obtenemos es muy pequen˜a. Esto quiere decir que llega un punto en
el que la tarea paralelizada ya ha sido optimizada lo ma´ximo que se pod´ıa y el tiempo se
invierte en tareas que no esta´n paralelizadas, como por ejemplo la lectura del archivo o la
unificacio´n de vo´rtices. Adema´s el aumentar el nu´mero de procesadores lleva consigo un
aumento del nu´mero de comunicaciones, lo que puede llevar a que la mejora no sea tan
importante.
La velocidad nos interesa que sea lo suficientemente alta para no ralentizar al co´digo LISO,
que como veremos en el cap´ıtulo 6, este algoritmo se ejecutara´ en paralelo junto con el de
DNS. Para tener un orden de magnitud, el co´digo DNS para Reτ = 500 y 32 procesadores
tarda unos 8 segundos por paso temporal, y genera un campo booleano cada 5 instantes
temporales, lo que da un campo booleano cada 40 segundos. En la tabla 4.2 podemos ver
que con cualquier nu´mero de procesadores podemos ser ma´s ra´pidos que el LISO, por lo
que podemos determinar que nuestro algoritmo es lo suficientemente ra´pido en calcular
los vo´rtices que posteriormente se utilizara´n en el seguimiento temporal.
A continuacio´n vamos a mostrar unas ima´genes de dos vo´rtices, uno identificado mediante
el criterio de Chong y otro mediante la identificacio´n de eventos uv.
Figura 4.12: Vo´rtice identificado mediante el criterio de Chong
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Figura 4.13: Vo´rtice identificado mediante eventos uv
En ambos casos la identificacio´n de los vo´rtices parece correcta, ya que la forma es cohe-
rente y no existen discontinuidades entre distintas partes. Esto junto a la correcta identi-
ficacio´n de los vo´rtices en la calibracio´n nos da una idea de que el co´digo es correcto.
Adema´s, la forma de los vo´rtices, ya comentada en [23] coincide con la obtenida. Para los
vo´rtices identificados por el criterio de Chong, o vortex cluster, se caracterizan por tener
forma de ”esponja de gusanos” formado por una gran cantidad de hilos unidas con unos
dia´metros del orden de 7η, mientras que los vo´rtices identificados por eventos uv tienen
forma de ”esponja de copos’, siendo estructuras muy alargadas en la direccio´n del flujo.
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Cap´ıtulo 5
Seguimiento temporal de estructuras
coherentes
El principal objetivo de este cap´ıtulo es obtener un algoritmo que nos permita conocer cua´l
es la evolucio´n temporal de un vo´rtice y obtener todas sus caracter´ısticas en cada instante
temporal. Como resultado final tendremos una base de datos con todos los vo´rtices y
las interacciones que surgen entre ellos. Esto nos permitira´ conocer las interacciones que
existen entre diferentes tipos de vo´rtices en funcio´n de la distancia a la pared, y como se
integra dentro de los mecanismos de la turbulencia.
En las siguientes secciones se describira´ el me´todo de seguimiento de los vo´rtices y la
gestio´n de la memoria y de la informacio´n para que sea eficiente, adema´s de explicar
como se ha realizado la paralelizacio´n. Cabe recordar que el objetivo es implementar el
algoritmo de identificacio´n y seguimiento junto con el co´digo DNS para que se calculen
de forma simulta´nea.
A lo largo de este capitulo se hara´ una descripcio´n del problema que queremos abordar,
se explicara´n los algoritmos de seguimiento y almacenamiento de datos y finalmente se
mostrara´n una serie de resultados.
5.1. Descripcio´n del problema
El punto de partida de este algoritmo es la identificacio´n de vo´rtices que se ha realizado en
el cap´ıtulo anterior. Ese algoritmo tenia por salida una serie de matrices y vectores que nos
indicaban los puntos que conten´ıan cada vo´rtice, su volumen, su centro de masas, la caja
envolvente y la posicio´n de la caja envolvente, lo que nos permit´ıa tener caracterizados
por completo los vo´rtices. Para cada instante temporal tendremos un archivo con las
caracter´ısticas de los vo´rtices, independientes entre si. Este archivo lo guardamos con
extensio´n ”.vor” y el algoritmo de seguimiento debe leerlos de forma seguida para tener
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los instantes temporales ordenados. El archivo final que genera el algoritmo de seguimiento
tendra´ la extensio´n ”.time”.
En el ca´lculo DNS podemos establecer cada cuantos pasos temporales guardamos un
campo booleano. Este valor no debe ser excesivamente grande ya que los campos no se
parecer´ıan entre s´ı y el seguimiento se complicar´ıa, ni tampoco excesivamente pequen˜o ya
que generar´ıa gran cantidad de archivos y de datos, ralentizando el ca´lculo y ocupando
mucha memoria. En nuestro caso se genera una nueva matriz cada 5 pasos temporales, el
cual es suficiente para poder seguir tanto las estructuras pequen˜as como grandes del flujo.
El archivo ”.vor” tiene adema´s una serie de informacio´n relativa a taman˜o de la malla y
el instante temporal en el que se ha generado el archivo.
La idea general de este algoritmo es que toma dos instantes consecutivos, compara los
vo´rtices y es capaz de determinar el nacimiento, muerte, evolucio´n, rotura o coalescencia
de ellos. Para ello tomamos dos instantes, uno tn y otro tn+1 y generaremos un vector
para cada uno de los instantes temporales del taman˜o del nu´mero de vo´rtices que existan
en cada instante, a los que llamaremos conex1 y conex2 respectivamente. En funcio´n del
nu´mero que contenga en cada elemento del vector nos dira´ que ocurre con dicho vo´rtice.
El funcionamiento de estos vectores es fundamental ya que todo el algoritmo gira en torno
a ellos, y su funcionamiento es el siguiente.
Evolucio´n: un vo´rtice en tn continua en otro vo´rtice de tn+1. Para que esto ocurra
el vo´rtice en conex1 debe de tener guardada la posicio´n del vo´rtice en el siguiente
instante temporal, en valor positivo. De la misma forma, el vo´rtice final en conex2
debe tener guardada la posicio´n de su vo´rtice de origen tambie´n en valor positivo.
Nacimiento: todos los vo´rtices que nacen se especifican en el instante tn+1, es
decir, en conex2. Todos los vo´rtices que tengan un valor 0 o negativo son vo´rtices
que nacen nuevos. Si tienen un 0 significa que han nacido esponta´neamente y no
provienen de ningu´n otro vo´rtice (en principio, ya se vera´n las uniones), y si tienen
un valor negativo quiere decir que es un vo´rtice que ha nacido por separarse de otro
vo´rtice, indicando la posicio´n en negativo del vo´rtice del que proviene.
Muerte: la especificacio´n es similar a los vo´rtices de nacimiento pero ocurren en el
instante tn, en conex1. Los vo´rtices que tengan un valor 0 o negativo son vo´rtices
que mueren. Si tienen un 0 significa que el vo´rtice ha muerto esponta´neamente por
disipacio´n (en principio, ver las roturas), y si tiene un valor negativo es que ha
muerto por unirse a otro vo´rtice, indicando la posicio´n del vo´rtice al que se une con
valor negativo.
Rotura: el criterio de rotura es arbitrario, pero en nuestro caso consideraremos que
un vo´rtice se ha roto si ninguno de lo vo´rtices resultantes tiene un volumen de al
menos 0.5Vi. Para indicar una rotura en nuestros vectores, el vo´rtice que se ha roto
en conex1 tiene un valor de 0, como si hubiera muerto esponta´neamente, mientras
que todos los vo´rtices resultantes en conex2 tienen conexio´n negativa indicando el
vo´rtice de la rotura.
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Unio´n: de forma ana´loga a las roturas, consideramos que exite una unio´n cuando
dos o ma´s vo´rtices se unen y ninguno de ellos tiene al menos el 0.5Vi de volumen del
vo´rtice resultante. En este caso todos los vo´rtices iniciales tienen conexio´n negativa
en conex1 indicando la posicio´n del vo´rtice resultante, mientras que en conex2 el
vo´rtice resultante tiene un valor de 0, como si hubiera nacido esponta´neamente.
A continuacio´n mostramos un ejemplo de dos vectores conex1 y conex2 para ver una
















El ejemplo mostrado en la ecuacio´n (5.1) es muy sencillo pero contiene gran cantidad de
elementos que ya hemos explicado. Tenemos un vo´rtice que evoluciona, que es el vo´rtice
1 de conex1 con el vo´rtice 2 de conex2. Tenemos una rotura del vo´rtice 2 de conex1
que resulta en los vo´rtices 1 y 3 de conex2. Tambie´n existe una unio´n de los vo´rtices 3
y 4 de conex1 que mueren unie´ndose al vo´rtice 4 de conex2, y finalmente el vo´rtice 5 de
conex1 muere esponta´neamente y el vo´rtice 5 de conex2 nace como un hijo del vo´rtice 1
del primer paso temporal. Podemos ver como a partir de dos vectores somos capaces de
reconstruir la evolucio´n de los vo´rtices de forma detallada, y son usados por la base de
datos para actualizar los vo´rtices.
Como ya se ha comentado, el algoritmo consta de dos partes claramente diferencias: por un
lado tenemos la comparacio´n de estructuras y la generacio´n de los vectores de conexiones,
que se realiza mediante la comparacio´n de dos instantes temporal, y por otro lado es la
gestio´n de la memoria y la actualizacio´n de la base de datos, la cual debe ser eficiente y
aprovechar al ma´ximo el uso de memoria.
Comparacio´n de estructuras: esta parte del co´digo es la que se encarga directa-
mente de hacer la comparacio´n entre dos instantes temporales y crear los vectores
conexiones que servira´n para actualizar la base de datos. Se basa en la idea de que
la mayor parte de los vo´rtices van a ser muy similares a los del instante temporal
siguiente, por lo que gran parte de ellos se identificara´n de forma muy ra´pida, mien-
tras que para el resto se comprobara´n las intersecciones entre vo´rtices y este proceso
sera´ mas lento.
Base de datos: el principal problema que concierne a la base de datos es que van
a convivir vo´rtices vivos junto con vo´rtices que ya hayan muerto. Los vo´rtices vivos
van a seguir actualiza´ndose y aumentando el taman˜o de sus vectores mientras que
los vo´rtices muertos seguira´n como esta´n. Esto debe ser solucionado de una forma
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eficiente, manteniendo los datos del mismo vo´rtice contiguos en memoria y evitar
guardar memoria innecesaria.
Finalmente tenemos que mencionar como se va a realizar la paralelizacio´n en este caso.
Para este algoritmo vamos a plantear una paralelizacio´n h´ıbrida entre MPI y OpenMP.
Empezando por la paralelizacio´n MPI tenemos una configuracio´n master-slave, en la que
cada esclavo se va a encargar de coger dos instantes temporales y va a generar los vectores
conex1 y conex2 que se usara´n para actualizar la base de datos, mientras que el procesador
maestro se va a dedicar u´nicamente a la base de datos, recibiendo los vectores de conexio´n
de los esclavos y actualizando la estructura. La paralelizacio´n por memoria compartida
se va a realizar dentro de cada esclavo, y cada procesador se va a encargar de calcular
un elemento en concreto de los vectores conexio´n, siendo fa´cilmente paralelizable por
OpenMP ya que escriben en zonas de memoria distintas.
5.2. Comparacio´n de estructuras
Esta seccio´n se centra en la explicacio´n del algoritmo que siguen los procesadores esclavos a
la hora de comparar dos instantes temporales. Los instantes temporales son consecutivos,
es decir, el primer procesador tendra´ los instantes 1 y 2, el segundo los instantes 2 y 3, y
as´ı sucesivamente. El algoritmo se basa en la idea de que los campos en dos instantes de
tiempo sucesivos no cambian excesivamente, y la mayor´ıa de los vo´rtices habra´n sufrido
una ligera modificacio´n de posicio´n y de volumen, como se muestra en la figura 5.1.
x
y
Figura 5.1: Esquema representativo de la evolucio´n de un vo´rtice en dos instantes tem-
porales planteados en dos instantes temporales. El dibujo de la izquierda se corresponde
con el instante temporal tn y el de la derecha con el instante tn+1
Los vo´rtices que son como el mostrado en la figura 5.1 se identifican con el me´todo que
llamamos conexiones fa´ciles, en las que el vo´rtice apenas ha cambiado y tiene un volumen
similar, con centros de masas cercanos y caracter´ısticas similares. Cuando un vo´rtice no
es tan fa´cil de identificar pasamos a las denominadas conexiones dif´ıciles, en la que las
caracter´ısticas ya no son tan similares y tenemos que buscar la interseccio´n de las cajas de
los vo´rtices para buscar las conexiones, lo que lleva ma´s tiempo en evaluar. Finalmente,
se ha desarrollado un u´ltimo filtro que analiza todos aquellos vo´rtices que no han tenido
conexio´n y busca de manera ma´s exhaustiva si tienen algu´n tipo de relacio´n con algu´n
otro vo´rtice, o simplemente son nacimientos o muertes esponta´neas.
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El esquema de OpenMP que se sigue en toda la funcio´n es muy sencillo y es el mostrado
en la figura 5.2. Como podemos ver, tenemos una regio´n paralela que se abre y no se
cierra hasta el final de la funcio´n, y entre medias tenemos los distintos filtros que se basan
en recorrer todos los vo´rtices con un bucle DO. Esta figura es una simplificacio´n, ya que
entre los filtros se ha usadoOMP SINGLE cuando era necesario inicializar variables comunes







Figura 5.2: Esquema de la estructura principal del algoritmo de comparacio´n de estruc-
turas
Para el caso en el que estemos identificando distinto tipo de estructuras, como en el caso
de identificacio´n de las Qs, el algoritmo que vamos a mostrar es exactamente igual, lo
que cambia es que en la identificacio´n hay que meter una condicio´n adicional para que la
conexio´n sea entre estructuras del mismo tipo.
Con esto, pasamos a explicar en profundidad los diferentes tipos de conexiones y como se
realiza la identificacio´n en cada uno de ellos.
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5.2.1. Conexiones fa´ciles
Las conexiones fa´ciles se encargan de calcular una distancia ficticia de cada vo´rtice en el
instante tn con todos los vo´rtices del instante tn+1, obteniendo el valor ma´s bajo. Si este
valor es menor a un cierto umbral, la conexio´n se admite como fa´cil y se escribe en los
vectores conex1 y conex2.
El proceso que sigue el programa para encontrar las conexiones fa´ciles es el siguiente:
1. Una funcio´n calcula cual es la mı´nima distancia desde nuestro vo´rtice en tn al vo´rtice
ma´s cercano en tn+1 y cua´l es ese vo´rtice. Esta distancia ficticia se calcula a partir
de la distancia de los centros de masas ponderada con el resto de caracter´ısticas
geome´tricas, teniendo en cuenta la simetr´ıa del dominio.
2. Comprobamos que el error mı´nimo de dicha estructura sea menor que el valor umbral
determinado mediante una calibracio´n.
3. Mediante el uso de la orden !$OMP CRITICAL obligamos a los procesadores a pasar
individualmente por la zona en la que se comprueba que el vo´rtice con el mı´nimo
resultado no haya sido encontrado anteriormente en el vector conexio´n. En el caso
de que no haya sido encontrado, se guarda en la posicio´n correspondiente. En el caso
de que ya estuviera en el vector conexio´n, lo que se hace es comprobar la interseccio´n
punto a punto de ambos vo´rtices con el vo´rtice destino, y aquel que tenga un mayor
nu´mero de conexiones es el que se queda con la conexio´n directa.
Para calcular la distancia ficticia lo que se hace es calcular la distancia entre los centros
de masas y modificarla con las distintas caracter´ısticas geome´tricas de la siguiente forma:
dist = kV · k∆x · k∆y · k∆z ·
√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 (5.2)
Donde (x, y, z) se corresponde a las coordenadas cartesianas del centro de masas de cada
vo´rtice que se esta comparando. Calcular esta distancia directamente tiene el problema
del factor de escala, y resulta de que x puede tomar valores desde x ∈ [0, 8pi], mientras
que y ∈ [0, 2], por lo que las distancias en la direccio´n perpendicular a la pared van a
tener muy poca relevancia respecto a las distancias en la direccio´n del flujo. Para ello se
han corregido todas las distancias de los centros de masas para que en todos los casos
se cumpla que {x, y, z} ∈ [0, 1]. Adema´s, esta distancia no se calcula directamente como
indica la ecuacio´n (5.2), sino que se calcula tambie´n la distancia a trave´s de la pared de
simetr´ıa para las coordenadas x y z, y nos quedamos con la menor de ellas. Finalmente,
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Donde ∆x, ∆y, ∆z son la longitud de la caja envolvente en cada direccio´n cartesiana. Los
factores no son exactamente los mostrados en (5.3), sino que se hace que k = max(k, k−1)
para que todas las constantes sean igual o mayor que 1. Esto hace que los vo´rtices que
sean muy parecidos entre s´ı tenga unas constantes muy cercanas a la unidad y por lo
tanto la distancia entre los centros de masas se vea muy poco modificada, mientras que
si tenemos dos vo´rtices muy dispares pero muy cercanos, de esta forma hacemos que su
distancia ficticia sea lo suficientemente grande para que no pase el umbral y no se tome
como conexio´n fa´cil.
Finalmente, presentamos el diagrama de flujo del programa de las conexiones fa´ciles.
do ii = 1,nvor1







dist  = sqrt(distx+disty+distz)
if (dist > min(sol,DTHR))
dist = dist*K
if (dist < sol)








if (rep == 0 && sol<DTHR)
conex1(ii) = pos
if (rep > 0 && sol<DTHR)
Buscamos intersecciones del nuevo
vórtice y del que ya estaba
guardado.
Si hay más intersecciones en esta
nueva conexión, la guardamos y








Figura 5.3: Diagrama de flujo del algoritmo seguido para la identificacio´n de las conexiones
fa´ciles
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Desde el punto de vista de la paralelizacio´n por memoria compartida, no hay ningu´n
problema ya que cada procesador va a estar trabajando en su propio elemento ii del
vector conex1, ya que el resto de variables son privadas para cada procesador. Adema´s,
la informacio´n de los vo´rtices en el instante tn+1 no se modifican, u´nicamente se leen
para sacar la distancia, por lo que no hay ningu´n problema desde este punto de vista.
La inclusio´n de la regio´n de !$OMP CRITICAL es esencial porque puede ocurrir que dos
procesadores que hayan obtenido el mismo vo´rtice como solucio´n busquen a la vez en el
vector, por lo que ninguno encontrar´ıa ninguna repeticio´n y ambos escribir´ıan la misma
conexio´n, cosa que no puede ocurrir segu´n la idea de los vectores conexiones.
Finalmente, una vez tenemos todas las conexiones directas escritas en conex1 se escriben
todas las conexiones rec´ıprocas en conex2.
5.2.2. Conexiones dif´ıciles
Las conexiones dif´ıciles comprueban todos aquellos vo´rtices que no han podido ser identi-
ficado por las caracter´ısticas geome´tricas vistas en las conexiones fa´ciles, ya sea porque el
criterio del umbral es muy estricto o porque no hay ningu´n vo´rtice cerca con forma similar.
Es por esto que nace la necesidad de desarrollar un nuevo algoritmo que se encargue de
obtener las conexiones directas de aquellos vo´rtices que no han podido ser identificados
por el otro criterio. Adema´s, va a encontrar los hijos, que son vo´rtices que nacen a partir
de una separacio´n de un vo´rtice ma´s grande, y las uniones, que son vo´rtices que mueren
por unirse a vo´rtices ma´s grandes.
La forma de identificacio´n de estas conexiones se hace a partir de la interseccio´n tridi-
mensional de las cajas en dos pasos temporales consecutivos. Se toma la caja del vo´rtice
en cuestio´n, se genera una matriz tridimensional del taman˜o de la caja y se buscan las
intersecciones de los vo´rtices en el otro instante temporal dentro de ese dominio. Cuando
hemos acabado tenemos una matriz tridimensional y en cada posicio´n tenemos el ı´ndice
del vo´rtice que ha hecho interseccio´n en ese punto del dominio. A partir del estudio de
esta matriz podemos determinar si existe una conexio´n directa, o estamos ante un hijo o
una unio´n. El proceso que se sigue es el siguiente:
1. En primer lugar calculamos la posicio´n del punto medio de la caja para todos los
vo´rtices de ambos instantes temporales.
2. Recorremos toda la matriz de vo´rtices buscando un vo´rtice que no tenga conexio´n.
Cuando lo encontramos (lo llamaremos vo´rtice objetivo), lo comparamos con todos
los vo´rtices del otro instante temporal, tengan o no tengan conexio´n ya asignada.
Se comprueba en primer lugar que la resta entre las posiciones de los centros de
las cajas sea menor que la suma del semilado de cada caja en cada direccio´n. Esto
se muestra en la figura 5.4, en la que podemos ver que en direccio´n x la resta de
half2x−half1x es mayor que la suma del semilado de ambas cajas ∆x/2, mientras
que en direccio´n y la resta es menor y por tanto cumplir´ıa el criterio de interseccio´n
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en esta direccio´n. Para que exista interseccio´n real tiene que cumplirse en las tres
direcciones cartesianas. En el caso que esto no se cumpla, el vo´rtice no se considera
y se pasa al siguiente.
x
y
Figura 5.4: Boceto de la posicio´n de los centros de las cajas de dos vo´rtices para conocer
si intersecan
3. Una vez tenemos un vo´rtice que cumple el criterio por interseccio´n de ambas cajas
(lo llamaremos vo´rtice candidato), se recorre todos los puntos del vo´rtice candidato
para ver si dicho punto se encuentra dentro de la caja del vo´rtice objetivo, guardando
en el elemento donde hay coincidencia el ı´ndice del vo´rtice candidato. Aqu´ı se ha
tenido en cuenta que las coordenadas x de los puntos se han desplazado de media
la velocidad de advencio´n, por lo que teniendo la velocidad media del flujo u0(y) y
la diferencia de tiempo ∆t, podemos calcular cuanto se ha desplazado el vo´rtice en
direccio´n x. Un ejemplo de como quedar´ıa la matriz tridimensional tras haber hecho
esto con todos los vo´rtices se muestra en la ecuacio´n (5.4), en un caso bidimensional
de ejemplo. Como podemos ver, tiene coincidencias tanto con los vo´rtices candidatos
5 y 14, teniendo mayor nu´mero de coincidencias con el candidato nu´mero 14.
Rebuild =

0 0 5 5 5
14 0 0 5 5
14 14 0 0 0
14 14 14 0 0
14 14 14 0 0
 (5.4)
4. Despue´s recorremos la matriz tridimensional y hacemos una lista con los candidatos
y cuantas repeticiones tiene cada uno de los candidatos. Por la naturaleza de las
conexiones dif´ıciles, la mayor parte de conexiones van a ser de hijos que se separan
de un vo´rtice grande o de uniones de un vo´rtice en otro, por lo que generamos
un para´metro, llamado RTHR el cual puede tomar un valor entre 0 y 1. La idea es
que normalmente de todos los candidatos nos interesa quedarnos con el que ma´s
volumen tenga, que es la conexio´n ma´s probable, pero con el para´metro podemos
ajustar cuanta importancia damos al nu´mero de repeticiones y cuanta importancia le
damos al volumen ma´s grande. Si le damos mucha importancia a las repeticiones solo
en casos con un nu´mero de intersecciones similar cogera´ aquel vo´rtice ma´s grande,
mientras que si hace caso al volumen, en el momento que un vo´rtice grande tenga
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una sola interseccio´n con nuestro vo´rtice sera´ elegido. En nuestro caso lo hemos
configurado a un valor RTHR = 0.8 dando prioridad a las repeticiones.
5. Una vez tengamos el vo´rtice candidato escogido, se guarda en la posicio´n del vo´rtice
objetivo con una conexio´n negativa
Este proceso se hace tanto para el instante temporal tn como para el instante temporal
tn+1, rellenando los vectores de conexiones con conexiones negativas. Finalmente se hace
bu´squeda de conexiones rec´ıprocas para buscar las conexiones directas que no han sido
captadas por las conexiones fa´ciles, buscar la rotura de vo´rtices y la unio´n de varios
vo´rtices similares en uno grande. Se recorren todas las conexiones negativas en el instante
tn, cuando se encuentra una se comprueba que sea rec´ıproca, es decir, que el vo´rtice en tn+1
tenga guardado el ı´ndice del vo´rtice en tn pero negativa. Si esto se cumple, se comprueba
si en tn hay mas conexiones negativas con el vo´rtice en tn+1 y se comprueba si en tn+1
hay ma´s conexiones negativas con el vo´rtice en tn. Se pueden dar tres casos:
Puede ocurrir que la conexio´n rec´ıproca sea la u´nica que exista y no se haya encon-
trado ninguna conexio´n negativa ma´s, por lo que hacemos la conexio´n directa. En el
caso de que existan otras conexiones negativas, se hace uso de un nuevo para´metro,
y es para discernir si un vo´rtice ha tenido un hijo o directamente se ha roto. En
este trabajo se ha considerado que si uno de los vo´rtices resultantes tiene al menos
la mitad del volumen del vo´rtice original se considera continuacio´n y el vo´rtice no
muere, continua en dicho vo´rtice.
Otra posibilidad es que tengamos varios vo´rtices en tn conectando con uno en tn+1
y ninguno de los vo´rtices tiene al menos la mitad de volumen del vo´rtice resultante,
por lo que la conexio´n en conex2 se pone a 0 y se considera una unio´n.
La ultima posibilidad es que tengamos varios vo´rtices en tn+1 conectando con uno
en tn y que ninguno de los resultantes tenga al menos la mitad del vo´rtice original,
por lo que la conexio´n en conex1 se pone a 0 y se considera rotura del vo´rtice.
Desde el punto de vista paralelo de OpenMP, este algoritmo es perfectamente paralelizable,
debido a que la mayor parte de variables son privadas. La u´nica variable pu´blica es el vector
conexiones, y cada procesador va a trabajar sobre un vo´rtice a la vez, por lo que no existe
ningu´n riesgo de que dos procesadores vayan a escribir en la misma posicio´n de memoria.
Finalmente presentamos el diagrama de flujo mediante el cual se hace la identificacio´n de
las conexiones dif´ıciles.
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do ii = 1,nvor1
Si










Guardamos en Rebuild las
intersecciones que tengamos
con la caja del vórtice objetivo
Recorremos los puntos del
vórtice objetivo y
comprobamos si ha existido
conexión en la matriz
Rebuild.
Si ha existido, guardamos en
el vectorC el índice del




do jj = 1,size(vectorC)
No
Comprobamos si el vórtice cumple
el criterio del umbral de
conexiones RTHR.
De aquellos que cumplan el




Figura 5.5: Diagrama de flujo del algoritmo seguido para la identificacio´n de las conexiones
dif´ıciles
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5.2.3. U´ltimo filtro
En este apartado vamos a explicar un u´ltimo filtro que se ha desarrollado para terminar de
captar todos aquellos vo´rtices que todav´ıa siguen sin asignar. Este filtro se puede compilar
o no mediante una macro a la hora de compilacio´n por lo que se puede omitir, ya que como
se vera´ apenas an˜ade conexiones nuevas y por su naturaleza es bastante lento comparado
a los anteriores. En este punto ya se ha captado la conexio´n de todos los vo´rtices grandes
y la mayor´ıa de las conexiones de los vo´rtices pequen˜os, pero puede ocurrir que vo´rtices
muy pequen˜os se hayan desplazado ma´s que lo que indica la velocidad de adveccio´n por
lo que no hemos captado la conexio´n directa, o hijos de un vo´rtice ma´s grande se hayan
alejado tanto que no han podido ser reconocidos como hijos.
El proceso que se siguen en este filtro es el siguiente:
1. Buscamos un vo´rtice objetivo que no tenga ningu´n tipo de conexio´n.
2. Al igual que en las conexiones dif´ıciles, buscamos aquellos vo´rtices candidatos que
hacen interseccio´n con nuestro vo´rtice objetivo. En este caso, a diferencia de las
conexiones dif´ıciles, hacemos que la caja del vo´rtice objetivo sea ligeramente ma´s
grande para poder captar vo´rtices que antes no hac´ıan interseccio´n por poco. El
aumento ficticio del taman˜o de la caja viene dado por un para´metro que se ha
tomado SR = 3 unidades de malla en cada direccio´n en este caso.
3. Una vez tenemos un vo´rtice candidato, calculamos la distancia superficial ma´s cer-
cana entre ambos vo´rtices. Para ello se calcula la distancia entre todos los puntos del
vo´rtice objetivo con todos los puntos del vo´rtice candidato, obteniendo el mı´nimo
de todos ellos.
4. Si la distancia es menor que un cierto umbral, inicialmente establecido como DTHR =
2 unidades de malla, comprobamos la conexio´n del vo´rtice candidato. Si el vo´rtice
candidato ya ten´ıa una conexio´n directa, buscamos todos aquellos vo´rtices que tienen
una condicio´n indirecta con e´l. Por ejemplo, si el vo´rtice objetivo se encuentra en
tn+1 y el vo´rtice candidato en tn, buscamos todos los vo´rtices en el instante tn+1 que
tienen conexio´n con el vo´rtice candidato y sumamos sus volu´menes, para comprobar
si el volumen que estamos an˜adiendo a los vo´rtices resultantes puede ser albergado.
En el caso de que pueda albergar el volumen que estamos an˜adiendo, lo ponemos
como un hijo suyo.
5. En el caso que el vo´rtice candidato no tenga ninguna conexio´n, comprobamos la
diferencia de volumen entre ambos vo´rtices. Si esta diferencia es menos de la mitad
entre ellos, lo consideramos conexio´n directa, mientras que si no es as´ı no se considera
la conexio´n.
6. Si se ha guardado conexio´n, se guarda el valor de la distancia superficial obteni-
da como nuevo umbral y se siguen comprobando el resto de vo´rtices para ver si
encontramos un candidato ma´s ido´neo.
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Este proceso se realiza tanto en el instante temporal tn como en el instante tn+1. Como
hemos visto, este filtro es mucho ma´s tedioso y tiene gran cantidad de para´metros. La
eleccio´n de estos para´metros, aunque coherentes, hace que la identificacio´n pueda parecer
arbitraria y con menor significado f´ısico. Sin embargo, se ha comprobado que las conexio-
nes que establece tienen sentido y no representan un porcentaje importante del nu´mero
total de conexiones, ya que la gran mayor´ıa ya son identificados por las conexiones fa´ciles
y dif´ıciles.
El hecho de tener que calcular la distancia de todos los puntos del vo´rtice objetivo con
todos los puntos del vo´rtice candidato, para todos los vo´rtices candidatos, hace que este
filtro sea el ma´s lento de todos. Debido al gran coste computacional y el poco porcentaje
de identificacio´n, en caso de ser necesario puede ser eliminado a la hora de compilar el
programa.
Finalmente, el diagrama de flujo relativo al proceso seguido en este u´ltimo filtro se presenta
en la figura 5.6.
75
Cap´ıtulo 5. Seguimiento temporal de estructuras coherentes
do ii = 1,nvor1
Si









intersección de las cajas,
aumentando el tamaño












Guardamos conexión positiva o
negativa en función de la
conexión del vórtice candidato
dt0 = dist
Si
Figura 5.6: Diagrama de flujo del algoritmo seguido para el u´ltimo filtro
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5.3. Base de datos
La gestio´n de datos y como se va a administrar la base de datos de los vo´rtices es algo
fundamental para el correcto funcionamiento del algoritmo y para tratar los resultados
de una manera sencilla. La gran problema´tica de este apartado es que en la base de datos
van a convivir vo´rtices vivos con vo´rtices ya muertos y esto supone que cada vo´rtice va a
vivir distinto nu´mero de instantes temporales. Vamos a guardar variables que dependen
de los instantes temporales, como por ejemplo la posicio´n del centro de gravedad en cada
instante, por lo que la dimensio´n de dicho vector no es igual para cada vo´rtice. Se han
ideado tres formas de resolver este problema, y son las siguientes:
Hacer uso de tipos derivados, que son tipos de datos similares a las estructuras pre-
sentes en MATLAB. Esto nos permite generar un vector individualmente para cada
vo´rtice, lo que permite hacer un buen uso de la memoria y simplifica la legibilidad
de la base de datos. Sin embargo, los principales inconvenientes es que los datos de
los distintos vo´rtices no esta´n relativos en memoria, lo que ralentiza el co´digo, y a la
hora de guardar los datos en HDF5 deber´ıamos crear un dataset para cada variable
de cada vo´rtice, lo que consume una gran cantidad de tiempo.
La segunda solucio´n consiste en unificar todos los vectores en una u´nica matriz,
donde cada columna corresponde con cada vo´rtice y el nu´mero de filas viene dado
por el ma´ximo taman˜o del vector ma´s grande. Si un vo´rtice ha vivido menos instantes
temporales, el resto de datos de la matriz se ponen a 0. Esto permite que los datos
este´n relativos en memoria y sea fa´cil acceder a ellos, pero conforme aumentan el
nu´mero de vo´rtices cada vez las matrices estara´n mas vac´ıas, lo que ocupara´ mucha
memoria innecesaria.
La u´ltima solucio´n es similar a la anterior pero en este caso colocamos todos los
vectores seguidos en un vector ma´s grande. Para poder acceder a los datos de cada
vector hay que hacer uso de ı´ndices, de la misma forma que ya hemos visto en la
identificacio´n. Esta solucio´n es la que se ha adoptado finalmente debido a que usa
la memoria justa y los datos esta´n contiguos en memoria, a pesar de que ser ma´s
complicado trabajar de esta forma.
La base de datos consta de las siguientes variables, que nos van a permitir obtener toda
la informacio´n temporal de los vo´rtices:
index: este vector contiene un ı´ndice que se le asigna al vo´rtice cuando nace. Tiene
un taman˜o igual al nu´mero de vo´rtices y suele coincidir su valor con la posicio´n en
el vector.
createstep: vector de taman˜o igual al nu´mero de vo´rtices que indica en que´ paso
temporal ha nacido.
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endstep: vector de taman˜o igual al nu´mero de vo´rtices que indica en que paso
temporal muere. Si todav´ıa no ha muerto el vo´rtice contiene un 0.
split: vector de taman˜o igual al nu´mero de vo´rtices que nos indica si el vo´rtice en
cuestio´n ha nacido por ser un hijo de otro vo´rtice, siendo el valor de este vector el
ı´ndice del vo´rtice del que nos hemos separado.
join: vector ana´logo al anterior pero en este caso indica si el vo´rtice en cuestio´n ha
muerto por unirse a otro vo´rtice ma´s grande, indicando en este el ı´ndice del vo´rtice
al que nos hemos unido.
nsteps: vector de taman˜o igual al nu´mero de vo´rtices que nos indica cuantos ins-
tantes temporales ha vivido el vo´rtice.
nchildren: vector de taman˜o igual al nu´mero de vo´rtices que nos indica cuantos
hijos ha tenido nuestro vo´rtice.
npartner: vector de taman˜o igual al nu´mero de vo´rtices que nos indica cuando
vo´rtices se han unido al nuestro.
timecreate y timeend: vectores de taman˜o igual al nu´mero de vo´rtices que nos
indica los tiempos de simulacio´n en los que nace y muere el vo´rtice respectivamente.
iden: vector del taman˜o igual al nu´mero de vo´rtices que se usa en el caso de estar
identificando Qs, y se utiliza para identificar si estamos ante un sweep o un ejection.
nstepsacum, nchildrenacum y npartneracum: vectores de taman˜o igual al nu´mero
de vo´rtices que son los ı´ndices para poder localizar nuestro vo´rtice en cuestio´n dentro
de las matrices y vectores que vamos a ver a continuacio´n. El sistema de ı´ndices es
exactamente igual al ya visto en el apartado de identificacio´n.
V: vector en el que se guarda el volumen de todos los vo´rtices para todos sus instantes
temporales. El taman˜o de este vector es igual al nu´mero de vo´rtices por el nu´mero de
instantes temporales que vive cada vo´rtice. Para acceder a un instante determinado
de cada vo´rtice, se hace uso del vector de ı´ndices nstepsacum.
CDM: matriz que contiene la posicio´n del centro de gravedad de cada vo´rtice en
cada instante temporal. Es una matriz de 3 × nu´mero de vo´rtices por nu´mero de
instantes temporales que vive cada vo´rtice, y para acceder a esta se hace uso del
vector nstepsacum.
strvorstep: vector que contiene el ı´ndice local que tiene el vo´rtice en los archivos
”.vor” procedentes de la identificacio´n, para cada instante temporal. El taman˜o de
este vector es igual al nu´mero de vo´rtices por el nu´mero de instantes temporales que
vive cada vo´rtice. Para acceder a un instante determinado de cada vo´rtice, se hace
uso del vector de ı´ndices nstepsacum.
border: matriz que contiene la posicio´n ma´xima y mı´nima del vo´rtice en cada di-
reccio´n cartesiana y para todos los instantes temporales. Al igual que se vio con la
variable bound, en el caso de vo´rtices con simetr´ıa, las posiciones mı´nimas pueden
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tomar valores negativos. Esta´ compuesta por xmin, xmax, zmin, zmax, ymin y ymax, en
este orden, lo que nos da informacio´n de la caja y la localizacio´n en el espacio del
vo´rtice. Es por esto que tiene una dimensio´n de 6 × nu´mero de vo´rtices por nu´mero
de instantes temporales que vive cada vo´rtice, y para acceder a esta se hace uso del
vector nstepsacum.
children: vector que contiene los hijos que ha tenido cada vo´rtice. En este caso
existe la posibilidad de que un vo´rtice no contenga ningu´n hijo, por lo que el taman˜o
de este vector no depende del nu´mero de vo´rtices. Para la lectura de este vector se
comprueba si el vo´rtice tiene algu´n hijo con al variable nchildren y si existe el hijo
ya se mira el ı´ndice en nchildrenacum.
partner: vector que contiene los vo´rtices que se han unido a otros vo´rtices. Al igual
que en el caso de los hijos, el nu´mero de uniones es indeterminado y no depende del
nu´mero de vo´rtices. La lectura de las uniones se hace de la misma forma que con
los hijos, pero usando npartner y npartneracum respectivamente.
Para identificar que un vo´rtice se ha roto o un vo´rtice ha nacido de una unio´n de varios
vo´rtices ma´s pequen˜os se realiza de una forma similar a la ya vista en los vectores de
conexiones. Para identificar un vo´rtice que se ha roto en varios tenemos que buscar aquellos
con join = 0, como si hubiera muerto de forma esponta´nea, y que tengan hijos que hayan
nacido en el instante temporal siguiente a la muerte del vo´rtice de rotura. En el caso de
una unio´n la idea es similar, pero en este caso tenemos split = 0 y uniones que han
muerto en el instante temporal anterior a nuestro nacimiento.
La base de datos se inicializa con el primer paso temporal de manera directa, y a partir
de aqu´ı se tiene que ir actualizando conforme le llegan los vectores conexio´n procedentes
de los procesadores esclavos. El proceso de actualizacio´n consta de las siguientes etapas:
1. En primer lugar se actualizan los vo´rtices que ya existen en la lista. Recorremos
toda la base de datos y miramos si el vo´rtice ya estaba muerto o estaba vivo. Si se
encontraba muerto se copian todos sus datos directamente. Si se encontraba vivo
se mira que ocurre con el vo´rtice en el vector conexio´n, ya que puede morir en este
instante, ya sea de manera esponta´nea o unie´ndose a otro vo´rtice, o puede continuar,
y en ese caso an˜adimos la nueva posicio´n a V, CDM, strvorstep y border.
2. Se cuentan los nuevos vo´rtices y ampliamos la base de datos. Despue´s an˜adimos los
nuevos vo´rtices al final.
3. Al actualizar la base de datos guardamos en split y join las conexiones negativas
que hemos recibido de los vectores conexio´n. Sin embargo, estos ı´ndices hacen refe-
rencia a las posiciones de los vo´rtices en sus respectivos instantes temporales, pero
nos interesa conocer el ı´ndice dentro de la base de datos. Se ha generado una funcio´n
que se encarga de buscar dicho vo´rtice usando el vector strvorstep y actualizamos
los valores de split y join con los nuevos ı´ndices, adema´s de an˜adir los hijos a
children y las uniones a partner con los ı´ndices correctos.
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Un problema que puede ocurrir es que la base de datos se haga demasiado grande por
tener muchos vo´rtices muertos que vamos a tener que seguir recorriendo, adema´s de llenar
demasiado la memoria RAM. Es por esto que lo que hace el algoritmo es eliminar todos
los vo´rtices muertos tras haber pasado un nu´mero de instantes temporales que podemos
fijar. El programa genera un archivo temporal que almacena los vo´rtices muertos, y al
final del programa lo que realiza es una lectura de dichos archivos temporales y unifica
toda la base de datos, generando un u´nico archivo de salida.
Uno de los puntos negativos de esta forma de gestionar la memoria es que no podemos
paralelizarla mediante memoria compartida, es decir, OpenMP. Esto es porque a la hora
de montar las matrices con datos de todos los instantes temporales, no sabemos a priori
en que´ posicio´n se va a situar cada vo´rtice, sino que se tiene que ir haciendo de uno en
uno. Sin embargo, este no es un gran problema, ya que la actualizacio´n de la estructura
es lo suficientemente ra´pida eliminando los vo´rtices muertos de esta.
Mostramos en la figura 5.7 el diagrama de flujo del proceso de actualizacio´n de la base de
datos de manera simplificada.
Finalmente, cuando se ha hecho el seguimiento de todos los pasos temporales se tiene que
hacer la unificacio´n de todos los vo´rtices. El co´digo lee todos los archivos temporales de
vo´rtices muertos que ha ido creando y monta la base de datos completa, ordenando los
vo´rtices en funcio´n de su ı´ndice. Una vez tenemos toda la base de datos creada, la escribe
a disco en un archivo HDF5 con extensio´n ”.time”.
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do ii = 1,new
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Figura 5.7: Diagrama de flujo simplificado de la actualizacio´n de la base de datos
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5.4. Calibracio´n y resultados
Una vez tenemos el co´digo desarrollado y funcionando, antes de empezar a sacar re-
sultados, tenemos que pasar por una fase de calibracio´n de los para´metros que hemos
introducido. De todos los para´metros que hemos introducido, u´nicamente el para´metro de
las conexiones fa´ciles se puede calibrar al uso. El resto de para´metros son resultado del
criterio que nosotros impongamos. Por ejemplo, el para´metro RTHR visto en las conexio-
nes dif´ıciles que sirve para dar prioridad al volumen de los vo´rtices o a las repeticiones,
es elegido segu´n nuestro criterio de identificacio´n de vo´rtices. En el caso de analizar los
resultados y ver que el criterio no es el adecuado se cambiar´ıa de forma fa´cil mediante los
para´metros. Lo mismo ocurre con el resto de para´metros vistos en el u´ltimo filtro, por lo
que nos vamos a centrar en el para´metro DTHR.
Para poder calibrar el para´metro es necesario tener una base de calibracio´n, es decir,
una solucio´n correcta con la que podamos comparar. Esta solucio´n correcta va a ser la
obtenida identificando u´nicamente por conexiones dif´ıciles y u´ltimo filtro. As´ı, lo que se
va a realizar es por un lado una identificacio´n por conexiones fa´ciles y por otro lado una
identificacio´n por conexiones dif´ıciles y u´ltimo filtro, comparando las conexiones directas
obtenidas y viendo cual es el error cometido. El valor de error que se va a imponer es que
sea menor a 10−3, es decir, un error de un 0.1 %.
pe ≤ 10−3 (5.5)
Este valor se ha escogido porque hay que tener un compromiso entre muy poco error y
velocidad. Si el error que buscamos es muy bajo, el umbral va a hacer que identifiquemos
muy pocos vo´rtices por conexiones fa´ciles y el resto se tengan que identificar por conexiones
dif´ıciles, ma´s costosas computacionalmente. Los resultados obtenidos tras haber usado 20
instantes temporales y haciendo la media de todos ellos son los siguientes:
Identificacio´n por Chong Identificacio´n por Qs
DTHR Error [ %] Identificacio´n [ %] DTHR Error [ %] Identificacio´n [ %]
0.020 0.725 84.387 0.020 0.167 91.072
0.018 0.599 84.023 0.018 0.159 90.955
0.015 0.452 83.306 0.015 0.134 90.729
0.013 0.356 82.705 0.013 0.119 90.522
0.010 0.227 81.412 0.010 0.105 90.104
0.008 0.159 80.052 0.008 0.080 89.580
0.005 0.069 75.787 0.005 0.044 87.885
Tabla 5.1: Calibracio´n del para´metro DTHR de las conexiones fa´ciles para el criterio de
Chong y para el criterio de Qs
Los resultados mostrados en la tabla 5.1 corresponden para un Reτ = 500. Como podemos
ver, pra´cticamente con todos los valores del para´metro DTHR se obtiene un gran porcentaje
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de identificacio´n, esto quiere decir que la mayor parte de las identificaciones del programa
se hace en las conexiones fa´ciles. Sin embargo, existen diferencias entre la identificacio´n
por Qs y la identificacio´n por Chong. Como se vio en el apartado de resultados §4.3 la
identificacio´n por Qs estaba formada por grandes estructuras y esto facilita la identifi-
cacio´n debido a que estas cambian poco de un instante temporal al siguiente, lo que se
corresponde con un gran porcentaje de identificacio´n, mientras que la identificacio´n por
Chong estaba formada por lo que se llaman vortex clusters, que son pequen˜os filamentos
que se unen entre s´ı para formar vo´rtices ma´s grandes. Estos filamentos son ma´s fa´cil que
se separen del cluster, por lo que la identificacio´n se complica, adema´s de que existe un
mayor nu´mero de vo´rtices por instante temporal. Si atendemos al criterio de error que he-
mos establecido, el valor umbral para el caso de la identificacio´n por Qs ser´ıa DTHR = 0.01
mientras que para la identificacio´n por Chong ser´ıa DTHR = 0.005, siendo el umbral de
Chong menor al de los eventos uv por los motivos que acabamos de contar.
Otro aspecto importante a destacar es que el porcentaje de identificacio´n de conexiones
fa´ciles baja mucho ma´s ra´pido que lo hace el error. Al bajar el umbral, reducimos el nu´mero
de conexiones erro´neas pero tambie´n hay un mayor nu´mero de conexiones correctas que
no son capaces de pasar el umbral y no las tomamos. Desde el punto de vista pra´ctico
no hay ningu´n problema, puesto que estas conexiones sera´n cogidas posteriormente en las
conexiones dif´ıciles y en el u´ltimo filtro, pero a costa de aumentar el tiempo de ca´lculo.
Es por esto que no se ha impuesto un criterio de error au´n mayor, para no penalizar el
tiempo del algoritmo.
A continuacio´n vamos a mostrar que porcentaje de la identificacio´n se hace en cada filtro,
tanto por conexiones directas (vo´rtices que continu´an), como conexiones indirectas (hijos
y uniones).
Identificacio´n por Chong Identificacio´n por Qs
Directas [ %] Indirectas [ %] Directas [ %] Indirectas [ %]
Fa´ciles 87.25 0.00 Fa´ciles 97.05 0,00
Dif´ıciles 11.92 90.57 Dif´ıciles 2.77 95.14
Ult. Filtro 0.84 9.43 Ult. Filtro 0.17 4.86
Total 100.00 100.00 Total 100.00 100.00
Tabla 5.2: Porcentaje de identificacio´n realiza por cada filtro del seguimiento temporal
En la tabla 5.2 podemos ver resultados interesantes. En primer lugar, la mayor parte de
las conexiones directas se hace en el filtro de conexiones fa´ciles. Esto es algo que esperamos
por la propia naturaleza del filtro, y el resto de conexiones directas que no han superado el
umbral son cogidas despue´s en los posteriores filtros. Debido a que en la identificacio´n por
Chong el umbral es ma´s bajo que en la identificacio´n por Qs, el porcentaje de conexiones
fa´ciles que se obtienen es menor, y estas tienen que ser identificadas sobre todo el las
conexiones dif´ıciles, mientras que en la identificacio´n por Qs casi todas las conexiones
directas se hacen en las fa´ciles.
Otro aspecto importante a destacar es el porcentaje de identificacio´n del u´ltimo filtro. En
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ambos casos la identificacio´n de conexiones directas es despreciable y consigue identificar
algunas conexiones indirectas, aunque no en gran medida. Es por esto que, debido al
coste computacional que puede tener, podemos decidir no incluirlo en el programa y los
resultados no van a variar significativamente.
Con respecto al ana´lisis de las conexiones que se producen para cada tipo de identificacio´n,
tenemos la siguiente tabla que nos indica que porcentaje de conexiones directas, indirectas
y no conexiones con respecto al total de vo´rtices que se analizan:
Directas [ %] Indirectas [ %] Sin Conexio´n [ %]
Chong 86.83 7.08 6.09
Qs 92.75 3.58 3.67
Tabla 5.3: Porcentaje de las distintas conexiones que existen para ambos tipos de identi-
ficacio´n
El primer aspecto que podemos destacar de la tabla 5.3 es que la hipo´tesis que se hizo al
inicio del cap´ıtulo de que ambos instantes temporales cambian poco es cierta. En ambos
casos la mayor parte de los vo´rtices se identifican mediante conexio´n directa ya que el
90 % de los vo´rtices continu´an en ambos casos. En el caso de identificacio´n por Chong este
porcentaje es menor debido a que sus estructuras son ma´s pequen˜as y son ma´s susceptibles
a romperse, por lo que aparecen mayor nu´mero de conexiones indirectas. En ambos casos,
los vo´rtices que no tienen conexio´n se encuentran en torno al 5 %, que pueden ser por
apariciones esponta´neas, o por vo´rtices que no han podido ser identificados correctamente
y se asignan como vo´rtices que mueren o nacen.
Vamos a analizar que tal se ha realizado la paralelizacio´n por memoria compartida por
OpenMP, analizando lo que ocurre con los tiempos de ejecucio´n cuando aumentamos el
nu´mero de procesadores, tanto para la identificacio´n de Qs como para Chong, para un
Reτ = 500. Los resultados se muestran en la tabla 5.4 y en la figura 5.8.
Tiempo identificacio´n por Chong [s]
Procesadores OMP 1 2 4 6 8 10
Fa´ciles 13.840 7.025 3.637 3.603 3.640 3.640
Dif´ıciles 9.838 5.225 2.807 1.937 1.540 1.310
Ult. Filtro 4.651 2.425 1.328 0.880 0.715 0.630
Total 28.328 14.675 7.772 6.420 5.894 5.581
Tiempo identificacio´n por Qs [s]
Procesadores OMP 1 2 4 6 8 10
Fa´ciles 2.748 1.388 0.707 0.528 0.469 0.488
Dif´ıciles 4.889 2.988 1.535 1.096 0.892 0.745
Ult. Filtro 5.315 3.306 1.870 1.385 1.045 0.880
Total 12.952 7.682 4.112 3.008 2.407 2.112
Tabla 5.4: Tabla de tiempos al variar el nu´mero de procesadores en OpenMP para el
seguimiento temporal a Reτ = 500
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Figura 5.8: Visualizacio´n de la reduccio´n del tiempo adimensional en el seguimiento tem-
poral al aumentar el nu´mero de procesadores de OpenMP. A la izquierda, identificacio´n
por Chong. A la derecha, identificacio´n por Qs
La figura 5.8 esta´ adimensionalizada con el tiempo total ma´ximo, que se produce con 1
procesador. Como podemos ver, al igual que ocurr´ıa con la paralelizacio´n MPI, la mayor
reduccio´n de tiempo ocurre cuando pasamos de ningu´n procesador a tener 2 o 4. Cuando
aumentamos el nu´mero de procesadores existe mejora pero no es tan pronunciada. Esto
nos dice que lo ma´s rentable es usar un nu´mero de procesadores entre 2 y 4 para OpenMP.
Adema´s, debido a la configuracio´n que tiene el superordenador de MareNostrum, que tiene
48 cores por nodo, este es el nu´mero ma´ximo de procesadores que se pueden poner en
memoria distribuida, pero lo normal es usar 12 procesadores para MPI y 4 para OpenMP
o 24 para MPI y 2 para OpenMP, por lo que el algoritmo es apto para implementarse en
MareNostrum.
Si atendemos al tiempo que tarda cada tarea, en el caso de identificacio´n por Qs, tenemos
pocos vo´rtices formados por un gran nu´mero de puntos por lo general. Al contar con
menos vo´rtices tiene que hacer menos comprobaciones, por lo que los tiempos son ma´s
bajos que en el caso de Chon. Adema´s, podemos ver que las conexiones dif´ıciles y el u´ltimo
filtro son ma´s lentos que las conexiones fa´ciles, y esto es debido a que estos filtros utilizan
comparacio´n punto a punto de los vo´rtices, lo cual es muy lento.
Por otro lado, si atendemos a la identificacio´n por Chong, tenemos un mayor nu´mero de
vo´rtices que en el caso de Qs, por lo que en general la identificacio´n es mucho ma´s lenta
(tenemos que lidiar con ma´s vo´rtices, ya sean ma´s grandes o ma´s pequen˜os). Pero el hecho
de que tengan menos puntos hace que el tiempo de las conexiones dif´ıciles y el u´ltimo
filtro sea menor, y esto es debido a que el nu´mero de vo´rtices que nos quedan despue´s
de las conexiones fa´ciles es pequen˜o y adema´s tienen pocos puntos, por lo que no tarda
excesivamente.
Finalmente, vamos a mostrar la evolucio´n de un ejection desde su nacimiento hasta su
muerte.
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Figura 5.9: Ejemplo de la evolucio´n de un ejection desde su nacimiento hasta su muerte
para Reτ = 500
Como se puede apreciar en la figura 5.9, el ejection nace siendo muy pequen˜o cerca de
la pared. Llega un momento en el que evoluciona y crece separa´ndose de la pared, en el
proceso que se conoce como bursting. Al final de la vida podemos ver como se estreha en
una serie de filamentos y acaba rompie´ndose en varios vo´rtices, finalizando as´ı su vida.
El vo´rtice mostrado en la figura 5.9 es solo un ejemplo de la informacio´n que el algoritmo
nos puede proporcionar, y con un tiempo de ca´lculo suficiente y un buen post-procesado
de los datos podemos obtener estad´ısticas relativas al flujo para ver como influyen estos




Integracio´n con el co´digo DNS
Este cap´ıtulo va a tratar de la integracio´n de los algoritmos de identificacio´n y seguimiento
junto con el co´digo DNS llamado LISO. El objetivo es que el co´digo final sea capaz de
calcular las estructuras coherentes al mismo tiempo que se van generando los campos, lo
que recibe del nombre de ca´lculo On The Fly. La ventaja principal es que si solo deseamos
tener informacio´n sobre el seguimiento temporal no necesitamos guardar en memoria el
resultado de la identificacio´n.
El co´digo LISO nacio´ en el an˜o 1992 y hasta el d´ıa de hoy ha pasado por varias manos y
ha sido modificado en numerosas ocasiones, siendo un co´digo largo y dif´ıcil de entender.
Nuestro objetivo es modificarlo de tal manera que podamos integrar nuestro co´digo sin
penalizar la velocidad del co´digo DNS.
Como se vio en la seccio´n §3.5 donde se explicaban las caracter´ısticas del superordenador
MareNostrum, este consta de nodos de procesadores con una memoria RAM muy alta,
de hasta 384GB por nodo. Esta caracter´ıstica va a ser utilizada para crear una memoria
virtual dentro del propio programa, evitando la escritura a disco y aumentando as´ı la
velocidad total del co´digo.
A continuacio´n se explicara´ la solucio´n empleada y se detallara´ el manejo de la memoria
para que el co´digo DNS y nuestro algoritmo funcionen de forma eficiente.
6.1. Solucio´n empleada
La solucio´n planteada es el programar diversos grupos de paralelizacio´n MPI, y enfocar
cada grupo a una parte del co´digo en concreto. Esto nos permite que el co´digo sea modular,
ya que cada tarea tendra´ su propio grupo de procesadores, con su procesador maestro y
el resto de esclavos. Se creara´n intercomunicadores entre los grupos que nos va a permitir
comunicarlos, as´ı cada uno funcionara´ independientemente hasta que llegue el momento
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de la comunicacio´n.
En total se van a crear 3 grupos MPI, cada uno enfocado en las siguientes partes del
co´digo:
Co´digo DNS: el primer grupo es el que se encarga de realizar el ca´lculo DNS
que exist´ıa antes de introducir nuestro mo´dulo de post-proceso. Realiza las mismas
tareas que hac´ıa anteriormente pero ahora debe enviar a la memoria virtual el campo
booleano con el que se hara´ la identificacio´n de vo´rtices.
Memoria virtual: este grupo es el que se encuentra entre el co´digo DNS y el
co´digo de post-proceso, y se encarga de recibir y enviar datos entre ellos. Adema´s,
se encarga de almacenar en RAM todos los datos necesarios evitando la escritura a
disco, lo que aumenta la velocidad del co´digo.
Post-procesado de vo´rtices: este u´ltimo grupo es el que se encarga de realizar
las tareas de identificacio´n y seguimiento temporal de los vo´rtices, ya explicada en
los cap´ıtulos anteriores.
































Figura 6.1: Diagrama esquema´tico de la estructura que siguen los env´ıos entre los grupos
de procesadores
En la figura 6.1 nos referimos como ”shape”, ”.vor” y ”.time” a la extensio´n de los archi-
vos que guarda cada tipo de dato. Los archivos ”.shape” son los que contienen la matriz
booleana para la identificacio´n, los archivos ”.vor” contienen los resultados de la identifi-
cacio´n de vo´rtices y los archivos ”.time” tienen la base de datos resultante del seguimiento
temporal. Aunque se ha usado esta nomenclatura, los archivos no se escriben a disco, se
mantienen en memoria RAM.
El aspecto ma´s importante a destacar es que el co´digo DNS u´nicamente env´ıa datos
a la memoria virtual y no recibe ninguno. Esto hace que cuando antes se guardaba a
disco, ahora se realice una comunicacio´n MPI, por lo que el co´digo no se ve ralentizado.
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La memoria virtual se encuentra siempre preparada para recibir datos de los otros dos
grupos, evitando ser un cuello de botella del programa.
El co´digo LISO tiene un pequen˜o archivo de texto del que lee las caracter´ısticas del
ca´lculo, como por el ejemplo el nu´mero de Reynolds al que queremos lanzar la simulacio´n
o el nu´mero de pasos temporales que queremos calcular. En este archivo vamos a an˜adir
una seccio´n en la que especificaremos el nu´mero de procesadores que va a ir encargado a
cada tarea. Cuando lanzamos el programa, el nu´mero de procesadores MPI especificados
debe ser igual a la suma de los procesadores individuales para cada grupo especificados
en el archivo, en caso contrario dara´ error y no se ejecutara´.
Tras iniciarse MPI, el funcio´n del ID global que reciba cada procesador lo asignamos a
un grupo de procesadores. Una vez tenemos los grupos hechos, generamos los intercomu-
nicadores que se encargara´n de comunicar un grupo con otro. En este caso no hara´ falta
crear el intercomunicador entre el co´digo DNS y el ca´lculo de vo´rtices puesto que no van
a enviarse datos directamente.
Antes de incorporar la funcionalidad de los grupos MPI el co´digo usaba el comunicador
MPI COMM WORLD para realizar todas las comunicaciones. Ahora hay que usar el comuni-
cador propio de cada grupo para estas funciones, por lo que el co´digo ha tenido que ser
adaptado para este cambio.
Finalmente tenemos el co´digo DNS preparado para funcionar y solo falta an˜adir el env´ıo
de la matriz booleana con el que empieza el proceso de identificacio´n. Un aspecto inherente
a trabajar en problemas de turbulencia y que son aspectos que en otro tipo de problemas
no se tiene en cuenta es el taman˜o de las matrices. Para hacer un env´ıo por MPI, tienes
que especificar el nu´mero de elementos que vas a mandar en el mensaje y este nu´mero
tiene un l´ımite que viene marcado por un entero con signo en Fortran. El l´ımite para
un entero de 4 bytes es de aproximadamente 2147 millones de elementos, mientras que
si tomamos el caso de Reτ = 1000 mostrado en la tabla 4.1 tenemos que el nu´mero de
puntos es de NxNyNz = 2710 millones de puntos aproximadamente, lo que hace que no
podamos mandarlo en un u´nico env´ıo.
Existen dos posibles soluciones para este problema: podemos dividir la matriz en varios
env´ıos, pero tiene el problema que tiene que establecer comunicacio´n tantas veces como
env´ıos existan, y esto puede ser especialmente lento en un superordenador si los procesa-
dores que comunican se encuentran alejados entre s´ı; y otra solucio´n es cambiar el tipo
de dato que estamos mandando. Si nuestra matriz es de tipo entero de 4 bytes, si especi-
ficamos este tipo de elemento en el env´ıo, MPI va a ir mandando paquetes de 4 bytes con
nuestros datos, pero si especificamos otro tipo de dato que tenga un taman˜o de paquete
ma´s grande, como complejo de precisio´n doble que tiene 32 bytes, estaremos enviando 8
veces ma´s informacio´n por paquete y el nu´mero de elementos a enviar sera´ menor. En este
caso se ha implementado dividir la matriz en varios env´ıos porque esta segunda solucio´n
puede llegar a no ser suficiente cuando aumentamos demasiado el nu´mero de Reynolds,
mientras que dividiendo el env´ıo podemos hacer matrices lo suficientemente pequen˜as
para poder ser enviadas en un u´nico mensaje.
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Procedemos a explicar la estructura de la memoria virtual y del post-procesado de vo´rtices.
6.2. Memoria virtual
La memoria virtual tiene como objetivo ser un intermediario entre el co´digo DNS y el
post-proceso de vo´rtices pasando y recibiendo informacio´n cuando los otros dos grupos
de procesadores lo requieran para evitar ralentizacio´n en el co´digo. Adema´s, se encarga
de guardar en memoria RAM los datos necesarios, evitando la escritura a disco.
Esta memoria tiene una estructura de procesadores MPI que consta de 2 procesadores
maestros: un procesador se encarga de la comunicacio´n con el co´digo DNS y otro procesa-
dor se encarga de la comunicacio´n con el co´digo de post-proceso, y trabajan por separado.
El resto de procesadores se dedican a recibir y enviar datos segu´n se lo vayan solicitando
los otros dos procesadores maestros.
Master 1 Master 2 Post-procesado devórticesDNS
Slaves
(N-2)
Figura 6.2: Estructura de los procesadores MPI de la memoria virtual
El proceso que realiza cada procesador es el siguiente:
Maestro 1: este es el procesador que se encarga de la comunicacio´n con el co´digo
DNS. El procesador esta todo el rato esperando a recibir del co´digo LISO para
evitar que este tenga que esperar a la memoria virtual, evitando cualquier tipo
de ralentizacio´n. Una vez tenemos la matriz booleana la mandamos al procesador
esclavo que corresponda.
Maestro 2: este procesador se encarga de la comunicacio´n con el co´digo de post-
proceso. Lo primero que hace es interrogar al procesador esclavo si tiene una matriz
booleana, si no la tiene espera un segundo y vuelve a interrogar, si la tiene, la recibe
y la manda para realizar la identificacio´n y espera a recibir los resultados de la iden-
tificacio´n. Una vez recibe los resultados los manda de vuelta al procesador esclavo
correspondiente y se repite este ciclo. Cuando tenemos un nu´mero determinado de
pasos temporales identificados (segu´n un para´metro del ca´lculo), el procesador pide
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a los esclavos que env´ıen los datos de la identificacio´n por orden y los manda al
seguimiento temporal, el cual devuelve los vo´rtices muertos una vez haya acabado
con este seguimiento y los manda al procesador esclavo correspondiente. Cuando
hemos llegado al nu´mero ma´ximo de pasos temporales y ya hemos identificado to-
dos los pasos temporales, el maestro env´ıa los u´ltimos pasos temporales que no se
les ha hecho el seguimiento y finalmente manda al post-procesado de vo´rtice todos
los vo´rtices muertos que hemos ido almacenando para que se reconstruya la base de
datos y se guarde en disco finalmente.
Esclavos: son el resto de procesadores, en total N-2 donde N es el nu´mero de
procesadores del grupo. La comunicacio´n entre maestros-esclavos se hace a trave´s
de flags. Todos los procesadores esta´n esperando a recibir de cualquier procesador
una flag. Cuando reciben un mensaje, en funcio´n del valor de esta flag ya saben si
tienen que recibir o enviar algu´n dato y de quien. Cuando env´ıan algu´n dato, por
ejemplo cuando env´ıan la matriz booleana para su identificacio´n, o cuando mandan
los resultados de la identificacio´n para hacer su seguimiento temporal, se borran de
la memoria, por lo que si queremos conservar algu´n dato debe haber sido guardado
anteriormente.
Vamos a poner un ejemplo de trabajo del maestro 2 que es el ma´s complicado de entender.
Supongamos que vamos a resolver 23 pasos temporales y vamos a hacer el seguimiento
temporal cada 5 pasos temporales. El procesador va a ir mandando hacer identificaciones
hasta que tenga 5 pasos temporales y cuando los consigue recoge todos los ”.vor” que ha
mandado a los esclavos y los manda al post-procesado de vo´rtices, el cual le devuelve los
vo´rtices muertos despue´s del seguimiento. Este proceso se repite cuando llegamos a 10,
15 y 20 pasos temporales. Cuando terminamos los 3 pasos temporales el procesador tiene
que mandar a hacer el seguimiento de estos u´ltimos 3 pasos temporales y en este caso
no pide que le devuelvan los vo´rtices muertos, ya que a continuacio´n va a mandar todos
los vo´rtices muertos que ten´ıamos guardados en memoria para que el post-procesado de
vo´rtices se encargue de montar la base de datos al completo y la guarde en memoria.
Otro aspecto importante es saber co´mo se guarda la memoria en los procesadores esclavos.
En la configuracio´n que se ha implementado todos los procesadores guardan todo tipo de
datos, es decir, no hay procesadores que se dediquen a guardar un u´nico tipo de dato.
Cuando los procesadores maestros mandan guardar datos a los esclavos los mandan en
orden, por ejemplo, el maestro 1 mandara´ el primer campo al esclavo 1, el segundo al
esclavo 2, y as´ı sucesivamente hasta llegar al esclavo N-2 que despue´s volver´ıa al esclavo 1
otra vez. En el caso del maestro 2 que env´ıa y recibe datos de los esclavos tendra´ que tener
dos contadores para cada tipo de dato, es decir, si los u´ltimos datos de la identificacio´n los
ha mandado al esclavo 5 por ejemplo, cuando vaya a recibir los datos para el seguimiento
tendra´ que empezar por el procesador 1 hasta llegar al 5. El maestro 2 seguira´ guardando
datos de la identificacio´n del esclavo 6 en adelante, y cuando tenga que volver a recibir
datos en este caso empezara´ recibiendo del esclavo 6.
De esta forma nos aseguramos que todos los procesadores tienen aproximadamente la
misma memoria almacenada en RAM no tenemos ningu´n procesador saturado.
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6.3. Post-procesado de vo´rtices
Finalmente tenemos el post-procesado de vo´rtices, que se encarga de preparar todos los
procesadores antes de lanzar los algoritmos de identificacio´n y de seguimiento temporal.
En este caso, la estructura de los procesadores es mucho ma´s sencilla que la que nos
podemos encontrar en la memoria virtual por ejemplo, ya que tenemos una configuracio´n
sencilla de maestro-esclavos.
La comunicacio´n con la memoria virtual se hace a trave´s de flags. Cuando el grupo de
procesadores entra en la subrutina de post-proceso, el maestro se queda esperando recibir
una flag de la memoria virtual, la cual es transmitida a todos los procesadores del grupo
para realizar una tarea. En funcio´n del valor de esta variable la subrutina puede hacer
tres tareas:
Si flag = 1 nos indica que la tarea a realizar es la identificacio´n de vo´rtices, por
lo que el procesador maestro se dispondra´ a recibir la matriz booleana y ya estara´
todo listo para la identificacio´n.
Si flag = 2 nos indica que procedemos a realizar el seguimiento temporal de los
distintos pasos temporales. El procesador maestro va recibiendo los resultados de la
identificacio´n y los va distribuyendo entre los procesadores que se van a encargar de
calcular los vectores conexio´n. Una vez que ha terminado de repartir los datos espera
a que estos terminen y se dedica a actualizar la estructura. Cuando ha terminado
de actualizar la estructura elimina los vo´rtices muertos de la base de datos y los
manda de vuelta a la memoria virtual.
Si flag = 3 nos indica que hemos acabado con la identificacio´n y vamos a generar
la base de datos completa, por lo que va a recibir todos los vo´rtices muertos de
la memoria virtual y va a ir actualizando la base de datos. Finalmente ordena los
vo´rtices segu´n su ı´ndice y finalmente escribe a disco los resultados.
Los algoritmos de identificado y seguimiento temporal son los ya vistos en cap´ıtulos an-
teriores, por lo que no requieren de una mayor explicacio´n.
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7.1. Conclusiones
Tras todo lo realizado a lo largo de este documento y viendo los objetivos planteados,
podemos sacar una serie de conclusiones de este trabajo:
La potencia computacional necesaria para resolver problemas de turbulencia escala
de forma exponencial con el nu´mero de Reynolds, siendo necesario aplicar herra-
mientas de paralelizacio´n de nuestros algoritmos para poder ser implementados en
supercomputadores como MareNostrum.
El primer algoritmo desarrollado es el de identificacio´n de vo´rtices, el cual usa un
punto origen de cada vo´rtice y lo recorre en las 6 direcciones cartesianas hasta
encontrar todos los puntos que pertenecen al vo´rtice. Una vez identificados, se ob-
tienen las caracter´ısticas de los vo´rtices con los que poder hacer estad´ısticas, como
volumen, centro de masas, caja envolvente y ubicacio´n dentro del dominio. Este
algoritmo ha sido validado mediante una matriz booleana de calibracio´n y lo ha
resuelto correctamente, por lo que su desarrollo ha sido satisfactorio.
El segundo algoritmo se encarga de encontrar un mismo vo´rtice en distintos instantes
temporales y hacer su seguimiento, identificando el nacimiento, muerte, evolucio´n,
rotura o coalescencia de los vo´rtices. Para ello se han disen˜ado tres filtros, uno que
se encarga de identificar los vo´rtices muy similares entre instantes temporales y
los otros dos hacen una identificacio´n mas avanzada buscando hijos y uniones de
los vo´rtices. Este algoritmo consta de para´metros que han sido calibrados y se ha
observado un correcto seguimiento de los vo´rtices, por lo que ha sido desarrollado
correctamente.
Ambos algoritmos se han disen˜ado para ser ejecutados mediante paralelizacio´n de
memoria distribuida (MPI) y de memoria compartida (OpenMP). Esto permite
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abordar problemas ma´s grandes haciendo uso de todos los recursos computacionales
que tenemos a nuestro alcance.
La integracio´n de los algoritmos con el co´digo DNS nos permite calcular simulta´nea-
mente el campo fluido junto a los vo´rtices. Esta integracio´n se ha disen˜ado para hacer
uso de los mo´dulos de alta memoria RAM de MareNostrum, evitando as´ı la escritura
a disco y esto aumenta la velocidad del co´digo.
Se ha disen˜ado una memoria virtual, la cual se dedica a recibir, enviar y almacenar
los datos entre el co´digo DNS y el co´digo de post-proceso de vo´rtices. Esta memoria
evita que exista ralentizamiento de la DNS, el cual era un objetivo fundamental de
la integracio´n.
7.2. Trabajos a futuro
A lo largo de todo este trabajo se ha desarrollado un algoritmo que es capaz de identificar
y seguir temporalmente estructuras coherentes, lo que nos permite obtener una base de
datos de la que sacar estad´ısticas y estudiar la f´ısica que hay detra´s de los vo´rtices. Puesto
que este trabajo ha estado centrado u´nicamente en la parte computacional del problema,
podemos establecer unas pautas a seguir para continuar este trabajo:
Generar programas de post-proceso que permitan analizar la base de datos de vo´rti-
ces, tanto del punto de vista esta´tico como dina´mico, obteniendo as´ı resultados u´tiles
en el estudio de la f´ısica de las estructuras coherentes.
Aumentar el nu´mero de Reynolds de las simulaciones. En este trabajo se han em-
pleado simulaciones hasta un nu´mero de Reynolds ma´ximo de Reτ = 1000 y la
bibliograf´ıa muestra resultados hasta un Reτ = 4200 en [23]. Este valor puede ser
aumentado gracias a la paralelizacio´n de los algoritmos y a la integracio´n junto al
co´digo DNS, lo que permite ahorrar la escritura de campos en disco.
Implementar nuevos criterios de identificacio´n mostrando las diferencias y similitu-
des con los dos empleados en este trabajo.
Desde el punto de vista de mejora del co´digo, se pueden realizar una serie de ampliaciones:
La unificacio´n de estructuras vista en la identificacio´n de vo´rtices la realiza u´nica-
mente un procesador. Esto puede llegar a ser un cuello de botella en el co´digo, por
lo que habr´ıa que idear una forma de paralelizarlo.
La actualizacio´n de la base de datos en el algoritmo temporal tambie´n la hace un
u´nico procesador, por lo que ser´ıa interesante pensar una forma de paralelizarla
mediante memoria compartida.
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En el caso de tener dos vo´rtices pro´ximos que se tocan por una ramificacio´n, el
co´digo no es capaz de distinguirlos y lo identifica como un u´nico vo´rtice. Esto puede
ser solucionado encontrando los nu´cleos de los vo´rtices y utilizarlos para realizar la
identificacio´n.
Los filtros usados en el seguimiento temporal pueden ser sustituidos por el uso de
un algoritmo de machine learning, el cual pueda estimar un campo futuro a partir
del estado actual, comparar ambos campos y realizar as´ı la identificacio´n.
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8.1. Pliego de condiciones
Cualquier trabajador a la hora de realizar su trabajo esta sometido a una serie de riesgos
que pueden afectar tanto a su salud como al rendimiento del mismo. Es por esto que la
Ley 31/1995 del 8 de noviembre, de Riesgos Laborales, se encarga de determinar el nivel
mı´nimo de garant´ıas para proporcionar al trabajar un nivel de proteccio´n adecuado frente
a los riesgos de las condiciones de trabajo.
En nuestro caso en concreto nos centraremos en los riesgos asociados al uso de pantallas de
visualizacio´n (PVD), que vienen recogidos en el Real Decreto 488/1997 del 14 de abril, en
la que se define como pantalla de visualizacio´n cualquier pantalla alfanume´rica o gra´fica.
El equipo completo esta constituido por una pantalla de visualizacio´n, un teclado que nos
permita la adquisicio´n de datos, un programa para la interconexio´n persona/ma´quina, de
accesorios ofima´ticos y una silla y una mesa como superficie de trabajo. La evaluacio´n de
los riesgos se toman a trave´s de las caracter´ısticas del puesto, entre las que destacan:
El tiempo promedio de utilizacio´n del equipo en un d´ıa.
El tiempo ma´ximo requerido para una atencio´n continua a la pantalla por una tarea.
El grado de atencio´n que exija la tarea en cuestio´n.
As´ı, los riesgos a los que esta´ sometido un trabajador en este tipo de actividades se pueden
clasificar en:
Seguridad: debido a posibles caidas o contactos ele´ctricos en el puesto de trabajo.
Higiene industrial: relacionado con la iluminacio´n, ruido y condiciones termo-
higrome´tricas.
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Ergonomı´a: causados por la fatiga visual, f´ısica o mental.
Las disposiciones mı´nimas que deben tener el puesto de trabajo para alcanzar los objetivos
del Real Decreto son los siguientes.
Equipo
Pantalla: los caracteres de la pantalla deben estar bien definidos y visualizados de
forma clara, con una dimensio´n suficiente y un espaciado suficiente entre caracteres y
renglones. La imagen debe ser estable, pudie´ndose ajustar fa´cilmente la luminosidad,
orientacio´n e inclinacio´n a voluntad del trabajado.
Teclado: debe permitir su inclinacio´n para que el trabajador adopte una postura
co´moda, adema´s de existir espacio suficiente para poder apoyar las mun˜ecas y los
brazos. La superficie del teclado debera´ ser mate para evitar reflejos y la disposicio´n
de teclas debera´ ser tal que se tienda a facilitar su utilizacio´n.
Mesa o superficie de trabajo: esta superficie debe ser poco reflectante y debe
tener espacio suficiente para poder albergar la pantalla, el teclado y los documentos
que necesitemos. El soporte de los documentos debe ser estable y regulable, disen˜ado
para minimizar los movimientos inco´modos de cabeza y de ojos.
Asiento de trabajo: este debera´ ser estable, ajustable tanto en altura como en
reclinacio´n y debe permitir la libertad de movimiento del trabajador, adema´s de
procurar una postura confortable.
Entorno
Espacio: el puesto de trabajo debera´ tener un espacio suficiente para permitir los
cambios de postura y los movimientos en el trabajo.
Iluminacio´n: la iluminacio´n debe ser suficiente para realizar las tareas necesarias
del trabajo, adema´s de evitar reflejos y deslumbramientos molestos en la pantalla o
en otras partes del equipo.
Ruido: el ruido que producen los distintos equipos debe ser tenido en cuenta para
evitar que perturben la atencio´n ni la palabra.
Calor y humedad: debera´n mantenerse en niveles aceptables para evitar molestias
en los trabajadores.
El entorno en el que se ha desarrollado este trabajo cumple con todo lo especificado en el
Real Decreto 488/1997 del 14 de abril.
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8.1.1. Recursos informa´ticos
Este trabajo ha necesitado de una serie de recursos informa´ticos para ser realizado, ya
que al no contar con parte experimental todas las simulaciones han tenido que ser resuel-
tas mediante ordenador. Podemos diferenciar estos recursos tanto en hardware como en
software.
Hardware
La mayor parte de este trabajo se ha desarrollado en 3 ma´quinas, las cuales tienen las
siguientes especificaciones:
Estacio´n de trabajo: donde se han realizado los algoritmos y las pruebas para su
correcto funcionamiento para nu´meros de Reynolds bajos. Esta´ formado por 2xAMD
Epyc 7281, lo que da en total 32 cores y 64 hilos de procesamiento, 128GB DDR4 de
memoria RAM, 512GB de disco duro SSD y 1TB de disco duro HDD convencional.
MareNostrum: supercomputador perteneciente al Barcelona Supercomputing Cen-
ter con el que se han realizado las simulaciones ma´s exigentes de nuestros algoritmos.
Sus especificaciones te´cnicas ya han sido descritas en la seccio´n §3.5.
Porta´til: usado para conexio´n remota a los dos equipos, documentacio´n bibliogra´fi-
ca y redaccio´n de este documento. Es el modelo Lenovo G500s, que consta de un
procesador Intel i7-3632QM de 8 procesadores 8 hilos, 16GB DDR3 de memoria
RAM, 1TB de disco duro SSD y 512GB de disco duro HDD convencional.
Software
El trabajo ha sido desarrollado en el sistema operativo GNU-Linux, haciendo uso de
programas de software libre cuando ha sido posible. El software necesario para ejecutar
estos algoritmos es el siguiente:
ifort (comercial) es el compilador del co´digo que ha sido desarrollado en Fortran.
Este ya incluye las librer´ıas necesarias para la paralelizacio´n por memoria compar-
tida OpenMP. El precio de una licencia a nivel profesional es de 1500$, lo que al
cambio son 1267e a d´ıa de redactar esta memoria.
HDF5 (libre) esta´ndar que nos permite la escritura y lectura de datos a disco de
forma eficiente y de forma paralela.
FFTW3 (libre) nos permite hacer operaciones en transformada de Fourier de forma
muy eficiente, usada en el co´digo DNS.
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MPI (libre) esta´ndar que permite la paralelizacio´n por memoria distribuida usada en
nuestros algoritmos y en el co´digo DNS.
VScode (gratuito) programa que proporciona una interfaz para que la programacio´n
sea mas sencilla.
MATLAB (comercial) usado como programa de post-proceso y para obtener diversos
resultados y gra´ficas. El coste de la licencia educacional permanente es de 500$,
unos 422e a d´ıa de redactar esta memoria.
paraview (libre) herramienta open-source que nos permite obtener visualizaciones
renderizadas de alta calidad.
8.2. Presupuesto
El presupuesto es el ca´lculo de los gastos asociados a la realizacio´n de un proyecto. En
este caso se van a tener en cuenta por un lado el coste del nu´mero de horas que se han
dedicado a la realizacio´n del proyecto, y por otro lado el coste de los materiales y de las
licencias usadas a lo largo del trabajo.
8.2.1. Dedicacio´n horaria a cada actividad
Podemos desglosar el nu´mero de horas dedicadas en funcio´n de las distintas tareas que se
han tenido que realizar a lo largo de este proyecto. El listado de tareas es el siguiente:
1. Familiarizacio´n con las herramientas existentes: las primeras tareas del pro-
yecto consistieron en aprender el uso de herramientas como el propio lenguaje For-
tran, OpenMP y MPI, entender como funcionaba el co´digo LISO y revisar la biblio-
graf´ıa actual sobre el estudio de la turbulencia a partir de estructuras coherentes.
2. Algoritmo de identificacio´n de vo´rtices: se incluye tanto el desarrollo concep-
tual del algoritmo implementado en serie hasta la final implementacio´n mediante
paralelizacio´n de memoria distribuida.
3. Algoritmo de seguimiento temporal de vo´rtices: incluye el desarrollo concep-
tual, la implementacio´n mediante una paralelizacio´n h´ıbrida y adema´s la calibracio´n
del mismo en funcio´n del me´todo de identificacio´n utilizado.
4. Integracio´n con co´digo LISO: desarrollo de la memoria virtual que evita la
escritura a disco y la divisio´n de los procesadores MPI en distintos grupos, cada uno
enfocado en una parte del co´digo.
5. Redaccio´n: finalmente en el apartado de redaccio´n incluimos la redaccio´n de la
memoria y la generacio´n de las figuras del proyecto.
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El nu´mero de horas dedicada a cada tarea viene resumida en la tabla 8.1, en la que se ha
supuesto que el coste econo´mico por hora de un ingeniero es de 12e/h mientras que el
coste de los tutores del proyecto, los cuales son doctores, es de 36e/h.
Tareas Concepto Dedicacio´n [h] Tasa horaria [e/h] Subotal [e]
Tarea 1
Horas de Ingeniero 40 12 480.00
Horas de Doctor 8 36 288.00
Tarea 2
Horas de Ingeniero 280 12 3360.00
Horas de Doctor 20 36 720.00
Tarea 3
Horas de Ingeniero 300 12 3600.00
Horas de Doctor 25 36 900.00
Tarea 4
Horas de Ingeniero 180 12 2160.00
Horas de Doctor 20 36 720.00
Tarea 5
Horas de Ingeniero 100 12 1200.00
Horas de Doctor 10 36 360.00
Total
Horas de Ingeniero 900 12 10800.00
Horas de Doctor 83 36 2988.00
Total 13788.00
Tabla 8.1: Costes asociados a las horas de trabajo empleadas en la realizacio´n de este
proyecto.
8.2.2. Costes de equipos y software
Procedemos a hacer un desglose de los costes de los equipos y de las licencias de software.
Para el coste de los equipos informa´ticos que se han usado se va a hacer una estimacio´n
en funcio´n del uso que se le ha dado y la vida media que tienen este tipo de productos.
El tiempo de vida para ambos ordenadores es de unos 60 meses, por lo que si el coste
de la estacio´n de trabajo han sido 6000e, el coste es de unos 100e al mes. El ordenador
porta´til ha tenido un coste de 650e, lo que da un coste de 10.86e al mes. La duracio´n de
este proyecto ha sido de Febrero de 2020 hasta Agosto de 2020, lo que hace una duracio´n
total de 7 meses.
Categoria Concepto Nu´mero [mes] Coste [e/mes] Subotal [e]
Hardware
Estacio´n de trabajo 7 100 700.00
Ordenador porta´til 7 10.86 76.02
Total 776.02
Tabla 8.2: Costes asociados a las estaciones de trabajo
El coste del supercomputador MareNostrum se estima de otra forma. El precio se calcula
mediante el nu´mero de horas por procesador que consumamos, y el coste del mismo es
de 0.01e por hora y por procesador. Para realizar las simulaciones de este trabajo se han
usado en total unas 200000 horas, lo que dan los siguientes costes.
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Categoria Concepto Nu´mero [h] Coste [e/h] Subotal [e]
Hardware Supercomputador 200000 0.01 2000.00
Total 2000.00
Tabla 8.3: Costes asociados al supercomputador
Finalmente, hay que sumar el coste de las licencias de software que es el siguiente:
Categoria Concepto Nu´mero Coste [e] Subotal [e]
Software
Intel Fortran 1 1267.00 1267.00
Matlab 1 422.00 422.00
Total 1689.00
Tabla 8.4: Costes asociados a las licencias del software
8.2.3. Costes totales del proyecto
Finalmente el coste total del proyecto es la suma de las horas de trabajo dedicadas,
del hardware y del software, consideramos unos gastos indirectos de un 20 %, un 6 % de
beneficio industrial y un 21 % de IVA en Espan˜a. El desglose de los costes totales es el
siguiente:
Categoria Subotal [e]
Horas de trabajo 13788.00





Tabla 8.5: Coste total del proyecto incluyendo horas de trabajo, hardware y software,
gastos indirectos, beneficio industrial e IVA
La estimacio´n del coste total de este proyecto es 26831.93e.
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