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In this paper a spline interpolation problem for functions of several variables, 
given by a Taylor expansion with integral remainder, is completely solved. 
EINLEITUNG 
Es sei Z ein abgeschlossenes, endliches Interval1 der reellen Achse Iw.l 
Es bezeichne C’“)(Z) den Vektorraum der m-ma1 stetig differenzierbaren. 
reellwertigen Funktionen auf I. Fiir 1 < m E N sei 
ZGm(Z) : = { fo C(“-l)(Z): f(+l) absolut stetig und f(“) E L2(Z)). 
Der Vektorraum ZP”(Z) wurde von Schoenberg [18] eingeftihrt. Es hat sich 
gezeigt, da13 dieser Vektorraum fur die Behandlung der Spline-Funktionen 
einer Veranderlichen sehr geeignet ist (vgl. z.B. Schempp [14] und Scheffold 
[12]). Ziel vieler Veroffentlichungen war daher eine Verallgemeinerung dieses 
Raumes auf Teilmengen Sz des R”. Doch beschranken sich die meisten 
Autoren auf ganz spezielle Teilmengen B des UP wie z.B. auf Rechtecke und 
sogenannte L- und T-fiirmige Mengen (vgl. Delvos-Schlosser [2], Mansfield 
[4-71, Nielson [8], Ritter [9] oder Sard [lo]). 
In Schlosser [15] und Kosters-Schlosser [3] wird fur eine Klasse von 
Teilmengen L? des W ein Spline-Funktionenraum K”,“(G) betrachtet, der 
fur gewisse 0 C R2 einige der vorher erwahnten R&ime als Spezialfall 
enthalt. 
1 Mit N bzw. C bezeichnen wir die Menge der natiirlichen bzw. komplexen Zahlen. 
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In der vorliegenden Arbeit behandeln wir eine Verallgemeinerung des 
von Schlosser [ 151 eingefiihrten Spline-Funktionenraumes auf Teilmengen 
JJ C IFY (n 3 1) mit einer gewissen “Quadereigenschaft”. In diesem Rahmen 
untersuchen wir dann die Spline-Interpolation mit Spline-Funktionen 
mehrerer Vertinderlicher. 
Im 1. Kapitel fiihren wir den Spline-Funktionenraum K”(G) (G C Iw”, 
m = (ml ,..., m,)) ein. Das 2. Kapitel befaI3t sich mit der Interpolation in 
diesem Funktionenraum. Im dritten Kapitel untersuchen wir die Approxi- 
mation von Linearformen im Sinne von Sard. Wir beweisen dabei 
eine “Peanokern-Darstellung” und einen Approximationssatz vom 
Schoenberg’schen Typ. Im 4. Kapitel geben wir eine Methode zur Bestimmung 
der Spline-Interpolierenden an und im abschliel3enden 5. Kapitel ver- 
anschaulichen wir unsere Methode am Beispiel der Spline-Interpolation auf 
der Einheitskreisscheibe. 
1. DER RAUM P(L?) 
Im folgenden sei 52 immer eine nichtleere, nicht einpunktige, kompakte 
Teilmenge des !J?’ (n E N fest), welche die folgende “lokale Quadereigenschaft” 
(Q) besitzt: 
Es existiert in B ein Punkt z = (zl ,.,., z,), so da13 fiir alle von z verschiedenen 
Punkte x = (x1 ,..., x,J in &? der von x und z aufgespannte, achsenparallele, 
n-dimensionale Quader in Sz enthalten ist. 
Bezeichnenwir fiirzwei verschiedene r elle Zahlen rl und r,dieVerbindungs- 
strecke mit j r, , r2 1, so bedeutet die Eigenschaft (Q): 
Es gibt ein z E G, so daB 
fi I xi 7 zi I c Q 
i=l 
fir alle x E &? gilt. 
Zum Beispiel besitzen alle n-dimensionalen Kugeln und alle n-dimensionalen, 
achsenparallelen Quader die Eigenschaft (Q). 
Es sei m = (m, ,..., m,) E Nn (also mi 3 1) ein Multiindex und J eine 
nichtleere Teilmenge der Menge (l,..., n) mit Komplement Jc. Mit pJ 
bezeichnen wir dann die Projektion des Raumes [w” auf den Produktraum 
nieJ Ri mit Ri = [w fi.ir alle i: 
R” 3 x ttpJ(x) = (X&J. 
Fiir pJ(x) bzw. p&2) schreiben wir kurz x, bzw. s-?, _ Dann ist offensichtlich 
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OJ eine kompakte Teilmenge des Produktraumes niBJ Ri , welche beziiglich 
des Punktes zJ die Eigenschaft (Q) besitzt. 
Die Menge der Multiindizes sei im folgenden immer mit der iiblichen 
koordinatenweisen Ordnung versehen, d.h., es ist genau dann m < m’, 
wenn mi < rni fiir 1 < i < n ist. 
Mit 1 bezeichnen wir den Multiindex, der aus n Einsen besteht. Ent 
sprechend xJ ist m, = (m& fiir m E N”. Wie iiblich schreiben wir ( J 
fur die Anzahl der Elemente der Teilmenge J. 
Fur a, x E Iw” undfE Ll(lR”) sei per definitionem 
wobei sign(u) = 1 fur 0 < u E R und sign(u) = -1 fiir 0 > ZJ E Iw ist. 
Aus der Integrationstheorie benijtigen wir das folgende Lemma: 
LEMMA 1.1. Es sei a, x E: W, p E N”, f, j, L’(Rn) n L’(~% 
g(X) := j-” *** la; fil ((xi - sdp6 +),f(s) ds, 
a1 
und 
. . s G;f(s) ds. 
Dunn gilt: 
(a) Fiir 0 < p < p besitzt g stetige, van der D$/kentiationsreihenfolge 
unabhiingige p-te partielle Ableitungen auf ganz W. 
Es ist 
d.h., es darf unter dem Integralzeichen dyerenziert werden. 
@I) Aus h(x) = k(x) f’ ur a II e x E W folgt f = f fast iiberall im Sinne 
des Lebesgue-MaJes. 
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Beweis. Zu (LX): Es sei 1 < j < 12 und 0 < pj < pj . Durch Anwendung 
des Satzes von Fubini erhlilt man: 
=s ,’ (xi - sj)‘j -$ k(sJ dsj , 3’ 
wobei k(sJ fast iiberall gleich einer integrierbaren Funktion aus L1(R) ist. 
Fur variables xi und festgehaltene xi mit i # j folgt dann 
“1 (xi - sj)“jduj 
2 (4 = Iaj (pj _ pi)! k(si) & (s. [l, 5.91). 
3 
Setzt man fur k(q) wieder das entsprechende Integral ein, so ergibt sich 
Hieraus erhalt man, daB g p-te partielle Ableitungen der angegebenen 
Gestalt besitzt. 
Fur x, y E iRn gilt 
Da ny=, (xi - si)“‘-@i/(pi - pLi) ! stetig und f E L2(W) ist, erhalt man durch 
Anwendung der Holderschen Ungleichung, da13 die Absolutbetrage der 
einzelnen Klammerausdrticke beliebig klein gemacht werden kiinnen, falls 
nur die Punkte x und y hinreichend nahe beieinander liegen. Die partiellen 
Ableitungen sind also stetig. 
Zu (p), Sei ai , bi E R mit ai < bi (1 < i < n). Dann la& sich 
J: ... j: f(s) ds als endliche Summe von Gliedern der Form (&) h(x,) 
darstellen, z.B. gilt fur IZ = 2: 
4 bz 
I s f(s) ds = 4~ > a21 - 4% , 6,) - h(b, , a2) + h(b, , b2). al a2 
1st nun h(x) = i;(x) fur alle x E W, so erhalten wir 
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Hieraus folgt aber, da13 auf der u-Algebra der Lebesgue-mel3baren Mengen 
des iw” die signierten MaDe mit den Dichten f und J beztiglich des Lebesgue- 
MaBes identisch sind. Dann stimmt aber bekanntlich f fast tiberall mit f 
iiberein. 
Mit Hilfe der vorhergehenden Bezeichnungen definieren wir nun den 
Funktionenraum K”(Q) wie folgt: 
DEFINITION 1.2. Eine auf ganz (w n definierte reellwertige Funktion f 
gehijrt zu K”(S)), wenn sie folgende “Taylorentwicklung mit Integral- 
gliedern” besitzt: 





wobei cP E [w, fP, E L2 ( n &), fm E L2(Rn), 
iSJO 
fPJ = 0 aul3erhalb Q,, undf, = 0 aul3erhalb Q ist. 
Es scheint, da13 der Raum K”(Q) als ein spezieller Sobolev-Raum auf- 
gefal3t werden kann. Da die folgenden Untersuchungen fiber P(Q) mit ein- 
fachen Mitteln aus der Analysis angestellt werden konnen, wird auf den 
Versuch verzichtet, die nicht jedermann vertraute Theorie der Sobolev- 
Raume heranzuziehen. 
Setzt man 
k,,(x, SJD) := JJ (xi p,zi)p’ * JJ (Xi - Siy+1 
iEJ 2’ +JC (rni - I)! ’ 
so lassen sich die Funktionen f E K”(Q) mit Hilfe der GriiDen cp , f,, und 
fm in der folgenden Form darstellen: 
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1st U eine offene, nichtleere Teilmenge des UP, so versteht man unter P(U) 
die Menge aller stetigen, reellwertigen Funktionen f auf U, welche fur 
0 ,< p < m stetige, von der Differentiationsreihenfolge unabhangige, 
partielle Ableitungen f(p) auf U besitzen. Mit C”(Q) bezeichnen wir nun 
die Menge aller auf .Q stetigen, reellwertigen Funktionenf, zu denen jeweils 
eine die Menge 5.2 enthaltende, offene Menge 0; existiert, so da13 f eine 
Fortsetzungf”auf U, besitzt, welche zu Cm(Uf) gehort. 
Der nachste Satz zeigt, dab die Funktionen aus P(Q) in gewisser Hinsicht 
als Funktionen aus K”(Q) aufgefal3t werden kbnnen. 
SATZ 1.3. Jede Funktion f E Cm(Q) besitzt eine Fortsetzung f~ K”(Q). 
Umgekehrt gehiirt die Restriktion jeder Funktion g E K”(Q) zu Cm-i(Q). 
Beweis. Es sei f E P(sZ). Wir zeigen durch Induktion nach der Dimension 
n, da13 f auf Q die folgende Taylorentwicklung mit Integralrestgliedern 
besitzt: 
wobeif@)(z) diep-ten partiellen Ableitungen von f an der Stelle z bedeuten. 
Es sei n = 1. Dann ist 8 ein abgeschlossenes Interval1 [a, b]. Fur z E [a, b] 
und eine m-ma1 stetig differenzierbare Funktion f E Cm( [a, b]) gilt bekanntlich 
die folgende Taylorentwicklung mit Integralrestglied: 
m-1 
f(x) = c f’“‘(z) “3 + Lg (;m-2);; f’“‘(s) ds. 
P=O 
Es sei nun Q C lP+l und x = (x1 , x2 ,..., x,+J E 52. Halt man x1 , x2 ,..., x, 
fest, so gilt 
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(O,..., 0, Pn+1) 
Sei hPn+l(~l ,..., x,J := f(xl ,..., x, , zn+J, J: = (l,..., n} und 0 := p&2). 
(A >‘**Y ha) bl Y--,Pn 9 Pn+3 
Dann ist h,,+l E C(ml,...*me)(Q) und /z~~+~(x~ ,..., x,) = f(xl ,..., x, , z~+~). 
Ferner ist fur jedes s,+~ 
(O,..., 0, m,,,) 
EP~~+#) die Funktion /z~~+~(x~ ,..., x,) := 
f(x, ,..., x, , s,+~) aus C(~l.....m+2). 
Wir nehmen nun an, fur die Dimension n sei die Existenz der behaupteten 
Taylorentwicklung bewiesen. Setzt man jetzt die nach Induktionsannahme 
existierenden Entwicklungen von hPn+l und h, n+1 in die Darstellung (1) ein 
und beachtet man, dal3 
ml,..., II + 1)) = 8({1,..., n}) u {S u (n + l}: s E 8({1,..., n})} 
ist, so erhalt man die gewiinschte Taylorentwicklung vonfauf J2. 
Setzt man die in dieser Taylorentwicklung auftretenden partiellen 
Ableitungen vonfaul3erhalb 52 gleich Null, so definiert nunmehr die Taylor- 
entwicklung vonfeine Funktion f”auf ganz IFP, welche eine Fortsetzung vonf 
ist und zu K”(G) gehiirt. 
Es sei nun ~EK~(SZ) durch eine Taylorentwicklung gegeben. Nach 
Lemma 1.1 besitzt f auf ganz [w” stetige partielle Ableitungen p-ter Ordnung 
fiirO~~~m-l.Esgilt2 
Es ist also die Restriktion von f auf D aus C(“-1)(J2). Q.E.D. 
Aus der vorher angegebenen Darstellung der p-ten partiellen Ableitung 
von f 15il3t sich sofort das folgende Korollar ableiten: 
2 Fk pi > pi ist (xc - ,@--Pi/( pi - pJ! : = 0. 
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KOROLLAR 1.4. Sei f E K”(Q) mit der Darstellung 
Dann gilt: 
(iii) f(m-l)(x) = /‘I *** /‘“f*(s) ds + cm-l 
21 2, 
SATZ 1.5. Es sei f E K”(Q). Dann ist die Taylorentwicklung von f im 
Sinne von 1.2 eindeutig bestimmt, d.h., die Gr6fien c, , f,, undfin sind eindeutig 
bestimmt, kiinnen daher als “Koordinaten” von f aufgefa$t werden. 
Beweis. Die Eindeutigkeit der c, folgt aus Korollar 1.4(i). Aufgrund der 
Eindeutigkeit der c, gentigt es, zum Nachweis der Eindeutigkeit der fPJ 
nach 1.4(ii) folgendes zu zeigen: Aus g, , g, E L2(R”), z E lRn und 
Jzz -3. Jzz gI(s) ds = Jzt **a JzI gZ(s) ds fur alle x E ‘R” folgt g, = g, fast 
iiberall. Dies ist aber gerade die Aussage von Lemma 1.1(p). 
Aufgrund der Eindeutigkeit der c, und f,, folgt aus Korollar 1.4(iii) mit 
derselben Uberlegung die Eindeutigkeit von fnz . Q.E.D. 
Der Funktionenraum K”(a) ist offensichtlich ein reeller Vektorraum. 
Wir ftihren nun auf K”(Q) folgende Norm ein: 
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wobei [/ . /Ice die Supremumsnorm auf Q und /j . llH die L2-Norm in den 
jeweiligen Integrationsraumen bedeutet. Die Normeigenschaften der 
Abbildung f+-+ lif\l lassen sich leicht nachweisen, z.B., lifi] = 0 hat zur 
Folge, daB alle Koordinaten vonfNul1 sind, was aberf = 0 bedeutet. 
SATZ 1.6. Der Vektorraum K”(Q) mit der Norm /If 11 ist ein reeler 
Banachraum. 
Beweis. Sei (fn) eine Cauchy-Folge. Dann bilden die einzelnen 
Koordinaten Cauchy-Folgen in den vollstandigen Koordinatendumen. Die 
Funktion f~ K”(Q), welche als Koordinaten gerade die Grenzwerte der 
Koordinatenfolgen besitzt, ist dann Limes der Folge (fJ. 
SATZ 1.7. Der starke Dual K”(Q)’ besteht genau aus den Linearformen 
y der folgenden Gestalt: Ftir f = (c, , fpJ , fm) ist 
+ C j- fp;s+4-+) + s,f- .gm dx, 
l<P,<rn,-1, QJC 
l<[JI&n-1 
wobei ,+, Radonmap auf Q, g, E L2(fiJC), und g, E L2(sZ) ist. 
Beweis. Es sei VP := C(Q3 fur 0 < p < m - 1 und H, := L2(QJ,) 
fur 1 < I J I < n - 1 und 0 < pJ < m, - lJ . Ferner sei der Produktraum 
x:= n Fp x r-I HpJ x L2(Ql 
o<!Jgm-1 O<PJ<WLnJ-IJ 
l<IJI<n-1 
mit der Maximumsnorm versehen. Wir betrachten nun die Abbildung 
@ von K”(Q) in X, welche durch 
@(f) := (o<pll,i-, f’“’ ’ o,pJ~J_l fpJ ’ fm) 
1. J 
l<IJl<n-1 
fur alle f E K”(D) definiert ist. Dann ist @ eine isometrische Einbettung von 
K”(Q) in X. 
Sei nun y eine stetige Linearform auf K”(G). Dann ist y 0 @-I eine stetige 
Linearform auf @(K”(Q)) C X, welche nach dem Satz von Hahn-Banach 
eine stetige lineare Fortsetzung auf ganz X besitzt. Diese Fortsetzung 12iBt 
3 Mit C(Q) bezeichnen wir den Banachraum der reellwertigen stetigen Funktionen auf 
Q, versehen mit der Supremumsnorm. 
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sich aber bekanntlich in der im Satz angegebenen Form darstellen. Hieraus 
folgt 
fur all f E K”(G). 
Die Umkehrung ist trivial. 
Bemerkung. Da13 die Menge JJ die lokale Quadereigenschaft (Q) besitzt, 
haben wir nur gefordert, urn Satz 1.3 beweisen zu kijnnen. Verzichtet man 
auf die Aussage des Satzes 1.3, so kann man bei der Definition von K”(C)) 
als JJ jede kompakte, nichtleere Teilmenge des lW wahlen. Die Eigenschaft 
(Q) ist fur alle Ergebnisse dieser Arbeit, ausgenommen Satz 1.3, 
bedeutungslos. 
2. SPLINE-INTERPOLATION IN Km(Q) 
In diesem Abschnitt behandeln wir das Problem der Spline-Interpolation 
in K”(O) im Rahmen der von Scheffold [12] entwickelten Spline-Theorie. 
Dazu betrachten wir die Hilbertraumsumme 
versehen mit dem kanonischen inneren Produkt 
(f, dH = c (fPJ ?g,> + tf¶ 3. 
O<PJ<n+J 
l<~Jl<vL-1 
1st nun L diejenige Abbildung von K”(G) nach H, welche jedem fe K”(G) 
seine “Koordinaten” in H zuordnet, also 
L(f) = ((fP)o<PJ<mJ-lJ ’ LA 
l<IJl<n-1 
so wird durch (f, g) := (Lf, Lg),, mittels Strukturtransport eine positiv 
semidefinite Hermitesche Form auf K”(Q) definiert. 
Urn dieselben Bezeichnungen wie in Scheffold [12] zu erhalten, setzen 
wir E := K”(Q) und p(f) := (f,f)li2 fur alle f~ K”(Q). Dann ist p eine 
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Halbnorm auf E mit Nullraum N : = p-l(O) (= Kern L). Es gilt offensichtlich 
N = I fE zP(Lq:f(x) = c c, fi txi --,zf)Df fur alle x E [Wn . O<P@-1 i=l 2. I 
Der Teilraum 
M := {fE K”(Q): Cp = f’“‘(z) = 0 fur 0 < p < m - 1) 
ist ein algebraisches Komplement des endlich dimensionalen Teilraumes 
N von E. E ist also algebraische direkte Summe von M und N. 
Die Restriktion der positiv semidefiniten Hermiteschen Form (f, g) := 
(Lf, Lg), auf den Teilraum M definiert ein inneres Produkt auf M, das 
kanonische innere Produkt auf M. Ferner ist der Quotientenraum Z? : = E/N, 
versehen mit dem kanonischen inneren Produkt (4, J) : = (A g), ein Prahilbert- 
raum. 
Die Prahilbertraume M und 8 sind offensichtlich isomorph. Da die 
Einschrankung LM der Abbildung L auf den Teilraum M ein Hilbertraum- 
isomorphismus zwischen M und H ist, sind also M und Z? sogar vollstandig, 
also Hilbertraume. 
Aus der Definition der Norm auf dem Banachraum E (:= Banachraum 
K”(Q) von 1.6) folgt sofort, da13 die zu der Zerlegung E = M @ N gehiirige 
Projektion PM eine stetige Abbildung vom Banachraum E auf den Hilbert- 
raum M ist. Bezeichnet q~ die kanonische Abbildung von E auf E, so gilt 
y = qM “PM, wobei P)M die Einschrankung von 9 auf M bedeutet. Da 
yM ein Hilbertraumisomorphismus zwischen M und E ist, ergibt sich 
aus dieser Darstellung, da13 q~ eine stetige Abbildung vom Banachraum E 
auf den Hilbertraum E ist. Im Banachraum E ist N als endlich dimensionaler 
Teilraum ein topologisches Supplement des Teilraumes M. Damit sind alle 
Voraussetzungen zur Anwendung der Theorie von Scheffold [121 gegeben. 
DEFINITION 2.1. Es sei fE K”(Q) und { yi}ior (Z Indexmenge) eine Familie 
stetiger Linearformen auf dem Banachraum K”(G). Eine Funktion s, E K*(Q) 
heiBt eine L-Spline-Funktion, welche f beziiglich { yi)ip, interpoliert, falls 
gilt: 
(a) y&) = y’(f) fur alle i E Z, 
(/3) p(+) < p( g) fur alle g o K”(G) mit yi(f) = yi( g) fur alle i E I. 
Aufgrund von [12, 2.6.i und 1.5.(2)] gilt nun das folgende 
THEOREM 2.2. (Existenz und Eindeutigkeit von L-Spline-Funktionen). 
Es sei f E K”(Q) und ( yi)icl eine Familie stetiger Linearformen auf dem Banach- 
raum K”(Q). Dann gilt: 
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(a) Es existiert mindestens eine L-Spline-Funktion s, , welche f beziiglich 
{ yi}W interpoliert. 
(/3) Folgt aus g E N und yi( g) = 0 fiir alle i E I stets g = 0, SO ist s, 
eindeutig bestimmt. 
Es bezeichne 80 den topologischen Rand von Sz. 
KOROLLAR 2.3 (Verallgemeinertes Dirichlet-Prinzip). Zu jedem f e P(Q) 
gibt es mindestens ein g E K*(Q), so daJ gilt: 
Jan = glm (d.h. f(x) = g(x)@r alle x E aQ) 
undp( g) < p(h) fiir alle h E K”(Q) mit hIas; = J;aD . 
Beweis. Man wahle { yi}isl := {E, : x E Q}, wobei E, das Dirac-MaB 
an der Stelle x bezeichnet. 
3. APPROXIMATION VON LINEARFORMEN IM SINNE VON SARD 
Mit Hilfe der Taylorentwicklung der Funktionen aus K”(Q) leiten wir 
zunachst fur Funktionen f aus dem Teilraum M von KV$) eine spezielle 
Darstellung der Linearformen aus dem starken topologischen Dual K”(D)’ 
her. 
Es sei f E M und y E K”(Q)‘. Dann besitzt f die Darstellung 
Wir betrachten un ein festes pJ . 
Fur x E [w” bezeichne x~$x, sJc) die charakteristische Funktion des Qua&s 
nisJE 1 zi , xi 1 in nTiSJE Ri (Ri = rW>. Ferner sei 
#p$x9 'Jo) '= (iGo sign(xi - zi)) . x,,<x, SJ$ 
Wahlt man ftir die Linearform y die in Satz 1.7 angegebene Darstellung, so 
erhZilt man unter Anwendung des Lemmas 1.1 und des Satzes von Fubini: 
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km(x, s) := Se (T;;_si);;’ 
erhglt man auf dieselbe Weise 
r”&d := o<~~m-l !-, &,,<x, s.,J k$Yx, s.,c> dp,(x) +gpJ(sJ,) 
. . 
und 
YmW = C j- hn(x, s> ki?(x, s> 444 + ids>, 
O<l<rn-1 5-J 
so erhalten wir die folgende 
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“PEANOKERN-DARSTELLUNG” der Linearform y: 
Y(f) = 
ocu&J-lJ L JC 
l<jJi<n-1 
Bezeichnet y dasjenige Element aus dem Hilbertraum H, welches die 
Koordinaten 
((F&PJ6mJ-1J ’ %?J 
lglJl<n-1 
besitzt, so besagt die Darstellung 3.1 folgendes: Es ist y(f) = (L, T)H 
fur alle fe M. Setzt man y := L;‘T, so gilt y(f) = (f, J) fur alle f E A4, 
wobei (f, 3) das kanonische innere Produkt von Mist. 
Verschwindet die Linearform y auf N, so ist die Norm von y” in H-wir 
nennen sie die H-Norm von y-gleich der I/ * II,-Norm von y in [12], 2.7 
bzw. gleich der Norm von j E -%‘(I?, R) in [ 131, Satz 8. 
Aus [12], 2.7 bzw. [13], Satz 8 ergibt sich daher sofort der folgende 
Approximationssatz: 
THEOREM 3.2. Es seien yi k linear unabhiingige Linearformen aus K”(Q) 
mit der Eigenschaftt: f E N und yi( f) = 0 (1 < i < k) impliziert f = 0. 
Ferner sei y E Km@)’ und J eine Linearkombination der yi . Dann gibt es 
k eindeutig bestimmte L-Spline-Funktionen si E K”(Q) mit yj(si) = & (& 
Kroneckersymbol). Verschwindet y - 7 auf N, so gilt in H die Ungleichung 
/ 
II,- ~lY~&~,,~~ < IIT%. 
d.h., die Linearform &, y(si) yi ist beziiglich allen Linearkombinationen der 
yi , welche auf N mit y tibereinstimmen, im Hinblick auf die H-Norm eine 
beste Approximation zu der Linearform y. 
4. KONSTRUKTION VON L-SPLINE-FUNKTIONEN 
In diesem Abschnitt wollen wir eine Methode zur Konstruktion von 
L-Spline-Funktionen in Km(G) beschreiben. 
Es seien yi (1 < i < k) k Linearformen aus K”(Q)‘, welche auf N linear 
abhangig4 sind. Ferner sei Ji := L;y”, fur 1 < i < k. Dann sind zwei 
FBlle zu unterscheiden: 
* Sind die yi linear unabhangig auf N, so ist das Spline-Interpolationsproblem ein reines 
Interpolationsproblem (vgl. [12, S. 2731). 
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(IX) Die Linearformen yi (1 < i < k) verschwinden auf N. In diesem 
Fall sei G := ( y1 ,..., Jk), wobei wir mit ( y1 ,..., gk) die lineare Hiille von 
{ Yl ,**-, $J bezeichnen. 
(/3) Die Linearformen JJ~I,.,, ,..., y,l, (1 < m < k) bilden im 
algebraischen Dual N* von N eine Basis von (~~1~ ,..., ~~1~) (0.B.d.A. 
kijnnen wir diese Indizierung annehmen .)
Dann lassen sich die yiiiv (i = m + l,..., k) als Linearkombination der 
yilN (1 < i < m) eindeutig in der Form 
darstellen. In diesem Fall sei 
G := ymfl - f ~$“+~‘j$ ,..., jl, - f LZ,!~‘~,). 
v=l v=l 
Es sei nun g E K”(Q) und s, eine L-Spline-Funktion, welche die Funktion 
g beziiglich der Linearformen y, (1 < i < k) interpoliert. Nach [12, 2.31 
ist in beiden Fallen die M-Komponente pM(s9) von s, gleich der Orthogonal- 
projektion der M-Komponente p,+,( g) von g auf den Teilraum G des Hilbert- 
raumes M. Bezeichnen wir die Orthogonalprojektion von M auf G mit 
PC , so gilt also p&J = Pc( p,,,( g)). Hat man auf diese Weise die Kompo- 
nente p&J bestimmt, so kann man in N eine Funktion h wiihlen-was eine 
reine Interpolationsaufgabe ist-so da13 
gilt. 
Yi(h) = Yi(tT - PMM(%N (1 <i<k) 
Die Funktion h + pw(s,) ist eine L-Spline-Funktion, welche g beziiglich 
der Linearformen yi (1 < i < k) interpoliert. 
5. EIN BEISPIEL 
Es sei Sz = ((x, JJ) E R2: x2 + y2 < 1) die abgeschlossene Einheits- 
kreisscheibe. Dann besitzt 52 die Quadereigenschaft beziiglich des Punktes 
z = (0,O). Wir betrachten nun den Raum JP2)(J2), welcher aus allen 
Funktionen f(xl , x2) mit der folgenden Taylorentwicklung besteht: 
(*I ml > x2> = co,0 + Cl,OXl + CO,lXZ + %,1X1 . x2 
+ joz" (~2 - t)&,(t) dt + f-=' x,(x, - t)f;,l(t) dt 
'0 
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wobei c~,~ E R (i, k = 0, I), f f f 0.1 9 1.1 3 0.2 Y is2 f E L2(R) und ~0 augerhalb 
[- 1, 11, fi,z E L2(R2) und -0 aul3erhalb Q. 
Wir behalten die Bezeichnungen der Kap. 2-4 bei. In diesem Fall ist 
fur alle f E P*2)(Q) (A Lebesgue-Ma@, 
N = {f E Kyi2):f(X 13 x2) = co,0 + c1,0& + CO.l& + %lXl~Z ; kc E RI 
und 
(i, j) 
M = {f E K’2*2)(SZ):f(0, ) = 0 fur i = 0, 1 und j = 0, l}. 
Wir behandeln nun die Spline-Interpolation in K@J)(Q) beziiglich der 
Linearformen 
J%(f) = gg (0, (0, J%(f) = f(O, 83 2 
J%(f) = f(B 7 0) und (1, 0). 
Die Linearformen yi (1 < i < 7) sind offensichtlich stetige Linearformen 
auf P*2’(52), versehen mit der in Satz 1.6 eingefiihrten Normtopologie. 
Mit Hilfe der Taylorentwicklung an der Stelle z = (0, 0) lal3t sich leicht 
zeigen, dal.3 
(YIIN 9 Y,lN? Y3lN , YIIN) = N*, klN = YllN + $y,lN, 
YfilN = YllN + +YZlN und Y7lN = y4lN gilt. 
Aus Theorem 2.2 folgt nun, da13 es zu jedem f E K(2*2)(Q) genau eine 
L-Spline-Funktion s, E K (2*2)(Q) gibt, welche f beziiglich der Linearformen 
yi (1 < i < 7) interpoliert. Es bezeichne S den linearen Teilraum der 
L-Spline-Funktionen betiglich der Linearformen yi . Es ist dim 5’ = 7. 
Wir bestimmen eine Basis (sl , s2 ,..., s,} von S mit der Eigenschaft y,(sJ = aij 
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(1 < i < 7, 1 <.j < 7). Durch partielle Differentiation erhalt man aus 
der Taylorentwicklung (*) folgende Darstellungen fiir die Linearformen yi : 
Fur allefE A4 ist 
vi(f) = 0 fur 1 < i < 4, 
~d.0 = \olis (4 - t)fo,dt) & 
und 
PDF) = jol” (4 - s)h.zts) ds 
~4.f) = I,‘h,&) ds. 
Es sei A4 mit dem kanonischen inneren Produkt versehen. Wir bestimmen 
jetzt die Funktionen Ji E M mit der Eigenschaft yi( f) = (f, yi) fur allefE M. 
Aufgrund der vorhergehenden Darstellung der Linearformen yi sehen die 
von 0 verschiedenen Koordinaten der Funktionen jji wie folgt aus: 
und 
fiir g, : 
fur j$ : 
fur 0 < s < 1 
sonst. 
Die explizite Darstellung lautet dann: 
js(Xl 3 x2) = 0 fiir 1 < i < 4, 
und 
%(x1 ) x2) = $x2” - (l/6) xZ3 
I 
0 fur x2 < 0 
fi.ir 0 < x2 < 4 , 
UP) xz - U/48) fi.ir x2 > g 
I 
0 ftir x1 < 0 
%(x1 ? x2) = *xl2 - (l/6) x13 fur 0 < x1 < & 
(l/8) x1 - Q/48) fur x1 > $ 
i 
0 fi.ir x1 < 0 
97(x1 Y x2) = &X12X2 fur O<x,<l. 
-1 
-3x2 2x2 ftir x1 > 1 
Nach Fall (/3) von Kap. 4 erhalten wir G = ( &, , y6 ,&). Dies bedeutet 
aber S = N + G = (fI , f2 , S3 , 5a , & , y6 , 7,) mit &,(x1 , x2) = 1, 
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f,(Xl 7 x2> = Xl 9 f&G > x2) = x2 und &(x1, x2) = x1 * xz . Die Basis 
(81 ,***, s,} von S mit der Eigenschaft y&Q = Sii lautet dann: 
Fiir jedes YE K(2.2!(Q) ist somit die Funktion s, = z:f, yi(f) Si die ein- 
deutig bestimmte Spline-Interpolierende, d.h., es gilt Yi(f) = y&c+) 
(1 < i < 7) und p(sr) < p( g) fiir alle g E Kt2,2)(Q) mit g # s, und 
v,(g) = df) (1 G i G 7). 
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