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Komutator je pomemben in zelo obcˇutljiv del komutatorskega elektromo-
torja, ki pritrjen na os motorja skrbi za periodicˇno menjavanje smeri elek-
tricˇnega toka in tako omogocˇa delovanje motorja. Kakovost izdelave komuta-
torja je zato odlocˇilnega pomena za kakovost elektromotorja. Rocˇni nadzor
kakovosti je cˇasovno zahteven in nezanesljiv, zato je v kljucˇnih korakih pro-
izvodnje komutatorjev smiselna uvedba avtomatskega nadzora kakovosti. V
proizvodnji grafitnih komutatorjev, ki jih sestavljata grafitna plosˇcˇica in ba-
krena osnova, je kljucˇen korak spajanje teh dveh sestavnih delov. Diplomsko
delo obravnava razvoj vgradne aplikacije za avtomatski nadzor kakovosti gra-
fitnih komutatorjev po spajanju grafitne plosˇcˇice z bakreno osnovo. Namen
aplikacije je prepoznavanje sˇtirih vrst napak, do katerih pride v postopku
spajanja. Najprej z metodami strojnega vida iz slik komutatorjev pridobimo
atribute, nato pa na njihovi podlagi s strojnim ucˇenjem zgradimo odlocˇitvena
drevesa, ki omogocˇajo dolocˇanje napak na komutatorjih. Na koncu preiz-
kusimo sˇe druge metode ucˇenja in njihove rezultate primerjamo z rezultati
odlocˇitvenih dreves.




A commutator is an important and very sensitive part of the commutator
electric motor. Located on the motor axis, it periodicaly changes the direc-
tion of the electric current, enabling the motor to run. For this reason, the
quality of commutator production is crucial for the quality of the electric
motor. Manual quality control is time-consuming and unreliable, therefore
it is reasonable to introduce automated quality control in the key steps of
commutator production. The graphite commutator consists of two main
parts, a metalized graphite disc and a copper base. One of the crucial steps
in graphite commutator production is soldering of these parts. This thesis
deals with the development of an embedded application for automated in-
spection of the commutator quality after soldering of the metalized graphite
disc and the copper base. The goal of the application is to detect four types
of defects occurring during the soldering process. Methods of machine vision
are used first to acquire attributes from the commutator images. From these
attributes decision trees are then constructed through machine learning that
make it possible to determine defects on commutators. Finally, other learn-
ing methods are tested and their results compared with the results of decision
trees.





Racˇunalniˇski vid se v povezavi s strojnim ucˇenjem pogosto uporablja na po-
drocˇjih, kot so medicina, astronomija, meteorologija, robotika in industrija.
Razlog za njegovo vse vecˇjo uporabnost je predvsem napredek v zmogljivosti
temu namenjene strojne in programske opreme. V industriji se kombinacija
racˇunalniˇskega vida in strojnega ucˇenja uporablja predvsem za nadzor ka-
kovosti. Tovrstni nadzor kakovosti se cˇedalje bolj uveljavlja zaradi njegovih
prednosti v primerjavi z ostalimi metodami. Je hiter, ucˇinkovit ter zago-
tavlja tocˇne in objektivne rezultate. Rezultati omogocˇajo tudi arhiviranje
in nadaljnjo analizo, njihova pridobitev pa ne vpliva na potek proizvodnje.
Ena redkih pomanjkljivosti te metode je odvisnost od svetlobnih in drugih
zunanjih pogojev, zato za nekatere naloge nadzora kakovosti ni primerna.
Diplomsko delo je nastalo v sklopu mednarodnega projekta Cognitive and
Perceptive Cameras (COPCAMS) [1], v katerega sta vkljucˇena slovenska par-
tnerja Institut “Jozˇef Stefan” in Kolektor Group d.o.o. Namen projekta je
zasnova in prakticˇna uporaba sistemov strojnega vida na osnovi mnogoje-
drnih programabilnih platform STHORM [2]. Diplomsko delo se osredotocˇa
na uporabo kombinacije strojnega vida in strojnega ucˇenja za namene nad-
zora kakovosti komutatorjev v serijski industrijski proizvodnji. Zahteve po
zanesljivosti so pri izdelavi komutatorjev zelo stroge, zato je treba kakovost iz-
delka nadzirati zˇe med samo izdelavo [3]. Eden od korakov v procesu izdelave
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komutatorja je spojitev metaliziranega grafita z bakreno osnovo. Kakovost
koncˇnega izdelka je neposredno odvisna od kakovosti spoja, zato je spoji-
tev eden kljucˇnih korakov v proizvodnji in tako najbolj smiseln za vpeljavo
avtomatskega nadzora kakovosti.
Postopek nadzora kakovosti komutatorjev obsega fazo strojnega vida in
fazo strojnega ucˇenja. V prvi fazi fotografije komutatorjev obdelamo in iz
njih izlusˇcˇimo zˇelene atribute, v drugi fazi pa pridobljene atribute z meto-
dami strojnega ucˇenja uporabimo za napoved kakovosti. Postopek nadzora
kakovosti je bil predhodno zasnovan na viˇsjem nivoju v programskih okoljih
LabVIEW [4] in Weka [5], v tem diplomskem delu pa smo postopek paraleli-
zirali ter z uporabo programske knjizˇnice OpenCV [6] in ogrodja OpenCL [7]
prenesli na nizˇji nivo, torej na nivo vgradnega sistema za nadzor kakovosti,
osnovanega na platformi STHORM. Razvoj aplikacije je potekal na osebnem
racˇunalniku, paralelizacija pa poteka preko graficˇne kartice.
Diplomsko delo poleg uvoda sestavlja sˇe pet poglavij. Poglavje 2 opisuje
problem, ki ga diplomsko delo obravnava, ter motivacijo za njegovo resˇitev.
Predstavljeni so komutatorji, njihova proizvodnja ter napake, ki se pojavljajo
pri spajanju grafitne plosˇcˇice in bakrene osnove. Uporabljena metodologija
je predstavljena v poglavju 3. Prvi del poglavja se osredotocˇa na metode
strojnega vida, drugi del pa na metode strojnega ucˇenja. Ker sta podrocˇji
strojnega vida in strojnega ucˇenja zelo obsezˇni, smo se omejili na metode,
ki smo jih uporabili pri razvoju sistema za nadzor kakovosti komutatorjev.
V poglavju 4 so najprej predstavljena uporabljena orodja in programske
knjizˇnice, v nadaljevanju pa je opisana implementacija vgradnega sistema
za nadzor kakovosti komutatorjev. Predstavljamo jo v dveh delih. Prvi del
opisuje postopek pridobivanja atributov iz slike, drugi del pa postopek klasi-
fikacije komutatorja v ustrezen razred na podlagi pridobljenih atributov. V
poglavju 5 so najprej opisane uporabljene metode in nacˇini ucˇenja, nato pa
so predstavljeni in ovrednoteni njihovi rezultati. V zakljucˇnem poglavju 6
povzamemo obravnavani problem, opravljeno delo in dobljene rezultate ter




Izdelava komutatorjev je glavni program podjetja Kolektor Group d.o.o. Ko-
mutator je eden kljucˇnih delov enosmernega elektromotorja. Pritrjen je na
os motorja, kjer skrbi za periodicˇno menjavanje smeri elektricˇnega toka in
tako omogocˇa delovanje motorja. Komutatorji so najobcˇutljivejˇsi del mo-
torja, saj so stalno izpostavljeni mehanskim in elektricˇnim silam. Ravno
zaradi kljucˇne vloge pri delovanju motorja in tezˇkih pogojev obratovanja je
kakovost izdelave komutatorjev izjemnega pomena.
Kolektor proizvaja vecˇ vrst komutatorjev, ki se razlikujejo glede na upo-
rabljene materiale in nacˇin izdelave. Ena izmed vrst komutatorjev je izdelana
s tehnologijo spajanja grafita in bakra. Tovrstni komutatorji HPG (glej sliko
2.1) so sestavljeni iz grafitne plosˇcˇice in z njo spojene bakrene osnove. Za
razliko od ostalih vrst komutatorjev, ki za drsno povrsˇino kontaktnih sˇcˇetk
uporabljajo baker, pri komutatorjih HPG drsno povrsˇino predstavlja grafit,
ki je v nekaterih primerih ustreznejˇsi. Komutatorji HPG se uporabljajo v
motorjih cˇrpalk za klasicˇna in alternativna goriva. Ker je v teh gorivih grafit
obstojnejˇsi od bakra, se zˇivljenjska doba cˇrpalke bistveno podaljˇsa. Poleg
tega je zaradi manjˇsega trenja med sˇcˇetko in grafitno povrsˇino izkoristek
mocˇi boljˇsi, zmanjˇsajo pa se tudi iskrenje in radiofrekvencˇne motnje.
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Slika 2.1: Primer komutatorja HPG, ki ga izdelujejo v Kolektorju.
Eden od kljucˇnih korakov v proizvodnji komutatorjev HPG je spajanje
metaliziranega grafita in bakrene osnove [3]. Postopek spajanja s pomocˇjo
spojne paste zdruzˇi grafitno plosˇcˇico z bakreno osnovo. Postopek mora zago-
toviti cˇim vecˇjo trdnost spoja, saj ta neposredno vpliva na kakovost celotnega
komutatorja. Zaradi velike odvisnosti kakovosti koncˇnega izdelka od trdno-
sti spoja je po koncˇanem spajanju nujna ocena kakovosti spoja, ki trenutno
poteka rocˇno. Rocˇni nadzor je cˇasovno potraten in zaradi mozˇnosti cˇlovesˇke
napake ne zagotavlja tocˇnosti rezultata, zato je smiselna avtomatizacija nad-
zora kakovosti.
2.2 Zajem slik
Komutator HPG je sestavljen iz osmih simetricˇnih segmentov. Zajem slike
vsakega od segmentov je izveden s pomocˇjo za to razvitega manipulatorja.
Manipulator vsak komutator zavrti okoli njegove osi in v ustreznih trenut-
kih zajame slike posameznih segmentov. Ko zajete slike, kot je opisano v
razdelku 4.2.1, sˇe nekoliko poravnamo, so pripravljene na nadaljnje procesi-
ranje. Slika 2.2 prikazuje obmocˇje segmenta ki nas v nadaljevanju zanima.
V tem obmocˇju se namrecˇ nahajajo vsi pokazatelji morebitnih napak, ki jih
iˇscˇemo. Poleg tega so na sliki oznacˇeni glavni deli segmenta, na katere se
bomo sklicevali pri opisu napak v podpoglavju 2.3.
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Slika 2.2: Obmocˇje segmenta, na katerem se ob morebitnih napakah nahajajo
njihovi pokazatelji.
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2.3 Napake v postopku spajanja
Pri spajanju grafita in bakra lahko pride do razlicˇnih vrst napak. Za namen
avtomatskega preverjanja kakovosti smo se odlocˇili za iskanje sˇtirih najpogo-
stejˇsih vrst napak, ki so obenem tudi najprimernejˇse za zaznavanje s strojnim
vidom. Komutator, ki ima vsaj eno izmed teh napak, ni primeren za nadalj-
njo obdelavo in ga je potrebno izlocˇiti s proizvodne linije. Primere iskanih
napak vidimo na sliki 2.3, v nadaljevanju pa so nasˇtete in na kratko opisane:
• posˇkodba metalizacije – pred ali med spajanjem pride do fizicˇnih po-
sˇkodb in deformacij metaliziranega grafita. Na slikah se to kazˇe pred-
vsem v temnejˇsih obmocˇjih na grafitnem delu komutatorja;
• neorientiranost – grafitna plosˇcˇica in bakrena osnova po spajanju nista
ustrezno poravnani;
• presezˇek spojne paste – pri spajanju grafitne plosˇcˇice z bakreno osnovo
je bilo dodano prevecˇ spojne paste, zato je ta na dolocˇenih mestih
prekrila baker. Na slikah so glavni pokazatelji te napake bela obmocˇja
na bakrenem delu;
• primanjkljaj spojne paste – pri spajanju grafitne plosˇcˇice z bakreno
osnovo je bilo dodano premalo spojne paste, zato je trdnost spoja
vprasˇljiva. Na slikah je tako obmocˇje spoja med bakrom in grafitom
zaradi pomanjkanja spojne paste temnejˇse kot sicer.
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(a) (b)
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Slika 2.3: Primeri napak pri spajanju grafitne plosˇcˇice in bakrene osnove,
ki jih zˇelimo prepoznavati: a) posˇkodba metalizacije, b) neorientiranost, c)
presezˇek spojne paste in d) primanjkljaj spojne paste.
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Poglavje 3
Metodologija
Postopek preverjanja kakovosti je razdeljen na fazo strojnega vida in fazo
strojnega ucˇenja. To poglavje v nadaljevanju na kratko predstavi obe po-
drocˇji in podrobneje opiˇse metode, ki so uporabljene v postopku preverjanja
kakovosti, predstavljenem v poglavju 4.
3.1 Strojni vid
Podrocˇje strojnega vida se ukvarja s tehnologijami in metodami, ki se med
drugim uporabljajo pri preverjanju kakovosti in analizi izdelkov ter vodenju
in nadzoru industrijskih procesov. Prvi korak v teh postopkih je ustrezen
zajem slike. Zajeto sliko z razlicˇnimi metodami procesiranja slik obdelamo
in iz nje izlusˇcˇimo informacije, na podlagi katerih nato dolocˇamo nadaljnje
akcije.
Na podrocˇju strojnega vida smo se najvecˇ ukvarjali z obdelavo slike in
pridobivanjem informacij iz nje. V naslednjih podpoglavjih so po knjigah
[8, 9] povzete osnove procesiranja slik in metode, ki so relevantne za nadzor
kakovosti komutatorjev.
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3.1.1 Digitalna slika
Sliko lahko hranimo v razlicˇnih slikovnih formatih. V tabeli 3.1 so prika-
zani najpogostejˇsi slikovni formati in njihove lastnosti. V nasˇem primeru so
slike shranjene v formatu TIFF, ki je vse bolj priljubljen tudi na podrocˇju
strojnega vida.
Tabela 3.1: Najpogosteje uporabljeni slikovni formati in njihove lastnosti
[10].
Format Najvecˇje sˇtevilo barv Najvecˇje sˇtevilo odtenkov sive
TIFF 16 M 256
GIF 256 256
JPEG 16 M 256
BMP 16 M 256
PNG 256 T 65536
TGA 16 M 256
Pri obdelavi slike je le-ta predstavljena kot dvodimenzionalna matrika,
v kateri vrednost elementa predstavlja barvo pripadajocˇega slikovnega ele-
menta. Posamezni slikovni elementi so ponavadi predstavljeni z binarnimi
vrednostmi dolzˇine k, kar pomeni, da lahko hranijo 2k razlicˇnih vrednosti.
Najpogosteje se pri procesiranju slik srecˇujemo z naslednjimi vrstami slik.
• Barvne slike – Cˇeprav poznamo vecˇ barvnih modelov, je vecˇina barvnih
slik predstavljena z barvnim modelom RGB (angl. Red, Green, Blue).
Vsak slikovni element je pri taki sliki predstavljen s tremi barvnimi
kanali, od katerih vsak hrani osembitno vrednost, ki predstavlja inten-
ziteto ene od barvnih komponent (rdecˇa, zelena, modra).
• Intenzitetne slike – Za razliko od barvnih slik imajo intenzitetne slike
samo en barvni kanal, ki predstavlja intenziteto slike. Intenzitetno
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sliko ponavadi dobimo iz barvne slike tako, da iz nje izlocˇimo posame-
zen barvni kanal ali pa v en kanal zdruzˇimo povprecˇne vrednosti vseh
barvnih kanalov.
• Binarne slike – Vsak slikovni element binarne slike je predstavljen z
enim bitom, kar pomeni, da lahko vsebuje le vrednosti 0 in 1. Binarna
slika je podvrsta intenzitetne slike, ki pa lahko hrani le dve vrednosti.
Tako sliko dobimo z upragovanjem intenzitetne slike.
3.1.2 Tocˇkovne operacije
Tocˇkovne operacije spreminjajo vrednosti posameznih slikovnih elementov.
Pri tem je nova vrednost elementa odvisna od prejˇsnje vrednosti istega ele-
menta in od preslikovalne funkcije. Preslikovalna funkcija je pri homogenih
tocˇkovnih operacijah neodvisna od polozˇaja slikovnega elementa, pri neho-
mogenih tocˇkovnih operacijah pa se pri izracˇunu vrednosti uposˇteva tudi ko-
ordinate slikovnega elementa. Pri tocˇkovnih operacijah moramo uposˇtevati,
da lahko nove vrednosti elementov segajo izven intervala dopustnih vredno-
sti, zato jih moramo omejiti. V nadaljevanju predstavljamo najpogosteje
uporabljene tocˇkovne operacije.
• Prilagajanje kontrasta – Kontrast je razlika med intenzitetami posa-
meznih slikovnih elementov na sliki in omogocˇa razlocˇevanje objektov
na sliki. Kontrast slike prilagajamo tako, da vsak slikovni element
mnozˇimo z dolocˇeno konstanto. Cˇe je konstanta vecˇja od 1, se kon-
trast slike povecˇa, saj se razlike med vrednostmi posameznih elementov
povecˇajo, cˇe pa je konstanta manjˇsa od 1, se kontrast slike zmanjˇsa.
• Prilagajanje svetlosti – Svetlost slike pove, koliksˇna je povprecˇna inten-
ziteta slike. Spreminjanje svetlosti ne vpliva na razlike med slikovnimi
elementi. Svetlost slike prilagajamo tako, da vsem slikovnim elemen-
tom priˇstejemo konstanto. Cˇe je konstanta vecˇja od 0, se svetlost slike
povecˇa, cˇe pa je manjˇsa od 0, se zmanjˇsa.
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• Invertiranje slike – Pri invertiranju slik gre za spremembo vrstnega
reda vrednosti slikovnih elementov. Sliko invertiramo tako, da stare
vrednosti negiramo in rezultatom priˇstejemo konstanto, ki je enaka
najvecˇji vrednosti, ki jo lahko hrani posamezen slikovni element.
• Upragovanje slike – Upragovanje intenzitetno sliko pretvori v binarno.
Vrednosti slikovnih elementov locˇi na dva razreda glede na mejno vre-
dnost. Slikovni elementi, ki so manjˇsi od mejne vrednosti, dobijo vre-
dnost 0, elementi, ki so vecˇji ali enaki mejni vrednosti, pa dobijo vre-
dnost 1.
3.1.3 Filtriranje slik
Filtriranje je operacija, ki za izracˇun vrednosti novega elementa uporabi vecˇ
kot en slikovni element. Natancˇneje za izracˇun novega elementa uporabi sli-
kovne elemente okoli njega. Vpliv sosednjih slikovnih elementov je dolocˇen
z utezˇmi v jedru filtra. Ucˇinek filtra je odvisen od njegove vrste in nasta-
vitev. Filtre glede na njihove matematicˇne lastnosti delimo na linearne in
nelinearne.
Znacˇilna predstavnika linearnih filtrov sta:
• filter za glajenje – jedro filtra matrika vsebuje samo pozitivne utezˇi,
zato tak filter zmanjˇsuje razlike med sosednimi slikovnimi elementi in
tako gladi sliko;
• diferencˇni filter – jedro filtra vsebuje tudi negativne utezˇi, zato tak filter
poudarja lokalne spremembe v intenziteti slike.
Med nelinearnimi filtri se najpogosteje uporabljajo naslednji:
• minimalni in maksimalni filter – element prevzame vrednost najmanj-
sˇega oz. najvecˇjega slikovnega elementa v obmocˇju jedra filtra;
• medianin filter – ta filter nadomesti vrednost slikovnega elementa z
vrednostjo mediane elementov z obmocˇja jedra filtra.
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Na rezultat filtriranja lahko vplivamo tudi s spreminjanjem filtrirnih nasta-
vitev. Nastavljamo lahko velikost in obliko jedra filtra, hkrati pa lahko jedru
dolocˇimo utezˇi, ki dolocˇajo, kaksˇen vpliv ima posamezen slikovni element
regije.
3.1.4 Morfolosˇke operacije
Morfolosˇke operacije so namenjene predvsem binarnim slikam. Na binar-
nih slikah slikovni elementi z vrednostjo 0 predstavljajo ozadje, elementi z
vrednostjo 1 pa ospredje slike. Morfolosˇke operacije uporabljamo za nad-
zorovano spreminjanje lokalne strukture takih slik. Delovanje morfolosˇkih
operacij je odvisno od uporabljenega strukturnega elementa, ki je podobno
kot slika predstavljen z binarno matriko.
Osnovni morfolosˇki operaciji sta erozija in sˇiritev. Z erozijo obmocˇja
ospredja skrcˇimo in tako odstranimo manjˇsa obmocˇja, medtem ko s sˇiritvijo
obmocˇja ospredja razsˇirimo. Ti dve osnovni operaciji vkljucˇujeta sestavljena
operatorja:
• odprtje – najprej izvedemo operacijo erozije, ki odstrani manjˇsa obmocˇja,
nato pa na dobljeni sliki izvedemo sˇe operacijo sˇiritve, ki neodstranjena
obmocˇja razsˇiri na prvotno velikost;
• zaprtje – najprej izvedemo operacijo sˇiritve, ki obmocˇja ospredja razsˇiri
in zapolni morebitne luknje v njih, nato pa na dobljeni sliki izvedemo
sˇe operacijo erozije, ki povecˇana obmocˇja skrcˇi na zacˇetno velikost.
3.1.5 Oznacˇevanje obmocˇij na sliki
Pri analizi obmocˇij na binarni sliki je potrebno ugotoviti, kateremu obmocˇju
pripadajo posamezni slikovni elementi ospredja slike in koliko obmocˇij je na
sliki. Postopek iskanja teh podatkov se imenuje oznacˇevanje obmocˇij (angl.
region labeling). Postopek oznacˇevanja obmocˇij sosednje slikovne elemente
ospredja postopno povezˇe v obmocˇja, pri cˇemer vsi slikovni elementi enega
obmocˇja dobijo skupno oznako.
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Pri oznacˇevanju obmocˇij se lahko odlocˇimo za dve sosesˇcˇini, ki dolocˇata,
kateri slikovni elementi so sosedje opazovanega slikovnega elementa. 4-sosesˇcˇi-
na za sosede uposˇteva samo slikovne elemente, ki se nahajajo pravokotno od
opazovanega, medtem ko 8-sosesˇcˇina uposˇteva tudi slikovne elemente, ki se
nahajajo diagonalno od opazovanega slikovnega elementa.
Najvecˇkrat uporabljena postopka za oznacˇevanje obmocˇij sta poplavlja-
nje in zaporedno oznacˇevanje, ki delujeta zaporedno, vendar se z razvojem
tehnologij za vzporedno procesiranje uveljavljajo tudi vzporedni postopki




0 slikovni element ozadja,
1 neoznacˇen slikovni element ospredja,
2, 3, ... oznacˇen slikovni element ospredja,
(3.1)
po koncˇanem postopku pa so vsi elementi ospredja oznacˇeni z oznako obmocˇja,
ki mu pripadajo. Sˇtevilo obmocˇij dobimo tako, da presˇtejemo sˇtevilo razlicˇnih
oznak vecˇjih od 1, velikost posameznega obmocˇja pa tako, da presˇtejemo sli-
kovne elemente, ki nosijo oznako tega obmocˇja.
3.1.6 Iskanje ujemanja predloge s sliko
Na podrocˇju strojnega vida je pogost problem iskanje dolocˇenega motiva na
sliki. Resˇevanja problema se lotimo tako, da predlogo, na kateri se nahaja
iskani motiv, primerjamo z deli obravnavane slike. Predlogo pomikamo po
sliki in za vsak pomik izracˇunamo ujemanje, ki ga predloga dosega na tem
delu slike. Uporabimo lahko razlicˇne mere ujemanja, ki primerjajo intenzi-
teto solezˇnih slikovnih elementov predloge in dela slike. Na koncu dobimo
matriko, ki za vsak del slike pove stopnjo ujemanja s predlogo. Dobljeno
matriko glede na uporabljeno mero ujemanja ustrezno upragujemo in tako
najdemo mesta, na katerih je ujemanje najvecˇje in je tako verjetnost, da se
tam nahaja iskani motiv, najvecˇja.
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3.2 Strojno ucˇenje
V splosˇnem kot strojno ucˇenje opredelimo tiste aktivnosti, ki pripomorejo,
da nek sistem bolje opravlja svoje naloge. V nasprotju s statisticˇno analizo
podatkov strojnega ucˇenja ne zanima le gradnja cˇimbolj zanesljivih mode-
lov, temvecˇ tudi gradnja razumljivih modelov, ki jih je mogocˇe pojasniti.
Glavni nalogi strojnega ucˇenja sta razvoj in uporaba algoritmov za prido-
bivanje znanja iz podatkov. Najbolj raziskano podrocˇje strojnega ucˇenja je
ucˇenje na osnovi primerov (angl. instance based learning), imenovano tudi
induktivno strojno ucˇenje [11]. Pri tovrstnem ucˇenju algoritmu posredujemo
ucˇne primere, ki predstavljajo primere resˇenih problemov nekega podrocˇja.
Algoritem na ucˇnih primerih iˇscˇe vzorce in zakonitosti, ki povezujejo lastnosti
primerov z njihovimi razredi. Ugotovitve nato uporabi za nadaljnje resˇevanje
problemov na tem podrocˇju.
V nadaljevanju so po knjigi [12] povzete metode induktivnega strojnega
ucˇenja, ki so bile uporabljene v diplomskem delu.
3.2.1 Odlocˇitvena drevesa
Ena najbolj znanih in sˇiroko uporabljenih metod strojnega ucˇenja na osnovi
ucˇnih primerov je gradnja odlocˇitvenih dreves. Rezultat ucˇenja teh metod je
predstavljen v obliki odlocˇitvenega drevesa. Odlocˇitveno drevo je v formal-
nem smislu graf, sestavljen iz vozliˇscˇ in povezav. Notranja vozliˇscˇa v grafu
predstavljajo dolocˇen atribut, povezave med vozliˇscˇi predstavljajo vrednosti
tega atributa, zunanja vozliˇscˇa pa vrednosti razredov.
Osnovni algoritem za gradnjo odlocˇitvenega drevesa je algoritem ID3 [13].
Ta algoritem odlocˇitvena drevesa gradi tako, da ucˇno mnozˇico deli na pod-
mnozˇice. Delitev poteka rekurzivno in se nadaljuje, dokler vsi primeri posa-
mezne podmnozˇice ne pripadajo istemu razredu. Pri delitvi na podmnozˇice
je kljucˇna ustrezna izbira atributa, na podlagi katerega se opravi delitev. Iz-
brani atribut mora v deljeni mnozˇici nositi najvecˇjo kolicˇino informacij o tej
mnozˇici, saj tako omogocˇa najboljˇso razdelitev mnozˇice. Poznamo vecˇ razlicˇic
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algoritmov za gradnjo odlocˇitvenih dreves, ki za delitev mnozˇice uporabljajo
razlicˇne mere informacijskih prispevkov atributov. Algoritem C4.5 [14], ki
smo ga uporabljali, izhaja iz algoritma ID3 in za delitev mnozˇic uporablja
informacijski prispevek.
3.2.2 Bagging
Metoda bagging zdruzˇuje vecˇ odlocˇitvenih modelov v en skupen model. To je
pri klasifikacijskih problemih najlazˇje izvesti z glasovanjem. Razlicˇni modeli
so zgrajeni na razlicˇnih, enako velikih ucˇnih mnozˇicah, katerih primeri so
izbrani iz skupne ucˇne mnozˇice. Izbira ucˇnih primerov za odlocˇitvene modele
poteka postopno. Prvemu modelu se nakljucˇno dolocˇi ucˇna mnozˇica, katero
vsak naslednji model prevzame in zamenja dolocˇeno sˇtevilo njenih primerov
z novimi nakljucˇno izbranimi primeri. Tako so ucˇne mnozˇice posameznih
odlocˇitvenih modelov razlicˇne, a sˇe vedno temeljijo na isti osnovi.
Razlicˇni ucˇni primeri botrujejo znatnim razlikam v zgrajenih modelih.
Razlog za to je predvsem nestabilnost postopka gradnje odlocˇitvenih dreves.
Majhne razlike v ucˇnih primerih lahko na nekem nivoju hitro spremenijo
izbrani delitveni atribut, kar povzrocˇi spremembo celotne strukture drevesa
pod tem nivojem in veliko razliko v klasifikaciji. Pri glasovanju imajo vsi
uporabljeni modeli enako utezˇ in enako vplivajo na koncˇno odlocˇitev, ki je
ponavadi tocˇnejˇsa od napovedi modela, zgrajenega na celotni ucˇni mnozˇici.
3.2.3 Boosting
Metoda boosting podobno kot metoda bagging z glasovanjem zdruzˇi vecˇ
odlocˇitvenih modelov, ki pa so zgrajeni tako, da drug drugega dopolnjujejo.
Za razliko od metode bagging, pri kateri je vsak model zgrajen neodvisno od
ostalih modelov, je pri metodi boosting vsak model odvisen od ucˇinkovitosti
predhodnega modela. Vsak naslednji odlocˇitveni model se osredotocˇa na kla-
sifikacijo primerov, ki so bili s predhodnim modelom napacˇno klasificirani.
Pri glasovanju imajo zato tocˇnejˇsi odlocˇitveni modeli vecˇjo utezˇ in tako vecˇji
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vpliv na koncˇno klasifikacijo.
3.2.4 Metoda podpornih vektorjev
Metoda podpornih vektorjev (angl. support vector machine) ucˇne primere
predstavlja kot tocˇke v prostoru, katerih polozˇaj je dolocˇen z vrednostmi nji-
hovih atributov. Model tocˇke po prostoru opiˇse tako, da so primeri razlicˇnih
razredov cˇim bolj locˇeni. Ob klasifikaciji model testne primere umesti v isti
prostor in jim glede na obmocˇje, kamor spadajo, dolocˇi razred. Tocˇke ucˇnih
primerov, ki so najblizˇje locˇnici med razredi, imenujemo podporni vektorji.
Za vsak razred vedno obstaja vsaj en podporni vektor, pogosto pa jih je
vecˇ. Za locˇevanje dveh razredov potrebujemo le njune podporne vektorje,
saj vsebujejo vse podatke, potrebne za dolocˇitev locˇnice med njima. Vse
ostale tocˇke lahko po dolocˇitvi podpornih vektorjev zanemarimo.
3.2.5 Umetne nevronske mrezˇe
Umetna nevronska mrezˇa (angl. artificial neural network) je matematicˇni
model, ki temelji na biolosˇkih nevronskih mrezˇah. Sestavljena je iz mnozˇice
medsebojno povezanih procesnih elementov, imenovanih umetni nevroni. Ne-
vroni so povezani z utezˇenimi povezavami, ki dolocˇajo obnasˇanje nevronske
mrezˇe. Nevroni drug drugemu posˇiljajo signale. Cˇe je vsota sprejetih si-
gnalov pri dolocˇenemu nevronu dovolj velika, se signal prenese na njegov
izhod. Utezˇi vhodov, povezave in pragovi nevronov za prenos signalov se
v fazi ucˇenja oblikujejo in spreminjajo, dokler ne najdejo najustreznejˇsega
odlocˇitvenega modela.
3.2.6 Precˇno preverjanje rezultatov
Pri ucˇenju modelov lahko pride do prevelike prilagoditve ucˇni mnozˇici (angl.
overfitting), kar povzrocˇi, da je ocena tocˇnosti modela nenatancˇna in prevecˇ
optimisticˇna. Pri osnovnem nacˇinu preverjanja tocˇnosti odlocˇitvenega mo-
dela ta problem odpravimo tako, da primere razdelimo na ucˇno in testno
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mnozˇico. Ucˇno mnozˇico uporabimo za ucˇenje modela, na testni mnozˇici pa
preverjamo njegovo tocˇnost. Cˇe imamo na voljo majhno sˇtevilo primerov, je
taksˇno ocenjevanje tocˇnosti neustrezno, saj zastopanost razredov v ucˇni in
testni mnozˇici ni vedno ustrezna.
Tovrstne tezˇave odpravimo s precˇnim preverjanjem. Pri precˇnem pre-
verjanju klasifikacijske tocˇnosti celotno mnozˇico primerov razdelimo na n
skupin. Primere n − 1 skupin uporabimo za gradnjo odlocˇitvenega modela,
preostala skupina pa sluzˇi kot testna mnozˇica, ki pokazˇe, kako tocˇen je zgra-
jeni odlocˇitveni model. Postopek ponovimo n-krat. V vsaki ponovitvi testno
mnozˇico predstavlja druga skupina primerov. Tako dobimo n klasifikacijskih
tocˇnosti, katerih povprecˇje predstavlja oceno tocˇnosti koncˇnega drevesa, ki




Za namene avtomatskega nadzora kakovosti komutatorjev smo implementi-
rali postopek, ki obsega dve fazi. V prvi fazi iz slike pridobimo potrebne
atribute, v drugi pa komutatorju na podlagi pridobljenih atributov dolocˇimo
razred, kateremu pripada. To poglavje predstavlja uporabljena orodja, po-
stopek nadzora kakovosti in njegovo implementacijo.
4.1 Orodja in programske knjizˇnice
4.1.1 Visual Studio 2010
Za izvedbo vgradnega sistema za nadzor kakovosti komutatorjev smo upora-
bljali Microsoftovo razvojno okolje Visual Studio 2010 [15], ki je namenjeno
sˇirokemu obsegu uporabnikov. Osnovna razlicˇica podpira programske jezike
C/C++, Visual Basic, C# in F#. Visual Studio smo vecˇinoma uporabljali
v navezi s programskim jezikom C++ in programskim paketom OCL.
4.1.2 Programski paket OCL
Visual Studio smo povezali s programskim paketom OCL [16], ki je del
knjizˇnice OpenCV (angl. Open Computer Vision) in implementira nekatere
njene funkcije. OpenCV [6] je programska knjizˇnica, ki implementira mnozˇico
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funkcij strojnega vida od sˇtetja pik do zahtevnejˇsih algoritmov za prepozna-
vanje lastnosti slik. Programski paket OCL za razliko od osnovne programske
knjizˇnice OpenCV funkcije strojnega vida izvaja paralelno s pomocˇjo ogrodja
OpenCL (angl. Open Computing Language) [7]. Za potrebe projekta COP-
CAMS so ustrezne le funkcije iz programskega paketa OCL, saj je glavni cilj
projekta paralelizacija postopkov s pomocˇjo platforme STHORM [2].
4.1.3 Weka
Weka [5] je odprtokodna programska oprema, ki nudi sˇirok nabor orodij in
algoritmov za analizo podatkov ter strojno ucˇenje. Napisana je v javi, kar
zagotavlja dobro prenosljivost med razlicˇnimi platformami. Weka podpira
standardne funkcije podatkovnega rudarjenja, kot so predpriprava podatkov,
zdruzˇevanje v skupine, klasifikacija, regresija, vizualizacija in izbira atribu-
tov. Prilagodljiva je potrebam uporabnika, saj se lahko uporablja kot graficˇni
vmesnik, ki ne zahteva znanja programiranja, ali pa kot programska knjizˇnica
v povezavi z razvojnim okoljem. V okviru diplomskega dela je bila Weka upo-
rabljena za gradnjo odlocˇitvenih modelov in preverjanje njihove tocˇnosti.
4.1.4 Eclipse
Eclipse [17] je programsko okolje, ki je primarno namenjeno programiranju
v javi, omogocˇa pa tudi programiranje v drugih programskih jezikih. Eclipse
smo v povezavi z Weko uporabljali v zadnji fazi strojnega ucˇenja, katere
glavni del je bila implementacija in testiranje metaklasifikatorja.
4.2 Pridobivanje atributov iz slike
Atribute iz slike pridobivamo v vecˇ korakih. V prvem koraku dolocˇimo kot na-
giba segmenta na sliki, v drugem koraku iz slike izrezˇemo dolocˇena obmocˇja, v
tretjem koraku pa iz izrezanih obmocˇij pridobimo atribute. Koraki postopka
pridobivanja atributov iz slike so opisani v naslednjih razdelkih.
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4.2.1 Dolocˇanje kota nagiba segmenta na sliki
Slike segmentov komutatorja so zajete s pomocˇjo za to razvitega manipu-
latorja. Cˇeprav manipulator zagotovi priblizˇno poravnanost segmentov, sˇe
vedno pride do rahlih odstopanj. Ta sicer niso vecˇja od nekaj milimetrov,
a vseeno onemogocˇajo pravilen izrez pomembnih obmocˇij. Prvi korak pri
pridobivanju lastnosti s pomocˇjo strojnega vida je zato dolocˇanje kota, za
katerega je segment na sliki zavrten. Za izracˇun kota je potrebno dolocˇiti
polozˇaj dveh tocˇk na segmentu komutatorja. To sta srediˇscˇe luknje komu-
tatorja (tocˇka O na sliki 4.1) in tocˇka na sredini nozˇice (tocˇka P na sliki
4.1).
Iz zajete slike najprej pridobimo rdecˇi barvni kanal, ki se je pri iskanju
tocˇk izkazal za najustreznejˇsega. Pridobljeni kanal predstavlja intenzitetno
sliko, ki jo z upragovanjem spremenimo v binarno. To sliko nato obdelamo z
morfolosˇkima operacijama odprtja in zaprtja ter tako odpravimo morebitne
sˇume in nepravilnosti na sliki.
Binarno sliko uporabimo za iskanje potrebnih tocˇk. Najprej poiˇscˇemo
srediˇscˇe luknje komutatorja. Polmer kroga je konstanten, zato smo se odlocˇili,
da bomo srediˇscˇe kroga poiskali s postopkom iskanja predloge na sliki. Po-
stopek pove, kateri del slike se po intenziteti najbolj ujema s predlogo, vidno
na sliki 4.2a. Predloga predstavlja del kroga, ki je skupen vsem fotografijam
ne glede na njihovo zavrtenost. Relacije med tocˇkami pri iskanju srediˇscˇa
Slika 4.1: Shema postopka za dolocˇanje nagiba segmenta komutatorja
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kroga so prikazane na sliki 4.2b. Predloga se najbolje ujema z obmocˇjem,
oznacˇenim z zelenim pravokotnikom. Z metodo iskanja predloge na sliki to-
rej dobimo koordinati tocˇke M . Srediˇscˇe kroga, ki je predstavljeno s tocˇko
O, izracˇunamo z uposˇtevanjem relativne razdalje do tocˇke M , ki je v vseh
primerih enaka. Koordinatam tocˇke M po osi x priˇstejemo ∆x2, po osi y pa
∆y2.
Ko najdemo srediˇscˇe luknje, poiˇscˇemo sˇe tocˇko na sredini nozˇice (tocˇka
P na sliki 4.3). Koordinato x tocˇke P dobimo tako, da od koordinate x
srediˇscˇa luknje odsˇtejemo ∆x1. Na tem mestu pregledamo celoten stolpec
slike, ki je na sliki 4.3 predstavljen z zeleno cˇrto, in poiˇscˇemo najviˇsje lezˇecˇi
bel slikovni element. Tocˇka T , kjer se nahaja ta element, predstavlja vrh
nozˇice. Koordinati y tocˇke T priˇstejemo polovico sˇtevila belih elementov v
stolpcu, kar znasˇa polovico viˇsine nozˇice in je na sliki 4.3 oznacˇeno z ∆y3.
Tako dobimo viˇsino sredine nozˇice in s tem koordinato y tocˇke P .
S pomocˇjo dobljenih tocˇk lahko izracˇunamo kot β, za katerega je segment
na sliki zavrten, z enacˇbo:
β = − arctan ∆y1
∆x1
, (4.1)
kjer je ∆x1 razlika med koordinatama x tocˇk O in P , ∆y1 pa razlika med
koordinatama y istih tocˇk.
4.2.2 Izrezovanje obmocˇij
Pri preverjanju kakovosti komutatorja iˇscˇemo sˇtiri vrste napak, katerih po-
kazatelji so prisotni v tocˇno dolocˇenih obmocˇjih slike. Ker bi ostala obmocˇja
slike predstavljala sˇum v podatkih, jih z uporabo binarnih mask, prikazanih
na sliki 4.4, odstranimo. Pri tem je izbira maske odvisna od iskane vrste
napake.
Izrez teh obmocˇij smo sprva izvedli tako, da smo slike z vrtenjem in
premikom poravnali tako, da so bila obmocˇja vedno na istem mestu in je bil
posledicˇno njihov izrez preprost. Problem pri tem postopku je predstavljalo
glajenje, ki je ob vrtenju popacˇilo sliko. Ta problem smo odpravili tako, da
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(a) (b)
Slika 4.2: Iskanje tocˇke M : a) predloga za iskanje tocˇke M , b) relacija med
tocˇko M in srediˇscˇem luknje O.
Slika 4.3: Iskanje tocˇke P na sredini nozˇice komutatorja.
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(a) (b)
(c) (d)
Slika 4.4: Primeri binarnih mask, ki sluzˇijo za izrez obmocˇij, kjer se pojavljajo
napake: a) posˇkodba metalizacije, b) neorientiranost, c) presezˇek spojne
paste in d) primanjkljaj spojne paste.
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smo polozˇaj in kot rotacije mask prilagodili posamezni sliki. Posledicˇno ni
potrebe po rotiranju slike in le-te zato ne popacˇimo.
Za pravilno postavitev maske so potrebni trije podatki. To so polmer
oddaljenosti srediˇscˇa obmocˇja za izrez od srediˇscˇa luknje (robm na sliki 4.5),
koordinate srediˇscˇa luknje in kot, za katerega je segment na sliki zavrten. Prvi
podatek je konstanten za vsako obmocˇje posebej in ga ni potrebno izracˇunati,
druga dva pa smo izracˇunali, kot je opisano v razdelku 4.2.1. Izracˇunani kot
uporabimo za vrtenje maske okrog njene osi. Tako dosezˇemo, da je maska
pravilno orientirana glede na komutator na sliki.
Kot vidimo na sliki 4.5, koordinato srediˇscˇa maske, ki je predstavljena s
tocˇko S, dobimo tako, da koordinati x srediˇscˇa luknje (tocˇka O) odsˇtejemo
razdaljo a, koordinati y pa priˇstejemo razdaljo b. Vrednosti a in b sta:
a = robm cos β, (4.2)
b = robm sin β. (4.3)
Ko najdemo srediˇscˇe maske, ga uporabimo za izracˇun koordinat levega
zgornjega kota maske, ki je na sliki predstavljen s tocˇko I. Tocˇko izracˇunamo
tako, da koordinati x tocˇke S odsˇtejemo ∆x4, kar predstavlja polovico sˇirine
binarne maske, koordinati y pa odsˇtejemo ∆y4, kar je polovica viˇsine binarne
maske. Ko imamo tocˇko I, iz slike izrezˇemo pravokotnik, katerega levi zgor-
nji kot se nahaja v tocˇki I in je enake velikosti kot binarna maska. Nadaljnji
postopek se izvaja samo na izrezanem pravokotniku, katerega primer je pri-
kazan na sliki 4.6a, in je skladen z uporabljeno masko, ki jo vidimo na sliki
4.6b. Preostanka slike v nadaljevanju ne obravnavamo.
V zadnjem koraku na izrezanem pravokotniku zatemnimo nepomembno
obmocˇje dolocˇeno z binarno masko in pridemo do rezultata prikazanega na
sliki 4.6c. To storimo tako, da za vsak slikovni element na sliki izracˇunamo
novo vrednost po enacˇbi:
V ′(u,v) =
0 cˇe velja M(u,v) = 0,V(u,v) sicer, (4.4)
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Slika 4.5: Dolocˇanje obmocˇja za izrez.
kjer sta spremenljivki u in v koordinati elementa, V ′(u,v) nova vrednost ele-
menta slike, V(u,v) stara vrednost elementa slike, M(u,v) pa vrednost istolezˇne-
ga elementa v binarni maski. Postopek ohrani le del slike, na katerem imajo
istolezˇni slikovni elementi v binarni maski vrednost vecˇjo od nicˇ.
4.2.3 Pridobivanje atributov
Ko iz slike izrezˇemo dolocˇeno obmocˇje, s postopkom prikazanim na sliki 4.7
izracˇunamo atribute. Vhodne spremenljivke postopka so barvni kanal, veli-
kost filtra glajenja, prag binarnega upragovanja in prag filtra delcev. Vhodne
spremenljivke so bile dolocˇene s predhodno optimizacijo postopka v programu
LabVIEW. Najprej iz slike pridobimo barvni kanal, pri cˇemer je izbira kanala
odvisna od iskane vrste napake oziroma od obmocˇja, ki ga preiskujemo. Tako
dobimo intenzitetno sliko enega od kanalov. Dobljeno sliko, katere primer vi-
dimo na sliki 4.8a, nato s filtrom mediane zgladimo. Na zglajeni sliki nato
izvedemo postopek upragovanja, ki slikovne elemente manjˇse od praga po-
stavi na 0, ostale pa na 1. Tako dobimo binarno sliko, katere primer vidimo
na sliki 4.8b.
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(a) (b) (c)
Slika 4.6: Obdelava izrezanega dela slike komutatorja: a) izrezani del slike, b)
binarna maska, c) rezultat zatemnitve izrezanega dela slike z binarno masko
po enacˇbi (4.4)
Slika 4.7: Shema postopka pridobivanja atributov iz izrezanega obmocˇja.
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(a) (b)
Slika 4.8: Intenzitetna slika in njeno upragovanje: a) primer intenzitetne slike
rdecˇega kanala, b) rezultat njenega binarnega upragovanja.
Naslednji korak je filtriranje majhnih delcev. Preden lahko na sliki upo-
rabimo filter delcev in izlocˇimo premajhne, je treba delce najti. Posamezen
delec predstavlja skupina povezanih slikovnih elementov ospredja na sliki.
Binarna slika ima vse slikovne elemente ospredja oznacˇene z 1. Da lahko
locˇimo posamezne delce med sabo, jih moramo povezati v skupine tako, da
vse elemente ene skupine oznacˇimo z enako oznako, ki pa je vecˇja od 0. Za
to je najprimernejˇsi postopek oznacˇevanja obmocˇij, ki pa v programskem
paketu OCL ni implementiran, zato smo ga na podlagi psevdokode [18] im-
plementirali z uporabo programskega ogrodja OpenCL.
Postopek oznacˇevanja obmocˇij vrne sliko, na kateri so elementi posa-
meznega obmocˇja oznacˇeni z enako pozitivno sˇtevilko, elementi ozadja so
oznacˇeni z 0, luknje v delcih pa nosijo vrednost –1. Za lazˇje in hitrejˇse pri-
dobivanje atributov smo z ogrodjem OpenCL implementirali sˇe funkcijo, ki
presˇteje sˇtevilo slikovnih elementov, ki pripadajo dolocˇeni skupini, in izdela
histogram slike. Histogram je enodimenzionalna tabela, v kateri vsak stolpec
hrani sˇtevilo slikovnih elementov, ki imajo vrednost enako indeksu stolpca.
V histogram ne zapisujemo slikovnih elementov z vrednostma –1 in 0, torej
lukenj v delcih in ozadja.
Filter delcev zanemari delce, ki so manjˇsi od dolocˇene meje, tako da
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odstrani delce, ki vsebujejo premalo slikovnih elementov. Vsak stolpec histo-
grama predstavlja delec in hrani sˇtevilo slikovnih elementov, ki mu pripadajo.
Filter delcev torej zbriˇse stolpce, katerih vrednost je manjˇsa od zahtevane.
Tako dosezˇemo, da histogram hrani samo sˇe dovolj velike delce in njihove
velikosti.
Na podlagi pridobljene slike in histograma lahko pridobimo naslednje
atribute:
• sˇtevilo delcev – sˇtevilo stolpcev v tabeli histograma, katerih vrednost
je vecˇja od 0;
• vsota delcev – sesˇtevek vrednosti vseh stolpcev v tabeli histograma;
• velikost najvecˇjega delca – najvecˇja vrednost v tabeli histograma;
• velikost najmanjˇsega delca – najmanjˇsa vrednost v tabeli histograma;
• delezˇ vseh lukenj – sˇtevilo slikovnih elementov z vrednostjo –1 delimo
s sˇtevilom vseh slikovnih elementov z vrednostjo razlicˇno od 0;
• delezˇ lukenj v najvecˇjem elementu – ker so vse luknje na sliki oznacˇene
z –1 in ne vemo, katera pripada najvecˇjemu delcu, moramo le-tega
pridobiti iz slike in samo na njem ponoviti celoten postopek oznacˇevanja
delcev. Izracˇun atributa je nato enak izracˇunu delezˇa vseh lukenj.
Postopek pridobivanja atributov iz slik je tako zakljucˇen. Atribute sˇtirih
obmocˇij pridobimo iz vseh slik ucˇne mnozˇice in jih zapiˇsemo v datoteko
formata ARFF, ki jo v fazi strojnega ucˇenja uporabimo v orodju Weka. Da-
toteka poleg atributov za vsako sliko hrani tudi kakovostni razred, ki mu
komutator na sliki pripada in je bil za vsako sliko dolocˇen rocˇno s strani stro-
kovnjakov. Razred je enak vrsti napake na komutatorju oz. “brez napak”.
4.3 Klasifikacija
Klasifikacijo smo razdelili na dva nivoja. Spodnji nivo sestavljajo sˇtirje
osnovni klasifikatorji. Vsak izmed njih je zadolzˇen za prepoznavanje ene
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od sˇtirih vrst napak. Na zgornjem nivoju imamo metaklasifikator, ki napo-
vedi klasifikatorjev na spodnjem nivoju zdruzˇi in dolocˇi, v kateri razred spada
komutator. Za klasifikatorje spodnjega nivoja smo uporabili odlocˇitvena dre-
vesa, zgrajena z algoritmom J48, ki predstavlja Wekino implementacijo al-
goritma C4.5 v javi. Odlocˇitveno drevo je za nasˇe potrebe najprimernejˇse,
saj ga je najlazˇje implementirati na nivoju koncˇne industrijske aplikacije.
Koncˇna aplikacija bo klasifikatorje brala iz posameznih datotek, kar omogocˇa
enostavno spreminjanje odlocˇitvenih modelov tudi po koncˇani fazi razvoja.
Zgrajeno odlocˇitveno drevo Weka izpiˇse kot strukturirano besedilo, kate-
rega primer vidimo na sliki 4.9. Rdecˇe vrednosti predstavljajo indeks atri-
buta, ki ga v pogoju primerjamo z modro obarvano vrednostjo, zelene vre-
dnosti pa predstavljajo razred, ki ga klasifikator vrne za obravnavani primer.
Konkretno vrednost 1 pomeni, da je napaka prisotna, vrednost 0 pa, da na-
pake ni. V oklepaju je predstavljena porazdelitev po razredih, a je v trenutni
izvedbi ne uposˇtevamo.
Besedilo vsakega od sˇtirih odlocˇitvenih dreves na spodnjem nivoju zapiˇse-
mo v tekstovno datoteko, ki jo nato v aplikaciji preberemo, razcˇlenimo z
razcˇlenjevalno funkcijo in uporabimo za klasifikacijo posameznih primerov.
Psevdokodo razcˇlenjevalne funkcije vidimo na sliki 4.10.
Slika 4.9: Izpis odlocˇitvenega drevesa, dobljen z orodjem Weka.
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Slika 4.10: Psevdokoda razcˇlenjevalne funkcije za branje zapisov odlocˇitvenih
dreves.
V psevdokodi so uporabljene naslednje funkcije:
• preveri pogoj() – preveri pogoj trenutne vrstice in vrne 1, cˇe velja, in
0 sicer;
• vsebuje dvopicˇje() – preveri ali vrstica vsebuje dvopicˇje in vrne 1, cˇe
velja, in 0 sicer;
• razred vrstice() – vrne vrednost razreda v vrstici;
• globina vrstice() – vrne globino vrstice.
Razcˇlenjevanje se zacˇne v prvi vrstici tekstovne datoteke. Cˇe pogoj velja,
preverimo, ali vrstica predstavlja list ali vozliˇscˇe odlocˇitvenega drevesa. Cˇe
vrstica vsebuje dvopicˇje, predstavlja list, saj za dvopicˇjem vedno najdemo
razred. Tega nato vrnemo in tako zakljucˇimo iskanje. Cˇe vrstica ne vsebuje
dvopicˇja, predstavlja vozliˇscˇe drevesa. Ker smo zˇe prej ugotovili, da pogoj v
vozliˇscˇu velja, zakljucˇimo prvi prehod zanke in se pomaknemo vrstico nizˇje,
kjer se nahaja naslednji pogoj. Cˇe prvi pogoj ne velja, moramo najti njegovo
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alternativo. To storimo tako, da najdemo naslednjo vrstico, katere globina
je enaka globini prvega pogoja. Pogoj v najdeni vrstici zagotovo velja, zato
ga ni potrebno preverjati. Preverimo le, ali je vrstica list ali vozliˇscˇe dre-
vesa in glede na ugotovljeno nadaljujemo po zgornjem vzorcu. Na ta nacˇin
iz sˇtirih tekstovnih datotek preberemo sˇtiri klasifikatorje, s katerimi iˇscˇemo
prisotnost sˇtirih vrst napak. Rezultate klasifikatorjev na spodnjem nivoju
v koncˇno klasifikacijo zdruzˇi metaklasifikator, ki deluje na naslednji nacˇin.
Cˇe nobeden od klasifikatorjev ne najde napake, je komutator dober (brez
napak), cˇe napako najde vsaj eden, pa komutator ni ustrezen. Vrsta napake
je v primeru konfliktov med klasifikatorji dolocˇena z uposˇtevanjem prioritet
klasifikatorjev. Cˇe za dolocˇen primer napako javi vecˇ klasifikatorjev, se torej
uposˇteva klasifikator z najviˇsjo prioriteto med njimi.
Poglavje 5
Izracˇuni in rezultati
To poglavje opisuje pridobivanje rezultatov in njihovo ovrednotenje. Predsta-
vljeni so ucˇna mnozˇica in nacˇini uporabe ucˇnih primerov za ucˇenje klasifika-
torjev. Testirali smo sˇtiri dodatne metode za gradnjo odlocˇitvenih modelov,
katerih rezultati so primerjani z rezultati odlocˇitvenih dreves.
5.1 Ucˇna mnozˇica
Ucˇna mnozˇica vsebuje 359 ucˇnih primerov, katerih porazdelitev po razredih
vidimo v tabeli 5.1. Ucˇno mnozˇico predstavljajo slike komutatorjev, razde-
ljene v pet razredov. Prvi razred predstavlja komutatorje brez napak, ki so
primerni za nadaljnjo proizvodnjo, ostali sˇtirje razredi pa predstavljajo neu-
strezne komutatorje. Uporabnik (Kolektor Group d.o.o.) je izrazil zˇeljo po
klasifikaciji v vseh pet razredov, ne le v razreda dober in slab, saj to omogocˇa
natancˇnejˇse spremljanje proizvodnje in lazˇje odpravljanje napak. Iz tega ra-
zloga smo se osredotocˇili zgolj na ta petrazredni klasifikacijski problem.
Komutatorji z napako so razdeljeni glede na vrsto napake, ki je razvidna
iz slike. Vrste napak so opisane v podpoglavju 2.3. Za vsako sliko v ucˇni
mnozˇici datoteka ARFF hrani pridobljene atribute vseh sˇtirih obmocˇij in
razred, ki mu slika pripada in je bil dolocˇen s strani ekspertov. Vsaka vrstica
datoteke hrani podatke za posamezno sliko. Podatki v vrsticah so zapisani
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po skupinah, pri cˇemer vsaka skupina hrani po sˇest atributov dolocˇenega
obmocˇja, zadnji element pa predstavlja razred slike.
5.2 Nacˇini ucˇenja
Glede na ucˇno mnozˇico in nabor atributov smo se odlocˇili, da bomo testi-
rali pet nacˇinov ucˇenja klasifikatorjev na spodnjem nivoju. Graficˇni prikaz
naslednjih nacˇinov ucˇenja vidimo na sliki 5.1.
• Nacˇin 1 – Pri gradnji klasifikatorjev na spodnjem nivoju za iskanje po-
samezne vrste napake uporabimo samo sˇest atributov, ki so pridobljeni
iz obmocˇja, na katerem je ta napaka najbolje vidna. Pri tem ucˇno
mnozˇico predstavljajo samo dobri primeri in primeri iskane vrste na-
pake. Primere z ostalimi vrstami napak pri ucˇenju zanemarimo. Pri
tem nacˇinu predpostavimo, da atributi, ki niso del kriticˇnega obmocˇja,
pri iskanju dolocˇene vrste napake vnasˇajo sˇum in tako znizˇujejo tocˇnost.
Prav tako predpostavimo, da sˇum med podatke vnasˇajo primeri drugih
vrst napak v ucˇni mnozˇici, zato jih iz nje odstranimo.
• Nacˇin 2 – Pri gradnji klasifikatorjev na spodnjem nivoju za iskanje
posamezne vrste napake uporabimo vse atribute vseh obmocˇij. Pri tem
ucˇno mnozˇico predstavljajo samo primeri brez napak in primeri iskane
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vrste napake. Primere z ostalimi vrstami napak pri ucˇenju zanemarimo.
Pri tem nacˇinu izbiro atributov popolnoma prepustimo klasifikatorju.
Kot pri nacˇinu 1 predpostavimo, da sˇum v podatke vnasˇajo primeri
drugih vrst napak v ucˇni mnozˇici, zato jih iz nje odstranimo.
• Nacˇin 3 – Pri gradnji klasifikatorjev na spodnjem nivoju za iskanje po-
samezne vrste napake uporabimo samo sˇest atributov, ki so pridobljeni
iz obmocˇja, v katerem je ta vrsta napake (najbolje) vidna. Pri tem v
ucˇni mnozˇici dobre primere predstavljajo vsi primeri, ki ne vsebujejo
iskane vrste napake, slabe primere pa primeri, ki jo vsebujejo. Pri tem
nacˇinu predpostavimo, da atributi, ki niso del kriticˇnega obmocˇja, pri
iskanju dolocˇene vrste napake vnasˇajo sˇum in tako znizˇujejo tocˇnost.
Za razliko od nacˇina 1 primerov, ki nimajo iskane vrste napake, ne
zavrzˇemo in tako ohranimo vse podatke, kar utegne izboljˇsati tocˇnost.
• Nacˇin 4 – Pri gradnji klasifikatorjev na spodnjem nivoju za iskanje
posamezne vrste napake uporabimo vse atribute vseh obmocˇij. Pri tem
v ucˇni mnozˇici dobre primere predstavljajo vsi primeri, ki ne vsebujejo
iskane vrste napake, slabe primere pa primeri, ki jo vsebujejo. Pri tem
nacˇinu izbiro atributov popolnoma prepustimo klasifikatorju, primerov,
ki nimajo iskane vrste napake, pa ne zavrzˇemo in tako ohranimo vse
podatke.
• Nacˇin 5 – Ucˇenja ne opravimo na dveh nivojih s sˇtirimi klasifikatorji
na spodnjem nivoju in enem na zgornjem, temvecˇ vse pridobljene po-
datke uporabimo za ucˇenje enega vecˇrazrednega klasifikatorja, ki pri-
mere klasificira v enega od petih razredov. Primerjava med rezultati
tega nacˇina in rezultati ostalih nacˇinov bo pokazala, cˇe je klasifikacija
v dveh nivojih sploh smiselna, in cˇe je, koliksˇne so izboljˇsave.
Da bi dobili cˇim tocˇnejˇse rezultate ucˇenja, smo njihovo tocˇnost merili s
pomocˇjo precˇnega preverjanja. Za preverjanje tocˇnosti klasifikacije je bila
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Slika 5.1: Testirani nacˇini ucˇenja. Barvni okviri predstavljajo obseg ucˇnih
primerov, uporabljenih pri posameznem nacˇinu ucˇenja.
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potrebna implementacija metaklasifikatorja, na katerem je mozˇno izvajanje
precˇnega preverjanja, ki ga ponuja orodje Weka, kar zagotovi ustreznejˇse
ocenjevanje tocˇnosti klasifikacije.
Metaklasifikator (glej sliko 5.2) na spodnjem nivoju vsebuje tabelo sˇtirih
klasifikatorjev. V ucˇni funkciji metaklasifikatorja poteka ucˇenje klasifika-
torjev spodnjega nivoja. Vsak tak klasifikator za ucˇenje prejme ustrezno
filtrirane podatke, ki so odvisni od iskane vrste napake in izbranega nacˇina
ucˇenja. Ob klasifikaciji testnega primera metaklasifikator pridobi napove-
dani razred od vsakega od klasifikatorjev spodnjega nivoja in se nato glede
na odgovore ter dolocˇene prioritete odlocˇi, kaksˇna bo koncˇna klasifikacija
primera. Poleg nastavitve nacˇina ucˇenja in prioritet klasifikatorjev lahko na-
stavljamo tudi metodo ucˇenja osnovnih klasifikatorjev in tako primerjamo
tocˇnost odlocˇitvenih dreves s tocˇnostjo drugih metod.
Slika 5.2: Shema metaklasifikatorja.
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5.3 Primerjava nacˇinov in metod ucˇenja
Za gradnjo klasifikatorjev smo uporabili pet metod ucˇenja, ki jih ponuja
orodje Weka:
• J48 – Wekina implementacija algoritma C4.5, ki generira odlocˇitveno
drevo,
• ANN – Wekina metoda ucˇenja z umetno nevronsko mrezˇo Multilayer
Perceptron,
• Bagging – Wekina razlicˇica metode bagging,
• AdaBoost – Wekina razlicˇica metode boosting,
• SMO – Wekina razlicˇica metode podpornih vektorjev.
Na vsaki od teh metod smo testirali pet nacˇinov ucˇenja, ki so opisani v podpo-
glavju 5.1. Rezultate precˇnega preverjanja vidimo na sliki 5.3. Slika prikazuje
porazdelitev klasifikacijskih tocˇnosti, ki jih dosega posamezna kombinacija
metode in nacˇina ucˇenja ob razlicˇnih kombinacijah prioritet klasifikatorjev na
spodnjem nivoju, dolocˇenih v metaklasifikatorju. Sˇirina porazdelitve klasifi-
kacijske tocˇnosti pove, koliko je klasifikacijska tocˇnost posamezne kombinacije
odvisna od prioritete klasifikatorjev na spodnjem nivoju. Pri nacˇinu ucˇenja 5
prioritet ne dolocˇamo, zato so njegovi rezultati na sliki predstavljeni kot posa-
mezne vrednosti. Na sliki 5.3 vidimo, da pri razlicˇnih nacˇinih ucˇenja dobimo
podobno porazdelitev ne glede na uporabljeno metodo. Tocˇnost nacˇinov 1 in
2 je pri vseh metodah zelo odvisna od nastavljene prioritete in se lahko razli-
kuje za skoraj 15 odstotnih tocˇk, medtem ko sta nacˇina 3 in 4 od nastavljene
prioritete veliko manj odvisna.
Skupna lastnost nacˇinov 1 in 2 je njuna ucˇna mnozˇica. Sestavljajo jo samo
primeri brez napak in primeri iskane vrste napake. Primeri ostalih vrst na-
pak so odstranjeni in tako ne nastopajo pri gradnji klasifikatorja. Podrobnejˇsi
pregled rezultatov nacˇinov 1 in 2 je pokazal, da vsi osnovni klasifikatorji do-
bro klasificirajo komutatorje brez napak, saj slednji sestavljajo ucˇno mnozˇico
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vsakega od klasifikatorjev. Drugacˇe je pri komutatorjih z napako, pri katerih
so rezultati posameznih osnovnih klasifikatorjev zelo razlicˇni. Nekateri so pri
napovedovanju vrste napake veliko bolj nagnjeni k pozitivnemu rezultatu in
tako ob napacˇno nastavljenih prioritetah preglasujejo tiste, ki so manj na-
gnjeni k pozitivnemu rezultatu, a hkrati bolj tocˇni. To je glavni razlog za
velik vpliv prioritet na klasifikacijsko tocˇnost. S pravilno nastavljenimi pri-
oritetami sta lahko nacˇina 1 in 2 konkurencˇna ali celo boljˇsa od preostalih
nacˇinov. Za razliko od nacˇinov 1 in 2 nacˇina 3 in 4 za ucˇenje uporabljata vse
primere komutatorjev, kar povzrocˇi manjˇso odvisnost klasifikacijske tocˇnosti
od nastavljenih prioritet. Ker ucˇne mnozˇice sestavljajo vsi primeri komuta-
torjev, je pri klasifikaciji veliko manj konfliktov med osnovnimi klasifikatorji.
Prioriteta te redke konflikte razresˇi in zato sˇe vedno nekoliko vpliva na kla-
sifikacijsko tocˇnost.
Na klasifikacijsko tocˇnost vpliva tudi izbira atributov. Pri nacˇinih 1 in
2, pri katerih ucˇno mnozˇico sestavljajo samo primeri brez napak in primeri
iskane vrste napake, se bolj izkazˇe nacˇin 1, ki za ucˇenje uporablja samo
sˇest atributov, izmed nacˇinov 3 in 4 pa je boljˇsi nacˇin 4, ki uporablja vse
atribute. Kot vemo iz razdelka 4.2.2, atribute pridobivamo iz obmocˇij, ki
vsebujejo glavne pokazatelje dolocˇenih vrst napak. Ko pri nacˇinu 2 upora-
bimo atribute vseh obmocˇij, hkrati pa ucˇno mnozˇico sestavljajo le primeri
ene vrste napake, atributi nepotrebnih obmocˇij predstavljajo sˇum in nizˇajo
klasifikacijsko tocˇnost. Nasprotni ucˇinek dosezˇemo pri nacˇinu 4, pri katerem
ucˇno mnozˇico sestavljajo primeri vseh vrst napak. Atributi vseh obmocˇij
v tem primeru ne predstavljajo sˇuma, temvecˇ sluzˇijo za razlocˇevanje med
posameznimi napakami.
V primerjavi z nacˇinom 5, ki predstavlja enonivojsko klasifikacijo z vsemi
ucˇnimi primeri in vsemi atributi, smo izboljˇsavo dosegli pri metodah ANN,
J48 in AdaBoost. Pri prvih dveh se je nekoliko bolj izkazal nacˇin 4, pri metodi
AdaBoost pa so zelo nizko tocˇnost nacˇina 5 presegli vsi ostali nacˇini. Pri
metodah SMO in Bagging klasifikacijske tocˇnosti nacˇina 5 nismo izboljˇsali.
Rezultate najboljˇsih primerov vsake od petih metod vidimo v tabeli 5.2,
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Slika 5.3: Primerjava rezultatov ucˇnih metod in nacˇinov ucˇenja.
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Tabela 5.2: Najboljˇsi primeri posameznih ucˇnih metod
Ucˇna metoda Nacˇin ucˇenja Prioriteta Klasifikacijska tocˇnost [%]
ANN 4 N3, N2, N4, N1 86,22
Bagging 5 / 84,02
SMO 5 / 83,74
AdaBoost 1 N3, N2, N1, N4 83,47
J48 4 N1, N3, N4, N2 83,47
kjer sta prikazana tudi nacˇin ucˇenja in nastavitev prioritete klasifikatorjev
na spodnjem nivoju, s katerima je metoda dosegla ta rezultat. Prioritete
klasifikatorjev so v tabeli predstavljene kot permutacija oznak, pri kateri
prioriteta pada od leve proti desni in kjer posamezne oznake predstavljajo
naslednje klasifikatorje:
• N1 – klasifikator za iskanje posˇkodbe metalizacije,
• N2 – klasifikator za iskanje presezˇka spojne mase,
• N3 – klasifikator za iskanje primanjkljaja spojne mase,
• N4 – klasifikator za iskanje neorientiranosti komutatorja.
Tabela 5.3 prikazuje najboljˇse rezultate posameznih nacˇinov ucˇenja. Pri-
kazana je tudi ucˇna metoda in nastavitev prioritete, s katerima je nacˇin
ucˇenja dosegel ta rezultat. Vidimo, da se je pri nacˇinih 4 in 5, ki sta
najtocˇnejˇsa, najbolj izkazala metoda ANN. Sledi jima nacˇin 1 z metodo Ada-
Boost, pri nacˇinih 2 in 3 pa je najboljˇsi rezultat dosegla metoda Bagging.
Med vsemi kombinacijami ucˇnih metod, nacˇinov ucˇenja in prioritet kla-
sifikatorjev na spodnjem nivoju se je za najboljˇso izkazala metoda ANN pri
nacˇinu ucˇenja 4 in prioriteti N3, N2, N4, N1. Klasifikacijska tocˇnost omenjene
kombinacije je dosegla vrednost 86,22% in skoraj za 3% presega najviˇsjo
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Tabela 5.3: Najboljˇsi primeri posameznih nacˇinov ucˇenja
Nacˇin ucˇenja Ucˇna metoda Prioriteta Klasifikacijska tocˇnost [%]
4 ANN N3, N2, N4, N1 86,22
5 ANN / 85,39
1 AdaBoost N2, N3, N1, N4 83,47
3 Bagging N4, N1, N3, N2 81,54
2 Bagging N3, N2, N1, N4 79,33
tocˇnost metode J48, ki je predvidena za koncˇno aplikacijo. Cˇeprav je raz-
lika ocˇitna, zaenkrat sˇe ni smiselno spreminjati delovanja koncˇne aplikacije,
saj bo po vgradnji aplikacije v proizvodno linijo zaradi drugacˇnih pogojev
potreben ponoven zajem slik in ponovno ucˇenje, testiranje ter primerjava
ucˇnih metod na novi ucˇni mnozˇici. Zajem slik bo po vgradnji avtomatiziran
in bo omogocˇal hitro in ucˇinkovito gradnjo velike ucˇne mnozˇice, ki bo dala
zanesljivejˇse in tocˇnejˇse rezultate, na podlagi katerih bo dokoncˇno izbrana
uporabljena metoda.
Rezultati in ugotovitve tega diplomskega dela so koristni in bodo sluzˇili
kot dobra osnova ter vodilo za nadaljnje prilagoditve in izboljˇsave avtomat-
skega nadzora kakovosti komutatorjev.
Poglavje 6
Sklep
Glavni cilj diplomskega dela je bil razvoj vgradne aplikacije, ki v realnem cˇasu
izvaja avtomatski nadzor kakovosti komutatorjev v proizvodnem postopku.
Prvi izziv pri tej nalogi je bila paralelizacija pridobivanja atributov iz slik. S
pomocˇjo knjizˇnice OpenCV in programskega ogrodja OpenCL smo uspesˇno
paralelizirali celotno fazo strojnega vida, ki je cˇasovno najzahtevnejˇsa, in
tako omogocˇili hitro in ucˇinkovito delovanje koncˇne aplikacije.
Druga faza v delovanju aplikacije je klasifikacija posameznega komuta-
torja na podlagi atributov, pridobljenih iz njegove slike. Paralelizacija te faze
ni bila potrebna, saj smo za njeno izvedbo uporabili resˇitev, ki za klasifikacijo
uporablja odlocˇitvena drevesa in ni cˇasovno prezahtevna. Odlocˇitvena dre-
vesa smo na podlagi ucˇne mnozˇice zgradili v programskem okolju Weka in jih
kot strukturirano besedilo zapisali v tekstovne datoteke. Te datoteke koncˇna
aplikacija razcˇleni in iz njih izlusˇcˇi odlocˇitvena drevesa, na podlagi katerih
nato klasificira posamezne primere komutatorjev. Tekstovne datoteke lahko
spreminjamo in tako ustrezno prilagajamo delovanje odlocˇitvenih dreves tudi
po koncˇani fazi razvoja.
Ko smo dosegli pravilno delovanje aplikacije, smo se lotili zbiranja in ana-
lize rezultatov. Za namen primerjave smo preizkusili pet nacˇinov ucˇenja v
kombinaciji s petimi ucˇnimi metodami, hkrati pa smo opazovali tudi odvi-
snost klasifikacijske tocˇnosti od prioritet klasifikatorjev za posamezne vrste
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napak. Zaradi majhne ucˇne mnozˇice smo se prevecˇ optimisticˇnim napovedim
izognili s precˇnim preverjanjem. Rezultati so pokazali veliko odvisnost kla-
sifikacijske tocˇnosti od uporabljenih nacˇinov ucˇenja in nastavitev prioritet.
Ugotovili smo tudi, da odlocˇitvena drevesa, ki so predvidena za koncˇno apli-
kacijo, niso najtocˇnejˇsa, zato je v nadaljevanju razvoja smiselno uposˇtevati
druge metode, ki so se izkazale za tocˇnejˇse.
Aplikacija trenutno deluje na osebnem racˇunalniku, paralelizacija pa je
izvedena preko graficˇne kartice. V nadaljevanju projekta bomo celotno apli-
kacijo prenesli na platformo STHORM, na kateri bomo izvedli sˇe zadnje
popravke, ki bodo zagotovili hitro in zanesljivo delovanje. Sledila bo vgra-
dnja aplikacije v proizvodno linijo. Po vgradnji bosta zaradi spremenjenih
pogojev potrebna ponoven zajem slik za ucˇno mnozˇico in ponovna gradnja
odlocˇitvenega modela, pri kateri bodo ugotovitve tega diplomskega dela v
veliko pomocˇ.
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