Humans and animals often must choose between rewards that differ in their qualities, magnitudes, immediacy, and likelihood, and must estimate these multiple reward parameters from their experience. However, the neural basis for such complex decision making is not well understood. To understand the role of the primate prefrontal cortex in determining the subjective value of delayed or uncertain reward, we examined the activity of individual prefrontal neurons during an inter-temporal choice task and a computer-simulated competitive game. Consistent with the findings from previous studies in humans and other animals, the monkey's behaviors during inter-temporal choice were well accounted for by a hyperbolic discount function. In addition, the activity of many neurons in the lateral prefrontal cortex reflected the signals related to the magnitude and delay of the reward expected from a particular action, and often encoded the difference in temporally discounted values that predicted the animal's choice. During a computerized matching pennies game, the animals approximated the optimal strategy, known as Nash equilibrium, using a reinforcement learning algorithm. We also found that many neurons in the lateral prefrontal cortex conveyed the signals related to the animal's previous choices and their outcomes, suggesting that this cortical area might play an important role in forming associations between actions and their outcomes. These results show that the primate lateral prefrontal cortex plays a central role in estimating the values of alternative actions based on multiple sources of information.
Introduction
Behavioral goals can be characterized in multiple dimensions. For example, two alternative rewards of different magnitudes might become available after unequal delays, and they might be forfeited according to different probabilities. Economic theories, such as the expected utility theory (von Neumann & Morgenstern, 1944) , have shown that even for the outcomes with such diverse attributes, a numerical score or utility can be assigned to each option so that the decision maker's choices can be seen as a process of maximizing these quantities. A decision maker whose choices can be consistently described by such utility functions has been referred to as rational. Although actual choices of human decision makers do not always conform to this rationality criterion (Kahneman & Tversky, 1979; Rick & Loewenstein, 2008) , the expected utility theory and its derivatives still provide a valuable framework to analyze the choice behaviors in a variety of contexts (Starmer, 2000) . For example, the assumption that the utility of a reward expected from a given action decreases with its delay can account for the observation that people and animals are less likely to pursue a delayed reward than a more immediate reward of a similar magnitude (Frederick, Loewenstein, & O'Donoghue, 2002; Green & Myerson, 2004) .
Inter-temporal choice refers to the problem of choosing among different rewards that may be delivered at different times. This occurs frequently in our daily lives, since rewards and other outcomes from many of our choices are often not immediately realized and might be delivered asynchronously. When the reward from a particular action is delayed, this decreases the decision maker's preference and tendency to take the action to acquire it. This is referred to as temporal discounting, and can be formalized mathematically by a discount function describing how the preference for a reward decreases with its delay. A large number of behavioral studies have demonstrated that the value of a delayed reward decreases more steeply when the delay is relatively short, indicating that a delayed reward might be discounted hyperbolically (Ainslie & Herrnstein, 1981; Frederick et al., 2002; Green, Fisher, Perlow, & Sherman, 1981; Green, Fry, & Myerson, 1994; Green & Myerson, 2004; Kalenscher & Pennartz, 2008; Kim, Hwang, & Lee, 2008; Rachlin & Green, 1972) . Although the neural mechanisms involved in temporal discounting and inter-temporal choices are still poorly understood, previous neuroimaging studies have suggested that the fronto-corticostriatal network may play an important role (Ballard & Knutson, 2009; Berns, Laibson, & Loewenstein, 2007; Gregorios-Pippas, Tobler, & Schultz, 2009; Kable & Glimcher, 2007; Luhmann, Chun, Yi, Lee, & Wang, 2008; McClure, Ericson, Laibson, Loewenstein, & Cohen, 2007; McClure, Laibson, Loewenstein, & Cohen, 2004; Tanaka et al., 2004; Weber & Huettel, 2008) . In addition, singleneuron recording studies in non-human primates have shown that the information about the magnitude and timing of an upcoming reward is encoded in the activity of individual neurons in the dorsolateral prefrontal cortex (DLPFC; (Leon & Shadlen, 1999; Roesch & Olson, 2005; Tsujimoto & Sawaguchi, 2005) ). Moreover, some DLPFC neurons encode the difference in the temporally discounted values of alternative choices, suggesting that the DLPFC might play a key role in inter-temporal choice (Kim et al., 2008) . In the present study, we show that the activity of some DLPFC neurons might also reflect the temporally discounted value of the target chosen by the animal.
Although appropriately chosen utility functions can account for a variety of choice behaviors, this approach is limited when the decision makers change their preferences according to their experience. In other words, standard economic choice theory does not describe how the utility functions can be determined based on the previous experience of the decision maker. In the reinforcement learning theory (Sutton & Barto, 1998) , value functions represent the weighted sum of rewards expected in the future, and analogous to the utility functions, determine the likelihood of choosing a given action in a particular context. In contrast to utility functions, however, value functions are modified when there is a discrepancy between the expected and actual outcomes. This discrepancy is referred to as reward prediction error, and the learning process driven by such errors can explain how the choices are modified by experience. The reinforcement learning theory has been enormously successful not only in describing the observed choice behaviors in humans and animals, but also in accounting for the neural activity observed in various brain areas during adaptive decision making (Daw & Doya, 2006; Dayan & Niv, 2008; Lee, 2006) , especially when the environment is dynamic and incompletely known (Rushworth & Behrens, 2008) . Previous studies have also found that when monkeys play a competitive game against a computer opponent, they tend to approximate the optimal strategy using a reinforcement learning algorithm (Lee, Conroy, McGreevy, & Barraclough, 2004; Lee, McGreevy, & Barraclough, 2005) . In addition, the activity in the prefrontal cortex encodes the signals related to the animal's previous choices and their outcomes , 2008 . Therefore, the prefrontal cortex might contribute to improving the animal's decision-making strategies by providing the information necessary to adjust the value functions (Lee, Rushworth, Walton, Watanabe, & Sakagami, 2007) . In this paper, we briefly review these behavioral findings and also summarize the key features of prefrontal activity observed during the matching pennies game. Combined with the results from the experiment on inter-temporal choice, these results suggest that the prefrontal cortex plays an important role not only in evaluating the possible outcomes from various actions, but also in providing accurate information for such evaluations.
Prefrontal cortex and inter-temporal choice

Mathematical forms of temporal discounting
The subjective value of a delayed reward tends to decrease with its delay. This has been accounted for by assuming that the decision makers choose among various rewards by computing for each reward a quantity referred to as temporally discounted value (DV). The DV for a delayed reward can be given by the product of its magnitude, R, and the discount function, F (D), which describes the change in the value of the delayed reward as a function of its delay, D. In other words,
A large number of studies have explored various mathematical functions that might best describe this so-called temporal discounting or delay discounting. For simplicity, most of these studies have examined the discount function for a single type of reward, although there is evidence that discounting might be steeper for consumable goods than for money (Estle, Green, Myerson, & Holt, 2007; McClure et al., 2007 McClure et al., , 2004 . Denoting the discount function and its time derivative as F (D) and F (D), respectively, discount rate r can be defined as r = −F (D)/F (D).
If the discount rate is constant, then this leads to an exponential discount function, namely,
where k E refers to the discount rate and determines how steeply the discount function decreases with delay. Despite its mathematical simplicity, empirical studies in both humans and animals have almost universally found that the exponential discount function does not account for the empirical data accurately (Frederick et al., 2002; Green & Myerson, 2004; Kalenscher & Pennartz, 2008) . In particular, if the preference for a delayed reward is given by an exponential discount function, then the relative preference for two different reward magnitudes (R 1 and R 2 ) expected after waiting periods of D 1 and D 2 , respectively, should not change when the delays for both rewards are changed by the same amount, . This can be illustrated as follows. For exponential discounting, the temporally discounted value of a reward with the magnitude R 1 and delay D 1 + is given by
where F = exp(−k E ). Similarly, the temporally discounted value of a reward with the magnitude R 2 and delay D 2 + is given
This property is referred to as time consistency. The violation of time consistency is often referred to as preference reversal, and has been empirically demonstrated in both humans and animals (Ainslie & Herrnstein, 1981; Green et al., 1981 Green et al., , 1994 Rachlin & Green, 1972) . In contrast to exponential discount function, a hyperbolic discount function allows the discount rate to change with the reward delay, and is given by the following
in which the value of the parameter k H controls the steepness of temporal discounting. The discount rate for a hyperbolic discount
corresponds to the discount rate for a small delay (D ≈ 0). A large number of studies have shown that a hyperbolic discount function accounts for the behavioral data during inter-temporal choice tasks in both humans and animals (Kalenscher & Pennartz, 2008; Kim et al., 2008; Kirby, 1997; Kirby & Maraković, 1995; Madden, Begotka, Raiff, & Kastern, 2003; Mazur, 1987; Murphy, Vuchinich, & Simpson, 2001; Myerson & Green, 1995; 
Behavioral studies on temporal discounting
Several studies have investigated how monkeys discount the values of delayed rewards (Stevens, Hallinan, & Hauser, 2005; Tobin, Logue, Chelonis, & Ackerman, 1996) . Some investigators have also found that the steepness of temporal discount is comparable for chimpanzees and humans when they are tested with primary rewards (Rosati, Stevens, Hare, & Hauser, 2007) . In addition, it has been shown that rhesus monkeys discount the value of self-administered cocaine hyperbolically according to its delay (Woolverton et al., 2007) . However, it has not been tested whether monkeys show hyperbolic discounting for natural rewards. In addition, most previous studies of inter-temporal choice in animals have gradually varied the amount or delay of reward to identify the point in which the animals become indifferent between immediate and delayed rewards. Under such conditions, the animal's choices tend to be correlated in successive trials (Cardinal, Daw, Robbins, & Everitt, 2002) . This is not ideal for neurophysiological studies on temporal discounting, because neurons involved in decision making might change their activity according to the animal's previous choices and their outcomes Seo, Barraclough, & Lee, 2007) , making it difficult to distinguish it from the activity related to the decision variables in the current trial. Therefore, we have developed a novel inter-temporal choice task in which the amount and delay of reward resulting from a particular choice are indicated by visual stimuli and hence can be manipulated independently across trials (Kim et al., 2008) .
In our study, rhesus monkeys were trained to indicate their choices between two different peripheral targets by making an eye movement towards one of them ( Fig. 1) . At the beginning of each trial, the animal was required to fixate a white square presented at the center of a computer screen. After a 1 s fore-period, two peripheral targets were presented along the horizontal meridian. One of the targets (TS) was green and delivered a small amount of juice reward (0.27 ml) when it was chosen by the animal, whereas the other target (TL) was red and delivered a larger amount of reward (0.4 ml). When the central target was extinguished after a 1 s cue period, the animal was required to shift its gaze towards one of these two peripheral targets. Each peripheral target could be accompanied by a number of yellow disks, which indicated the interval between the onset of fixation on a peripheral target and the time of reward delivery. Namely, when the chosen target included N yellow disks in its ''clock'', the reward was delivered N seconds after the animal fixated the target. The behavioral data described below (Fig. 2) were obtained while the reward delay ranged from 0 to 8 s in steps of 1 s, corresponding to 0 to 8 yellow disks. All possible delay combinations for TS and TL were included in this experiment as long as the delay for the TL was equal to or longer than the delay for the TS. This produced 45 different combinations of reward delays. In addition, the positions of the TS and TL were counter-balanced across trials, resulting in 90 trials in each block. Two male rhesus monkeys (D and J) were tested in this experiment. Each animal performed 10 blocks in a daily session, and was tested for 5 days.
When both green and red targets were presented without yellow disks, indicating that any chosen reward would be delivered immediately, the animal almost always chose the red, hence large reward, target (TL; Fig. 2 ). In contrast, as the delay for the TL increased, the probability of choosing the TS increased gradually. Similarly, the animals were more likely to choose the TL as the delay for TS increased (Fig. 2) . In the following, the set of parameters corresponding to the magnitudes (R S and R L ) and delays (D S and D L ) for small and large rewards is denoted by the symbol Ω. To test whether these results are accounted for better by an exponential or hyperbolic discount function, we Fig. 1 . Spatio-temporal sequence of inter-temporal choice task. In this example, the delays for the rewards resulting from the small reward (green) and large reward (red) targets were 2 and 6 s, respectively, and the animal chose the large reward target. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Fig. 2 . Probability of choosing the small reward target, P(TS), during the inter-temporal choice task plotted for various combinations of delays for small (TS) and large (TL) reward targets. These results were obtained in separate behavioral experiments conducted prior to the neurophysiological experiments. Dots correspond to the data, whereas lines are the predictions from the best-fitting hyperbolic discount function.
assumed that the animal chose the TS with the probability given by the softmax transformation of the temporally discounted values (DV) of the small and large rewards. Namely, the probability that the animal would choose the small reward target (TS) given Ω, P(TS|Ω), is given by the following.
where β denotes the inverse temperature parameter controlling the degree of randomness in the animal's choices. The probability that the animal would choose the large reward target (TL) was given by P(TL|Ω) = 1 − P(TS|Ω). The likelihood of the animal's choices in the entire dataset was then given by the following.
where c t (TS or TL) indicates the animal's choice in trial t, Ω t the magnitudes and delays for the rewards in trial t, and N the number of trials. The parameters (k E or k H , and β) that maximize the likelihood function (Pawitan, 2001) were estimated separately for exponential and hyperbolic discount functions.
The results of this analysis showed that for both monkeys, the hyperbolic discount function fit the behavioral data substantially better than the exponential discount function (Fig. 2) . A close examination of the data illustrated in Fig. 2 shows that compared to the predictions of the hyperbolic discount function, the exponential discount function tends to underestimate the tendency for the animal to choose the small reward that is available immediately without any delays. The log likelihood for the exponential discount function computed for the entire dataset was −1907.2 and −2097.9 for monkeys D and J, respectively, whereas corresponding values for the hyperbolic discount function were −1742.9 and −1927.8. The corresponding values of log likelihood ratio were therefore 164.3 and 170.1, indicating that the hyperbolic discount function was strongly preferred. The maximum likelihood estimate for the parameter k H in the hyperbolic discount function was 0.25 and 0.21, for monkeys D and J, respectively. For hyperbolic discount
indicate that for the monkeys tested in this study, the subjective value of a delayed reward was halved when it was delayed by approximately 4-4.8 s.
Neural coding of temporally discounted values in the prefrontal cortex
To investigate whether and how the signals related to the magnitudes and delays of the expected rewards are encoded in the prefrontal cortex, we recorded the activity of individual neurons in the dorsolateral prefrontal during the inter-temporal choice task described above (Kim et al., 2008) . During this recording experiment, the delay for the small reward was 0 or 2 s, whereas the delay for the larger reward was 0, 2, 4, 6, or 8 s. All possible combinations of delays were tested as long as the delay for the large reward was no less than the delay for the small reward. With the positions of the large reward and small reward targets counterbalanced across trials, this resulted in 18 trials/block. In this study, we also included a control task to test whether neural activity seemingly related to the temporally discounted values might result from the visual stimuli used to indicate the magnitude and delay of reward. During the control task, the color of the fixation target (green or red) indicated which target the animal was required to choose, and the animal always received a small, fixed amount of juice reward (0.27 ml) immediately after it fixated the correct target. Otherwise, the stimuli and procedure used in the control task were the same as in the inter-temporal choice. The intertemporal choice task and the control task were given in alternating blocks.
The activity of 164 neurons recorded in the dorsolateral prefrontal cortex during this task (116 daily sessions) was analyzed. All of these neurons were tested in at least 6 blocks for each condition (216 trials), and most of them (135 neurons) were tested in 10 blocks (360 trials). Consistent with the results described above, the behavioral data obtained during the intertemporal choice task in this recording experiment were fit better by hyperbolic discount functions than by exponential discount functions. For example, for the behavioral data illustrated in Fig. 3 , the log likelihood for the exponential discount function was −41.9 and −48.7 for monkeys D and J, respectively, whereas the corresponding values for the hyperbolic discount function were −36.9 and 38.1. Overall, the behavioral data were fit better by the hyperbolic discount function than by the exponential discount function in 81.0% of the sessions. The average log likelihood ratio between these two models was 1.81±0.38 and 6.35±0.66 for monkeys D and J (mean ±SEM), and this difference was statistically Fig. 3 . Probability of choosing the small reward target, P(TS), for an example daily session during neurophysiological experiments. Solid and dotted lines correspond to the predictions from the best-fitting hyperbolic and exponential discount functions, respectively. TS(TL) refers to the small reward (large reward) target. significant (paired t-test, p < 10 −5 ) for both animals. The median value of the parameter k H in the hyperbolic discount function was 0.12 and 0.35 s −1 for monkeys D and J, respectively. To test whether the activity of individual neurons in the DLPFC encoded signals that influence the animal's decisions during this task, we applied the following regression model to the spike count of each neuron during the 1 s cue period.
where S denotes the spike count, C the animal's choice (0 and 1 for right-ward and left-ward choice), and DV L , DV R , and DV cho denote the temporally discounted values for the rewards expected from the left-ward and right-ward targets, and from the target chosen by the animal, respectively. The results from the behavioral analysis show that the animals tend to prefer the target with the greater temporally discounted value. Therefore, neurons modulating their activity according to the difference in the temporally discounted values for the two targets, (DV L − DV R ), might provide the signals necessary to determine the animal's choice. The results from this analysis showed that some neurons in the DLPFC changed their activity significantly according to the difference in the temporally discounted values for the two alternative targets. For example, the DLPFC neuron shown in Fig. 4 (a) increased its activity as the temporally discounted value for left-ward target increased relative to the temporally discounted value for the right-ward target (Fig. 4(a) left; t-test, p < 0.005). The activity of the same neuron was not related to the temporally discounted value for the target chosen by the animal (Fig. 4(a) , bottom left). To test whether the activity seemingly related to the temporally discounted values could reflect the response to the visual features used to indicate the magnitudes and delays of different rewards, we analyzed the activity of the same neuron during the control task. It should be noted that the temporally discounted values for all the targets in the control task were constant. Therefore, to test whether the colors of the targets and the number of disks in their clocks similarly influenced the activity of DLPFC neurons during the inter-temporal choice and control tasks, we computed fictitious temporally discounted values (FDV) for each target in the control task as if the magnitudes and delays of their rewards changed as in the inter-temporal choice task. If the neural activity seemingly related to the temporally discounted values during the inter-temporal choice were indeed due to the visual features used to indicate the magnitudes and delays of different rewards, then it should be also modulated similarly by the FDV. The activity of the neuron shown in Fig. 4(a) , however, was not significantly related to the FDV in the control task (Fig. 4(a), right) . To further test whether this difference is statistically significant or not, we applied the following regression model with a series of interaction terms. Fig. 4 . Activity of two example neurons in the DLPFC (a and b) during the inter-temporal choice (left) and control (right) tasks. Top two rows show the average spike density functions for the trials in which the animal chose the right-ward and left-ward targets, respectively. Activity was averaged separately according to the difference in the temporally discounted values for the two targets, and the magnitudes and delays of the rewards for the two targets are indicated by the legend on the right. For example, S(0):L(0) indicates that the left-ward target delivered a small reward, and that the delays for both rewards was 0s, whereas L(4):S(2) indicate that the left-ward target gave a large reward, and that the delays for the small and large rewards were 2 and 4 s, respectively. Third row shows the average spike rates during the cue period plotted according to the difference in the temporally discounted values (DV) and fictitious discounted values (FDV) for the inter-temporal choice and control task, respectively. Finally, the bottom row shows the average spike rates during the cue period plotted as a function of the DV or FDV for the target chosen by the animal in the inter-temporal choice or control task. Filled and empty symbols indicate the results for the trials in which the animals chose the right-ward and left-ward targets, respectively.
where T refers to the task (0 and 1 for inter-temporal choice and control tasks, respectively). The neuron shown in Fig. 4(a) showed a significant interaction between the task and the difference in the temporally discounted values, suggesting that its activity was modulated by the temporally discounted values only during the inter-temporal choice task. Overall, the difference in the temporally discounted values significantly modulated the activity for 16.5% of the neurons in the DLPFC (Fig. 5(a) ), and approximately half of them (48.2%) showed significant interactions between the task and the difference in the temporally discounted values.
In addition to the difference in the temporally discounted values for the two alternative targets, neurons in the DLPFC also encoded the temporally discounted value of the reward expected from the target chosen by the animal in a given trial. For example, the activity of the neuron illustrated in Fig. 4(b) increased its activity as the temporally discounted value of the left-ward target during the cue period of the trials in which the animal chose the leftward target, whereas its activity increased with the temporally discounted value of the right-ward target when the animal chose the right-ward target. Indeed, the regression analysis showed that the effect of the temporally discounted value for the chosen target was statistically significant (t-test, p < 0.0005), whereas the effect of the difference in the temporally discounted values was not significant (p = 0.91). In addition, similar to the neuron shown in Fig. 4(a) , this neuron changed its activity according to the temporally discounted value of the chosen target only during the inter-temporal choice task, but not during the control task (p = 0.23). The regression analysis also showed that this neuron showed a significant interaction between the task and the temporally discounted value of the chosen target (t-test, p < 0.05).
Overall, 30.5% of the neurons in the DLPFC showed significant modulation in their activity related to the temporally discounted value of the chosen target ( Fig. 5(a) ). Among them, 28% of the neurons also showed significant interactions between the task and the temporally discounted value of the chosen target.
We have also examined the time course of neural signals in the DLPFC related to the temporally discounted values and the animal's choice by performing the same regression analysis described above using a 200-ms sliding window with a 50-ms step size. For each time step, we determined the fraction of neurons that showed statistically significant modulations in their activity according to each variable, as well as the average amount of variance accounted for by the same variable determined by the coefficient of partial determination (CPD; (Kim et al., 2008) ). The results show that the signals related to the difference in the temporally discounted values of the two alternative rewards and the temporally discounted value of the reward chosen by the animal emerged immediately after the cue onset and almost simultaneously in the activity of neurons in the DLPFC (Fig. 5(b) , (c)). In contrast, the signals related to the animal's choice increased gradually during the cue period. This suggests that the signals related to the animal's preference for delayed rewards were gradually converted to the animal's overt behavioral response in the DLPFC.
Prefrontal cortex and reinforcement learning
Learning mixed strategies in competitive games
During the inter-temporal choice task discussed above, the animals were given complete information about the outcomes of their choices. However, for many decision-making problems in real life, there is often uncertainty about the outcomes of alternative actions. This is especially true in social contexts, in which the outcome of a decision maker's choice is determined by the interactions among multiple decision makers or players. Game theory refers to the mathematical studies on such decision making in social contexts (von Neumann & Morgenstern, 1944) . In game theory, a game is defined by a payoff matrix which describes the payoff to each player as a function of the choices of all the players. In addition, Nash equilibrium refers to a set of strategies defined for all players such that no players can increase their payoffs by deviating from such strategies individually. Although many human and animal behaviors can be at least approximately accounted for by the concept of Nash equilibrium, the predictions of Nash equilibrium can be sometimes violated. This might result because human decision makers are sometimes altruistic and therefore choose actions that can increase the well-beings of others at the expense of their own (Fehr & Camerer, 2007; Fehr & Fischbacher, 2003) . In addition, gradual convergence of decision-making strategies towards the Nash equilibrium strategies might indicate that decision makers might approximate the optimal strategies through experience, for example, by using a reinforcement learning algorithm (Camerer, 2003; Dayan, 2009; Lee, 2008; Sutton & Barto, 1998; Zhang, 2009) .
To investigate whether and how the primate prefrontal cortex contributes to the process of approximating an optimal strategy during socially interactive decision making, we trained rhesus monkeys in a computerized matching pennies game Lee et al., 2004; , 2008 . During this experiment, the animal started each trial by fixating a small square at the center of a computer screen (Fig. 6(a) ). After a 0.5 s fore-period, two green peripheral targets were presented along the horizontal meridian. When the central fixation target was extinguished after a 0.5 s delay period, the animal was required to shift its gaze towards one of the peripheral targets and maintain its fixation on the chosen target for 0.5 s. At the end of this fixation period, the computer displayed a red ring around the peripheral target it had selected, and the animal was rewarded with a small juice reward only when it chose the same target as the computer opponent. The computer was programmed to simulate a rational decision maker in the matching pennies game and made its choices so as to minimize the expected payoff to the animal. This was accomplished by estimating a series of conditional probabilities for the animal's choices and using this information to determine the target that the animal was more likely to choose (see Lee et al., 2004) . For example, if the animal had a tendency to choose the same target that was rewarded in the previous trial, then the computer opponent increased the probability of choosing the right-ward target after the animal was rewarded for choosing the left-ward target. Therefore, the optimal (Nash-equilibrium) strategy for the animal during this matching pennies game was to choose the two targets with the same probabilities and to do so independently from its previous choices and their outcomes.
Behavioral data were obtained from 6 rhesus monkeys for a total of 319 daily sessions and 200,228 trials. All animals chose the two targets almost equally frequently, and the probability of choosing each target averaged across all the sessions did not deviate more than 1% from 50% in any of the animals. In contrast, all animals displayed the tendency to choose the same target that was rewarded in the previous trial and switch to the other target otherwise. Averaged across all the animals, the probability that the animal would choose its target according to this socalled win-stay-lose-switch strategy was 0.532. Across different sessions, there was a significant negative correlation between the probability of win-stay-lose-switch strategy and the animal's reward rate (r = 0.212, p < 0.001). In other words, as the animal chose its targets more frequently according to the winstay-lose-switch strategy, this was exploited by the computer opponent and decreased the animal's reward rate. To quantify how the animal's choice in a given trial and its outcome influenced the animal's choices in subsequent trials, the following logistic regression model was applied.
where c t and o t indicate the choice of the animal and that of the computer opponent in trial t, respectively (1 and −1 for rightward and left-ward choices, respectively). Individual elements of A c indicate whether the animal has the tendency to choose the same target as in previous trials, whereas those of A o indicate whether the animal tends to choose the same target that was chosen by the computer and therefore was or would have been rewarded in previous trials. The results from this logistic regression analysis showed that there was a little or no consistent tendency for the animals to choose the same target repeatedly (Fig. 6(b) , left). In contrast, all animals showed strong tendencies to choose the same target chosen by the computer opponent in any of the last several trials (Fig. 6(b) , right), suggesting that they might have used a reinforcement learning algorithm to improve their decisionmaking strategies Sutton & Barto, 1998) .
Neural basis of reinforcement learning in the prefrontal cortex
In the reinforcement learning theory (Sutton & Barto, 1998) , the probability of taking a given action is given by a set of value functions, which are the estimates of long-term rewards. For the binary choices during the matching pennies task, the probability of choosing the right-ward target can be given by the soft-max transformation of the value functions for the left-ward and rightward targets. Namely,
where Q t (x) denotes the value function for target x in trial t, and β the inverse temperature. The value function for the target chosen in trial t was updated according to the reward prediction error, as follows.
where r t denotes the reward in trial t (0 and 1 for unrewarded and rewarded trials, respectively), and α the learning rate. The value function for the target not chosen by the animal was not updated. The two parameters of this model, α and β, were estimated for the entire behavioral data obtained from each animal using a maximum likelihood procedure (Pawitan, 2001) . The value functions estimated from this reinforcement learning model were then used in the following regression model to test whether they are encoded in the activity of each neuron in the DLPFC.
where S t denotes the spike rate during the 0.5 s delay period in trial t, and c t the animal's choice. In this model, how the neural activity was influenced by the difference in the value functions for the two alternative choices and their sum was modeled separately. The difference in the value functions might be used by the animal to determine its choice, whereas their sum might be related to the state value function (Belova, Paton, & Salzman, 2008; Seo & Lee, 2008) . This analysis was applied to 322 neurons recorded in the DLPFC of 5 monkeys , and the statistical significance of each regression coefficient was determined using a permutation test (Seo & Lee, 2008 ). The results of this analysis showed that, during the delay period, the activity of DLPFC neurons was sometimes modulated by the difference in the value functions for the two targets. For example, the neuron illustrated in Fig. 7 increased its activity significantly as the value function for the right-ward target increased relative to that for the leftward target. Overall, 13.4% of the neurons in the DLPFC significantly modulated their activity according to the difference in the value functions. Therefore, many neurons in the DLPFC encoded the signals that can be potentially used to determine the animal's choice. In addition, 28.2% and 14.0% of the DLPFC neurons showed significant modulations in their activity according to the animal's choice and the sum of the value functions for the two targets (Seo & Lee, 2008) .
The results described above suggest that the neurons in the DLPFC might play an important role in integrating the signals related to the animal's previous choices and their outcomes to update the value functions. To test this directly, we applied the following regression model that includes the previous choices of the animal and computer opponent as well as the animal's choice outcomes.
S t = B[1u t u t−1 u t−1 u t−1 ] ,
where u t is a row vector consisting of 3 dummy variables corresponding to the animal's choice (0 and 1 for the left-ward and right-ward choices, respectively), the computer's choice (coded in the same way as the animal's choice), and the reward (1 for rewarded trials and 0 otherwise) in trial t, and B is a vector of 13 regression coefficients. This analysis was performed separately for the spike rates measured with a series of non-overlapping 0.5 s bins defined relative to the time of target onset or feedback onset. The results showed that many DLPFC neurons encoded the signals related to the animal's choice and its outcome as well as the computer's choice, whereas the magnitudes and precise time courses of such signals varied substantially across different neurons Seo & Lee, 2008) . For example, the DLPFC neuron shown in Fig. 8 displayed significantly higher activity during the peripheral fixation period and the feedback period when the animal chose the right-ward target compared to when it chose the left-ward target (Fig. 8, top , Trial Lag = 0). The activity of the same neuron was also significantly higher during the delay period when the animal had chosen the right-ward target in the previous trial than when its previous choice was the left-ward target (Fig. 8, top , Trial Lag = 1). In addition, the same neuron showed significantly higher activity from the feedback period through the delay period in the following trial, when the computer opponent chose the right-ward target, compared to when the choice of the computer opponent was the left-ward target (Fig. 8, middle, Trial Lag = 0 and 1). Finally, the activity of this neuron was also modulated by the outcome of the animal's choice (Fig. 8,  bottom) . Across the population, a large fraction of the neurons in the DLPFC showed significant modulations in their activity according to these three variables (Fig. 9) .
Discussion
Almost all theories and models of decision making postulate a set of variables that quantify the desirability of outcomes expected from alternative actions. In economic theories, they correspond to utility functions, and summarize crisply the preference of the decision makers for all possible actions. In reinforcement learning, value functions represent the empirical estimates of possible outcomes expected from various actions, and are continually updated according to the experience of the decision maker. These two theoretical frameworks can account for a wide range of choice behaviors observed in humans and animals. Therefore, the neural structures, such as the prefrontal cortex, in which the signals related to utilities and value functions are identified, are likely to play a key role in decision making. For example, inter-temporal choice behaviors in many different animal species can be concisely accounted for by hyperbolic discount functions. Previously, we have shown that the activity of individual neurons in the DLPFC encodes signals related to the difference in the Fig. 8 . Activity of an example DLPFC neuron (same neuron shown in Fig. 7 ) during the matching pennies task. Each pair of small panels displays the spike density functions estimated relative to the time of target onset (left panels) or feedback onset (right panels), separately according to the animal's choice (top), the choice of the computer opponent (middle), or the animal's choice outcome (bottom) in the current (Trial Lag = 0) or previous (Trial Lag = 1 to 3) trials. Gray (black) lines correspond to the activity associated with right-ward (left-ward) choices in the top two panels or rewarded (unrewarded) trials in the bottom panels. Circles show the regression coefficients from a multiple linear regression model, which was performed separately for a series of 0.5 s windows. Large circles indicate the coefficients significantly different from zero (t-test, temporally discounted values, suggesting that the DLPFC provides the neural signals necessary for evaluating the magnitude and delay of each reward during inter-temporal choice (Kim et al., 2008) . In the present study, we also found that the activity of some neurons in the DLPFC might encode the temporally discounted value of the target chosen by the animal. Similar findings have been obtained in the orbitofrontal cortex during a behavioral task in which monkeys chose between two different types of juices that varied in their magnitudes (Padoa-Schioppa & Assad, 2006) . Therefore, the encoding of subjective value for an option or action selected by the animal might be a common feature in the primate prefrontal cortex.
In most studies on inter-temporal choice, the information about the magnitude and delay of each reward is presented unambiguously in order to examine the effect of reward delay independently of the effect of reward uncertainty. In contrast, in many real-life problems of decision making, the outcomes of various actions and their timing can be highly uncertain, and the decision makers are often required to adjust their decisionmaking strategies based on the actual outcomes of their previous choices. This adaptive process can be formally accounted for by the reinforcement learning theory (Sutton & Barto, 1998) . Similar to the findings from previous studies in human subjects (Camerer, 2003; Erev & Roth, 1998; Mookherjee & Sopher, 1994) , monkeys tend to approximate the optimal decision-making strategy during a computer-simulated competitive game using a simple reinforcement learning algorithm . In addition, the activity of individual neurons in the DLPFC encoded several different types of signals required to implement such an algorithm . For example, many neurons in the DLPFC modulate their activity according to the difference in the value functions for the two alternative targets, which in turn determines the probability of choosing each of the two targets (Seo & Lee, 2008) . During the matching pennies game, the probability of obtaining reward by choosing a particular target is determined by the probability that the same target would be chosen by the opponent. Similarly, some neurons in the DLPFC changed their activity according to the choice of the computer opponent, suggesting that such neurons might be specifically involved in updating the value functions for alternative targets. Neurons in the DLPFC also encoded signals related to the animal's previous choices, which might be used to associate particular choices and their subsequent outcomes. Such memory signals related to the animal's previous choices are referred to as eligibility trace (Sutton & Barto, 1998) . Therefore, the primate prefrontal cortex might provide the source of eligibility trace necessary for reinforcement learning, which has also been observed in the striatum (Kim et al., 2007; Lau & Glimcher, 2007) . Finally, many neurons in the DLPFC show modulations in their activity according to the outcomes of the animal's previous choices, namely the animal's reward history. These signals might be used to compute the overall reward rate, which could provide valuable information about possible changes in the animal's environment.
Although the present study focused on the role of the DLPFC in decision making, many of the computational steps described above are likely to involve a network of cortical and subcortical areas connected to the DLPFC (Lee, 2006; Levine, 2009) . For example, the signals related to the magnitude and probability of expected reward have been identified in a number of brain areas, including the posterior parietal cortex (Dorris & Glimcher, 2004; Platt & Glimcher, 1999; Sugrue, Corrado, & Newsome, 2004) and basal ganglia (Hollerman, Tremblay, & Schultz, 1998; Kawagoe, Takikawa, & Hikosaka, 1998; Samejima, Ueda, Doya, & Kimura, 2005) . In addition, signals related to the outcome of the animal's choice, such as the reward prediction error, have been found in the midbrain dopamine neurons (Schultz, 1998) as well as in the anterior cingulate cortex (Matsumoto, Matsumoto, Abe, & Tanaka, 2007; . Therefore, it remains as an important question how the signals related to the outcomes of previous choices can be incorporated into the value functions represented in multiple brain areas. For example, signals related to the value functions, previous choices of the animals, and their outcomes might converge in the basal ganglia (Kim et al., 2007; Lau & Glimcher, 2007 , 2008 in addition to the DLPFC. This suggests that the prefrontal cortex and basal ganglia might play a particularly important role in updating the value functions. However, this hypothesis needs to be tested more rigorously in future studies.
Neurobiological studies on decision making that adopted computational framework of economics and reinforcement learning theories have provided many important insights. Nevertheless, in their present forms, neither framework is likely to provide a complete account of the cognitive capabilities of human and other animal decision makers. For example, reinforcement learning algorithms that do not rely on explicit models of the animal's environment are often referred to simple or model-free (Sutton & Barto, 1998) . In addition, most reinforcement learning algorithms used in previous studies update their value functions only according to the actual outcomes of the animal's previous choices. However, human decision makers and possibly other non-human primates might be capable of improving their decision-making strategies more efficiently by exploiting the structural knowledge of their environment (Dayan, 2009; Dayan & Niv, 2008; Hampton, Bossaerts, & O'Doherty, 2006; Pan, Sawa, Tsuda, Tsukada, & Sakagami, 2008) as well as by observing the hypothetical payoffs that could have been obtained from the actions not chosen by the decision maker (Heyman, Mellers, Tishcenko, & Schwartz, 2004; Lee, 2008; Lee et al., 2005; Lohrenz, McCabe, Camerer, & Montague, 2007) . Although the neural basis of these more efficient learning algorithms might overlap with the brain areas involved in simple reinforcement learning, how these different learning algorithms coexist and interact in the brain is still not well understood and remains as an important topic for future research.
