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Abstract
Given integers x1, . . . , xm ∈ [0, n] and numbers q1, ..., qm ∈ [0, 1], let Gk = G(xk, qk), 1 ≤
k ≤ m, be independent Bernoulli random graphs with vertex sets D1, . . . , Dm. We assume
that D1, . . . , Dm are independent random subsets of V = {v1, . . . , vn} sampled uniformly
at random subject to the condition |Dk| = xk, 1 ≤ k ≤ m. We study the random graph
G(n) = ∪mk=1Gk on the vertex set V . For m,n → +∞, m = Θ(n) we show that G(n)
admits a tunable (asymptotic) power law degree distribution, global clustering coefficient and
clustering spectrum. Furthermore we establish the phase transition in the size of the largest
connected component. The results are extended to the bond and site percolated clusters.
Finally, we examine the relation between the clustering spectrum and bond percolation
threshold.
Keywords: overlapping communities, power law, clustering coefficient, random graph,
intersection graph, complex network, percolation, giant component.
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1 Introduction
We consider a random graph model of social network, where any two actors sharing a common
attribute (hobby, affiliation, etc.) have a positive probability of becoming adjacent. Let V =
{v1, . . . , vn} denote the set of actors (vertices). Given m different attributes, let D1, . . . , Dm
denote the respective groups (communities) of actors from V sharing these attributes. We
say that vi and vj are linked by Dk whenever vi and vj belong to the group Dk. Such a
link is assigned label Dk. Linked pairs may, but not need to, establish adjacency relations.
Furthermore, some communities may be denser than others. The edge density of community
Dk is denoted qk. The size of community Dk is denoted |Dk| = xk. Assuming that edges
between actors within every community are inserted independently at random we obtain the
community-affiliation graph model of [33] defined by the collection of possibly overlapping
communities D1, . . . , Dm and the sequence of probabilities q¯ = (q1, . . . , qm). In this paper
we establish the local (degree, clustering) and global (component evolution, percolation)
network properties of the typical sparse community-affiliation graph, where communities
D1, . . . , Dm are sampled at random.
Given community size vector x¯ = (x1, . . . , xm) and community strength vector q¯ =
(q1, . . . , qm) we define the overlapping Bernoulli random graph (OBG) network as follows.
Let D1, . . . , Dm be independent random subsets of V sampled uniformly at random (subject
to the condition |Dk| = xk, 1 ≤ k ≤ m). Furthermore, given D1, . . . , Dm let Gk = G(xk, qk),
1 ≤ k ≤ m, be independent Bernouli random graphs with vertex sets D1, . . . , Dm respec-
tively. Here every Gk depicts the adjacency relations between members of the hypothetical
community Dk. We label edges of Gk by Dk. The union G(x¯,q¯) = ∪mk=1Gk represents a net-
work on the vertex set V drawn uniformly at random from the class of community-affiliation
networks with given community size vector x¯ and community strength vector q¯. Note that
some edges of the network G(x¯,q¯) may have several labels.
We will consider a bit more general random graph model, where the community sizes
x¯n = (xn,1, . . . , xn,m) and respective probabilities q¯n = (qn,1, . . . , qn,m) are drawn at ran-
dom and depend on n. To generate such a random graph we sample a random vector
(X¯n, Q¯n) =
(
(Xn,1, Qn,1),. . . , (Xn,m, Qn,m)
)
from a specified probability distribution. We
assume that bivariate random vectors (Xn,1, Qn,1), . . . , (Xn,m, Qn,m) are independent and
take values in {0, 1,. . . , n}×[0, 1]. Then, given (X¯n, Q¯n), we sample the overlapping Bernoulli
random graph G(X¯n,Q¯n). We denote this random graph by G(X¯n,Q¯n). The model is gen-
eral enough to cover the case where community sizes and community strengths are non-
random (i.e., P{(Xn,i, Qn,i) = (xn,i, qn,i)} = 1, 1 ≤ i ≤ m, for some non-random vectors
(xn,1, qn,1) . . . , (xn,m, qn,m)) as well as the case where (Xn,1, Qn,1), . . . , (Xn,m, Qn,m) are in-
dependent and identically distributed.
We are interested in statistical properties of a large sparse networks where the number
of communities m and the number of actors/vertices n both tend to infinity. For notational
convenience we set m = mn and consider the sequence of random graphs G(n) = G(X¯n,Q¯n),
n ≥ 1, defined by a sequence of random vectors (X¯n, Q¯n), n ≥ 1. Let (Xn, Qn) be a bivariate
random vector with the distribution
P{Xn = x,Qn = q} = m−1
∑
1≤i≤m
P{Xn,i = x,Qn,i = q}, (x, q) ∈ {0, 1, . . . , n} × [0, 1].
Note that (Xn, Qn) represents the random vector selected uniformly at random from the
collection {(Xn,i, Qn,i), 1 ≤ i ≤ m}. It is convenient to assume that as n→ +∞
(i) (Xn, Qn) converges in distribution to some random vector (X,Q);
(ii) EX <∞ and limn→+∞EXn = EX.
The distribution of (X,Q) is then used to describe the asymptotic network properties. Fur-
thermore, we assume that n/mn → β for some β ∈ (0,+∞). The latter assumption facilitates
the clustering property: OBG admits a non-vanishing global clustering coefficient.
The OBG network introduced above represents the null model of a sparse community
affiliation graph with tunable power law degree and global clustering coefficient. The OBG
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network is related to the family of random intersection graphs, [7], [21], [28], [31]. Random
intersection graphs (RIG) have attracted considerable attention in recent literature mainly
for being convenient models of large real affiliation networks, wireless sensor networks, and
social networks with overlapping communities. For example, the “passive” RIG of [16],
which is a union of randomly located cliques, is an instance of G(n) where community sizes
Xn,1, . . . , Xn,m are iid and community strengths Qn,i ≡ 1 ∀ i and n. In the subsequent
research [20], [24] cliques of the passive RIG have been replaced by respective Bernoulli
random graphs with a constant edge density q; the network considered therein being an
instance of G(n) where Qn,i ≡ q, ∀ i and n.
The key inovation of the model proposed in the present paper is the tunable correla-
tion between the community size and community strength. This correlation defined by the
stochastic dependence between the marginals of (X,Q) allows us, for example, to model
affiliation networks with a tunable frequency of strong small communities and weak large
communities. An important feature of the OBG network model is that it admits tunable
exponent of the clustering spectrum. Namely, for a power law random variable X and for
Q = min{1, Xγ−1}, the probability that two (randomly selected) neighboors of the typcal
vertex of degree k scales as k−δ, where the exponent δ ∈ [0, 2] is defined by the power law
exponent of X and the constant 0 < γ < 1, see Theorem 3 and Corollary 1 below. In the
literature the tunable clustering spectrum has been reported for several network models:
inhomogeneous random intersection graph [6, 8], related bipartite graph projection model
[3], and hyperbolic geometric random graph [26]. We mention that the internal network
mechanism defining the clustering spectrum in OBG is different from that considered in [3],
[6, 8] and [26].
Another pleasant feature of the OBG model is its amenability to the percolation analysis.
Obviously, removal of edges of Bernoulli graph G(n, q) independently at random with proba-
bility 1− p results in Bernoulli graph G(n, pq). Similar “self-similarity” property is retained
by a sparse union of Bernoulli random graphs G(X¯n,Q¯n): removal of edges of G(X¯n,Q¯n) inde-
pendently at random with probability 1 − p yields a random graph which, for large n, has
the same asymptotic characteristic (degree distribution, global clustering coefficient, phase
transition threshold) as G(X¯n,pQ¯n). In particular, the OBG model permits a rigorous analysis
of the relation between the network clustering spectrum and bond percolation threshold, the
question discussed in physical literature [13], [27]. We address this topic in section 2.3 below.
The paper is organized as follows. In Section 2 we present our results: asymptotic degree
distribution, theoretical clustering coefficient and clustering spectrum, the phase transition
in the size of the largest connected component and the bond and site percolation clusters.
Furthermore, we discuss in detail a special model instance where the community sizes fol-
low a power law, and the community strength decreases according to another power law.
The instance admits a power-law degree distribution and a power-law clustering spectrum
with tunable exponents. Here we can rigorously analyse the relation between the clustering
spectrum and bond percolation threshold. Proofs are given in Section 3.
2 Results
Before formulating our results we introduce necessary notation. Given Bernoulli random
graph G(k, q) we select a vertex v uniformly at random and independently of the realised
edges of G(k, q). Let H(k, q) be the degree of vertex v and T (k, q) be the number of vertices
reachable from v by edges of G(k, q) (that is T (k, q) + 1 is the number of vertices of the
connected component containing vertex v). We call T (k, q) the transitive degree of G(k, q).
Denote p(k, q, l) = P{T (k, q) = l}, l = 0, 1, . . . . Clearly, H(k, q) has binomial distribution
Bin(k−1, q) and T (k, q) ≥ H(k, q). We do not know a simple closed form of the probabilities
p(k, q, l), but refer to [1], where expression of p(k, q, l) using Gontcharoff polynomials is
discussed. We denote for short the binomial probability Bk(n, q) =
(
n
k
)
qk(1− q)n−k and put
Bk(n, 1) = I{n=k}.
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For a bivariate random vector (X,Q) taking values in {0, 1, 2, . . . } × [0, 1] such that
EX <∞ and x∗ := E(XI{X≥2}) > 0, let (X˜, Q˜) be a random vector with the distribution
P{X˜ = k, Q˜ ≤ t} = kx−1∗ P{X = k,Q ≤ t}, k = 2, 3, . . . , t ∈ [0, 1]. (1)
Note that X˜ represents the size biased random variable X conditioned on the event {X ≥ 2}.
We have
Ef(X˜, Q˜) = x−1∗ E(Xf(X,Q)I{X≥2}) (2)
for any Borel function f such that E|Xf(X,Q)| < ∞. Let {H(k, q), k ≥ 2, q ∈ [0, 1]} and
{T (k, q), k ≥ 2, q ∈ [0, 1]} be families of independent random variables which are independent
of (X˜, Q˜). Define mixed random variables H∗ = H(X˜, Q˜) and T∗ = T (X˜, Q˜). We put
P{H∗ = l} = P
{
H(X˜, Q˜) = l
}
= EBl(X˜ − 1, Q˜), l = 0, 1, . . . , (3)
P{T∗ = l} = E p(X˜, Q˜, l) = x−1∗ E
(
Xp(X,Q, l)I{X≥2}
)
, l = 0, 1, . . . . (4)
Given constant a ≥ 0 and random variable H, we denote by P(a,H) the (compound
Poisson) distribution of the sum
∑Λa
j=1H
(j), where Λa ∼ P(a) is a Poisson random variable
with mean a and H(j), j ≥ 1, are iid copies of H which are independent of Λa. For a = 0
the distribution P(0, H) is degenerate at zero.
Put λ = β−1x∗. For x∗ > 0 let d∗ and t∗ be random variables with the distributions
P(λ,H∗) and P(λ, T∗) respectively. For x∗ = 0 we put P{d∗ = 0} = P{t∗ = 0} = 1.
2.1 Clustering and degree
We denote by Vn = {v1, . . . , vn} the vertex set of G(n). We often skip the subscript n in what
follows. By d(vi) we denote the degree of vertex vi in G = G(n). Note that d(v1), . . . d(vn) are
exchangeable random variables. Therefore, the degree d(v∗) of vertex v∗ sampled uniformly
at random from V = Vn and independently of G has the same distribution as d(v1):
P{d(v∗) = l} = n−1
∑
v∈V
P{d(v) = l} = P{d(v1) = l}, l = 0, 1, 2 . . . .
The second identity above shows that nP{d(v1) = l} is the expected number of vertices
of degree l in G. Theorem 1 below establishes the limiting distribution of d = d(v1) as
n,m→ +∞.
Theorem 1. Let β > 0. Let n→ +∞. Assume that n/mn → β. Assume that the sequence
{(Xn, Qn)n ≥ 1}. Then the distribution of d converges weakly to P(λ,H∗).
Theorem 1 tells us in particular that the graph G(n) is sparse. To see where the compound
Poisson distribution P(λ,H∗) comes from, we count neighbours of v1 belonging to commu-
nities of size at least 2 that contain v1. The number of such communities is approximated
by the Poisson random variable Λλ while the typical number of neighbours of v1 supplied by
each such community is approximated by H∗. Finally, the fact that any two communities
sharing v1 have no other common members with a high probability, rules out the chance that
some neighbour of v1 were counted twice.
We note that the asymptotic degree has a finite first moment, Ed∗ < ∞, whenever
EH∗ = x−1∗ E ((X)2Q) < ∞. Here (x)i = x(x − 1) · · · (x − i + 1) stands for the falling
factorial. Next we show that the class of asymptotic degree distributions includes power
laws.
Remark 1. Let α ≥ 2, b > 0, t0 > 0 and 0 < γ ≤ 1. Assume that EX < ∞ and P(X =
t) = L(t)t−α, where L is slowly varying at +∞. Assume that Q = q(X), where q(t) =
min{1, btγ−1} for t > t0. Let cb,γ = 1 for γ = 1, b > 1 and cb,γ = γ−1b
α−2
γ otherwise. We
have
P(d∗ = t) = cb,γβ−1L
(
t1/γ
)
t−1−
α−2
γ (1 + o(1)) as t→ +∞. (5)
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Note that d∗ is only defined for EX < ∞. Hence the assumption α ≥ 2 in Remark 1.
Furthermore, we note that condition γ > 0 of Remark 1 can not be relaxed. Namely, for
γ = 0 the distribution of d∗ is not a power law, but it has a finite exponential moment.
Remark 2. Let b > 0. Assume that QX ≤ b almost surely. Then ∀s > 0 we have Eesd∗ =
exp{λ(EesH∗ − 1)} and EesH∗ ≤ eb(es−1) <∞. Hence Eesd∗ <∞. Here we estimated
EesH∗ = E
(
E
(
esH∗
∣∣X˜, Q˜)) = E(1 + Q˜(es − 1))X˜ ≤ EeX˜Q˜(es−1) ≤ eb(es−1).
In the last step we used (2) and the assumption QX ≤ b.
Our next result addresses clustering characteristics of G = G(n). Given a (non-random)
graph G on the vertex set V , the global clustering coefficient represents the conditional
probability
CG = P
{
v∗2 ∼ v∗3
∣∣v∗1 ∼ v∗2 , v∗1 ∼ v∗3}. (6)
Here (v∗1 , v
∗
2 , v
∗
3) is a vertex triple sampled uniformy at random from V and ∼ stands for the
adjacency relation. We also study the clustering spectrum
CG(k) = P
{
v∗2 ∼ v∗3
∣∣v∗1 ∼ v∗2 , v∗1 ∼ v∗3 , d(v∗1) = k}, k ≥ 2. (7)
Clustering coefficients above depict the tendency of nodes to cluster together by forming
relatively small groups with a high density of ties within a group. The function k → CG(k),
in addition, decribes the correlation between the clustering in the closest vicinity of a vertex
and the degree of that vertex. By CG, CG(k) we denote the probabilities (6), (7) that refer to
the two sources of randomnes: the random graph generation and the sampling of the vertex
triple (v∗1 , v
∗
2 , v
∗
3). We assume that (v
∗
1 , v
∗
2 , v
∗
3) is indepenedent of G. By the fact that the
probability distribution of G is invariant under permutation of its vertices, we have
CG = P{v2 ∼ v3|v1 ∼ v2, v1 ∼ v3} and CG(k) = P
{
v2 ∼ v3
∣∣v1 ∼ v2, v1 ∼ v3, d(v1) = k}.
In Theorem 2 we establish a first order approximations to CG. To this aim, in addition
to (i), (ii), we introduce the moment condition
(iii) E(Qi−1(X)i) <∞ and E(Qi−1n (Xn)i)→ E(Qi−1(X)i) as n→ +∞ for i = 2, 3.
Theorem 2. Let β > 0. Let n → +∞. Assume that n/mn → β. If (i), (ii), (iii) hold and
E
(
Q(X)2
)
> 0 then CG = C∗ + o(1), where
C∗ =
E
(
Q3(X)3
)
E
(
Q2(X)3
)
+ β−1
(
E
(
Q(X)2
))2 . (8)
Our next theorem establishes the first order asymptotics to CG(k) as n,m → +∞. The
result is formulated in terms of auxiliary random variables κk, k = 1, 2, 3, having the distri-
butions
P{κk = s} = ρk,sρ−1k , s = 0, 1, 2, . . . , (9)
where
ρk =
∑
s≥0
ρk,s, ρk,s = E
(
(X)k¯Q
kBs(X − k¯, Q)
)
, k¯ = (k + 1) ∧ 3. (10)
Theorem 3. Let β > 0. Let k ≥ 2. Let n → +∞. Asume that n/mn → β. Assume that
(i), (ii), (iii) hold and E
(
Q(X)2
)
> 0. Then CG(k) = C∗(k) + o(1), where
C∗(k) =
ρ3P{κ3 + d∗ = k − 2}
ρ2P{κ2 + d∗ = k − 2}+ β−1ρ21P{κ[1]1 + κ[2]1 + d∗ = k − 2}
. (11)
Here we suppose that random variables κ[1]1 ,κ
[2]
1 ,κ2,κ3, d∗ are independent and κ
[1]
1 ,κ
[2]
1
have the same distribution as κ1.
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From expression (11) we derive the asymptotics of C∗(k) for large k in the important case
where the random variables d∗ and κk, 1 ≤ k ≤ 3 obey power laws. In the corollary below
we assume that X obeys a power law with exponent α and, for large values of X, we have
Q = Θ(Xγ−1) for some 0 < γ ≤ 1. Interestingly, the exponent δ ∈ [0, 2] that determines the
scaling CG(k) ≈ C∗(k)  k−δ as k → +∞ only depends on γ, see (12), but the range of γ is
determined by α.
Corollary 1. Let α > 2. Let 0 < γ ≤ 1 and γ < (α− 2)/2. Let a, b, β, t0 > 0. Assume that
P(X = t) = (a + o(1))t−α as t → +∞. Assume that Q = min{1, bXγ−1} for X > t0. For
γ = 1 we assume without loss of generality that b ≤ 1. We have as k → +∞
C∗(k) = (1 + o(1))

bk1−γ
−1
, for γ > 1/3,(
b+ ρ3
bγ−1−1β
)
k−2, for γ = 1/3,
ρ3
bγ−1−1β
k−2, for γ < 1/3.
(12)
Here the inequality γ < (α − 2)/2 ensures the existence of the moments EQi−1(X)i,
1 ≤ i ≤ 3, that are required by conditions (i), (ii), (iii) of Theorem 3. We note that the proof
of Corollary 1 can be generalized to the case where the random variable X has regularly
varying probability distribution with a finite first moment. Moreover, we believe it can be
extended to more general subexponential distributions. We do not pursue this line here to
avoid unnecessary technicalities.
Let us briefly discuss the “extreme” case of (12) where C∗(k) remains bounded away from
zero as k → +∞. In this case γ = 1 and 0 < b ≤ 1. Therefore, the (limiting) community
strength Q ≡ b is a positive constant. We provide a simple explanation of the relation
C∗(k) = b+o(1). We firstly consider the case where b = 1. Recall that random graph G(n) =
G(X¯n,Q¯n) with the community strength vector Q¯n = (Qn,1, . . . , Qn,m) ≡ (1, . . . , 1) is called
passive random intersection graph [16]. It represents a union of randomly located iid cliques
of sizes Xn,1, . . . , Xn,m. The degree d(v1) of v1 in G(n) is the sum S = (X
′
1−1)+· · ·+(X ′N−1),
where X ′1, . . . , X
′
N are the sizes of communities that contain v1. The power law property
implies that large values of S are dominated by the maximal summand X ′∗ = max1≤i≤N X
′
i,
informally, S = (1 + o(1))X ′∗. Then, for large S, the chances that two randomly selected
neighbours of v1 are adjacent are at least
(
X∗−1
2
)
/
(
S
2
)
= 1−o(1). A similar reasoning explains
(12) in the case where 0 < b < 1. Interestingly, in the case, where the clique sizes of passive
RIG are uniformly bounded, we have c∗(k) = Θ(k−1) as k → +∞, see [5].
Remark 1 and Corollary 1 demonstrate that OBG network admits tunable power law
asymptotic degree and tunable scaling exponent of the clustering spectrum. Earlier exam-
ples of network models with tunable clustering spectrum property are the inhomogeneous
random intersection graph [6, 8], related bipartite graph projection model [3], and hyperbolic
geometric random graph [26]. On the other hand the active random intersection graph and
spatial preferential attachment random graph have the scaling k−1 [5], [17]. We also mention
that the network mechanism defining the clustering spectrum in OBG is different from those
studied in [3], [5], [6, 8], [17] and [26].
2.2 Giant component
Let N1 and N2 denote the numbers of vertices of the connected components of Gn that have
the largest and the second largest number of vertices. Let ρ be the survival probability of
the Galton-Watson branching process with the offspring number t∗ ∼ P(λ, T∗).
Theorem 4. Let β > 0. Let n→ +∞. Assume that mn/n→ β. Assume that the sequence
{(Xn, Qn)n ≥ 1} satisfies conditions (i) and (ii). Then N1 = mρ+oP (m) and N2 = oP (m).
It is well known that the survival probability of a Galton-Watson process (with off-
spring distribution having a finite first moment) is positive whenever the mean value of the
offspring number is greater than one. In our situation we have ρ > 0 whenever Et∗ =
β−1E(T (X,Q)XI{X≥2}) > 1.
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The phase transition in the number of vertices of the largest component of a random
graph where edges are inserted independently is a well studied area, see e.g., [18], [15] and
[10]. The phase transition of related passive random intersection graph has been shown in
[11], see also [4], [22], where the range m = Θ(n) is considered. We also mention recent
papers [30], [31] where the phase transition is shown for an overlapping community network
built upon random bipartite graph defined by a configuration model. In our proof we apply
the approach developed in [10], while [30] applies the approach of [19].
2.3 Percolation
Bond percolation. Given an instance of OBG random graph G = G(n) = G(X¯n,Q¯n)
and number 0 < p < 1, let G(p) = G
(p)
(n) = G
(p)
(X¯n,Q¯n)
denote the subgraph of G obtained by
deleting edges of G independently at random with probability 1−p. We show the asymptotic
degree distribution, clustering coefficient, clustering spectrum and the phase transition of
the percolated graph G(p). Before formulating these results rigorously we focus on the
relation between the percolated graph G
(p)
(n) = G
(p)
(X¯n,Q¯n)
and the related OBG graph G(n,p) :=
G(X¯n,p Q¯n) defined by the random vector (X¯n, p Q¯n) =
(
(Xn,1, pQn,1), . . . , (Xn,m, pQn,m)
)
.
We first outline a coupling G
(p)
(n) ⊂ G(n,p) such that P{G(p)(n) ⊂ G(n,p)} = 1. Re-
call that we construct G(n,p) in three steps: we firstly sample (X¯n, Q¯n), then we sam-
ple communities D1, . . . , Dm, afterwards we sample independent Bernoulli random graphs
G(Xn,1, pQn,1), . . . , G(Xn,m, pQn,m) on the vertex sets D1, . . . , Dm. The union of Bernoulli
random graphs forms G(n,p). We introduce the edge removal process that depends on the re-
alised communities D1, . . . , Dm. The process affects the edges of G(n,p) whose endpoints are
shared by multiple communities. Each edge e = vi ∼ vj of G(n,p) whose endpoints are shared
by several communities, say De1 , . . . , Des , (that is, the vertex pair {vi, vj} ⊂ De1 ∩ · · · ∩Des
and {vi, vj} /∈ Dj ∀j /∈ {e1, . . . , es}) is removed with probability 1− p qe, where
qe =
1− ∏
j∈{e1,...,es}
(1−Qn,j)
 /
1− ∏
j∈{e1,...,es}
(1− pQn,j)
 . (13)
Given (X¯n, Q¯n) and D1, . . . , Dm the edges are removed independently. A calculation shows
that p qe ≤ 1 (see Appendix below). Therefore the edge removal process is well defined. We
denote by G∗(n,p) the graph obtained from G(n,p) by the edge removal process described above.
It easy to see that random graphs G∗(n,p) and G
(p)
(n) have the same probability distribution.
Clearly, P{G∗(n,p) ⊂ G(n,p)} = 1.
We secondly observe that assumptions (i), (ii) and m = Θ(n) imply that the typical in-
tersection Di ∩Dj is either empty or it consists of a single vertex. Consequently, the typical
vertex of G(n,p) is not incident to any edge affected by the removal process. This observa-
tion explains why the asymptotic degree distribution, clustering coefficient and clustering
spectrum of G
(p)
(n) are the same as that of G(n,p), as stated in Theorem 5 below.
Let d(p) = d(p)(v1) be the degree of vertex v1 in G
(p). Let H∗,p and T∗,p be the random
variables defined by (3, 4) but with Q replaced by pQ. Let d∗,p be a random variable with
the compound Poisson distribution P(λ,H∗,p). Furthermore, let C(p)∗ , C(p)∗ (k) be defined by
(8, 11), but with Q replaced by pQ. In particular, in (11) the random variable d∗ is replaced
by d∗,p and in the expectations ρk,s (defining the constants ρ1, ρ2, ρ3 and the distributions
of random variables κ1,κ2,κ3) we replace Q by pQ.
Let N (p)1 and N (p)2 denote the numbers of vertices of the connected components of G(p)
that have the largest and the second largest number of vertices. Let ρ[p] be the survival
probability of the Galton-Watson branching process with the offspring number t∗,p having
the compound Poisson distribution P(λ, T∗,p).
Theorem 5. Let 0 < p < 1. The following statements hold.
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(iv) Under conditions of Theorem 1 the distribution of d(p) converges weakly to P(λ,H∗,p).
(v) Under conditions of Theorem 2 the clustering coefficient CG(p) of the percolated graph
G(p) converges to C
(p)
∗ . Note that C
(p)
∗ = pC∗, where C∗ is defined in (8).
(vi) Under conditions of Theorem 3 the clustering coefficient CG(p)(k) of the percolated
graph G(p) converges to C
(p)
∗ (k), for each k ≥ 2.
(vii) Under conditions of Theorem 4 we have N (p)1 = nρ[p] + oP (n) and N (p)2 = oP (n).
Site percolation. Given integer 1 ≤ s ≤ n and a subset S of V = {v1, . . . , vn} of
size |S| = s, let GˇS be the subgraph of G(X¯n,Q¯n) induced by the set S. The random graph
GˇS has the same probability distribution as the OBG G(Y¯n,Q¯n) defined by the sequence of
independent bivariate vectors (Y¯n, Q¯n) =
(
(Yn,1, Qn,1), . . . (Yn,mQn,m)
)
. Here each Yn,i :=
|S∩Di| has a mixed hypergeometric distribution with the mixing variable Xn,i = |Di|. More
precisely, for every integer k ≥ 0 and each t ∈ [0, 1] we have
P{Yn,i = k,Qn,i ≤ t} =
∑
x: x≥k
(x)k(n− x)s−k
(n)k(s− k)! P{Xn,i = x,Qn,i ≤ t}.
Clearly, the distribution of the random graph GˇS does not depend on the particular set S,
but on its size s = |S| only. The asymptotic degree distribution, clustering coefficients and
the phase transition of the site percolated graph GˇS = G(Y¯ ,Q¯n) are obtained directly from
Theorems 1, 2, 3 and 4.
Finally, we note that an application of Theorem 5 to G(Y¯ ,Q¯n) yields the asymptotic degree
distribution, clustering coefficients and the phase transition for the doubly percolated graph,
i.e., the subgraph of G = G(X¯n,Q¯n) obtained by deleting s vertices and then by deleting edges
independently with given probability p.
Bond percolation threshold and the clustering spectrum. Consider a sequence
of OBG graphs G(n) = G(X¯n,Q¯n) satisfying conditions of Theorem 4. In the case where the
offspring number t∗ has a finite first moment Et∗ <∞ and Et∗ > 1, the random graph G(n)
admits a bond percolation threshold. Indeed, by Theorem 5 (vii), the percolated graph G
(p)
(n)
has a giant component whenever ρ[p] > 0. The latter inequality is equivalent to Et∗,p > 1.
Furthermore, the function p→ Et∗,p is continuos non-decreasing on the interval [0, 1] and it
attains values Et∗,0 = 0 and Et∗,1 = Et∗ > 1 at the endpoints of the interval. Therefore,
there is a unique threshold p′ ∈ (0, 1) such that ρ[p] > 0 whenever p > p′.
The offspring number t∗ has a finite first moment whenever ET∗ <∞. A simple sufficient
condition for the latter inequality is the second moment condition EX2 <∞ on the commu-
nity size distribution (this observation follows from the identity ET∗ = x−1∗ EXT (XQ)I{X≥2}
and inequality T (X,Q) ≤ X − 1). The following example shows that for EX2 =∞ the two
options remain on the table: percolation threshold may either exist or not.
Example. Let b > 0 and 0 ≤ γ < 1. Let X be a non-negative integer valued random
variable with infinite second moment and such that EXτ < ∞ for each 0 < τ < 2. Let
Q = min{1, bXγ−1}. Let X(1), X(2), . . . be iid copies of X. We set m = n and define
Xn,i = min{n,X(i)} and Qn,i = min{1, bXγ−1n,i }, for 1 ≤ i ≤ m. We consider the random
graph G(X¯n,Q¯n) defined by the sequence (X¯n, Q¯n) =
(
(Xn,1, Qn,1), . . . , (Xn,m, Qn,m)
)
.
Assume that γ > 0. In this case we show that the offspring number t∗,p related to the
percolated graph G(p) = G
(p)
(X¯n,Q¯n)
has infinite first moment for any 0 < p ≤ 1. Consequently,
for each 0 < p ≤ 1, graph G(p) has a giant component containing a positive fraction of vertices
and thus there is no percolation threshold. To see why Et∗,p =∞ consider Bernoulli random
graph G(t, ct−1) with c > 1. It has the giant component of size Θ(t) as t → +∞ (see, e.g.,
[18]). Therefore, we have T (X, pQ) = Θ(X) for large values of X. Now EX2 = ∞ implies
Et∗,p = β−1E(T (X,Qp)XI{X≥2}) =∞.
Assume that γ = 0. For b > 1 we show that the bond percolation threshold exists. Now
we use the fact that the largest component of G(t, ct−1) with c < 1 has O(ln t) vertices.
Consequently, for p < b−1 we have T (X, pQ) = O(lnX). Our moment condition EXτ <
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∞ implies Et∗,p = β−1E(T (X,Qp)XI{X≥2}) < ∞. Letting p ↓ 0 we obtain Et∗,p → 0.
Therefore, for small p > 0 there is no giant component in G(p). But for p > b−1 we
have T (X, pQ) = Θ(X) with probability bounded away from zero. Now EX2 = ∞ implies
Et∗,p =∞ and we conclude that G(p) has a giant component (similarly as in the case of γ > 0
above). Hence the percolation threshold exists. Moreover, if the percolation threshold is less
than b−1 there is another critical value p = b−1 where the first moment Et∗,p of the offspring
distribution becomes infinite, cf. the double phase transition phenomenon discussed in [13].
For γ = 0 and b ≤ 1 we have Et∗ < ∞. Indeed, from Theorem 5.12 of [18] we obtain
P{T (t, t−1) > t2/3 ln t} = o(t−1/9) as t → +∞. Now the moment condition EXτ < ∞
∀ τ < 2 implies E(XT (X,X−1)) < ∞. Then E(XT (X, bX−1)) < ∞ for each b ≤ 1.
Hence Et∗ = β−1E(T (X, bX−1)XI{X≥2}) <∞. In this case the percolation threshold exists
whenever Et∗ > 1.
We conclude this section with a brief discusion on the relation between the clustering
spectrum and bond poercolation threshold in the case of a power law degree considered in
Remark 1 and Corollary 1. Let G(n) = G(X¯n,Q¯n) be defined as in Example above, but now
we assume that X obeys a power law with exponent α as in Corollary 1.
For 2 < α ≤ 3 we haveEX2 =∞ and the existence of the percolation threshold for various
γ and b is shown in the Example above. For α > 3 we have EX2 < ∞ and consequently
Et∗ < ∞. Now the bond percolation threshold exists whenever Et∗ > 1. Corollary 1 tells
us that the scaling exponent δ of the clustering spectrum CG(k)  k−δ only depends on γ
(see (12)), but the range of γ, namely 0 < γ < (α − 2)/2, is determined by α. In [27] a
special attention has been paid to the scaling exponent δ = 1. Note that in our case δ = 1
corresponds to γ = 0.5. A peculiar observation about the OBG model is that γ = 0.5 is
included in the range 0 < γ < (α − 2)/2 whenever α > 3, i.e., when the community size
distribution has a finite variance.
Related work. Bond percolation in a random intersection graph that corresponds the
OBG model with iid binomial Bin(n, c/n) community sizes Xn,1, . . . , Xn,m and with the
community strength Qn,i ≡ 1, 1 ≤ i ≤ m has been studied in [12] in the context of epidemic
spread in a clustered population. In [30], [31] percolation was studied in an overlapping com-
munity network built upon random bipartite graph defined by a configuration model. Our
interest in the relation between the clustering spectrum and the bond percolation threshold
was motivated by the papers [13], [27]. In principle, our Theorems 3 and 5 provide tools
for rigorous analysis of the double phase transition phenomenon discussed in [13], but ob-
taining explicit analytical results would require a better understanding of the probability
distribution of the transitive degree T (k, q).
3 Proofs
3.1 Notation
In the proofs limits are taken as n → +∞ if not mentioned otherwise. Given a ∈ R and
A ⊂ R, let (a)+ = max{0, a} and x→ I{x∈A} denote the indicator function of set A. By IE we
denote the indicator of an event E . By E¯ we denote the complement event. The convergence
in distribution (in probability) is denoted
D−→ ( P−→). dtv(P ′, P ′′) denotes the total variation
distance between probability distributions P ′ and P ′′. The distribution of a random variable
ξ is denoted by Pξ. We also write ξ ∼ Pξ. The probability of the intersection of events A
and B is denoted P{A ∩ B} = P{A,B}. In the proof we use the following observation. Let
ξ, ζ, η be random variables (vectors) defined on a common probability space. Let P ηξ and P
η
ζ
be the conditional distributions of ξ and ζ given η (that is, P ηξ (B) = E(I{ξ∈B}|η) for a Borel
set B). We have
dtv(Pξ, Pζ) ≤ E dtv(P ηξ , P ηζ ). (14)
By PX and EX we denote the conditional probability and expectation given the random
vector X =
(
(Xn,1, Qn,1), . . . , (Xn,m, Qn,m)
)
.
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In the proof we discretize the second marginal of (X¯n, Q¯n). Given 0 < ε < 1 and integer
r ≤ 2/ε, we fix numbers 0 = s0 < s1 < · · · < sr = 1 such that P{Q = si} = 0 for 0 < si < 1
and |si − si−1| < ε for 1 ≤ i ≤ r. For q ∈ [0, 1] we define
q+ = s1I{q=0} +
r∑
i=1
siI{si−1<q≤si}, q
− =
r∑
i=1
si−1I{si−1<q≤si}. (15)
We call (15) ε-discretization. For (x¯n, q¯n) =
(
(xn,1, qn,1), . . . , (xn,m, qn,m)
)
, we denote
(x¯n, q¯
+
n ) =
(
(xn,1, q
+
n,1), . . . , (xn,m, q
+
n,m)
)
, (x¯n, q¯
−
n ) =
(
(xn,1, q
−
n,1), . . . , (xn,m, q
−
n,m)
)
.
Furthermore, we denote for short G+ = G(X¯n,Q¯+n ) and G
− = G(X¯n,Q¯−n ). In view of the
coordinate-wise inequalities q−n,i ≤ qn,i ≤ q+n,i, 1 ≤ i ≤ n, there is a natural coupling of
random graphs G−, G+ and G such that P{G− ⊂ G ⊂ G+} = 1. By d, d+ and d− we
denote the degree of vertex v1 in G, G
+ and G−.
3.2 Degree and clustering
Proof of Theorem 1. We first show that d
D−→ d∗. We consider the cases x∗ = 0 and x∗ > 0
separately.
The case x∗ = 0. We have E(X − 1)+ = 0. Given M > 0 we have d ≤ d≤M + d>M ,
where d≤M (d>M ) is the number of neighbours of w1 belonging to some Di of size |Di| ≤M
(|Di| > M). We show that as n → +∞ both summands d≤M and d>M are arbitrary small
for sufficiently large M . We have, by the union bound,
PX{d>M ≥ 1} ≤
∑
i:Xn,i>M
PX{v1 ∈ Di} =
∑
i∈[m]
Xn,i
n
I{Xn,i>M}.
Hence
P{d>M ≥ 1} = E
(
PX{d>M ≥ 1}
) ≤ mEXn
n
I{Xn>M}. (16)
Furthermore, we upperbound the number of neighbours of v1 in community Di by (Xn,i−1)+.
We have
EXd≤M ≤
∑
i:Xn,i≤M
Xn,i
n
(Xn,i − 1)+ ≤
∑
i∈[m]
M
n
(Xn,i − 1)+.
Therefore
Ed≤M = E
(
EXd≤M
) ≤ m
n
ME(Xn − 1)+. (17)
Note that (i), (ii) imply E(Xn−1)+ → E(X−1)+ = 0 as n→ +∞ and supnEXnI{Xn>M} →
0 as M → +∞. Choosing large M and then letting n→ +∞ we can make the right sides of
(16), (17) arbitrarily small. Hence d(v1)
P−→ 0.
The case x∗ > 0. We first establish the result in the case of bounded random variables.
We assume that for some integer M > 2 we have P{Xn,i ≤M} = 1, for all i and n.
Let d+∗ and d
−
∗ be random variables with compound Poisson distributions P(λ,H+∗ ) and
P(λ,H−∗ ). ByH+∗ andH−∗ we denote mixed binomial random variables with the distributions
P(H±∗ = l) = EBl(X˜ − 1, Q˜±), l ≥ 0.
Here Q˜+ and Q˜− stands for the two sided discretization of Q˜ defined in (15). The coupling
P{G− ⊂ G ⊂ G+} = 1 implies
P{d+ ≤ t} ≤ P{d ≤ t} ≤ P{d− ≤ t} ∀ t ≥ 0. (18)
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We let n → +∞ and observe that the convergence in distribution (Xn, Qn) D−→ (X,Q)
implies (Xn, Q
+
n )
D−→ (X,Q+) and (Xn, Q−n ) D−→ (X,Q−). Using this fact we show below that
d− D−→ d−∗ and d+ D−→ d+∗ . Now (18) implies
P{d+∗ ≤ t} ≤ lim inf
n
P{d ≤ t} ≤ lim sup
n
P{d ≤ t} ≤ P{d−∗ ≤ t}. (19)
Next, we let ε ↓ 0 in (15) and obtain d+∗ D−→ d∗ and d−∗ D−→ d∗. This together with (19) implies
that ∀t ≥ 0 ∃ limnP{d ≤ t} = P{d∗ ≤ t}. Hence d D−→ d∗.
It remains to show that d− D−→ d−∗ and d+ D−→ d+∗ as n → +∞. We only prove that
d+
D−→ d+∗ . Before the proof we introduce some notation. Let η(j)k,i , ξ(j)k,i , Hk,i, H(j)k,i , H(j,l)k,i for
k ≥ 2 and 1 ≤ i ≤ r and j, l ≥ 1 be independent random variables. We assume that η(j)k,i
and ξ
(j)
k,i have Poisson and Bernoulli distributions with mean values Eη
(j)
k,i = Eξ
(j)
k,i = k/n.
Furthermore, Hk,i, H
(j)
k,i , H
(j,l)
k,i have binomial distribution Bin(k−1, si). Given X we denote
S = S(X) =
∑
1≤j≤m
Xn,jI{Xn,j≥2}, λˆ = Sn
−1.
In the case where S > 0 we denote for 1 ≤ i ≤ r and k ≥ 2
pˆk,i = pˆk,i(X) = S−1kmk,i, mk,i = mk,i(X) = #
{
j : (Xn,j , Q
+
n,j) = (k, si)
}
and introduce random variables
L1 = L1(X) =
∑
2≤k≤M
r∑
i=1
mk,i∑
j=1
ξ
(j)
k,iH
(j)
k,i , L2 = L2(X) =
∑
2≤k≤M
r∑
i=1
mk,i∑
j=1
η
(j)
k,i∑
l=1
H
(j,l)
k,i .
For S = 0 we put L1 ≡ L2 ≡ 0. We note that given X such that S > 0, the conditional
distribution of L2 is the compound Poisson distribution P(λˆ, Hˆ∗), where λˆ and Hˆ∗ both
depend on X. Namely,
P(Hˆ∗ = l) =
∑
2≤k≤M
∑
1≤i≤r
P(Hk,i = l)pˆk,i, l = 0, 1, 2, . . . . (20)
Finally, given vertex v ∈ V , let Ij(v) = I{v∈Dj} be the indicator of the event that v ∈ Dj .
Proof of d+
D−→ d+∗ . We show that dtv(Pd+ , Pd+∗ ) = o(1). The total number of labels on the
edges in G+ incident to v1 is denoted
L3 =
∑
1≤j≤m
Ij(v1)H(j). (21)
Here H(j) stands for the number of edges incident to v1 and labeled Dj . Note that
H(1), . . . ,H(n) are independent random variables. Furthermore, given X each H(j) has
binomial distribution Bin(Xn,j − 1, Q+n,j) for Xn,j ≥ 2 and H(j) ≡ 0 for Xn,j = 0, 1. We
observe that d+ 6= L3 implies that some edge incident to v1 is labeled by more than one
community. In particular, for some Di 6= Dj and v 6= v1 we have {v, v1} ⊂ Di ∩Dj . By the
union bound and symmetry
P{d+ 6= L3} ≤ (n− 1)
∑
i<j
P{v1, v2 ∈ Di ∩Dj} = (n− 1)
∑
i<j
(
E
(Xn,i)2
(n)2
)(
E
(Xn,j)2
(n)2
)
≤ (n− 1)
∑
i<j
(
E
X2n,i
n2
)(
E
X2n,j
n2
)
≤ (n− 1)m
2
n4
(
EX2n
)2
.
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Now the inequality dtv(Pd+ , PL3) ≤ P{d+ 6= L3} implies
dtv(Pd+ , PL3) ≤ n−1(m/n)2
(
EX2n
)2 ≤ n−1(m/n)2M4 = o(1). (22)
We observe that L3 and L1 have the same probability distribution. Next we evaluate the
total variation distance between the distributions of L1 and L2. To this aim we consider
the sequence of random variables starting with L1 (ending with L2) where each subsequent
element of the sequence is obtained from the previous one by replacing respective product
ξ
(j)
k,iH
(j)
k,i =
∑
1≤l≤ξ(j)k,i
H
(j,l)
k,i by
∑
1≤l≤η(j)k,i
H
(j,l)
k,i . (Note the one to one correspondence be-
tween products and the summands of (21)). We proceed untill all the products ξ
(j)
k,iH
(j)
k,i are
replaced so that at the very end we obtain the random variable L2. We have, by the triangle
inequality,
dtv
(
PXL1 , P
X
L2
) ≤ ∑
2≤k≤M
∑
1≤i≤r
∑
1≤j≤mk,i
dtv
(
P
ξ
(j)
k,i
, P
η
(j)
k,i
)
.
Furthermore, invoking the bound dtv
(
P
ξ
(j)
k,i
, P
η
(j)
k,i
) ≤ 2k2/n2, which follows by Le Cam’s
inequality [29], we obtain
dtv
(
PXL1 , P
X
L2
) ≤ 2 ∑
1≤j≤m
X2n,jn
−2 = 2n−1(m/n)EXX2n.
Now (14) implies
dtv
(
PL1 , PL2
) ≤ 2n−1(m/n)EX2n ≤ 2n−1(m/n)M2 = o(1). (23)
Next using the fact that PXL2 = P(λˆ, Hˆ∗) (see (20)) we obtain from (148) that
dtv
(
PXL2 , Pd+∗
) ≤ |λˆ− λ|+ λ dtv(PXHˆ∗ , PH+∗ ). (24)
We now upper bound dtv(P
X
Hˆ∗
, PH+∗ ) using (147). Recall that H
+
∗ is a mixture of binomial
distributions,
P{H+∗ = l} =
∑
2≤k≤M
∑
1≤i≤r
P{Hk,i = l)p+k,i, p+k,i := P
{
X˜ = k,Q+ = si
}
,
and Hˆ∗ is a similar mixture, but with p+k,i replaced by their empirical counterparts pˆk,i.
Therefore (147) implies
dtv(P
X
Hˆ∗
, PH+∗ ) ≤ 2−1
∑
2≤k≤
∑
1≤i≤r
|pˆk,i − p+k,i|. (25)
We observe that both terms on the right of (24) vanish in probability. Indeed, by the weak
law of large numbers (we use Chebyshev’s inequality), we obtain from (i) that λˆ−λ P−→ 0 and
pˆk,i − p+k,i
P−→ 0 for each k and i. Hence dtv
(
PXL2 , Pd+∗
) P−→ 0. The latter relation combined
with (14) yields dtv(PL2 , Pd+∗ ) = o(1).
Finally, invoking (22), (23) we obtain by the triangle inequality (recall that PL1 ≡ PL3)
dtv(Pd+ , Pd+∗ ) ≤ dtv(Pd+ , PL3) + dtv(PL1 , PL2) + dtv(PL2 , Pd+∗ ) = o(1).
Now we revoke the extra condition P{Xn,i ≤ M} = 1, for all i and n. Consider the
subgraph G[M ] ⊂ G consisting of edges labeled by Di satisfying |Di| ≤ M , 1 ≤ i ≤ m. Let
d[M ] be the degree of vertex v1 in G[M ]. Let d
∗
[M ] be a compound Poisson random variable
with the distribution P(λ[M ], H[M ]). Here λ[M ] and H[M ] are defined similarly as λ and H∗
above, but with (X,Q) replaced by (XI{X≤M}, Q).
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We have already shown that d[M ]
D−→ d∗[M ] as n → +∞ (indeed, the sequence of ran-
dom vectors {(XnI{Xn≤M}, Qn), n ≥ 1} satisfies (i)). In addition, we have d∗[M ]
D−→ d∗
as M → +∞. We complete the proof of d(v1) D−→ d∗ as n → +∞ by showing that
limM→+∞ supnP{d(v1) 6= d[M ]} = 0. We observe that d(v1) 6= d[M ] implies that v1 ∈ Dj
for some Dj with |Dj | > M . By the union bound, the probability of this event is at most∑
1≤j≤m
P
{
v1 ∈ Dj , Xn,j > M} =
∑
1≤j≤m
E
Xn,j
n
I{Xn,j>M} =
m
n
E
(
XnI{Xn>M}
)
. (26)
Finally (i), (ii) imply limM→+∞ supnEXnI{Xn>M} = 0.
Proof of Remark 1. In the case of a heavy tailed random variable H∗ the local probabilities of
the compound Poisson distribution P(λ,H∗) are dominanted by the tails of H∗. In particular,
we have (see e.g., Theorem 4.30 in [14]) that
P(d∗ = r) = (1 + o(1))(EΛ)P(H∗ = r) as r → +∞. (27)
For γ = 1 and b ≥ 1 we have q(t) ≡ 1, t ≥ 2. Hence P{H∗ = l} = P{X˜ = l+1}, l = 1, 2, . . . .
Now (5) follows from (27).
In the case where either 0 < γ < 1 or γ = 1 and b < 1 we derive (5) from (27) using
Lemma 4.
Proof of Theorem 3. Before the proof we collect necessary notation and auxiliary inequali-
ties. Let d	(v1) be the number of neighbours of v1 from the set V \{v2, v3}. Let pi : [m]→ [m]
be a random permutation independent of G. We write for short Dˆj = Dpi(j), Xˆj = Xn,pi(j),
Qˆj = Qn,pi(j), 1 ≤ j ≤ m. We note that (Xˆj , Qˆj), 1 ≤ j ≤ m, are exchangeable ran-
dom vectors (each) having the same probability distribution as (Xn, Qn). By Pi1,...,ij and
Ei1,...,ij we denote the conditional probability and expectation given (Xˆik , Qˆik), 1 ≤ k ≤ j.
For r = 1, 2, 3, 4 we denote
µr = E
(
(Xn)rQ
r−1
n
)
, κr = n
−1 max
k∈[m]
E
(
Xrn,kQ
r−1
n,k
)
.
We note that (i), (ii), (iii) imply for r = 1, 2, 3
lim sup
n
µr <∞, κr = o(1), µ4 = o(n) as n→ +∞. (28)
We only show the second and third bound. Using Xn ≤ n and n/m→ β ∈ (0,+∞) we have
µ4 ≤ n4/5 +E
(
Q3n(Xn)4I{Xn>n1/5}
)) ≤ n4/5 + nE(Q3n(Xn)3I{Xn>n1/5}) = o(n),
nκr ≤ nr/4 + max
k∈[m]
E
(
Xrn,kQ
r−1
n,k I{Xn,k>n1/4}
)) ≤ nr/4 +mE(XrnQr−1n I{Xn>n1/4}) = o(n).
Furthermore, we denote by Ajs,t (respectively Aˆjs,t) the event that the vertex pair As,t :=
{vs, vt} is connected by an edge labeled Dj (respectively Dˆj) and write Aj := Aj1,2 ∩Aj1,3 ∩
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Aj2,3 and Aˆj := Aˆj1,2 ∩ Aˆj1,3 ∩ Aˆj2,3. In the proof below we use the following estimates
P{Aˆj1,2} = E
(
IAˆj1,2
∣∣Dˆj) = E Qˆj (Xˆj)2
(n)2
=
µ2
(n)2
, (29)
P{Aˆj1,2, Aˆj1,3} = E
(
IAˆj1,2∩Aˆj1,3
∣∣Dˆj) = E Qˆ2j (Xˆj)3
(n)3
=
µ3
(n)3
,
P{Aˆi, Aˆj} = E{Aˆi, Aˆj∣∣Dˆi, Dˆj) = E( Qˆ3i (Xˆi)3
(n)3
Qˆ3j (Xˆj)3
(n)3
)
≤ E
(
Qˆ2i (Xˆi)3
(n)3
Qˆ2j (Xˆj)3
(n)3
)
≤ m
2
(m)2
(
µ3
(n)3
)2
, (30)
P{Aˆi1,2, Aˆi1,3, Aˆj2,3} = E
(
Qˆ2i (Xˆi)3
(n)3
Qˆj(Xˆj)2
(n)2
)
≤ m
2
(m)2
µ3
(n)3
µ2
(n)2
, (31)
P{Aˆi1,2, Aˆj1,3, Aˆk2,3} = E
(
Qˆi(Xˆi)2
(n)2
Qˆj(Xˆj)2
(n)2
Qˆk(Xˆk)2
(n)2
)
≤ m
3
(m)3
(
µ2
(n)2
)3
. (32)
Here i 6= j 6= k. In the last step of (30), (31), (32) we use the simple fact that for a random
permutation (I1, . . . , Im) of a sequence (1, . . . ,m) and non-negative functions f, g, h we have
Ef(Ii)g(Ij) ≤ m
2
(m)2
(Ef(I1))(Eg(I2)), (33)
Ef(Ii)g(Ij)h(Ik) ≤ m
3
(m)3
(Ef(Ii))(Eg(Ij))(Eh(Ik)).
Finally, we introduce events
K = {d(v1) = k}, ∆ = {v1 ∼ v2, v1 ∼ v3, v2 ∼ v3}, ∨ = {v1 ∼ v2, v1 ∼ v3}.
The event ∆ (∨) means that G contains the triangle (cherry with the central vertex v1) on
vertices v1, v2, v3.
Let us prove (11). We have, by the symmetry,
CG(k) = P
{
∆
∣∣∨,K} = P{∆,K}
P{∨,K} .
We derive (11) from the relations shown below
P{∆,K} = m−2β−3ρ3P
{
κ3 + d∗ = k − 2
}
+ o(n−2), (34)
P{∨,K} = m−2β−3ρ2P
{
κ2 + d∗ = k − 2
}
(35)
+ m−2β−4ρ21P
{
κ(1)1 + κ
(2)
1 + d∗ = k − 2
}
+ o(n−2).
Proof of (34). We observe that the most likely cause of event ∆ is the event ∪j∈[m]Aˆj
meaning that the edges v1 ∼ v2, v1 ∼ v3, v2 ∼ v3 of the triangle share a common label.
The remaining configurations leading to the event ∆ are denoted by R1 = {all edges of the
triangle receive different labels} and R2 = {two edges share a common label and the third
edge has a different label}. The equality of events ∆ = (∪j∈[m]Aˆj) ∪R1 ∪R2 implies∣∣P{∆,K} −P{∪j∈[m]Aˆj ,K}∣∣ ≤ P{R1}+P{R2} = O(n−3). (36)
Here we estimated P{R1} = O(n−3) and P{R2} = O(n−3) using (31), (32)
P{R1} ≤
∑
i 6=j 6=r
P{Aˆi1,2, Aˆj1,3, Aˆr2,3} = (m)3P{Aˆ11,2, Aˆ21,3, Aˆ32,3} = O(n−3), (37)
P{R2} ≤
∑
i 6=j
(
P{Aˆi1,2, Aˆi1,3, Aˆj2,3}+P{Aˆi1,2, Aˆi2,3, Aˆj1,3}+P{Aˆi2,3, Aˆi1,3, Aˆj1,2}
)
= 3(m)2P{Aˆ11,2, Aˆ11,3, Aˆ22,3} = O(n−3). (38)
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Next, using the inclusion-exclusion and (30) we approximate∣∣∣P{∪j∈[m]Aˆj ,K}− ∑
j∈[m]
P
{Aˆj ,K}∣∣∣ ≤ ∑
{i,j}⊂[m]
P{Aˆi, Aˆj} = O(n−4). (39)
From (36), (39) we obtain, by symmetry,
P{∆,K} = mp1 +O(n−3), where p1 := P{Aˆ1,K}. (40)
We complete the proof of (34) by showing that
p1 = n
−3(1 + o(1))ρ3P{κ3 + d∗ = k − 2}+ o(n−3). (41)
Note that on the event Ai (respectively Aˆi) we have d(v1) = d	(v1)+2. Let Ni (respectively
Nˆi) be the set of neighbours of v1 from the set V \ {v2, v3} linked to v1 by edges labeled
Di (respectively Dˆi). Let Mi (respectively Mˆi) be the set of neighbours of v1 from the set
V \ {v2, v3} linked to v1 by edges labeled by some Dj (respectively Dˆj) with j ∈ [m] \ {i}.
Put di = |Ni|, dˆi = |Nˆi|, δi = |Mi|, δˆi = |Mˆi|, and δ˜ = |Nˆ1 ∩ Mˆ1|. We have that d	(v1) =
dˆ1 + δˆ1 − δ˜. Hence
δ˜ = 0 ⇒ d	(v1) = dˆ1 + δˆ1. (42)
Let us show that the probability p′ := P{Aˆ1, δ˜ 6= 0} is negligibly small. Note that δ˜ 6= 0
implies that for some 2 ≤ i ≤ m and some vs ∈ Dˆ1 \{v1, v2, v3} the event Aˆi1,s occurs. Then,
by the union bound,
p′ ≤ P
Aˆ1,⋃
i≥2
 ⋃
vs∈Dˆ1\{v1,v2,v3}
Aˆi1,s
 ≤ ∑
2≤i≤m
E
IAˆ1 ∑
vs∈Dˆ1\{v1,v2,v3}
IAˆi1,s
 . (43)
Furthermore, using the identity E1,i
(
IAˆ1IAˆi1,s
)
= Qˆ31
(Xˆ1)3
(n)3
Qˆi
(Xˆi)2
(n)2
we evaluate the expecta-
tion on the right of (43)
E(· · · ) = E(E1,i(· · · )) = E
E1,i
IAˆ1 ∑
vs∈Dˆ1\{v1,v2,v3}
IAˆi1,s

= E
(
(Xˆ1 − 3)Qˆ31
(Xˆ1)3
(n)3
Qˆi
(Xˆi)2
(n)2
)
.
Invoking this expression in (43) and then using (33) and µ4 = o(n), see (28), we obtain
p′ ≤ (m− 1)E
(
Qˆ31
(Xˆ1)4
(n)3
Qˆi
(Xˆi)2
(n)2
)
≤ m m
2
(m)2
µ4
(n)3
µ2
(n)2
= o(n−3). (44)
Now (42), (43), (44) imply
p1 = p˜1 + o(n
−3), where p˜1 := P{Aˆ1, dˆ1 + δˆ1 = k − 2}. (45)
We further examine p˜1. We split
p˜1 =
∑
s+u=k−2,s,u≥0
p˜1(s, u), p˜1(s, u) = P{Aˆ1, dˆ1 = s, δˆ1 = u}.
By the total probability formula and the independence of the pair Ai, di and δi,
p˜1(s, u) =
1
m
∑
i∈[m]
P{Ai, di = s, δi = u} = 1
m
∑
i∈[m]
P{Ai, di = s}P{δi = u}. (46)
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Next we replace P{δi = u} by P{d(v1) = u} on the right of (46). The replacement error
|P{δi = u} −P{d(v1) = u}| ≤ P{δi 6= d(v1)} ≤ P{v1 ∈ Di} = E(Xn,i/n) ≤ κ1. (47)
Hence (46) implies
p˜1(s, u) = P{d(v1) = u}P{Aˆ1, dˆ1 = s}+R, (48)
where
|R| ≤ κ1
m
∑
i∈[m]
P{Ai} = κ1P{Aˆ1} ≤ κ1 µ3
(n)3
= o(n−3).
In the last step we used κ1 = o(1). Finally, we evaluate
P{Aˆ1, dˆ1 = s} = E
(
Qˆ31
(Xˆ1)3
(n)3
(
Xˆ1 − 3
s
)
Qˆs1(1− Qˆ1)Xˆ1−3−s
)
(49)
= n−3(1 + o(1))ρ3P(κ3 = s).
Here we used the fact that (Xˆ1, Qˆ1) and (Xn, Qn) have the same distribution. From (48),
(49) we obtain p˜1 = n
−3(1 + o(1))ρ3P{κ3 + d(v1) = k − 2}. Furthermore, by Theorem 1,
P{κ3 + d(v1) = k − 2} = P{κ3 + d∗ = k − 2}+ o(1). Now (40) and (45) yield (34).
Proof of (35). Edges v1 ∼ v2 and v1 ∼ v3 can be labeled by the same community Dˆi or
by two distinct communities Dˆi, Dˆj , i 6= j. Therefore, the event ∨ is the union of events
B1 := ∪i∈[m](Aˆi1,2 ∩ Aˆi1,3) and B2 := ∪i 6=j(Aˆi1,2 ∩ Aˆj1,3). We have, by inclussion-exclussion,
P{∨,K} = P{B1,K}+P{B2,K}+R1 (50)
=
∑
i∈[m]
P{Aˆi1,2, Aˆi1,3,K}+
∑
i 6=j
P{Aˆi1,2, Aˆj1,3,K}+R1 +R2 +R3.
Here
|R1| ≤ P{B1,B2} ≤
∑
i 6=j
(
P{Aˆi1,2, Aˆi1,3, Aˆj1,2}+P{Aˆi1,2, Aˆi1,3, Aˆj1,3}
)
+
∑
i 6=j 6=k
P{Aˆi1,2, Aˆi1,3, Aˆj1,2Aˆk1,3},
|R2| ≤
∑
i<j
P{Aˆi1,2, Aˆi1,3, Aˆj1,2, Aˆj1,3},
|R3| ≤
∑
i 6=j,k 6=l,(i,j)6=(k,l)
P{Aˆi1,2, Aˆj1,3, Aˆk1,2, Aˆl1,3}.
The last sum runs over distinct pairs of ordered 2 - tuples: (i, j) 6= (k, l), where i 6= j and
k 6= l. Proceeding as in (30-32) we estimate the remainders
|R1| ≤ 2(m)2P
{Aˆ11,2, Aˆ11,3, Aˆ21,2}+ (m)3P{Aˆ11,2, Aˆ11,3, Aˆ21,2, Aˆ31,3} = O(n−3)
|R2| ≤ (m)2P
{Aˆ11,2, Aˆ11,3, Aˆ21,2, Aˆ21,3} = O(n−4),
|R3| ≤ (m)4P
{Aˆ11,2, Aˆ21,3, Aˆ31,2, Aˆ41,3}+ (m)3(P{Aˆ11,2, Aˆ21,3, Aˆ31,3}
+P
{Aˆ11,2, Aˆ21,2, Aˆ31,3})+ (m)2P{Aˆ11,2, Aˆ21,3, Aˆ21,2, Aˆ11,3}
= O(n−3).
Invoking these bounds in (50) we obtain
P{∨,K} = mp2 + (m)2p3 +O(n−3), (51)
p2 := P{Aˆ11,2, Aˆ11,3,K}, p3 := P{Aˆ11,2, Aˆ21,3,K}.
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We complete the proof of (35) by showing that
p2 = n
−3ρ2P
{
κ2 + d∗ = k − 2
}
+ o(n−3), (52)
p3 = n
−4ρ21P
{
κ(1)1 + κ
(2)
1 + d∗ = k − 2
}
+ o(n−4). (53)
We only prove (53). (52) is obtained by the same argument as (41).
Proof of (53). Recall the notation Ni, Nˆi, di, dˆi introduced before (42). Let dij = |Ni∩Nj |
and dˆij = |Nˆi ∩ Nˆj |. Let Mij (respectively Mˆij) be the set of neighbours of v1 from the set
V \ {v2, v3} linked to v1 by edges labeled by some Dk (respectively Dˆk) with k ∈ [m] \ {i, j}.
Let δij = |Mi,j |, δˆij = |Mˆij | and δ˜r = |Nˆr ∩ Mˆ12|, r = 1, 2. We have that
dˆ12 = 0, δ˜1 = 0, δ˜2 = 0 ⇒ d	(v1) = dˆ1 + dˆ2 + δˆ12. (54)
Note that on the event A11,2 ∩ A21,3 (respectively Aˆ11,2 ∩ Aˆ21,3 ) we have d(v1) = d	(v1) + 2.
We first approximate probability p3 of (51) by p˜3 = P
{Aˆ11,2, Aˆ21,3, dˆ1 + dˆ2 + δˆ12 = k− 2}.
To this aim we show that the probability that condition on the left of (54) is violated is
negligibly small. The event dˆ12 ≥ 1 implies that vs ∈ Nˆ1 ∩ Nˆ2 for some vs ∈ V \ {v1, v2, v3}.
Then, by the union bound,
p′3 := P{Aˆ11,2, Aˆ21,3, dˆ12 ≥ 1} ≤
∑
s∈[n]\{1,2,3}
P{Aˆ11,2, Aˆ21,3, Aˆ11,s, Aˆ21,s} = O(n−5).
The very last bound is obtained by the same argument as in (30-32) above. Similarly, for
r = 1, 2, the event δ˜r ≥ 1 implies that vs ∈ Nˆr ∩ Nˆj for some 3 ≤ j ≤ m and some
vs ∈ V \ {v1, v2, v3}. Denote p′3r := P{Aˆ11,2, Aˆ21,3, δ˜r ≥ 1}, r = 1, 2. By the union bound,
p′31 ≤
∑
3≤j≤m
∑
s∈[n]\{1,2,3}
P{Aˆ11,2, Aˆ21,3, Aˆ11,s, Aˆj1,s} = O(n−5).
We similarly upperbound p′32 = O(n
−5). Now, (54) implies
|p3 − p˜3| ≤ p′3 + p′31 + p′32 = O(n−5). (55)
We further examine p˜3. We split
p˜3 = P
{Aˆ11,2, Aˆ21,3, dˆ1 + dˆ2 + δˆ12 = k − 2} = ∑
s+t+u=k−2, s,t,u≥0
p˜3(s, t, u), (56)
where
p˜3(s, t, u) = P{Aˆ112, Aˆ213, dˆ1 = s, dˆ2 = t, δˆ12 = u} =
1
(m)2
∑
i 6=j
p3,i,j(s, t, u), (57)
p3,i,j(s, t, u) := P{Ai12,Aj13, di = s, dj = t, δij = u}.
By the independence of the community layers G1 = G(Xn,1, Qn,1), . . . , Gm = (Xn,m, Qn,m),
we have
p3,i,j(s, t, u) = yizjP{δij = u}, where yi := P{Ai12, di = s}, zj := P{Aj13, dj = t}.
Furthermore, by the inequality |P{δij = u}−P{d(v1) = u}| ≤ 2κ1, which is shown similarly
as (47) above, we obtain from (57)
p˜3(s, t, u) = P{d(v1) = u} 1
(m)2
∑
i 6=j
yizj +R4, |R4| ≤ 2κ1
(m)2
∑
i6=j
yizj . (58)
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We observe that
1
m
∑
i
yi = E
(
(Xn)2
(n)2
Qn
(
Xn − 2
s
)
Qsn(1−Qn)Xn−2−s
)
=
1 + o(1)
(n)2
ρ1P{κ1 = s}. (59)
Similarly, 1m
∑
j zj =
1+o(1)
(n)2
ρ1P{κ1 = t}. Finally, invoking the identity∑
i 6=j
yizj =
∑
i
yi
∑
j
zj −
∑
i
yizi,
and using the approximation P{d(v1) = u} = P{d∗ = u} + o(1) of Theorem 1 we obtain
from (58) that
p˜3(s, t, u) = (1 + o(1))n
−4ρ21P{κ1 = s}P{κ1 = t}P{d∗ = u}+R4 −R5. (60)
Here |R5| ≤ 1(m)2
∑
i yizi. Note that (53) follows from (55), (56), (60) and the bounds
Rr = o(n
−4), r = 4, 5, shown below.
It remains to upperbound Rr, r = 4, 5. We have yi ≤ P{Ai12} ≤ (n)−12 E(X2n,iQn,i).
Similarly, zi ≤ (n)−12 E(X2n,iQn,i). Hence
m−1
∑
i
yi ≤ (n)−12 µ2 and m−1
∑
i
zi ≤ (n)−12 µ2. (61)
Now the inequality
∑
i 6=j yizj ≤
∑
i yi
∑
j zj and (28) imply
|R4| ≤ 2κ1 m
m− 1
µ22
(n)22
= o(n−4).
Furthermore, the inequality maxi zi ≤ (n)−12 maxiE(X2n,iQn,i) ≤ (n− 1)−1κ2 implies
|R5| ≤ κ2
(m− 1)(n− 1)
(
m−1
∑
i
yi
)
≤ κ2
(m− 1)(n− 1)
µ2
(n)2
= o(n−4).
In the second inequality we used (61) and in the very last step we used (28).
Proof of Theorem 2. We use notation introduced in the proof of Theorem 3. Proceeding as
in the proof of (40), (51) above we show that
P{∆} = mP{Aˆ1}+O(n−3) = m
(n)3
E
(
(Xn)3Q
3
n
)
+O(n−3),
P{∨} = mP{Aˆ112, Aˆ113}+ (m)2P{Aˆ112, Aˆ213}+O(n−3)
=
m
(n)3
E
(
(Xˆ1)3Qˆ
2
1
)
+
(m)2
(n)22
E
(
(Xˆ1)2Qˆ1(Xˆ2)2Qˆ2
)
+O(n−3)
=
m
(n)3
E
(
(Xn)3Q
2
n
)
+
m2
(n)22
(
E
(
(Xn)2Qn
))2
+ o(n−2).
In the last step we evaluate the expectation
(m)2E
(
(Xˆ1)2Qˆ1(Xˆ2)2Qˆ2
)
=
∑
i 6=j
yiyj =
(∑
i
yi
)2 −∑
i
y2i , yi := E
(
(Xn,i)2Qn,i
)
,
write the sum
∑
i yi in the form mE((Xn)2Qn) and estimate, see(28),∑
i
y2i ≤ κ2
∑
i
yi = o(n)
∑
i
yi = o(n
2)E((Xn)2Qn).
Finally, letting n,m→∞ and using the relations (that follows from (i),(ii), (iii))
E
(
(Xn)3Q
3
n
)→ E((X)3Q3), E((Xn)iQi−1n )→ E((X)iQi−1), i = 2, 3,
we derive (8) from the identity CG =
P(∆)
P(∨) .
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Proof of Corollary 1. Given real sequences {at}, {bt}, we use shorthand notation at ≈ bt for
limt→+∞ atbt = 1. We note that γ < (α− 2)/2 implies E(Q2X3) <∞ and E(QX2) <∞. In
particular, the distributions of random variables κk, 1 ≤ k ≤ 3, are well defined. We assume
for moment that either γ < 1 or γ = 1 and b < 1. The case where γ = 1 and b = 1 is treated
at the very end of the proof.
In the first step of the proof we apply Lemma 4 to show that each κi has a power law.
For t = 3, 4, . . . we write ρk,t in the form
ρ3,t = (t+ 3)3E
((
X
t+ 3
)
q(X)t+3(1− q(X))X−(t+3)
)
,
ρk,t = (t+ k + 1)k+1E
((
X
t+ k + 1
)
q(X)t+k(1− q(X))X−(t+k+1)
)
= (t+ k + 1)k+1y∗E
((
Y
t+ k + 1
)
q(Y )t+k+1(1− q(Y ))Y−(t+k+1)
)
, k = 1, 2.
Here Y is a random variable with the probability distribution
P{Y = s} = y−1∗ I{q(s)>0}P{X = s}/q(s), s = 0, 1, 2, . . . ,
where the norming constant y∗ =
∑
s≥0 I{q(s)>0}P{X = s}/q(s). Now Lemma 4 implies
ρ3,t ≈ ab(α−1)/γγ−1t2−(α−1)/γ , ρk,t ≈ ab(α−γ−1)/γγ−1tk−1−(α−2)/γ , k = 1, 2.
We conclude that
P(κ1 = t) ≈ c∗1t−
α−2
γ , P(κ2 = t) ≈ c∗2t1−
α−2
γ , P(κ3 = t) ≈ c∗3t2−
α−1
γ ,
c∗1 := ab
α−γ−1
γ γ−1ρ−11 , c
∗
2 := ab
α−γ−1
γ γ−1ρ−12 , c
∗
3 := ab
α−1
γ γ−1ρ−13 .
In particular, random variables κi, i = 1, 2, 3 have power laws. Note that under conditions
of Corollary 1 the asymptotic degree d∗ has power law (5).
In the next step of the proof we use the simple fact that given 1 < α1 ≤ α2 and a1, a2 > 0,
we have for any independent integer valued random variables τ1, τ2 such that P(τi = t) ≈
ait
−αi that
P{τ1 + τ2 = t} ≈
(
a1 + I{α1=α2}a2)
)
t−α1 . (62)
FOR PREPRINT VERSION ONLY Let us prove (62).
P{τ1 + τ2 = t} = P{τ1 + τ2 = t, |τ2| < εt}+P{τ1 + τ2 = t, εt ≤ |τ2| ≤ (1− ε)t}
+P{τ1 + τ2 = t, τ2 < −(1− ε)t}+P{τ1 + τ2 = t, τ2 > (1 + ε)t}
+P{τ1 + τ2 = t, (1− ε)t < τ2 < (1 + ε)t}
= I1 + I2 + I3 + I4 + I5.
We have for t→ +∞ and ε ↓ 0
I1 =
∑
|s|<εt
P{τ1 = t− s}P{τ2 = s} ≈ a1
t−α1
P{|τ2| < εt} ≈ a1
t−α1
,
I2 =
∑
εt≤|s|≤(1−ε)t
P{τ1 = t− s}P{τ2 = s} ≤ a1 + o(1)
(εt)α1
P{εt ≤ |τ2| ≤ (1− ε)t} = o(t−α1),
I3 =
∑
s>(1−ε)t
P{τ1 = t+ s}P{τ2 = −s} ≤ a1 + o(1)
tα1
P{τ2 < −(1− ε)t} = o(t−α1),
I4 =
∑
s≥(1+ε)t
P{τ1 = t− s}P{τ2 = s} ≤ P{τ1 < −εt} a2 + o(1)
((1 + ε)t)α2
= o(t−α2),
I5 =
∑
s:|s−t|≤εt
P{τ1 = t− s}P{τ2 = s} ≤ P{|τ1| < εt} a2 + o(1)
((1± ε)t)α2 ≈ t
−α2 .
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These relations imply (62). END OF ‘FOR PREPRINT VERSION ONLY’
It follows from (62) that for t→ +∞
P(κ(1)1 + κ
(2)
1 + d∗ = t) = o
(
P(κ2 = t)
)
, P(κ2 + d∗ = t) ≈ P(κ2 = t). (63)
Furthermore, we (62) implies that
γ > 1/3 ⇒ P(κ3 + d∗ = t) ≈ P(κ3 = t), (64)
γ = 1/3 ⇒ P(κ3 + d∗ = t) ≈ P(κ3 = t) +P(d∗ = t),
γ < 1/3 ⇒ P(κ3 + d∗ = t) ≈ P(d∗ = t).
Finally, we apply Theorem 3. We have
γ > 1/3 ⇒ C∗(t) ≈ ρ3P(κ3 = t)
ρ2P(κ2 = t)
≈ bt1−γ−1 , (65)
γ = 1/3 ⇒ C∗(t) ≈ ρ3P(κ3 = t) + ρ3P(d∗ = t)
ρ2P(κ2 = t)
≈
(
b+
ρ3
βbγ−1−1
)
t−2,
γ < 1/3 ⇒ C∗(t) ≈ ρ3P(d∗ = t)
ρ2P(κ2 = t)
≈ ρ3
βbγ−1−1
t−2.
Now we consider the case where γ = b = 1. The identity
ρk,t = E
(
(X)k¯I{X−k¯=t}
)
= (t+ k¯)k¯P{X = t+ k¯}, t = 0, 1, . . . ,
implies ρk = E
(
(X)k¯I{X≥k¯}
)
and P{κk = t} ≈ ρ−1k atk¯−α for k = 1, 2, 3. Furthermore, (5)
implies P{d∗ = t} ≈ β−1at1−α. Now (62) yields (63), (64). Finally, we obtain C∗(t) ≈ 1
similarly as in (65) above.
3.3 Giant component
In the proof of Theorem 4 we apply the approach developed in [10]. The concept of regular
exploration used in the proof of Lemma 1 below is adopted from [4].
We start by introducing some notation. Given a Galton-Watson (G-W) branching process X
we denote by |X | the total progeny of X , ρ(k)(X ) = P{|X | ≥ k} and ρ(X ) = P{|X | = ∞}.
Let T = {Ts(t, q), T (j)s (t, q) : q ∈ [0, 1], j, s, t ∈ N} be a collection of independent random
variables such that Ts(t, q) and T
(j)
s (t, q) have the same distribution as T (t, q).
Let Cv ⊂ V be the vertex set of the connected component of G = G(n) = G(X¯n,Q¯n) containing
vertex v. Let ω : N → N be a function satisfying ω(n) → ∞, ω(n) = o(n) as n → +∞. Let
Bk = {v : |Cv| ≥ k} ⊂ V be the set of vertices belonging to connected components of G
of size at least k. We write Bω = Bω(n). Let C ⊂ V denote the vertex set of the largest
connected component of G. Note that for each integer k ≥ 1
|C| ≤ max{k, |Bk|}. (66)
We first consider the special case where community sizes and edge densities are deter-
ministic, i.e., for each n we have P{(X¯n, Q¯n) = (x¯n, q¯n)} = 1 for some x¯n = (xn,1, . . . , xn,m)
and q¯n = (qn,1, . . . , qn,m). Furthermore, we assume that the distribution of (X,Q) has a
finite support, say A ⊂ {0, 1, 2, . . . ,M} × [0, 1], for some integer M ≥ 2. Therefore, we have
P{X = t, Q = q} > 0 whenever (t, q) ∈ A. We assume, in addition, that the set
A0 = {(t, q) : t ≥ 2, q > 0, (t, q) ∈ A}
is non-empty. Therefore the number q0 = min{q : (t, q) ∈ A0} is positive. We denote
ht,q := P{X = t, Q = q}, (t, q) ∈ A.
20
Given 0 < δ < 1/4, let Y+δ , Y−δ , Y be G-W processes with the offspring numbers
Y +δ =
∑
(t,q)∈A0
Λ+t,q∑
s=1
Ts(t, q), Y
−
δ =
∑
(t,q)∈A0
Λ−t,q∑
s=1
Ts(t, q), Y =
∑
(t,q)∈A0
Λt,q∑
s=1
Ts(t, q). (67)
Here Λt,q ∼ P(λt,q) and Λ±t,q ∼ P(λ±t,q) with λt,q = tht,qβ−1 and λ±t,q = λt,q(1± δ). Further-
more, we assume that the collection of random variables {Λt,q,Λ+t,q,Λ−t,q, (t, q) ∈ A0} and T
are independent. Note that offspring numbers (67) have compound Poisson distributions. In
particular, Y has the probability distribution P(λ, T∗).
In Lemma 1 below we assume that
∀n ≥ 1 ∀ 1 ≤ i ≤ mn (xn,i, qn,i) ∈ A. (68)
Given n and (t, q) ∈ A, let Dt,q be the collection of communities Di having size xn,i = t and
the edge density qn,i = q. Put D0 = ∪(t,q)∈A0Dt,q. For every Di ∈ D0 the probability that a
randomly chosen vertex of Di has a neighbour in Di connected by an edge labeled Di is
1− (1− qn,i)xn,i−1 ≥ 1− (1− q0)M−1 =: qˆ.
Lemma 1. Let β > 0. Let M ≥ 2 be an integer. Let n,m→ +∞. Assume that n/m→ β.
Let εn ↓ 0 be a positive sequence. Assume that P{X ≤ M} = 1 and (X,Q) has a finite
support (denoted) A. Assume that A0 = {(t, q) : t ≥ 2, q > 0, (t, q) ∈ A} 6= ∅. Assume that
(68) holds and the numbers
mt,q := #
{
i ∈ {1, . . . ,m} : (xn,i, qn,i) = (t, q)
}
satisfy
∀n max
(t,q)∈A0
∣∣∣ht,q −mt,q/m∣∣∣ ≤ εn. (69)
Assume that ω(n) ≤ n ln−2 n as m,n→ +∞ and
∀n |n/m− β| < εn. (70)
There exists sequences ε′n ↓ 0, ε′′n ↓ 0 (depending on {εn}) and {ht,q, (t, q) ∈ A0}) such that
max
v∈V
∣∣∣P{|Cv| ≥ ω(n)}− ρ(Y)∣∣∣ ≤ ε′n, (71)
P
{|Bω| − nρ(Y)| > ε′′nn} ≤ ε′n, (72)
P
{|C| − nρ(Y)| > ε′′nn} ≤ ε′n. (73)
We note that A0 6= ∅ implies q0 > 0 and qˆ > 0.
Proof of Lemma 1. Proof of (71). The distribution of |Cv| is the same for each v ∈ V . Hence
it suffices to approximate P{|Cv| ≥ ω(n)} for v = v1.
Before the proof we introduce some notation. Given 0 < δ < 4−1 we denote
mt,q(δ) = mht,q(1− δ) and p−t,δ = t(1− δ)n−1. (74)
We assume that n,m are large enough so that mt,q > mt,q(δ), for (t, q) ∈ A0. Let ω′ : N→ N
be such that ω′(n) = o(
√
n), ω′(n) → +∞, ω′ ≤ ω. We write, for short, ρ(ω) = ρ(ω(n))(Y),
ρ(ω
′) = ρ(ω
′(n))(Y). Let
N+ = {N+t,q, 2 ≤ t ≤M}, N− = {N−t,q, 2 ≤ t ≤M},
N˜+ = {N˜+t,q, 2 ≤ t ≤M}, N˜− = {N˜−t,q, 2 ≤ t ≤M}
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be collections of independent random variables having binomial and Poisson distributions
N+t,q ∼ Bin
(
mt,q, t/(n− ω′(n))
)
, N−t,q ∼ Bin(mt,q(2δ), p−t,δ), (75)
N˜+t,q ∼ P
(
tmt,q/(n− ω′(n))
)
, N˜−t,q ∼ P
(
mt,q(2δ)p
−
t,δ
)
. (76)
Note that EN+t,q = EN˜
+
t,q and EN
−
t,q = EN˜
−
t,q. We assume that T is independent of N−,
N+, N˜−, N˜+. Let Z± (respectively Z˜±) be defined as Y ±δ in (67), but with Λ±t,q replaced
by N±t,q (respectively N˜
±
t,q). Let X± and X˜± be Galton-Watson processes with the offspring
numbers Z± and Z˜± respectively.
Using the total variation distance bound dtv
(
Bin(n, p),P(np)) ≤ p, see (1.23) in [2], [25],
we show by coupling the offspring numbers of X± and X˜± that∣∣ρ(k)(X−)− ρ(k)(X˜−)∣∣ ≤Mkn−1, (77)∣∣ρ(k)(X+)− ρ(k)(X˜+)∣∣ ≤Mk(n− ω(n))−1.
From (69), (70), (77) we obtain for k = k(n) = o(n) as m,n→ +∞
ρ(k)
(Y−3δ) ≤ ρ(k)(X˜−) ≤ ρ(k)(X−)+ o(1), (78)
ρ(k)
(Y+2δ) ≥ ρ(k)(X˜+) ≥ ρ(k)(X+)− o(1). (79)
We show in (90), (98) below that
ρ(ω)(X−)− o(1) ≤ P{|Cv| ≥ ω(n)} ≤ P{|Cv| ≥ ω′(n)} ≤ ρ(ω′)(X+) + o(1) (80)
(the second inequality follows by ω ≥ ω′). (78), (79), (80) imply
ρ(ω)
(Y−3δ)− o(1) ≤ P{|Cv| ≥ ω(n)} ≤ ρ(ω′)(Y+2δ)+ o(1).
Letting δ ↓ 0 we obtain
P{|Cv| ≥ ω(n)} = ρ(Y) + o(1), (81)
where the remainder o(1) only depends on M and {εn}. Indeed the lower bound of (81)
follows from ρ(ω)(Y−3δ) ≥ ρ(Y−3δ) → ρ(Y) as δ ↓ 0. For the upper bound we push ρ(k)(Y+2δ)
arbitrarily close to ρ(Y) choosing large k and small δ. Indeed, given τ > 0 we find large
kτ > 0 such that ρ
(kτ )(Y) ≤ ρ(Y) + τ . Next, we find small δτ such that 0 < δ < δτ imply
ρ(kτ )(Y+2δ) ≤ ρ(kτ )(Y) + τ . For 0 < δ < δτ and k > kτ we have
ρ(k)(Y+2δ) ≤ ρ(kτ )(Y+2δ) ≤ ρ(kτ )(Y) + τ ≤ ρ(Y) + 2τ. (82)
Note that the converse inequality ρ(Y) ≤ ρ(k)(Y+2δ) holds for any δ and k. Finally, we note
that (81) implies (71). It remains to prove the first and the last inequality of (80).
Proof of (80). We fix an order v1 < v2 < · · · < vn of elements of V . Let m′ =
∑
(t,q)∈A0 mt,q
be the number of sets in the collection D0. We can assume without loss of generality that
D0 = {D1, . . . , Dm′} and |D1| ≤ |D2| ≤ · · · ≤ |Dm′ |.
Upper bound (the last inequality of (80)). Given v ∈ V , define the list Lv of vertices
using a BFS type exploration procedure. In the begining all vertices are uncolored, all sets
Di ∈ D0 are not marked, and Lv = ∅. After a vertex is added to Lv the vertex is colored
white. We add v to the list. Next we proceed recursively. We choose the oldest (with respect
to inclusion to Lv) white vertex, say u, from Lv. For i = 1, 2, . . . ,m
′ such that u ∈ Di and
Di is not marked, we mark Di (we say that Di is marked by u) and add to Lv (in increasing
order) all uncolored vertices of Di that are connected to u by paths of edges labelled Di. We
say that Di brings these vertices to the list and attach label Di to each of them. Afterwards
we color u black. Vertices added to Lv in this step are called children of u. We then chose
the oldest white vertex from Lv, add to Lv its children and color this vertex black etc. We
stop when there are no more white vertices in Lv or there are no more unmarked sets Di
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left. We denote Lv = {u1, u2, . . . }, where elements are listed in the order of their inclussion
to the list (ui is older than uj for i < j and u1 = v). We denote Lv,k = {u1, . . . , uk} the
set of k oldest vertices of Lv. Note that Lv is a subset of Cv. For any ui ∈ Lv with i ≥ 2
there is unique i∗ ∈ [1, i) such that ui is a child of ui∗ (equivalently, ui∗ is the parent of
ui). While constructing the list Lv we keep track of the sets Di1 , Di2 , . . . that have been
marked one after another (Dis was marked before Dit for s < t). For uj ∈ Lv the number
r = r(j) tells us that uj was brought to the list by Dir , the r-th member of the sequence
Dv = {Di1 , Di2 , . . . }. A set Dis marked by u ∈ Lv is called void if u has no neighbours in
Dis linked to u by edges labeled Dis (in this case Dis brings no children to u). Note that any
Dij is void with probability at most 1− qˆ. A set Dis ∈ D0 is called regular if ∪s−1j=1Dij and
Dis intersect in a single point. Vertex v is called k-regular if |Lv| ≥ k and Dij is regular for
j = 2, 3, . . . , r(k). The set of k-regular vertices of G is denoted Vk = {v ∈ V : v is k−regular}.
Note that the events {|Cv| ≥ k, v ∈ Vk} and {|Lv| ≥ k, v ∈ Vk} are equivalent.
We observe that the number of vertices brought to the list Lv by a regular set Dis ∈ Dt,q
has the same distribution as T (t, q). For a non-regular set this number may be smaller,
since white vertices of a non-regular set Dis that have been colored in previous steps of the
exploration can not be brought to Lv by Dis . Therefore as long as k ≤ ω′(n) a coupling of
the exploration process with the branching process X+ shows that
P{|Lv| ≥ k} ≤ P{|X+| ≥ k}. (83)
Next we show that
P{|Lv| ≥ k, v /∈ Vk} ≤ kˆ2M2n−1 + 2k−1, (84)
where kˆ := 2k/qˆ. For v with |Lv| ≥ k the event {v /∈ Vk} implies that one or more non-regular
sets have been marked during the exploration. Then either the first marked non-regular set
Dis has index s satisfying s ≤ kˆ (we denote this event Ak) or we have s > kˆ. In the latter
case there are at least kˆ − k + 2 void sets Dil with l ≤ kˆ (this event we denote Bk). Indeed,
on the event Ak ∩ {v /∈ Vk} ∩ {|Lv| ≥ k} we have that the index s of the first observed
non-regular set Dis satisfies kˆ < s ≤ r(k). But the inequality kˆ < r(k) implies that among
the first kˆ sets from Dv there ar less than k−1 non-void ones as each non-void set contributes
at least one new vertex to the list. Now (84) follows from the inequalities
P{Bk} ≤ P{Y < k − 1} ≤ 2k−1, (85)
P{Ak} ≤
∑
2≤s≤kˆ
P{Dis is non regular} ≤ (kˆ − 1)
(kˆ − 1)M2
n
. (86)
Here Y ∼ Bin(kˆ, qˆ) and (85) follows by Chebyshev’s inequality. In (86) we estimated
P{Dis is non regular} ≤ (kˆ − 1)M2/(n − (kˆ − 1)). Indeed, given Hs−1 = ∪1≤j≤s−1Dij ,
the size |Dis | = t and the event that Dis is marked by uj , the probability that Dis is non
regular is the conditional probability p∗ = P
{|Hs−1 ∩ D∗| ≥ 2 ∣∣uj ∈ D∗}, where D∗ is a
random subset of size t of the set V \ {u1, . . . , uj−1}. For |Hs−1| = h we have
p∗ =
P{|Hs−1 ∩D∗| ≥ 2, uj ∈ D∗}
P{uj ∈ D∗} ≤
(h− j)(t− 1)
n− j . (87)
The last fraction upper bounds the probability that D∗ \ {uj} of size t − 1 intersects with
Hs−1 \ {u1, . . . , uj} of size h − j. Note that (h − j)/(n − j) ≤ h/n and h ≤ (kˆ − 1)M and
t ≤ M . Therefore the right side of (87) is at most (kˆ − 1)M2/n. This shows (86) and we
arrive to (84). It follows from (84) that
k = o(
√
n) ⇒ P{|Lv| ≥ k, v /∈ Vk} = o(1). (88)
We similarly show that
k = o(
√
n) ⇒ P{|Cv| ≥ k, v /∈ Vk} = o(1). (89)
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Namely, given v with |Cv| ≥ k, the event v /∈ Vk implies that either |Lv| < k or |Lv| ≥ k
and Dij is non-regular for some 2 ≤ j ≤ r(k). The probability of the latter event is bounded
by (88). Now we show that the remaining event Ck = {|Cv| ≥ k, |Lv| < k} has probability
P{Ck} = o(1). We observe that event Ck implies that a non-regular set Dis has been marked
by some ur ∈ Lv, where r < k.
FOR PREPRINT ONLY Indeed we always have Lv ⊂ Cv. The situation where Lv 6= Cv
happens when some ur ∈ Lv marks a non-regular set Dis containing a white vertex ur+j
(which is already on the list Lv) and ur+j has neighbours in Dis connected to ur+j by edges
labeled Dis , but neither ur+j nor these neighbours are adjacent to ur. The set Dis once
marked by ur will not be allowed to bring children to ur+j . Therefore, it may happen that
these neighbours of ur+j will not be included in the list END OF ‘FOR PREPRINT ONLY’
Next we consider two alternatives: either the index s of the first marked non-regular set
Dis satisfies s ≤ kˆ (the probability of such event is upperbounded in (86)) or s > kˆ. But
the inequality s > kˆ implies that at most k− 1 elements of the list Lw have marked at least
kˆ − k + 2 void sets before a non-regular set was marked. The probability of such event is
upperbounded by (85).
Finally, we observe that the events {|Cv| ≥ k, v ∈ Vk} and {|Lv| ≥ k, v ∈ Vk} are equal.
Now (88), (89) combined with (83) imply
P{|Cv| ≥ k} = P(|Lv| ≥ k}+ o(1) ≤ P(|X+| ≥ k}+ o(1). (90)
Lower bound (the first inequality of (80)). We modify a bit our exploration procedure.
Given v ∈ V , we construct the list L∗v = {u1, u2, . . . } similarly as Lv above, but now each
uj ∈ L∗v only accepts children brought by regular sets. Moreover, not every regular set is
allowed to contribute to the list L∗v. Permission to contribute is granted at random. The
construction of L∗v is described in the algorithm L.
In the algorithm A we use the following notation. D∗1 , D∗2 , . . . denote the regular marked
sets that were allowed to contribute to the list L∗v one after another during the exploration;
H∗s = {u1} ∪
(∪1≤l≤sD∗l ), s ≥ 1. We set H∗0 = {u1}. Furthermore, M (1),M (2), . . . denote
the numbers of sets marked by u1, u2, · · · ∈ L∗v respectively; M (j)t,q denotes the number of sets
from Dt,q marked by uj (so that M (j) =
∑
(t,q)∈A0 M
(j)
t,q ). For each (t, q) ∈ A0 we define the
integer sequence m
(j)
t,q = mt,q(δ) − (j − 1)b3 lnmc, j ≥ 1. For integers h, t we denote, see
(74),
p∗(h, t, j) =
p−t,δ
p∗1(h, t, j)
, p∗1(h, t, j) =
(
n− h
t− 1
)(
n− j + 1
t
)−1
. (91)
Algorithm A
1. for (t, q) ∈ A0 set D˜(0)t,q := Dt,q;
2. L∗v ← v, collor[v] = white, j ← 0;
3. while L∗v contains a white vertex:
4. j ← j + 1, uj ← the oldest white vertex of L∗v, color[uj ] = black,
5. for (t, q) ∈ A0:
6. select a subset D(j)t,q ⊂ D˜(j−1)t,q of size |D(j)t,q | = m(j)t,q ,
7. examine each D ∈ D(j)t,q : mark D whenever uj ∈ D, and if D is regular? then
accept D with probability p∗(h, t, j), where t = |D| and where h = |H∗s | refers to the union
H∗s of regular sets accepted so far. Collor white the children of uj brought by D and insert
them to the list L∗v. Set D˜
(j)
t,q to be the family of unmarked sets from the collection D
(j)
t,q .
Stop if either (a) |L∗v| = k or (b) M (j)t,q > b3 lnmc.
?A set D marked by uj is called regular if uj is the only common vertex shared by D
and the union of previously marked and accepted regular sets.
Let us show that for any sequence k = kn ≤ n ln−2 n we have
P{|L∗v| ≥ k} ≥ P{|X−| ≥ k}+ o(1). (92)
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We firstly show that the acceptance probability p∗(h, t, j) of step 7 is well defined, i.e., for
sufficiently large n,m it is always less than 1. Indeed, while deciding whether to accept a
regular set D in step 7 we know that |L∗v| < k. Hence the number of sets marked so far is at
most
∑
uj∈L∗v M
(j) < k|A0|3 lnm as each M (j) contribute at most |A0|3 lnm. The number
of marked regular accepted sets is even less. Hence h ≤ Mk|A0|3 lnm = O(n ln−1 n). Here
we used the fact that the community sizes |D∗l | ≤ M , the set A0 is finite and n/m → β.
Now for j = O(n ln−2 n) and 2 ≤ t ≤M we have
p∗1(h, t, j) = t
(
n−O(n ln−1 n))
t−1(
n−O(n ln−2 n))
t
= (1 + o(1))
t
n
> (1− δ) t
n
= p−t,δ.
A similar reasoning shows that each time we perform step 6 the collection D˜(j−1)t,q has more
than mt,q(2δ) members. Indeed, we have for j < n ln
−2 n
|D˜(j)t,q | = |D(j)t,q | −M (j)t,q ≥ m(j)t,q − b3 lnmc ≥ mt,q(δ)− jb3 lnmc ≥ mt,q(2δ).
We secondly show (see (94), (95) below) that the probability that algorithm A stops for
the reason (b) is negligibly small. Introduce the event
Er = {M (j)t,q > 3 lnm, for some 1 ≤ j ≤ r and some (t, q) ∈ A0}.
If the algorithm did not stop before uj started exploring its children in the communities of
size t and strength q, then M
(j)
t,q has binomial distribution Bin(m
(j)
t,q , t/(n− j + 1)). In this
case we have for some constant c depending on β and M
P{N (j)t,q > b3 lnmc} ≤ cm−2. (93)
To show (93) we couple M
(j)
t,q with binomial random variable M
∗
j ∼ Bin(n, t/(n− j + 1)) so
that P{M (j)t,q ≤ M∗j } = 1. Then we apply exponential Chebyshev inequality P{M∗j > x} ≤
e−xEeM
∗
j and use EeM
∗
j ≤ c = c(β,M). If the algorithm stops before uj starts exploring its
children in the communities of size t and strength q, then we set M
(j)
t,q ≡ 0. In the latter case
(93) is obvious. For r ≤ k we obtain from (93) by the union bound that
P{Er} ≤ P{Ek} ≤ c|A0|m−1 = O(m−1). (94)
By i∗(k) and r∗(k) we denote the positive integers such that uk ∈ L∗v is a child of ui∗(k) ∈ L∗v
and uk is brought to the list by the set D
∗
r∗(k). Observe that r
∗(k) ≤M1 + · · ·+Mi∗(k) and
i∗(k) < k. Therefore (94) implies
P{E i∗(k)} = 1−O(m−1), P
{|L∗v| ≥ k ∣∣ E i∗(k)} = P(|L∗v| ≥ k}+O(m−1). (95)
Here the second inequality follows from the first one. The conditioning on E i∗(k) means that
the algorithm was not stopped for the reason (b).
We now are ready to prove (92). We consider the probability P
{|L∗v| ≥ k ∣∣ E i∗(k)}. We
claim that as long as the algorithm does not stop for the reason (b), we have for each
1 ≤ j ≤ i∗(k), each (t, q) ∈ A0 and each D ∈ D(j)t,q that the probability that D is marked by
uj , D is regular and it is allowed to contribute to L
∗
v is p
−
t,δ. To show this we examine the
probability p∗(h, t, j) of step 7. Note that p∗1(h, t, j) is the probability that given H ⊂W of
size |H| = h and u1, . . . , uj ∈ H, a random subset D ⊂ V \ {u1, . . . , uj−1} of size t intersect
with H and the intersection D∩H = {uj} (i.e., p∗1(h, t, j) is the probability that D is marked
by uj and it is regular). The random acceptance of D with probability p
∗(h, t, j) (in step
7) makes the final acceptance probability equal p−t,δ. Now we can write the total number of
children of uj , 1 ≤ j ≤ i∗(k), in the form
∑
(t,q)∈A0
η
(j)
t,q∑
s=1
I(j)s (t, q)T (j)s (t, q). (96)
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Here I(j)s (t, q) is a Bernoulli random variable (independent of all the other random variables)
with success probability
p′j,δ :=
p−t,δ
P{D is marked by uj} =
p−t,δ
t/(n− j + 1) = (1− δ)
n− j + 1
n
(note that p′j,δ is the conditional probability that D ∈ D(j)t,q is allowed to contribute to L∗w
given that D is marked by uj). Furthermore, by η
(j)
t,q we denote the random variable M
(j)
t,q
conditioned on the event M
(j)
t,q ≤ b3 lnnc.
Let us compare the exploration process L∗v (conditioned on the event E i∗(k)) with the
branching process L, which produces an ordered list of particles {u1, u2, . . . } and where the
offspring number of uj is defined by (96), but with η
(j)
t,q replaced by M
(j)
t,q . Note that the
total variation distance between their distributions P
η
(j)
t,q
and P
M
(j)
t,q
dtv
(
P
η
(j)
t,q
, P
M
(j)
t,q
) ≤ P{M (j)t,q > 3 lnm} ≤ cm−2.
Hence we have
P
{|L∗v| ≥ k ∣∣ E i∗(k)} = P{|L| ≥ k}+O(k/m2). (97)
Furthermore, we have P{|L| ≥ k} ≥ P(|X−| ≥ k}. Indeed, we can represent the offspring
number of L as
∑
(t,q)∈A0
M
(j)
t,q∑
s=1
I(j)s (t, q)T (j)s (t, q) =
∑
(t,q)∈A0
M¯
(j)
t,q∑
s=1
T (j)s (t, q),
where M¯
(j)
t,q ∼ Bin(m(j)t,q , p−t,δ), and then couple M¯ (j)t,q with N−t,q so that P
{
M¯
(j)
t,q ≥ N−t,q
}
= 1.
Now (95), (97) imply P{|L∗v| ≥ k} ≥ P{|X−| ≥ k} + o(1). Finally, the simple inequality
P{|Cv| ≥ k} ≥ P{L∗v| ≥ k} shows
P{|Cv| ≥ k} ≥ P(|X−| ≥ k}+ o(1). (98)
Proof of (72). We use the shorthand notation Iv := I{|Cv|≥ω(n)}. We have
|Bω| =
∑
v∈V
Iv,
(|Bω|
2
)
=
∑
{u,v}⊂V
IuIv. (99)
The first identity combined with (71) yield
E|Bω| = nρ(Y) + o(n). (100)
For ρ(Y) = 0 this implies (72). For ρ(Y) > 0 we establish (72) by showing that |Bω|
concentrates around its mean E|Bω|.
We first consider the special case of ω = ω¯, where ω¯(n) = lnn. Let {x, y} ⊂ V denote a
pair of vertices selected uniformly at random. We show below that
E(IxIy) ≤ ρ(Y)× ρ(Y) + o(1), (101)
where the remainder o(1) only depends on A0 and {εn}. (101) combined with (99), (100)
imply E|Bω¯|2 ≤ (E|Bω¯|)2 + o(n2). From the latter inequality we conclude that var|Bω¯| =
o(n2). Now Chebyshev’s inequality implies
∀γ > 0 P
{∣∣|Bω¯| −E|Bω¯|∣∣ > γn} ≤ (γn)−2var(|Bω¯|) = o(1). (102)
Letting γ ↓ 0 we obtain (72). It remains to prove (101).
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Proof of (101). We start with an outline. Denote for short k¯ = ω¯(n). We select y and
perform exploration Ly. We stop the exploration after the first k¯ elements of the list Ly
are discovered. Let Dy denote the collection of sets marked during this exploration and
H(y) = ∪D∈DyD. We will show that |H(y)| = OP (k¯) (the first bound of (104)). Next we
select x. The event Lx|y = {x /∈ H(y)} has probability 1 − O(k¯)/n = 1 − o(1) (the second
bound of (104)). We then consider the exploration Lx (until the first k¯ elements of the list
Lx are discovered) conditionally on the event Lx|y. Using the fact that |H(y)| = OP (k¯)
we show that the sets marked during the exploration Lx do not intersect with H(y) whp
(see (106)). Hence the event Lx = {|Lx| ≥ k¯} is almost independent of Ly = {|Ly| ≥ k¯}.
Finally, we establish (101) by approximating P{Ly} and P{Lx|Ly} = P{Lx}(1 + o(1)) by
the survival probabilities of related branching processes. The rigorous argument below adds
the details.
Recal that Vk denotes the set of k-regular vertices. Denote the events
L+x = Lx ∩ {x ∈ Vk¯}, Lx|y = {x /∈ H(y)}, Hy = {|H(y)| ≤M ˆ¯k, |Dy| ≤ ˆ¯k}.
where ˆ¯k = 2k¯/qˆ. (89) and the fact that events {|Cv| ≥ k¯, v ∈ Vk¯} and L+v are equal imply
E(IxIy) = E
(
IxIyI{x∈Vk¯}I{y∈Vk¯}
)
+ o(1), E
(
IxIyI{x∈Vk¯}I{y∈Vk¯}
)
= P{L+x ∩L+y }. (103)
Note that event L+y ∩ {|Dy| > ˆ¯k} implies that among the first ˆ¯k sets marked by Ly less than
k¯ − 1 are non-void. The probability of such event is o(1), see (85). Since |Dy| ≤ ˆ¯k implies
Hy we conclude that
P{L+y ∩Hy} = o(1) and P{Lx|y|Hy} ≤M ˆ¯k/n = o(1). (104)
Here the first bound implies the second one. Combining these relations we obtain
P{L+x ∩ L+y } = P{L+x ∩ L+y ∩Hy}+ o(1) = P{L+x ∩ L+y ∩Hy ∩ Lx|y}+ o(1). (105)
In the last step we used the inequalities
P{L+x ∩ L+y ∩Hy ∩ Lx|y} ≤ P{Hy ∩ Lx|y} ≤ P{Lx|y|Hy} = o(1).
Let Dx = {Di1 , Di2 , . . . } denote the sets marked during the exploration Lx (Dis is marked
before Dis+1). We call Dis healthy whenever Dis∩H(y) = ∅. Exploration Lx is called healthy
if all marked sets Dis are healthy (recall that we stop marking the sets after Lx collects k¯
elements). Introduce events
Sx = {Lx is healthy}, S∗x = {there is no non-healthy Dis with s ≤ ˆ¯k}.
Next we show that
P{L+x ∩ L+y ∩Hy ∩ Lx|y} = P{L+x ∩ L+y ∩Hy ∩ Lx|y ∩ Sx}+ o(1). (106)
Given integer 0 < t ≤M , let D ⊂ V be a random set of size |D| = t. Assuming that D and
H(y) are independent we estimate the conditional probability
P
{
D ∩H(y) 6= ∅∣∣H(y), x /∈ H(y), x ∈ D} ≤ (t− 1)|H(y)|(n− 1)−1. (107)
Now we consider the exploration Lx conditionally, given the event Hy∩Lx|y. The conditional
probability that Di1 marked by x is not healthy is at most (M − 1)M ˆ¯k(n − 1)−1. Here we
applied (107) and used the fact that x /∈ H(y) implies Di1 /∈ Dy and therefore Di1 and
H(y) are (conditionally) independent. Furthermore, for s = 1, 2, . . . , given the event that
Di1 , . . . , Dis are all healthy and that Dis+1 was marked by the j-th element (where j < k¯)
of the list Lx, the probability that Dis+1 is not healthy is at most (M − 1)M ˆ¯k(n − j)−1 ≤
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(M − 1)M ˆ¯k(n − k¯)−1. Here we used the fact that uj /∈ H(y) implies Dis+1 /∈ Dy. By the
union bound applied to S∗x = ∪1≤s≤ˆ¯k{Di1 , . . . , Dis−1 are healthy and Dis is not healthy},
we have
P
{S∗x∣∣Hy, x /∈ H(y)} ≤ ˆ¯k · (M − 1)M ˆ¯k(m− k¯)−1 = o(1).
This bound implies
P{S∗x ∩Hy ∩ Lx|y} = P{Hy ∩ Lx|y} − o(1). (108)
Furthermore, on the event S∗x the exploration Lx does not encouter H(y) and therefore Lx is
determined solely by the sets Dx = {Di1 , Di2 , . . . } (which are subsets of V \H(y)). The same
argument as that of (85), (86) above yields that the event L+x ∩ {|Dx| > ˆ¯k} has probability
o(1), that is, we have P
{L+x ∩ {|Dx| > ˆ¯k}∣∣S∗x,Lx|y,Hy} = o(1). Consequently,
P
{L+x ∩ {|Dx| ≤ ˆ¯k} ∩ S∗x ∩ Lx|y ∩Hy} = P{L+x ∩ S∗x ∩ Lx|y,Hy}− o(1) (109)
In view of the fact that the event {|Dx| ≤ ˆ¯k} ∩ S∗x implies Sx and event Sx implies S∗x we
obtain from (109) that
P
{L+x ∩ Sx ∩ Lx|y ∩Hy} = P{L+x ∩ S∗x ∩ Lx|y,Hy}− o(1)
This relation together with (105), (108) imply (106).
In the last step of the proof of (101) we estimate
P
{L+x ∩ L+y ∩Hy ∩ Lx|y ∩ Sx} ≤ P{L+x ∣∣Sx ∩ L+y ∩Hy ∩ Lx|y}P{L+y } (110)
and
P{L+y } ≤ ρ(Y) + o(1), P
{L+x ∣∣Sx ∩ L+y ∩Hy ∩ Lx|y} ≤ ρ(Y) + o(1). (111)
The first bound of (111) follows from (79, 82, 83). The second one is obtained by a similar
argument, but now we perform exploration Lx in the subgraph of G induced by the vertex set
V \H(y). In particular, we set N+t,q ∼ Bin
(
mt,q, p
∗
t ) and N˜
+
t,q ∼ P(mt,qp∗t ) in (75), (76). Here
p∗t = t/(n− k¯ −M ˆ¯k) upperbounds the probability P{uj ∈ D} that uj ∈ Lx = {u1, u2, . . . }
with j < k¯ marks a “healthy” random set D ⊂ V \ ({u1, . . . , uj−1} ∪H(y)) of size |D| = t.
Note that 2 < t ≤M implies p∗t = tn−1(1 + o(1)).
Relation (101) follows from (103), (105), (106), (110) and (111). We have shown (72) in
the special case of ω = ω¯, where ω¯(n) = lnn.
Next we prove (72) for general ω. To this aim we show that
∣∣∣|Bω| − |Bω¯|∣∣∣ = op(n). Let
ω1 = ω ∨ ω¯ and ω2 = ω ∧ ω¯ so that
∣∣|Bω| − |Bω¯|∣∣ = |Bω2 | − |Bω1 | ≥ 0. Now (100) implies
E
∣∣|Bω| − |Bω¯|∣∣ = E(|Bω1 | − |Bω2 |) = o(n).
Proof of (73). The upper bound P
{|C| ≤ nρ(Y)| + ε′′nn} ≥ 1 − o(1) follows from (72).
Indeed, we can assume without loss of generality that ε′′ from (72) satisfies ε′′nn ≥ ln2 n. For
ω(n) = lnn we obtain from (66) for large n,m that
P
{|C| > nρ(Y) + ε′′nn} ≤P{max{ω(n), |Bω|} > nρ(Y) + ε′′nn}
=P
{|Bω| > nρ(Y) + ε′′nn} = o(1).
For ρ(Y) > 0 = 0 relation (73) follows from the upper bound shown above.
Next we show the matching lower bound |C| ≥ ρ(Y)n + oP (n) assuming that ρ(Y) > 0.
Fix (t, q) ∈ A0. Choose δ = δn > 0 such that ρ(Y−δ ) > 0. We select a subset Dδt,q ⊂ Dt,q of
size |Dδt,q| = bδmt,qc and color sets from Dδt,q blue. The collection D∗0 = D0 \Dδt,q is obtained
from D0 after removal of the blue sets. Let Gδ (respectively G∗) be OBG on the vertex set V
defined by the collection of communities Dδt,q (respectively D∗0). We color edges of Gδ blue.
28
We couple G, Gδ and G∗ so that G = Gδ ∪G∗. Let ω(n) = n2/3 and let B ⊂ V be the set
of vertices belonging to connected components of G∗ having at least ω(n) vertices. Clearly,
there are at most n1/3 such components. Given a pair of such components C ′, C ′′ ⊂ V , for
any D ∈ Dδt,q, the probability that C ′, C ′′ are connected by a blue edge labeled D is at least
p∗ := P
{
D ∩ C ′, D ∩ C ′′ ∣∣C ′, C ′′} · q ≥ 2n4/3n−2q.
Indeed, the probability that a randomly selected pair of elements of D intersects with C ′ and
C ′′ simultaneously is at least 2(n2/3/n)2. Furthermore, by Chernoff’s bound (see formula
(2.6) of [18]) the probability that there are less that c˜ lnn blue edges betweeen C ′ and C ′′ is
at most
P
{
XBin(bδmt,qc,p∗) < c˜ lnn
} ≤ e−cδn1/3 . (112)
Here the random variable XBin(bδmt,qc,p∗) ∼ Bin(bδmt,qc, p∗). Furthermore, the constant
c > 0 depends on ht,q, constant c˜ > 0 and the sequence n/mn → β. Next, by the union
bound, the probability that there exists a pair of components connected by less than c˜ lnn
blue edges is at most (dn1/3e
2
)
e−cδn
1/3
= o(1), (113)
provided that δn1/3 ≥ ln2 n.
We let δ = n−1/6 and apply (72) to the set B of vertices of G∗. In view of (113) these
vertices belong to the same connected component of G = Gδ ∪G∗ whp. Hence |C| ≥ |B| ≥
nρ(Y) + oP (n).
In the next Lemma we relax condition (68).
Lemma 2. Statements (72), (73) of Lemma 1 remain true if we replace condition (68) by
the condition
∀n ≥ 1 ∀ 1 ≤ i ≤ mn xn,i ≤M.
and condition (69) by the condition
∀n max
(t,q)∈A
∣∣∣ht,q −mt,q/m∣∣∣ ≤ εn. (114)
Proof. Given n and (x¯n, q¯n) we color a pair (xn,i, qn,i) red whenever (xn,i, qn,i) ∈ A. Other-
wise we color (xn,i, qn,i) blue. The communities/sets defined by red (blue) pairs are colored
red (blue) as well. By (114), the number mB of blue pairs satisfies mB = o(m). The OBG
defined by the families of red (blue) pairs are denoted by GR (GB). Then G = G(x¯n,q¯n) is
the union G = GB ∪GR. Let CR and C be the vertex sets of the largest components of GR
and G.
We first show that (73) holds (under conditions of Lemma 2). We observe that results
(71), (72), (73) of Lemma 1 apply to GR because mB = o(m). In particular, (73) remains
true with C replaced by CR. This together with the simple inequality |C| ≥ |CR| shows the
lower bound |C| ≥ nρ(Y)+oP (n). To prove a matching upper bound we apply the inequality
|Bk| ≤ |BkR|+mBMk, (115)
where BkR is the set of vertices that belong to components of GR of sizes at least k. To show
this inequality we observe that each v ∈ Bk \BkR belongs to a component of GR of size less
than k and this component intersects with some blue set. Furthermore, each blue set may
intersect with at most M distinct components. Hence each blue set may contribute at most
kM vertices to Bk \BkR. Blue sets altogether contribute at most mBMk vertices. From (66)
and (115) we obtain
|C| ≤ max{k, |Bk|} ≤ |BkR|+mBMk + k. (116)
Choosing k = ω(n)→ +∞ so that
mBω(n) = o(n) (117)
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we obtain |C| ≤ |BωR|+ o(n). Finally we apply (72) to |BωR| and obtain |C| ≤ nρ(Y) + oP (n).
Next we show that (72) holds (under conditions of Lemma 2). For ω1 satisfying (117)
the upper bound |Bω1 | ≤ nρ(Y)+oP (n) follows from (115) and relation (72) applied to Bω1R .
We extend this upper bound to arbitrary ω. Fix some ω1 satisfying (117). Then ω2 = ω∧ω1
satisfies (117) and the upper bound applies to |Bω2 | ≥ |Bω|.
The lower bound |Bω| ≥ nρ(Y) + oP (n) makes sense when ρ(Y) > 0. For ρ(Y) > 0 the
lower bound follows from the lower bound |C| ≥≥ |CR| ≥ nρ(Y) + oP (n) (see (73)) and the
fact that |Bω| ≥ |C| provided that ω(n) = o(n) and |C| ≥ 0.5nρ(Y).
Proof of Theorem 4. In the case where P{X ≥ 2, Q > 0} = 0 we have, by Theorem 1, that
P{d∗ = 0} = 1. This yields N1 = oP (n). We assume below that P{X ≥ 2, Q > 0} > 0.
Before the proof we introduce some notation. Given integer M ≥ 2 and number x ≥ 0,
we denote x[M ] = xI{x≤M}. For x¯n = (xn,1, . . . , xn,m) we denote x¯
[M ]
n = (x
[M ]
n,1 , . . . , x
[M ]
n,m).
Given 0 < ε < 1, define the random graphs G+[M ] = G(X¯[M]n ,Q¯+n )
, G−[M ] = G(X¯[M]n ,Q¯−n ). Here
(X¯
[M ]
n , Q¯±n ) denotes ε-discretization (15) of
(X¯ [M ]n , Q¯n) =
(
(X
[M ]
n,1 , Qn,1), . . . , (X
[M ]
n,m, Qn,m)
)
.
We can couple G±[M ] with G[M ] = G(X¯[M]n ,Q¯n) so that P
{
G−[M ] ⊂ G[M ] ⊂ G+[M ]
}
= 1. Fur-
thermore, we can couple G[M ] and G = G(X¯n,Q¯n) so that P{G[M ] ⊂ G} = 1. Let C±[M ] and
C[M ] denote the vertex sets of the largest components of G
±
[M ] and G[M ] respectively. The
couplings above imply the couplings
P
{|C−[M ]| ≤ |C[M ]| ≤ |C+[M ]|} = 1 and P{|C[M ]| ≤ |C|} = 1. (118)
We will assume below that M > 0 is large enough so that x∗[M ] := E
(
XI{2≤X≤M}
)
> 0.
In the first step of the proof we show that∣∣C[M ]∣∣ = nρ(YM ) + op(n). (119)
Here YM is a G-W process with the offspring number YM ∼ P(λ[M ], T∗[M ]), where λ[M ] and
T∗[M ] are defined in the same way as λ and T∗ above , see (4), but with (X,Q) replaced by
(X [M ], Q). That is, we have λ[M ] = β
−1x∗[M ] and
P
{
T∗[M ] = l
}
= x−1∗[M ]E
(
Xp
(
X,Q, l)I{2≤X≤M}
)
, l = 0, 1, . . . .
In order to prove (119) we apply Lemma 2 to the random graphs G+[M ] and G
−
[M ]. We show
that ∣∣C±[M ]∣∣ = nρ(Y±M)+ oP (n). (120)
Here Y±M is a G-W processes with offspring numbers Y ±M ∼ P(λ[M ], T±∗[M ]), where T±∗[M ] is a
random variable with the probability distribution
P
{
T±∗[M ] = l
}
= x−1∗[M ]E
(
Xp
(
X,Q±, l)I{2≤X≤M}
)
, l = 0, 1, . . . .
Letting ε ↓ 0 we obtain ρ(Y±M)→ ρ(YM). Now (120) together with the first identity of (118)
yield (119).
Let us show (120). We only consider C+[M ]. Let A = {0, 1, . . . ,M} × {s1, . . . , sr} be
the set of pairs (t, sj), where t = 0, 1, . . . ,M and s1, . . . , sr are the possible values of q
+ of
ε-discretization (15). For (t, q) ∈ A denote
ht,q = P
{
(X [M ], Q+) = (t, q)
}
, mt,q = #
{
i : (X
[M ]
n,i , Q
+
n,i) = (t, q)
}
.
Let An(δ) denote the event that max(t,q)∈A |ht,q −mt,q/m| ≤ δ. We claim that there exists
a positive sequence δn ↓ 0 such that
P{An(δn)} = 1− o(1) as n,m→ +∞. (121)
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Indeed, for each (t, q) ∈ A we have
E(mt,q/m)− ht,q = P
{
(X [M ]n , Q
+
n ) = (t, q)
}−P{(X [M ], Q+) = (t, q)} = o(1). (122)
In the very last step we use the fact that our assumption (i) implies (X
[M ]
n , Q+n )
D−→ (X [M ], Q+).
Furthermore, by Chebyshev’s inequality, for any δ > 0
P
{
(mt,q −Emt,q) > mδ
} ≤ var(mt,q)
m2δ2
≤ 1
mδ2
. (123)
From (122), (123) we obtain (121). Now we apply result (73) of Lemma 2 to G+[M ] condition-
ally, given the event An(δn). (73) implies that there exists a sequence ε′′n ↓ 0 (dependening
on the sequence δn, collection of probabilities {ht,q, (t, q) ∈ A} and the sequence n/mn → β)
such that
P
{∣∣|C+[M ]| − nρ(Y+[M ])∣∣ > ε′′nn∣∣An(δn)} = o(1).
Combining this bound with (121) we obtain (120).
In the second step of the proof we let M → +∞. We have ρ(YM ) → ρ(Y). Now the
second identity of (118) together with (119) yield the lower bound |C| ≥ nρ(Y) + op(n) as
n,m→ +∞. To show the matching upper bound |C| ≤ nρ(Y) + op(n) we use the inequality
|C| ≤ max{k, |Bk|} ≤ |Bk[M ]|+ k
∑
1≤i≤m
Xn,iI{Xn,i>M} + k, (124)
which is shown in the same way as (115), (116) above. Here Bk (respectively Bk[M ]) is the
set of vertices of G (respectively G[M ]) that belong to components of size at least k.
Analysis of the proof of (72) in Lemmas 1 and 2 shows that in (72) we can replace Bω
and ρ(Y) by Bk and ρ(k)(Y), where integer k ≥ 1 is fixed. Using this fact and proceeding as
in the proof of (119) above we obtain for n,m→ +∞∣∣Bk[M ]∣∣ = nρ(k)(YM ) + op(n). (125)
Next we observe that ZM,n := m
−1∑
1≤i≤mXn,iI{Xn,i>M} = oP (1) uniformly in n as
M → +∞. Indeed, our assumptions (i), (ii) imply the uniform integrability of the sequence
{Xn, n ≥ 1}. That is
ϕM := sup
n
E
(
XnI{Xn>M}
)→ 0 as M → +∞.
Then for any τ > 0 and n we have by Markov’s inequality that
P {ZM,n > τ} ≤ τ−1EZM,n = τ−1E
(
XnI{Xn>M}
) ≤ τ−1ϕM .
From (124), (125) and the simple inequality ρ(YM ) ≤ ρ(Y) we obtain for any k,M as
n,m→ +∞
|C| ≤ nρ(k)(Y) + kZM,nm+ k + oP (n)
Choosing large k we make ρ(k)(Y) arbitrarily close to ρ(Y). Furthermore, choosing large M
we make kZM,n arbitrarily close to zero whp. Hence the upper bound |C| ≤ nρ(Y) + op(n).
Finally we prove that N2 = oP (n). For ρ = 0 we have N2 ≤ N1 = oP (n). For ρ > 0
we use the simple inequality N1 + N2 ≤ |Bk| + 2k ∀k = 2, 3, . . . . From (125) and the
second inequality of (124) we obtain N1 + N2 ≤ nρ(k)(Y) + kZM,nm + 2k + oP (n). Hence
N1 +N2 ≤ nρ+ op(n). Now N2 = oP (n) follows from the relation N1 ≥ nρ+ oP (n) shown
above (recall that N1 = |C|).
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3.4 Bond percolation
Proof of Theorem 5. Proof of (iv). The coupling G∗(n,p) ⊂ G(n,p) (described before Theorem
5) yields the coupling P{d(p) ≤ dp} = 1, where d(p) and dp denote the degrees of vertex v1
in G∗(n,p) and G(n,p). In the proof we follow the argument of the proof of Theorem 1 applied
to G(n,p).
For x∗ = 0 the relation dp
P−→ 0 implies d(p) P−→ 0.
For x∗ > 0 we first consider the case where P{Xn ≤ M} = 1 ∀n for some large fixed
number M > 0. In this case the community sizes are upperbounded by M and
P{d(p) 6= dp} ≤ P
{∃vk 6= v1 and ∃ Di 6= Dj : {v1, vk} ∈ Di ∩Dj}
≤ (n− 1)
(
m
2
)
(M)2
(n)2
(M)2
(n)2
= O(n−1).
Hence d(p) has the same limiting distribution as dp (recall that the limiting distribution
P(λ,H∗,p) of dp is established in the proof of Theorem 1). In the final step of the proof we
revoke the condition ∀n P{Xn ≤M} = 1 in the same way as in the proof of Theorem 1.
Proof of (v), (vi) and (vii). The proof (v), (vi) (respectively (vii)) goes along the lines of
the proof of Theorem 3 (respectively Theorem 4). It is given in [9]
FOR PREPRINT ONLY Proof of (v) and (vi). In the proof of (v), (vi) we use the
notation of the proof of Theorems 2, 3. In addition, we denote by ∨(p) and ∆(p) the events
that the path v2 ∼ v1 ∼ v3 is present in G(p) and that v1, v2, v3 induce a triangle in G(p).
Recall that d(p) denotes the degree of v1 in G
(p). Let K(p) denote the event {d(p) = k}.
Furthermore, we denote by Aj(p)s,t (respectively Aˆj(p)s,t the event that the vertex pair {vs, vt}
is connected by an edge labeled Dj (respectively Dˆj) and this edge has not been deleted by
the percolation. We write Aj(p) = Aj(p)1,2 ∩ Aj(p)1,3 ∩ Aj(p)2,3 and Aˆj(p) = Aˆj(p)1,2 ∩ Aˆj(p)1,3 ∩ Aˆj(p)2,3 .
Let ρk,s(p), ρ1(p), ρ2(p), ρ3(p) be defined by (10), but with Q replaced by pQ. Let κ1(p),
κ2(p), κ3(p) be random variables with the distributions defined by (9), where ρk,s, ρ1, ρ2, ρ3
are replaced by ρk,s(p), ρ1(p), ρ2(p), ρ3(p).
Proof of (v). By the fact that random graph G = GX¯n,Q¯n) is independent of the perco-
lation process we have P{∆(p)} = p3P{∆} and P{∨(p)} = p2P{∨}. Hence
CG(p) =
P{∆(p)}
P{∨(p)} = p
P{∆}
P{∨} = (p+ o(1))C∗.
In the last step we use Theorem 2. Now the identity pC∗ = C
(p)
∗ yields (iv).
Proof of (vi). We derive (vi) from the relations
CG(p)(k) = P{∆(p)|∨(p),K(p)},
P{∆(p),K(p)} = m−2β−3ρ3(p)P
{
κ3(p) + d∗,p = k − 2
}
+ o(n−2), (126)
P{∨(p),K(p)} = m−2β−3ρ2(p)P
{
κ2(p) + d∗,p = k − 2
}
(127)
+m−2β−4ρ21(p)P
{
κ[1]1(p) + κ
[2]
1(p) + d∗,p = k − 2
}
+ o(n−2).
Here the random variables κ[1]1(p),κ
[2]
1(p),κ2(p),κ3(p), d∗,p are independent and κ
[1]
1(p),κ
[2]
1(p) have
the same distribution as κ1. It remains to show (126), (127).
Let us prove (126). We have, see (36), (39),∣∣P{∆(p),K(p)} −P{∪j∈[m]Aˆj(p),K(p)}∣∣ ≤ P{R1}+P{R2} = O(n−3),∣∣∣P{∪j∈[m]Aˆj(p),K(p)}− ∑
j∈[m]
P
{Aˆj(p),K(p)}∣∣∣ ≤ ∑
{i,j}⊂[m]
P{Aˆi, Aˆj} = O(n−4).
From these bounds we obtain, by the symmetry,
P{∆(p),K(p)} = mp(p)1 +O(n−3), where p(p)1 := P{Aˆ1(p),K(p)}. (128)
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We complete the proof of (126) by showing that
p
(p)
1 = n
−3(1 + o(1))ρ3(p)P{κ3(p) + d∗,p = k − 2}+ o(n−3). (129)
Let d
(p)
	 be the number of neighbours in G
(p) of v1 from the set V \ {v2, v3}. Note that on
the event Ai(p) (respectively Aˆi(p)) we have d(p) = d(p)	 + 2. Let N (p)i (respectively Nˆ (p)i ) be
the set of neighbours in G(p) of v1 from the set V \ {v2, v3} linked to v1 by edges labeled
Di (respectively Dˆi). Let M
(p)
i (respectively Mˆ
(p)
i ) be the set of neighbours in G
(p) of v1
from the set V \ {v2, v3} linked to v1 by edges labeled by some Dj (respectively Dˆj) with
j ∈ [m] \ {i}. Denote d(p)i = |N (p)i |, dˆ(p)i = |Nˆ (p)i |, δ(p)i = |M (p)i |, δˆ(p)i = |Mˆ (p)i |. We have that
δ˜ = 0 ⇒ d(p)	 = dˆ(p)1 + δˆ(p)1 . (130)
We briefly discuss implications of (130). The neighbour counts (in G(p)) dˆ
(p)
1 and δˆ
(p)
1 are
obtained from the respective neighbour counts (in G) dˆ1 and δˆ1 when the percolation process
deletes edges of G at random with probability 1 − p. On the event {δ˜ = 0} the percolation
process affects dˆ1 and δˆ1 independently. More precisely, given dˆ1 and δˆ1 the random variables
dˆ
(p)
1 and δˆ
(p)
1 are conditionally independent and have binomial distributions dˆ
(p)
1 ∼ Bin(dˆ1, p)
and δˆ
(p)
1 ∼ Bin(δˆ1, p). percolation process on the same graph G (we will call the former
percolation process first). Let {s,t, s, t = 1, 2, . . . } be a sequence of iid Bernoulli random
variables with the success probability p. We assume that this sequence is independent of
all the other random variables considered earlier (in particular it is independent of the first
percolation process). Define random variables d¯
(p)
i =
∑
1≤t≤di i,t ∼ Bin(di, p), 1 ≤ i ≤ m,
and ˆ¯d
(p)
i = d¯
(p)
pi(i) ∼ Bin(dˆi, p). Here d¯(p)i (respectively ˆ¯d
(p)
i ) is the number of neighbours of
v1 from the set V \ {v2, v3} linked to v1 by edges labeled Di (respectively Dˆi) that have not
been deleted by the second percolation process. From (42) we obtain
P{Aˆ1(p), δ˜ = 0, K(p)} = P{Aˆ1(p), δ˜ = 0, dˆ(p)1 + δˆ(p)1 = k − 2}
= P{Aˆ1(p), δ˜ = 0, ˆ¯d(p)1 + δˆ(p)1 = k − 2}. (131)
In the last step we used the fact that on the event {δ˜ = 0} (which refers to the random graph
G) the first and second percolation processes affect dˆ1 and δˆ1 independently. The superscript
(p) of events Ai(p) and Aˆi(p) refer to the first percolation process.
We have that P{Aˆ1(p), δ˜ 6= 0} ≤ P{Aˆ1, δ˜ 6= 0} = o(n−3), see (44). This bound together
with (130), (131) yields
p
(p)
1 = p˜
(p)
1 + o(n
−3), where p˜(p)1 := P{Aˆ1(p), ˆ¯d
(p)
1 + δˆ
(p)
1 = k − 2}. (132)
We further examine p˜
(p)
1 . We split
p˜
(p)
1 =
∑
s+u=k−2,s,u≥0
p˜
(p)
1 (s, u), p˜
(p)
1 (s, u) = P{Aˆ1(p), ˆ¯d
(p)
1 = s, δˆ
(p)
1 = u}. (133)
By the total probability formula and the independence of δ
(p)
i from the pair Ai, d¯(p)i ,
p˜
(p)
1 (s, u) =
1
m
∑
i∈[m]
P{Ai(p), d¯(p)i = s, δ(p)i = u} (134)
=
1
m
∑
i∈[m]
P{Ai(p), d¯(p)i = s}P{δ(p)i = u}.
33
Next we replace P{δ(p)i = u} by P{d(p) = u} on the right of (46). The replacement error
|P{δ(p)i = u} −P{d(p) = u}| ≤ P{δ(p)i 6= d(p)} ≤ P{v1 ∈ Di} = E(Xn,i/n) ≤ κ1. (135)
Therefore, we have
p˜
(p)
1 (s, u) = P{d(p) = u}P{Aˆ1(p), ˆ¯d
(p)
1 = s}+R, (136)
where
|R| ≤ κ1
m
∑
i∈[m]
P{Ai} = κ1P{Aˆ1} ≤ κ1 µ3
(n)3
= o(n−3).
In the last step we used κ1 = o(1). Finally, we evaluate
P{Aˆ1(p), ˆ¯d(p)1 = s} = P{Aˆ1(p), dˆ(p)1 = s}
= E
((
pQˆ1
)3 (Xˆ1)3
(n)3
(
Xˆ1 − 3
s
)(
pQˆ1
)s(
1− pQˆ1
)Xˆ1−3−s)
= n−3(1 + o(1))ρ3(p)P{κ3(p) = s}. (137)
Here we used the fact that (Xˆ1, Qˆ1) and (Xn, Qn) have the same distribution. From (133),
(136), (137) we obtain p˜
(p)
1 = n
−3(1 + o(1))ρ3(p)P{κ3(p) + d(p) = k − 2}. Furthermore, by
Theorem 5 (iv), P{κ3(p) + d(p) = k − 2} = P{κ3(p) + d∗,p = k − 2} + o(1). Now (128) and
(132) yield (126).
Let us prove (127). Proceeding as in the proof of (51) we show that
P{∨(p),K(p)} = mp(p)2 + (m)2p(p)3 +O(n−3), (138)
p
(p)
2 := P{Aˆ1(p)1,2 , Aˆ1(p)1,3 ,K(p)}, p(p)3 := P{Aˆ1(p)1,2 , Aˆ2(p)1,3 ,K(p)}.
We derive (127) from (138) and the relations
p
(p)
2 = n
−3ρ2(p)P
{
κ2(p) + d∗,p = k − 2
}
+ o(n−3), (139)
p
(p)
3 = n
−4ρ21(p)P
{
κ[1]1(p) + κ
[2]
1(p) + d∗,p = k − 2
}
+ o(n−4). (140)
It remains to show (139), (140). We only prove (140). (139) is obtained by the same argument
as (129).
Proof of (140). Let d
(p)
ij = |N (p)i ∩N (p)j | and dˆ(p)ij = |Nˆ (p)i ∩ Nˆ (p)j |. Let M (p)ij (respectively
Mˆ
(p)
ij ) be the set of neighbours in G
(p) of v1 from the set V \ {v2, v3} linked to v1 by edges
labeled by some Dk (respectively Dˆk) with k ∈ [m] \ {i, j}. Let δ(p)ij = |M (p)ij |, δˆ(p)ij = |Mˆ (p)ij |.
We have that
dˆ12 = 0, δ˜1 = 0, δ˜2 = 0 ⇒ d(p)	 = dˆ(p)1 + dˆ(p)2 + δˆ(p)12 . (141)
By the same reasoning as that leading to (131) we obtain
P{Aˆ1(p)1,2 , Aˆ2(p)1,3 , dˆ12 = 0, δ˜1 = 0, δ˜2 = 0, K(p)}
= P{Aˆ1(p)1,2 , Aˆ2(p)1,3 , dˆ12 = 0, δ˜1 = 0, δ˜2 = 0, dˆ(p)1 + dˆ(p)2 + δˆ(p)12 = k − 2}
= P{Aˆ1(p)1,2 , Aˆ2(p)1,3 , dˆ12 = 0, δ˜1 = 0, δ˜2 = 0, ˆ¯d
(p)
1 +
ˆ¯d
(p)
2 + δˆ
(p)
12 = k − 2}. (142)
It has been shown in the proof Theorem 3 (see (55) above) that
P{Aˆ1(p)1,2 , Aˆ2(p)1,3 , dˆ12 + δ˜1 + δ˜2 6= 0} ≤ p′3 + p′31 + p′32 = O(n−5).
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That is, the condition on the left of (54) is violated with a negligibly small probability. Now
(142) implies
p
(p)
3 = p˜
(p)
3 +O(n
−5), where p˜(p)3 := P
{Aˆ1(p)1,2 , Aˆ2(p)1,3 , ˆ¯d(p)1 + ˆ¯d(p)2 + δˆ(p)12 = k − 2}. (143)
We further examine p˜
(p)
3 . Denote
p˜
(p)
3 (s, t, u) := P
{Aˆ1(p)12 , Aˆ2(p)13 , ˆ¯d(p)1 = s, ˆ¯d(p)2 = t, δˆ(p)12 = u},
p
(p)
3,i,j(s, t, u) := P
{A1(p)12 ,A2(p)13 , d¯(p)i = s, d¯(p)j = t, δ(p)ij = u}.
We have (cf. (56), (57))
p˜
(p)
3 =
∑
s+t+u=k−2, s,t,u≥0
p˜
(p)
3 (s, t, u) and p˜
(p)
3 (s, t, u) =
1
(m)2
∑
i 6=j
p
(p)
3,i,j(s, t, u). (144)
By the independence of the community layers G1 = G(Xn,1, Qn,1), . . . , Gm = (Xn,m, Qn,m)
and the independence of the first and second percolation processes, we have
p
(p)
3,i,j(s, t, u) = y
(p)
i · z(p)j ·P{δ(p)ij = u},
y
(p)
i := P{A(p)i12 , d¯(p)i = s}, z(p)j := P{A(p)j13 , d¯(p)j = t}.
Furthermore, by the inequality |P{δ(p)ij = u}−P{d(p) = u}| ≤ 2κ1, which is shown similarly
as (135) above, we obtain from (144)
p˜3(s, t, u) = P{d(p) = u} 1
(m)2
∑
i 6=j
y
(p)
i z
(p)
j +R
(p)
4 , |R(p)4 | ≤
2κ1
(m)2
∑
i 6=j
y
(p)
i z
(p)
j . (145)
Next, we observe that
1
m
∑
i
y
(p)
i = E
(
(Xn)2
(n)2
(pQn)
(
Xn − 2
s
)
(pQn)
s(1− pQn)Xn−2−s
)
=
1 + o(1)
(n)2
ρ1P{κ1 = s}.
Similarly, 1m
∑
j z
(p)
j =
1+o(1)
(n)2
ρ1P{κ1 = t}. Finally, invoking the identity∑
i 6=j
y
(p)
i z
(p)
j =
∑
i
y
(p)
i
∑
j
z
(p)
j −
∑
i
y
(p)
i z
(p)
i ,
and using the approximation P{d(p) = u} = P{d∗,p = u}+o(1) of Theorem 5 (iv), we obtain
from (145) that
p˜3(s, t, u) = (1 + o(1))n
−4ρ21(p)P{κ1(p) = s}P{κ1(p) = t}P{d∗,p = u}+R(p)4 −R(p)5 . (146)
Here |R(p)5 | ≤ 1(m)2
∑
i y
(p)
i z
(p)
i . Note that (140) follows from (143), (144), (146) and the
bounds R
(p)
r = o(n−4), r = 4, 5, shown below.
It remains to upperbound R
(p)
r , r = 4, 5. We have y
(p)
i ≤ P{Ai12} ≤ (n)−12 E(X2n,iQn,i).
Similarly, zi ≤ (n)−12 E(X2n,iQn,i). Hence
m−1
∑
i
y
(p)
i ≤ (n)−12 µ2 and m−1
∑
i
z
(p)
i ≤ (n)−12 µ2.
Now the inequality
∑
i 6=j y
(p)
i z
(p)
j ≤
∑
i y
(p)
i
∑
j z
(p)
j implies
|R(p)4 | ≤ 2κ1
m
m− 1
µ22
(n)22
= o(n−4).
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Furthermore, the inequality maxi zi ≤ (n)−12 maxiE(X2n,iQn,i) ≤ (n− 1)−1κ2 implies
|R(p)5 | ≤
κ2
(m− 1)(n− 1)
(
m−1
∑
i
y
(p)
i
)
=
κ2
(m− 1)(n− 1)
µ2
(n)2
= o(n−4).
Proof of (vii). Let N1,p denote the number of vertices of the largest component of G(n,p).
We observe that the coupling P{G(p)(n) ⊂ G(n,p)} = 1 described in section 2.3, see (13), implies
the coupling P{N (p)1 ≤ N1,p} = 1. Now the relation N1,p = ρ[p]n+ oP (n) shown in Theorem
4 yields the upper bound N (p)1 ≤ nρ[p] + oP (n).
To show the matching lower bound N (p)1 ≥ nρ[p] + oP (n) and the bound N (p)2 = oP (n)
we use the same argument as that of the proof of Theorem 4. The only place where we need
a minor change is the proof of Lemma 1. We review the proof of Lemma is 1 below.
Let C(p), C
(p)
v , Bk|(p) and C(p), Cv,p, Bk(p) denote the largest component, the component
containing vertex v and the set of vertices belonging to components of size at least k in
G
(p)
(n) and G(n,p) respectively. We claim that Lemma 1 remains true if we replace C, Cv, B
ω,
ρ(Y) by C(p), C(p)v , Bk|(p), ρ[p] = ρ(Y [p]), where Y [p] is a G-W process with the offspring
number t∗,p. In the proof we use the facts that the coupling G
(p)
(n) ⊂ G(n,p) implies couplings
C(p) ⊂ C(p), C(p)v ⊂ Cv,p, Bk|(p) ⊂ Bk(p). Let us prove (71), (72), (73).
We apply Lemma 1 to G(n,p) and obtain the upper bound of (71) via coupling C
(p)
v ⊂ Cv,p
P{|C(p)v | ≥ ω(n)} ≤ ρ[p] + ε′n.
The lower bound
P{|C(p)v | ≥ ω(n)} ≥ ρ[p] − ε′n
is obtained by the same argument as in the proof of respective result of Lemma 1 (regular
exploration makes no difference between G(n,p) and G
(p)
(n)). Hence (71) holds.
In the proof of (72) we make a shortcut while establishing the analog of the main in-
termediate inequality (101). The proof of Lemma 1 applied to G(n,p) yields (101) in the
form
E(I{|Cx,p|≥ω(n)}I{|Cy,p|≥ω(n)}) ≤ ρ[p] × ρ[p] + o(1).
Now the coupling C
(p)
x ⊂ Cx,p, C(p)y ⊂ Cy,p implies
E
(
I{|C(p)x |≥ω(n)}I{|C(p)y |≥ω(n)}
) ≤ E(I{|Cx,p|≥ω(n)}I{|Cy,p|≥ω(n)}) ≤ ρ[p] × ρ[p] + o(1).
This is the analogue of (101) that yields (72) for G
(p)
(n). The rest of the proof of (72) goes
without changes. Hence (72) holds.
The upper bound of (73)
P{|C(p)| ≤ nρ[p] + ε′′nn} ≥ 1− o(1)
follows from the respective upper bound for |C(p)| (that is shown in Lemma 1) via coupling
C(p) ⊂ C(p). To show the lower bound of (73)
P{|C(p)| ≥ nρ[p] − ε′′nn} ≥ 1− o(1)
we use the coupling G
(p)
(n) ⊂ G(n,p) and slightly modify the corresponding argument of the
proof of Lemma 1. Recall that G
(p)
(n) is obtained from G(n,p) by deleting certain edges at
random and the probability of deletion is at most 1− p. We call this process thinning. Let
C ′, C ′′ be connected components of G(p)(n) that have at least n
2/3 vertices each. We show
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that for any pair of such components C ′, C ′′ there is at least one blue edge (blue refers to
the proof of Lemma 1) of G(n,p) connecting C
′ and C ′′ that has not been removed by the
thinning. For this purpose we choose c˜ = 10p−1 in (112). Now the probability that all blue
edges of G(n,p) connecting a given pair C
′, C ′′ have been removed by the thinning is at most
(1 − p)c˜ lnn ≤ n−10. As the number of pairs does not exceed (dn1/3e2 ) the probability that
at least one pair C ′, C ′′ is not connected by a blue edge (surviving the thining) is at most(dn1/3e
2
)
n−10 = o(1), by the union bound. The rest of the proof of the lower bound of (73)
goes without changes. Hence (73) holds. END OF ‘FOR PREPRINT ONLY’
4 Auxiliary Lemmas
Lemma 3. Let γ, η be non-negative integer valued random variables. Let ξ¯ = {ξn, n ≥ 0} and
ζ¯ = {ζn, n ≥ 0} be sequences of independent random variables. Assume that ξ¯ is independent
of γ and ζ¯ is idenpendent of η. We have
dtv
(
Pξγ , Pζη
) ≤ dtv(Pγ , Pη) +∑
n≥0
dtv(Pξn , Pζn)Pη(n). (147)
Proof. We can assume that ξ¯ and η are independent. By the triangle inequality
dtv
(
Pξγ , Pζη
) ≤ dtv(Pξγ , Pξη)+ dtv(Pξη , Pζη).
Furthermore, the identities that hold for any Borel set B ⊂ R
Pξγ (B)− Pξη (B) =
∑
n≥0
(
Pγ(n)− Pη(n)
)
Pξn(B)
Pξη (B)− Pζη (B) =
∑
n≥0
(
Pξn(B)− Pζn(B)
)
Pη(n)
imply dtv
(
Pξγ , Pξη
) ≤ dtv(Pγ , Pη) and dtv(Pξη , Pζη) ≤∑n≥0 dtv(Pξn , Pζn)Pη(n).
Remark 3. Let 0 ≤ a < b. Let ξ, ζ be random variables. We have
dtv
(P(a, ξ),P(b, ζ)) ≤ b− a+ adtv(Pξ, Pζ) (148)
Proof. Let ξ(i), i ≥ 1, and ζ(i), i ≥ 1, be iid copies of ξ and ζ. Put ξn = ξ(1) + · · ·+ ξ(n) and
ζn = ζ
(1) + · · · + ζ(n). By the triangle inequality, dtv(Pξn , Pζn) ≤ ndtv(Pξ, Pζ). Using this
inequality and dtv(P(a),P(b)) ≤ b− a we derive (148) from (147).
Given function q : N→ [0, 1] and non-negative integer valued random variable Y , let H? be
a random variable with the distribution
P(H? = r) = E
((
Y
r
)
qr(Y )(1− q(Y ))Y−r
)
, r = 0, 1, 2 . . . . (149)
Lemma 4. Let α ≥ 1 and 0 < γ ≤ 1. Let b > 0 and t0 ≥ 2. Assume that P(Y = k) =
L(k)k−α, where L is slowly varying at +∞. Assume that q(t) = min{1, btγ−1} for t > t0.
For γ = 1 we assume in addition that b < 1. We have as r → +∞
P(H? = r) = γ
−1b
α−1
γ L
(
r1/γ
)
r−1−
α−1
γ (1 + o(1)). (150)
Proof of Lemma 4. In the proof limits are taken as r → +∞. Let Hk ∼ Bin(k, q(k)) be a
binomial random variable. We use the shorthand notation
µk = EHk = kq(k), σ
2
k = varHk = kq(k)(1− q(k)), p˜k = P(Y = k).
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Let us show (150). Given r, let δr = r
1/2 ln4 r. We split the probability
P(H? = r) =
∑
k≥r
P(Hk = r)p˜k = I1 + I2 + I3, Ij :=
∑
k∈Aj
P(Hk = r)p˜k,
where
A1 = {k ≥ r : µk < r − δr}, A2 = {k : |r − µk| ≤ δr}, A3 = {k : µk > r + δr}.
We assume that r is large enough so that µk = bk
γ for k > r and A1 6= ∅. In order to prove
(150) we show that
I2 = γ
−1b
α−1
γ L
(
r1/γ
)
r−1−
α−1
γ (1 + o(1)), I1, I3 = O(e
−0.5 ln8 r). (151)
Let us evaluate I2. By the local limit theorem [23], [34] we approximate uniformly in k ∈ A2
P(Hk = r) =
1√
2piσk
e
− (r−µk)2
2σ2
k (1 + o(1)). (152)
Furthermore, we have p˜k = L(r
1/γ)(b/r)α/γ(1 + o(1)) uniformly in k ∈ A2. In what follows
we consider the cases 0 < γ < 1 and γ = 1 separately.
For 0 < γ < 1 we have σ2k = µk(1 − q(k)) = r(1 + O(δr/r) + O(r1−γ
−1
)) uniformly in
k ∈ A2. Now (152) implies
I2 = (1 + o(1))
∑
k∈A2
1√
2piσk
e
− (r−µk)2
2σ2
k p˜k = (1 + o(1))
S√
2pir
L(r1/γ)(b/r)α/γ ,
where S =
∑
k∈A2 e
− (r−µk)22r . Next we approximate
S = I +O(1), I =
∫
|r−byγ |≤δr
e−(r−by
γ)2/(2r)dy
and use the substitution x = (byγ − r)/√r to write the integral in the form
I = b−γ
−1
γ−1rγ
−1−2−1I1, I1 :=
∫
|x|<ln4 r
e−x
2/2
(
1 + xr−1/2
)γ−1−1
dx.
Now it is easily seen that the integral I1 converges to
√
2pi as r → +∞. Hence
S = (1 + o(1))b−γ
−1
γ−1rγ
−1−2−1√2pi as r → +∞.
We have arrived to the first relation of (151).
For γ = 1 we have b < 1 and σ2k = r(1− b)(1 +O(δr/r)). Now (152) implies
I2 =
S′√
2pir(1− b)L(r)(b/r)
α(1 + o(1)), where S′ =
∑
k∈A2
e−
(r−µk)2
2r(1−b) .
Invoking the approximation S′ = I ′ +O(1), where
I ′ =
∫
|r−by|≤δr
e−(r−by)
2/(2r(1−b))dy =
√
2pir(1− b) b−1(1 + o(1)),
we obtain the first relation of (151).
We derive the second relation of (151) from the upper bounds
P(Hk = r) ≤ e−0.5 ln8 r(1 + o(1)). (153)
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that hold uniformly in k ∈ A1∪A3. (153) follows from the well known exponential inequalities
for Binomial probabilities see e.g., Theorem 2.1 of [18]
P(Hk ≥ µk + t) ≤ e−
t2
2(µk+t/3) , P(Hk ≤ µk − t) ≤ e−
t2
2µk , t > 0. (154)
We only show (153) for k ∈ A3. Let µ = min{µk : k ∈ A3}. The function h(x) = (x−r)2x−1
is increasing for x > r. Hence h(µk) ≥ h(µ) for k ∈ A3. The second inequality of (154)
implies
P(Hk = r) ≤ P(Hk ≤ µk − (µk − r)) ≤ e−0.5h(µk) ≤ e−0.5h(µ) = e−0.5 ln8 r(1 + o(1)). (155)
5 Appendix
Here prove the inequality pqe ≤ 1 for qe defined in (13) that guarantees the validity of the
coupling Gp(n) ⊂ G(n,p) discussed in section 2.3.
Let E1, . . . , En and F1, . . . ,Fn be families of independent (within each family) sevents
with probabilities P{Ei} = pqi and P{Fi} = qi, 1 ≤ i ≤ n. Put Ak = ∪1≤i≤kEi and
Bk = ∪1≤i≤kFi. We show that for each k = 1, 2 . . . , n
P{Ak} ≥ pP{Bk}. (156)
The proof goes by induction on k. (156) is obvious for k = 1. Next, assuming that (156)
holds for k we derive (156) for k+ 1 from the identies (that follow by the union rule) below,
P{Ak+1} = P{Ak} −P{Ak ∩ Ek+1}+P{Ek+1} = P{Ak}(1− pqk+1) + pqk+1,
pP{Bk+1} = p (P{Bk} −P{Bk ∩ Fk+1}+P{Fk+1}) = pP{Bk}(1− qk+1) + pqk+1.
We have
P{Ak+1} − pP{Bk+1} ≥ (P{Ak} − pP{Bk})(1− pqk+1) ≥ 0.
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