The lack of reliable biomarkers to track disease progression is a major problem in clinical research of chronic neurological disorders. Using Huntington's disease (HD) as an example, we describe a novel approach to model HD and show that the progression of a neurological disorder can be predicted for individual patients. Methods Starting with an initial cohort of 343 HD patients that we have followed since 1995, we used data from 68 patients that satisfied our filtering criteria to model disease progression, based on the Unified Huntington's Disease Rating Scale (UHDRS), a measure that is routinely used in HD clinics worldwide. Results Our model was validated using: a) extrapolating our equation to model the age of disease onset, b) testing it on a second patient dataset by loosening our filtering criteria, c) cross-validating with a repeated random sub-sampling approach, and d) holdout validating with the latest clinical assessment data from the same cohort of patients. With UHDRS scores from the past four clinical visits (over a minimum span of two years), our model predicts disease progression of individual patients over the next two years with an accuracy of 89-91%. We have also provided evidence that patients with similar baseline clinical profiles can exhibit very different trajectories of disease progression. Conclusion This new model therefore has important implications for HD research, most obviously in the development of potential disease-modifying therapies. We believe that similar approach can also be adapted to model disease progression in other chronic neurological disorders.
MATERIALS AND METHODS Patient recruitment and assessments
Data was collected from participants who attended the HD clinic at the John van Geest Centre for Brain Repair, UK, between 1995-2013, either as part of their routine clinical care, or through participation in related studies. This study was approved by the Cambridge University Hospital NHS Foundation Trust, in accordance with the ethical standards laid down in the 1964 Declaration of Helsinki and its later amendments. All participants consented to their data being shared between research studies in an anonymised form. Motor and functional impairments were assessed using the UHDRS total motor score, functional assessment, and functional capacity scales, conducted by an experienced rater. The UHDRS total motor score ranges from 0 (no motor features detected) to a maximum score of 124. Manifest disease was defined as a total motor score ≥5, as done previously.
8 Demographic information was collected on patients including their CAG repeat size (where available), age and gender.
Modelling methods
A detailed description can be found in the supplementary file. In short, the initial data were filtered using the following three criteria: a) patients beyond the prodromal stage of disease with a ≥15 on their Generalised Index (GI) score (explained below) at their last clinical visit (up to 2012); b) patients with at least five clinical visits; and c) patients not showing a large negative validity score (table S1). The validity score was created to avoid potential complications from medications, based on an assumption that patients were not expected to improve with time, which is consistent with a recent finding. 9 The validity of patients that showed improvement between two consecutive visits was penalised and their data is more prone to exclusion. Most patients were filtered out using criteria a) and b) above and at the end of the filtering process 68 patients were eligible for modelling (figure S2). Clinical data from the UHDRS was then transformed into GI scores, by deducting chorea and dystonia that has higher interrater variability, 10 which in our experience could fluctuate over short periods of time, and did not correlate over time in our data (figure S1). The GI is normalised to 100, which represents an average of the motor and functional components of the UHDRS, and lies between 0 (no features) and 100 (all features). The optimum function to data from individual patients was fitted to best describe his/her GI progression, using linear (GI=B 0 +B 1 *Age), quadratic (GI=B 0 +B 1 *Age+B 2 *Age 2 ), and exponential (GI=exp[B 0 +B 1 *Age]) models. The fitness of each model was quantitated as described in the supplementary file and previously. 11 We then searched the optimum coefficient for individual patients (B 1 for linear, B 2 for quadratic, both indicates the rate of disease progression) within a range (table S2) , defined by the maximum and minimum value from the patient data (table S3 ).
Prediction and model validation
A detailed description can be found in the supplementary file. In short, the first N samples of each patient were used to classify and create a model that would describe the disease progression pattern for that patient (figure S3). The optimum coefficient was then generated as described above, while the other parameters were derived from the first n samples from that particular patient. Prediction is conducted in a moving-horizon sense; ) th sample is available, the above algorithm would re-classify and refine the model for that patient. Our predictions were validated using four different methods. Firstly, we extrapolated our model to predict the age of disease onset and compared that with a benchmark model built using large cohorts of patients. 5 Secondly, we included data from the 31 new patients that were previously excluded for failing the validity score criteria. Thirdly, we took a repeated random sub-sampling approach by partitioning our 68 patients into training groups of 50 patients, with testing groups of 18 patients. The procedure was repeated 40 times to eliminate selection bias. Finally, 23 out of our 58 patients had revisited our clinic in 2013, such that their latest clinical assessment data was unavailable at the time of modelling, and we could therefore use these data to validate the predicted versus actual GI score of disease progression.
Data analysis
Normality of data was verified using either the Kolmogorov-Smirnov (>50 samples) or the Shapiro-Wilk (≤50 samples) tests. For univariate and multivariate analyses we used parametric (e.g. ANOVA, mixed models ANOVA) and nonparametric methods (Friedman test, Kruskal-Wallis and Mann-Whitney test) depending on the distribution of residuals. For mixed model analyses of variance with multiple levels of repeated measures data transformation was performed to obtain normality if required (such as square root transformation). Univariate analyses were corrected for multiple comparisons (Bonferroni) in order to avoid type I statistical error. Matlab (version 7.9) were used for data modelling. SAS (version 9.1) and SPSS (version 21) were used for statistical analysis. 
RESULTS
The initial dataset contained a total number of 343 patients that we had followed since 1995. The majority of the patient data failed to meet our filtering criteria were those having less than five clinical assessments, followed by those in the premanifest or prodromal stage.
Disease progression from the final 58 patients that we were able to model, denoted by the GI, representing 85.3% of all eligible patients (n=68), are demonstrated (figure 1). Among these patients, 41 of them exhibited disease progression that could be described in a linear equation (GI = B 0 +B 1 *Age, left panels), while disease progression from the other 17 patients could be described in a quadratic equation (GI = B 0 +B 1 *Age+B 2 *Age 2 , right panels).
All n=343

Filtered n=68
Linear n=41
Quadratic n=17 d Post-hoc analysis revealed significant differences (P<0.005, after Bonferroni adjustment) from the full cohort (n=343) and from the "test two" patients (relaxed validity score, n=31); e Posthoc analysis revealed a tendency for a difference (P<0.05, after Bonferroni adjustment) between the full and included patients.
We then compared the demographic information between different subgroups of patients, including data sets from a further 31 patients used in validation test two by relaxing the validity score. Clinically the subgroups could not be distinguished from one another in terms of the age of patients at their last clinical assessment (up to 2012, F 4,493 =1.306, P=0.267), gender distribution (H(4)=5.460, P=0.243), CAG repeat size (H(4)=11.953, P=0.018), and the average years of follow-up (H(4)=13.543, P=0.009) (table 1, post-hoc analysis with the latter two revealed no real difference). There were significant difference between patient subgroups in their UHDRS total motor (H(4)=55.216, P<0.001) and functional (H(4)=61.724, P<0.001) assessments as measured at the patient's last clinical assessment (table 1) . Post-hoc analysis revealed that the data from all patients eligible for modelling (n=68), as well as patients exhibiting a linear (n=41), or a quadratic disease C o n f i d e n t i a l : F o r R e v i e w O n l y progression (n=17) were either significantly, or had a strong tendency to be more impaired in their UHDRS total motor and functional assessments, compared with the whole cohort (n=343) or those patients who failed the validity score requirement that were used for validation test two (n=31). Such a difference could be attributed to the presence of the validity score, which assumed gradual deterioration of HD features over time and was consistent with previous findings.
9,12 However there were no inter-group differences between all patients eligible for modelling, and those demonstrating linear or quadratic disease progressions. Overall this indicates that patients sharing similar clinical profiles could exhibit very different patterns of disease progression.
As there is no comparable model to predict HD progression, we started validating our approach by extrapolating our model to predict the age of disease onset. Comparison was made with the most popular existing model to predict disease onset, constructed using large, independent cohorts of patients. 5 This helps deal with a major limitation of our model to predict disease progression, namely that we were only studying a relatively small cohort of patients from the east of England. To do this, data was selected from the 41 patients with linear disease progression and the age of disease onset (T 0 ) was defined as T 0 = . Our predictions were modelled by using an approach similar to Langbehn's, as well as by evaluating the maximum fitness criterion. Our resulting equation (T 0 =22.24+exp[9.844-0.156*CAG]), has very similar coefficients to Langbehn's (T 0 =21.54+exp[9.556-0.146*CAG]) (figure 2). This indicates that, despite the fact that our model was built using a smaller cohort, our approach is comparable to the benchmark disease onset model constructed using 2913 individuals.
Our present modelling approach was based on the assumption that patients were not expected to improve over time, consistent with a recent observation.
9 Therefore patients demonstrating large improvements over consecutive clinical assessments were penalised, making their data sets prone to exclusion from the filtering stage. We then revisited our assumption, by including data from 31 patients who were previously excluded due to them having an excessive validity score penalty. The results were analysed in terms of the percentage change between the predicted and actual GI score during the latest clinical visit, which ranged between <6 months, 6-12 months, 12-18 months, and 18-24 months from the last visit used for modelling. Furthermore, we sought to investigate whether the number of prior clinical assessments used for modelling affected the accuracy of prediction. The prior clinical assessments were grouped in categories ranging from 3 to ≥8 prior visits, although our classification algorithm requires at least four prior clinical assessments to properly assign individual patients to their respective type of disease progression. By removing the validity score this represents the maximum level of prediction error we would expect from our modelling approach. We used mixed model analyses of variance to estimate fixed effects of time of prediction and number of prior assessments on prediction error. The mean prediction error was 8.4% (±5.3%). The multivariate analyses yielded a strong significant main effect of time of prediction (F 3,73 =6.97, P=0.0003), with no interaction between the two factors. In line with expectations that increasing time elapsed from the last clinical assessment would increase the prediction error, from an average of 5.9% (±4.2%) when predicting <6 figure 3 ). Number of prior assessments used for the prediction did not yield a significant effect in the model (F 5,17 =1.70; P=0.19), despite of a tendency for an average decrease of 7% in prediction error when ≥8 prior visits were used as compared to 3. This was also in accordance with expectations. Our results indicates that the accuracy of prediction using our model is dependent on the time elapsed between last clinical assessments and is not affected by the amount of prior data used for that prediction. It has to be noted that the significant decrease in prediction accuracy of almost 6% in average, from the shortest to the longest prediction time period used in our prediction model when validity score were removed, is still relatively small as compared to the overall accuracy of 91% (±8%).
We then attempted to cross-validate our approach by randomly partitioning the 68 patients into "training" and "testing" groups, in order to avoid overfitting of our model. Patient data from a group of 50 random patients (training) were used to obtain the new optimum parameters (B 1 for linear, B 2 for quadratic), while the remaining 18 patients (testing) were used to evaluate the predictive power of these newly derived equations using the same statistical models as presented above. This process was repeated 40 times to avoid random selection bias. The mean level of error across the 40 random shuffling was 8.6% (±1.2%) between predicted vs. actual GI. When the predicted clinical assessment was conducted within 6 months of the last visit, the prediction error was on average 6.8% (±1%) and increased to only 12.4% (±2.8%) when the prediction time was increased to 18-24 month. Nevertheless, this effect was highly significant across the 40 trials as the median P value was 0.0002 (IQR: 0.004) (figure. 4). In conformity with the previous test, the accuracy of prediction did not change when the number of prior visits was increased from 3 to ≥8, yielding a median P value of 0.38 (IQR: 0.6) across the 40 random trials. Similarly there was no interaction between the two factors.
We finally performed a holdout validation, by assessing our model against the latest clinical assessment data from patients who had come back to clinic in 2013 that were previously unavailable during model training. This holdout dataset consisted of 23 out of the original 58 patients we used to construct our model, with a total of 53 new clinical assessment data sets. Using a series of non-parametric analysis we could not observe any statistical differences between the predicted and the actual GI score in these patients (figure 5A). The median prediction error was 11.2 (IQR: 17.1). Using Spearman's coefficient we found a highly significant correlation between the predicted and actual GI score ( =0.91, P<0.001, figure 5B ). Similar to the previous validation tests, we then sought to analyse if there were any differences in the quality of prediction with the duration between the last (up to 2012) and present (2013) clinical assessments. However, we found no significant effect of time elapsed since last clinical assessment on the accuracy of the prediction ( figure 5C ).
Although the size of CAG repeat length was not used to calculate the GI score, it is the major determinant of the age of disease onset, and we were therefore interested to examine if the number of CAG repeats affects the rate of disease progression (figure S4, table S4). For this, we used data from the 41 linearly progressing patients and calculated We divided patients into three subgroups according to their CAG repeat size, and noted that patients with longer CAG repeats had more rapid disease progression compared to patients with shorter CAG repeats (table 2) . This is consistent with what had been reported previously.
13,14 Furthermore, when the CAG repeat size increases, UHDRS total motor score deteriorates at a quicker rate as opposed to the functional components (figure 6). We have also compared medications among different subgroups and did not observe any effects on disease progression profile (figure S6).
DISCUSSION
In the present study we describe a novel modelling approach that can be used to track, as well as to predict, HD progression in manifest patients. The primary strength of our UHDRS-based model is that it is derived from measures routinely assessed in HD clinics worldwide, and its quality has been scrutinised using four validation methods. With at least four prior clinical assessments over a minimum span of two years, we can faithfully predict HD progression for individual patients over the next two years. Patients with similar clinical profiles (age, CAG repeat length, UHDRS) can also exhibit very different profiles of disease progression, and we can model this along with providing evidence that patients with longer CAG repeat size have a quicker rate of disease progression. Further studies will however be required to determine the underlying causes for the latter two observations. Over the past few years much effort has gone into uncovering potential biomarkers to track HD progression. For example, the level of striatal brain-derived neurotrophic factor (BDNF) was shown to be substantially reduced in HD patients. 15 Therefore the level of plasma BDNF in 398 HD patients was studied, before concluding that neither the serum level of BDNF protein nor mRNA could be reliably matched to stages of HD severity. 16 On the other hand, Weiss and colleagues 17 have demonstrated that the level of mutant Huntingtin (mtHtt) aggregation in the peripheral immune cells was significantly increased, when comparing premanifest to manifest HD patients. In addition, there was also a significant correlation between disease burden scores of individual patients with the level of mtHtt aggregation in the peripheral immune cells 17 , although there was considerable intra-individual variability on the level of aggregation between samples from the same participant. Furthermore, Tabrizi and colleagues 18 have also systemically evaluated the utility of a range of biomarkers in large cohorts of patients (TRACK-HD). They demonstrated that the rate of changes in the motor and functional components of the UHDRS were associated with disease progression. 18 However, all these studies took a categorical approach by grouping patients in accordance to their disease stages for analysis. In contrast, patients in our study were tracked longitudinally as disease progressed and deteriorated, while the degree of GI changes was analysed on an individual basis. We believe that such an approach could better represent the heterogeneity of disease progression in individual patients, as we have observed in our cohort. Similar longitudinal strategies have also been employed in two very recent reports. 7, 9 In the Dorsey study both the motor and functional components of UHDRS, as well as several cognitive measures, were found to consistently deteriorate in HD patients followed for three years. 9 In the Tang study, the authors used functional imaging tools to demonstrate their potential as biomarkers to track preclinical HD, as the metabolic activity of the neural network was linearly associated with disease progression in premanifest HD patients. There are though limitations to our study. Most notably all our patients were recruited from a single centre, and their generalizability remains to be demonstrated. We have however demonstrated that the age of disease onset derived from our cohort was very similar to that described by an international, multi-centre study using larger cohorts of patients. 5 Furthermore, our approach enables disease modelling and progression to be analysed on an individual basis, while the optimum coefficients can be re-defined for specific cohorts of patients. Such flexibility could facilitate the translation of our approach to other research centres. Another problem is that all patients in our study were examined by a single clinician that removes issues to do with interrater variability, although it had previously been shown that there is a high correlation coefficient for the UHDRS total motor score between clinicians. 10 Finally to address the possibility of overfitting our model, we have cross-validated our modelling and prediction using a repeated random sub-sampling approach, as well as performing a holdout validation using data from the patients' latest clinical assessments, which took place between 2013 and were unavailable at the time of model training.
In conclusion, using HD as an example we have developed a model to track the natural history of disease progression in manifest patients. With data from the previous four clinical visits based on the conventional UHDRS assessment, we can predict disease progression that is statistically not different from the actual progression over the next 24 months. We believe that our model will be an extremely valuable tool, both in terms of enabling researchers to reassess their existing data according to patients' different types of predicted disease progression, as well as facilitating the development of novel disease modifying therapies in the future. We also believe that similar approaches can be adapted to model clinical progression of other chronic neurodegenerative disorders. Figure 1 Spaghetti plot of disease progression (top panels) and the best-fit line (bottom panels) of individual HD patients whose disease progression can be described in a linear (n=41, left panels) or quadratic (n=17, right panels) fashion.
Figure 2
Comparison of the mean age of disease onset for CAG repeat lengths 40-65, between that estimated by the Langbehn et al., 5 or from HD patients in our cohort exhibiting a linear disease progression (n=41).
Figure 3
The effect of factor time of prediction from the last visit used for modelling (four categories) and factor number of data sets from prior clinical visits used for modelling (six categories) on prediction error after removing the validation index. Vertical bars indicate mean prediction error calculated as percentage change between the predicted and actual general index score during the latest clinical visit. Whiskers indicate standard error. Post-hoc differences are indicated for factor time of prediction from the last visit which yielded a significant main effect. Numbers in the bottom of the vertical bars indicate number of data sets (n) within each category. Data was subjected to square root transformation prior to analysis. * p<0.05, ** p<0.01, and *** p<0.001, respectively.
Figure 4
The effect of factor time of prediction from the last visit used for modelling (four categories) and factor number of data sets from prior clinical visits used for modelling (six categories) across 40 random trials during which participants were randomly reassigned into either 'training' or 'testing' groups. Vertical bars indicate mean prediction error across the 40 trials calculated as percentage change between the predicted and actual GI score during the latest clinical visit. Whiskers indicate mean standard error across the 40 trials. Mean Post-hoc differences are indicated for factor time of prediction from the last visit which yielded a mean significant main effect. Numbers in the bottom of the vertical bars indicate number of data sets (n) within each category. * p<0.05, ** p<0.01, and *** p<0.001, respectively. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The effect of factor time of prediction from the last visit used for modelling (four categories) and factor number of data sets from prior clinical visits used for modelling (six categories) on prediction error after removing the validation index. Vertical bars indicate mean prediction error calculated as percentage change between the predicted and actual general index score during the latest clinical visit. Whiskers indicate standard error. Post-hoc differences are indicated for factor time of prediction from the last visit which yielded a significant main effect. Numbers in the bottom of the vertical bars indicate number of data sets (n) within each category. Data was subjected to square root transformation prior to analysis. * p<0.05, ** p<0.01, and *** p<0.001, respectively. 51x40mm (300 x 300 DPI)
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Data management
For this work we used data from regular patient visits collected by Prof. Barker from 1995 until 2013 for 343 patients. For every visit of a patient, it contains all the scores that lead to the total Unified Huntington's Disease Rating Scale (UHDRS), plus patient ID, age, gender, education years, left or right hand sided, CAG minor and major.
Filtering the data -Mapping to a feature vector
To increase the robustness and reliability for training the model, some of these parameters, such as chorea and dystonia, were removed from modelling since to our experience they can show great variations in a relatively short time as well as having high inter-rater variability. Furthermore, in our data set there was no significant correlation between either the UHDRS total maximal chorea score (r=0.008, P=0.713) or the total maximal dystonia score (r=-0.008, P=0.718) over time ( figure S1 ).
Some of the sample sets were incomplete. Hence, we could either interpolate the missing data (by using the rest of the data to estimate the missing ones) or just not use these data. The latter was chosen, as the interpolation method could introduce undesirable noise. From the resulting data, each patient visit was reduced to a feature vector containing the information required for our analysis. The feature vector contained the following information:
Patient's ID. Patient's age at the time the sample was taken.
The length of their CAG repeats. The percentage of symptoms in the UHDRS motor scores at that time.
The percentage of symptoms in the UHDRS functional scores at that time. The General Index (GI), which was the average of motor and functional indices. This feature vector allowed the reduction of the dataset vector, while keeping all the information required for classification and prediction.
Filtering out not suitable patients
The next step was to choose an appropriate set of patients for training the model. The following three criteria were introduced to filter out patients:
The first criterion was to use patients that were beyond the prodromal stage of the disease. Quantitatively, a patient must have at least 15% of all the features at his most recent assessment to be considered for modelling. The criterion was introduced after noticing that at the prodromal stage of the disease there was not a clear trend in the data. This is probably caused by factors independent of the disease that dominate the test results, such as ageing and noise (e.g. quantisation of data scores). Secondly, in order to maximise the validity of the model, patients were required to have a relatively large number of assessments. To make the mathematical modelling problem well-posed, it is often required that the number of samples is much larger than that of parameters in the model. However, increasing the required number of assessments to more than five resulted in having too few patients for modelling.
Difference in GI between two consecutive samples (%) Change in validity score Table S1 Dependence of validity scores on the change of GI between consecutive samples.
Thirdly, a validity score was created based on the assumption that a patient was not expected to improve with time and was penalising the validity of patients that showed improvements. Due to a somewhat random behaviour, patients with low validity were harder to model and, hence, were not used for modelling. The validity score was calculated as shown in table S1. For each visit, a patient's validity score was updated according to the difference between his current and previous GI scores. Patients with a validity score of less than -8 were filtered out. This boundary value was selected by observing the progression of the disease in several patients and comparing their validity score. Patients with scores below that value could not be used for modelling. At the end of the filtering stage there were 68 patients from the initial 343 that could be used for modelling. Note that the major reason for excluding patients was because of them not having enough assessments. The data filtering procedure is summarised in figure S2.
Modelling, classification and prediction
This section is dedicated to the modelling aspects of the project. It is divided into two subsections that provide the necessary details to repeat our analysis. The first part describes how the data was used for the creation of a model. The second part explains different methods to validate the models.
3.1 Modelling procedure
Fitness function
To understand the quality of a model, we need a way to quantify its performance. Adopted from standard system identification textbooks 1 , in this paper we use the following measure of how well a curve fits the data
where is the value of the index as predicted from the model, y k is the real value and is the mean value of all the data we have in that sample. Note that we obtain 100% fitness for a perfect fit. In a sense, it quantifies how well a certain model fits the data compared with a constant model that always equals the mean of these data. In this paper, we considered that models with a fitness higher than 70% described reasonably well the data.
Fitting the optimum function for each patient
To understand the classes required for modelling, we started by modelling individual patients, instead of searching for one of a few models that explained all the patients. Hence, we isolated each patient's data and tried to find a model that would best describe the patient's GI growth. The candidate models were linear, quadratic and exponential and implemented as follows:
The linear model assumed the General index (GI) was proportional to age. This was implemented using the following equation
where, for each patient, the values for B 0 and B 1 minimum mean squared error and maximum fitness. Rewriting the above equation as Ax = B, with appropriate choices for A, B and the unknowns x, the problem reduces to a standard least squares minimisation problem which has a solution given by
In our case, x is a vector containing the optimum values for B 0 and B 1 , A is an N x 2 matrix, where N is the amount of samples obtained from a specific patient. The left column of A contains only the number 1 while the right column contains the patient's age at the time when the sample was taken. Matrix B is of size N x 1 and contains the GI index's value for each sample.
2.
The quadratic model assumed that the GI index varied with the square of the age and is given by the following equation As in the linear model's case, we estimated the minimum mean squared error values for B 0 , B 1 , and B 2 using equation 3.3. In this case, x contained these three values.
3.
Finally, the exponential model assumed that the GI index depended on the exponential of the patient's age and is given by
Again, the optimum coefficients were obtained from equation 3. Hence, for each patient we obtained the fitness for each of the three models together with the optimum coefficients that produced it. Table S2 shows a sample of seven out of the 68 patients.
Classification of patients to model classes
After obtaining optimum values for the parameters of the three candidate models, the fitness of each model was calculated for every patient, using equation 3.1. We then observed the following remarks:
 The fitness of quadratic models was always better than linear ones. This was expected, since the extra parameter made the quadratic model more flexible.
 The fitness of the exponential model was always worse than the quadratic. Hence, we did not consider this model any further. The following criteria were used to choose which model (linear, quadratic or others) was more appropriate for each patient. The first step was to check if either model could capture the data of a particular patient. If not, the patient was classified as "Others". It was decided that the acceptable fitness for this was 70%. Hence, a patient with fitness less than 70% on either model was classified as "Others". For patients with fitness higher than 70% on at least one model, the second step was to choose the model that best describes the patient. Since quadratic fitness was always better than linear, we decided that quadratic class was chosen only if its fitness was at least 4% greater than the linear model's fitness. This is to avoid the likely overfitting, i.e. if the difference was lower than 4%, the extra fitness did not justify the extra model complexity. Hence, in this case, the linear model was selected. The third and last step was to address an issue with quadratic models. In some patients with a high fitness in a quadratic class but a negative B 2 (recall that the quadratic class was given by GI=B 0 +B 1 *Age+B 2 *Age 2 ). This predicted that the disease would progress at a slower rate for later stages and eventually the patient would improve. Hence, it would most likely result in bad predictions. Therefore, patients were excluded from the Quadratic class when they had a negative B 2 . The classification algorithm is demonstrated schematically in figure S3. Linear model: for the linear models, the previous part showed that its coefficients exhibited high variability (see table S3 for the range of these values). Hence, an aggregate single model resulted in a poor description of the whole linear class so we decided to find two subclasses for the linear model class. In the linear models, the parameter B 0 is very dependent on each patient and is related to the age of onset of the disease. Hence, this parameter needs to be calculated for each patient. The most important parameter is, in fact, B 1 since this captures the rate at which the disease progresses. Hence, this is the parameter that aggregated in two subgroups. For a given value of B 1 , we calculated the optimum value of B 0 using a similar expression to 3.3, where A is a N-sized vector of ones (N is the number of samples for each patient) and B is an N-sized vector consisting of the GI index's value minus the value of B 1 times the age when the sample was taken. The value of x gave the optimum value for B 0 for that patient. We used a greedy algorithm that computed all possible combinations to simultaneously evaluate two linear models with different values for B 1 between the range 2.67 to 12.95 (table S3) . This resulted in the globally optimum solution for two linear subclasses. The solution was one class with B 1 = 6.86, fitting 29 patients well with at least 70% fitness, and a second class with B 1 = 3.30, fitting well 11 patients. Hence, the linear class was divided into two subclasses: Linear A with B 1 = 6.86 and Linear B with B 1 = 3.30.
Patients were classified into either Linear A or Linear B, by choosing the corresponding highest fitness (always required being above 70%). The dividing point between both Linear classes was 4.92, which was chosen to maximise the margin between the two classes. It was calculated as the average of the maximum B 1 coefficient between the patients of the Linear B class and the minimum B 1 coefficient between the patients in Linear A. We also tried dividing the Linear group into more than two classes. However, although the overall fitness increased, the data was over fitted and, in some circumstances, resulted in poor predictions. 
Prediction stage
With models in place, the next step was to check how good the models could predict future data. To make a prediction, the first N samples of each patient were used to classify the patient and to create a model that would describe the progression of the disease. This model was used to make predictions for up to two years (if the amount of samples allowed it). The metric used to evaluate the results was the standard error between our predicted values and the real ones. This section explains how to classify a patient given a number of visits and the criteria that make a prediction trustworthy.
Classification
Before making any predictions, we first need to classify each patient in one of the groups Linear A, Linear B, Quadratic or Others using only the first N samples. The classification method was similar to the one in the initial classification (when all the data was available).  Only N points were available, since in this case no future data was available to evaluate the prediction,  And the patient was classified in the group Others, since in this case the prediction could not be trusted.
Predictions were made for each patient for up to four future time steps. Each time step represented a period of six months (hence, the fourth step prediction was for 18 -24 months). 
Analysis of motor and functional symptoms
Thus far, only the overall GI was considered, obtained as the mean of motor and functional indices. Next we investigated how the rate of change of progression of the disease differed between the two indices. For this, we used only patients in the Linear group and calculated the best fit line for each index and patient. The method to obtain the coefficients of this line was described in section 3.1.2. The values of B 0 and B 1 that minimised the mean square error between the data and equation GI = B 0 +B 1 *Age were then calculated for each index. The optimum coefficient was again B 1 , which described the rate of increase of each index (motor or functional). The results are summarised in figure S5 , which shows that, in general, the optimum B 1 for functional indices were larger than the corresponding ones for motor index. The mean value of B 1 for motor index was 3.62 and for functional index 8.16. We then investigated the following:
 Whether the expected value of B 1 increases with an increase in the CAG repeats. . From these results, we conclude that an increase in CAG repeats has a much stronger effect in motor progression than in functional deterioration.
No difference of medications between patient subgroups
In order to compare whether there was any difference in medications between subgroups of patients (Table 1) , the number of times each patient was taking medications was divided by his/her number of visits. Hence for each patient, a value between 0 and 1 for each medication was obtained. This value was the proportion of visits that the patient received that particular medication. The metric used for each medication was the average of this value for all patients. We could not observe any difference between medications taken among different subgroups of patients ( figure S6 ). Furthermore we did not find any evidence how medications taken affected the rate of disease progression. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
