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Based on the ladder dual-fermion approach, we present a comprehensive study of the phases of
the isotropic Hubbard model on the triangular lattice. We find a rich phase diagram containing
most of the phases that have already been experimentally observed in systems where the interplay
between geometric frustration and electronic correlations is important: paramagnetic metal, param-
agnetic insulator, Mott-insulator with 120◦ antiferromagnetic and a non-magnetic insulating state,
i.e. possibly a spin liquid state. This establishes that the Hubbard model on frustrated lattices can
serve as a minimal model to address the intricate interplay of frustration and correlation. We also
show that entropic considerations can be successfully used for understanding many striking features
of the triangular systems, such as the large thermopower found in NaxCoO2·yH2O.
PACS numbers: 71.10.Fd, 71.27.+a, 71.30.+h
Introduction. Spin models with frustrated interactions,
caused either by geometric frustration of the underly-
ing lattice or due to competing interactions, can differ
significantly in their physical properties from their non-
frustrated counterparts. In a frustrated system, a spin
cannot find a configuration that simultaneously mini-
mizes all its interactions with its neighbors. As a re-
sult, spin frustration may completely suppress the long-
range magnetic ordering in a system, resulting in a non-
magnetic insulating ground state that does not break
any symmetry, i.e. a spin liquid (SL) state [1]. Real
magnetic materials are typically characterized by frus-
trated interactions which give rise to rich phase dia-
grams. A SL state, may have been observed e.g. in
the organic salts κ-(BEDT-TTF)2Cu2(CN)3 [2], where
the frustration among the quantum spins is due to the
underlying triangular lattice. In contrast, the organic
charge transfer salt κ-(BEDT-TTF)2Cu[N(CN)2]Cl dis-
plays anti-ferromagnetic (AF) long-range order at low
temperatures [3]. The κ-(BEDT-TTF)2X family and the
layered cobaltate NaxCoO2·yH2 are triangular systems
that give rise to superconductivity (SC) [4–6]. It is an
open question if the emergence of SC in these systems
can be connected to the SC phases observed in the high-
Tc cuprates. Moreover, these systems also display Fermi-
liquid behavior and give rise to Mott insulating behavior,
as well as to transitions between a SL and antiferromag-
net (AFM) [2, 7]. We also note that an unusually large
thermopower is found in the cobaltate NaxCoO2·yH2 [8].
The existence of electronic phases on frustrated lat-
tices indicates the necessity to consider itinerant elec-
tron models as effective low energy models for these sys-
tems that allow for the interplay between electron cor-
relation and geometric frustration. All materials men-
tioned above have an effective triangular structure and
are characterized by strong electronic correlations. This
raises the important question if Hubbard-type models on
the triangular lattice constitute a model class that can
encompass the experimentally observed phases as possi-
ble ground states.
In the present letter, we study the finite-temperature
thermodynamic, electronic, and magnetic properties
of the doped isotropic triangular Hubbard (ITH)
model. The resulting phase diagram is summarized in
Figs. (1)(a) (at half filling) and (2) (away from half fill-
ing). One standard approach to strongly correlated elec-
tronic systems is based on the dynamical mean-field the-
ory (DMFT) [9]. The inclusion of the effects of geomet-
ric frustration, however, requires an extension beyond
the single-site problem. Faithfully capturing the com-
petition between strong correlations and geometric frus-
tration across the phase diagram is not only essential
but also very challenging. Our study is based on a pow-
erful technique, i.e. the ladder dual-fermion approach
(LDFA) [10].
The dual fermion approach [11] is a non-local exten-
sion of the DMFT. It introduces a set of dual variables
with an effective interaction formed by the reducible two-
particle vertex of the interacting fermions as obtained
from the DMFT. An interaction expansion over the dual
variables yields systematic non-local corrections to the
standard DMFT approach. Studies have shown that al-
ready the inclusion of the first two lowest-order dual dia-
grams produces good agreement with numerically exact
results [12]. Including higher order diagrams further im-
proves the agreement [10]. In what follows, we take the
hopping parameter t of the ITH as our unit of energy,
i.e. t = 1.
Our choice of method for addressing the ITH is mo-
tivated by the advantages it offers over possible alter-
natives: (1) the calculations are not restricted to finite-
size clusters, i.e. the thermodynamic limit and nonlocal-
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2ity are naturally incorporated, (2) although a quantum
Monte Carlo simulation is involved [13], the calculations
are free of the “minus”-sign problem (everywhere in the
phase diagram), (3) both spin and charge collective exci-
tations are accessible which allows us to establish the na-
ture of various insulating and magnetic phases. In what
follows, we take the hopping parameter t of the ITH as
our unit of energy, i.e. t = 1.
Results. The magnetic phase diagram of the half-filled
ITH model within our approach is shown in Fig. 1(a).
In analogy to its counterpart on a square lattice [9, 14],
three major phases are found for the ITH: a paramagnetic
metal at smaller interaction U , a paramagnetic insulator
at larger U and higher temperature T , and a Mott insu-
lator with 120◦-AF order at larger U and lower T .
As our finite-temperature LDFA calculations are car-
ried out on discrete Matsubara frequencies, the exact lo-
cation of the metal-insulator transition (MIT) boundary
is hard to determine. In this work, we identify the first-
order transition line from the flatness of GLDFAii (iω) at
the two lowest Matsubara frequencies [15]. The magnetic
transition boundary is extracted from the extrapolation
of the inverse spin susceptibility χspin,−1Ωm=0 (Q = K) as a
function of temperature T and interaction U . (see ex-
amples in the supplemental material), where K is the
magnetic wave vector for the 120◦-AF order.
The influence of geometrical frustration on the mag-
netic properties is clearly visible, see Fig. 1(a): the onset
temperature of the 120◦-AF (also called spiral-AF) state
is significantly smaller than its counterpart for unfrus-
trated lattices (for the square lattice, this corresponds to
the black dashed line of Fig. 1(a) [14]). While for the
Hubbard model on a square lattice, AF order exists for
any non-vanishing value of U , the geometrical frustra-
tion of the triangular system suppresses the long-range
magnetic order at smaller U down to zero temperature,
resulting in a non-magnetic metal below U ∼ 9.55. Here,
the onset temperature of the 120◦-AF order (which is
strictly speaking absent in 2D [16]), obtained from our
calculations, can be viewed as the upper limit of the Ne´el
temperature for a triangular system with a larger dimen-
sion, e.g. by coupling the triangular lattice into multi-
layers.
A very interesting effect of geometric frustration is
that it pushes the magnetic transition boundary towards
higher U values to a value close to UMITc , opening
up the possibility of a ground state characterized by a
nonzero charge gap and the absence of any long-range
magnetic order(see Fig. 1(a)). This is indeed what we
find within the LDFA: there is a non-magnetic Mott in-
sulating (NMI) phase in the interval U ∈ [9.4, 9.55] for
T ≤ 0.08 [18]. The appearance of the NMI phase is
highlighted by the crossing of magnetic and insulating
phase boundaries in Fig. 1(a). We find for the criti-
cal value UMITc = 9.4 at T = 0.2 and U
MIT
c hardly
changes upon further decreasing T . The magnetic tran-
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FIG. 1. (a). T -U phase diagram of the half-filled ITH model.
The monotonic decrease of the constant-entropy curve reveals
the possibility of adiabatic cooling in this frustrated system.
T ∗ is the corresponding temperature at which the double oc-
cupancy in Fig. 1(c) is minimized. The NMI phases are found
at lower temperature region (T ≤ 0.08) and for U slightly
larger than the band width (U ∈ [9.4, 9.55]). See text for
more details. (b). Comparison of the total energy EU (T )
calculated from the DMFT (empty symbols) and the LDFA
(solid symbols) calculations. Their difference results from the
non-local correlations. The QMC results for U = 8 are ex-
tracted from Ref. [17]. (c). The double occupancy as a func-
tion of temperature for different interactions (From top to
bottom: U = 4, 6, 8, 9, 10, 12, 14, respectively.)
sition from the paramagnetic to the 120◦-AF state, on
the other hand, shows a clear temperature dependence,
i.e. USpinc becomes larger with lowering the tempera-
ture for T ≤ 0.11. At the lowest temperature studied
(Tlow = 0.05), long-range order is established at U = 9.55,
leaving the phase with U ∈ [9.4, 9.55] to be a NMI.
Note that this conclusion is free of any finite-size effects
but the phase boundaries in Fig. 1(a) are subject to ex-
trapolations (see supplemental material). The NMI is a
natural candidate for the SL phase at zero-temperature
and our results are in line with experimental findings for
κ-(BEDT-TTF)2Cu2(CN)3 [2]. The bulk spin suscep-
tibility of κ-(BEDT-TTF)2Cu2(CN)3 shows no sign of
long-range antiferromagnetic order at significantly lower
3temperature as compared to the Heisenberg exchange es-
timated theoretically from the high-temperature series
expansion [19].
In order to assess the importance of non-local corre-
lations, we analyze the total energy EU (T ) for the ITH
within DMFT-only and LDFA calculations, see Fig. 1(b).
The difference between the DMFT and the LDFA solu-
tions at fixed T signals the importance of non-local fluc-
tuations, which is particularly large when U is close to
UMITc . Note that EU (T ) from DMFT is never smaller
than the one obtained from the LDFA. At U = 8, the
LDFA results show a good agreement with a determi-
nant QMC simulation [17] for all temperatures sampled.
Thus, our LDFA calculations systematically incorporate
non-locality into DMFT and correctly resolve the total
energy at low temperatures. At low temperatures the
DMFT results clearly differ from the determinant QMC
results. Thus, Fig. 1(b) demonstrates that non-local cor-
relations are significant and cannot be neglected. These
correlations stabilize the Mott insulating phase [20–22]
and suppress spin correlations [23, 24], thereby favoring
the NMI phase at lower temperatures.
Another important observation that can be read off
from Fig. 1(a) is, that the constant-entropy curves mono-
tonically decrease with increasing U . The entropy
is obtained from the total energy by integration, i.e.
SU (T, n) = S(0, n) + EU (T, n)/T −
∫∞
T
EU (T
′)/T ′,2dT ′,
with S(0, n) = −n lnn/2 − (2 − n) ln(1 − n/2), where
n is the average filling. For numerical stability, we fit-
ted the total energy EU (T ) with an exponential func-
tion [25] and also cross-checked with a two-segment fit-
ting scheme [17, 26], which resulted in the same quali-
tative behavior of SU (T ). The entropy is related to the
number of doubly occupied sites D through a thermody-
namic relation, i.e. ∂S/∂U = −∂D/∂T . As shown in
Fig. 1(c), the double occupancy D has a negative slope
for temperatures below the critical value T ∗, thus, re-
sulting in an increase of S as U increases for fixed T
(Fig. 1(a)). This has important ramification for cold-
atom studies in that it allows for adiabatic cooling of the
system by increasing the Coulomb interaction [27, 28].
The relation above can be rewritten as
C/T (∂T/∂U)S = (∂D/∂T )T where C denotes the
specific heat. This immediately implies that the isen-
tropic (i.e. keeping the entropy constrant) increase of U
results in a decrease of T for T ≤ T ∗. As one can see
from Fig. 1(a), the decreasing behavior of the entropy
ends at T ∗. This is due to the opening of the charge gap,
resulting in a saturation of D at lower temperatures [27].
The T ∗ curve (by extrapolation) ends at the boundary
of the insulating phase in Fig. 1(a). We note that the
insulating phase boundary in Fig. 1(a) is determined
from the opening of the charge gap, which, as expected,
coincides with the saturation of D (see Fig. 1(c)) in our
LDFA calculations.
We now turn to the doping dependence away from half-
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FIG. 2. Magnetic phase diagram of the doped triangular Hub-
bard model as a function of the Coulomb strength at T = 0.1.
Two stable magnetic phases are found, i.e. a spiral(120◦)-AF
(anti-ferromagnetic) and a ferromagnetic (FM) phase. Short-
ranged 120◦-AF and FM states are found in the vicinity of
long-range 120◦-AF and FM phases.
filling. Fig. 2 displays the magnetic phase diagram of the
ITH model as a function of doping and U . As discussed
in Fig. 1(a), the 120◦-AF phase is stabilized at T = 0.1
for U > 9.5 at half filling (i.e. 〈n〉 = 1). This phase
extends slightly away from the half-filling case, as shown
in Fig. 2. The stability of the 120◦-AF phase is charac-
terized by the divergence of χspinΩm=0(Q) at Q = K. By
doping the system away from half-filling, the spiral-AF
phase is quickly destroyed, resulting in a very narrow
phase region (see Fig. 2).
At the electron doped side, the destruction of the 120◦-
AFM is characterized by the removal of the spin suscepti-
bility peak at K. As shown in Fig. 3(d), at 〈n〉 = 1.1, the
spin susceptibility peak at Q = K starts to disappear.
Further increasing electron doping completely removes
the peak, giving rise to a flat structure of χspinΩm=0(Q) at
Q around K (Fig. 3(e)). This region extends approxi-
mately from 〈n〉 = 1.1 to 〈n〉 = 1.45 (see Fig. 2) and
corresponds to a crossover from an 120◦-AF to a ferro-
magnetic (FM) phase. In this region, no peak structure
has been detected in the spin susceptibility; these states
are paramagnetic. A further increase of the doping level
results in a peak in the spin susceptibility at Q = Γ,
as shown in Fig. 3(f), indicating the formation of FM
correlations. The divergence of χspinΩm=0(Γ) represents the
onset of a stable FM phase.
At the hole doped side, however, the destruction of
χspinΩm=0(K) as the hole concentration is increased, oc-
curs much slower. We find a large region of χspinΩm=0(K)
with peak structure, which spreads from 〈n〉 ∼ 1.0 to
〈n〉 ∼ 0.55. This is in a sharp contrast to the electron
doped side, where χspinΩm=0(K) is quickly destroyed and
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FIG. 3. Spin susceptibilities χspinΩm=0(Q) extracted from the
LDFA scheme for six different doping levels and β = 10,
U = W with W the bandwidth. Γ, M and K are the high-
symmetry points of the 1st BZ of the triangular lattice. The
1st BZ is replotted here equivalently as a square.
absent for 〈n〉 above 〈n〉 ∼ 1.1. In accordance with the
suppression of χspinΩm=0 at K, the amplitude of χ
spin
Ωm=0
(M)
gradually increases. This indicates that scattering pro-
cesses with magnetic wave vector Q = M have larger
and larger contributions, while those with Q = K be-
come less important. Increasing the hole doping further,
χspinΩm=0(M) starts to peak at around 〈n〉 ∼ 0.5. This
behavior corresponds to AF states of the collinear type
(CAF).
The observation of CAF in an isotropic system on a
non-bipartite lattice is rather unexpected. While it has
been established that spin anisotropy in Heisenberg mod-
els on the triangular lattice favors CAF [29], it usually
requires higher order hopping processes in an isotropic
triangular lattice to bring about a CAF phase [30]. In
this work, we provide another alternative way of obtain-
ing CAF in isotropic triangular lattice, namely doping
the system with holes. The present case does, however,
differ from the previously discussed cases [29, 30] as no
long-range magnetic order is observed here. Another es-
sential difference is that hole doping turns the system
metallic while the system is insulating in the previous
cases.
The entropy S of the doped triangular system is shown
in Fig. 4(a). We determine the entropy by using the same
procedure as for the half-filled case. The calculation has
been performed with U fixed at U = 9, which is only
slightly below UMITc where the system enters into a mag-
-6.0
-4.0
-2.0
0.0
2.0
4.0
6.0
0 0.5 1 1.5 2 2.5
µ
T
(b)
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
S
〈n〉
T=0.5
0.8
1.0
2.0
(a)
n=0.95
0.9
0.85
0.8
0.75
0.7
0.65
n=1.0
n=1.05
1.1
1.15
1.2
1.25
1.3
1.35
1.4
FIG. 4. (a) The doping dependence of the entropy for four
different temperatures with U = W . The two color filled area
show the entropy plateau at half-filling and maximization at
〈n〉 ∼ 1.35. (b) Temperature dependence of the chemical
potential for a range of filling levels. From bottom to top,
the curves correspond to n = 0.65 to n = 1.4 with 0.05 as
interval.
netically ordered Mott insulating state. Thus, spin and
charge fluctuations are enhanced and contribute signifi-
cantly to S. In Fig. 4(b), we show the chemical potential
µ vs. T at various levels of fillings. S and µ are related via
the Maxwell relation (∂S/∂n)T,U = − (∂µ/∂T )U,n. The
chemical potential shows opposite behavior (decreasing
versus increasing) at hole- and electron-doped sides (see
Fig. 4(b)). Correspondingly, the entropy displays dif-
ferent filling dependencies with respect to electrons and
holes. As already can be read off from Fig. 2, the strong
AF correlations are destroyed quickly when doping the
half-filled system with electrons but persist to a large
level of hole doping. This is reflected in the behavior of
S, which on the hole-doped side is smaller than on the
electron-doped one. We note that the Hubbard model
on a square lattice displays a similar behavior, but with
the opposite electron and hole dependence [31]. This im-
plies certain similarities between the square and triangu-
lar lattice. S shows a plateau around half-filling, which
relates to the nearly constant µ for all temperatures at
half-filling (〈n〉 = 1).
Motivated by the fact that S in the Hubbard model on
the square lattice becomes maximal near optimal dop-
ing, i.e. 〈n〉 ≈ 0.85, where the SC transition temper-
ature is peaked [26, 32]. we locate the filling on the
triangular lattice that maximizes S. Interestingly, the
thus obtained ’optimal’ filling for the triangular system,
〈n〉 ∼ 1.35 coincides well with the optimal filling found
in NaxCoO2·1.3H2O [5, 6, 33]. The maximization of the
entropy reflects the strong competition of the localized
spin degrees of freedom (around half-filling) with the
charge degrees of freedom (here at large electron dop-
ing). Enhanced entropy commonly occurs in the vicinity
5of quantum critical points. In line with what is seen in
the cuprates [34] we, therefore, speculate that the ground
state of the ITH model may have a quantum critical point
at this filling. We will return to this issue in future work.
Our results of the filling dependence of S allow us
to estimate the Seebeck coefficient via Kelvin’s formula,
Skelvin = 1/qe(∂S/∂n)T,U [35]. We find that the ther-
mopower is large (negative) at 〈n〉 ∼ 1.5 but rather
smaller at 〈n〉 ∼ 1.35. This nicely explains the differ-
ent doping behaviors of the thermopower experimentally
found in NaxCoO2·1.3H2O [6, 36]. When 〈n〉 is larger
than 1.3, S starts to decrease with a large negative slope,
which coincides with the large thermopower at 〈n〉 ∼ 1.5
in NaxCoO2·1.3H2O.
In conclusion, we studied the isotropic triangular Hub-
bard model using the dual fermion approach to sys-
tematically incorporate non-local correlations beyond
the DMFT. By varying temperature, Coulomb interac-
tion, and chemical potential, we find that this model
gives rise to a very rich phase diagram, which recov-
ers all the phases experimentally resolved in organic
salts and the recently much-studied layered cobaltate
NaxCoO2·1.3H2O (we do not explicitly calculate the SC
phase). Moreover, based on the behavior of the entropy,
we find that the isotropic triangular Hubbard model dis-
plays certain similarities to the Hubbard model on square
lattice for cuprates. Specifically, we find that the entropy
is maximal at the optimal doping for superconductivity of
NaxCoO2·1.3H2O, and the experimentally observed dif-
ferent thermopower behaviors can be nicely explained by
the doping dependence of the entropy through the Kelvin
formula.
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SUPPLEMENTAL MATERIAL
The magnetic transition boundary is determined by extrapolating the spin susceptibility χspin(Q,Ωm = 0) with
polynomials. For βt ≥ 7, we look for the divergence of χ−1spin(Q,Ωm = 0) at given temperature T as a function of
interaction U , as shown in the left panel of Fig. 5. For U/t ≥ 10 we extrapolate χ−1spin(Q,Ωm = 0) for each given
interaction U as a function of temperature T , see right panel of Fig. 5.
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FIG. 5. Polynomial extrapolation of the inverse spin susceptibility as functions of interaction U (left panel) or temperature T
(right panel).
