Abstract. This paper presents a preliminary study of a control signal scheduling strategy to reduce the adaptive controller dimensionality for active noise control systems. Under the assumption that the system response to a disturbance is well characterized by a small set of measurable quantities, the optimal control signal will also be determined by these same quantities. If this optimal control signal is determined a priori, the actuator control signal can be scheduled from these optimal values on the characterizing quantities. The sensitivity of the system to errors in the optimal controls is studied. It is shown that appropriate actuator weighting reduces this sensitivity to acceptable levels. One practical issue of this actuator scheduling method is the storage, recollection and interpolation of the optimal control. A neural network can be used to perform this function. The performance of a control system with a neural network is compared with one using linear interpolation between stored values of the actuator groups. The comparison is made through an analytical model of an active sound control system in a three-dimensional enclosure. Both methods are shown to be effective, but neural networks offer the advantage of data compression. The present study is in the frequency domain. Subsequent work will focus on neural actuator signal scheduling in the time domain.
Introduction
In recent years, a tremendous amount of research effort has been focused on active noise and vibration control systems, with applications ranging from quieting aircraft cabins to reducing vibrations of tall buildings subject to high winds and earthquakes [1] [2] [3] [4] . Active control techniques have been developed which are effective for reducing low-frequency tonal sound and vibration levels which cannot be efficiently reduced with traditional passive solutions. Typically, active control systems require a large number of control inputs (error sensors) and outputs (actuators) to achieve a reasonable global reduction of sound and/or vibration. Despite the continuing development of faster and cheaper computers, the cost of DSP and the related hardware for implementing a large multiple-input and multiple-output (MIMO) adaptive system remains high [5] . The motivation of this work is to reduce this expense by reducing the active control system dimensionality. This is accomplished by scheduling the control signal according to a priori computation of the optimal control. The adaptive controller would thus require only a single channel to adjust the overall magnitude and phase of the scheduled signal in order to minimize the system response. Further explanation of the implementation of this controller is deferred to section 2.
For a control scheduling approach to work in real time, some assumptions need to be made. In this study, we assume that both the disturbance response of the system and the transfer functions from actuator to sensor are well characterized by a small set of measurable quantities. It is not realistic to require a control signal scheduling strategy to provide good control performance for a system that has a large set of influencing factors changing rapidly with time. The robustness of the proposed control strategy to system changes which have not been accounted for in the control scheduling is not considered in this work.
The targeted application of this research is to develop a control system to reduce the level of the engine tones in the cabin of business jets. Previous papers by the authors on this subject have discussed the issues of sensor and actuator placement and the design and grouping of actuators [6] [7] [8] [9] [10] [11] . The acoustic disturbance of primary interest is due to the fuselage excitation by the vibration of two jet engines. The goal is to minimize the sound pressure levels due to this disturbance at microphones distributed throughout the cabin. It is assumed that the entire structural-acoustic system behaves linearly. Since the location of the engines does not change, the spatial distribution of the sound field should be determined by the excitation frequency, the relative forces transmitted through engine mounts, the phase difference between the engines and the speed of sound in the cabin (a function of cabin pressure and temperature). Figure 1 shows a typical time history of the sound pressure levels measured at a fixed location in a cruising business jet. It is common that the frequency of the disturbance tone (normalized to one in the figure) varies slightly during steady flight as the power supplied to the engines changes. The amplitude of the sound pressure at the disturbance tone varies sinusoidally. It is known to engineers in the aerospace industry that this variation is related to the relative phase of the engines. When a jet turns, the forces transmitted through the two sets of engine mounts will differ from each other, resulting in a different interior sound field. For this work, it is assumed that cabin pressure and temperature remain constant.
It is thus assumed that, under cruise conditions, the sound field can be well characterized by the excitation frequency, the relative phase of the engines and the relative force transmitted through the engine mounts. The relative force transmitted through the engine mounts is defined as the magnitude of one force as a percentage of the other. These are the three independent scheduling variables, henceforth referred to as the 'excitation frequency', 'relative phase' and 'relative transmitted force', respectively. The value of these variables is defined as the system state. These three variables are easily measurable: e.g. the excitation frequency and transmitted force can be obtained via force gages at the engine mounts, the relative phase by the airplane's synchrophaser. The present work is based on this assumption; however, it is not difficult to include the cabin pressure and temperature as additional variables if necessary. This paper addresses two issues of control signal scheduling. The first is an analytical study of the sensitivity of a control system to variations in the control signal. The second is a comparison of two methods for storage, recollection and interpolation of the optimal control.
The introduction of neural networks into an active control system is not unique. Neural networks have been employed to control non-linear systems which can not be effectively controlled with the linear LMS algorithm [12] . Others have used neural networks to improve state estimation or system modelling for use in a filtered-reference control system [13, 14] . Troudet and Merril [15] proposed the application of a gain-scheduling neural network architecture to feed-forward noise filtering, which combined the preferred performance characteristics of non-linear neuro-filtering with the robustness of linear filtering. Cabell and Lester used a neural network to search for the optimal control vector based on a performance index with actuator penalty, and proposed to group actuators which behave similarly or to remove actuators which do not contribute much to the controlled sound field [16] . Our goal is similar to Cabell's with respect to reducing the dimensionality of the control system, but we take a fundamentally different approach. While Cabell utilized neural networks to spatially group control actuators, our work uses neural networks to perform the control signal scheduling. Furthermore, we are not focusing on the design issues of the control system, i.e. actuator and sensor placement.
The idea of simplifying an active structural acoustic control (ASAC) system by making use of a priori training of the control system was introduced by Clark and Fuller [17, 18] . They employed a model reference approach to replace the acoustic sensors of an active structural acoustic control (ASAC) system with structural sensors. First, the vibration response of a structure subjected to optimal control forces (which minimize far-field sound radiation, for example) is measured. Control is then implemented by driving the structure to this 'reference' value, allowing the replacement of acoustic sensors with structural sensors. Section 2 of this paper presents the equations for steadystate control optimization and outlines the time-domain implementation of this control strategy. Section 3 briefly introduces neural networks. A mathematical analysis of system sensitivity to errors in the control solution follows in section 4. The goal of this section is to discuss the conditions under which the control signal scheduling strategy will work. Section 5 presents numerical results of frequency-domain simulations of active noise control in a three dimensional structural-acoustic system to demonstrate the effectiveness of the control signal scheduling scheme. The paper concludes with a discussion of the issues which will arise when this work is extended to the time domain.
Steady-state optimal control
The control signals are to be scheduled according to an offline identification of the optimal control, eliminating the requirement for expensive hardware to determine the control vector in real time. This section outlines an analytical method for identifying the optimal control via steady-state optimization.
Consider a system with m control actuators and n error sensors, n > m. Under harmonic excitations, the system response in the frequency domain can be written as
where e(ω) is an n × 1 vector of error signals, d(ω) is an n × 1 vector of the system response to disturbances, B(ω) is an n×m matrix of transfer functions from the control sources to error sensors and u(ω) is an m×1 vector of control signals.
The goal of the noise control system is to minimize a quadratic measure of e(ω). In our application, e(ω) represents the output of a microphone array of the system, and u(ω) can be the control actuator volume velocity. All of the following equations are in the frequency domain; ω is dropped for compactness of notation. Let us define a cost function in the standard Hermitian quadratic form [19] 
where A = B H B is an m × m Hermitian matrix containing information on the coupling between control actuators and error sensors, cost function without control, and superscript H denotes the Hermitian operation. Minimizing the cost function with respect to u leads to an optimal control vector,
where + denotes the pseudo-inverse. The pseudo-inverse is used to avoid errors in inverting a potentially nearly singular matrix. The matrix B can be obtained by the standard procedure of system identification with the frequency response function. The frequency response of sensors, d, can be obtained through extensive noise survey under common flight conditions. The value of the state variables must be identified and recorded along with the disturbance measurements. Recall that frequency-dependence is implicit in all expressions. Once B and d are obtained for the operating range of excitation frequency, relative phase and relative levels of the transmitted force, the database of optimal controls can be created. This database will serve as the foundation of the control scheduler. The optimal controls can be calculated either in the frequency domain using equation (3), or in the time domain by using a multiple inputmultiple output (MIMO) control system. The advantage of the time-domain approach is that the digital sampling error, i.e. sub-optimal specification of relative control source phases due to a finite sampling rate, can be included in the optimal control vector. However, this approach is more time consuming, and requires more computational effort. In the sequel of this work, we shall consider the time-domain approach. The analysis in this paper, including generation of the optimal control database, is performed exclusively in the frequency domain. For clarity, though, an outline of the proposed implementation in the time domain is now presented.
A schematic of a typical feedforward control architecture, using the filtered-X LMS algorithm, is shown in figure 2 [20] [21] [22] . Bold lines indicate multiple signals. In this system, m control actuators require m simultaneous updates of the LMS algorithm to minimize the error signal. The 'Control Path' block represents the transfer function from the control actuators to the error sensors. The proposed control signal scheduling strategy is shown in figure 3 . The neural network provides the optimal control signal for all m actuators given the current value of the measured variables. The neural network and the actual control path are grouped into an effective control path (C ). It is the effective control path which must be approximated for use as a reference signal filter. The output of the adaptive controller (now requiring only one update of the LMS algorithm at each time step) multiplies the output of the neural network. The adaptive controller provides the flexibility to scale the overall gain and shift the overall phase of the optimal control signals to best minimize the error signals.
Implementation of control signal scheduling in real time requires the ability to quickly recall the optimal control vectors. A scheme must be established for determining the actuator group for a given state, particularly for those states which are not included in the control database. As remarked in the introduction, two methods are compared: threedimensional linear interpolation between stored optimal control values (table lookup) , and the use of a neural network trained to output the approximate optimal control when the system state is input.
Neural networks
Neural networks have been trained to assist with applications as diverse as character and speech recognition, oil and gas exploration and financial market analysis [23] . This study utilizes neural networks for function approximation. Following is a brief introduction to neural networks. The reader is referred to [23, 24] for more information on both the theoretical foundation and practical implementation of neural networks.
A neural network is a mathematical tool patterned after biological nervous systems. Like their biological counterparts, artificial neural networks utilize many simple elements in parallel.
The connections between these elements determine the function of a neural network. A network is 'trained' by presenting it with a set of input values and a corresponding set of the output values (the training data set). Connections which lead inputs to correct outputs are reinforced (the weights are increased), while connections which lead to incorrect outputs are discouraged (the weights are decreased). To help ensure the ability of a neural network to generalize on new data, it is desirable to periodically test the network on new data (the test data set) while it is being trained. By setting a minimum error criterion on the test data, not the training data, the network designer can achieve the generalization capability of neural networks.
A sample neuron N is shown in figure 4 output of the neuron, y j , depends on a linear combination of the weighted inputs and the bias:
Single neurons with the same transfer function, but different weights and biases, can be combined to form a layer. All neurons in a layer receive the same input. Multiple layers of neurons can be combined to form a neural network, as shown in figure 4(b) . This figure shows a threelayer feedforward backpropagation network. Feedforward indicates that the signal flows from the input layer to the output layer. Backpropagation refers to the propagation of error in the reverse direction during network training. The input layer consists of neurons for each input to the neural network; correspondingly, the output layer contains neurons for each output. The number of neurons in the hidden layer can be adjusted to alter network complexity and performance. While more complex networks are available, the common three-layer backpropagation network is powerful enough for most applications. In fact, it has been shown that a threelayer backpropagation network can approximate arbitrarily well any function with a finite number of discontinuities [23] . Such a three-layer neural network is used in this work. The network is trained to approximate the functional relationship between the optimal control vector (network output) and the system state (network inputs). Specific details of the network are deferred to the numerical results section.
Sensitivity to control errors
Errors will inevitably be introduced into the estimated optimal control. It is important to quantify the sensitivity of the control system to these errors. For example, if a small error of a single control source leads to a significant response change, control signal scheduling will not be practical. In this section, we study the difficulties of control signal scheduling caused by the physical properties of the structural-acoustic systems, and examine a way to decrease the sensitivity of the performance to the errors in the control solution.
The optimal cost function can be found by inserting equation (3) into equation (2),
Now consider the estimated control vector to be a small perturbation away from the true optimal control solution,
where v is a complex m × 1 vector such that |v| |u opt |. Inserting the estimated control vector (6) and (3) into (2) leads to a performance loss of
For a system with more sensors than actuators, A will likely be non-singular. In many physical systems, though, A may be ill conditioned. This is typical when the physical system contains a large number of modes in a wide range of frequencies. The condition number of A, i.e. the ratio of the largest eigenvalue λ 1 to the smallest eigenvalue λ m , can be very large, and A can have nearly zero eigenvalues (for the example presented in this work, the condition number is typically of the order of 10 17 , with λ 1 ∼ 10 8 and λ m ∼ 10 −9 ). In this case, a small v can cause a large performance loss. Hence, large condition numbers and near zero eigenvalues of the matrix A can make the system performance measure J very sensitive to the errors in the optimal control vector.
One way to reduce the condition number and increase the value of the near zero eigenvalues of the matrix A is to consider the following control performance index with actuator weighting:
One can show that in this casē
Note that the resulting time domain LMS algorithm associated with this performance index is the leaky LMS [21] .
In the following, we shall show that the actuator weighting makes the system less sensitive to small errors in the optimal control estimate. For simplicity, we assume that the matrix A is nonsingular, and has m distinct eigenvalues λ i and eigenvectors n i such that
Let φ = [n 1 , n 2 , . . . , n m ] and Λ = diag{λ 1 , λ 2 , . . . , λ m }. Then, φ H φ = I and φ H Aφ = Λ. Introduce the following transformations:
Then, the performance index with actuator weighting can be written as
The corresponding optimal values of z i and J i can be found as
Now consider the effect of errors in the optimal solution, as in equation (6) 
We now have the performance loss in terms of J i and (e H e) i as
(15) The total performance loss is found by a summation over i. The second term of this equation is of the most interest to the noise control engineer, as e H e is a measure of rms pressure in the enclosure. From the above performance loss terms, it can be seen that when actuator weighting is not included in the performance index (α = 0), and when some of the eigenvalues are very small (|λ i | 1 for some i), even small errors in the estimate of the optimal control can lead to large performance loss. When actuator weighting is included with α 1, the system performance as measured by J or e H e becomes very insensitive to the errors of the control estimate.
Note that the actuator weighting term in equation (8) makes the condition number of the matrixĀ roughly equal to (λ 1 + α)/α when α |λ m |. The trade-off of the actuator weighting is a compromise with performance. However, as discussed in [25] , actuator weighting is often necessary in practice to eliminate the singularity and to prevent saturation of actuators. Another benefit of actuator weighting is now evident: reduction of the system sensitivity to the errors in the control vector.
Numerical simulations
The optimal control-based control signal scheduling strategy is tested on a numerical model of the sound field in a three-dimensional rectangular enclosure with vibrating boundaries. The numerical analysis is conducted in the frequency domain. The effect of errors resulting from approximation of the optimal control on the performance is studied in the simulations. It is important to note that this steady-state control problem is non-causal and serves as a benchmark against which time-domain simulations and experiments will be compared. The issues related to the time-domain implementation of this grouping strategy will be discussed after the analysis of frequency-domain simulations. The first part of this section outlines the physical system for this study, the second part details the neural network design and the final part presents the simulation results.
Physical system modeling
Numerical simulations are performed of the active control of structure-borne sound in a rectangular enclosure of size a × b × c as shown in figure 5 . The dimensions a, b and c are 1.1, 1.2 and 1.3 m, respectively. The boundaries at y = 0 and y = b are modeled as simply supported thin plates, both subject to a point force excitation at = (0.7a, 0.4c). All other boundaries are acoustically rigid. Two arrays of 12 acoustic pistons each are employed as active control sources along the boundaries defined by x = 0 and z = 0, following the acoustic boundary control concept [6, 7, 10, 26, 27] . The control sources are modeled as ideal volume velocity sources of finite area and infinitesimal thickness. The control actuators are placed as shown in figure 6 . A planar array of 40 microphones is located at z = 0.7c, distributed as in figure 7 . Acoustic damping of 5% (ζ = 0.05) and structural damping of 10% (ζ = 0.10) are included in the simulations via the use of a complex wave number, k ( k = k * (1 + j * ζ )). The system design is loosely based on the problem of active control of sound in aircraft: the point force excitations represent the transmission of forces through the engine mounts and the microphone array is in the passenger 'head-plane'.
In reference to equation (1), d(ω) is the microphone measurement of the sound pressure generated by the vibrating side plates (the disturbance, or uncontrolled pressure), u(ω) is the volume velocity of the control sources, B(ω) is the transfer function from the control sources to the microphones and e(ω) is the microphone reading after the control is applied. The volume velocity of the control sources is determined by equation (9) with an actuator weighting α = λ 1 (ω)/100. 
Neural network design
A three-layer backpropagation network is used as the control signal scheduler. In this work, the optimal control vectors are presented as a function of the three state variables: excitation frequency, relative phase and relative transmitted force. The first (input) layer has three neurons: one for each independent state variable. The input data are scaled between −1 and 1 (inclusive). The hidden layer has 61 neurons and utilizes logistic transfer functions. The number of hidden neurons is determined based on a formula which depends on the number of network inputs and outputs and the number of records available for training (N = 0.5(N in +N out )+ √ N train ) [28] . The performance of this network does not appear to be extremely sensitive to the number of hidden neurons. Since the control system has 24 control actuators, the third (output) layer of the neural network has 48 neurons. Recall that the network requires two neurons per actuator because it must be trained to independently approximate the real and imaginary components of the optimal control vector. The output layer also utilizes a logistic transfer function.
The training and test data for the neural network are generated from the analytical model of the system. The optimal controls are created as a function of the state variables. The frequency is varied in 1 Hz increments from 127 to 137 Hz, the phase of one excitation force is varied in 30
• increments from 0 to 360 • relative to the other force, and the amplitude of one excitation force is varied in 2% increments from 90% to 110% of the amplitude of the other. This generates a total of 1573 patterns, which we refer to in total as the control database. 1258 (80%) of the patterns are extracted randomly for use as training patterns; the remaining 315 are used as test patterns. The termination criterion for network training is for 20 000 events to occur without the network achieving a new minimum error on the test data. By considering network performance on the test data, we can ensure that the network is able to generalize on data not contained in the training set. The calibration interval, or the rate at which test data is injected into the system, is 200 events. The network is trained for 317 000 events (251 epochs), with We are now in the position to comment on a potential advantage of using neural networks versus linear interpolation. We can generate a very large set of training data with fine steps for the frequency, relative phase and relative transmitted force of the engines. This should allow both the neural network and linear interpolation to perform well. Consider the control database and neural network employed in this study. The required storage (using double precision real numbers) for the neural network in real-time application is 25 760 bytes (for two weight matrices and two bias vectors), while that for the linear interpolation is 604 032 bytes. The complete control database of 1573 patterns is used for the linear interpolation approach. This represents a saving of 578 272 bytes in addition to the associated searching time during real-time application. It is interesting to point out that one can also store the matrix B and the vector d for real-time application, but the storage requirement will be even higher.
Scheduled actuator control performance
In this section, we study the effect on control performance resulting from the use of an approximate control solution.
The results for optimal control approximation using the neural network outlined above are compared with those using linear interpolation. Before considering control performance, we briefly note the accuracy of the optimal control approximations. The neural network introduces median errors of 1.2% in magnitude and 0.76
• in phase of the optimal control. Linear interpolation introduces median errors of 1.7% in magnitude and 0.42
• in phase. The performance loss in terms of e H e in equation (15) associated with the neural network is shown at a fixed relative transmitted force level in figure 8 . Figure 9 shows the same result at a fixed frequency. The median and maximum neural network performance loss is 0.11 dB and 4.7 dB, respectively. The performance loss associated with linear interpolation at the same fixed relative transmitted force and frequency as for the previous two figures is shown in figures 10 and 11. The median and maximum linear interpolation performance loss is 0.44 dB and 2.0 dB, respectively. These curves present a measure of control performance degradation due to approximation of the optimal control. Negative values of the performance loss (corresponding to an increase in attenuation due to errors in optimal control) stem from the use of actuator weighting-the optimal control solution is calculated with actuator weighting as in equation (9), but the performance loss is based solely on rms pressure. In figures 8 and 9, we notice that the neural network performance is worst at the boundaries of the domain of input variables. This behavior is typical of neural networks, and can be avoided by training the network over a slightly larger domain than that over which it is likely to be operated. To observe the effect of this correction, we consider the performance loss only over the domain interior (excluding excitation frequencies of 127 and 137 Hz and relative transmitted force levels of 90% and 110%). This decreases the median and maximum performance loss values to 0.0025 dB and 2.8 dB, respectively. For comparison, this same calculation is performed for the linear interpolation results. The performance loss does not change significantly, decreasing to a median of 0.43 dB and maximum of 1.7 dB.
The results of this simulation suggest that it may be possible to replace a MIMO control system with a MISO control system by scheduling the control signal according to the optimal control identified off-line. The question of the best method of storing and recalling the actuator groups requires further study. The advantage of linear interpolation is its simplicity, while the advantages of using a neural network lie in its ability to compress and quickly recall a large number of data.
Concluding remarks
We have presented a control signal scheduling procedure for reducing the dimensionality of large scale active noise control systems. The actuators are scheduled according to an optimal control solution, which is identified off-line. Two important issues related to this control signal scheduling were addressed. The first was how to quantify the sensitivity of a control system to errors in the optimal control. It was shown that the introduction of actuator weighting to the control cost function can reduce this sensitivity to acceptable levels so that control signal scheduling becomes realistic. The second issue addressed was how to store, recollect and estimate the optimal control for real-time application. A numerical study was performed in the frequency domain to compare the effectiveness of two different approaches: interpolating linearly between stored values of optimal control and training a neural network to learn the relationships between these values and the system state. The results of this study demonstrate that both methods are effective in the frequency domain considered. Neither the generation of the control database nor the neural network design were optimized in this paper. Future work will consider the pre-network data analysis and reduction so that a smaller and more efficient neural network can be developed or a smaller and optimized control database can be stored for linear interpolation.
The present control signal scheduling strategy is being extended to the time domain. Some of the issues specific to the time domain implementation are briefly discussed here. In the frequency domain, the transient response of the system is not accounted for. In the time domain, however, we have to study the transient response when a new control is selected. This knowledge affects how one determines the adaptation rate of the LMS algorithm. The approximate optimal control is in the form of a complex vector containing the relative magnitude and phase of the optimal control. How to implement this complex vector in real time is another issue. We have considered using a pure delay FIR to represent the complex vector, which seems to work fine. Finally, the finite sample time used in real-time controls provides a finite resolution of phase for a given frequency. This may potentially result in large errors in the phase of the control estimation.
