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Abstract 
This thesis illustrates a typical situation in which theoretical considerations and 
predictions are used to enhance the value of an experimental investigation. The body 
of the thesis is in two main parts, the first of which considers the two-dimensional 
modelling of representative pulsed-power systems while the second describes a 
number of valuable experimental tools that were developed for use in investigating the 
experimental behaviour of such systems. 
The modelling considerations present both theoretical models and predicted 
characteristics, for comparison with experimental results for helical flux-compression 
generators, inductively-coupled flux-compression systems and electromagnetic 
launchers. All the models involve the accurate solution of a large number of linear 
first-order time differential equations, simultaneously with an equal number of non-
linear differential equations. The method used to describe theoretically a system being 
investigated involves the decomposition of the main conducting members of the 
system into filamentary elements, with consideration of the resulting equivalent 
electrical network including all the mutual interactions that exist between the different 
filamentary elements. Each filamentary circuit is described mathematically by a linear 
first-order time differential equation, and the dynamics of the moving members of the 
system are included in the model. Theoretical results for all the models have been 
successfully validated by comparison with experimental and theoretical results. 
Optical measurement techniques were developed for use in the measurement of the 
high currents (or alternatively magnetic fields), high voltages (or alternatively electric 
fields) and high velocities encountered in the research. The measurement systems 
involve the use of optical fibres as optical signal carriers and special optical effects as 
optical light modulators, with their use ensuring extremely good frequency response 
characteristics and an immunity from the electromagnetic noise inevitably present in 
the environmental conditions associated with pulsed-power experimentation. Of 
particular originality are a hybrid high-voltage sensor based on a Pockels cell, and 
i 
capable of measuring up to !50 kV, and a single laser beam system for the 
measurement of hypersonic velocities. 
Much of the work detailed in the thesis has already been presented in academic 
journals and at prestigious international conferences, and a solid theoretical and 
experimental basis has been laid down for further development and new progress in 
the research of pulsed power systems. 
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Introduction 
Although relatively young, numerical modelling is nevertheless an important 
part of the theoretical approach to expanding the knowledge base in almost all areas 
of science and engineering. The new features resulting from numerical modelling, and 
the continuing increase in the power of the computers used in this process, make it an 
extremely powerful tool that is used by almost all leading research groups. 
However, as with any theoretical considerations, the numerical work is 
complementary to, and indeed often guides, an experimental approach to the 
advancement of a given subject area. In a number of significant areas, this 
complementary relationship has led to major scientific innovations, while the 
relationship between the numerical and experimental approaches provides in itself a 
very interesting field of study. 
The principal advantages of numerical modelling are that (i) by being 
disengaged from the experimental process, very powerful diagnostic tools may be 
used in investigating in detail the behaviour of a system, and (ii) the ability to have 
independent control over the parameters of the system provides a safe, highly effective 
and relatively low cost tool for establishing design trends in an system already under 
investigation. There are inevitably, of course a number of disadvantages, and these 
include the fact that any simulation is necessarily limited in its scope and full 
confidence in the results will require some form of experimental validation. 
The present thesis illustrates a number of typical situations in which 
theoretical considerations and predictions are used to enhance the value of an 
experimental investigation. It will become clear from the thesis that, as a result of the 
interaction between numerical modelling and careful experimentation, both the detail 
of the theory and the conduct of the experimentation were considerably refined and 
improved. 
1 
This thesis can be broken down into two main parts, with the first describing 
the two-dimensional modelling of typical pulsed-power systems. The second part 
presents a number of valuable experimental tools, based on the new and flourishing 
field in which fibre optics and optical measurement are used in investigating the 
experimental behaviour of these systems. Both parts are naturally concerned with the 
complete electromagnetic properties of the overall system. 
The outcome of the thesis is extremely encouraging, and many of the results 
have already been presented in academic journals and at prestigious international 
conferences (seep. 149). A secure basis has clearly been laid for much future work. 
2 
PART 1: Theory 
Two-dimensional modelling of pulsed power systems 
1. Filamentary modelling of axially symmetric systems: basic 
theory 
1.1. What is filamentary modelling? 
In essence, filamentary modelling is a systematic numerical procedure for 
solving the assembly of ordinary differential equations that arises in, for example, 
electromagnetic (EM) problems. It is applicable to systems in which the temporal and 
spatial variations of the current distribution carry the most important information 
about the system. Once this distribution has been established, the performance of the 
system can be specified. 
In the field of electromagnetism in which electrical pulses are involved, the 
skin effect and proximity effect eddy currents often have a major influence on the 
system behaviour and characteristics. The transient behaviour of the electric currents 
and magnetic fields are fully described by Maxwell's Equations. However, for low 
frequency problems these can be reduced to the diffusion equations, which are 
commonly used to describe the classical physics of electric current and magnetic field 
penetration into a conductor. Depending on the details of the problem under 
investigation, the diffusion equations can be solved using either classical numerical 
methods or modem finite element methods, both with judiciously selected boundary 
conditions. 
James Clerk Maxwell originated the network mesh approach to analysing 
electric circuits, although his work was based on Ohm's and Kirchhoffs Laws and 
was restricted to linear resistive elements. Such a simple treatment is not however 
possible for the linear electromagnetic problems considered in this thesis, for which a 
3 
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filamentary approach must be adopted. When the direction of the current flow can be 
assumed, solid conductors can be mathematically descretized into a large number of 
current filaments. In each filament, the current can be assumed to be homogeneous, 
although of unknown magnitude, and the integral of the current distribution over the 
cross section of the conductor gives the current in the conductor. Once the 
discretization is complete, the solution to the field problem can be based on a circuit 
approach. The ohmic resistance of each filament is detennined by its cross-sectional 
area and length and its temperature dependent resistivity, while the self inductance of 
a filament and its mutual inductance with all other filaments can be calculated for any 
particular geometry. The corresponding set of linear differential equations can be 
written down and solved numerically, using techniques based on Runge-Kutta or 
block iterative Newton methods. 
Any non-linear considerations that arise in the numerical modelling process 
are normally dealt with by transforming the corresponding non-linear equations into 
equivalent linear equations. 
1.2. General formulation 
This Section considers an EM system in which all the components, other than 
a single solid non-magnetic conductor, are defined by lumped circuit elements, and in 
which it is required to solve for the current density distribution in that solid conductor 
under defined excitation conditions. If the direction of the current density in the solid 
conductor can be assumed to be known, it can be replaced by a bundle of fine non-
insulated current filaments, positioned in the direction of the current density. The 
electrical characteristics of this bundle will not differ from those of the solid 
conductor, and if infinitesimally small insulation is introduced between the walls of 
the filamentary conductors the electrical characteristics will again remain unchanged. 
After replacement of the solid conductor by the current filaments, it is 
necessary to assume that the current density in each filament is homogenous. If the 
cross-section of the filaments is sufficiently small, this assumption will be adequate 
for computing all the mutual inductive effects that exists between all the pairs of 
filaments. However, as will be seen later, to formulate these effects involves the use of 
4 
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either elliptic functions or some convenient handbooks containing formulae 
appropriate to the geometry of the problem under consideration. The resistance of 
each of the current filaments is calculated as in a DC resistance calculation, and the 
corresponding self-inductances are obtained again using handbook formulae. 
On completion of the above discretization process, the EM problem has been 
reduced to a simple circuit problem, in which the single solid conductor is represented 
by a bunch of current filaments or branches. The currents in each branch are defined 
as state variables, and the circuit equations are written as a set of linear first order 
differential equations that have to be solved for the circuit currents. A typical set of 
equations will in matrix form, appear as: 
Lr Mrz Mln Ir VI 
d 
Mzr Lz M2n I2 Vz 
dt = Eq.l 
M.r M.z L. I. v. 
where n is the number offilaments,i_ is the time derivative, Ii ( i=l..n) is the current 
dt 
in the i-th filament, vi ( i=l..n) is the complete inductive voltage term in the circuit 
containing the i-th filament and Mu (i,j=l..n) is the mutual inductance between the i-th 
and the j-th filaments. When i=j, Mu become Li, the self-inductance of the i-th 
filament. 
Eq (1) can be written in the abbreviated form : 
or even more compactly as: 
d 
-(M·I)=V 
dt 
Eq.2 
Eq.3 
in which I, M, V are the current, inductance and voltage matrices. Any EM problem 
will be either a dynamic or a static problem. In the most general dynamic case eq (3) 
may be expanded as: 
dl dM M·-+-·I=V 
dt dt 
5 
Eq.4 
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while for the simpler static problem where the mutual inductance matrix is time 
invariant, it takes the simpler form: 
di M·-=V 
dt 
Eq.S 
Most of the EM devices encountered in pulsed-power work have rotational 
symmetry about one axis, which is conventionally termed axial symmetry. Because of 
this fortunate situation, the models developed in this thesis can be restricted to 
conductor arrangements capable of being defined in cylindrical co-ordinates (p, z, fJ), 
with the symmetry about the z-axis. Therefore, in the most general case, the effect of 
an arbitrary current path through the symmetrical conductors can be defined in terms 
of a combination of z and e currents. 
In the thesis, specific approaches are described for the current path followed 
by both z and e currents. It is shown that, in the case of z (axial) currents, integrals are 
obtained that can be readily evaluated, leading to analytical solutions for the 
corresponding resistances and inductances. 
However, an exact analytical solution is extremely difficult to obtain for the 
8-currents, although a very good solution can be obtained by the numerical evaluation 
of a system of differential equations . 
. 1.3. Electrical properties of 8-current circuits 
In the following Section, consideration is given to the electric and magnetic 
parameters of conductors with 8-currents, i.e. circular circuit elements in the form of 
rings or loops. 
1.3.1. Magnetic vector potential of a circular current loop [1] 
As a first step towards determining the properties of an axially symmetric 
system, the magnetic vector potential A will be calculated at a point P, remote from 
6 
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p 
X 
y 
Fig.l Current loop 
the circular current loop shown in Fig.l. Because of the symmetry, it is immediately 
obvious that, in terms of the spherical co-ordinates (r, e, cp), the magnitude of A is 
independent of e. It will also be noticed that, when elements of length dl, at angles + e 
and -e and equidistant from the x-axis are paired, the contribution combined to A of 
these elements is normal to the pz-plane. The vector potential A therefore has only 
the single component A e. 
If die is the e -component of the vector dl, and I is the constant current in the 
loop, the vector potential A at point P is defined by: 
Eq.6 
where f1o is the magnetic space constant, d is the distance between the element dl and 
the point P, and the line integral is evaluated round the !-circuit. 
Using spherical co-ordinates, it follows from Fig.l that: 
dl8 = a·cos8·d8 Eq.7 
and that: 
d = . Jz' + b 2 = ~z 2 +a 2 +p 2 -2apcos8 Eq.8 
Substituting eqs (7) and (8) into eq (6) gives the vector potential as a function of the 
angle eas: 
7 
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A =llolr" a·cose·de 
0 2 ~2 2 2 n o z +a +p -2a·p·cose 
Eq.9 
where symmetry considerations enable the integration to be made over only half of the 
loop. If e is now conveniently replaced by n+2qJ, so that d8=2qJ and cos8=2sin2cp-l, it 
follows that: 
Aa =!loaf f (2·sin 2 <p-l)·d<p 
1t o J(a+p)' +z 2 -4a·p·sin 2 cp 
If the substitution: 
k2 _ 4ap 
-(a +p)2 +z2 
is now made in eq (1 0), it follows that: 
where K(k) is the complete elliptic integral of the first kind, given by [2] as: 
."' 
K(k) = r' d<p 
0 ~1- k 2 sin2 cp 
and E(k) is the complete elliptic integral of the second kind, given by [2] as: 
."' 
2 
E(k) = J ~1- k 2 sin2 cp · d<p 
0 
Eq.IO 
Eq.l1 
Eq.12 
Eq.l3 
Eq.l4 
Values for both the above elliptic integrals are available in standard tables. 
Alternatively, they can be calculated using either numerical integration or, for faster 
results, specially designed numerical procedures [3]. 
1.3.2. Magnetic flux density (magnetic induction) of circular loop [1] 
The relation between magnetic flux density B and magnetic vector potential 
A is: 
8 
-------------------------------------------------- -- --
-- ·-----
l.Filamentary modelling of axially symmetric systems 
- - -B=V'XA Eq.15 
where V' gives in cylindrical co-ordinates p, e, z: 
Eq.16 
since A has only the single component Ao. 
The derivatives of the elliptic integrals of eqs (13) and (14) are, respectively: 
and 
.". 
aK = f k ·sin 2 <p ·d<p 
ak 0 (1-k 2 ·sin 2 <fl)~l-k 2 ·sin 2 <p 
.". 
= f (-1+k2 ·sin' <p+1)·d<p 
0 k(l-k 2 ·sin2 <fl)~1-k 2 ·sin 2 <p 
n 
= _ K +..!_ f ~1-k 2 ·sin' <p ·d<p 
k k 0 (1-k' ·sin2 <fl) 2 
.". 
aE 2 -k·sin 2 <p 
-= f ·d<p 
ak 0 ~1- k 2 sin 2 <p 
= f 1-k2 ·sin 2 <p-1·d<p = E _ K 
0 k~1-k 2 sin 2 <p k k 
while from eq (11), it follows that 
ak zk 3 ak k k 3 k 3 
-=-- and -=-----
az 4ap ap 2p 4p 4a 
Eq.l7 
Eq.18 
Eq.19 
Substituting from eqs (11), (17), (18) and (19) into eq (16) gives the magnetic flux 
density specified by the two equations: 
9 
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Eq.20 
and 
B,(a,p,z)= ° K(k)+ - 2- E(k) 11 I 1 [ a 
2 p2 z 2 ] 
21t ~(a+p)2 +z2 (a-p) +z2 . Eq.21 
since a circular loop will produce no (J -directed component of magnetic flux density. 
1.3.3. Forces between two parallel coaxial loops 
The magnetic forces acting on a small loop of wire in a magnetic field are 
exactly like those acting on an electric dipole in an electric field, and any electrical 
circuit may be considered as a mesh of such loops. From these considerations, the 
force acting on an element dS of the mesh of a circuit carrying a current I can be 
deduced as: 
dF = I(n. V)BdS Eq.22 
where n is the vector perpendicular to the dS element. After applying Stokes's 
Theorem, replacing B with A, carrying out the differentiation and substituting in eq 
(22), it follows that: 
Eq.23 
The integral form of Ampere's Law gives the force between two circuits, carrying 
currents I and!' and separated by a distanced as: 
_ U dl x(di'xct) 
F=~toi·I'yy 3 4nd Eq.24 
when, using eq (15), the flux density in eq (23) is replaced by the magnetic vector 
potential from eq (6). In eq (24), the first line integral is round the !-circuit and the 
second line integral is round the l '-circuit, and dl and dl' are elemental lengths in these 
two circuits. 
10 
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Fig.2 shows two parallel, coaxial and conducting loops, having radii a and b 
and carrying currents I and I'. 
z 
p 
I 
Fig.2 Forces between two parallel coaxial loops 
It follows from eq (16) that B=(B0 Bb0), and using eqs (23) and (7) then leads to: 
Eq.25 
where iiP and ii, are unit cylindrical co-ordinate vectors. The force components are 
therefore: 
and 
2• 
FP =I' B,(a, b, c) J bd8 = 2nbl' B, (a, b, c) 
0 
2• 
F, =I' BP(a, b, c) J bd8 = 2nbl' BP(a, b, c) 
0 
where from Fig.2 the l' -circuit co-ordinates are p=b and z= c. 
Finally, substituting into eq (27) from eqs (20) and (21) leads to: 
!.II·I'b [ a 2 -b 2 -c2 ] FP(a,b,c)= ° K(k)+ 2 2 E(k) ~(a+b) 2 +c 2 (a-b) +c 
and: 
11 
Eq.26 
Eq.27 
Eq.28 
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F,(a,b,c)= 1-loi·I'c [-K(k)+ a' +b: +c: E(k)] 
~(a+ b) 2 +c 2 (a-:;b) +c Eq.29 
respectively. 
1.3.4. Mutual inductance of two parallel and coaxial circular loops 
The coefficient of mutual inductance Mn between two current-carrying loops 
of infinitely small cross-sectional area is defined as the flux linkage <P12 in circuit I 
that is produced by a unit current in circuit 2 (see Fig.2). 
This definition can be expressed mathematically as: 
M =f B ·ndS =!A ·dl =~Hdl, ·dl, 
12 S, 2 I j 2 I 41t j j d Eq.30 
=fA, ·di, =fs, B, ·nds, =M,, 
demonstrating the reciprocal property of mutual inductance. In eq (30), A2 is the 
complete vector potential due to the unity current in circuit 2. 
In the case of a circular loop, the overall vector potential A2 is entirely in the (].. 
direction. It should be noted that, when evaluating ii., · d~ in eq (30), the vector ii., is 
constant, and is always parallel to the vector d£2 along the line integral. Hence: 
Eq.31 
Hence, from eq (12): 
Eq.32 
where k, K and E are defined by eqs (11), (13) and (14) respectively, and because A1 
is the entire vector potential due to the unit current in circuit 1. As expressed in eq 
(32), M1z is independent of the current h which it obviously must be since a linear 
situation is being considered. 
12 
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Although eq (32) was developed for conductors of negligible cross-sectional 
area, it nevertheless provides a good approximation in other cases when the mean radii 
of the loops are used in the calculations. 
1.3.5. Self-inductance of circular loop[4] 
The coefficient of self-inductance of a circuit element L is defined as the flux 
c1J produced by unit current. This can be expressed mathematically by: 
L= rB.fidS=!A..di =~H dl·dl' 
Js j 41t :tl:tl· d Eq.33 
where A is the entire vector potential due to a unit current in the circuit, and dl and 
dl ' are line co-ordinates. 
1.3.5.1. Infinitesimally thin conductor 
As an illustration of the application of eq (33), Fig.3 shows a circular loop of 
radius r, in which the conductor has an infinitesimally small cross sectional area. 
From this figure it follows. that: 
Fig.3 Thin circular current loop 
13 
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d = 2rsin a; 
2 
and eq (33) reduces to: 
dl = r·d~; dl' = r·dW 
1--l f, f, dl. dl' L=-0 --cosa 
41t I I' d 
Eq.34 
Eq.35 
To solve this double line integral, with both integrals having the same line 
co-ordinates, it is necessary to consider first the integral: 
1-£ 
J = J cos a dl' 
0 d 
Eq.36 
and then to determine the limiting value: 
W = li~~J-'cos ad!'+ Jl cos a dl') = lim(J + ln(2d, )) 
HO d d E-->0 
0 1-£ 
Eq.37 
where de is the distance between the ends of the small arc e along the /line. Finally, 
the self-inductance is obtained from: 
I 
L = !::<!_ f Wdl 
2n 0 
Eq.38 
On introducing the terms from eq (34), and making appropriate changes to the limits 
of integration, eq (36) becomes: 
J = ~r cos a d~' = -j cos a da = -lln( tan a) +2cos a~~ 
o2sina ~2sina 4 2~ 
2 2 Eq.39 
= ln(tan ~) +2cos%-ln(tan :) -2 cos~ 
where cp = ~. Substituting eq (39) in eq (37), and noting that d, = 2r sin cp from 
r 2 
eq (34), leads to: 
14 
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[ 
tan <p 
W = lim In( tan 13) + 2 cos 13 -In 4 
cp--->0 4 2 4 . <p 
rsm-
2 
=In( tan~) +2cos%+ In 8r-2 
Substituting in eq (38) gives: 
J..l Je J..l r [ e] L=-0 Wrdl3=-0- 8(ln8r-2)-4Y+4sin-
2n 0 2n 2 
where e is the angle corresponding to the length l of the conductor, and Y is: 
e 
4 
Y =-J In( tan f3)df3 
0 
Eq.40 
Eq.41 
Eq.42 
In the case of the complete circular loop e =2n and the integral Y becomes zero. 
Hence, when the conductors are of very small cross-section: 
L(r) = )..1 0 r(ln8r-2) Eq.43 
1.3.5.2. Finite circular cross-section conductors [ 4] 
In the case of a conductor having a finite cross-sectional area, a very important 
parameter that is involved in the electro-magnetic characteristics is the wavelength of 
the electro-magnetic oscillation within the conductor, given by : 
Eq.44 
where fo is the electric space constant and vis the frequency of the electro-magnetic 
oscillation .. 
Formulae for the self-inductance of a non-magnetic conductor normally take 
into account the frequency of the current flowing, by considering two quite different 
regimes. In the first of these, the low frequency regime, the electro-magnetic wave 
15 
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length is much greater than the dimensions of the cross-section, and in the second, the 
high frequency regime, it is smaller. 
The integrals involved in determining the inductances of conductors having 
different cross-sectional shapes are difficult to perform. Fortunately, however, this is 
unnecessary in the present application, as approximate formulae giving results of high 
accuracy are available. 
Thus, at low frequency, the self-inductance of a ring of circular cross-section 
can be taken as [4]: 
( ) [I 
8rm 7 r,
2 
( 8rm 1)] L r r = 11 r n---+- In-+-
m • ' ro m 4 g 2 3 rs rm rs 
Eq.45 
where r m is the mean radius, r, is the radius of the cross-section, and terms of order 
( :: ) 
4 
and above are neglected. For r m>> r., eq ( 45) may be reduced to: 
Eq.46 
At high frequency, the self-inductance of the same ring is given by the slightly 
modified form: 
( ) [( 
3 r,
2 
8rm 5 r,2 ) I 8rm 33 r,2 ] L r r = 11 r 1---ln-+-- n--2----
m • , ro m 4 2 2 2 16 2 rm rs rm rs rm 
Eq.47 
where higher order powers of ( :: ) 
4 
are again neglected. Again for r> > r,, eq ( 4 7) 
reduces to: 
Eq.48 
1.3.5.3. Finite rectangular cross-section conductors [4] 
At low frequency, the self-inductance of a ring of rectangular cross-section is 
given to a very good approximation by [4]: 
16 
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Eq.49 
where r m is the mean radius of the ring, h, and r, are respectively the axial and radial 
dimensions of the cross section and rm>>h, + r,. 
A good high frequency approximation to the inductance is obtained from 
eq (33) as: 
where g, is a complex function of r, and h, and is defined in the equation : 
( ) 2 2 2 ~ 2 2 ( ) h, r, +h, lng, =r, Inr, +h, lnh, +2r,h, In r, +h, +r, r, +h, tg-
r, 
+h,(r, +h,)tg!;__l(r, +h,)2 
h, 2 
Eq.50 
Eq.51 
Because of the relatively low rise time of the currents occurring in the pulsed power 
applications considered in this thesis, it will be acceptable to use only the simple low 
frequency formulae given above, when calculating both self and mutual inductances. 
1.3.6. Resistance 
As stated in Section 1.2, to determine the resistance of a circular loop in which 
a 8-current is flowing, it is necessary to obtain initially the resistance as in a DC 
calculation. This implies that is necessary to investigate the relationship: 
Eq.52 
where r is the mean radius of the circular loop of length l, S is its conductor cross-
sectional area and 1]( pd, T) is the resistivity of the conductor at a density Pd and a 
temperature T. 
To describe the resistivity of the conductor, two models will mainly be used. 
Both include empirical pressure-density relationships derived from experimental data. 
To determine completely the resistivity of the conductors in the problems investigated, 
17 
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it is necessary to take account of non-linear effects in the thermal dissipation 
occurring at high temperature, i.e. to approximate to the melting point, as well as to 
the specific heat for low temperatures. 
1.3.6.1 Mixed phase resistivity [5] 
When an electrical conductor is operated in this phase, its resistivity is 
calculated as a combination of the resistivities in the cold vapour and condensed 
phases, with each of these phases being defined mainly by the conductor density Pdo at 
room temperature and its density Pd at the temperature T. From an electrical 
viewpoint, it is conventional to consider the conductor as a combination of two 
effectively parallel-connected conductors, one operating in each of the two phases, so 
that the overall resistivity can be approximated by: 
T]= T],·T], 
T],+T], 
a) Condensed phase resistivity (Pd>Pdo) 
Eq.53 
Information on the solid-state resistivity of metals is widely available, and a 
function that gives the best fit to this experimental data has been shown to be [5]: 
T] = (c +C ec, { Poo)zy-1 
' I 2 K \ P. Eq.54 
where the constants CJ. C2, C3 are obtained experimentally and are tabulated for 
different metals [5]. The temperature of the conductor in eq (54) is expressed in 
electron volts (eV) as: 
8 = tc +To (eV) 
K 1.16·104 Eq.55 
where To=273.15° K and tc is the temperature in degrees Celsius. The exponent y of 
the densities ratio ( ~00°) is the Griineisen-gamma coefficient, approximated by: 
18 
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Eq.56 
in which Yo is the reference value, i.e. the value when p d = p do. 
b) Vapour phase resistivity (Pa<Pao) 
The vapour phase electrical resistivity consists of the sum of the contributions 
due to both electron-ion and electron-neutral collisions T}, = T} ,_1 + T} e-n. These 
contributions are respectively: 
c [ ( c e'12 )] 
'fle-i = e: 1+Jn 1+ ~dK Eq.57 
Eq.58 
where Ai is the fractional degree of ionisation given by: 
Eq.59 
with all the coefficients in eqs (57), (58), (59) again obtained by the application of 
best fit techniques to experimental data. The temperature (}Kin the exponent of eq (59) 
is replaced by the zero-pressure boiling temperature, whenever the temperature is 
below this level. 
The values of all the constants in eqs (54), (56), (57), (58) and (59) are given 
in Table 1 for both copper and aluminium. When these values are used to calculate the 
electrical resistivity, the result is obtained in mQ·cm. 
Table 1 
c . d h onstants or llllxe 1 pt ase resistivity mo e d I 
Pdo Yo SKo Ct c, c, c, c, c, c, c, 
lgm/cm3 eV mQ·cm 
Cu 8.93 2.00 0.247 -4.12e-5 0.113 1.145 1.5 2.53e-2 2.23e-3 0.146 7.68 
Al 2.7 2.13 0.235 -5.35e-5 0.233 1.210 1.5 1.20e-2 3.80e-3 18.5 5.96 
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c) Equation of state 
In the range of pressure and temperature of importance in the present 
application (i.e. from ambient conditions up to lMbar and 5000°K) a metallic 
conductor may be considered to be in an isotropic condensed state. This enables it to 
be defined thermodynamically by three independent variables, for example the 
specific volume Vs=llpd, the pressure p and the absolute temperature T in degrees 
Kelvin. The number of variables can be reduced to two, by the introduction of an 
equation of state in the form of a relationship between the variables themselves. Both 
experimental results and physical arguments have been used to show that it is 
reasonable to consider that the pressure can be expressed in the empirical form : 
P =Pc (V,)+ p" (V,, T)+ p., (V,, T) Eq.60 
where Pc is the cold compression (lattice) contribution and p1; and p,, are the thermal 
contribution from the ions and the electrons. In the temperature range involved, the 
first of the terms in eq (60) is dominant, and a convenient approximate relationship 
that may be used is [6]: 
Eq.61 
where co is the normal sound velocity in the solid conductor, and it is convenient to 
replace Vc with pdas the density can be easily obtained experimentally. 
In an alternative approach [7], a third-order polynomial fit for the same 
pressure-density equation (60) has been derived from the Hugoniot shock wave 
experiments as: 
Eq.62 
and could be used instead of eq (61). The coefficients in eqs (61) and (62) are 
presented in Table 2 for copper and aluminium 
Table 2 
c d t ~ onstan s or pressure- ens1ty eXj)enmenta lfi I( 
ao A, a, a, eo (cm·!!s'1) 
Cu ·0.1705 0.04894 -0.02188 0.002074 0.39 
AI -0.0531 0.04545 -0.10670 0.037329 0.52 
and when the pressure is measured in megabars the density is obtained in glcm3• 
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To determine the electrical resistivity of a conductor, a figure for its density is 
first obtained by solving either eq (61) or (62). This is then used in eq (59) to give the 
fractional degree of ionisation required in eq (58) for the electro-neutral contribution 
to resistivity, in eq (56) to give the Gri.ineisen-gamma coefficient required in eq (54) 
for condensed phase resistivity, and in eq (57) to give the electron-ion contribution to 
resistivity. The three equations (58), (54) and (57) provide data that determine 
completely the electrical resistivity when substituted in eq (53). 
1.3.6.2. Simplified electrical resistivity [ 6] 
In a solid conductor, the conduction electrons can interact with any irregularities in the 
lattice (impurities, defects, micro crystal boundaries, etc.) and with thermal vibration 
of the ions in the lattice. The total resistivity can therefore be split into a temperature 
independent component (llct) and a temperature dependent one (lle): 
Eq.63 
At room temperatures, the contribution of llct is normally negligible. A quantitative 
estimation of the temperature dependence of the resistivity shows that it is 
proportional to the scattering cross section, i.e. to the mean square value of the ion 
displacement. In the range of current interest, characterised by temperatures above 
that the Debye temperature (see eqs 10.1, 10.3 in [6]), the resistivity is predicted to be 
proportional to the absolute temperature in degrees Kelvin (i.e. proportional to the 
heat content Q), and this has been roughly confirmed experimentally [6] from about 
100° K up to melting point. A simple fit to the temperature dependence of the 
resistivity takes the form: 
Eq.64 
where tc is the temperature in degrees Celsius, c, is the specific heat, f3 is the heat 
coefficient and ao is the electrical conductivity at 0° C. The values of these constants 
are given in Table 3 for copper and aluminium, for temperatures up to and above the 
melting point. For temperature above melting point, eq (64) can again be used, but 
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with the conductivity at 0° C replaced by its value at the melting point and the 
temperature fc by the difference tc-tm, where tm is the melting temperature of the 
conductor. 
Table 3 
c onstants l'f d I I or Simp i Ie e ectnca d I resistivity mo e 
tm tc<tm tc>tm 
("C) O'o 13cv O'm 13cv 
(I06 g-Im-I) (10-3 oCI) (!06 g-Im-I) (10-3 oCI) 
Cu 1083 63.3 5.15 4.7 0.38 
AI 658 39.2 5.8 5.0 0.53 
This simplified model can replace successfully the previous one, especially in the low 
temperature range from 77° K to 200° K. 
1.3.6.3. Thermal dissipation and specific heat [8) 
The temperature T of a current-carrying conductor increases due to the ohmic 
energy dissipated internally. If m is the mass of the conductor, cv is its specific heat 
and Q is the total Joule heat, then the differential equations that govern the heating 
process are: 
Eq.65 
mc):lT = oQ Eq.66 
if other thermal redistribution phenomena such as thermal radiation are neglected. 
In general, the specific heat of materials such as copper and aluminium remain 
relatively constant over the range between room and melting temperatures. However, 
below room temperature, the specific heat changes rapidly. In order to enable low 
temperature conditions to be included in the numerical calculations, if necessary, the 
temperatures dependence of the specific heat from T=77° K to melting temperature 
can be expressed as: 
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where the constants D 1 to D1 are given in Table 4. 
c onstants or t e spec1 1c eat temperature epen ence f h 
Table 4 
"fi h d d 
DI Dz o, o. Ds 06 
Cu 1.479 2.10 228e-3 0.333 3.917e-4 77K 
AI 1.163 0.91 2.45e-3 0.819 3.97le-4 73 K 
Eq.67 
o, 
223 K 
273K 
In order to determine the conductor resistivity, after solving the ohmic 
dissipation equation (65) for Q and substituting the heat figure obtained in eq (66), the 
resulting temperature can used be in eqs (54), (57), (58) and (59), together with the 
density obtained as the solution of the equation of state (eq (61) or eq (62)). 
Alternatively, the same temperature could be used directly in the simplified resistivity 
model of eq (64). 
1.4. Electrical properties of z-current circuits 
The following sections investigate the magnetic and electrical properties of 
conductors carrying z-current distribution, i.e. cylindrical and conical circuits, with 
stationary magnetic fields. 
1.4.1. Magnetic flux density 
As a consequence of the assumption of a stationary magnetic field, the current 
in the situations investigated below is assumed to be uniformly distributed throughout 
the cross-sectional area of the conductor. 
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1.4.1.1. Long straight wire [6) 
As an introductory calculation, the flux density B produced by a long straight 
circular conductor of radius ro will be determined. To do this, a closed circular path of 
radius r is selected, at right angle to the conductor and with its centre on the axis of 
the conductor. Applying Ampere circuital law, and performing the necessary 
integration, this leads to the result for the circular component of the magnetic flux 
density Be as. 
&__!_I r s; r0 2n r 2 ' 
B9 (r)= 0 
&._!_ 
r > r0 21t r ' 
Eq.68 
The radial component B, of B can be obtained by the integration of B over the 
surface of a Gaussian cylinder of radius r. Since no current flows through this surface 
area, the radial component B,must always be zero. 
1.4.1.2 Hollow cylindrical conductor [6) 
Fig.4 shows the cross section of a long hollow cylindrical conductor, of outer 
radius ro and inner radius r1• Applying Ampere's law to the three circular paths of 
conductor 
Fig.4 Hollow cylinder 
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integration C1 (r::;r;), Cz (r;::; r::; r 0 ) and CJ (ro < r), leads to the following result: 
0, 0 :s; r :s; r, 
B8 (r)= 
ll rz-r.z 
_o ' I r1 :s; r :s; r0 27t r(ri - rn , Eq.69 
ll o I 
r > r0 2n r 
, 
Since the current I is perpendicular to the plane of the paper, no current flows in the 
radial direction and the radial component B, of magnetic flux density is again zero. 
1.4.2 Self-inductance of coaxial structures 
As stated earlier in Section 1.3.5, the self inductance of a system is defined by 
the flux linkages produced with the system by a unit current. When expressed in 
cylindrical co-ordinates appropriate to the present z-circuit considerations, eq (33) 
becomes: 
I 0 r(z) l 
L=.!:':2..J J -dr·dz 
2n . r 
0 1 r(z) 
Eq.70 
where l is the length and 1 r( z) and or( z) are the outer radius of the inner conductor 
and the inner radius of outer conductor of the structure. Both radii will be considered 
to be functions of the z-co-ordinate, along the axis of symmetry. 
Performing the inner of the two integrals of eq (70) leads to: 
where, in order to evaluate L, it is necessary to know the relationship between the radii 
and the z co-ordinate. 
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1.4.2.1. Cylindrical geometry 
In the case of a cylindrical structure, the radii and the z co-ordinate are related 
by: 
which reduce eq (71) to: 
o r(z)=orl 
1r(z)=\ 
L( 0 r 1r 1) = J.lo11n( ~r1 ) 
1'1' 2 ' 1t rJ 
1.4.2.2. Linear variation of the geometry 
Eq.72 
Eq.73 
Under these conditions, the relationship between the radii and the z co-ordinate 
may be written as: 
Eq.74 
where subscript 1 indicate the initial radius and subscript 2 the final radius. Using 
eq (74), the inductance corresponding to the outer conductor radius can be written as: 
Eq.75 
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and a similar equation can be produced corresponding to the inner conductor radius. 
Substitution of these two results into eq (71) leads to: 
2 2 I I E 76 
1 
r In( 1 r )- 1 r In( 1 r )J 
0 0 q. lr -~r 
2 I 
1.4.2.3. Conical geometry 
For the case of conical geometry in which both the inner and outer conductors 
are conical, the linear relation between the radii and the z co-ordinate eq (74) becomes 
simply: 
0 r(z)= 0 rl +z·tan(a); 
1 r(z)=\ + z. tan( a) 
Eq.77 
where a is half of the cone angle and the subscript 1 corresponds to the initial radii of 
the cone. Using eq (75) enables the final radii to be obtained by replacing z=l. 
Collecting these terms for the final radii, eq (76) then becomes: 
( 
o 1 ) 1-1 0 I ( ( o r1 +I· tan( a)) In( o r1 + I· tan( a))-o r1 In( o r1 ) L rl' rl' I, a = - ( ) 2n !·tan a 
_ ('r1 +l·tan(a))ln( 1r1 +l·tan(a))-\ ln('r1 )) 
l·tan(a) 
= !Jo [ 0 r1 ln(l+-
1
-·tan(a)) 
2n·tan(a) 0 rl 
- \ ln(l+-1 ·tan(a))+l·tan(a)ln( or1 +Han(ai)] 
'r1 'r1 +l·tan(a 
Eq.78 
In the case of an external cylindrical conductor and a internal conical conductor the 
linear relation eq (74) is given by: 
or(z)=orl; 
'r(z)=\ +z·tan(a) 
Eq.79 
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The inductance of the structure is obtained by combining eqs (73) and (75), leading to: 
Eq.80 
1.4.2.4. Hollow cylinder 
This section presents, without proof, the formula describing the self-
inductance of a hollow cylinder, despite this not being used in this work, but for 
completeness. Thus, at low frequency: 
Eq.81 
where lcyt is the length of the cylinder, f1 is the magnetic permeability of the conductor 
and c, is a parameter that depends on the inner and outer radii n and r0 , which 
determine the mean geometrical distance dg as: 
r4 r 13r2-r2 lnd =lnr ' Jn...!!..+ ' o 
g ( 2 - 2 )2 r,. 4 r2 - r2 f 0 fj 0 I 
Eq.82 
From this we have: 
d 1 3r2 -r2 In c = In _g = ' o 
' r 4r2-r2 
0 ' 
4 
ri ro 
--'--.,-ln-
(r2 -r2)2 r. 
0 ' ' 
Eq.83 
a relation that will replace the ln c, term used in eq (81). For the case of a high 
frequency in which the current is assumed to be flowing into an infinitesimal small 
skin depth, which means r1 =r0 , eq (81) becomes: 
Eq.84 
due to the disappearance of eq (83). 
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1.4.3 Resistance 
The resistance presented to 8-directed currents can again be calculated from 
eq (52), with the resistivity calculated using either of the models of Sections 1.3.6.1. 
and 1.3.6.2. and, as shown below, appropriate geometrical considerations. 
1.4.3.1. Cylindrical conductor geometry 
For a cylindrical conductor of length l,, inner radius r; and outer radius r0 , 
eq (52) becomes: 
Eq.85 
When it is necessary to account for skin depth, it is more convenient to replace r0 -r; by 
i5, when eq (85) becomes: 
Eq.86 
1.4.3.2. Conical conductor geometry 
As a first step on the way to determining the resistance of a conical conductor 
having the dimensions defined by eq (77), it is necessary to determine the differential 
of the resistance, from consideration of an infinitesimal long cylinder resistance. The 
result can be deduced from eq (86) as: 
Eq.87 
Now the resistance of the conical conductor can be determined simply from: 
Eq.88 
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which after performing the integral, becomes: 
Eq.89 
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2. Explosive-driven helical flux-compression generators 
Flux-compression generators are variable-inductance single-shot devices that, 
when explosively-driven, convert the chemical energy stored in the explosive into 
electrical energy. They are used in situations where there is a requirement for an 
inexpensive (the cost of the materials alone is only about of $ 0.5/kJ) and simple 
power source capable of delivering large pulses of electrical current and energy in a 
very short time (typical range from 10 J.!S up to 100 J..ts), so that the power level is 
extremely high. They are particularly valuable for proof of principle experiments, or 
when a capacitor bank is too bulky to be transported to a remote site. Typical among 
their many applications are as energy sources for (hypersonic) electromagnetic 
accelerators, X-ray, electron, ion and neutron beam generators, high power microwave 
emitters, high intensity lasers and, possibly, the initiation of thermonuclear fusion 
reactors. Traditionally, capacitors banks have been the main method of delivering tens 
of megajoules of pulsed energy in from 10 J.!S to 100 J.!S but, with the ever increasing 
energy requirements, they are becoming too costly and excessively complicated. 
The principle of an explosive flux-compression generator is to generate 
current, and hence energy, by rapidly reducing the inductance of a circuit by means of 
an explosively-driven conductor. The helical arrangement of Fig.5 provides the most 
suitable geometry for many applications, and consists in essence of an outer 
conducting helix or coil with an concentric inner armature in the form of a hollow 
metallic cylinder. This is filled with a high energy explosive charge, and the 
detonation of the charge at one end causes the armature to expand into a conical form 
(Fig.5), with the cone moving down the length of the armature at the detonation 
velocity of the explosive. 
Before detonation, the electrical circuit comprises the coil, the armature, an 
electrical load and a capacitor bank, all connected in series. Discharge of the capacitor 
bank by closure of a switch Sw establishes an excitation or seed current lzo in the 
circuit, and sets up a magnetic field inside the coil. However, there are also other 
methods for setting up the magnetic field. Detonation of the explosive is set at a 
predetermined time after closure of the switch, to ensure that the expanding armature 
cone first contacts the start of the coil at the time when the excitation current and the 
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associated magnetic field are both at their first maximum. This is termed a crowbar 
action, and short circuits the discharged capacitor out of the circuit. As the expanding 
armature moves against the magnetic field, and shorts out turn after turn of the helical 
coil, the current increases rapidly and electrical energy is generated in the load. The 
time for which this takes place, after crow barring, is directly proportional to the length 
of the coil divided by the detonation velocity of the explosive. It should be noted that 
although the discharged capacitor bank method of excitation is the most commonly 
used technique, there are several other ways by which the initial magnetic field may 
be established [25], [26], [28], [30], [31]. 
2.1. Analytical considerations 
Mathematical investigations of helical generators are far from straightforward, 
as the current distribution in the conductors is essentially 3-dimesional (3-D) and a 
corresponding design procedure is extremely complex. Nevertheless, extremely 
complex 2-D magneto-hydro-dynamic numerical programs have been developed [10], 
[11], [12], providing good agreement with the experimental results and very important 
information about the functioning and the loss mechanisms involved. The large 
computer facilities requirements and the drawbacks of some of codes, as described by 
their authors, and the very long run time involved, mean that these very powerful 
codes are not practical as design tools. 
Although several relatively straightforward analytical zero-dimensional (0-D) 
approaches have in the past yielded acceptable results for certain situations [16], this 
is no longer the case. Typical questions that require multidimensional considerations 
relate to the different performance of a generator when excited by either a capacitor 
bank or a battery, and to the functioning of a generator when primed by an externally 
produced magnetic field. In the later case, when either a permanent magnet or a 
superconducting outer coil is used as the initial energy source, only a two-dimensional 
(2-D) model is needed, as no initial current flow through the helical coil. In the early 
stages of operation, the voltage source is provided by the compression of the magnetic 
field trapped by the moving armature, and only a 2-D approach will ensure a full 
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description of the high intensity circular current distribution induced in the expanding 
conical section. 
If the priming current in a generator is provided by a pulsed input to an outer 
coil, concentric with the main helical coil, then a circular current distribution will be 
induced in the armature even before the generator is crowbared. Although these 
currents are small, because of the low coefficient of coupling between the outer coil 
and the armature, they will nevertheless influence considerably the generator 
performance. 
The model presented in this thesis is an essential, but relatively simple, first 
step towards the complete modelling of modern generator systems, and it provides 
answers to a number of detailed questions related to their multidimensional geometry. 
An example of this arises in the 3-D region near the armature-coil contact point, 
where extremely high magnetic and electric fields are developed, and where most of 
the kinetic energy of the expanding armature is transformed into electrical energy, as 
work done by the armature as it compresses the magnetic flux. Any loss mechanism, 
such as magnetic diffusion, 2rc-clocking t, electrical breakdown and, even more 
importantly, those related to the axial and radial movement of the individual turns, are 
dependent on the distribution of the magnetic and electric field intensities within this 
region. 
Accurate information on the processes involved is clearly required for the 
design of high -performance generators, in which the coil and the armature could both 
have a variable diameter along the length of the generator. 
Although a number of earlier 2-D models are described in the literature [10], 
[11], [12], these are complex and involve long run times on large computers. By 
contrast, the model described here is based on simple basic concepts and is far more 
easily handled. The resulting computer code is extremely fast, but provides all the 
information mentioned above. Only the direct method of feeding the generator is 
discussed, but all the other methods of feeding are even more easy to be implemented. 
' this flux loss appears if the expanded armature is not perfectly conical, or not perfectly coaxial with 
respect to the helix resulting in the contact point jumping one turn ahead 
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2.2 Two-dimensional model 
Equation describing a helical generator can be formulated from considerations 
of the superimposed Be and B, magnetic flux densities, produced respectively by z and 
e directed armature currents [13]. The same approach can also be used when 
calculating the generator inductance [14]. 
Fig.5 shows how, based on these two components of magnetic field, a 
generator can conveniently be decomposed into equivalent z (load) and 8-cun·ent 
carrying circuits. The z-current circuit comprises the helical coil and the armature, and 
is closed by a coaxial load. The coil can be decomposed into n rings, through which 
the same load current I, flows azimuthaly, producing a B,,, magnetic field, and, 
together with the armature, into a two part (conical plus cylindrical) coaxial structure, 
producing a Be magnetic field. Although Fig.S shows a constant pitch single section 
coil, with a constant diameter along its full length, an extension to multi-section 
variable diameter coils is straightforward. 
e-current circuit initial source generator load 
I,. 
v,l 
r; I n~Oooooo~ootloo U Bze 
h . ' 
-j ~·· 
z-circuit 
Fig.S Theoretical decomposition of explosive-driven helical generators 
The armature 8-current induced by a time dependent helical coil (or load) current /, 
has a more or less pronounced axial distribution. To describe this adequately, a 
number of separate e circuits are assumed (see Fig.5), with each current flowing 
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Fig.6 Armature current distribution 
that mirrors that in the helical coil 
through a separate ring. An example of the continuous axial distribution of the 
armature current, described by the separate 8-circuit rings, is shown in Fig.6, as 
produced by the separate 8-circuit rings, with the current distribution induced by a 
sinusoidal z-current in the helical coil (not shown here). The axial position of the 
helical coil conductors corresponds to the maximum intensities of the 8-current. 
Representing the armature by a series of rings differentiates the present 
approach from that of a previous decomposed model [15], in which magnetic field 
diffusion through the armature wall was neglected and only one circuit was used to 
represent the generator. 
To simplify further the generator modelling, the number of armature rings (or 
circuits) will be assumed equal to the number of helical rings (here also equal to the 
number of helical coil turns), although the number could be widely different (as in 
Fig.6) to provide either a more precise description of the magnetic field distribution or 
to model special cases in which the generator is primed by an outer coil having a 
different number of turns. In this case, before the generator is crowbared, the current 
in the armature rings mirrors that in the turns of the outer coil. As with the helical coil, 
the initial armature geometry will be assumed to be cylindrical, although any 
alternative geometry could easily be implemented. 
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2.2.1 Circuit equations 
As shown earlier in Section 1.2, the set of equations that describe a general 
electromagnetic system can be written in any of the forms of eqs (1) to (3). When 
these are applied to a flux compressor, it becomes necessary to define the different 
terms in the equations in terms of the z and e equivalent circuits, shown in Fig.7 for 
the decomposed generator. In this figure the circuit elements are described in detail in 
separate sections. 
I, L,.., 
Fig.7 Equivalent circuit of flux compression generator 
The equation that describe the z-circuit derived from eq (2) is then: 
~(L,I, + tM,.8;Ie; l = -R,I, dt j~l ) Eq.90 
where the 8} suffix indicates the j-th 8-circuit. For the entire n equation for the 8-
circuits, eq (2) takes the form: 
~(M,. I + ~M8. 8 .I 8.j = -R8.I8. , i= J..n dt I,Z Z  I, J ~ I I J~l Eq.91 
where, as in Section 1.2, }=i gives Me;,e;=Le;, the self inductance of the i-th ring of the 
decomposed armature. It will be recalled that it was shown earlier in eq (30) that 
M ij=Mii, and based on this a triangular matrix method can be used to speed up the 
numerical solution of eqs (91). 
The numerical integration of a system of linear differential equations, such as 
eqs (90) to (91) is conveniently accomplished using the block iterative Newton 
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approach. This transforms the original system of differential equations into a 
corresponding linear system, in which the unknowns and the parameters are in the 
integral form of eq (2), and not the more familiar differential form of eq (4), and 
enables them to be solved using the lower-upper (LU) triangular matrix 
decomposition method [3]. The derivatives of the circuits variables are simply 
calculated from the integral solution of these equations and the approach provides a 
better accuracy and speed than other integration techniques, such as the Runge-Kutta 
method. In addition, by dealing only with the integral form of unknowns and 
parameters, it enhances the simplicity of the equations to be solved and the clarity of 
the results and studies. 
The following sections of the thesis deal with the determination of the various 
circuit parameters appearing in the equations to be solved. 
2.2.2. Inductance calculations 
On the basis of the decomposed generator model of the previous sections, the 
total z-circuit inductance can be written as: 
L, = L,,, + L,,a + L,o,d Eq.92 
where the components L,, and L,,e are related respectively to the B,, and Be fields. A 
typical time variation of the total z-circuit inductance (for an example presented 
later)is given in Fig.8. 
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Fig.8 Typical time variation of the total z-circuit inductance 
The Be field associated inductance is given by: 
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where Leyt and Lean. are inductances that correspond to the cylindrical and conical parts 
of the armature (coaxial structure), and can be obtained from eqs (91) and (99) 
respectively, with re and ra being respectively the radii of the coil and the armature. 
The B~, field associated inductance of the coil is: 
" " 
L,,, = .L,.L,M,,,,i(r,,,r,i,d,J 
i=l j'=l 
Eq.94 
where d1J is the distance between the i-th turn of radius r,1 and the j-th turn of radius 
r :.i· Eq (32) can be used to calculate the mutual inductances M,1,z.i and eq ( 48) to 
calculate the self-inductance L,i,(r,1, r~), in which r~ is the radius of the cross-section of 
the winding conductor. As previously, zi denotes the i-th ring of the helical coil 
z-circuit. 
For the B~e circuits, the mutual inductance Mm,eire;,reJ,di,J) is given again by 
eq (32) and for the mutual inductance between the i-th armature ring and the helical 
coil Mm.z in eq (91) is: 
" 
M9,,, = 2,M9,,,i(r9,,r,i'di,j) 
j=l 
Eq.95 
where that between the i-th armature ring of radius re1 and the j-th turn of the helical 
coil, Me;,z.i, is calculated using eq (32). The self-inductance Le;(rmJ>m.ha1) or Mm,lii is 
given by eq ( 49), where ha; is the axial length of the cross-section of the ring, and 
where the radial dimension of the cross-section is the skin depth 8m, as investigated 
below. 
Typical time variations of the self and mutual inductances between an 
armature ring (965) and the helical coil are given in Figs 9 and 10, again for the 
example considered later. 
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Fig.9 Typical time variation of ring 
self inductance 
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Figs 11 and 12 show the time dependence of the mutual inductances between 
the same armature ring and two different armature rings, to illustrate the changes that 
occur as a result of the armature dynamics. Up to three periods can be distinguished 
due to movement of neither, of one or of both rings. 
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Fig.ll Typical time variation of 
mutual inductance for short distance 
range armature rings 
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Fig.12 Typical time variation of 
mutual inductance for long distance 
range armature rings 
For comparison with the experimentally measured value of the total generator 
inductance, the generator inductance is determined from the energy definition for 
inductance, expressed in a compact form as: 
L I 2 n+z n+z M I I 
gen z = L L i,j i j 
2 i•l j•l 2 
Eq.96 
where the summation limits are from 1 to n (for the interactions between the armature 
rings) plus z (for including in the same summation the interactions with the z-circuit). 
In expanded form, eq (96) becomes: 
Eq.97 
and using this equation for the calculated self and mutual inductances, together with 
the calculated currents, enables the total generator inductance to be obtained. 
2.2.3. Magnetic field calculation 
Calculation of the magnetic flux density distribution inside or outside the flux 
compressor begins with consideration of a rectangular mesh of the overall area being 
investigated. The flux density B, at any point Pin this area is given by the sum of the 
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contributions due to the &-currents flowing in the armature rings and the z-currents 
flowing in the helical turns. Thus: 
n n 
B;•i = :LB,(r9,,r.,d 91 ,P )+ :LB,(r,.,rp,d,,,p) Eq.98 
i=l i==l 
where de1,P and d,1,p are respectively the distances between the i-th ring and the i-th 
coil turn at the point P, rp is the radial co-ordinate of the point P, and the contributions 
to B, are given by eq (21). A similar approach can be used in determining the 
magnetic stream function distribution, to give: 
Eq.99 
where the magnetic vector potential Ae is obtained from eq (12). Typical results are 
given later for the distribution of both the flux density (Fig.l9) and the stream 
function (Fig.22-b ). 
2.2.4. Resistance calculations 
A complete description of the equivalent resistances for the modelling of 
various specific losses (mentioned earlier in Section 2), is presented elsewhere, for 
both high-energy [16) and small-size [22) generators. 
A simple model for ohmic resistance, based on a 1-D diffusion variable skin 
depth [ 16] was used throughout the present investigation, which, for the calculation of 
the resistance of the z-circuit gives: 
R, = R,,a + R,,, + Rlo'd Eq.lOO 
where the resistance of the armature, including both cylindrical and conical sections 
is: 
Eq.l01 
with R,,ecyl and R,e;on given by eqs (86) and (89), and where R,, is: 
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Eq.102 
in which Is and J;, are the skin and proximity effect factors and 1/J is the conductor 
diameter. It should be noted that in order to calculate accurately the resistance of a coil 
turn, the length of the turn must take into account the coil pitch hai· 
Because, in a correct generator design, the current density will be kept well 
under 0.1 MNcm2 [16], and non-linear diffusion thereby avoided, the electrical 
resistivity will be considered to remain constant. 
The skin effect factor is [16]: 
1 <1><8 
2 
f = <1>2 Eq.103 s 
<I> >o 
4o(G>-o) 2 
and the proximity effect factor is [50]: 
l+{~r <I> <o 
f = h., 
2 
Eq.104 p 
1+ <!>' <I> >o 
4h 2.o3 2 
" 
although this effect is only taken into account for the helical coil where, because of the 
interturn insulation, the axial length of a turn is less than the coil pitch. 
The skin depth for an exponentially rising current is [16]: 
Eq.l05 
and that during discharge of the priming capacitor bank, when the current is sinusoidal 
and rising, is [6]: 
Eq.106 
where C is the capacitance of the bank. 
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The resistance for the &-current circuits Rf!i is determined as in a DC 
calculation, again assuming a constant resistivity, and with the skin depth determined 
using eq (l 05) for the I fJi current. 
As an example of the results obtained in the later calculation of Section 2.3, 
Fig.13 shows the time dependence of the total z-circuit resistance Rz and of a typical 
armature ring R6s. when the priming source is both a capacitor and a battery. The 
behaviour of the armature ring resistance (i.e. the &-current circuit resistance) is 
governed mainly by the skin depth effect that, in the battery powered case, is 
increased considerably at the beginning of the flux compression. This is a direct 
consequence of the large initial dlrldt value, caused by a rapid increase of the induced 
&-currents that initially are zero but soon after crowbarring abruptly mirror the 
existing coil current. In a capacitor powered case, the 8-currents are already in phase 
with the coil current at the crowbarring time, resulting in a smaller skin depth effect. 
The difference in the z-circuit resistance is explained by the difference in the armature 
induced &-current distribution and the interaction with the coil current (z-current) and 
accordingly in the complex skin effect influence on the z-circuit resistance. 
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Fig.13 Typical time dependence of the total z-circuit 
resistance and of an armature ring 
__ priming source is a capacitor 
......... priming source is a battery 
Finally, it should be mentioned that a recent very successful numerical modelling of 
the skin and proximity effects in helical coils (not presented in this thesis, a paper on 
this subject being under development) indicates that the proximity effect factor is 
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considerably larger than the figure provided by eq (104), which is normally used for 
computing the proximity effect. The complex numerical modelling proved that 
eq (104) approximates extremely well to the steady state case, while for a pulsed 
current this same factor can even be six times larger, and accordingly the ohmic losses 
can increase by the same factor. 
2.2.5. Electric field calculation 
A simple model for obtaining the electric field between any armature-ring/coil-
turn pair is based on the determination of the voltage that exists between them. 
Application of Kirchhoff's law to the equivalent circuit of the generator of Fig.?, in 
which the turns are replaced by their equivalent resistance and inductance, gives the 
voltage between the k-th ring-turn pair as: 
VBk.zk = [ R,.lk.vt (r.,8 ,lc.vt.k )+ R'·"""" (r.,8 ,l'""·k ,a)+ n: k R,,, l I, 
+L dl, 
gm,k dt 
Eq.I07 
where the length lcyl,k and lcon,k of the cylindrical and conical sections of the armature 
are determined by the position of the ring-turn pair, and the resistances are calculated 
using eqs (86), (89) and (102). The term Lgen,k denotes the total inductance of the part 
of the generator considered from the k-th up to the n-th ring-turn pair, and given by 
eq (96), that represents the interaction with the z-circuit, and which, on expanding the 
summation term, becomes: 
I2 n n M I I n I n n I2 n L -' = ~ ~ 8i,8j Si 8j 2 ~ 2. ~M I ~ 2. ~M 
gen,k 2 {;t ~ 2 + {;t 2 ~ zi,9j 9j + ~ 2 ~ zi,zj Eq.l08 
The electric field developed between the k-th armature ring and its corresponding coil 
turn pair is: 
Eq.l09 
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where r,k and rek are respectively the radii of the coil turn and the armature ring. A 
typical result of the electric field determined using the above consideration is given 
later in Fig.21. 
2.2.6. Dynamics 
a) Armature ring dynamics 
It is assumed here that the expanding armature first makes contact with the 
helical coil at time t=O. With the detonation velocity D regarded as constant in the 
axial direction, the i-th armature ring will begin to move radially after a time: 
;h 
t;=L,..2L 
i=t D 
Eq.llO 
where hai is the j-th armature ring length. If a is the detonation cone angle, which is 
also the angle the expanding armature makes with the axis of generator, then the 
radius of the rings will increase with a constant expansion velocity of: 
v, = D ·tan( a.) Eq.lll 
If necessary, a more accurate model that includes the effect of the initial impulse 
expansion phase can be derived from X-ray or photographic data, when the radial 
acceleration of the armature ring is given by [18]: 
( d8(t- t.) V --'-) 
ari(t)=l v0 dt ' +~e 10 8(t-t;) Eq.ll2 
where vo, Vr, and to are parameters that ensure eq (112) fits the experimental data, and 
e is the step function. 
For very high current generators, where the final current may exceed several 
MAs, the effects of the deceleration due to high magnetic field may be important. A 
more general model should include this effect, with the magnetic deceleration term for 
the i-th ring as given by: 
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Eq.113 
being included in eq (112). In eq (113), mai is the mass of the i-th armature ring and 
B,; is the z-component of the total magnetic flux density immediately above this ring. 
b) Helical coil turn movement 
It is normal practice in dynamic considerations to assume that the helical turns 
are moved only by magnetic forces. i.e. that any movement due to shock waves is 
negligible, and in a generator model, both the axial and radial movement of each 
helical coil turn are easily taken into account. In practice, the radial movement, which 
is extremely important in a generator design, is often minimised by the additional of 
inertial mass surrounding the coil, and a corresponding model for the turn movement 
is then a straightforward application of the laws of motion, with the driving magnetic 
force being calculated from the local magnetic field (as described above for the 
armature rings) and the mass of each turn supplemented by an appropriate proportion 
of the added inertial mass. When calculating the axial movement (which is an 
important factor limiting the efficiency in very high energy generators ( 16]), the local 
Be field is used in an acceleration term similar to the deceleration term for the radial 
armature movement eq (113). 
2.2.7. A switching problem 
A numerical solution of the set of equations given in Section 2.2.1. provides 
the time history of the generator currents. The corresponding Bz flux density 
distribution produced by the 8-currents can then be obtained with the aid of eq (21) 
and the B8 distribution by using eq (20). 
The solution of eqs (90) and (91) may appear straightforward, as indeed it is 
for the many filamentary models developed for 8-pinch electromagnetic flux 
compression [53], Cnare effect devices etc. However, this in fact is not so in the 
present application. Although the radial movement of the armature rings may initially 
be seen as a continuous process, this ceases to be the case once the first ring touches 
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the helical coil. The ring is then effectively removed from the circuit, and thereafter 
the process becomes discontinuous. 
In one approach [ 19) to the general problem of circuits undergoing an 
inductance change due to a switching sequence, it was assumed that the switching was 
a continuous process. This is however only possible when the turns of a helical coil 
carry the same current and, with the coil inductance being continuously reduced, finite 
differences can be replaced by differentials. In the present application this is not the 
case, for the reasons already discussed in Section 2.1. The different currents carried by 
the independent and closed armature rings prevent the changes in a ring inductance, 
eq (49), from being made infinitely small, even when the axial dimension h is made 
infinitely small, and, unlike a helical coil, which can be considered to have a fractional 
number of turns, a fraction of a ring has no meaning. The consequence of this is that it 
is not here possible to replace finite differences by differentials. 
It appears inevitable that a more rigorous model must include a time 
quantization of the switching process. To achieve this, the generator currents that 
follow a circuit change can be calculated using the two-step procedure illustrated by 
Fig.14. In the first step of the quantization, the currents that follow a continuous 
movement of the armature rings from their original position (Fig.l4-a) are obtained by 
solving the first-order n+ 1 differential equations of eqs (90) and (91) using the block-
Newton iterative process [20) and the lower-upper (LU) decomposition method to 
solve the resulting system of algebraic equation [3]. At the end of this step, the "first" 
two armature rings are touching the coil (Fig.14-b). The first ring is then removed by 
the second step of the process, but this must be done in a way that preserves the 
magnetic flux linkage of the circuits connected to it [19). Then algebraic equation that 
afterwards apply are given below, and these can again be solved, using the same LU 
decomposition method, to provide new values for the n currents that are now flowing: 
" L,M, + LM,,,Me; +M,,J~~) =0, 
i=2 
" M,,,M, + LMm.eiMei +Me;,e 1 1~~> =0, i=2 .. n 
j=2 
Eq.l14 
Eq.l15 
where Mz=f0!z-11!z and Me;=f0!8i_fl!e;, and 0 and I indicate values immediately 
before and after the ring i is removed from the circuit. This two-step process is 
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repeated after every time step, as further armature rings are removed, with no 
numerical noise being produced in the case of helical generators with small coil pitch 
pc~, when the time step for the numerical integration may be chosen as equal to the 
ratio PciD. However, since this is not possible for generators with a large coil pitch, 
numerical noise can be avoided by considering a number of rings that is greater that 
the number of coil turns. In this situation, the approach is similar to that for a multi-
section generator (presented in the next section) in which a number of coil rings are in 
parallel and carry the same fraction of the current. 
Helical coil 
a) ~~~rnrnrnrnrn~iimrn~ le; i=J .. n 
b) ~~~rnrnrnrnrnrnrnrnrnrn~ l[~J i=J .. n 
c) 
Fig.l4 Two-step switching technique 
A very important aspect of the numerical modelling procedure is the behaviour of the 
armature ring radius r(!j as it approaches the helical coil ring. Because the model 
assumes the mutual inductance between the rings as the mutual inductance between 
infinitesimally thin filaments, the armature ring radius cannot reach the same value as 
the coil turn radius, while the function that describes the mutual inductance between 
filamentary rings manifests a singularity for this situation. Considering however that 
the self inductance is still calculated for a finite conductor diameter, the dynamic 
calculations of an armature ring radius are halted once that radius becomes equal to 
the difference between the helical coil radius and its conductor radius. To facilitate 
this during the calculation, the helical coil radius was chosen to be at the centre of its 
conductors and not to the inner surface, as when the mutual inductances was 
calculated. 
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2.3 Typical results 
Typical results obtained using the analysis developed above are recorded in 
Figs. 8-21. These serve to illustrate some of the more important information that can 
be provided by numerical modelling, and they were obtained for a helical generator 
[16] for which the principal design data was: 
- a 70-turn single-section coil, having an inner diameter of 6 cm and length of 
50 cm. The diameter of the copper conductor was 0.45 cm and the cable insulation 
thickness was 0.125 cm; 
- an aluminium armature of outer diameter 3 cm and of thickness 0.2 cm, 
divided theoretically into 70 rings; 
- an explosive with a detonation velocity of 0.8 cm/f.ls, expanding the armature 
with a cone angle of 12°; 
-a coaxial inductive load of 100 nH; 
Figures 8-12 (presented previously in Section 2.2.2) show typical results for 
the calculated time dependence of the self and mutual inductances involved in 
eqs (90) and (91). It should be noted that the calculations assumed a pair of 
supplementary armature rings, to enable account to be taken of the azimuthal currents 
induced in the coaxial load structure at the border (or contact point) of the inner and 
outer electrodes of the coaxial structure (see Fig.S). 
The generator performance was investigated when the initial field was 
provided by either a capacitor bank (Case I) or a battery (Case II) with, to enable 
comparison to be most meaningful, the same initial magnetic flux being established in 
the active volume ofthe generators between the armature and the helical coil. 
In Case I, the magnetic field is produced typically in some tens of 
microseconds by the capacitor discharge and it has therefore insufficient time to 
penetrate the armature wall. The entire magnetic flux is therefore available for the 
compression process. Movement of the first ring is synchronised with this discharge, 
with the circuit being closed at the current maximum of 1.5 kA. In Case II, the 
magnetic flux penetrating the armature wall is lost to the compression process, and an 
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initial current of 1.57 kA is necessary to produce the same initial magnetic flux in the 
active volume of the generator. 
Fig.13 (also presented previously) and Figs 15-17 show the time history of 
some of the generator resistances and currents for both cases, with for simplicity, only 
ohmic resistance taken into account. The very different initial conditions for the two 
Case I 
Fig.15 Time history of the armature 
currents in Case I (capacitor bank) 
Case II 
Fig.16 Time history of the armature 
currents in Case 11 (battery) 
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Cases are apparent (Case I with an axial armature current distribution and Case II with 
no 8-currents), and the different behaviours once a ring has begun its expansion can 
clearly be distinguished. 
Fig.l7 shows that the final load current (and therefore also the magnetic flux) 
was greater when the priming current was provided by a battery, a result that confirms 
previous experimental evidence [21]. Clearly, the mechanism responsible for this is 
related to the existence of initial induced &-currents when the seed current is provided 
by a capacitor (Fig. IS) and by their absence when a battery is used (Fig.l6). An 
interesting inductive phenomenon appearing in Fig.15 (and also later in Fig.20-c) is 
that once a ring begins to move, the current in its stationary neighbour falls, due to 
induction. 
Fig.l8 compares the time dependence of both the total inductance of the 
generator and its time derivative, as provided by a zero dimensional (0-D) model [16] 
and the 2-D model described above, that calculates the total inductance from eq (97) 
using the energy definition. 
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Fig.l8 Time evolution of the 
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Using a PC 486, the time required to obtain the data presented in Figs 8-18 was about 
2 mins. 
Fig.l9 shows the 2-D distribution of the axial component of the magnetic flux 
density at a typical instant during the generator operation, and Fig.20 presents the 
corresponding ring radii and currents. 
Fig.20-a illustrates the flux density in the active volume (for Case I), whilst 
Figs.20-b and 20-c give the corresponding armature ring position and the 8-current 
so 
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Fig.19 Two dimensional distribution of the axial component 
of the magnetic flux density at the mid functioning time 
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distribution respectively. The position of both the moving armature rings and the coil 
conductors are evident, as is also the initial penetration of the magnetic field through 
the armature wall. Figs 19 and 20 both confirm that the maximum magnetic field is 
indeed produced near the armature-coil contact point. 
Although the computer run time required to obtain the complete map of the 
flux density was almost 30 mins, the results illustrate further the information that the 
2-D modelling can provide, and that is unavailable from simple calculations. 
However, since it is usually necessary in generator design to account only for the field 
near the armature wall and near the helical coil, where the most important phenomena 
take place, a much shorter run time can normally be expected. 
Fig.21 shows the computed history of the radial electric intensity distribution 
inside the active volume of the generator, assuming that the stator coil insulation is 
able to withstand the maximum voltage developed between the armature ring-coil 
pairs as calculated using eq (109). 
500 
400 
300 
200~ 
100 ..#' 
0 'V 
Fig.21 History of radial electric field 
intensity 
2.4. Two sample applications 
As was mentioned in Section 2.1, one of the principal reasons for developing a 
numerical code was to enable the efficient and accurate modelling of the very small to 
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small size generators that are normally found in dynamic transformer chains. Two 
sample generators from the literature will therefore be examined, and the results 
provided by the present code will be compared with corresponding results, either from 
far more detailed and lengthy 2-D calculations or from experimental data. 
2.4.1. A very small helical generator 
The 2-D modelling of a small generator developed by the Sandia National 
Laboratories [22] has been well described elsewhere [10], [11]. The first of these 
references solves the complete set of Maxwell's equations for the magnetic stream 
function 'P' (see eq (99)), with the result shown in Fig.6 of [10], which is reproduced 
in Fig.22-a, and gives the magnetic stream function distribution 6 IJS after initiation of 
the explosive charge. 
TIME 
3.000 
2.000 
0.500 o.soo 1.100 1.400 1.700 2.000 
0.500 0.800 1.100 1.400 l. 700 2.000 
a) b) 
Fig.22 Comparison of the magnetic stream function distribution 
The generator of [10], [22] had a 31.75 mm long, 30.48 mm diameter, 70 turn coil, a 
7.95 mm radius armature filled with a 1.84 g/cm3 explosive having a detonation 
velocity of 8.8 mm/J-ls and a total energy release of 1.03·106 Joules; the initial circuit 
parameters were: a feed current of 220 A, a coil inductance of 78.42 IJH, a load 
inductance of 48.58 IJH, a coil resistance of 1.12 Q and a load resistance of 0.13 Q. 
Fig.22-b shows the magnetic stream function distribution calculated by the 
present analysis, for precisely the same conditions as Fig.22-a but covering only the 
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length of the helical coil. Both radial (horizontal axis) and axial (vertical axis) co-
ordinates are in cm. It should be noted that this generator is of a different design 
(currently not widely used), in which the load is parallel-connected to the helical coil 
and the armature compresses the magnetic field without it being connected in the load 
z-circuit. However, the equivalent electrical circuit for this type of generator is almost 
the same as that of Fig. 7 for a generator in which the helical coil, the armature and the 
load are connected in the z-circuit, the only difference being that the armature carries 
only the induced 8-current and no z-current. In calculating the inductance, it was 
therefore necessary to omit the L13z term related to the Be field. The finite ring 
geometry was also fully taken into account in determining the magnetic vector 
potential when using eq (12), while the total magnetic stream function was simply and 
straightforwardly obtained from the filamentary ring calculations of eq (99). This 
simplification is undoubtedly responsible for the small irregularities of the field lines 
observed in Fig.22-b. In the earlier modelling [10], the armature actually extended 
beyond the ends of the coil, whereas the present modelling assumes, for convenience, 
that it has the same length as the coil. This will further contribute to the minor 
differences in the results of Fig.22-a and Fig.22-b, in particular to the absence of any 
magnetic field inside the armature in the earlier calculations. 
Calculated values of the inductance, resistance and the time history of the load 
current (similar to those presented in Figs 13, 17 and 18) as provided by the two 
different models were generally in very good agreement. 
A simple comparison between the numerical aspects of the two methods will 
firmly demonstrate the real power of the filamentary model. The reported time [10] 
required for each calculation of a number of 105 cells (each having 19 variables) 
describing the generator was 6.5 hours on a CDC 7600 computer. The filamentary 
modelling used for the same case a number of 70 filaments (each having 75 variables), 
and performed the same calculation in only 2 mins on a 486 personal computer. To 
obtain supplementary information about the magnetic field distribution an extra 
30 mins was required. This performance confirms the filamentary method as a 
versatile tool, capable of rapid and accurate design and investigation of generators. 
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2.4.2. A small helical generator 
Fig.23 presents results provided by the analysis above for the case of a small 
generator [23] having the following details: helical coil200 mm long, 28.2 mm radius, 
28 turns, armature 15.0 mm radius filled with a 1.61 g/cm3 explosive having a 
detonation velocity of 8.2 rnm/j.ts and a total mass of 0.25 kg; the initial circuit 
parameters were: feed current 5 kA, coil inductance 8.5 ).tH, load inductance 
0.115 ).tH. 
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The helical copper coil was uninsulated, and it was reported that when the generator 
was fired, the high voltage generated between the coil and the armature led to a series 
of electrical breakdowns during the compression process. 
One way in which this phenomenon can be introduced in theoretical 
considerations has been described [16] for use in O-D models, and this was adapted for 
inclusion in the present model. To do this, the electric field between each of the coil 
ring-armature ring pairs was calculated using eq (109), and when this exceeded a 
certain breakdown figure E8 , the corresponding pair of rings was removed from the 
circuit by the process described in Section 2.2.7. A simple estimation of the 
breakdown figure (in kV/cm) was provided by [24] 
EB :=24.5p+6.7/"I V reff. Eq. 116 
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where the air pressure p is in atmospheres and the effective radius reff is 23% of the 
armature radius in cm. Using these figures, eq (116) gives a value for E8 of 34 kV /cm, 
which when introduced into the theoretical considerations gave the calculated curve 
shown in Fig.23. However, the very good agreement with the measured data may be 
somewhat fortuitous, as the conditions inside the generator are considerably affected 
by shock-waves, ionisation, high temperatures, etc, and in other situations it may be 
necessary to regard the breakdown value as a tuning parameter [11] for the numerical 
simulation. Nevertheless, this example illustrates well the ease with which various 
loss mechanisms can be incorporated into the present model. 
2.5. Conclusions 
The flux compressor model described above provides a basic building block 
for the development of the model for a cascaded system of generators that is described 
in the next Section. In addition, it is by itself a valuable tool for the design and study 
of helical generators of almost all conceivable geometries. Use of the model has 
highlighted an important difference in the generator output, when the priming source 
is either a capacitor or a battery. A significant feature of the model is that it provides 
important data on the electric and magnetic field distributions, for use in an 
optirnisation process. 
Overall, the Section has demonstrated that the inclusion of all the various loss 
mechanisms in a 2-D model of a multistage, variable-geometry, multimegajoule 
generator is a straightforward but laborious procedure. Should an even more accurate 
model be necessary, a full description of the 3-D current distribution will require each 
ring to be further divided into a number of concentric radial rings, which although 
straightforward conceptually may consume excessive computing time. 
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3. Inductively coupled flux compression generators - the 
FLUXAR system 
In a number of single-shot applications and experiments at remote locations, 
where flux-compression generators provide the most practicable power source, it may 
be necessary to use cascaded generators with inductive coupling between them, to 
provide the required power gain. A high-energy multiplication is needed to enable the 
experiments to be energised from low-power initial sources, such as a battery [25], 
[26] or even a permanent magnet [27], [28]. 
It was shown [72], that if the maximum energy multiplication of a generator ke 
is related to the global energy efficiency rJe by: 
11. = ll,k, Eq.117 
then 11., which is termed the activity, will be ::;100 for state-of-the-art generator 
designs. One of the largest value of ke reported in the literature of about 103 [29], was 
obtained with only about 4% of the energy stored in the explosive charge being 
converted into electrical output. Eq (117) confirms that, with A as limited by present 
technology, very high values of k, are only possible if the generator efficiency is very 
low. In practice this would require an unacceptable large generator, with a 
corresponding large quantity of explosive. 
To obtain the much increased energy multiplication required by many 
applications (104-106, or even higher), it is necessary to introduce inductive coupling 
between cascaded generators. One common means of achieving this is to use an air-
cored transformer [30], while another is by means of a dynamic transformer (the so 
called flux-trap method) [27],[31], [32]. The consensus view from papers discussing 
which is the better choice, [33] to [36], is that, from a practical standpoint, the air-
cored transformer is preferable in high-energy situations and the dynamic transformer 
at lower energy levels. Initially, it was regarded as essential for an opening switch to 
be used in the input circuit of the transformer [36], and only comparatively recently 
has it been recognised that this is not so important [27], [31], [32], [36], [37]. Only 
simple theoretical considerations have previously been presented, and although most 
published experimental work is at low-energy (kJ) levels [25], [27], [28], [31], [32], 
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[35], [37], [36], [38], [39], [40], [41], some results at high-energy (MJ) levels are also 
reported [31], [42]. 
A further application of the dynamic transformer lies in the production of high 
current pulses with a short rise time [43], [44] and, related to this, the generation of 
very high voltage pulses for special applications [45]. 
For the efficient use of a fast opening switch, such as an exploding foil, the 
current rise time should be less than about 20 l.tS [16], which is not achievable by the 
great majority of generators. When two generators are cascaded through a dynamic 
transformer, the load current begins to rise only after crowbarring of the second 
generator, which is designed to be faster so that the required time compression of the 
output pulse can be obtained. 
The complexity of the dynamic transformer has prevented the development of 
any simple 0-D numerical code, and the literature contains only the suggestion [13] 
that complex codes exist which include the option of inductive coupling between 
generators. This Section presents therefore a complete numerical model for a helical 
dynamic transformer system, that has been termed a FLUXAR. Examples of its use 
are presented, including a generator fed by either an AC or an DC excited external 
coil, with or without an opening switch in its circuit, or by permanent magnets, and 
comparative results are given. It is also shown how the code can be applied to solve 
problems arising in the design of systems currently under development. 
3.1. The FLUXAR system 
Figure 24 shows the basic arrangement of a FLUXAR system, in which the 
first generator is fed from a low-energy priming source and the generators of the chain 
are coupled through dynamic transformers. Both alternating or pulsed (AC) or 
constant current (DC) initial energy supplies can be used, coupled either directly or 
inductively with the first generator of the FLUXAR chain, and their respective 
advantages and disadvantages will be described later. In a single FLUXAR stage, the 
primary of the transformer (which is the load of the previous stage) forms an outer 
coil into which the generator is introduced, with the secondary winding of the 
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1•t generator 2nd generator 3'd generator 
outer coil 1 
initial 
source helical coil 1 
common 
armature helical coil 2 
Fig.24 Chain of generator coupled through dynamic 
transformers - FLUXAR system 
transformer being the helical coil of the generator. The functioning of a stage can very 
conveniently be divided into the two distinct phases discussed below. 
3.1.1. Phase A: Injection and capture of the initial magnetic field 
If the initial excitation source of the primary stage of a FLUXAR generator is 
either alternating or pulsed, this will produce an electromagnetic force (EMF), i.e. a 
voltage, between the crowbar and the armature of the generator. If no steps are taken 
to limit this by design, or to insulate the crowbar electrode (perhaps even omitting the 
crowbar), the consequence may be a premature closure of the secondary circuit and 
will be seen as a generator failure. 
The diffusion of an outer magnetic field into a hollow conductor and the decay 
of the magnetic field within a hollow cylinder both follow the form [6] 
Eq.ll8 
where Ha is the initial value. For the majority of FLUXAR systems, the characteristic 
diffusion time is approximately given by [6]: 
Eq.l19 
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where r' a and ra are the internal and external radii of the armature, and Jlo and era are 
its magnetic permeability and electrical conductivity. For most systems with a copper 
armature the diffusion time is of the order of a few milliseconds, which is why, with 
short pulses (tens of microseconds) a circular 8-current distribution is produced on the 
surface of the armature which mirrors that in the outer (primary) coil. Both the 
geometry and the equations governing the action during this phase are similar to those 
of an electromagnetic 8-type flux compressor [46]. 
After the initial contact of the armature with the crowbar, usually synchronised 
with the peak of the current in the outer coil, phase B of the FLUXAR system action 
begins, and a trapped (or captured) priming flux persists in the generator for some tens 
of microseconds. The effects of both this and the initial 8-current distribution have not 
been fully accounted for in many previous studies. 
3.1.2 Phase B: Magnetic field compression; Creation of a field in the 
succeeding stage 
Because a much greater number of turns is used in the transformer secondary 
circuit (the helical coil of the next generator) than in the primary, the magnetic flux 
trapped in the secondary circuit is much greater than that trapped in the primary 
circuit. This leads to the somewhat inappropriate use of the term flux multiplication, 
because two different circuits are involved. It should however be noted that the 
magnetic energy captured is less than that stored in the outer coil, so that the flux 
multiplication is always accompanied by a loss of energy. 
Coupling between the generator helical coil and the outer coil will be 
maintained if an opening switch is not included in the first circuit. No more coupling 
exists however between the outer coil and the armature, because this can be viewed 
now as inside the metal cage formed by the closed helical coil circuit. With the 
millisecond time decay of the trapped field, this clearly will not decay significantly 
during the tens of microseconds of phase B. Because the load current is zero at the 
beginning of phase B, the only important source of a generated EMF is the armature 
movement through the magnetic field (or even the only source when the generator 
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excitation is from a permanent magnet). This source continues to play the major role if 
a crowbar is present, delaying shorting of the helical coil. On the basis of the 2-D 
generator model presented in Section 2, the normal generated EMF term in phase B 
coexists with three additional EMF terms. One of these is due to the coupling of the 
armature with the captured magnetic field explained above, and the other two to the 
transformer coupling between the outer and the helical generator coil. It should be 
noted that two e distributions of current are now superimposed in the armature, one 
that mirrors the currents in the outer coil and the other that in the helical coil. The 
sense in which the superposition occurs could clearly be of importance in the initial 
stages of the generator operation. If the generator has a coaxial part, both components 
disappear during the final coaxial stage of the generator action. 
If the generator load is the outer coil of the next generator stage, a magnetic 
field and a corresponding 8-current distribution are set up in the armature of the next 
generator. The action of the FLUXAR continues by crowbarring and then capture of 
the field in this stage, and so on along the chain of generators. As is evident from 
Fig.24, synchronisation of the system is automatic, and the common explosive charge 
is initiated only once. This is a characteristic of the z-type geometry of the system 
arrangement [27], [32], [35], [36], [41]. A 8-type geometry, in which the outer coil is 
simply a single-turn coil fed by the previous generator through a parallel-plate 
transmission line, has also been used, but initiation of each generator must then be 
synchronised with that of the others [25], [38], [39], [40], [42]. 
3.2. Equations for a FLUXAR stage 
As explained in the previous section, the analysis of a FLUXAR stage will 
adopt the same notation as used previously in the 2-D description of a helical 
generator, where superimposed magnetic flux densities were produced by z- and e. 
directed currents. For the same reasons of convenience, and without any risk to the 
generality of the solution, the armature and both coils of the transformer will all be 
decomposed into the same number n of rings in the analysis below. 
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3.2.1. Phase A: n+l equations 
Fig.25 shows the equivalent circuit of the primary stage of the FLUXAR 
system, for phase A of the dynamic transformer action. 
Mzoc':,0,-1--:-----' 
Lzoc . Ion 
~gR., 
'----o---;,__ ___ __, Mzoc,en 
Power Outer Annature 
supply coil 
PHASE A 
Fig.25 Equivalent circuit of the primary stage; injection 
and capture of the initial magnetic field 
During this phase, which is the injection and capture of the initial magnetic field, both 
the armature dynamics and helical coil (the secondary of the dynamic transformer) of 
the next section are absent. Accordingly, eqs (90) and (91) that describe the z (for the 
outer coil (oc) primary circuit) and e (for the armature rings) circuits become, 
respectively 
Eq.120 
di L" di 0i M. ----=+ M .. -=-RI. 
9J,zoc dt j=l 81,8J dt 81 81' i = l..n, Eq.121 
where Lzoc, and Rzoc are the inductance, given by eq (94), and resistance, given by 
eq (100) of the outer coil, Mm.zoc is the mutual inductance between an armature ring 
and the outer coil, given by eq (95), M m.8i and Rm are the self inductance, given by 
eq (49), and resistance, given by eq (52), of an armature ring, Mm.8i is the mutual 
inductance between two armature rings, given by eq (32), and V(t) is given by: 
V(t)=-[q(t)_V +L dlw, +RI ] C 0 tl dt tlzoc Eq.122 
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if a capacitor bank of capacitance C with an initial voltage Vo provides the power 
supply for the outer coil of the first generator of the FLUXAR chain. The charge 
released to the circuit is q( t) where dq = I"'', and the subscript tl denotes the 
dt 
transmission line. Because of the absence of any armature movement, all the 
inductances in eqs (120) and (121) are constant. 
When the outer coil of the generator in a FLUXAR stage is fed from a 
previous generator coil 
( ) [ dl,"' dL,"' J V t =- L,00 --+--lwo +R,0,1,0 , dt dt Eq.123 
where, as in eqs (93) and (94), Lzoc includes contributions from both the z-current 
inductance of the armature and the helical coil inductance. The solution of eqs (120) 
and (121) is straightforward, and for initial currents l,0 c(OA) = I 81(0A) = 0, it gives the 
initial values for phase B of the transformer action l,0 c{08 ), 18!(08 ), i=l..n. 
3.2.2. Phase B: n+2 equations 
The equivalent circuit for a FLUXAR stage when operating in phase B is 
shown in Fig.26. 
By analogy with the equations for a simple helical generator, and neglecting to 
a first level of numerical modelling, the interaction with the next stage armature, the 
e(t) 
Power 
supply 
R~, 
Outer 
coil coil 
Lmc,e 
PHASE B 
-0 
-0 
Outer 
coil (next) 
Armature 
(next) 
Fig.26 Equivalent circuit of a FLUXAR stage in phase B; magnetic field 
compression and creation of a field in the succeeding stage 
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equations that govern the transformer behaviour are: 
Eq.l24 
~[(L,h, +LwcNEXT)I,h, +M,h,,""l"" + tM,h,,a)a;]= 
dt ;=I Eq.l25 
= -{Rzhc + RzocNEXT )Izhc 
Eq.l26 
where the inductance of the outer coil Lzoc is now given by eq (94), Lzhc is the z-circuit 
helical coil (zhc) inductance given by eqs (93) and (94), that includes the contributions 
from the helical coil and the (z-current) armature, and in which the load is the 
inductance LzocNEXT of the next stage outer coil, given also by eq (94). It should be 
noted that, except for the self inductances Lzoc and LzocNEXT and the initial current 
lzoc(08 ), all the inductance and current terms are time dependent. Accordingly, the 
number of terms in the equations will almost be doubled by the time differentiation of 
the mutual inductance -current (Ml) product terms. The mutual inductance between 
the primary (zoc) and the secondary (zhc) windings (see Fig.26) is considered as: 
no nh 
Mzoc,zhc = LLMoci,hcj(roci'fhcj'doci,hcj) 
i==l j"'i 
Eq.l27 
where no and nh are the number of turns of the outer coil and the helical coil 
respectively, Thj and rei are the radii of the jth ring of the outer coil and of the ith ring 
of the generator helical coil, and dci,hj is the axial separation between the two rings. 
The mutual inductance M e;,zhc between the ith armature ring and the helical coil of the 
second generator is given by eq (95). A typical example of the time variation of the 
mutual inductance between the primary and the secondary windings is given in Fig.27, 
and is taken from the case considered in detail (AC-1 case) in Section 3.3. 
Eq (125) shows that, in addition to the terms that normally appear in the 
simple generator equations, there are (after the time derivative has been performed) 
two further terms related to the generator coupling (Mzoc,zhc) with the outer coil, which 
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Fig.27 Typical time variation of the 
mutual inductance between the 
primary and the secondary windings. 
Time is measured from the second 
generator crowbar. 
are responsible for the magnetic coupling between stages. In eq (126), the 
supplementary term dM 9'·'"' I,"'(0 8 ) is responsible for the coupling of the ith dt 
armature ring with the trapped magnetic field, rather than 
B(O )dS,(t) =2nr B.(O )dr,, 
' B dt ru ' B dt Eq.l28 
where 8;(08 ) is the value of the trapped field in the region of the ith armature ring and 
dS. d~i 
the ring is expanding with a surface rate-of-change -' or a radial velocity v, = 
dt dt 
The mutual inductance used for the supplementary term is given by eq (95), and to 
determine the current l,0 c{08) responsible for the trapped field B1, the equations for 
phase A have first to be solved. In many cases, the extremely small radial variation of 
the magnetic flux density induced in the armature region by the external coil, can be 
neglected, and B; assumed to be constant. Very accurate calculations of B; can be 
obtained by using eq (21) to add the contributions from all of the rings of both the coil 
and the armature. 
Expressions and typical time variations of all the other self and mutual 
inductances of eqs (124), (125) and (126) are similar to those presented in 
Section 2.2.2. The resistance calculations follow those of eqs (100) and (101) for Rzhc• 
of eq (101) for Rzoc and RzocNEXT• and of eqs (52) and (105) for Re;. 
65 
- -- -- ----------------------------------------------------------------------
3. Inductively coupled flux compression generators - The FLUXAR system 
The two-step numerical integration technique presented previously in 
Section 2.2.7. was used to solve the system of equations for the FLUXAR system in 
phase B, with only ohmic resistance being considered. This is largely used as a 
consequence of a generator being properly designed, with emphasis being given to 
ensuring that no thermal changes occur in the resistivity during the operating period. 
3.3. Studies of FLUXAR techniques and performance 
As an illustration of the application of the analysis developed above, results 
will be presented for a single FLUXAR stage, based on the generator described earlier 
in Section 2.2. This procedure will enable a study to be made of the relative gain that 
can be achieved by using different techniques to inject the same initial magnetic flux 
into the generator. 
The outer coil of a stage of the FLUXAR system shown in Fig.24 is 0.5 m in 
length, with an inside diameter of 74 mm and a pitch of 160 mm, resulting in a total 
inductance of about 100 nH. Figs 28 and 29 show the time history of all of the 
currents in the stage considered, with an initial 8-current distribution at the beginning 
of phase B of the generator action being present on the left side of Fig.28. 
- .,-.-; :-. -
- .-. .,. ::::::: 
Fig.28 Time evolution of the armature 
e-current distribution; 
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Fig.29 Time evolution of the inner 
(zhc) and outer (zoc) coil currents 
It should be mentioned that in both the above figures, time is measured from the 
crow barring instant of the first generator. 
3.3 1. Opening switch 
As mentioned earlier in Section 3.1.2, the coupling between the generator 
helical coil and the outer coil will be maintained if an opening switch is not included 
in the first circuit (i.e. the outer coil). This magnetic coupling is responsible for the 
exchange of energy between the two circuits, and an opening switch will optimise the 
energy transfer from the outer coil to the generator coil if is opened shortly after the 
instant that the inner coil circuit is closed by the second crowbar. This prevents any 
transfer of the energy gained from the flux compression process of the second stage 
back into the outer coil, which, at that instant, reaches its minimum level of stored 
magnetic energy. 
The influence on the gain of the generator relative to the capacitor bank direct 
feed case, of the time after crowbarring at which the switch action opens, is shown in 
Fig.30. 
Fig.31 shows the time variations of the inner and outer coil currents when the 
switch is opened at the time that ensures the maximum relative gain. 
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Fig.30 Gain in final load current 
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Fig.31 Time variations of the inner 
and outer coil currents for an 
optimised opening switch 
To model the situation once the switch has opened at time t=t,w, eq (124) and the 
terms relating to Mzoc.zhc in eq (125) are discarded. Because the trapped magnetic field 
relitted to the external coil decays relatively slowly, a term related to 
dM,oc.,hc l,
00
(t,w) can be introduced to replace the discarded term and to take into 
dt 
account the magnetic interaction, where lzoc(tsw.) is the value of the outer coil current 
at the instant the switch begins to open. However, although both models for 
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an instantaneously and finite opening time of the switch can easily be implemented, 
only the first case was considered. The same procedure of replacement of the 
discarded terms was used in eq (126) to model a similar interaction between the outer 
coil and the armature, where this term was replaced with eq (128), which should now 
be: 
Eq.129 
and which in fact represents the further compression of the externally produced and 
trapped magnetic field. Representing the action of the trapped magnetic field by using 
a time-rate of change of a mutual inductance, rather than by eq (129), is simpler and 
still fully compatible with the present model. 
For the situation illustrated by Fig.30 it can be seen that, even with the 
optimum switch opening time, the relative improvement in the final magnetic flux, for 
this particular design is only about 12%. Taking into account the considerable 
technical complications that are involved, the opening switch will only be usefully 
employed in a multi -stage high-efficiency design, to restrict the number of stages 
needed that are necessary and so to reduce the amount of explosive and the overall 
mass of the system. 
3.3.2. Premature crow barring 
A further numerical study was undertaken to determine the effect on the final 
performance of the FLUXAR stage of an accidental electrical breakdown between the 
crowbar and the armature, which prematurely closes the secondary circuit of the first 
generator. Once this breakdown has occurred, at time t=tbn then eqs (120) and (121) 
describing phase A of the action are interchanged with eqs (124) to (126) of phase B 
where, because the second generator is still unaffected by the explosive, all the self 
and mutual inductances are constant. lzoc(Os)=lzodtb,) from eq (126) now represents 
the current in the outer coil at the instant of the breakdown. 
Fig.32 presents the load currents resulting from an electrical breakdown 
causing premature closure of the secondary circuit, relative to the load current 
69 
3. Inductively coupled flux compression generators -The FLUXAR system 
obtained without any electrical breakdown. The breakdown time is measured from the 
crow barring instant of the first generator. 
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Fig.32 Load current resulting from an 
electrical breakdown relative to the 
current without any electrical 
breakdown 
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Most generators achieve the maximum value of the time rate-of -change of the 
primary current (dlza</dt) when the primary current lzoc is at about 70% of its peak 
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Fig.33 z-circuit currents for dynamic transformer with 
breakdown in secondary circuit at maximum voltage, 
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value [6]. A maximum voltage (given by M"''·'h' d~;' ) is tben generated in the output 
circuit, and this is the most likely moment for the unwanted breakdown to occur. 
Fig.33 shows the time history of tbe FLUXAR currents resulting from a 
breakdown at this maximum voltage, with the arrow indicating the initial armature-
coil contact. 
The effect of the breakdown on the primary current lzoc can be explained by 
considering that, after the breakdown has closed the secondary circuit, the coupling 
coefficient (kwc.zhc) between the outer coil and the secondary generator changes 
rapidly from a low value (due to the weak coupling with the armature alone in 
phase A) to the characteristically high value of phase B (due to the strong coupling 
then present with the helical coil). The reflected value of the load inductance 
perceived by the first generator L,oc load=Lzoc( 1-ll,oc,zhc) is thus lowered by the 
breakdown, witb a corresponding increase occurring in the primary current lzoc· 
Another interesting feature of the FLUXAR operation also revealed in Fig. 33 
is the generation of a small early reversal of tbe load current lzhc.· This however soon 
begins to be cancelled, once the expanding armature cone makes contact with the 
helical coil and begins to short out the turns. 
3.4. Influence of the source and the coupling system on the 
performance of a helical generator 
A study was made into the influence on a generator performance of the type of 
priming source and/or the type of coupling system. Although the study was related to 
the first generator of a particular FLUXAR chain, the conclusions reached are 
applicable to any helical generator design. Capacitor bank (AC), battery (DC), and 
permanent magnet (M) initial sources were all investigated, together with direct feed 
(D) or inductive coupling (I) through an outer coil. 
In general terms, a DC source is one that does not induce circular currents in 
the armature, so that a source providing a long pulse (i.e. with a rise time of many 
milliseconds) is regarded as a DC source for both direct and inductive couplings. 
Inductive coupling was further investigated with an opening switch (0) in the outer 
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circuit synchronised for an optimum performance, and also a superconducting outer 
coil (S). It was assumed in all cases that the same level of magnetic flux was initially 
injected and captured by the generator, as in the helical flux-compression generator 
model where the direct feed (AC and DC) of the same generator with the same load 
was investigated. 
The results of the investigation are summarised in Table 5, which gives the 
improvements obtained in the relative gain of the load current over that when a direct 
feed from a capacitor bank is used (case A C-D). For the permanent magnet source, the 
equations used were the same as for a DC-I -0 system, with the opening time 
coinciding with the crowbar action, and the axial distribution of the magnetic field 
Bi(Os)=Bi(t,w) at this instant being replaced by the permanent magnetic field of the 
source. 
Source 
type 
AC 
DC 
M 
Table 5. Comparison of the increase in load current using 
various generator excitation systems 
Coupling Other Initial values for Relative gain 
currents (kA) 
improvements lzoc lzhc le. mean in load current 
(%) 
D - - 1.50 -1.35 0 
- 2.0 
I 0 55.6 0 -2.52 15.7 
s 2.6 
D - - 1.57 0 35.1 
- 2.6 
I 0 37.0 0 0 18.6 
s 3.0 
- - - 0 0 4.4 
Factor 
of merit 
9 
8 
3 
7 
1 
6 
2 
5 
4 
The study indicates clearly that the most efficient way to provide the initial 
magnetic flux is to use a directly coupled battery (case DC-D), and this also happens 
to be the simplest method for very low-energy input. The use of superconducting coils 
brings no significant benefits, when account is taken of the high costs involved, 
although it has been used in an outer space application [49] where its very high-energy 
density storage capability is attractive. 
It is worth noting that the result obtained with a permanent magnet source is in 
good agreement with experimental results reported elsewhere [28], where the total 
72 
3. Inductively coupled flux compression generators - The FLUXAR system 
conservation of magnetic flux of 71.11% is remarkably close to the 71.22% obtained 
using the present 2D model. 
3.5. Case study 
The Section applies the analysis developed in the previous Sections to the 
modelling of a complex but nevertheless successful FLUXAR design [36]. Most of 
the necessary input data was available, as were sufficient experimental results to 
enable the validity of the analysis to be established. The principal data of the design of 
the two identical generators coupled to form the cascade FLUXAR system were: 
- the two generators: 
- a two-section multi-wire solenoid made of 1.4 mm diameter wire 
(over the insulation), wound without any gaps between the turns 
- each section is 80 mm long, 40 mm in diameter and with 56 turns 
arranged in a different series-parallel connection in each of the two 
sections. In the first section, 8 parallel conductors with a pitch of 
10 mm are used, with each conductor forming 7 turns. In the second 
section, 28 parallel conductors with a pitch of 40 mm are used, with 
each conductor forming 2 turns. 
- the coupling coil is a multi-wire single turn solenoid 80 mm long and 47 mm 
in diameter, with 56 turns, 56 parallel conductors with a of pitch of 80 mm are 
used, with each conductor forming 1 turn. 
- the common armature is a 20 mm diameter copper tube with a 1 mm thick 
wall. The end is expanded at a 14 ° angle by an explosive having a detonation 
velocity of 8 mrnlj.ts 
3.5.1. Phase A 
In this phase of the FLUXAR action, a total number of n= 112 equations, given 
by the total number of windings in the first generator, is needed to describe the 
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armature 8-currents, plus one to describe the z-current through the first generator and 
its load. The inductance formula for a helical coil, given by eq (94), applied to a 
helical coil made from two different sections, with each section having the same 
number of turns nhl2=nf2 but a different number prlhci of parallel wires, becomes: 
Eq.l30 
The mutual inductance between the outer coil and the second generator, is given for 
coils with a single constant pitch section by eq (127) In the case of the above coil and 
an outer coil having a single section with no=n/2 windings and a number of prloci 
wires in parallel, becomes 
nonh 1 1 
Mzoc,zhc == L L Moci,hcj (roci 'rhcj' doci,hcj )-1--1-j::J i""' pr oci pr hcj 
where the number of parallel conductors in the sections are: 
no 
prlod = l' 
jno 8 • prJ hoj = no 
2' 
i = l.. no, (outer coil) 
j=l..nh/2 (first section of inner coil) 
j = nh/2 .. nh (second section of inner coil) 
Eq.131 
Eq.132 
Based on the technique developed above for multi-sectional multi-wires coils, 
corresponding formulae apply also for Mzoc,&;, etc. Using this technique and the design 
data, the total calculated initial inductance of 0.91 j!H of the first generator, is 
extremely close to the 0.9 t-tH reported by the generator designers. 
Consideration of the experimental results of the generator design indicated that 
it did not experience either electrical breakdown or 2n-clocking. Based on this, only 
1-D magnetic field diffusion was taken into account when calculating the ohmic 
resistance. As all the windings were made using the same conductor ( 1.4 mm in 
diameter), the proximity effect was approximated throughout by eq (104). The initial 
current at the beginning of phase A was deduced as 37 kA ([36], Fig.2), and was 
assumed to be provided by a capacitor bank. A diagram of the system ([36], Fig.2) 
showed that the first generator had no crowbar, and the inductance of the generator at 
the moment that the armature first touches the coil (t=O) is therefore only about 
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0.6 ~-tH. For the same reason, the 8-currents induced in the armature prior to t=O, for 
example during the capacitor bank discharge, were calculated for the moving rings by 
using time-dependent inductances in eqs (120) and (121). The excellent agreement 
evident in Fig.34 between the calculated and experimental z-circuit current results for 
the first generator (t=O to t=20 !J.S) confirms that no unusual losses are present. 
The same switching technique that was necessary in dealing with the ring 
dynamics in Section 2.2. 7. was again necessary here, and accordingly consideration of 
the ring dynamics ceased at the instant the armature ring radius reached the value 
representing the difference between the helical coil radius (chosen at the centre of its 
conductors) and the conductor radius. Based on all these assumptions, an auxiliary 
program was written to provide the currents induced in the second generator armature 
at the end of phase A. 
The position of the second generator crowbar allows some expansion of the 
armature before the beginning of phase B (t=20 J1S), and increased currents are 
thereby induced in the rings of the expanding armature. The equations describing this 
process are similar to those describing a normal phase A (see Section 3.2.1.) with the 
only difference being that the armature has already expanded before the closure of the 
coil circuit. 
The outer coil covers only one-half of the second generator armature and 
consequently interacts strongly with only one-half of the armature rings. Both this 
effect and the unusual crowbarring contribute to the interesting axial 8-current 
distribution apparent in Fig.35 at the beginning of phase B. 
3.5.2. Phase B 
This phase of the FLUXAR operation again requires 112 equations to describe 
fully the armature 8-currents, mathematically expressed by eq (126), a equation to 
describe the z-(load) current and given by eq (125), together with the additional 
equation (eq (124) with f(t)=O) needed for the outer coil current. The calculations 
ceased when the armature-coil contact point arrived at the end of the helical coil 
(t=42 JlS, see Fig.34). Fig.34 confirms that excellent overall agreement was again 
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Fig.34 Calculated and experimental z-circuit currents for a 
high-efficiency FLUXAR system. Broken vertical lines 
show the end times for generator sections. 
obtained with measured data, although a short negative current predicted at the 
beginning of phase B is not evident in the experimental data. 
Fig.35 presents the calculated 8-currents history for the second armature (phase B) of 
the same FLUXAR system, and reveals clearly dissimilar time histories of the 
8-current distributions that correspond to the two helical sections of the second 
generator in the FLUXAR chain. 
Fig.35 Second generator armature 8-
currents history (phase B only) 
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The distinctive design of the system is developed to ensure a strong magnetic coupling 
between the concentric stator coils, and computer predictions indicate that an opening 
switch in the outer coil circuit, if opened at the optimum time, would almost double 
the final current. Fig.36 compares the predicted output current when a switch 
optimally opens 6.6 1-lS after the first contact between the armature and the helical coil 
of the second stage (t=20 ~ts), with that where no switch is present. This comparison 
highlights again the power of the numerical modelling, by providing information on 
aspects of the system behaviour. 
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Fig.36 Comparison of the calculated results for output 
current when an optimised opening switch is present in the 
outer coil circuit and when is no switch present 
Modelling the complete FLUXAR behaviour, throughout the two operating phases, by 
means of the two main codes and the additional code for the outer coil current, 
required a run time of about 30 mins on a PC-486 computer. 
3.6. Conclusions 
The theoretical model presented in the previous sections has outlined a simple 
yet complete 20 description of a dynamic transformer FLUXAR system. Numerical 
studies have provided valuable data for design optimisation, and have highlighted the 
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design parameters that are significant in the development of the least expensive and/or 
highest efficiency system. 
The model is capable of use with complex geometries arrangements and 
unusual initial conditions. 
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4. Electromagnetic launchers 
Electromagnetic launchers play an important role in a wide variety of research 
topics, ranging from metal forming to fast switching and from meteorite impact 
studies to space related issues. In addition to launcher applications, a single-stage 
induction drive coil may also be used in electrically driven hammers and presses and, 
at lower power levels, for the impulse de-icing of aircraft. 
The functioning of an electromagnetic launcher is based on the induction of 
repulsive magnetic forces between two metallic conductors, when a high current flows 
through one of the conductors and the other is short circuited. This can be explained 
by the electromagnetic induction of a current in the projectile by the current through 
the first conductor, and then by the electromagnetic interaction between these two 
currents. 
The geometry of an electromagnetic launcher can take various forms, with the 
most common probably being the planar cylindrical geometry in which both 
conductors (normally termed the drive coil and the projectile) consist of single-turn 
coils. The conductors are in close proximity, and are separated by a material with 
good insulating properties. The current in the first conductor, designed with as low an 
inductance as possible to ensure a very high pulsed current and a correspondingly high 
magnetic flux, is provided by a capacitor bank. To ensure a high overall efficiency, by 
reducing to a minimum the losses in the switch that connects the capacitor bank to the 
drive coil, the switch is designed to have a low resistance and inductance and a closing 
time of the order of hundreds of nanoseconds. 
For dynamic reasons, the drive coil normally needs to be at least twenty times 
more massive than the projectile and to be supported from below. To reduce the 
ohmic losses it has to have a thickness sufficient to ensure its survival during the time 
required for the projectile to be accelerated. The drive coil and the projectile are, 
typically, ring-shaped plates with the same radial dimensions, to minimise the radial 
component of force and to maximise the axial force acting on the projectile. 
Mathematical considerations of even this apparently simple system are not 
straightforward, as the current distribution in both plates is 3-D. However, a simple 
0-D approach [51], [52] can be adopted if it is assumed that both current distributions 
are concentrated into infinitesimally thin layers at the adjacent conductor surfaces and 
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are uniform over the width of the plates. The 0-D model assumes that the distance 
over which the drive and the projectile currents are strongly coupled (the acceleration 
length) is limited to about 10% of their average diameter [51]. It also assumes that the 
accelerating force and the mutual inductance between the plates are both constant, and 
this value is calculated at a separation distance of one half of the length of the 
acceleration zone (or about 5% of the average coil diameter). Important limitations to 
this simplifying approach of constant force and inductance and of radial deformation 
which cannot be taken into account, demand a new approach capable of overcoming 
them. 
All the limitation of the 0-D approach are successfully overcome when 2-D 
considerations are introduced. By taking advantage of the cylindrical symmetry of the 
system, the 3-D current distribution can be accurately described, using only a 2-D 
approach, by dividing both the drive coil and the projectile into small circular rings 
with a rectangular cross-section. The axial movement of the projectile is determined 
by the gravitational force, by the drag force which retards the movement of the 
projectile through the air and by the axial magnetic forces between all pairs of drive-
projectile rings. It is assumed that no axial deformation occurs during the projectile 
flight, with the radial deformation being calculated from the radial magnetic forces 
between pairs of drive coil/projectile rings and from the internal radial stress in the 
plastic zone of the projectile material (a finite element model including both radial and 
axial deformation is presently under development). Because the drive coil is so much 
more massive than the projectile, its movement (both axial and radial) can be 
neglected. 
The purpose of the present study is to model the properties of a launcher 
system, and to investigate matching these to the parameters of the electrical power 
circuit, to optimise the energy transfer from the capacitor bank into the kinetic energy 
ofthe projectile. 
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4.1. Two dimensional model 
In the analysis of the following sections, the rectangular cross-section of the 
drive coil and the projectile are decomposed respectively into nrxnad and nrxnap 
meshes of small filamentary rings of rectangular cross-sections, as shown in Fig.37. 
Since the radial dimensions of the drive coil and the projectile are the same, it is 
clearly convenient for the number of radial cells also to be the same, although the 
number of axial cells will normally by different. The total number of cells of 
filamentary rings is then nd=nr·nad for the drive coil and np=nr·nap for projectile. 
During operation, the drive coil will be fed (as shown in Fig.37) from a capacitor 
bank, with the filamentary currents in the projectile mirroring those in the drive coil. 
projectile 
rk,rt ---- Ir 
di,dj 
drive coil 
~~o------1 
Fig.37 Filamentary decomposition of 
the launcher system 
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To ensure the highest possible coupling coefficient between the drive coil and 
the projectile, it is necessary for the initial gap between them to be as small as 
possible. It is also necessary for this gap to be filled with very high quality insulation. 
4.1.1. Circuit equations 
The set of equation that describes the electromagnetic launcher system of 
Fig.37 can be expressed in one of the general forms presented earlier in eqs (!)to (3). 
The equivalent electrical circuit from which the current distribution in the launcher 
can be determined is given in Fig.38. 
drive coil projectile 
Fig.38 Equivalent electrical circuit of a launcher system 
The equations that apply for the drive coil and projectile are respectively: 
d(nd ) d("P ) dJdi 
- M . .! . +- M .. I. +L-dt ~ d•,dJ dJ dt ~ d•,pJ PJ ' dt Eq.l33 
=V(t)-(RdJd,+RJJ, i=l..nd 
k = l..np Eq.l34 
where subscripts d and p denote the drive coil and projectile rings, respectively. With 
the exception of the mutual inductance between pairs of drive coil rings Mdi.dj· and the 
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transmission line and capacitor bank inductance Le and resistance Re, all the remaining 
terms in the two equations are time varying. The voltage across the capacitance C is: 
1 l nd 
V(t) = V0 --JI,rd,dt c 0 i=l 
Eq.l35 
where Vo is the initial value of this voltage. The summation under the integral sign 
gives the total circuit current Id, which is the only current that can be measured 
experimentally and compared with theoretical predictions. 
The total number of nd (drive coil rings currents) plus np (projectile rings 
currents) plus 1 (the voltage V(t)) first order differential and integral equations can 
conveniently be solved using the block-Newton iterative method [20], which 
transforms them into a set of algebraic equations. These equations can then be solved 
using a lower-upper (LU) decomposition method [3]. 
4.1.2. Projectile dynamics 
In the model to be described for the axial movement of the projectile, the axial 
magnetic force (i.e. the propulsive force) between the drive coil and projectile is, 
similarly to [73], [74] and [75], time variable, and not constant as in more earlier 
approaches [51] and [52]. However, the axial magnetic forces produced between 
projectile rings will be neglected, which means that no axial deformation of the 
projectile occurs during the acceleration period. The retarding mechanisms that will be 
included in the numerical modelling of the axial movement are the gravitational and 
air drag forces. 
Any radial motion (or deformation) of the projectile will originate from the 
radial magnetic forces arising from the interaction between the drive coil and the 
projectile ring currents, with loss mechanisms provided by the internal radial stress in 
the plastic zone of the projectile material. 
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4.1.2.1. Axial motion equation 
The equation of motion for the axial movement of the projectile is: 
d 2 z 
m-=F -G-F dt2 m D Eq.l36 
where z is the separation between the upper side of the drive coil, considered as the 
reference point position, and the lower side of the projectile, F m is the resultant 
repulsive magnetic force between the two opposite directed currents Id and lp, flowing 
through the drive and projectile coil, respectively, G is the gravitational force exerted 
on the projectile of mass m and F v is the projectile-air drag force. The axial repulsive 
magnetic force is: 
Eq.l37 
where p<z!pi.d}(rpi•rd1,dpi,dJ) is the axial force between the current lpi through the i-th 
filamentary projectile ring of radius rp; and the current IdJ through the j-th filamentary 
drive coil ring of radius rdJ• and is determined by eq (29). The distance dpi,dJ between 
these two filamentary rings is: 
Eq.138 
where hdJ is the distance from the drive coil ring to the upper side of the drive coil and 
hpi is the distance from the projectile ring to the lower side of the projectile. 
In order to include the fluid-dynamic resistance force, that by definition, is 
proportional to the plan projected area of the projectile, it is necessary to introduce the 
drag coefficient, the most important air dynamic resistance coefficient. Thus [54]: 
Eq.l39 
where the air density Pair at STP is 1.225 kg/m3, v is the projectile velocity, S is the 
plan projected area and Cv is the drag coefficient. For Reynold's numbers [54] 
Eq.l40 
in which hp the length (in this case the thickness) of the projectile and Jlair the 
viscosity of the air), that exceed 100 the drag coefficient for disk plates is 1.98 m/s3 
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and has been shown experimentally to remain constant up to the maximum 
experimentally obtained values of velocities equivalent to Rn=I07• It has been 
experimentally demonstrated that, at these values of Reynold' s number, disk plate and 
ring plate projectiles all exhibit the same behaviour, enabling the same drag 
coefficient to be used. 
Introducing eq (139) into eq (136) leads to: 
Eq.l41 
which is a second order time differential equation that can readily be solved 
numerically. 
Fig.39 shows a typical time dependence of the axial magnetic and drag forces 
obtained for a situation to be described later. The peak magnetic force was 6.355 MN, 
and it can be seen that (which cannot be shown on the scale of Fig.39), for a short 
40 1-- -:- - -,.:~··-: 
· · · · · · Axial magnetic force 
. · --Drag force 30 r-- -:-- :-- -·.-,_ ______ .l 
. . . 
10 1-- -~ ~- ---·:- -----------------
' 0 '--- ~-:_---- _·:...~·~- ~·.:.. ___ . .o·.::.:.·~·.o·----
,·· J , t I , 
0 20 40 60 80 lOO 
distance (mm) 
Fig.39 Time dependence of the axial magnetic force and 
drag force 
time, the force is actually negative. The drag force becomes comparable with the 
magnetic force after the projectile reaches the 10 mm z-position, approximately 10% 
of the average ring diameter away from the reference point position. 
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4.1.2.2. Radial motion (deformation) equations 
To analyse fully the deformation of the projectile, it is necessary to consider 
the problem on a magneto-hydrodynamic basis, including the effect of the shock 
wave. Such a rigorous treatment is however extremely tedious and is nonessential in 
the present study, as the energy which is lost by the deformation effect is extremely 
small when compared with the other effects involved. In the following considerations 
it will be assumed therefore that the projectile is incompressible, and the effect of 
shock wave generation will be neglected. Furthermore, it will be assumed that the 
projectile is only deformed uniformly in the radial direction. Under these conditions, 
the motion of the projectile is governed by the Euler equations: 
av, +v dv, +-1_dp =O 
dt ' dr pP dr 
Eq.l42 
Eq.143 
where v, is the velocity of a projectile element of radius r, and Pp and p are 
respectively the projectile density and the pressure on the element considered. 
Eq (143) gives the equation of continuity for a fluid. At the outer and inner radii of the 
projectile eqs (142) and (143) gives [53] (see Appendix): 
dv ,, 1 
--=-
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where r0 , v ro and r;, v ,; are the time dependent outer and inner side radii and velocities 
of the projectile. S(to) is the area of the projectile having initial radii ro(to) and r;(to) 
which, as a consequence of the equation of continuity, is time invariant. 
To determine the difference between the outer side pressure Po and the inner 
side pressure p;, it is necessary to considered the radial stress in the plastic zone of the 
projectile material as being uniformly distributed throughout the volume. The 
resulting pressure equation is then: 
Eq.148 
where a, is the yield stress of tension coefficient with no strain hardening [55], that 
for aluminium is 108 N/m2 and Pr< is the internal resulting magnetic pressure of the 
k-th filamentary ring, given by: 
Eq.149 
in which hpk is the thickness of the filamentary ring (constant in this model), Ji.'!pk,dj is 
the radial magnetic force produced between the current lpk flowing in the k-th ring of 
the projectile and the current Idj in the j-th ring of the drive coil while Ji.'!rk.pi is the 
radial magnetic force between the currents lpk and lp; flowing in the k-th and i-th rings 
of the projectile. 
Eqs (144) to (147) together constitute a highly non-linear and mixed system of 
equations, and their accurate solution requires the adoption of a two time-step 
procedure to replace the common one time-step procedure. The solution provides the 
time variation of both the outer and inner radii and their velocities. At the end of each 
time-step, the new outer and inner radii are used to deterruine the outer and inner radii 
of all the projectile rings, and these are used to calculate all the other electrical and 
mechanical properties of the projectile. 
Fig.40 shows the time dependence of the velocities of the outer and inner sides 
of the projectile (the projectile is compressed towards its centre) for the situation that 
is described later. The inner velocity is the greater, and as a result the projectile width 
will increase although both outer and inner radii are decreasing. 
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Fig.40 Velocities of the inner and outer sides of the 
projectile 
4.1.3. Inductance calculations 
As in previous 2-D models, it will be assumed that the mutual inductances M;,; 
that appear in eqs (133) and (134) with the same subscripts denote the self inductances 
L; (r;,a;,h;) and are given by eq (49). The dimensions of the projectile rings that occurs 
in this equation are of course time variable, and are obtained from the radial equation 
of motion considered above. 
All the mutual inductances can be calculated using eq (32). The assumption of 
a massive drive coil is reflected in the calculation of the mutual inductances of pairs of 
drive coil rings Mdi,dj. in the way such that their dimensions and the distances between 
them are constant with time. The distance between any pair of drive coil rings is 
calculated from their relative positions in the mesh. 
The mutual inductances between pairs of projectile rings are time variable, as 
shown above for the self inductances of the projectile rings. The radial dimensions and 
the distances between pairs of rings are again determined by the radial equations of 
motion, eqs (144) to (147), and their position in mesh. Finally, the mutual inductance 
between pairs of drive coil and projectile rings is time variable, rising from changes of 
both the radial dimension of the projectile ring and the separation between rings. 
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Geometrical information of the two ring system is given by the deformation model for 
radial dimensions of the projectile ring and by the position of the ring in the two 
meshes and the solution of the axial motion eq ( 141) for the distance between the 
rings. 
The total inductances (or "macroscopic" inductances) Ld of the drive coil, Lp of 
the projectile, and L of the entire launcher system are determined using the energy 
definition of eq (97), applied for each macroscopic system in accordance with its 
design details. Based on these "macroscopic" inductances, the coupling coefficient 
M 
between the drive coil and the projectile can be calculated from k, = Jd:, where 
LdLp 
the "macroscopic " mutual inductance between drive coil and projectile is simply 
Md.p=L-Ld-Lp. A typical distance (separation) dependence of the coupling coefficient, 
for the launcher system that is described later, is presented in Fig.4l. This clearly 
shows the complex behaviour of the coupling coefficient with a normal distance 
dependence of type aa with a:2:1, and the superimposed drive coil and projectile 
current influence responsible for the anomalous behaviour. The current influence can 
be explained by two phenomena, with the first related to the current redistribution 
inside each of the drive and ring plates. At the beginning of the operation, when the 
plates are very close, the two current distribution are mainly spread into a very thin 
layer at the adjacent surfaces (strong magnetic coupling) and the "macroscopic" 
inductances are relatively large. At a later stage, when the plates are weii separated 
(weak magnetic coupling), the two current distributions are widely spread throughout 
the thickness of the plates and the "macroscopic" inductances are relatively small. In 
conclusion, the mutual inductance between plates decreases, as expected, with the 
increase of the separation, while the self inductances of the plates are not constant, but 
are distance dependent. In fact, the self and mutual inductances of a system of 
inductively coupled macroscopic conductors are not only geometricaiiy defined (if 
this was the only constraint the problem would be very easy to solve) but their 
definition involves considerations of the current distributions together with the 
geometrical considerations. 
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Fig.41 Separation dependence of the coupling coefficient 
throughout a typical launcher operation 
The second phenomenon, which is responsible for the coupling coefficient falling 
twice to zero, with a short intervening delay, relates to the fact that the drive and 
projectile currents both fall to zero, with only a short time interval (phase swift). Since 
the coupling has no meaning when the current is zero, this alternative presentation of 
the numerical results becomes necessary. To provide a complete understanding of the 
various phenomena, the entire numerical data is shown, despite this last consideration. 
4.1.4 Resistance calculations 
The resistance calculation for a filamentary ring is precisely the same as that 
for the DC resistance R1=Rj(r1,a1,h1, 11i ), eq (52), of a ring of rectangular cross-section, 
where the geometrical parameters ( r1,a1,h1) of the ring are fixed for drive coil rings 
(since they are determined only by their position in the mesh network) but are given 
by the radial deformation model for the projectile rings. Common experimental 
arrangements use a single turn copper drive coil and an aluminium projectile ring, and 
Tables I to 3 contain the relevant data for both of these materials. 
Calculation of the resistivity, density, temperature and resistance for each 
filamentary ring follows the procedure described in Section 1.3.6, since the energy 
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level normally involved in high velocity launchers is sufficient to melt part or even the 
whole projectile. A faster numerical solution can be obtained using a simplified 
electrical resistivity model, eq (64), without the density determination procedure, and 
has been found to give results in very good agreement with those when a more 
complex model eq (53) is used. 
The temperature of a filamentary ring Ti=T;(cv.i.l5Qi.fYi) is given by eq (66), 
where fYi is the ring temperature at the end of the previous time-step in a numerical 
solution, 8Qi is the Joule heat dissipation, given by eq (65) and Cv-i is the specific heat 
given by eq (67). 
It should be noted that the set of equations (65), (62), (66) and (64) involved in 
the procedure for determining the changing resistance of each filamentary ring are 
non-linear, as eq (65) for the Joule heat dissipation: 
iJQ = Rl 2 
at 
contains on its the right-hand side the resistance and the square of the current in the 
ring, eq (62) for the conductor density 
3 2 0 a3pd +azpd +alpd +ao -p= 
contains the cube of the density and also eq ( 66) for the heat transfer 
mc,iJT=iJQ 
and eq (64) for the electrical resistivity 
l+~h·c,·tc l1 = -'---"------'---"-
are exponentially temperature dependent, due to the specific heat given by eq (67): 
[
exp( -5 + D1 (ln(T)- D2 )- D 3 (1n(T)- nz)'); 
cv(T) = 
D 4 exp(D,T); 
In order to obtain an accurate numerical solution for the above set of highly 
non-linear equations, it is necessary to solve first the whole set of equations using the 
previous time-step values for all the parameters. This solution then generates a quasi-
solution for the highly non-linear terms and, together with the previous value used in 
the linear terms, ensure a more accurate final solution. 
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The numerical model predicts that the peaks of the two temperature 
distributions are reached in the filamentary rings located at the inner side and facing 
the projectile, for the drive coil distribution, and at the inner side and facing the drive 
coil, for the projectile distribution. An example of the time evolution of these peak 
temperatures is given in Fig.42, for the situation discussed later. Both the drive coil 
and the projectile were initially at the room temperature of 20° C. 
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Fig.42 Time evolution of the peak temperature in drive 
coil and projectile 
The temperature distribution at the maximum drive coil current, for both drive coil 
and projectile, is given in Fig.43 (not to scale - see also Fig.37 for the cross sectional 
details). It is evident that the maximum temperature is achieved at the upper face of 
the drive coil and the lower face of the projectile, and in the radial direction the 
maximum temperature occurs at the inner face of both the projectile and the drive coil. 
4.2. Typical results 
An extensive experimental and theoretical investigation was made into the 
performance of a launcher having the following dimensions and circuit parameters: 
-outer radius r0 =100 mm 
-inner radius r;=90 mm 
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Fig.43 Temperature distribution of the 
projectile and drive coil 
-copper drive coil of thickness hd=3.00 mm 
- aluminium projectile of thickness hp=0.52 mm 
- projectile mass m=8.1723 g (obtained experimentally, as the density of 
aluminium depends on the manufacturing technology) 
-bank capacitance C=56.64 11F 
- circuit inductance Lc=l0.5 nH 
- initial circuit resistance Rc=2.5 mQ, dynamically obtained and taking into 
account the variable skin depth of the transmission line 
-initial capacitor voltage Vo=28.8 kV 
- initial drive coil/projectile separation zo=0.2 mm (measured from the upper 
face of the drive coil to the lower face of the projectile) 
The resulting values of self inductances of the drive coil and the projectile 
were calculated as Ld=0.440 11H and Lp=0.455 11H, and the initial mutual inductance 
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between them as Md.p=0.427 )lH. The initial coefficient of coupling was therefore 
kc=0.9548. 
The dimensions of the drive coil and the projectile were chosen to maximise 
the energy transfer from the initial electrostatic energy into kinetic energy, for a given 
set of circuit parameters and initial conditions. Practical restrictions were however 
imposed by materials availability, by the cost of an experiment using special 
materials, by mechanical problems (i.e. the projectile cannot be infinitely thin), and by 
the electrical and physical properties of the insulating materials used. 
Fig.44 (not to scale) shows a typical current distribution for both the drive coil 
and the projectile, at the maximum of the drive coil current (see Fig.37 for the cross 
sectional details). The axial distribution shows that the current is located mainly on the 
upper side of the drive coil, whereas in the projectile it is shifted from the lower side 
towards the upper side by heating (see the temperature distribution of Fig.43) and by 
the zero current derivative at the instant of a current peak. The radial distribution has 
Fig.44 Current distribution for drive 
coil and projectile 
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its maximum value located at the inner radius of both the drive coil and the projectile, 
and the skin effect is clearly evident in the current distribution in the drive coil. 
Fig.45 present a comparison between the measured [56] and predicted time 
variation of the drive current. The small differences that exist can be explained by the 
small variations in the transmission line inductance that are inevitable during the 
course of the experiment. 
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Fig.45 Time variation of experimental and predicted drive current 
Fig.46 compares the derivatives of the measured and predicted currents. Good 
agreement is again evident, even during the very early stages when the projectile is 
accelerating rapidly and when the most of the energy transfer occurs. 
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Fig.46 Time variation of the derivative of 
experimental and theoretical drive current 
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Another very important feature of the launcher performance is the initial value 
of the current derivative 
di' I = _v---'o'--
dt t=O L, +L, 
Eq.l50 
that depends mainly on the initial voltage and the initial self and mutual inductances 
of the launcher system (see eq (133)). Since this mutual inductance depends on the 
initial drive coil-projectile separation, so to does the initial value of the current 
derivative. The separation is extremely difficult to measure accurately, and any small 
measurement error will account for the small initial errors evident in Fig.46. 
Fig.47 shows how the initial current derivative is affected by the initial separation. A 
very small variation of only 0.1 mm in the separation will cause a change of more than 
I 0% in the corresponding initial value of the current derivative. Because of this 
extreme sensitivity, the initial derivative is an important criteria in any comparison 
between measured and theoretical data, and it imposes a requirement for high 
accuracy in the design and manufacture of the experimental launcher and in the 
measurement techniques used. 
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Fig.47 Initial current derivative at different initial separations 
An overall comparison between predicted and measured results was obtained 
from the final velocity of the projectile. Velocity measurements were based on the 
measurement of the time between the projectile passing through two laser beams, and 
the result obtained lead to the experimental displacement points superimposed on the 
distance/time predictions of Fig.48. The theoretical velocity of v,h=l.653 km/s that 
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was determined from the positions of the two laser beams, similar to the experimental 
velocity determination, agrees well with the experimental value of Vex=1.613 kmls and 
implies an overall energy efficiency of 48.8% compared with 47.7%. 
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The variation with distance of the percentage of the initial electrostatic energy 
converted into kinetic energy is shown in Fig.49, together with the effects of the 
temporary attractive magnetic force and of the drag force. The theoretical model 
predicts two peaks, with an absolute maximum efficiency of 49.64% (compared with 
the average efficiency of 48.8% determined using the laser arrangement) indicating 
that the laser beams were inappropriately positioned. In time, the drag force becomes 
larger than the repulsive electromagnetic force (see Fig.39), and starts to reduce the 
projectile velocity when the separation exceeds about 40 mm. This shows the 
importance of the positioning of the laser beam assembly, and both the actual and the 
most appropriate positions are indicated in Fig.49. As a conclusion to these 
considerations a new laser beam set-up positioning is proposed, with the lasers moved 
close to the 30-40 mm region in which the absolute maximum value of the kinetic 
energy occurs. The arrows in Fig.49 indicate the actual laser beams positions. 
A particularly useful feature of the model is that it can be used to examine the 
energy balance in the various parts of the launcher as a function of time. During a 
launch, the initial energy (in this case 23.48 kJ) is divided between: 
- capacitive energy stored in capacitor bank 
-inductive energy in 
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- the coil/projectile system 
- the transmission line 
- ohmic losses in 
- the projectile 
- the drive coil 
- the circuit 
- projectile kinetic energy 
- projectile deformation energy 
- drag force loss 
The time dependence of the relative values of the most significant of these is 
plotted in Fig.50, with the energy balance at the moment of the velocity measurement 
being given is in Fig.51. 
In presenting these results in Fig.51, the oscillating capacitive and inductive 
energies are represented together, since they resonantly interchange energy. Fig.Sl 
clearly reveals that the most important loss mechanism, accounting for 19.34% of the 
initial energy, arises in the ohmic energy dissipated in the projectile ring coil, and a 
decrease in this will be reflected in an increase of the kinetic energy of the projectile. 
The use of a projectile made from gold or with a layered structure of different 
materials (metallic/non-metallic) could both be considered for this purpose, but both 
would be expensive. Cryogenic cooling (reducing also the ohmic losses in the drive 
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coil) is also a possibility, and predictions for a system cooled to -60° C for the drive 
coil and -40° C for the projectile gave an efficiency increased to 51.4% for an initial 
separation of0.3 mm. If the drive coil temperature is lowered to -l90°C, the projectile 
temperature to-130° C and the initial separation to 0.2 mm, and the initial voltage is 
raised to 32 kV, then the velocity predicted to be measured using lasers mounted at 
13 mm and 35 mm from the drive coil could rise to 2.048 km/s and the kinetic energy 
to 59.14%. 
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Fig.51 Energy balance of the launcher system at the 
moment of the velocity measurement 
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4.3. Two case studies 
The numerical code described in the previous sections of the thesis was used to 
model a high efficiency launcher with a 0.7 g projectile [57], for which the measured 
velocity of 4.0 km/s corresponded to a kinetic energy of 5.6 kJ and an efficiency of 
39%. The velocity measurement system consisted of a single metallic breakwire 
situated about 40 mm above the launch coil, with the velocity being calculated from 
the measured time of flight and a simple model for the motion of the projectile. The 
model considered two accelerations regimes: the first consisting of a uniform 
acceleration from rest to terminal velocity over a length path of 10% of the projectile 
diameter (approximately 4 mm), and the second of a constant velocity up to the 
breakwire position. Applying the same considerations to the theoretical data obtained 
from the numerical modelling of the same experiment, gave a velocity of 4.120 km/s. 
The numerical modelling indicates for this launching case a maximum velocity of 
4.354 km/s and an instantaneous velocity at the measurement point of 3.841 km/s. The 
predicted velocity is clearly in very good agreement with the experimentally measured 
velocity. 
An example of a low efficiency ultra-high velocity electromagnetic launcher 
[58] was also studied. The reported velocity of the 2.13 g projectile was 3.0 km/s, 
corresponding to an efficiency of 13%. Numerical modelling predicted a velocity of 
2.96 km/s (an efficiency of 12.69%) and a maximum drive coil temperature of 
5100°C. Although this appears to be an extremely high figure, it is given credence by 
the reported explosion of the drive coil that occurred after the acceleration time. The 
predicted results also confirm the authors supposition that the explosion played no role 
in the projectile acceleration, which was said to all be due to electromagnetic effects. 
The numerical predictions also indicated that projectile temperature reached a 
maximum of 1800° C, indicating that a thin surface layer had already melted. 
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4.4. Conclusions 
The model described in this Section provides considerable information into 
both the dynamic and electromagnetic characteristics of the type of launcher system 
investigated. The numerical program that was developed has been a valuable tool in 
the design of the system parameters and in setting-up the position of the velocity 
measurement. 
Results from previous experimental investigations have demonstrated the 
accuracy of the theoretical predictions, and have thus confirmed the validity of the 
model. The possibility of achieving a high launcher efficiency has been demonstrated. 
If desired, a map of both the axial and the radial magnetic field distributions can easily 
be obtained, using the procedure presented in Section 2.2.3. together with eq (98) for 
the magnetic field calculation. 
Further developments to the model could include 
-a procedure for automatically determining (within given external constraints) 
the geometrical system properties that best match the circuit parameters 
- the inclusion of complete radial and axial deformation calculations of the 
projectile, using a finite element method 
- a study of layered projectiles, possibly with a metallic base layer carrying a 
non-metallic payload 
- a comparative study of the theoretical data provided by the 2-D model with 
that of the existing 0-D models, and based on this the development of a simple, 
accurate and very fast 0-D model for basic needs 
- an examination of the radial and axial movement of the drive coil 
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Optical-Fibre Techniques Applied in Pulsed Power 
Experimentation 
5. Optical fibre basic techniques 
As a consequence of many recent developments in the techniques associated 
with the application of optical fibres, the impact of this comparatively recent 
technology is now widespread. The important advantages that have arisen can be 
summarised as 
- geometric versatility, i.e. an optical fibre sensor can be configured for use in 
very small and remote environments 
- a common technology base, from which devices to sense perturbations in 
numerous different physical quantities can be developed. To date, these quantities 
have included electric and magnetic fields, temperature, pressure, acceleration, 
acoustic waves, gyro and displacement effects, fluid level, torque, photo-acoustic and 
strain effects etc. 
- the presence of a dielectric medium, enabling measurements to be made in 
high voltage, electrically noisy, high temperature, corrosive and other stressing effects 
of the environment, and compatibility with optical fibre telemetry technology. 
Typically, optical fibres can support a wider transmission band 
(0.1-1000 GHz) with a low transmission loss per unit length (0.15-5 dB/km) and are 
impervious to electromagnetic interference and electrical noise. Progress in 
demonstrating these advantages has been substantial in recent years, and more than 
sixty different sensors have been developed. 
The large number of existing devices can conveniently be categorised into 
amplitude and phase (interferometric) sensors. In the former case, the physical 
perturbation interacts with the device attached to the fibre, or even with the fibre itself, 
to modulate directly the intensity of the light being transmitted. The resulting sensor is 
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relatively simple to construct and it is compatible with multimode fibre technology. 
On the other hand, the advantage of a phase type sensor is that its sensitivity is much 
greater (orders of magnitude) than that of other existing technologies. Thus room 
temperature magnetic sensors (using the fibre itself as the sensor), have detection 
sensitivities at least comparable with those using cryogenic technology which operate 
at between 4 and 10 degrees Kelvin. Nevertheless, although progress has been rapid, 
and many different types of sensors have been demonstrated, the technology is 
nowhere near fully developed or exploited. The major practical problems that remain 
are related to induced noise and to the detection process. 
The considerations in this thesis are concerned with certain amplitude sensors 
that were developed. Quantities such as electric field intensity, magnetic flux density 
and displacement were all to be measured, and in addition to its inherent simplicity 
and the ready accessibility of the necessary optical components, the versatility of the 
fibre-optical system that was developed allowed it to be used for all three 
measurements. With optical fibres used as wavelight guides to and from the detection 
area, any interaction between the optical fibres and the phenomenon being 
investigated is minimised. The requirements of the measurement system are perfectly 
suited to the use of a multimode fibre, and led naturally to the use of a system based 
on this type of fibre. Although a single mode fibre could also have been used, very 
high precision mechanical and optical alignments would have been necessary to 
position the optical fibre and its fast polarisation axis at a precisely controlled angle. 
The considerations of the following sections are primarily relevant to 
multimode system. 
5.1. Optical fibre parameters 
An optical fibre is a dielectric waveguide, designed to carry lightwaves along 
its length. For easy fabrication and implementation, they are normally made by 
drawing preformed silica into fibres of circular cross section. 
In general, an optical fibre consists of a cylindrical core with a refractive index 
of n1o surrounded by a cladding with an index of n2, with n1>n2. If both n1 and n2 are 
uniform across their cross sections, the fibre is known as a step-index (SI), and, if n1 
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varies with the core radius, as a graded-index fibre (GI). In addition, if the core 
diameter is less than about 10 f.!m, the fibre is a single mode (SMF) and can support 
only one mode of light propagation, albeit in two mutually orthogonal polarisation 
axes. The refractive index profile of the core will normally be of the step-index type. 
If the core diameter exceeds about 10 f.!m, the fibre is usually a multimode fibre 
(MMF), with either a step-index or a graded-index core profile. In a graded-index 
MMF, the core index profile is designed to vary with the radius, to meet the 
requirement for minimum modal dispersion. A lossy plastic coating and a thick jacket 
usually surround the cladding to prevent damage and to increase the strength of the 
fibre. It is important to note that, according to the light transmission electromagnetic 
theory [59] or the geometric optical theory [60], the lightwaves can be confined to a 
core of the fibre only if n1>nz and the light source enters the fibre end at an angle 
close to the axis. As with other transmission media, optical fibres suffer from power 
loss and signal dispersion when a signal propagates along the fibre length. 
A number of parameters [61] are commonly used when describing optical 
fibres. The first of these Ll is a measure of the relative difference between the 
refractive indexes of the core and the cladding (n1 and n2 respectively), and is given by 
Eq.l51 
and typically, Ll=0.002 for SMF and Ll=0.02 for a MMF. A second parameter is 
defined as 
Eq.l52 
where In is the normalised frequency of the fibre, 2a is the diameter of its core and)., is 
the free-space wavelength of the light source. Taking from geometric optics the 
numerical aperture, given by NA = n, J2ii, the key parameter In becomes 
Eq.l53 
with which the different types of fibre core can be scientifically defined. For In <2.405 
the fibre can support only one mode and is classified as SMF, whereas multimode 
fibres have values of In >2.405 and can support many modes simultaneously. The 
number 2.405 is the first zero Bessel function Jo(x)=O at x=2.405, that appears in the 
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solution of wave equation for the fundamental mode in a cylindrical light guide. The 
wavelength corresponding to this fn value is known as the cut-off wavelength 'Ac of the 
light guide, above which higher modes cannot propagate. 
A detailed classification of the most commonly used SMFs is presented in [62] 
and [63], while a classification [62] of MMFs, the main interest here, lists mainly the 
step-index type and the graded-index type. The profile expression of the graded index 
MMF is given by the radius dependence r of the core index [62] 
( r)P' n(r)=n 1 1-2t.-;;- Eq.154 
with O<r<a and where n1 is the core index for r=O (i.e. at the centre of the core) and 
pi is the power index. The power index is usually chosen to reduce the effect of 
intermodal dispersion, that appears in step-index MMF, yielding a wider bandwidth. 
The intermodal effect appears when many modes propagate along a fibre, carrying the 
same signal but at slightly different group velocities, and interfere with each other at 
the receiving end. The quality of the transmission deteriorates as the fibre length 
increases, limiting the use of step-index MMF. 
The greater diameter of a MMF facilitates both the launching of light and the 
splicing of similar fibres. Additionally, MMFs can be excited by light-emitting diodes, 
while SMFs must be excited by lasers. The coupling efficiency Ylc of the light source 
to a MMF can be defined as 
11, = 
source power into fiber 
source power 
(NA) 2 
2 1+-
pi 
Eq.155 
so that a MMF with a larger NA therefore couples more efficiently to a light source. 
The disadvantages of MMFs are the increased fibre losses, due primarily to 
higher doping, more complex joint and coupling problems, and higher dispersion and 
lower bandwidth. Geometric perturbations of fibre dimensions, such as the core 
geometry variation, imperfection and nonuniformity may affect the final 
characteristics ofthe fibre. 
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5.2. Fibre optic measurement system 
The main method adopted to measure the perturbations of any of the quantities 
involved in the present investigations is based on an external modulation of the light 
transmitted along a fibre optic cable, by an amount that depends on the perturbation of 
the particular quantity being measured. It follows from this that the role of the fibre 
optic measurement system is to transmit and to receive (externally) modulated light. 
Fig. 52 is a block diagram of such a system developed for use in the present research. 
- the light source - power source 
- driver board 
-laser 
- the light guide lines - transmission line - fibre coupling (FC/FC) 
- 30 m & lm optical fibres 
-collimator (GRIN lens) 
-receiving line -collimator (GRIN lens) 
- I m & 30 m optical fibres 
- fibre coupling (FC/FC) 
- the light detector - PIN diode 
-amplifier 
- power source 
The laser diode in Fig.52 is fed by a driver board that controls the diode 
current. The board also allows the diode current to be adjusted and monitored, features 
that are extremely important when it is desired to control the light output that is to be 
delivered. The level of the light power is chosen according to the measurement 
requirements, especially in relation to the external light modulation, the attenuation in 
the light guides, the fibre coupling attenuation and the optical losses of the collimator. 
The sensitivity of the light detection and measurement chain (PIN diode, amplifier and 
oscilloscope), will also require a certain light power to be launched through the optical 
fibre. Use of a battery to power the drive board will ensure that the laser output is free 
of electromagnetic noise. 
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Selection of the wavelength of the laser depends on the optical requirements 
and constraints of the external modulation system, as well as on the characteristics of 
the optical fibre silica dispersion windows. It has been shown [61] that, for fibres 
operating in the range of the 1.3-1.55 J.lm dispersion window, the losses are between 9 
and 18% of the losses for fibres operating in the 0.8-0.9 J.lm dispersion window. Other 
constraints may include the bandwidth and the signal-to-noise ratio that are required. 
A number of different semiconductor laser diodes were used in the experimental 
system, but most results were obtained using either a 5 mW/ 670 nm diode or a 
40 mW/830 nm diode. 
In Fig.52, the connection between optical components is through a FC-FC 
(Fibre Coupler) standard connector, which is a demountable device used to connect 
and disconnect fibres whenever this is necessary. The operational requirements are 
stringent, and in addition to a low insertion loss, a FC connector must be simple to 
mount. It should be interchangeable with other connectors, the insertion loss should 
not change after many connections and disconnections, and if several connectors are 
used the cross-talk should be low. The coupling loss should be independent of both 
the temperature and the rotation angle of the fibre connected. Overall, this type of 
connector, which has no lenses, can provide generally good optical and mechanical 
coupling. 
Most optical fibres used in the present research were graded index MMFs, 
having a core diameter of 62.5 J.lm and a length of 30 m. The end of the fibre remote 
from the laser diode was coupled to a 1 m length 100 J.lm diameter graded index MMF 
by a FC connector, with a GRIN (graded index) focusing lens at the other end. This 
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two-fibre system allows in situ preliminary measurements, with fast assembly and 
positioning, and provides a ready adaptability to many different measurements. 
Almost without exception, optical measurements demand a parallel collimated 
light beam. However, the light emerging from the fibre is highly divergent, since the 
difference between the core refractive index and the air index is significant. This 
makes it impossible to use the emerging light without a collimating system, which 
could be simply a focusing type lens. The collimating system can restrict the optical 
access of the fibre to small regions (up to 20 mm) because of its dimensions. 
However, the manufacturers normally provide a adjusting system for positioning with 
high accuracy the collimating systems, which is of a great importance for the overall 
performances of the fibre optic measurement system. 
Another widely used system for light collimating uses a GRIN lens collimator, 
which has the index profile specially designed to make the optical transition between 
the refractive indices of the optical fibre and of the air. A single rod cut from gradient-
index fused silica [64] can be equivalent to a conventional lens, as the source image-
forming ray path is a cone defined by the cone angle. The functioning regime and 
accordingly the type of practical application of the GRIN-rod is determined mainly by 
the length of the rod, that together with the light wavelength, determines the focal 
length and the pitch, and by the position of the source image relative to the focal point 
of the GRIN-rod. Using a quarter-pitch GRIN-rod (see Fig.53) with the source in the 
focal point of the GRIN lens, enables an expanded and collimated beam to be obtain. 
It should be emphasised that the effect of a GRIN lens is only obtained at a certain 
light wavelength for which it is designed and it does not appear at other light 
wavelength. 
GRIN-ROD 
FOCUS 
EXPANDED 
and 
COLLIMATED 
BEAM 
Fig.53 Quarter-pitch GRIN lens used 
as light beam collimating system 
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The positioning and mounting of the optical fibre in the focal point of the 
GRIN-rod are extremely delicate procedures, and a manufactured item (GRIN rod 
coupled with a I m/ 100 flm fibre) was the preferred solution. The GRIN-rod of this 
system, provides a 2 mm diameter light beam with an angular divergence of 0.5 
degrees. The GRIN end of the 1m fibre was directed through the optical modulator by 
a two axis adjustment optical mount system. 
The light beam emerging from the modulator is guided through the light 
detector (PIN diode) by an identical light guide system (GRIN lens- 1rn/ 100 fliD fibre 
- FC-FC- 30 m/ 62.5 I-liD fibre - FC). The end of the 30 m optical fibre delivers the 
light beam to the PIN photodiode, coupled using the same type of FC-FC system. An 
amplifier processes the electrical signal from the PIN diode and delivers an amplified 
signal to the oscilloscope. 
The wavelength of maximum sensitivity of the detector requires to be matched 
to the wavelength of the laser. Selection of the PIN diode must take into account all 
the important parameters, such as active area diameter, sensitivity, large bandwidth, 
responsivity, dark current, long and short wavelength cut-off, with the equivalent 
requirements being imposed on the amplifier characteristics. 
The Tektronix (P6701A for 850 nm and P6703 for l300 nm) opto-electronic 
(0/E) converters provide a convenient solution to all the above problems, for both PIN 
diode and amplifier. The 0/E Tektronix converter system includes a FC connector, a 
PIN diode, a high performance integrated amplifier and a dedicated power source 
which also includes a controller of the output signal offset. The overall performance of 
such a system includes a precise sensitivity calibration of 1 m W/ 1 V, a bandwidth of 
DC to 700 MHz and the facility of up to 1 V offset manually adjusted offset of the 
output signal. 
5.3. System performance 
The optical fibre measurement system described in the previous section 
contains most of the features necessary to provide both the bandwidth and the 
protection needed against the electromagnetic interference. Nevertheless, experiments 
under extremely noisy electromagnetic conditions, with the light source and light 
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detector shielded by Faraday cages, still showed a small presence of electromagnetic 
noise, which was attributed mainly to the laser diode driving board. 
The overall time response of the system was determined mainly by the 
performance of the 0/E Tektronix converter, as its 700 MHz bandwidth is far below 
from the I 00 GHz cut-off frequency of the optical fibre. 
The transmission loss of the light was within normal limits inside the optical 
fibres, but at the end of the system, the 0/E converter received only a maximum of 2% 
from the light intensity launched into the system by the laser diode. This low figure is 
explained by the inadequate quality of the fibres ends, the FC connectors and the 
coupling to the external modulator. 
A well known effect when bending optical fibre, common to almost all types 
of optical fibre [62], is that if a fibre is manipulated or bent, the light intensity level 
stabilises only after an internal stress equilibrium occurs. The imperfect index profile 
of the fibre core and any geometric changes in the fibre dimensions, such as core 
geometry variation, together with nonuniformities and imperfections along the fibre, 
may affect the final characteristics. 
The FC connectors of the fibre contribute to the general loss mechanisms due 
to misalignment (as a transverse offset), angular misalignment, end separation and 
nonsmooth end surfaces. The most critical part of the fibre is at the junction between 
the fibre core end and the FC connector, where frequent FC connector plug 
unscrewing occurs. All these effects lead to both a low light intensity level and an 
increase in the noise level. The behaviour of the FC connectors necessitates 
preliminary testing of the optical fibre coupling, to determine the best connection 
scheme between the optical components and the fibre ends. Similar misalignment 
problems arise with the optical connections between the GRIN rod and the external 
modulator, although the two axis adjustment optical mount system that couples the 
GRIN lens to the sensing element can reduce these unwanted effects. It has however 
been observed that the effects tend to stabilise after many connections and 
disconnections, and the general systems characteristics will remain unchanged. 
At the present stage of development of the optical measurement system, 
absolute light intensity measurements are difficult to obtain, but relative intensity 
measurements (using the dark and full light intensity levels) are perfectly possible and 
are currently in use. Calibration of the system is based on these two light intensity 
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levels, with the full light level obtained from the pre-trigger light level during the 
experiment. 
The signal-noise ratio of the system is affected by the noise level in the laser 
diode, by the optical coupling losses and by the intrinsic noise of the 0/E converter, 
and on an important scale by the internal noise of the external transducer. A large 
number of experiments confirmed that the signal- noise ratio increases with the quality 
of the optical alignment of the parts in the system, and in order to increase it further, 
the laser diode needs to be operated only when it stabilises thermally. 
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6. Electro-optic (Pockels) transducers for high pulsed-voltage 
measurements 
Modern pulsed-power techniques are frequently encountered in areas such as 
the generation of bursts of high energy x-rays, high flux neutron generators, intense 
particle beam accelerators, etc., where for special application or for proof of principle 
experiments, explosive flux compression generators are used to provide a high-energy, 
high-current source. The instrumentation required in performing and optimising these 
applications includes the accurate and reliable measurement of transient voltages that 
may rise to several megavolts in a few nanoseconds. 
The level of electromagnetic noise inevitably created in these applications 
means that schemes using conventional voltage dividers [65] cannot readily be used, 
as problems associated with ground loops at the remote and inaccessible sites, where 
much of the experimental work is undertaken, and the provision of adequate shielding 
of the necessary low-voltage signals both present major practical difficulties. 
Modem experimentation involves increasingly fast and high transient voltages, 
and voltage dividers to measure these voltages have to achieve a response time of the 
order of nanoseconds to provide accurate experimental data. Many conventional 
techniques are unable to respond accurately to these rapid changes, whilst their 
increased dimensions, imposed by the need to avoid internal electrical breakdown, 
seriously restrict their range of application. 
One convenient and effective method of overcoming these problems is by the 
use of optically based instrumentation, with fibre used as the optical signal carrier. 
The light intensity is modulated by the electrical field developed by the high-voltage 
source, and the modulated signal transmitted through the optical fibres is detected by 
an 0/E converter placed at the remote end of the fibre. 
Modulation of the light intensity is achieved in' an crystal with electro-optical 
properties, in which an applied electric field induces variations in the electrical 
polarisability of the crystal that is reflected in a change in the refractive indexes of the 
crystal. A light beam passing through the crystal will be polarisation-modulated, if it 
is properly oriented with respect to the light beam direction and polarisation. 
112 
6. Electro-optic IPockels) transducers 
Work in this area has been reviewed and evaluated by Kaminow and Turner 
[66]. In the following sections an introductory theory of the electro-optic effect is 
presented, and transducers that were developed for use in the present investigations 
are described in detail. Experimental results provided by these devices are also given. 
6.1. Electro-optic effect in crystals 
If an electric field applied to an optical crystal results in a change of its 
refractive indexes, this is generally referred to as an electro-optic effect. The equation 
that describes this effect is [66]: 
Eq.156 
where aij and f3ij are respectively the coefficients of the linear and quadratic field 
effects, and i and j are reduced tensor indexes that change in a complex manner with 
the optical orientation of the crystal. 
The linear field effect, described by the aiiE i term in eq (156), is called the 
Pockels effect, and the quadratic field-effect, ~iiEf term in eq (156), is called the Kerr 
effect. Both can be used to modulate optical transmission, although for optical fibre 
transmission the linear Pockels effect is more suitable. To ensure that only the linear 
effect is present, it is possible to select a crystal for which f3ij =0. 
To simplify the present analysis of the electro-optic linear effect, this will not 
be made in a general case but for the particular case of a lithium niobate (LiNb03) 
crystal which is often used as an active electro-optic media. For polarised light waves, 
this crystal does not display isotropic properties, as does an isotropic media, in which 
the light propagation velocity is the same for all directions of light propagation. In non 
isotropic media, such as a LiNb03 crystal, the light propagation velocity depends on 
the propagation direction, presenting two different crystalline directions of a 
maximum (along the fast or ordinary direction) and a minimum (along the slow or 
extraordinary direction) velocity for a wave polarised along these direction. The phase 
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shift between the components of the light wave polarised along these two directions 
(natural birefringence) is given by: 
Eq.157 
where no and ne are the refractive indexes for the ordinary and extraordinary direction 
respectively, A. is the wavelength of the light and lcr is the crystal length. In the 
absence of any electric field, the equation that describe the directional dependence of 
the refractive indexes for a linear polarised light propagating in the medium 
considered is, in the general case, the 3-D equation of an ellipsoid (refractive indexes 
ellipsoid) given by [66]: 
( _J )
2 
•X. ·X.= J 
0 ' J 
nij 
Eq.158 
where X; denotes one of the orthogonal co-ordinates and n ~ are the components of the 
refractive index tensor in the absence of the electrical field. When written in Voight 
notation [67], this tensor is: 
-2 
no 
-2 
no 
(n1~ r -2 = n. 0 Eq.159 
0 
0 
The presence of an electrical field causes a change in the index tensor, which for the 
linear (Pockels) effect can be introduced by : 
Eq.160 
The number of nonzero coefficients aij of the linear field effect tensor is determined 
by the symmetrical properties of the crystal, and these are determined directly by the 
symmetry group to which the crystal belongs. For the crystallographic space group 
R3c (point group 3m) to which the lithium niobate crystal belongs [68], the linear 
coefficient tensor is: 
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Eq.161 
with the value of the coefficients for LiNb03 crystals being given in [68]. On 
replacing eqs (159) and (161) in eq (160), the new refractive indexes tensor in the 
presence of an electric field becomes: 
-2 
n, 
-2 
no 0 -a,, a\3 
-2 
n, 
-2 
no 0 a,, a,J 
-2 -2 0 0 a33 nJ 
= 
n, 
+ 
-2 0 0 a., 0 n. 
-2 
ns 0 a., 0 0 
-2 
n. 0 -a,, 0 0 
and after performing the matrix multiplication: 
-2 n, 
-2 
n, 
-2 
nJ 
-2 
n. 
-2 
ns 
-2 
n. 
= 
n~2 -a 22 E2 + 0: 13E3 
n~2 +a 22 E 2 +a 13 E3 
-z E n, +a33 3 
a 42 E 2 
a 42 E 1 
-a 22 E 1 
[~:J Eq.l62 
Eq.l63 
Using the tensor of eq (163) determined by the presence of an electric field, the 
indexes ellipsoid of eq (158) becomes: 
[(n
1
o r -a,E, +a13E3 }; +[(n1o r +a,E, +a 13 E3 }; + 
+[( n1, r +0: 33 E3 }i +2a42 E 2x 2x3 +2a42 E1x3x 1 -2a22 E1x 1x 2 =l Eq.l64 
When an electric field is applied in the x1 direction (see Fig.55), E =(E,O,O), and it can 
be shown that: 
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Eq.165 
When light propagates in the X3 direction, the electric flux density vector D1 of the 
light, that gives the light polarisation direction, oscillates in the x10x2 plane. Hence 
D1 =(D~o D2, 0), and if the light is circular polarised i.e. D1=D2, eq (165) of the 
indexes ellipsoid becomes: 
Eq.l66 
It will be noted that, for this particular arrangement, which is the most commonly 
employed in practice, the contribution of the natural birefringence of the crystal 
vanishes. This simplifies the signal processing, and eliminates the complex optical 
systems otherwise required to compensate for it. 
By a suitable co-ordinate transformation (a n/4 rotation of the co-ordinate 
axis), the mixed term x 1x2 vanishes, leaving: 
Eq.l67 
where x'1 and x'2 are new (rotated) co-ordinates. The new ordinary and extraordinary 
indexes, n'1 and n'2 respectively, can be deduced from eq (167) as: 
Eq.168 
when the higher order terms of the expanded series are neglected. The corresponding 
phase shift induced by the electric field can be deduced from eq (157) as: 
Eq.l69 
where d is the crystal dimension along the XI direction and V is the voltage applied 
across the crystal in the XI direction. The light emerging from the modulator crystal is 
elliptically polarised and is analysed by a polariser, while the intensity of the light 
emerging the polariser im is given by the Malus law as: 
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Eq.l70 
where io is initial light intensity and rpo is the relative angular position of the polariser, 
either normal or parallel to the Ox1 axis (i.e. n/2 or 0 respectively). An important 
parameter often introduced is the characteristic voltage Vm, called the half-wave 
voltage. This is the voltage to be applied to obtain a maximum light transmission 
im=i0, and therefore to generate a phase shift of 180°. It can be deduced from eq (169) 
as: 
Eq.l71 
An example of the value of this characteristic voltage can be obtained by 
substituting in eq ( 171) the parameters for a Pockels cell used in the present research, 
i.e. lcr=18 mm, d=15 mm, no=2.291, an=6.7·10-12 mN. This gives Ym=3.27 kV for a 
laser light wavelength of A=632.8 nm. 
Eq (170) shows clearly that the optical signal will not be linear for high 
modulating voltages. In some applications, it is therefore desirable to bias the 
modulator by using a quarter-wave plate at the input. A }/4 plate will introduce a 
fixed phase shift of 7T/2, thereby translating the operating point of the modulator to the 
middle of the intensity-voltage curve, where the slope is steepest and the linearity is 
improved. The 1T12 retardation introduced by the }/4 plate transforms the Malus law 
into the simple sinusoidal function: 
. i 0 [ • (n V )] 
lm =-z l+sm 2 V m Eq.172 
The condition for achieving a good approximation to a linear regime requires the 
argument of the sinusoidal function to be less than 0.6 rads, and can be expressed as: 
v < 1.2 v 
1t m Eq.l73 
A typical behaviour pattern of the modulated light intensity for an applied electrical 
voltage in the form of an attenuated sinusoidal function is presented in Fig.54, 
together with the linear regime window and the results are for a theoretical situation 
simulating the set of the cell parameters given earlier. 
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The arrangement presented theoretically above is a transverse design, with the applied 
electric field perpendicular to the direction of the light propagation. A longitudinal 
electro-optic effect is also possible, with the electric field parallel to the light 
direction. In this arrangement, the electrodes by which the electrical field is applied 
intercept the lightwave, unless proper provision is made to clear the optical path. 
4 linear effect window 
?:_s 2 
0 > 
-2 
1.0 
0 
5= 0.5 
0.0 
time 
Fig.54 Light intensity for modulated by a sinusoidal electric voltage 
6.2. Electro-optic transducer 
Fig.55 shows the assembled arrangement of the component parts of the 
electro-optic transducer used n the present research. The assembly is kept together 
with the aid of a electric support (not shown), which enables the correct angular 
alignment of the optical different components to be obtained. 
The correct relative positioning of the polariser/quarter-wave plate system, 
required to provide a circular polarisation of the light beam, was achieved with a 
precision of 0.5" using an optical polarimeter bench. The experimental procedure 
followed is widely described [67], and consists of the accurate rotation of the quarter-
wave plate between the two crossed polarisers of the experimental set-up, until the 
light reaches a maximum of its intensity. Having achieved this, the optical system first 
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Fig.55 Electro-optic transducer 
GRIN lens 
(to O!E conv.) 
polariser/quarter-wave plate was sealed and mounted together with the other 
components, and following this operation the whole system was sealed. 
The alignment of the GRIN-rods is provided by the two-axis adjustment facility 
system mentioned earlier in Section 5, which ensure the necessary level of optical 
coupling between the transducer and the optical fibre guidance system. 
As a consequence of the Gaussian distribution of the light intensity of the laser 
beam, the condition necessary to modulate the entire light distribution and therefore to 
ensure the proper functioning of the modulator, is that the safety factor should be 
greater that 3 [66]. The safety factor fsaf is given by the ratio of the smallest radial 
dimension d of the crystal to the effective light beam diameter b0• In the experimental 
arrangement, this value was achieved by using a crystal with large radial dimension. 
This requirement was a major reason why the initial transducers, which used lithium 
niobate (LiNb03) or potassium dihydrogen phosphate (KDP) crystals manufactured at 
NILPRP in Bucharest, Romania had to be abandoned, because of their small optical 
aperture and a safety factor of about 1. 
Another requirement of the transducer is the need to use a high-quality crystal 
material, characterised by a high transparency, absence of impurities and a 
homogeneity of the refractive index which can be distorted by strains. Good 
processing of the crystal is reflected in a low beam distortion, as well as in a minimal 
beam deflection through the lateral sides of the crystal. Moreover, antireflex coating 
on the end faces is desirable to prevent optical power losses. 
Another problem in the functioning of a Pockels cell is related to the 
mechanical properties of the system, as pulsed voltage experiments with a number of 
mechanically clamped crystals exhibited unwanted perturbations associated with the 
piezoelectric properties of the crystals, and caused by the crystal displaying different 
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set of values of the nu tensor components (eq (159)) depending on whether it is 
clamped or not [ 68]. The unwanted piezoelectric effects of the crystal can be 
eliminated by placing it in a bath of special oil [66] and using a resonance proof 
assemble of the crystal electrodes. 
This entire list of requirements together with another important electrical 
property of the cell, i.e. the cell capacitance that influences the bandwidth of the 
transducer, are currently met by commercially obtainable Pockels cells. 
A typical data set for a Pockels cell available from Gsanger Optoelectronic 
GmbHis: 
- spectral range: 0.45-1.1 !Jm 
-aperture: 7.5 mm 
-optical power capability: 250 mW/cm2 
-quarter-wave voltage at 0.6328 !Jm: 3.26 kV 
-extinction: 1:1100 (intensity at 3.26 kV: input light intensity) 
- transmission: 98% 
- capacitance: 4 pF 
- dimensions dia.: 25x30 mm, cylindrical 
- ar-coated end faces 
- oil bath and gold electrodes 
- electrical isolation between electrodes: up to 6.5kV 
This data set meets all the requirements mentioned earlier and the cell proved 
to he very reliable through the experimental work. 
Fig.56 shows an amplitude test of the cell, with a step-voltage pulse of about 
3 kV being measured with a Tektronix voltage probe of 75 MHz bandwidth and with 
the Pockels cell described above. 
The voltage window for a linear regime of the transducer is indicated, and the 
non-linear behaviour of the electro-optic sensor for voltages outside this window and 
close to the quarter-wave voltage of the cell can be seen. 
Fig.57 shown another frequency test of the sensor in response to a fast voltage 
pulse, where are the cell signal is again compared with the signal from the Tektronix 
voltage probe. The slightly small differences of the falling time of the two signals 
indicate that the Pockels transducer signal is more accurate and less noisy, having 
smaller ringing after the step-voltage. 
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6.3. Hybrid transducer 
It can be seen from Fig.56 that, in order to obtain a linear response from the 
electro-optic transducer, the voltage applied to the Pockets cell electrodes should not 
exceed 1.25 kV. However, the voltages of interest in pulsed power situations are often 
about 100 kV and in certain applications (such as the plasma erosion opening switch 
or PEOS), they may be as high as 1 MV. Pockets cells with a quarter-wave voltage of 
about this value are not available, and in the present research this difficulty was 
overcome by the addition of the fast capacitive voltage divider shown in Fig.58 to 
produce a hybrid transducer. 
from-
laser 
mylar 
alwninimn 
electrode 
n..r--,c __ to 0/E conv. 
and scope 
HV 
transformer 
oil 
polyethylene 
copper 
electrode 
Fig.58 Hybrid transducer 
The electrical section of the transducer was made from what was initially a 
length of 150 kV polyethylene dielectric coaxial cable. A high-voltage electrode HV 
which can be moved vertically replaces the normal central conductor, while an 
aluminium electrode together with a mylar foil and an earthed copper electrode 
surround the polyethylene dielectric cable. Vertical movement of the HV electrode 
alters the capacitance between this and the aluminium electrode, but not that between 
the aluminium and the copper electrodes, and the low-voltage output signal is taken 
from between these latter two electrodes. This arrangement enables the output/input 
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voltage ratio of to be varied. The experimental unit was tested in a 100 k V DC circuit, 
with a small quantity of transformer oil above the central electrode to prevent corona 
discharge. 
Results from an AC test of the voltage divider are given in Fig.59. These 
illustrate the response of tbe capacitive voltage divider to a step input change of 
15 kV, and compare the output signals obtained on a 100 MHz bandwidtb 
oscilloscope fed via both a 75 MHz bandwidth high-voltage Tektronix probe (P 6015) 
with that of the voltage divider followed by a matching resistor and a panel jack (not 
shown in Fig. 58). Extremely close correspondence is evident between the two traces. 
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Fig.59 AC test of the electrical section of the hybrid transducer 
Fig.60 compares the overall output obtained from the transducer as recorded 
on the oscilloscope with that obtained from the high-voltage probe. It is clear that a 
faster sensing signal is provided by the hybrid transducer. The ripples present in the 
signal of the hybrid transducer before the beginning step-voltage are due to the laser 
instabilities. 
Because of its low capacitance (a few pF) and its very high-resistance (several 
GQ), the Pockels cell has a higher input impedance tban the oscilloscope. The overall 
rise time of the system, tR, is given by: 
Eq.l74 
where the rise time [69] of the capacitor divider (CD) of: 
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Eq.175 
depends mainly on its length lcv- c and c:, are the velocity of electromagnetic wave 
propagation and the relative perrnitivity of the capacitor dielectric. The relative 
perrnitivity of the insulation is 2.25 and, together with the length of the capacitive 
divider of 120 mm, gives a rise time of 1.2 ns for the high-voltage arm of the sensor. 
With the Pockels cell and the E/0 converter (Tektronix- P6701) having rise times of 
0.4 ns and 0.5 ns respectively, the estimated rise time of the overall sensor is about 
2 ns. This compares favourably with the 4.6 ns rise time of the high-voltage probe and 
is less than the 3.5 ns of the oscilloscope. The noise appearing on the optical signal is 
inherent in the E/0 converter, when insufficient light is provided by the 5 m W laser 
diode to its 50 J..lm diameter input, and it can be almost eliminated by using a 40 m W 
laser diode as the light source. 
This hybrid sensor described has been developed for measuring pulses of up to 
150 kV and a design for a larger unit suitable for use with the megavolt pulses 
developed in a PEOS system is shown in Fig.61. The 1000:1 capacitive voltage 
divider is directly coupled to the PEOS electrodes and is located inside the PEOS 
system. The optical signals to and from the Pockels cell are transmitted through the 
optical fibre link as shown. 
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6.4. Conclusions 
OIE 
:1 :·:" 
Fig.61 Hybrid sensor used in a 1 MV 
PEOS system 
An original and very successful hybrid sensor has been developed for 
measuring voltages pulses up to 150 kV with a rise time as low as about 2 ns. The 
sensor can also be used for voltages as low as 2 kV, by applying the pulse directly to 
the Pockels cell electrodes. An extended design suitable for use with megavolt pulses 
has also been described. 
Experimental measurements obtained from the sensor are in good agreement 
with theoretical considerations of the electro-optic effect, and demonstrate the 
significant advantages of an optical fibre transmission system, but it was noted that 
high quality optical components and precise micro adjustments are essential if the 
absolute value of the measured signal is to be reliable. Less stringent requirements are 
however acceptable if only relative measurements are needed. 
The author would like to acknowledge in particular the support and assistance 
provided by Dr. Mihai Ganciu of the Institute of Atomic Physics, Bucharest, Romania 
during the development of the high-voltage electro-optic sensor. 
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7. Magneto-Optic (Faraday) Sensor for High Pulsed Currents 
In pulsed power research, controlled fusion experiments, high-explosive-
related research, and many other situations, it is often necessary to measure high or 
very high pulsed currents. The pulses may be sufficiently large to distort the signal 
from conventional electrically-conducting sensors, such as Rogowski loops, and they 
may be produced in the presence of considerable electromagnetic noise. Optical 
sensing of the magnetic field surrounding the current clearly provides a useful way of 
reducing or overcoming both of these problems, while at the same time offering the 
benefits of photonic sensing systems, such as improved bandwidth and absolute safety 
in operation. Optical methods have been very successfully applied for large current 
pulses for some time [67], and are now finding their way into lower current regimes. 
A suitable type of optical sensors for current pulses and magnetic field which 
is presently in use, and was adopted for the present application, made use of the 
Faraday magneto-optic effect in a quartz crystal. 
Faraday effect sensors are finding increased application in pulsed power 
research, and they are also used in the electrical supply industry. The Faraday effect 
manifests itself as an induced circular birefringence, i.e. as an induced difference 
between the indices of refraction for light beams of opposite circular polarisation 
travelling in a medium in which a longitudinal magnetic field is present. To measure a 
current pulse, a linearly polarised light beam is routed through a path close to the 
current, and the magnetic field accompanying the current rotates the polarisation 
direction of the light. By picturing a linearly polarised beam as the sum of two 
circularly polarised beams equal in magnitude but opposite in direction, it can easily 
be seen that introducing a given phase shift between these two components will rotate 
their sum by an angle half as large as the phase shift. The rotation of the polarisation 
direction can be analysed by a polariser placed at the output end of the crystal. The 
sensor response can be extremely fast, being in principle limited only by the transit 
time of the light beam through the magnetic field in the quartz crystal. 
All the benefits that are available from Faraday sensors led to their use in the 
high pulsed current measurement required by the present research. 
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7.1. Magneto-optic effect in isotropic media 
The magnetic polarisation rotation effect was discovered by Michael Faraday 
in 1835, and has since been studied in solids, liquids and gases by many other 
physicists. Verdet formulated the basic laws for this phenomenon [70], which may be 
restated here as: 
1. All isotropic and transparent bodies placed in a magnetic field fi induce a rotation 
of the polarising plane of a light beam J parallel to the magnetic field, i.e. all become 
optically active. 
2. The rotation direction depends on the relative directions of fi and J, and assumes 
a cylindrical symmetry. The polarisation rotation can be increased by using a multiple 
path inside the medium (i.e. multiple reflection). 
3. The Faraday rotation angle is given by: 
lop 
8 =V, JB·dx 
0 
Eq.l76 
where V, is the Verdet constant for the material, B is the magnetic flux density, and lop 
is the optical path length through the magnetic field. The value of the constant 
depends on the material used, and is particularly large for ferromagnetic materials (Fe, 
Ni, Co). 
4. The Verdet constant for a given material and at low flux density is a square function 
of the light wavelength, as given by Becquerel's law: 
Eq.l77 
where c1 and cz are constants for the material used as the active optical medium. 
Theoretical considerations of the Faraday effect are based on the Zeemann 
effect [70], from which it is known that a monochromatic light beam under the 
influence of a magnetic field is decomposed in three components: a central component 
corresponding to the central frequency v0 (n-component) that is linearly polarised 
parallel to the magnetic field direction, and two others (a-components) that are 
linearly polarised perpendicular to the magnetic field direction. All three components 
can be detected in a direction perpendicular to that of the magnetic field. If an attempt 
is made to detect the phenomenon in a direction parallel to the magnetic field the 
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1t-component will be missing, while one cr-component is circularly polarised to the 
left and the other to the right. 
The frequency separation between the two cr-components is: 
b. V = _ _:_e_ B 
4nm, c 1-lo 
Eq.178 
where e is the electron charge, me is the electron mass and c is the velocity of light. 
When a linearly polarised light beam passes through an isotropic and 
transparent medium in a magnetic field, the absorption effect of the light (called the 
reverse Zeemann effect) occurs. If the frequencies of the two cr-components circular 
polarised to the left and to the right are VL and v8, the reverse Zeemann effect may be 
represented as in Fig.62-a, where Vo is the light beam frequency in the absence of the 
magnetic field. 
However, for frequencies close to an absorption ion frequency, materials 
display the anomalous dispersion effect, i.e. the refractive index increases with the 
wavelength of the oscillation. The frequency variation of the two refractive indexes n8 
and nL near the absorption frequencies v8 and VL is shown in Fig.62-b, and it can be 
seen that within the frequency interval (V8, VL) the value of nL exceeds that of nR (see 
their difference frequency variation in Fig.62-c) and, according to Fresnel's theory, 
the consequence of this is that the left circularly polarised oscillation, having a smaller 
velocity, will emerge from the medium later than the right circularly polarised 
oscillation. The vector OL' representing the left circularly polarised oscillation is 
rotated by an angle a from the initial vector OL (see Fig.63), while the right circularly 
polarised oscillation vector OR will remain unchanged. 
The resulting wave oscillation of is a linear harmonic oscillation with the 
vector OZ' rotated from the initial linearly polarised oscillation OZ by an angle given 
by: 
8= a 
2 
2n(n -n )·1 L R op Eq.179 
As a consequence of this, the linearly polarised light emerges with its polarising plane 
rotated by an angle that is proportional to the optical path lop and the difference 
between the refractive indices of the cr-components, which is, as a first approximation, 
directly proportional to Llvand consequently to the flux density, as given by eq (178). 
Eq (179) gives the dependence of the Verdet constant and of the rotation angle on the 
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V 
Fig.62 
a) Anomalous absorption effect 
b) Frequency variation of the 
refractive indices 
c) Frequency variation of the 
difference of the refractive indices 
properties of the optical material and the light wavelength. If the direction of the 
magnetic field is reversed, the direction of the angle e is also reversed, as a 
consequence of the change in the relative position of the two a-components. 
R 
Fig.63 Rotation of the wave oscillation vector 
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7 .2. Magneto-optic transducer 
Fig.64 shows details of the magneto-optic transducer used in the present 
research. The Faraday rotation occurs in a rectangular polycrystalline quartz probe 
(6x6xl00 mm), mounted between two plastic polarisers and inside a cylindrical 
dielectric holder. Incoming light is transmitted through a 30 m long optical fibre 
system, similar to that described in Section 5.2, with a 30 mW/ 830 nm laser diode as 
the light source. The first polariser sets the polarisation plane of the collimated light 
beam emerging the first GRIN lens of the transmission system, and this plane is 
subsequently rotated inside the quartz crystal by the magnetic field. The second 
polariser analyses the output light and the second GRIN lens focuses the outgoing 
light into the second optical fibre. 
polariser at 0 ° 
GRIN lens 
(from laser) 
B 
quartz probe 
Fig.64 Magneto-optic transducer 
polariser at 45° 
GRIN lens 
(to 0/E conv.) 
When in use, the sensor is located within a small copper tunnel made in the parallel-
plate transmission line carrying the current that is to be measured. The inductance of 
the tunnel has to be the minimum possible, with a value of only up to about 5 nH 
being normally added to the circuit inductance. 
The polarisation axes of the two polarisers are arranged to be displaced by 
n/4 rads. By Malus' law, this gives the relationship between the Faraday rotation 
angle and the polariser angular displacement and the light intensity im of: 
Eq.l80 
where io is the light intensity in the absence of the magnetic field. To obtain a good 
approximation to the linear regime requires a small argument of the sine function, not 
exceeding 0.6 rads or equivalently about 34°. After performing the integration, 
eq (176) becomes: 
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Eq.181 
where the Verdet constant for the quartz crystal is that corresponding to 830 nm, and 
the effective length of the crystal is given by: 
Eq.182 
and where the flux density in the centre of the tunnel is [6]: 
Eq.183 
in which I is the current, d and I, are the tunnel diameter and length and lcr is the 
length of the quartz crystal. 
7.3. System calibration and experimental results 
To determine the Verdet constant of the quartz crystal at the laser diode 
wavelength of 830 nm, the source of the magnetic field was a helical coil inside which 
the crystal was placed. The magnetic flux density at the centre of the coil is: 
Eq.184 
in which lh is the length of the coil and Ph the pitch ofthe winding. 
Calibration was undertaken using a 119 mm long coil with a diameter of 
35.52 mm and a winding pitch of 6.25 mm. A first step toward obtaining the Verdet 
constant was to determine the overall optical extinction power of the system and the 
effective value of the light intensity on the absence of any magnetic field (the value of 
ir/2 in eq (180)). For this purpose, the coil is fed with a current sufficiently large to 
produce a Faraday rotation exceeding n/4 rads. The value of the light intensity in the 
absence of any magnetic field was measured as 98.76 J..IW while the value of the light 
intensity at which the Faraday rotation reaches rc/4 rads was 95.6 J..IW, resulting in an 
extinction power of the sensor of 96.8% (i.e. 1:30) and an offset of 3.16 J..IW. This 
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value is settled mainly by the extinction power of the polarisers and by the optical and 
geometric quality of the quartz crystal. 
The second step towards obtaining the Verdet constant can be done by 
measuring the current in the coil and the corresponding light intensity output of the 
sensor. Fig.65 shows a recording of the current measurement with both a Rogowski 
coil and a Faraday probe. The light intensity corresponding to the maximum current of 
22.176 kA was 81.875 ftW, and when substituted together with the h/2 value in 
eq (180) this gave a Faraday rotation angle of 36.68°. When this angle was substituted 
in eq (181) together with the resulting magnetic flux density of 42.72 kG (eq (184)) 
and the effective length (eq (182)) of 94.74 mm, a Verdet constant of 
0.0896 deg/cmlkG was obtained. The Verdet constant calibration is naturally affected 
by both the calibration of the Rogowski coil and the angular positioning of the two 
polarisers. 
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Fig.65 Calibration of Faraday sensor using Rogowski coil 
An alternative method of calibrating the Faraday sensor, that does not rely on the 
Rogowski coil calibration and accordingly on the value of the current, uses the 
periodic discharge technique [71] to determine both the current and the calibration of 
the optical system. This was undertaken in a single-turn coil tunnel, with similar 
dimensions to those in the experimental situation, which were a length of 230 mm and 
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Fig.66 Self calibration of the Faraday sensor 
a diameter of 34.5 mm. From the recorded response of the Faraday sensor presented in 
Fig.66 for the discharge of a capacitor bank (C=27.8 ~-tF and Uo=!O kV), the discharge 
factor /d can be determined from: 
f _ imax2 d- . 
1maxl 
Eq.185 
where imaxi=55.17 iJ,W and imax2=-46.12 iJ,W are respectively the measured light 
intensities at the first and the second peaks of the discharge signal. The value of the 
unknown first peak current can be obtained from the light signal as [71]: 
nCU 0 ( f) Imoxl= 1+ d 
't 
Eq.l86 
where the period r can be obtained experimentally from tbe time position in Fig.66 of 
the two peaks as 12.10 iJ,S. The resulting current peak value of 132.4 kA, together with 
the light intensity ir/2 value of 245iJ,W, gives from eqs (180) to (183) a Verdet 
constant of 0.0911 deg/cmlkG, which is in good agreement with the value obtained by 
the earlier calibration method. 
The use of the Verdet constant in eqs (180) to (183) showed that for a linear 
response of the sensor (i.e. 28<34°), the current through the transmission line should 
not exceed about 350 kA and the measured light intensity needs to be increased by 
50% from the ii/2 value in the absence of current. The calibration factor for the 
current measurement system in the tunnel is: 
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i0 I 2 C, =-.-/maxi =588.1kA Eq.187 
lmaxl 
and the experimental value of the measured current is deduced as: 
I, .• =C,() 
' i I 2 
0 exp 
Eq.188 
in which iexp and ( ir/2 )exp are the values of the measured light intensity and the light 
intensity in the absence of any current. The minimum measurable current is about 
IOkA. 
The Faraday sensor mounted in a transmission line tunnel has been used in a 
wide range of experiments. A typical measurement of the current in experiments 
involving a plasma erosion opening switch (PEOS) is given in Fig.67, when the PEOS 
was conditioning the second stage of a two-stage pulse compression system [72]. 
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During this experiment, the initial 500 kA/ 5.5 J.ts current pulse from a 
capacitor bank was time compressed in the first conditioning stage by an exploding-
foil opening switch, operated together with a bridge wire closing switch, to give a 
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200 kN 1 J..IS pulse. As seen in Fig.67, this current was further time compressed in the 
second stage by the PEOS to a 100 kA/ 100 ns pulse current in the load circuit. 
The benefits of the magneto-optic sensor are very clear when a comparison is 
made with corresponding results provided by an inductive probe. The electro-
magnetic noise at the beginning of the capacitor discharge is almost completely 
missing from the Faraday sensor measurement. 
The sensor can be used with equal success to measure very large currents 
without any changes in the system design, although a multiple Faraday rotation will be 
induced. Measurements outside the linear regime of the sensor can achieve very good 
precision when the Faraday rotation angle exceeds 360°, but with the inconvenience of 
a laborious analysis of the recorded signal. Large pulsed currents can still be measured 
inside the linear regime by partially removing the Faraday probe from the tunnel. 
The rise time of the crystal of the Faraday sensor is governed mainly by the 
transit time of the light through it, and in the unit described it is about 0. 7 ns. 
7.4. Conclusion 
A very successful sensor has been produced, capable of the linear 
measurement of current pulses up to 350 kA with rise time as low as 1.4 ns. The basic 
design allows the linear regime to be extended to up to 700 kA, by partially removing 
the sensor from the transmission line tunnel. 
Experimental work gave results in good agreement with theoretical 
considerations, and the overall system has all the benefits of an optical transmission 
and modulation system by using optical fibres coupled to the sensor. Both relative and 
absolute measurements are unrestrained and very reliable. 
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8. High precision laser beam deflection system for hypersonic 
velocity measurements 
The possibility of accelerating conductors to typical astrophysical velocities in 
a pulsed magnetic field, together with the continuing progress in technologies for 
obtaining such velocities, has indicated the need for new advanced speed 
measurement systems. 
When researching the axial acceleration of conductor rings, many of the most 
important results reported [57], [58] have been obtained using classical breakwire 
systems. However, problems encountered with this technique when used for 
hypervelocity measurement have included pour reliability, noisy signals and high 
voltages induced in the measurement system, leading to the possible destruction of 
expensive experimental apparatus. The use of optical techniques provide a simple, 
very reliable and convenient to use solution to all these problems. 
The development of a hypersonic velocity sensor was based on the type of 
optical components used in the measurements systems described earlier in the thesis. 
Fig.68 shows a simple sensor which used two laser beams, successively interrupted by 
a flying conductor ring. The battery powered lasers (5 mW I 630 nm) are placed in a 
Faraday cage, as a means of protection against electromagnetic noise. 
Laser2 GRIN2 30m fiber 
GRIN 1 O/E2 
.................... o--tl Ch2 
0/E 1 
Battery 
dl Ch 1 
V 30m fiber Faraday cage 
ring 
Fig.68 Two laser beams sensor for hypervelocity measurement 
GRIN lenses focus the light into 30 m optical fibres, and the light intensity is 
measured by two light detectors (0/E converters) and recorded on a two-channel 
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oscilloscope. The GRIN lenses were held by a positioning system, composed of an 
integral Y-Z translation stage and a stage with two-axis rotation (pitch and yaw) about 
a common point, to provide precision for the positional optical alignment. Measuring 
the time interval between the two recorded step signals from the successively crossed 
light beams, and knowing the distance d2 between them, enables the velocity of the 
object to be determined. As the velocity of the accelerated ring is not constant, to 
achieve a high measurement accuracy requires both laser beams to be positioned about 
the region where the ring reaches its maximum velocity and where the velocity is, to a 
close approximation, constant. Only the distance between the beams was involved in 
the measurement, while the distance from the initial position of the ring to the first 
laser beam, along which the ring velocity is highly variable, cannot be used for this 
purpose but just as a rough evaluation of the velocity. For this reason, and to avoid 
any external interference caused by an external trigger, the oscilloscope was triggered 
by the first laser beam intensity signal. Fig.69 shows the laser beam intensities in a 
typical experiment, and for a distance between the beams of d2=S!.SO mm the velocity 
can be calculated as 1.677 km/s. The accuracy of the velocity measurement is about 
0.24% and is affected by the accuracy of the distance (±0.05 mm) and time (±0.05 f!S) 
measurements. 
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Fig.69 Record of hypervelocity measurement with two laser beams 
Another novel method developed for measuring hypersonic velocities used a single 
laser beam. This method is based on the measurement of the time interval in which the 
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light intensity drops from its maximum intensity to its minimum intensity. It is based 
on the Gausian intensity profile and the finite beam width of the laser beam. 
Together with the time difference, the velocity measurement requires the 
distance given by the two successive positions of the flying ring at the above 
considered instants to be recorded on an oscilloscope. These two positions can be 
obtained in a preliminary measurement preceding the launching experiment. The 
measurement involves precise vertical movement of the ring as it slowly crosses the 
laser beam, using a Z-translation stage. Accurate control of the Z-translation of the 
ring will produce a similar decrease of the light intensity to that in the launching 
experiment, and the required distance is obtained from the Z positions of the ring 
which correspond to the same two light level intensities (10% and 90% of the 
maximum light intensity) from which the time interval is obtained. Fig.70 shows 
experimental results for the same experiment as in Fig.69, and the fall time of 0.88 IJ.S 
together with the measured distance of 1.45 mm gives an experimental velocity of 
1.647 km/s. 
The difference between this experimental value and that obtained using the 
two laser beams system is explained by an increase to 4.5% in the experimental error 
in the velocity measurement, caused by the 0.05 mm error in the distance 
measurement and the 0.01 IJ.S error in the time measurement. This error indicates that 
a much more precise position measurement system is needed, and that the light 
intensity should be recorded on the 0.5 IJ.S oscilloscope time base (i.e. 5 IJ.S full time 
scale) and not on 5 IJ.S time base (i.e. 50 IJ.S full time scale) as in present experiment 
(note that Fig.70 is a zoom of a 50 IJ.S full time scale recording). Despite its current 
low precision, this method has proved extremely valuable as a principle. 
Improvements to the system could lead to a valuable tool that is able to measure with 
ease a local velocity rather than an average velocity as given by the two laser beam 
method, and which can be rapidly transformed to measure two velocities at different Z 
positions instead of only one. 
The optical methods described above were of considerable value in the 
experiments described in Section 4, by delivering measurements of very good 
precision and with extremely high reliability. In particular, the virtual absence of 
electromagnetic noise or interference in the output signal, even in a very harsh 
electromagnetic environment, has been of great importance, and is a major advantage 
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Fig. 70 Record of hypervelocity measurement with a single laser beam 
over a breakwire method. Other optical systems, using the same principle of laser 
beam deflection, can include a single laser-light detector system. Multiple laser beam 
reflection based on a semi transparent mirror and a number of mirrors would guide the 
light beam, to provide a zigzag beam pattern that is repeatedly crossed by the ring. 
The laser, the detector and the semitransparent mirror are placed at the top of the 
structure, to cause a step decrease of the light intensity, with the direct path between 
the laser and the detector being the last in the series. 
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Conclusions 
The numerical modelling and the optical based measurement methods that 
were both presented in the thesis are different sides of a focused scientific work, 
aimed to study and understand pulsed power systems and their intimate nature and, 
based on this knowledge, to further develop them. These computer models and optical 
methods proved to be powerful tools, that can provide an important and sometime a 
singular support for the associated scientific research. 
The numerical modelling of helical flux-compression generators, inductively 
coupled flux-compression systems and electro-magnetic launcher not only predicted 
results very close to those obtained experimentally, but also substantially guided the 
design of new improved versions of the systems. Future developments of the models 
presented include a 3-D approach to the numerical modelling of flux-compression 
systems and the use of finite elements methods in the modelling of the deformation in 
the electro-magnetic launcher actual model. Important steps towards a 3-D model 
have already been achieved in numerical modelling of skin depth and proximity 
effects occurring in helical coils, by numerical decomposition of the coil windings 
into a number of filamentary ring sufficiently large to model the effects studied. 
Results from the model suggest an important increase in the coil resistance when a 
transient current feeds the coil, and a very good agreement with the coil resistance 
measurement and theoretical simple calculations for a steady sinusoidal current. This 
model, together with the models of flux-compression systems presented in the thesis, 
will be fused together in the near future to form a powerful 3-D model capable of 
delivering an impressive volume of information about the systems. Some other 
improvements in the 2-D models of helical generators, which are intended to be 
studied in detail and further developed are related to the time step of the numerical 
solving of the time differential equations and the procedure of turns removal from the 
circuit. The actual 2-D model imposes a fixed time step on the numerical procedure, 
while a variable and as small as possible time step is desirable or strongly required in 
certain cases. This problem is strongly linked with the problem of turn removal, which 
can become even more difficult to solve in the 3-D model, where each of the helical 
turns is described by a bunch of filamentary rings. 
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Conclusions 
In addition to the theoretical investigations, the optical systems for pulsed 
power measurements described in the thesis, form an excellent support for the 
experimental activities, as a direct consequence of their very good reliability and 
versatility still incompletely explored. Substantial work in the further development of 
the optical systems, especially related to improvements of the optical links and the 
absolute measurement capability and a reduction of the optical noise inherent in laser 
diodes is expected to take place. Related to the development of optical fibre based 
sensors, a future study of the pressure induced birefringence in optical fibre will 
include a 2-D modelling of the pressure distribution inside of the cross-section of 
optical fibre, by solving the 2-D Poisson equation that describes the phenomenon 
using the method of mesh relaxation. 
In conclusion, the theoretical and experimental work and research presented in 
the thesis has laid a solid base for future scientific research, and has added a small 
drop to the knowledge ocean which becomes as large and complex as the other ocean, 
which in fact tries to mirror and understand the NATURE itself. 
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Appendix 
A.I. Block-Newton iterative method 
Powerful and sophisticated numerical methods are available for solving a set 
of ordinary time-dependent differential equations having the general form: 
dM 
-=F 
dt 
A.l 
where M and F are non-linear vector functions of the complete set of principle 
dependent variable. A simple and accurate method that is adequate for the problems 
addressed in present theoretical work is the block-Newton iterative method. This 
method assumes that the set of equations (A.l) can be solved numerically by 
advancing in time in a series of small time steps having the following finite difference 
equations: 
M"+' -M" F"+' + F" 
t"+'-t" 2 A.2 
where superscripts nand n+l indicate values of the quantities at times t=t' and t=t"+1, 
respectively. In eq (A.2) M" and F" are "known" quantities. However, Mn+l and Fn+l 
are non-linear functions of "unknown" quantities (the values of the principal 
dependent variable at time t+\ After a separation process of the "unknown" 
quantities 
A.3 
the resulting non-linear algebraic set of equations can be solved using a non-linear 
numerical method or it can be transformed into a linear set of algebraic equations that 
can be solved using one of the available numerical procedure for developed for linear 
equations. 
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A.II. LU decomposition 
A fast and powerful method of solving a linear set of algebraic equations of the 
form 
A·x=b A.4 
is based on decomposition of the matrix A as a product of two matrices, 
L·U=A A.5 
where L is lower triangular (i.e. has elements only on the diagonal and below) and U 
is upper triangular (i.e. has elements only on the diagonal and above). For the case of 
a 4x4 matrix A, eq (A.5) would appear as: 
a,, 0 0 0 ~11 ~12 ~13 ~14 a" a,2 aB a,. 
a2, a22 0 0 0 ~22 ~23 ~24 a2, a22 a23 a2• 
= A.6 
a3, a32 a33 0 0 0 ~33 ~34 a3, a32 a33 a34 
a., a•2 a.3 a .. 0 0 0 ~ .. a., a•2 a.3 a .. 
A decomposition such as eq (A.5) can be used to solve the linear set 
A·x = (L·U)·x = L·(U ·x) = b A.7 
by solving for the vector y such that 
L·y=b A.S 
and then solving 
U·x=y A.9 
The advantage of breaking up one linear set into two successive sets is that the 
solution of the triangular set of equations becomes relatively trivial. Thus, eq (A.S) 
can be solved by forward substitution as follows, 
A.IO 
i = 2,3, .... ,n 
while eq (A.9) can be solved by back-substitution as, 
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X =_h 
n ~nn 
A.ll 
x, =-1 [y,- t~iixi] i=n-1,n-2, .... ,1 ~ii j=i+l 
In order to solve for L and V when given A, we write first the i, j-th 
component of eq (A.S). The number of terms in the sum of i, j-th component depends, 
however, on whether i or j is the smaller number. There are in fact three cases, 
A.12 
A.13 
A.14 
Equations (A.12)-(A.14) total n2 equations for the n2+n unknown a's and {3's (the 
diagonal being represented twice). Since the number of unknowns is greater than the 
number of equations, n of the unknowns can be specified arbitrarily and a solution can 
be sought for the others. In fact, as it will be seen, it is always possible to take 
aii ==1 i=l, .... ,n A.15 
A surprising procedure now is Crout's algorithm, which quite trivially solves the set 
of n2+n equations (A.12)-(A.15) for all the a's and {3's, merely by arranging the 
equations in a certain order. That order is as follows: 
• Set a;;= I, i=l, .. ,n eq (A.15) 
• For eachj=l,2,3, ... ,n do the following two procedures: 
1. for i=J,2, .. ,juse eqs (A.12), (A.13) and (A.15) to solve for {3ij, namely 
i-1 
~'i =a,;- L a:,k~ki A.16 
k=l 
(when i=l in eq (A.l6), the summation term evaluates to zero). 
2. for i=j+l,j+2, ... ,n use eq (A.l4) to solve for aij, namely 
A.17 
After working through a few iterations of the above procedure, it will be see that the 
a's and f3's that occur on the right-hand side of equations eqs (A.16) and (A.17) are 
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already determined by the time that they are needed. It will be also found that every au 
is used once only and never again. This means that the corresponding values of au and 
f3u can be stored in the location that the a used to occupy: i.e. the decomposition is "in 
place". 
Pivoting is advantageous for the stability of Crout's method. Only the partial 
pivoting (interchange of rows) can be implemented efficiently. However this is 
sufficient to make the method stable. 
Pivoting is somehow subtle in Crout's algorithm. The key point to notice is 
that eq (A.16) in the case of i=j (its final application) is exactly the same as eq (A. I 7), 
except the division in the later equation; in both cases the upper limit of the sum is 
k=j-1 ( =i-1). This means that we do not have to commit ourselves on whether the 
diagonal element /3ii is the one that happens to fall on the diagonal in the first instance, 
or whether one of the (undivided) au's below it in the column, i=j+ J, ... ,n, is to be 
"promoted" to become the diagonal {3. This can be decided after all the candidates in 
the column are at hand. We will choose the largest one as the diagonal f3 (pivot 
element), then do all the divisions by that element "en masse". The implementation 
finds initially the largest element in each row, and subsequently (when it is looking for 
the maximal pivot element) scales the comparison, as if all the equations had been 
initially scaled to make their maximum coefficient equal to unity. 
A.III. Elliptic integral functions 
Elliptic integrals occurs in many applications, because any integral of the form 
JR(t,s)dt A. IS 
where R is a rational function oft and s, and s is the square root of a cubic or quadratic 
polynomial in t, can be evaluated in terms of elliptic integrals. Legendre showed that 
only three basic elliptic integrals are required in order to carry out the reduction of an 
elliptic integral. The simplest of these is 
A.19 
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where the quadratic i is written in factorised form. To evaluate h the interval [y,x] is 
divided into subintervals, each of which either begins or ends on a singularity. 
Therefore, we can distinguish the eight cases in which each of the four zeros appears 
as the upper or lower limit of integration. In addition, when one of the b's in eq (A.l9) 
tends to zero, the quadratic reduces to a cubic, with the largest or smallest singularity 
moving to±<><; this lead to eight more cases. 
Carlson has given a new definition of a standard elliptic integral of the first 
kind, 
1 J~ dt Rp(x,y,z) =-
2 0 ~(t+x)(t+y)(t+z) A.20 
where x, y, and z are non negative and at most one of them is zero. Carlson first shown 
that when x or y is a zero of the quartic in eq (A.l9), the integral /1 can be written in 
terms of RF that is symmetric under permutation of the remaining three zeros. In the 
general case, when neither x nor y is a zero, two such RF functions can be combined 
into a single one by an addition theorem, leading to the fundamental formula 
A.21 
where 
A.22 
X, = .Ja, + b,x, Y, = .Ja, + b,y A.23 
and i, j, k, m is any permutation of 1, 2, 3, 4. A short-cut in evaluating these 
expressions is given by: 
Ui3 =Vi, -(a,b 4 -a4 b,)(a 2 b 3 -a 3b 2 ) 
Ui4 =Ui, -(a,b 3 -a 3b,)(a 2 b 4 -a4 b 2 ) 
A.24 
The U's correspond to the three ways of pairing the four zeros, and I1 is thus 
manifestly symmetric under permutation of the zeros. Eq (A.21) therefore reproduces 
all sixteen cases when one limit is zero, and also includes the cases when neither limit 
is zero. 
Car! son's function thus allows arbitrary ranges of integration and arbitrary 
positions of the branch points of the integrand relative to the interval of integration. 
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To handle elliptic integrals of the second and third kind, Carlson defines the standard 
integral of the third kind as 
3 00 dt R 1 (x,y,z,p)=-J-~=~=== 
2 0 (t+p)~(t+x)(t+y)(t+z) 
A.25 
which is symmetric in x, y, and z. The degenerate case when two arguments are equal 
is denoted 
A.26 
and is symmetric in x and y. 
Carlson' s algorithms provide a unified method for all three kinds with no 
significant cancellations. The key ingredient in these algorithms is the duplication 
theorem 
where 
(
x+A. y+A. z+A.) RF(x,y,z)= 2RF(x+A.,y+A.,z+A.) = RF --,--,--
4 4 4 
A.27 
A.28 
This theorem can be proved by a simple change of the variable of integration. 
Equation (A.27) is iterated until the arguments of RF are nearly equal. For equal 
arguments we have 
1 
Rp(x,x,x)= /X A.29 
When the arguments are sufficiently close, the function is evaluated from a fixed 
Taylor expansion about eq (A.29) through fifth-order terms. While the iterative part of 
the algorithm is only linearly convergent, the error ultimately decreases by a factor of 
46=4096 for each iteration. Typically only two or three iterations are required, perhaps 
six or seven if the initial values of arguments have huge ratios. The algorithm for RF 
is: 
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Stage 1: For n=O, 1, 2, ... compute 
x. +y" +z. 
1-1. = 3 
x. X =1--
" , 1-1. 
y =1-~ 
" , 1-1. 
e" = max(lx.I,IY.I,Iz.l) 
If e< tol go to Stage 2; else compute 
A.. =~x"y" +.JX:Z: +..JY:Z.: 
z. z =1--
" , 1-1. 
x. +A.. 
xn+l = 4 ' 
Y. +A.. 
y •+I = 4 
z. +A.. 
zn+l = 4 ' 
and repeat this stage. 
Stage 2: compute 
E 2 =X.Y.-z;, E3 =X.Y.z. 
R =-1-(1-_.!._E +_!_E +-1 e -~E E) 
F r.;-- JQ 2 14 3 24 2 44 2 3 
'V 1-1" 
In some applications the argument p in R, is negative, and the Cauchy 
principal value of the integral is required. This is easily handled by using the formula 
where 
(y- y)R 1 (x, y, z, y)- 3RF (x, y, z) + 3RF( xz, PY , PY) p y y 
y-p 
(z -y)(y- x) 
y=y+ 
y-p 
is positive if pis negative. 
The Legendre elliptic integral of the 1st kind is defined as 
~ 
F(<j> k)- f d8 
' - ~~ k 2 • 2 e o - Sill 
The complete elliptic integral of the 1st kind is given by 
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In terms of RF, 
F( cp, k) =sin cp ·RP (cos 2 lj>,1- k 2 sin 2 cjJ,1) 
K(k) = Rp(0,1- k 2 ,1) 
A.33 
A.34 
The Legendre Elliptic integral of the 2nd kind and the complete integral of the 
2nd kind are given by 
• 
E( cp, k) = f .J1-e sin 2 8 ·d8 =sin cp · Rp(cos 2 cj1,1- k 2 sin 2 cjl,l)-
0 
-~ k 2 sin 3 4>· R 0 ( cos 2 cjl,l- k 2 sin 2 cjl,l) A.35 
E(k) = E( ~, k) = Rp1(0,1-k 2 ,1)-~k 2R 0 (0,1- k 2 ,1) 
A.IV. Radial motion equations 
The radial motion of a cylindrical body of density p, under a pressure 
distribution having the outer Po and inner p; pressure is determined by the Euler 
equations that describe the motion of a point characterised by its radius rand velocity 
v and by its local pressure p: 
A.36 
A.37 
Eq (A.37) can be interpreted as showing that the r·v product does not depend on the 
variable r, and we can write: 
r·v=F(t) A.38 
by supposing that is only time variable. Also eq (A.37) can be written as: 
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or: 
av 
v+r-=0 
ar 
OV V 
-=--
ar r 
A.39 
A.40 
Separating the pressure term in eq (A.36) and integrating over the radius we have: 
A.41 
that after performing the pressure integral and collecting term from eq (A.40), 
becomes: 
By time derivation of eq (A.38), this becomes: 
or ov oF 
v-+r-=-
at at at 
and on rearranging it: 
av 1 oF v 2 
-=----
at r at r 
Replacing eq (A.44) in eq (A.42), gives: 
In order to perform the integral can be used the replacement: 
in eq (A.45), that becomes: 
F 
v=-
r 
1 aF '" 1 '" 1 
-(p -p)=--J-dr+2F2 J-dr 
p 0 ' at ,. r ,. r 3 
' ' 
and after performing the integrations: 
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A.46 
A.47 
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A.48 
Using eq (A.38) and eq (A.43) for r=r0 , gives: 
A.49 
aF 2 av o 
-=v +r -= at o o at A.SO 
Collecting terms from eqs (A.49) and (A.50), eq (A.48) is now: 
1 ( ) ( 2 av o) ro 1 ( 1 1 ) 2 2 
- p -p. =- v +r - In-+- --- r v 
0 I OOat z2 200 p ri ri ro A.51 
A. 52 
where S is the cross section area: 
A. 53 
A similar equation to eq (A.52) is obtained for the inner radius velocity. 
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