This study describes the psychometric similarities and differences in motor timing 22 monkey as an appropriate model for the study of the neural basis of time production, but also 37 suggest that the exquisite temporal abilities of humans, which peak in speech and music 38 performance, are not all shared with macaques. 39 40 42 An essential component of primate cognitive function is the ability to extract and 43 represent temporal information from the environment. The quantification of the passage of 44 time, in turn, is crucial to coordinate motor behavior. Processing of temporal information is a 45 key element during speech production and comprehension (Shannon et al. 1995), music 46 performance (Janata and Grafton 2003; Mauk and Buonomano 2004; Shannon et al. 1995), 47 and complex motor actions (Mauk and Buonomano 2004), such as target interception and 48 collision avoidance (Merchant and Georgopoulos 2006; Merchant et al. 2009). For example, 49 the ability to capture and interpret the beats in a rhythmic pattern allows people to move and 50 dance in time to music; in fact there is evidence showing that how we move may influence 51 our perception of musical rhythm (Phillips-Silver and Trainor 2005). As in music, there is a 52 spectral and temporal structure in speech necessary for successful word articulation and 53 recognition (Diehl et al. 2004). The importance of timing in speech is apparent in patients 54 with cochlear implants that show nearly perfect speech recognition with a reduced amount of 55 spectral information (Shannon et al. 1995). Thus, auditory stimuli are efficiently processed 56 and are associated to the extremely complex timing abilities in humans (Grondin 2001; 57 Merchant et al. 2008c; Wearden et al. 1998). In general, all these behaviors unfold on the 58 millisecond time scale, a range that seems to depend on a specific neural timing mechanism 59 (Gibbon et al. 1997; Rammsayer 1999). Indeed, functional imaging studies have shown that 60 the basal ganglia, cerebellum, and different cortical structures including the supplementary 61 motor area (SMA), prefrontal, and posterior parietal cortex form a neural circuit engaged in 62 temporal information processing (Bengtsson et al. 2005; Coull et al. 2004; Pouthas et al. 63 2005; Rao et al. 1997; Rao et al. 2001). Nevertheless, while subsecond time processing has 64 been relatively well studied from the behavioral (Buhusi and Meck 2005; Grondin 2001) and 65 functional imaging perspective (Janata and Grafton 2003), there are few neurophysiological 66 studies of perceptual timing (Lebedev et al. 2008; Leon and Shadlen 2003). To our 67 knowledge, there are no reports on motor timing neurophysiology, which demands an 68 appropriate animal model to study the neural underpinnings of interval timing during 69 voluntary motor performance (Patel et al. 2005). 70
performance between twenty human subjects and three Rhesus monkeys during two timing 23 production tasks. These tasks involved tapping on a push-button to produce the same set of 24 intervals (range of 450 to 1000 ms), but they differed in the number of intervals produced 25 (single vs. multiple) and the modality of the stimuli (auditory vs. visual) used to define the 26 time intervals. The data showed that for both primate species, variability increased as a 27 function of the length of the produced target interval across tasks, a result in accordance with 28 the scalar property. Interestingly, the temporal performance of Rhesus monkeys was 29 equivalent to that of human subjects during both the production of single intervals and the 30 tapping synchronization to a metronome. Overall, however, human subjects were more 31 accurate than monkeys and showed less timing variability. This was especially true during the 32 self-pacing phase of the multiple interval production task, a behavior that may be related to 33 complex temporal cognition, such as speech and music execution. In addition, the well-34 known human bias towards auditory as opposed to visual cues for the accurate execution of 35 time intervals was not evident in Rhesus monkeys. These findings validate the Rhesus 36
Introduction 41 dominates temporal processing (Bertelson and Aschersleben 2003; Guttman et al. 2005; Repp 74 and Penel 2002) . It has been suggested that the human perceptual system abstracts the 75 rhythmic-temporal structure of visual stimuli into an auditory representation that is automatic 76 and obligatory (Brodsky et al. 2003; Guttman et al. 2005) . To understand the neural basis of 77 spatial processing, the most frequently studied non-human primate is the macaque monkey, 78 due to its remarkable ability to deal with spatial information and its psychophysical similarity 79 with human subjects at the perceptual (Britten et al. 1992; Parker and Newsome 1998; Romo 80 et al. 2000) , cognitive (Fortes et al. 2004; Janssen et al. 2000; Merchant et al. 2003; Merchant 81 et al. 2004b) , and motor levels (Buneo et al. 2002; Georgopoulos et al. 1993; Velliste et al. 82 2008) . A number of combined neurophysiological and psychophysical experiments in 83 macaques have been designed to uncover, with notable success, the functional organization of 84 the neural circuits that mediate spatial processing (Georgopoulos et al. 1989; Georgopoulos et 85 al. 1986; Hubel and Wiesel 1968; Mountcastle et al. 1975; Rolls 1999) . This 86 neurophysiological information has been fundamental for understanding the human brain 87 mechanisms of spatial behavior (Kourtzi et al. 2003; Vanduffel et al. 2002) , because of the 88 interspecies similarities in the visual system (Newsome and Stein-Aviles 1999; Nichols and 89 Newsome 1999) . Therefore, the same experimental procedures could be valid to study the 90 neural basis of time processing. An open question, though, is whether the macaque timing 91 production shows the same properties of human psychophysical execution, and whether this 92 type of primate constitutes a good animal model to study the neural basis of interval 93
production. 94
The current study provides a detailed psychometric description of the similarities and 95 differences in motor timing performance between human subjects and Rhesus monkeys 96 during two timing production tasks. Results indicate that the Rhesus monkey is a suitable 97 model for the study of the neural basis of time production, but they also suggest that not all of 98 the exquisite temporal abilities of humans are shared with macaques. Twenty human subjects (10 males and 10 females), mean (SD) age of 26.5 (2.5) years, 110 (range: 23-32 years) were tested in this study. They were right-handed, had normal or 111 corrected vision, and were naive about the task and purpose of the experiment. All subjects 112 reported no systematic musical training for more than a year. Each subject volunteered and 113 gave informed consent for this study, which complied with the Declaration of Helsinki and 114 was approved by the National University of Mexico Institutional Review Board. 115 Three naive male monkeys (Macaca mulatta 5-7 kg, referred to as M01, M02, and 116 M03) were used. The ages of the monkeys were 7, 6, and 5 years, respectively. M02 and 117 M03 were right-handed, and M01 was left-handed. All experimental procedures with the 118 animals were approved by the National University of Mexico Institutional Animal Care and 119
Use Committee and conformed to the principles outlined in the Guide for Care and Use of 120 Laboratory Animals (NIH, publication number 85-23, revised 1985) . 121
122

Apparatus 123
Human subjects were seated comfortably on a chair facing a computer screen (refresh rate 60 124 Hz, Dell Optiplex 19") in a quiet experimental room and tapped on a push-button (4 cm 125 diameter, #7717, Dassel MN, USA, sampled at 200 Hz) during the production tasks. The 126 button made a ~50dB sound every time it was pushed (Decibelimeter, HER-400, Steren 127 Mexico). The subjects could not see their own hand during tapping. Monkeys were seated in 128 a primate chair in a sound-attenuated room facing a computer screen. The animals tapped on 129
Task 1: Multiple interval task (MIT) 141 a. Experimental task. At the beginning of the trial, stimuli were presented with a constant 142 inter-onset interval. Subjects were required to push a button each time a stimulus was 143 presented, which resulted in a stimulus-movement cycle. The subjects started to press the 144 button when they were ready to start the synchronization phase. After four consecutive 145 synchronized movements the stimuli were eliminated, and the subjects continued tapping 146 with the same interval for three additional intervals. Monkeys received a reward if each of the 147 intervals produced had an error < 35% of the target interval. In addition, the monkey could 148 receive a double reward if the intertap interval was <20% of the target interval. It is important 149 to mention that the amount of monkey reward (fruit juice) was adjusted to be proportional to 150 the trial duration (interval duration x 6 produced intervals), in order to decrease the bias for 151 the production of short-duration intervals. For human subjects feedback was displayed on the 152 screen as the mean intertap interval and standard deviation (SD) for the continuation phase. 153
Throughout the experiment, trials were separated by a variable inter-trial interval (1.2 to 4 154 sec). 155 b. Stimuli. For both human subjects and monkeys the auditory stimuli were pure tones (33 156 ms, 2000 Hz, 65 dB). Visual stimuli were 4-cm side squares presented in the center of a 157 computer screen for 33 ms, with green color for human subjects and red for monkeys. The 158 frame-rate of the video board (60 Hz) was accurately calibrated, and both the visual and 159 auditory stimuli, although brief, were clearly detectable. The target intervals were 450, 550, 160 650, 850, and 1000 ms, and were chosen pseudorandomly within a repetition. Ten repetitions 161 were collected for each interval for a total of 300 produced intervals (5 durations x 6 intervals 162 [3 synchronization + 3 continuation] x 10 repetitions). 163 164 Task 2: Single interval task (SIT) 165 a. Experimental task. For each interval, there was a training and an execution period. In the 166 training period, a target interval (two stimuli whose onsets were separated by a particular 167 duration) was presented at the beginning of the trial. Then the subject tapped twice on the 168 push-button to produce the same interval. This was repeated for 5 training trials, after which 169 the subject entered the execution period, where he/she produced another 10 single intervals, 170 each in response to a go signal that appeared on the screen. In the case of monkeys, each 171 duration interval was associated with a particular stimulus feature (e.g., 450 ms with a blue 172 square) so that during the execution period the go signal was a stimulus that had been linked 173 to the production of a specific interval during the training period. Monkeys were rewarded 174 following the same rules described in Task 1. Again, feedback was displayed on the screen 175 for human subjects, indicating the mean intertap interval and SD across trials of the same 176 target interval during the execution period. Throughout the experiment, trials were separated 177 by a variable 1.2 to 4 sec inter-trial interval. 178 b. Stimuli. In this task we only tested four target intervals: 450, 650, 850, and 1000 ms. The 179 same auditory and visual stimuli as in the MIT were used in human subjects. For monkeys, 180 the stimulus properties were associated with a particular target interval duration as follows: 181 4400 Hz tone or blue square with 450 ms, 3000 Hz tone or green square with 650 ms, 1000 182
Hz tone or cyan square with 850 ms, and 650 Hz tone or yellow square with 1000 ms. A 183 block of five trials in the training period followed by ten trials during the execution period 184 were collected for a particular interval duration before changing to another one. The target 185 intervals were chosen pseudorandomly between blocks. Therefore, a total of 60 trials (40 for 186 the execution period) were collected. 187 188 Procedure 189
Human subjects performed both tasks for each marker modality in random order in two 190 sessions, each session of one hour per day. Ten repetitions per session were collected for each 191 marker modality and task. Before data collection, practice trials were given in the tasks until 192 the subjects acknowledged that they understood the tasks and were comfortable with their 193 performance. 194
Monkeys were trained following classical conditioning techniques; they received their 195 normal food rations but were water deprived, except for the juice drops obtained during the 196 training and testing sessions. The animals worked 6 days/week, 4 hr/day on average; they 197 performed around 1000 trials per day, with a total liquid intake of 120-220 ml. Weight was 198 strictly controlled by giving supplementary fluids to the monkeys when they lost more than 199 20% of their initial weight. The monkeys were initially trained in the MIT using the 200 following four steps. First, the monkey learned to place his dominant hand on the horizontal 201 key. Second, after hand-on-key detection, stimuli were presented, and the monkey had to 202 push the button twice, in order to produce a single interval with a duration similar to that of 203 the inter-onset stimulus interval (ISI). Two of the monkeys (M1 and M3) performed wrist up-204 down tapping movements, as humans subjects did, whereas monkey 2 performed the tapping 205 with a forward-backward wrist movement. Third, the monkey was trained to produce several 206 (5 to 7) taps in response to each stimulus. Finally, after producing four or more synchronized 207 taps, the monkeys learned to produce intervals in the continuation phase of the task. The 208 animal started by producing one continuation interval, and gradually increased the number of 209 taps until he was able to produce three intervals in this phase of the task. This was an 210 extremely difficult task to learn and execute for the monkeys. Monkey1 was initially trained 211 in the MIT using auditory markers to define the interval durations. However, we found that 212 the monkeys showed a clear preference for visual stimuli. Hence, Monkeys 2 and 3 were first 213 trained in the visual condition and then the auditory markers were introduced. This strategy 214 reduced considerably the training period (see below). 215
Once the monkeys learned the MIT, they were trained in SIT. In this case, after the 216 key activation the animals produced an interval after two stimuli were presented. Thus, the 217 monkey was required to associate a particular interval duration with a specific frequency 218 (auditory condition) or color (visual condition). Once this association was achieved, the 219 monkey could perform the task not only in the instruction but also in the execution phase, by 220 producing one interval after a stimulus. This task was simpler for the monkeys to learn and 221 execute, although during training the visual marker preference persisted. respectively. This implies that for the MIT, the variance corresponded to a general measure of 238 within-and between-trial variability without averaging across trials in the synchronization 239 and continuation phases. In accordance, in the SIT the variance corresponded to the between-240 trial variability, since only one interval per trial was produced. Finally, the constant error was 241 defined as the difference between the mean minus the target interval. 242 243 Slope Analysis. We used the model reported by Getty (1975) and Ivry and Hazeltine (1995) to 244 analyze the scalar property, a form of Weber's law that defines a linear increase in temporal 245 variability (SD) as a function of mean subjective time (Gibbon et al. 1997; Getty, 1975) . A 246 linear regression between the timing variance (σ 2 ) and the mean subjective duration squared 247 (D 2 ) was performed as follows: 248
where k is the slope that approximates the Weber fraction, and the intercept, c, is a constant 252 representing the time-independent component of the variability. This model uses variance 253 against squared durations as a generalized Weber equation because it is only with the 254 variance that different sources of variability can be decomposed (Getty 1975) . For this 255 reason, this model has been proven useful to dissociate the temporal component from the 256 fraction of variance that remains similar across interval durations (e.g. sensory detection and 257 motor implementation), and accurately predicts both the initial drop in Weber fraction for 258 very short (less than 200ms) durations and the observed constancy of the Weber fraction for 259 durations up to 2 seconds (Getty 1975). In addition, equation 1 was a better model than the 260 linear regression of SD against interval duration in a variety of perception and tapping tasks 261 for the range of durations in the hundreds of milliseconds (Church et al. 1976; Ivry and 262 Hazeltine 1995) . 263 264
Results
265
The monkeys' performance was analyzed once the animals reached an asymptotic 266 level in their learning curve across tasks. We assumed that the monkeys' performance was 267 stable when their daily performance was above 70% of correct trials for more than a week. 268
The appropriate learning criterion was reached on the MIT after 25 months in monkey 1, 12 269 months in monkey 2, and 11 months in monkey 3, which emphasizes how difficult this task 270 was for the monkeys, particularly in the auditory condition. In contrast, all animals learned 271 the SIT in both marker conditions in less than four months. Once the monkeys learned the 272 tasks, their performance was quite consistent across days, as shown in Figure 1 for monkey 2 273 during the multiple interval task. Figure 1 also shows how well this monkey differentiated 274 between target intervals across conditions. 275
The following results are divided into three sections. First, we address the variability 276 and accuracy of both species during MIT. Second, we characterize the temporal performance 277 of human subjects and monkeys in the SIT, and finally we compare the performance between 278 the two experimental paradigms. 279
280
Multiple Interval Task (MIT) 281
282
The multiple interval tapping task has been a useful paradigm in experimental psychology to 283 understand different aspects of temporal performance (Ivry and Hazeltine 1995; Merchant et 284 al. 2008a; Merchant et al. 2008b; Merchant et al. 2008c; Wing and Kristofferson 1973) . This 285 task has at least four main components, namely, a sensorimotor process during 286 synchronization, an internal timing component during both synchronization and continuation, 287 a cyclic element for the multiple interval production, and a working-memory component used 288 during the continuation. Hence, in the following sections we intend to compare the 289 performance of human subjects and monkeys in this task, making an effort to dissociate the 290 temporal and non-temporal processes of the MIT across these comparisons. 291 292 Mean asynchronies. As an initial step, we compared the mean asynchronies for humans and 293 monkeys in the MIT. The asynchronies are defined as the time difference between the 294 stimulus onset and the tap onset. In accordance with the literature (see Repp, 2005 for a 295 review), Figure 2 shows that human subjects were able to synchronize their behavior to the 296 actual metronome in the synchronization phase with negative mean asynchronies, particularly 297 in the visual modality. In contrast, the asynchronies in monkeys were positive and around 300 298 ms across intervals. A repeated-measures analysis of variance (ANOVA) was carried out in 299 which species (monkeys and humans) was the between-subjects variable, the interval 300 duration and marker modality (auditory and visual) were defined as within-subjects variables, 301 and mean asynchronies was the dependent variable. The results only showed significant main 302 effects for species (F (1,21) = 464.2, p < 0.0001). These findings indicate that monkeys were 303 not able to synchronize their tapping behavior to the sensory metronome as human subjects 304 do. 305
We also compared in the monkeys the mean asynchronies of the MIT with the 306 reaction times of a sequential reaction time task (SRT), in which the animals performed five 307 tapping movements in response to five stimuli with random (600-1400 ms) inter-onset 308 intervals in order to receive a reward in each trial ( Figure 2) . A repeated-measures ANOVA 309 using the asynchronies (MIT) or the reaction times (SRT) as dependent variable and task and 310 modality as within-subjects variables, revealed significant main effects for task (F (1,2) = 311 143.02, p = 0.007), but not for modality (F (1,2) = 0.188, p = 0.707) or the task-conditions x 312 modality (F (1,2) = 10.9, p = 0.081) interaction. Therefore, these findings suggest that although 313 the monkeys were not able to synchronize their behavior to external cues, their tapping 314 responses in the MIT were shorter than the reaction times in the SRT, and hence, showed 315 some level of timing prediction during the synchronization phase. 316 317 Variability. The SD was computed from the within and between trial individual inter-318 response intervals (IRIs) for each target interval duration. A repeated-measures ANOVA was 319 performed using marker modality, interval duration, and task phase (synchronization and 320 continuation) as within-subjects variables, species as between-subjects variable, and SD as 321 dependent variable. The results showed significant main effects for species (F (1,21) = 68.46, p 322 = 0.007), modality (F (1, 21) = 13.3, p = 0.002), interval duration (F (4, 84) = 37.95, p < 0.0001), 323 and phase (F (1, 21) = 14.62, p = 0.001), as well as significant species x modality (F (1, 21) = 324 9.84, p = 0.005), species x interval duration (F (4, 84) = 4.84, p = 0.001), and species x phase 325 (F (1, 21) = 18.58, p < 0.0001) interactions. These results indicate that in both phases of the 326 MIT, the overall variability was larger in monkeys than in humans, it was also larger for 327 visual than for auditory markers, and it increased as a function of the interval duration. In 328 addition, the interaction effects demonstrated that only humans showed larger temporal 329 variability in the visual than in the auditory condition, and only monkeys showed increased 330 variability in continuation when compared to synchronization (see Supplementary Table 1) . 331
The next step was to verify whether the variability of successive IRIs was stable 332 across synchronization and continuation phases, or whether there were systematic changes in 333 performance at some point in the tapping sequence. In this case the SD was computed across 334 trials for each sequence position. Supplementary Figure 1 shows the mean SD as a function 335 of the six intervals produced, the first three from synchronization and the last three from 336 continuation. A repeated measures ANOVA was carried out using SD as dependent variable, 337 production sequence (one to six IRIs) and modality as the within-subjects variables, and 338 species as the between-subjects variable. The ANOVA showed significant main effects on 339 production sequence (F (5, 105) = 5.12, p < 0.0001), and species (F (1, 21) = 7.65, p = 0.012). In 340 addition, the production sequence x species (F (5, 105) = 8.66, p < 0.0001) and the modality x 341 species (F (1, 21) = 11.08, p < 0.003) interactions showed significant effects. Overall, this 342 analysis indicates that the temporal variability was not homogenous across the six taps, with a 343 systematic decrease after the first tap and an increase for the last tap in both species. 344
Furthermore, there was a significant difference in SD production sequence between species, 345
where human subjects showed a more stable pattern of temporal performance across the 346 synchronization and continuation, whereas monkeys showed a stepped increase in variability 347 in the continuation phase. It is appropriate to mention here that due to the observed sequence 348 effects on the performance variability, we eliminated the first interval of the synchronization 349 and the last interval of the continuation phases from the computations of temporal variance 350 for the following slope analysis. durations and that is associated with sensory detection and processing, decision making, 360 memory load, and/or motor execution (Ivry and Hazeltine 1995). 361
In Figure 3 the variance (mean ± SEM) is plotted against the square of the intervals 362 produced, where it can be noticed that the variance increased linearly as a function of the 363 interval produced. Table 1 summarizes the regression results for individual participants. 364
Large differences are evident across conditions in the slope, intercept, and proportion of 365 variance accounted for by the models (R 2 ). In order to characterize these differences, we 366 performed a set of separate ANOVAs, where the dependent variables were the slope, the 367 intercept, or the R 2 ; and where species was used as between-subjects variable, and modality 368 and phase as within-subjects variables. In the case of the time-dependent component (slope), 369 the ANOVA revealed significant main effects of species (F (1,21) = 25.75, p < 0.0001) and 370 phase (F (1,21) = 22.36, p < 0.0001), but not of modality (F (1,21) = 2.01, p = 0.17). In addition, 371 a significant species x phase interaction was found (F (1,21) = 39.59, p < 0.0001). This analysis 372 revealed one of the most important findings of the present study, namely, that while the slope 373 during synchronization was similar between species, the slope in the continuation phase 374 decreased slightly in human subjects but increased dramatically in monkeys. Indeed, no 375 significant species differences in slope were found during synchronization (F (1,44) = 1.16, p = 376 0.29), the slope in monkeys was significantly larger in continuation than synchronization 377 (F (1,10) = 17.82, p = 0.002), and a marginal difference was found in the slope of human 378 subjects between the two phases (F (1,78) = 2.83, p = 0.09). Furthermore, these results show 379 that the modality of the interval marker did not play an important role in modulating the 380 slope. Thus, when multiple intervals were internally timed and produced it seems that the 381 temporal information processing was much more efficient in human subjects than in 382 monkeys. 383
The ANOVA on the intercept did not show significant main effects. Only the species 384
x phase (F (1,21) = 15.38, p = 0.001) interaction reached significance. A note of precaution 385 regarding the slope model is in place here. While the time-dependent (slope) and time-386 independent (constant) components are theoretically independent in the regression model, 387 noise generally produces covariation between these two measures. For example, if the slope 388 overestimates the error for the longest duration, this will likely increase slope and decrease 389 intercept. 390
Finally, the ANOVA on the goodness of fit only showed a significant species x phase 391 (F (1,21) = 8.6, p = 0.008) interaction. Monkeys showed larger R 2 values for the continuation, 392
whereas human subjects showed the inverse effect, i.e., larger R 2 values in the 393 synchronization. Figure 4 shows that this variable was negative across 398 all conditions and species. The ANOVA results for constant error showed significant main 399 effects for species (F (1,21) = 18.1, p < 0.0001), interval duration (F (4, 84) = 16.2, p < 0.0001), 400 and phase (F (1, 21) = 12.6, p = 0.002), and marginal main effects on modality (F (1,21) = 3.62, p 401 = 0.07). In addition, significant effects were found on species x phase (F (1, 21) = 12.8, p = 402 0.002), interval duration x phase (F (4, 84) = 28.6, p < 0.0001), and interval duration x species 403 (F (4, 84) = 11.1, p < 0.0001) interactions. These results indicate the following: (1) human 404 subjects were more accurate than monkeys across conditions; (2) constant error increased in 405 the continuation phase, particularly in monkeys; (3) there was a decrease in constant error as 406 a function of interval duration across species and task phases; (4) both species had the 407 tendency to be more accurate in the auditory condition, producing shorter intervals in the 408 visual condition. Figure 4 shows that the constant error 414 (mean ± SEM) has a clear tendency to decrease as a function of the produced interval in the 415 MIT across conditions. However, only in the auditory condition for human subjects did the 416 constant error show positive values for short durations and negative values for long intervals 417 in the continuation. Monkeys in both modalities and task phases, as well as human subjects in 418 both task phases in the visual condition underestimated intervals across the range of durations 419 tested. Hence, no indifference point could be determined from these data. In addition, the 420 linear regression models for the constant error as a function of the interval produced, shown 421 in Figure 4 , revealed larger negative slopes for continuation than for synchronization for both 422 species and marker modalities. It is important to clarify that the interval of 1000 ms was 423 considered an outlier in the continuation phase of monkeys, and was not included in the 424 regression models for the auditory and visual marker conditions (see Figure 4 ). Furthermore, 425 the synchronization slopes were similar between the two species, but were larger in the 426 monkeys than in human subjects during the continuation phase. 427
These findings suggest that monkeys show a predisposition to produce shorter 428 intervals, particularly for longer durations since they show clear difficulties in withholding 429 their responses. Nevertheless, it seems that the mechanism for temporal processing shows 430 similar "accuracy-fingerprints" in both primates across task phases and modalities. 431 432
Single Interval Task (SIT) 433 434
To perform the single interval task properly, subjects needed to store in memory a 435 representation of interval duration for a relatively long time. This representation, acquired 436 during the instruction period, was used to produce two consecutive taps after a go signal in 437 the execution period. Hence, SIT has different memory requirements than the MIT, and only 438 one interval is produced, which eliminates the cyclical component of the previous task. 439
440
Variability. Figure 5 shows that the variance also increased linearly as a function of the 441 square of the interval produced in the SIT. It is clear that the temporal variability was similar 442 between species and modalities, although there was a decrease in SD for the auditory 443 condition in human subjects. The corresponding ANOVA only showed significant main 444 effects for interval duration (F (3, 63) = 14.4, p < 0.0001). 445 446 Slope Analysis. Table 2 shows the slope, intercept, and R 2 for human subjects and monkeys, 447 and for both sensory marker conditions in this task. Again, separate ANOVAs were carried 448 out, using the slope, the intercept, or the R 2 as dependent variables and the species and 449 modality as factors. Remarkably, no significant effects were detected for any of the tested 450 variables. These results indicate that the scalar property was followed in both species during 451 the SIT. More importantly, the analysis showed that the time-dependent component involved 452 in single interval production was similar between human subjects and monkeys. 453 454 Accuracy. Just as in the MIT, the constant error was smaller in human subjects than in 455 monkeys during the SIT across marker modalities ( Figure 6 ). The corresponding ANOVA 456 showed significant main effects on species (F (1,21) = 5.3, p = 0.032) and interval duration 457 (F (3,63) = 10.57, p < 0.0001), as well as on the species x interval duration interaction (F (3,63) = 458 7.17, p < 0.0001). Hence, these findings support two of the results of the MIT, namely, that 459 there was a decrease in constant error as a function of the target interval, and that human 460 subjects were more accurate than monkeys. 461
The negative slope in the linear fittings of Figure 6 The existence of a central timing mechanism implies that temporal performance should be 469 similar in different behavioral contexts. Thus, the main question was whether the slope 470 analysis would show similar time-dependent components in the MIT and SIT. An ANOVA 471 was performed with the slope as dependent variable, and species as between-subjects variable 472 and task (continuation in MIT vs. SIT) and modality as within-subjects variables. The results 473 revealed no significant main effects on task or modality, only a marginal main effect on 474 species (F (1,21) = 3.57, p = 0.073). In addition, the task x species interaction was significant 475 (F (1,21) = 5.64, p = 0.027). Hence, these results underscore the differences in temporal 476 performance between the two primate species. The results in monkeys support the notion of a 477 partially overlapping mechanism for temporal performance in the two production tasks, 478
showing similar slopes in the MIT continuation and SIT. In contrast, human subjects showed 479 a smaller slope in the MIT continuation than in the SIT, confirming previous reports that the 480 presentation of multiple intervals confers some advantages on timing precision (Hazeltine 481 and Ivry 1995; Merchant et al. 2008 a,c; Miller and McAuley 2005) . 482
As a final point, it is interesting to note that the accuracy patterns in the SIT and MIT 483 shared some common properties, the most important of which are: (1) intervals or the production of multiple intervals cued by a sensory metronome, the monkeys' 497 timing variability was similar to that of human subjects. (4) Through the continuation phase 498 of the MIT, human subjects showed a decrease, whereas monkeys showed an increase in 499 variability with respect to the synchronization phase. (5) In both tasks, human subjects 500 showed greater accuracy and less temporal variability in the auditory than in the visual 501 marker condition, an effect that was not evident in monkeys. (6) In contrast to human 502 subjects, monkeys did not synchronize their tapping to the sensory metronome during the 503
MIT. 504
The scalar property, which is a form of Weber's law, is a ubiquitous feature of 505 interval timing. It has been observed in many timing tasks and species (Allan 1998; Church et 506 al. 1994; Fetterman and Killeen 1992; Gibbon et al. 1997; Merchant et al. 2008c; Penney et 507 al. 2008 ). In addition, the scalar property is not followed by subjects with timing deficiencies, 508 such as those with Parkinson's disease or cerebellar patients (Artieda et al. 1992; Harrington 509 et al. 1998; Merchant et al. 2008a; Pastor et al. 1992; Spencer et al. 2003) . Therefore, our 510 results on the Rhesus monkey indicate that the neural timing machinery possesses functional 511 properties that are phylogenetically conserved. Indeed, due to the behavioral, anatomical, and 512 functional similarities between humans and macaques, the present findings support the 513 Rhesus monkey as a good animal model for the study of time production neurophysiology. 514
Nevertheless, as we discuss below, some precautions should be followed when extrapolating 515 the neural underpinnings of temporal processing from macaques to humans. 516
The slope analysis revealed that the time-dependent component of the total 517 performance variability (the slope) was similar between species during the SIT and during 518 MIT synchronization. These findings suggest, first, that both primate species have a similar 519 internal timing mechanism when the passage of time needs to be quantified for only one 520 interval. Indeed, Rhesus monkeys have practically the same abilities as humans in a large 521 number of sensorimotor tasks, such as reaching (Georgopoulos et al. 1982; Merchant et al. 522 2004a; Naselaris et al. 2006 ), categorizing and discriminating stimuli (Britten et al. 1992; 523 Fortes et al. 2004; Hernandez et al. 1997; Merchant et al. 1997; Romo et al. 1996) , and 524 anticipatory pursuit (Heinen et al. 2005; Janssen and Shadlen 2005; Kowler 1989) . 525 Furthermore, the interception skills of monkeys are as good or even better than human 526 subjects' (Merchant et al. 2003) . This could explain in part the similar temporal performance 527 of both species during the SIT, if we consider that subjects compute the time-to-contact of the 528 target for a successful interception (Merchant and Perez 2009). The picture is more complex 529 in the MIT synchronization, since both species showed similar slopes but monkeys did not 530 synchronize its tapping. These results suggest that some but not all of the neural processing 531 involved in the stimulus-response cycles during synchronization may be shared between both 532
species. 533
On the other hand, the slope in the MIT continuation phase decreased in human 534 subjects but increased in monkeys compared to the synchronization phase. The slope 535 decrease in humans corroborates previous studies in which corrective processes that maintain 536 synchronization do so at the cost of increased variability of inter-response intervals (Kolers 537 and Brewster 1985; Madison 2001; Semjen et al. 2000) . This phenomenon not only suggests 538 that the human timing mechanism benefits from the cyclical component of the MIT (Ivry and 539 Hazeltine 1995; Merchant et al. 2008b; Merchant et al. 2008c ), but it also suggests that this 540 timing mechanism does not have to carry out phase corrections when working independently 541 of external sensory cues (Repp 2005; Wing 1977 ). On the other hand, the fact that the 542 variability of the time-dependent component is significantly larger during the continuation 543 than in the synchronization phase in monkeys (see Table 1 ), suggests that the internal timing 544 machinery in macaques is not built to produce multiple consecutive intervals. It is plausible 545 to assume that in the Rhesus' natural repertoire of temporal behaviors, there is no need to 546 execute multiple and precisely timed intervals, even if their internal timing mechanism is 547 quite capable of measuring and producing durations of individual events. On the contrary, 548 human subjects often execute multiple intervals during speech, music, and dance (Janata and 549 Grafton 2003; Phillips-Silver and Trainor 2007; Thomson and Goswami 2008) . Most of these 550 complex human behaviors include auditory cues to process temporal information, which 551 could be associated with the smaller temporal variability and better accuracy during the MIT 552 in the auditory than in the visual marker condition, an effect that has been well documented 553 in the literature (Grondin et al. 1996; Merchant et al. 2008c; Repp and Penel 2002; Wearden 554 et al. 1998 ). The fact that auditory signals are timed with greater precision and judged longer 555 than equivalent duration visual signals is readily apparent in healthy children (5-8 years old), 556 as well as young and older adult human participants (Droit-Volet et al. 2007; Lustig and 557 Meck 2001; Penney et al. 2000) . In contrast, these auditory/visual modality differences are 558 less pronounced and more dependent on the level of training and feedback in rodents (Cheng 559 et al. 2008; Meck 2005) . 560
The large monkey deficiencies in learning and executing the MIT during the 561 continuation phase, the fact that they did not synchronize their tapping to the metronome, and 562 the lack of preference for the auditory modality, strengthens the idea that temporal 563 underpinnings in monkeys cannot deal primarily with the production of multiple intervals, in 564 part because vocalizations in macaques do not have a complex temporal structure (Ghazanfar 565 and Logothetis 2003) . Indeed, it has been suggested that the ability to synchronize motor 566 behavior to predictive auditory cues over a wide range of tempi is present not only in humans 567 but also in parrots that are able to perform vocal mimicking behavior (Patel et al. 2009; 568 Schachner et al. 2009 ). In contrast, non-human primates cannot entrain its motor 569 behavior (Schachner et al. 2009 ). Hence, synchronization may have played an important role 570 in the evolution of music and even of language (Merker et al. 2009 ). Needless to say, the 571 many months of monkey training in the MIT probably improved the temporal processing 572 capabilities of the timing neural network, as recently reported in human auditory cortex after 573 music training (Musacchia et al. 2007 ). Nevertheless, a general alternative interpretation is 574 that the difference in performance during the MIT between humans subjects and monkeys 575 could be due to non-temporal factors, such a memory, attention and reward expectancy. 576 Indeed, the species differences observed in the continuation phase could be due to the more 577 developed working memory and/or attention systems in humans. 578 Two alternative mechanisms have been proposed as the neural substrate of interval 579 timing on the scale of hundreds of milliseconds (Ivry and Schlerf 2008; Mauk and 580 Buonomano 2004) : a centralized mechanism that processes temporal information in a 581 multimodal fashion, and across perceptual and motor timing tasks; and a distributed 582 mechanism that involves a specific and independent neural circuit for different timing 583 behaviors. Thus, similar Weber fractions across timing contexts and durations (Getty 1975; 584 Gibbon et al. 1997; Ivry and Hazeltine 1995) , significant intersubject correlations in timing 585 variability between temporal tasks (Keele et al. 1985; Merchant et al. 2008c; Robertson et al. 586 1999) , and generalization of timing learning among modalities, stimulus locations, and 587 between the perception and production of time intervals (Bartolo and Merchant 2009; 588 Karmarkar and Buonomano 2003; Meegan et al. 2000; Wright et al. 1997 ) justify the view of 589 a unified mechanism of temporal processing in the subsecond range. In contrast, 590 psychophysical and modeling work (Karmarkar and Buonomano 2007; Staddon and Higa 591 1999) has supported the notion of a distributed-independent clock mechanisms. 592
Recent neuroimaging and psychophysical studies have led to an intermediate 593 hypothesis, namely, that interval timing depends on a partially overlapping, distributed 594 mechanism, where main-core cortical and subcortical timing structures, such as SMA, 595 prefrontal and posterior parietal cortex, as well as the basal ganglia and the cerebellum, can 596 be influenced differently by context-dependent information that is processed by the 597 corresponding brain areas (Grondin 2001; Lewis and Miall 2003; Merchant et al. 2008b; 598 Merchant et al. 2008c) . For example, using the slope analysis, different multidimensional 599 analyses, and the correlation of intersubject timing variability, we found that the sensorimotor 600 processing (perception vs. production), the modality of the stimuli used to define the intervals 601 (auditory vs. visual), and the number of intervals (one vs. four) had important effects on the 602 temporal performance of human subjects (Merchant et al. 2008b; Merchant et al. 2008c) . 603
However, these analyses did not support neither the notion of a completely distributed-604 independent timing system, since clear but complex relations in the temporal variability were 605 observed between tasks (Merchant et al. 2008b; Merchant et al. 2008c ). Of course, 606 neurophysiological experiments are needed to confirm or refute this hypothesis, but at least 607 two different functional modes of a partially overlapping timing network can be suggested: 608
(1) a mechanism where the interaction of main-core timing structures is similar across 609
contexts, but where the information exchange with non-timing areas induces the performance 610 differences across different timing tasks; or (2) a timing neural network in which the 611 association main-core timing areas (such as the posterior parietal and/or prefrontal cortex) 612 that have access to multimodal sensory information and can process motor planning and 613 intentionality signals, process temporal information depending on the behavioral 614 contingencies of the task. 615
Following the latter line of reasoning, we could suggest that the reported similarities 616 in temporal processing between human subjects and monkeys depend on a conserved main-617 core circuit constituted by similar cortical and subcortical structures. This timing circuit, with 618 the same basic anatomofunctional organization, may be modulated by species-specific neural 619 structures that cause the time production differences observed between human subjects and 620 monkeys. Due to the important timing bias towards auditory signals for the triggering of 621 temporal performance in human subjects (Guttman et al. 2005; Kolers and Brewster 1985; 622 Repp and Penel 2002) , we propose that auditory association areas of the temporal and parietal 623 lobe, as well as frontal structures including Broca's area, may be important human cortical 624 nodes conferring the enormous temporal capabilities to Homo sapiens observed during the 625 MIT continuation, and during speech and musical perception and production. 626
We reported that the temporal underestimation increased as a function of interval 627 duration, particularly in the monkey. These results indicate that the range of intervals tested 628 in the MIT and SIT were not short enough in either species to reveal the indifference point 629 and the overestimation of short durations, as stated initially by Vierordt (1868). However, the 630 notion of indifference point has been strongly questioned recently by McAuley and 631 colleagues. They found that a standard interval that was relatively small in comparison with 632 the global temporal context tended to be overestimated, whereas the same standard interval 633 that was relatively long in comparison with the global temporal context tended to be 634 underestimated (Jones and McAuley 2005; McAuley and Miller 2007) . This explanation is 635 consistent with duration categorization judgments, where the point of subjective equality falls 636 near the geometric mean of the anchor boundaries of the durations tested (Grondin 2001; 637 Meck and Church 1983; Penney et al. 2008 ). On the other hand, the larger underestimation 638 in monkeys may be due to the emphasis that these animals put on obtaining more reward per 639 unit of time (Kim et al. 2008; Watson and Platt 2008) . The constant error of monkeys showed 640 minimal underestimation at 450 ms which could be the result of the animals´ tendency to 641 minimize the total trial time in order to obtain reward. Adapting their preferred internal 642 periodicity at the shortest interval could decrease variability and increase accuracy for 643 intervals produced around the fundamental (or harmonic) preferred period. Actually, 644 monkeys executed the tasks based on liquid reward as a motivational drive, receiving double 645 reward if their performance accuracy was greater (see Methods). With the purpose of 646 decreasing the bias for the production of short-duration intervals, we adjusted the amount of 647 fruit juice to be proportional to the trial duration. Nevertheless, it is quite possible that the 648 monkeys placed more emphasis on the production of shorter intervals. In fact, the large 649 constant error at 1000 ms is an evidence that monkeys could not withhold their responses for 650 large interval durations. 651
In conclusion, the present paper indicates that the Rhesus monkey is a good animal 652 model for studying the neurophysiological basis of time production, especially for single 653 intervals. However, only after a long training period were the macaques able to execute the 654 continuation phase of the MIT, and the variability of temporal performance in this phase was 655 substantially larger than in human subjects. These behavioral differences could be rooted on 656 both, the social experience and learning associated with speech and music and the evolution 657 of neural structures devoted these behaviors in the auditory system of the human. Such areas 658 could confer the temporal abilities needed to produce multiple and complex interval 659 sequences. In contrast, the well known similar spatial abilities of both primates probably 660 depend on the anatomofunctional commonalities of their visual system. We would like to thank Bruno Repp and two other anonymous reviewers for their 670 enlightening comments on the initial versions of the paper. We are also grateful to Richard 671 Ivry for his fruitful observations on this work. We thank Dorothy Pless for proofreading the 672 
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