



Veröffentlichungsversion / Published Version
Sammelwerksbeitrag / collection article
Empfohlene Zitierung / Suggested Citation:
Renn, H. (1984). Datenerhebung aus Massenakten. In W. Bick, R. Mann, & P. J. Müller (Hrsg.), Sozialforschung und
Verwaltungsdaten (S. 168-191). Stuttgart: Klett-Cotta. https://nbn-resolving.org/urn:nbn:de:0168-ssoar-330739
Nutzungsbedingungen:
Dieser Text wird unter einer Deposit-Lizenz (Keine
Weiterverbreitung - keine Bearbeitung) zur Verfügung gestellt.
Gewährt wird ein nicht exklusives, nicht übertragbares,
persönliches und beschränktes Recht auf Nutzung dieses
Dokuments. Dieses Dokument ist ausschließlich für
den persönlichen, nicht-kommerziellen Gebrauch bestimmt.
Auf sämtlichen Kopien dieses Dokuments müssen alle
Urheberrechtshinweise und sonstigen Hinweise auf gesetzlichen
Schutz beibehalten werden. Sie dürfen dieses Dokument
nicht in irgendeiner Weise abändern, noch dürfen Sie
dieses Dokument für öffentliche oder kommerzielle Zwecke
vervielfältigen, öffentlich ausstellen, aufführen, vertreiben oder
anderweitig nutzen.
Mit der Verwendung dieses Dokuments erkennen Sie die
Nutzungsbedingungen an.
Terms of use:
This document is made available under Deposit Licence (No
Redistribution - no modifications). We grant a non-exclusive, non-
transferable, individual and limited right to using this document.
This document is solely intended for your personal, non-
commercial use. All of the copies of this documents must retain
all copyright information and other information regarding legal
protection. You are not allowed to alter this document in any
way, to copy it for public or commercial purposes, to exhibit the
document in public, to perform, distribute or otherwise use the
document in public.





Bei der Verwendung von Massenakten als Datenquellen der empirischen Sozialfor¬
schung müssen folgende Besonderheiten in Rechnung gestellt werden. Massenakten
sind „prozeßproduzierte" Aufzeichnungen", die nicht zu Forschungszwecken erhoben
werden. Auf das Zustandekommen und den weiteren Fortbestand der Akten bis zum
Zeitpunkt einer wissenschaftlichen Auswertung hat der Sozialforscher keinen Ein¬
fluß1. Darüber hinaus sind selten alle interessierenden Sachverhalte in einem einzel¬
nen Aktenbestand festgehalten. In der Regel sind die Informationen unvollständig
und aufverschiedene Bestände verstreut2. Schließlich handelt es sich bei Massenakten
um Informationssammlungen über eine große Anzahl von Bestandseinheiten. Die
vollständige Analyse aller Einheiten ist aber oft aus ökonomischen, technischen oder
methodischen Gründen nicht möglich oder nicht wünschenswert.
Datenerhebung aus überlieferten Beständen von Massenakten ist somit mit zwei
grundlegenden Problemen konfrontiert:
- Einmal mit dem Problem der inhaltlichen Abdeckung des jeweils interessierenden
Sachverhalts im einzelnen Aktenbestand („coverage") verbunden mit dem nachge¬
lagerten Problem der Verknüpfung von Inhalten verschiedener Bestände („record
linkage").
- Zum anderen mit dem Problem der repräsentativen Auswahl von Untersuchungs¬
einheiten aus der Gesamtzahl identifizierter Bestandseinheiten („sampling") und
der Schätzung charakteristischer Kennwerte hinsichtlich der Hypothesen des Sozi¬
alforschers („estimation").
Beim ersten der beiden Probleme geht es um systematische Verzerrungen des über¬
lieferten Inhalts der Akten, die sich sowohl auf den Ausfall bestimmter Bestandsein¬
heiten bzw. Einheitengruppen beziehen können als auch auf das Fehlen bestimmter
Merkmalsbeschreibungen bei identifizierten Einheiten („missing data"). Beim zweiten
Problem handelt es sich um die Frage nach der Auswahl von Einheiten aus dem vor¬
gefundenen Datenmaterial aufgrund angemessener Kriterien sowie den Möglichkei¬
ten einer zufallskritischen Einschätzung der Ergebnisse der Datenanalyse.
Die Unterteilung in diese beiden grundlegenden Probleme ist eine rein analytische
Angelegenheit. In konkreten Datenerhebungen aus Massenakten sind Fragen der in¬
haltlichen Abdeckung, der Verknüpfung verschiedener Quellen, der Repräsentativi-
1. Für den Fall historischer Aufzeichnungen siehe Murphey (1973, 140-153).
2. Vgl. Hammarberg (1971, 542).
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tat der Auswahl sowie der zufallskritischen Bewertung von Resultaten eng miteinan¬
der verflochten. Je nach spezifischer Datenlage haben einzelne Fragen jedoch einen
besonderen Stellungswert.
Im folgenden will ich die angesprochenen Probleme der Datenerhebung genauer
darstellen und Verfahrensvorschläge zu ihrer Lösung näher erörtern. Dabei beziehe
ich mich jeweils auf bestimmte Datenkonstellationen.
1. Ein klassisches Beispiel
Wir gehen dabei aus von der klassischen Untersuchung der Personalverflechtungen
von Banken, die Otto Jeidels im Jahre 1905 vorgelegt hat. Hierin wird für die Zeit um
die Jahrhundertwende ein vermehrtes Auftreten personeller Verflechtungen zwischen
den Banken und der Groß-Industrie nachgewiesen (Jeidels, 1905).
Die Jeidelssche Untersuchung ist nicht nur die erste empirische Arbeit über Perso¬
nalverflechtungen von Banken; sie hat darüber hinaus theoriegeschichtlich einen be¬
sonderen Stellenwert, insoweit als sie von zeitgenössischen marxistischen Theoreti¬
kern als Beleg der Hypothese vom „Finanzkapital", dem zunehmenden Ausmaß der
Verflechtungen zwischen Banken und Großindustrie im Verlaufe der kapitalistischen
Entwicklung, herangezogen wird3.
Nun sind bei genauerer Betrachtung die Jeidelsschen Ergebnisse keineswegs als
Aussagen über die Banken und die Großindustrie zu werten. Zwar ist auch bei Jeidels
der Ausgangspunkt die allgemeine Vermutung, daß „die Selbständigkeit des Indu¬
striellen ... beschränkt werden (kann) durch die Vertreter und Leiter des Verwendung
suchenden Geldkapitals, durch die Banken" (3). Aufgrund von Schwierigkeiten bei
der Datenerhebung war aber in zweifacher Hinsicht eine Einschränkung der Allge¬
meinheit der in Angriff genommenen Thematik notwendig. Eine Schwierigkeit ergab
sich aus dem Umstand, daß „die Beziehungen der Bankwelt zur Industrie sich ab¬
spielen zwischen einer großen Zahl von Banken auf der einen und einer großen Zahl
von verschiedenen Gewerbezweigen auf der anderen Seite". Hier war eine Auswahl
zu treffen: Jeidels untersucht auf der Bankenseite nur die damaligen sechs Großban¬
ken, auf der Industrieseite nur die Montan- und Eisenindustrie sowie Unternehmun¬
gen, „die in den Produktionsprozeß der Eisenindustrie gehören" (4). Darüber hinaus
hatte Jeidels „mit einem bedenklichen Hindernis zu kämpfen, nämlich mit dem Zu¬
stand des Quellenmaterials" (10). Als Datenquellen nutzt Jeidels prozeßproduzierte
Aufzeichnungen, die jeweils spezifische Informationslücken aufweisen, die besten¬
falls untereinander kompensiert werden können. Im einzelnen verwendet er als Da¬
tenquellen die Geschäftsberichte der Großbanken, allgemeine Presseartikel sowie
solche in Fachblättern der Industrie und des Bankenbereichs, weiter sogenannte Bör¬
senhandbücher, wie das „Handbuch der Aktiengesellschaften" und das „Adreßbuch
der Direktoren und Aufsichtsräte".
Es liegt auf der Hand, daß angesichts dieser Gegebenheiten die Jeidelssche Unter¬
suchung keineswegs als repräsentativ für die Banken und ihre Beziehungen zu der In¬
dustrie angesehen werden kann. Sie ist somit nur von eingeschränktem Wert als em¬
pirischer Beleg der These vom „Finanzkapital".
3. So von Lenin, 1917, in seiner Imperialismustheorie.
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Angesichts dieser Diskrepanz zwischen schmaler empirischer Basis der Jeidels¬
schen Untersuchung und der großen Bedeutung, die ihr von den marxistischen Inter¬
preten zugeschrieben wird, wäre eine Wiederholung der Arbeit — und zwar für den
Zeitraum der Jahrhundertwende — unter den heutigen besseren methodischen und
technischen Bedingungen ausgesprochen reizvoll: Die Fragestellung Jeidels müßte
erneut aufgegriffen werden, jedoch sei gleichzeitig zu versuchen, die Schwierigkeiten,
mit denen Jeidels bei der Datenerhebung konfrontiert war und die die oben beschrie¬
benen Beschränkungen der Aussagekraft zeitigten, mit Hilfe des heutigen methodi¬
schen und technischen Instrumentariums zu überwinden.
Damit ist im Hinblick auf diese klassische Untersuchung die eingangs umrissene
allgemeine Problematik der Datenerhebung aus Massenakten angesprochen: In der
Jeidelsschen Arbeit treten pointiert auf
- das Problem der inhaltlichen Abdeckung des theoretisch Gemeinten durch die em¬
pirischen Daten, verbunden mit dem Problem der richtigen Verknüpfung von In¬
halten verschiedener Quellen,
- das Problem der angemessenen Auswahl von Untersuchungseinheiten, verbunden
mit dem Problem der Einschätzung der Repräsentativität der Analyseergebnisse.
Wir wollen im folgenden diese Probleme, ausgehend von der theoretischen Frage¬
stellung Jeidels, darlegen und für die Untersuchung von Personalverflechtungen der
Banken Möglichkeiten der Lösung aufzeigen, hierbei zu machende Annahmen illu¬
strieren und nicht überwindbare Schwierigkeiten kennzeichnen.
2. Der Idealfall: Die einzelne vollständige Datenquelle
Die eingangs dargelegte Fragestellung enthält als Untersuchungsobjekt die Personal¬
verflechtungen von Banken um die Jahrhundertwende im damaligen Deutschen
Reich. Dies ist ein theoretischer Begriff, mit dem der raumzeitliche Rahmen der Un¬
tersuchung abgesteckt wird und der darüber hinaus die Untersuchungseinheiten (Ana¬
lyseeinheiten) und die interessierenden Merkmale derselben festlegt. Auf der theoreti¬
schen Ebene sind gegebenenfalls weitere begriffliche Explikationen notwendig, um
auf der Meßebene eindeutige Indikatoren der theoretischen Sachverhalte bestimmen
zu können.
In unserem Beispiel sind die Untersuchungseinheiten „Banken", als Merkmale
sollen interessieren Personalverflechtungen und Eigenschaften von Banken, die Per¬
sonalverflechtungen erklären können. Da wir voraussetzen, daß intuitiv hinreichend
klar ist, was man unter einer Bank zu verstehen hat, erübrigen sich für diesen Begriff
weitere Präzisierungen. Die Bezeichnung als Bank in einer Datenquelle reicht als In¬
dikator aus. Hingegen wird für das Merkmal „Personalverflechtungen" festgelegt,
daß hierunter die Anzahl von Positionen zu verstehen ist, die Angehörige einer Bank
in Kontrollgremien von Unternehmungen im Nichtbanken-Bereich innehaben4. Wei¬
tere Merkmale seien die Größe der Bank, ausgedrückt etwa in der Höhe der Bilanz¬
summe, des Eigenkapitals oder der Einlagen, die Rechtsform der Bank u. ä..
Wichtig ist, daß durch den theoretischen Begriff des Untersuchungsobjektes auch
die Grundgesamtheit dessen, was untersucht werden soll, festgelegt wird.
4. Dies ist nur eine von vielen möglichen Definitionen von „Personalverflechtung".
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Die Grundgesamtheit des Untersuchungsobjektes kann formal als eine Matrix be¬
schrieben werden. Diese Matrix Xy ist eine — zunächst nur fiktive — Aufstellung der
Ausprägungen x,j, die sämtliche Angehörigen der Grundgesamtheit, 0t,..., 0n, hin¬
sichtlich der interessierenden Merkmale, Xi,..., xm, besitzen.





*u- ¦ • Xlm
Xnj . . . Xnj . . . Xnn
(1)
Die kritische Frage ist nun, ob eine einzelne Datenquelle existiert, in der diese
Grundgesamtheit vollständig aufgezeichnet ist. So könnte ein „Handbuch der Ban¬
ken'* als Datenquelle vorliegen, in dem sämtliche Banken aufgeführt sind, Aussagen
über die jeweilige Größe, die Rechtsform u. ä. gemacht und auch die jeweilige An¬
zahl von Personalverflechtungen der Bank angegeben sind.
In einem solchen Idealfall ist die Datenquelle hinsichtlich des theoretischen Be¬
griffs des Untersuchungsobjektes vollständig: Für jede Untersuchungseinheit auf der
theoretischen Ebene existiert eine entsprechende Bestandseinheit in der Datenquelle.
Die Vollständigkeit eines Datenbestandes ist somit keine isolierte Eigenschaft der
Datenquelle; sie ergibt sich aus der Konfrontation von Datenquelle und theoreti¬
schem Begriff.
Der Datenquelle kann im Idealfall XtJ als Datenmatrix entnommen und in der üb¬
lichen Weise analysiert werden. Beispielsweise sind die merkmalsspezifischen Mittel¬
werte (i-j leicht zu berechnen:
^¦j =
- (2)
Da es sich im Falle von Massenbeständen um eine große Anzahl von Bestandsein¬
heiten handelt, ist es empfehlenswert, aus der Grundgesamtheit der Bestandseinhei¬
ten eine Zufallsstichprobe zu ziehen und für die Stichprobendaten eine Datenmatrix
zu erstellen. Die entsprechenden Stichprobenkennwerte x-j sind erwartungstreue
Schätzwerte der Parameter der Grundgesamtheit.
Bezüglich unseres Beispiels sind wir in der Lage, mit einer bestimmten statisti¬
schen Signifikanz z. B. Aussagen über die durchschnittliche Anzahl von Personalver¬
flechtungen der Banken zu machen und Zusammenhänge zwischen der Größe einer
Bank und der Anzahl ihrer Personalverflechtungen aufzuzeigen.
Da die Daten einer einzelnen Datenquelle dem theoretischen Begriff gerecht wer¬
den, bestehen weder das Problem der inhaltlichen Abdeckung noch das der Verknüp¬
fung von Inhalten verschiedener Datenbestände. Probleme der repräsentativen Aus¬
wahl von Bestandseinheiten und der Parameterschätzung aus Stichprobendaten tre-
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ten zwar auf, können aber durch die Theorie der Stichprobenziehung und der der sta¬
tistischen Inferenz als zureichend gelöst betrachtet werden5.
3. Der Normalfall: Die einzelne unvollständige Datenquelle
Der geschilderte Idealfall der vollständigen Datenquelle ist jedoch nicht der Normal¬
fall der Datenerhebung aus vorgefundenen Beständen. In der Regel ist die zur Verfü¬
gung stehende Datenquelle unvollständig. Zwei polare Typen der Unvoilständigkeit
sind hier denkbar:
(1) Einmal fehlen in der Datenquelle bestimmte Bestandseinheiten, so daß für die
entsprechenden Untersuchungseinheiten keine Informationen vorliegen.
(2) Zum anderen sind zwar alle Bestandseinheiten identifiziert, es fehlen zu be¬
stimmten Merkmalen jedoch die Informationen6.
Bezogen auf unser Beispiel bestünde im ersten Fall die Unvoilständigkeit der Da¬
tenquelle darin, daß in einem Handbuch nicht alle Banken aufgeführt wären. Im
zweiten Falle enthielte das Verzeichnis zwar alle Banken, bei einigen Merkmalen,
z. B. bei der Personalverflechtung, sind jedoch keine Angaben vorhanden.
Wir wollen im folgenden die jeweilige Struktur der Unvoilständigkeit einer Daten¬
quelle untersuchen, die Auswirkung auf das Analyseergebnis abschätzen und sodann
mögliche Problemlösungen erörtern.
3.1 Die Nichtidentifikation bestimmter Bestandseinheiten
Gehen wir davon aus, daß in einer Datenquelle nur k Bestandseinheiten enthalten
sind (identifiziert werden können), so kann die vollständige Datenrnatrix Xy nicht












X, . ..Xj . * xm
"Xu . .. Xu . • * Xim
_Xki . .. xkJ. • • Xkm_
Xi • ..Xj . • • xm
"0 . ..0 . ..0
_0 . ..0 . ..o
_
(3 a)
5. Vgl. für den Fall der historischen Sozialforschung Schofield, 1972.
6. Streng genommen ist (1) der Grenzfall von (2), da bei (1) Informationen zu allen Merkmalen
fehlen, bei (2) nur die Informationen zu einigen Merkmalen. Allerdings setzt (1) nicht die
Identifikation der jeweiligen Bestandseinheiten voraus.
172
Die Matrix Xkm enthält die gesamte Information der Datenquelle. Die Matrix Xim
ist eine Nullmatrix, da für die Untersuchungseinheiten 0k +15..., 0n keine Daten vor¬
handen sind.
Welche Auswirkungen hat der Ausfall der 1 nichtidentifizierten Bestandseinheiten
auf das Ergebnis der Datenanalyse?
Folgende Konstellationen können unterschieden werden:
(1) Der Ausfall der Bestandseinheiten ist zufallsbedingt.
(2) Der Ausfall der Bestandseinheiten erfolgte aufgrund systematischer Einflüsse,
'
wobei die Wirkungsfaktoren des Ausfalls und deren Zusammenspiel mit den in¬
teressierenden Eigenschaften des Untersuchungsobjektes (a) unbekannt bzw. (b)
bekannt sein können.
Der zufällige Ausfall von Bestandseinheiten ist völlig unproblematisch: In diesem
Falle entspricht eine Zufallsstichprobe aus Xkm einer Zufallsstichprobe aus Xir Der
Ausfall von 1 Bestandseinheiten hat lediglich einen größeren Zufallsfehler zur Folge.
Bei relativ großem k kann diese Auswirkung aber praktisch vernachlässigt wer¬
den.
Rein formal handelt es sich hier um das gleiche Vorgehen wie bei der Anwendung
einer „missing-data"-Routine im Falle unvollständiger Datenmatrizen in der Umfra¬
geforschung7. Die dem üblichen „missing-data"-Problem der Umfrageforschung ent¬
sprechende Datenlage unterscheidet sich aber grundlegend von der hier betrachteten
Situation: Einmal ist Xlm eine reine Nullmatrix. Der Einsatz einer „missing-data"-
Routine erbrächte somit keine Effizienzsteigerung. Darüber hinaus sind die Be¬
standseinheiten 0k + j,..., 0n nicht identifiziert. Aus diesem Grunde kann die Matrix
7. Vgl. zu den einzelnen Verfahren und ihrer jeweiligen Problematik Hertel (1976); für die
deutschsprachige Literatur Lösel und Wüstendörfer (1974); für die historische Sozialfor¬
schung werden die entsprechenden Probleme von Bremer (1977) diskutiert. Gemäß einer
solchen Vorgehensweise wäre jeder der 1 Bestandseinheiten, 0k + 1,..., 0n, jeweils der merk-
malsspezifische Stichprobenmittelwert als erwartungstreuer Schätzwert von \l-} zuzuweisen.





X] . . . Xj ... xm
X|| . . . X]j ... xlrr
Xki ... xkJ ... xkIT
X-, . . . X-, . . . X'„
Diese Vorgehensweise, von Hertel (1976, 461-465) „the sample mean Solution" genannt (vgl.
für die theoretischen Grundlagen Wilks, 1932), bringt im vorliegenden Falle gegenüber dem
einfachen Weglassen von Bestandseinheiten (nach Hertel, 1976, 460-461, „the delete cases
Solution**), keine Effizienzsteigerung. Durch das Einsetzen der merkmalsspezifischen Mittel¬
werte x-j wird die Zahl der Freiheitsgrade nicht erhöht. Eine Effizienzsteigerung ist nur dann
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Xij gar nicht erstellt werden. Dies ist aber beim zufallsbedingten Ausfall von Be¬
standseinheiten ohne Bedeutung.
Ist hingegen der Ausfall der Bestandseinheiten systematisch, so kann nicht mehr
von der Gleichwertigkeit der Information in Xnm und Xkm ausgegangen werden. Dies
hat Auswirkungen auf das Analyseergebnis.
Im vorliegenden Falle bilden die k Bestandeinheiten der unvollständigen Daten¬
quelle eine andere Grundgesamtheit als die des theoretischen Untersuchungsobjektes.
So mögen in unserem fiktiven „Handbuch der Banken" nicht alle Banken, sondern
nur Banken ab einer bestimmten Kapitalausstattung, aus einer bestimmten Region
und/oder mit einer bestimmten Publizitätspflicht enthalten sein.
Eine Zufallsstichprobe aus einer derart verzerrten Datenquelle ist aber genauso
verzerrt. Die Inferenzstatistik hilft folglich hier nicht weiter. Ein Schluß von entspre¬
chenden Stichprobenkennwerten beträfe in unserem Beispiel nur die Grundgesamt¬
heit dieser Banken und keineswegs die Grundgesamtheit aller Banken.
Im Falle unvollständiger Datenquellen mit systematischer Verzerrung unbekannter
Art und unbekannten Ausmaßes ist man demzufolge genötigt, vom ursprünglichen
theoretischen Begriff des Untersuchungsobjektes abzugehen und eine der Datenlage
entsprechende Umdefinition des Begriffs vorzunehmen.
Verzerrte Datenbestände sind kein unlösbares Problem. Man muß allerdings etwas
über das Zustandekommen der Verzerrung und deren Auswirkungen auf Eigen¬
schaften des interessierenden Untersuchungsobjektes und die Anzahl der betroffenen
Bestandseinheiten wissen.
Gehen wir davon aus, daß nur ein einzelner Faktor den Ausfall der Bestandseinhei¬
ten bewirkt. Xkm und Xlm unterscheiden sich dann nach der Wirkung dieses Faktors
auf die jeweilige Verteilung der x_,. Die Verteilungen der Xj für die Oi,..., 0k können
der Datenquelle entnommen werden. Eine Schätzung der u>j aus diesen Verteilungen
anhand der entsprechenden merkmalsspezifischen Stichprobenmittelwerte x-j ist
aber verzerrt:
H^E(Xj) (4)
zu erwarten, wenn Xjn keine Nullmatrix ist, sondern für einen Teil derx.j (i = k+l,..., n) An¬




0 ... x(k+Dj... x(k + i)m
• xm...0 ...0
Durch Ersetzen der „missing data** durch den jeweiligen merkmalsspezifischen Stichproben¬
mittelwert x-j und die anschließende Analyse der gesamten Datenmatrix X(J wird auch die
in X)n enthaltene Information verwertet. Dies ist das übliche „missing-data"-Problem der
Umfrageforschung. Die unserer Diskussion zugrunde liegende Datenlage unterscheidet sich
aber von der der Umfrageforschung grundlegend.
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Das jeweilige Ausmaß der Verzerrung Aj kann formal bestimmt werden als die Dif¬
ferenz zwischen diesen beiden Größen:
AJ = E(xJ)-n-J. (5)
Ausgehend von bestimmten Vorkenntnissen über den Faktor, der den Ausfall von
Bestandseinheiten bewirkt hat, sind bestimmte qualitative Korrekturen des Ergebnis¬
ses der Analyse von Xkm durchaus plausibel.
So könnte man vermuten, unsere Datenquelle, das „Handbuch der Banken", ent¬
halte nur Banken ab einer bestimmten Größe. Da bei großen Banken die Einlagen¬
höhe vermutlich auch größer ist als bei kleinen Banken, wäre die durchschnittliche
Einlagenhöhe berechnet für eine Stichprobe aus dem verzerrten Datenbestand im
Wert zu hoch. Eine entsprechende Interpretation des Analyseergebnisses wäre somit
angebracht. Strebt man darüber hinaus eine quantitative systematische Korrektur des
Analyseergebnisses an, so sind die A, quantitativ zu bestimmen und x-j als Stichpro¬
benschätzung von E(Xj) ist entsprechend zu berichtigen, so daß
li.j^x.j-Aj. (6)
Es läßt sich aber zeigen, daß die Aj aus einer einzelnen unvollständigen Daten¬
quelle allein nicht zu bestimmen sind:
Aj = i(x.j-$.j) (7)
Das Ausmaß der Verzerrung kann als die mit dem Anteil der 1 nichtidentifizierten
Bestandseinheiten an den n Untersuchungseinheiten gewichteten Differenz zwischen
dem merkmalsspezifischen Mittelwert der Datenquelle x-j und dem entsprechenden
Mittelwert der nichtidentifizierten Bestandseinheiten £-j geschätzt werden.
Von diesen drei Bestimmungsfaktoren der Verzerrung sind jedoch zwei aus der zur
Verfügung stehenden Datenquelle nicht zu ermitteln.
Im Hinblick auf die systematische Korrektur der Analyseergebnisse einer unvoll¬
ständigen Datenquelle ist man somit auf weitere Informationen angewiesen. Dies
können einmal andere Datenquellen sein. Auf dieses Problem kommen wir an ande¬
rer Stelle zurück.
Darüber hinaus ist das Problem der systematischen Verzerrung von Analyseergeb¬
nissen aus vorgefundenen Datenbeständen nur zu lösen durch eine gültige Theorie
der systematischen Fehlerentstehung und der systematischen Fehlerwirkung. Nur so
kann im Nachhinein eine Ergebniskorrektur hinsichtlich der Generalisierung auf die
Grundgesamtheit des theoretischen Untersuchungsobjektes abgesichert werden8. Da¬
bei liegt es auf der Hand, daß die Zusammenhänge wesentlich komplexer sind, wenn
mehrere Faktoren den Ausfall von Bestandseinheiten bewirken.
Eine solche Theorie müßte Angaben enthalten über die Wirkungsfaktoren des
Ausfalls von Bestandseinheiten und über das Zusammenspiel dieser Wirkungsfakto-
8. Vgl. für den Fall der historischen Sozialforschung Hammarberg, 1977 a, 459-460.
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ren mit den interessierenden Eigenschaften des Untersuchungsobjektes und die An¬
zahl der betroffenen Bestandseinheiten. Dies bedeutet in unserem Beispiel, daß eine
Theorie darüber vorliegen muß, welche Faktoren, z. B. die Einlagenhöhe, von Bedeu¬
tung sind, daß Banken in die vorgefundene Datenquelle des „Handbuches der Ban¬
ken" aufgenommen werden und wie solche Faktoren mit anderen interessierenden
Sachverhalten, z. B. die Personalverflechtung, in Beziehung stehen und wie groß die
Anzahl der nicht aufgenommenen Banken ist. Systematische Korrekturen sind um so
genauer, je größer der Informationsgehalt der Theorie ist. Dabei sind die Korrektur¬
bemühungen jedoch ohne Wert, ja sie wirken sogar verschlimmernd, wenn die Ver¬
mutungen auf denen sie beruhen, falsch sind. In vielen Fällen ist man allerdings auf
mehr oder weniger plausible ad-hoc Vermutungen angewiesen9. Wo selbst solche
sinnvollerweise nicht abgeleitet werden können, bleibt dem Forscher nur die oben
angesprochene Umdefinition des Begriffs des ursprünglichen Untersuchungsgegen¬
standes übrig.
3.2 Fehlende Angaben zu identifizierten Bestandseinheiten
Der zweite Typus der Unvoilständigkeit einer einzelnen Datenquelle liegt vor, wenn
zwar alle n Bestandseinheiten identifiziert sind, jedoch zu q Merkmalen Informatio¬
nen fehlen. Auch hier kann aus der Datenquelle die vollständige Datenmatrix X;j
nicht erstellt werden. Bezüglich der Erhebbarkeit der Daten zerfällt Xy wiederum in
zwei Teile:
Xy — [Xnp|Xnq] (9)
wobei p + q = m
X! . . . Xp
Oj fx„ ...Xlp
Xnp - Oi Xi] ... xi(






9. Vgl. für den Fall der historischen Sozialforschung Murphy, 1973, 171.
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Die Matrix Xnp enthält hier die gesamte Information der Datenquelle. Die Matrix
Xnq ist eine Nullmatrix, da für die Merkmale xp+1, ...,xm keine Daten vorhanden
sind.
Welche Auswirkungen hat das Fehlen der Angaben bei Merkmalen, xp+1,..., xm,
auf das Ergebnis der Datenanalyse?
Zunächst muß ein Spezifikum das Fehlen von Angaben zu einem Merkmal in einer
Datenquelle gegenüber dem Fehlen von Bestandseinheiten herausgestellt werden.
Beide Sachverhalte betreffen den Ausfall von Informationen über den Untersu¬
chungsgegenstand. Allerdings besteht ein grundsätzlicher Unterschied zwischen dem
Ausfall einer Bestandseinheit und dem Ausfall eines Merkmals.
Durch den Ausfall einzelner Bestandseinheiten entstehen in der Regel nur kleine
Verzerrungen der in der Datenquelle enthaltenen Informationen. Bei einer relativ
großen Anzahl von Bestandseinheiten und einem zufallsbedingten Ausfall gleichen
sich diese vielen Einzelverzerrungen aus. Hinsichtlich der nach der theoretischen
Fragestellung interessieren Informationen der Datenquelle ist nur eine inferenzstati-
stisch kontrollierbare Zufallsverzerrung vorhanden. Demgegenüber liegt eine in die¬
ser Hinsicht systematische Verzerrung der Informationen der Datenquelle vor, wenn
aufgrund eines systematisch wirkenden Faktors nur ganz bestimmte Bestandseinhei¬
ten ausfallen, so daß die entsprechenden Einzelverzerrungen in eine bestimmte Rich¬
tung kumulieren.
In 3.1 haben wir diese beiden Fälle betrachtet und die unterschiedlichen Auswir¬
kungen auf das Analyseergebnis untersucht
Bei fehlenden Angaben zu Merkmalen ist eine solche Unterteilung wenig sinnvoll.
Hinsichtlich der fehlenden Information betrifft der Ausfall einer Bestandseinheit
nur eine Untersuchungseinheit, hingegen betrifft der Ausfall eines Merkmals alle Un¬
tersuchungseinheiten. Ein solches Merkmal ist aber Indikator eines theoretischen Be¬
griffs. Somit bewirkt sein Ausfall immer eine systematische Verzerrung der Informa¬
tionen der Datenquelle, die für die theoretische Fragestellung der Untersuchung von
Belang sind, gleichgültig, ob der Ausfall auf einen systematischen oder einen Zufalls¬
faktor zurückgeführt werden kann.
Dies trifft auch zu, wenn ein theoretischer Begriff durch mehrere Indikatoren ge¬
messen werden soll und zufallsbedingt alle entsprechenden Merkmale ausfallen. Die
Aussage muß allerdings abgeschwächt werden, wenn von mehreren Indikatoren ei¬
nes theoretischen Konstrukts zufallsbedingt nur ein Teil ausfällt. Hier ist ein Fehler¬
ausgleich, wie beim zufallsbedingten Ausfall von Bestandseinheiten zu erwarten. An¬
gesichts der im Vergleich zu den Bestandseinheiten sehr kleine Zahl der Merkmale ist
jedoch immer mit einem sehr großen Zufallsfehler zu rechnen10.
Aus diesen Erwägungen heraus gehen wir im folgenden davon aus, daß durch feh¬
lende Angaben zu den Merkmalen xp+1,..., xm die in Xnp enthaltene Information im
Hinblick auf den Untersuchungsgegenstand systematisch verzerrt ist. Dies gilt im-
10. Ein zufallsbedingter Ausfall der Angaben zu einem Merkmal könnte aber nach folgender
Argumentation plausibel sein: Gehen wir davon aus, daß jedem theoretischen Begriff auf
der Meßebene eine Grundgesamtheit von Indikatoren (Operationalisierungen) entspricht.
Solche Indikatoren können sich sowohl unter den p in der Datenquelle vorhandenen Merk¬
malen, X],..., xp, befinden als auch unter den q fehlenden Merkmalen, xp+],..., xm.
Unterstellen wir nur einen interessierenden theoretischen Begriff £. Gehen wir weiter davon
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mer, gleichgültig, ob ein systematischer oder ein Zufallsfaktor den Ausfall bewirkt
hat und gleichgültig, ob der systematische Wirkungsfaktor bekannt oder unbekannt
ist.
Da somit Xnp eine andere Grundgesamtheit betrifft als die des Untersuchungsob¬
jektes ist es notwendig, vom ursprünglichen theoretischen Begriff des abzugehen und
eine der Datenlage entsprechende Umdefinition des Untersuchungsgegenstandes
vorzunehmen.
3.3 Mischtypen
Bis hierhin haben wir die beiden polaren Typen der Unvoilständigkeit einer einzel¬
nen Datenquelle, die Nichtidentifikation von Bestandseinheiten (3.1) und das Fehlen
von Angaben zu identifizierten Bestandseinheiten (3.2) betrachtet. In einer Daten¬
quelle können jedoch sowohl Bestandseinheiten, z. B. 0k + u .. .0n, als auch Angaben zu
bestimmten Merkmalen, z.B. zu xp+1,..., m, fehlen. Hier zerfällt bezüglich der Er-






wobei k+l = n und p + q=m
aus, daß alle m Indikatoren eine Stichprobe aus der Grundgesamtheit der möglichen Indika¬
toren von £ betrachtet werden können (Abbildung).
In diesem Falle besteht auf der Meßebene eine Gleichwertigkeit aller Indikatoren als Opera¬
tionalisierungen des theoretischen Begriffs. Somit machte es nichts für die Gültigkeit der
Messung des Konstrukts aus, wenn zufallsbedingt einige dieser Indikatoren, z.B.
xp+i,..., xm, im Datenbestand nicht vorhanden sind. Die Zuverlässigkeit der Messung leidet
allenfalls.
Wie beim zufallsbedingten Ausfall von Bestandseinheiten (3.1) wäre unter diesen Bedingun¬
gen eine Zufallsstichprobe aus Xnp bis auf einen größeren Zufallsfehler einer Zufallsstich¬
probe aus Xy gleichwertig. Allerdings ist es höchst unwahrscheinlich, daß in einer Daten¬
quelle für alle ausgefallenen Merkmale unter den vorhandenen Merkmalen i.o. Sinne Ent¬
sprechungen vorhanden sind. Die Vermutung, daß ein Ausfall von Merkmalen immer syste¬
matische Verzerrungen hervorruft, erscheint somit gerechtfertigt zu sein.
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*1 • ..xp
Oi "xn . .. xlp
Xkp — : ;
ok _Xki . • • xkp_
Xi . ..xp
Ok + i "o . ..0
Xnp = ;













In diesem Fall enthält die Matrix Xkp die gesamte Information der Datenquelle.
Da sowohl die Untersuchungseinheiten 0k + i,...,0n nicht identifiziert sind als auch
Angaben zu den Merkmalen xp+1,..., xm fehlen, sind die übrigen Matrizen Nullma¬
trizen11.
Unsere in den Abschnitten 3.1 und 3.2 angestellten Überlegungen können auf
diese Datenlage übertragen werden: Hinsichtlich fehlender Angaben zu bestimmten
Merkmalen ist hiernach immer und hinsichtlich des Ausfalls von Bestandseinheiten
bei einem systematischen Wirkungsfaktor ein Abgehen vom ursprünglichen theoreti¬
schen Untersuchungsobjekt erforderlich. Daher liegt die Schlußfolgerung nahe, daß
die beschriebene Datenlage bei einer einzelnen Datenquelle immer die Notwendig¬
keit einer Umdefinition der Grundgesamtheit erfordert.
Das logische Komplement zum betrachteten Fall ist jedoch nicht vom selben Typ
der Unvoilständigkeit der Datenquelle. Zwar zerfällt auch hier bezüglich ihrer Er-
hebbarkeit Xjj in vier Teile (siehe Formel 10). Da aber wegen der Komplementarität
bezüglich der in der Datenquelle enthaltenen Information genau die Angaben vor¬
handen sind, die im obigen Fall fehlen, ist nur eine der vier Teilmatrizen eine Null¬
matrix, z. B.:
X] ...xp Xp+i . . Xm
o, ~x„ • • ¦ xlp o, Xi(p+i) - • * Xim
Xkp = ; : Xkm = :
ok _xki • • • xkp_ ok _Xk(p+l) • • • xkm_
Xi ...Xp Xp+i • • xpn
ok+, X(k + l)l * • • x(k+i)p ok+, "0 ..0"
Xnp = : -^nm == :
0„ _X„1 • • • xnp 0n -0 ..0_
(10b)
11. Für jede andere Kombination von 0{ und Xj gilt Entsprechendes. Wichtig ist, daß von den
vier Untermatrizen jeweils drei Nullmatrizen sind.
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In diesem Falle sind in der Datenquelle alle Untersuchungseinheiten identifiziert
und auch Angaben zu allen theoretisch relevanten Merkmalen vorhanden, jedoch
fehlen letztere bei einigen der identifizierten Bestandseinheiten. Gehen wir davon
aus, daß der Ausfall der Angaben zu den Merkmalen xp+i,..., xm bei den Bestands¬
einheiten 0k+!,..., 0n zufallsbedingt ist, so könnte X,j durch Einsetzen der merkmals¬
spezifischen Mittelwerte x-j, j = p+1,..., m, in einer Stichprobe die Teilmatrix Xnm
komplettiert werden. Es handelt sich um die Anwendung einer üblichen missing-
data-Prozedur.
Xi xp Xp+i xm
o, ~x„ • • xip Xi(p+i) . • Xim
»J
= ' -: ;
ok Xki • • xkp Xk(p+1) • • xkm
0k+i x(k + l)l • * X(k + i)p X'(p+i). * A m
o„ _Xni .. xnp X*(p+i). ¦ x • m_
(11)
Unter der o. a. Annahme des zufallsbedingten Ausfalls der Information erhält man
bei diesem Vorgehen ein unverzerrtes Analyseergebnis; wegen der Einschränkung
der Freiheitsgrade durch den Einsatz der Mittelwerte allerdings einen im Vergleich
zur vollständigen Datenquelle höheren Zufallsfehler.
Sind die Merkmale xu ...,xp auf der einen Seite mit den Merkmalen xp + 1, ...,xm
auf der anderen Seite korreliert, so schöpft die beschriebene Vorgehensweise die in
der Datenquelle enthaltene Information nicht vollständig aus. Hier ist eine Vorge¬
hensweise, die diese Korrelation berücksichtigt, angemessener. Anstelle der merk¬
malsspezifischen Mittelwerte x-} können in der Stichprobe Schätzwerte kl} eingesetzt
werden. Letztere sind zu ermitteln mit einer Schätzfunktion:
Xy I VX,1, . . . , X,p/J
i = k+l, ..., n
j = p+l,...,m
(12)
Diese Schätzfunktion kann z. B. als Regressionsgleichung
x,j = b0 + biXI1-l-...-l-bpx1[ (13)










.. xp xp+1 ... xm
• • xip Xi(p + i) . . . Xim
• • Xkp Xk(p+i) . . . Xkm
• • X(k+l)p X(k + l)(p+l) . . . X(k + l)n
¦ Xnp Xn(p+1) . -x„
(14)
Voraussetzung ist allerdings, daß die für das Verhältnis Xkp zu Xkm gefundene
Funktion auch für das Verhältnis von Xnp zu Xnm gilt. Dies ist so bei einem zufallsbe¬
dingten Ausfall von Informationen, so daß hier ein unverzerrtes Analyseergebnis
vorliegt, dessen Zufallsfehler geringer ist als bei der Analyse einer Stichprobe aus der
Matrix (11).
Im Falle eines systematischen Ausfalls von Einheiten kann in der Regel nicht da¬
von ausgegangen werden, daß die gefundene Funktion auch für das Verhältnis Xnp
zu Xnm gilt. Hier besteht die Möglichkeit (12) aufgrund einer Fehlertheorie zu spezi¬
fizieren (vgl. allerdings hierzu die Diskussion in 3.1) und x1} hiernach zu schätzen. Ist
dieser Weg nicht gangbar, so muß die theoretische Fragestellung der Untersuchung
entweder hinsichtlich der Untersuchungseinheiten 0k+i, ...,0n oder hinsichtlich der
Merkmale xD , xm eingeschränkt werden.
4. Die Verknüpfung unvollständiger Datenquellen
Unsere bisherigen Überlegungen zeigen, daß aus einer einzelnen unvollständigen Da¬
tenquelle Parameter der Grundgesamtheit nicht ohne eine systematische Verzerrung
geschätzt werden können. Eine Ausnahme bildet lediglich der zufallsbedingte Aus¬
fall von Untersuchungseinheiten. Allenfalls können aus Vermutungen über die Art
der Fehlerentstehung und Fehlerwirkung für bestimmte Datenlagen Korrekturen der
jeweiligen systematischen Verzerrung abgeleitet werden.
Hinsichtlich der spezifischen Unvoilständigkeit einer Datenquelle liegt es nahe, ei¬
ner anderen Datenquelle, die ihrerseits unvollständig sein kann, die fehlenden Infor¬
mationen zu entnehmen. Im folgenden untersuchen wir nur die Kombination von
zwei Datenquellen. Eine Ausweitung dieser Überlegungen auf die Verknüpfung von
mehreren Datenquellen ist möglich. Die hierbei auftretenden speziellen Probleme ei¬
nes „multiple linkage" werden jedoch hier nicht behandelt (vgl. die knappe Über¬
sicht zu dieser Problematik von Winchester, 1973, 145-149, und die dort angegebene
Literatur).
4.1 Probleme der Verknüpfung komplementärer Datenquellen
Untersuchen wir zunächst die Verknüpfung komplementärer Datenquellen. Zwei
Datenquellen sind zueinander komplementär, wenn in der einen Datenquelle genau
diejenigen Informationen enthalten sind, die in der anderen Datenquelle fehlen. Für
eine vorliegende Datenquelle ist somit eine weitere Datenquelle zu suchen, die die-
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sen Anforderungen genügt Bezogen auf die beiden polaren Typen der Unvoilstän¬
digkeit von Datenquellen bedeutet dies im Falle nichtidentifizierter Bestandseinheiten
(3.1), daß man eine weitere Datenquelle sucht, in der die fehlenden Untersuchungs-
einheiten 0k+i,...,0n identifiziert werden können. Da Xkm der ersten und Xim der
zweiten Datenquelle jeweils entnommen werden kann, liegt ein hinsichtlich des theo¬
retischen Untersuchungsobjektes vollständiger Datenbestand vor. Desgleichen wird
im Fallefehlender Angaben bei identifizierten Bestandseinheiten eine Datenquelle ge¬
sucht, die Angaben zu den Merkmalen xp+1,..., xm enthält Xnp kann aus der einen
und Xnq aus der anderen Datenquelle erhoben werden. Auch hier ist der Datenbe¬
stand hinsichtlich der theoretischen Fragestellung komplett12. Hinsichtlich des Pro¬
blems der Parameterschätzung ist die Verbindung komplementärer Datenquellen der
IdealfaU. Durch die Kombination unvollständiger Quellen erhält man einen vollstän¬
digen Datenbestand, der keine besonderen Schätzprobleme aufwirft (vgl. 2).
Wenn wir die eben geschilderte Sachlage als unproblematisch bezeichnen, wird
unterstellt, daß die Verknüpfung der Quellen gelungen ist. Das Verknüpfen von In¬
formationen aus verschiedenen Datenquellen ist aber seinerseits äußerst problema¬
tisch. Zwar ist nach Verknüpfung komplementärer Quellen das Problem des „source
bias" gelöst; darüber hinaus muß aber auch mit Verzerrungen gerechnet werden, die
durch den Verknüpfungsprozeß selbst zustande kommen („linkage bias").
Mit dem Problem der Abschätzung der durch die besondere Art des „linkage pro¬
cess" eingeführten Verzerrung wollen wir uns in diesem Abschnitt beschäftigen. Die
Art des Verknüpfungsprozesses hängt dabei vom jeweiligen Typ der Unvoilständig¬
keit der ursprünglichen Datenquelle ab.
4.1.1 Die Identifizierung von Untersuchungseinheiten
Wir untersuchen den Fall identifizierter Bestandseinheiten mit fehlenden Merkmals¬
angaben (3.2)13. In der ursprünglichen Datenquelle liegt eine Liste von n Untersu¬
chungseinheiten vor, je Untersuchungseinheit sind in dieser Quelle Angaben zu den
Merkmalen x,, ...,xp enthalten. Nach der theoretischen Fragestellung erforderliche
Angaben zu weiteren Merkmalen xp+1,...,xm sind in einer anderen Datenquelle
ebenfalls auf die einzelnen Einheiten bezogen enthalten. Die Untersuchungseinhei¬
ten Oi,..., 0n der einen Datenquelle sind somit in der anderen Datenquelle zu identi¬
fizieren (vgl. Hershberg et aL, 1976; Winchester, 1973; 1970).
Beispielsweise könnte ein „Handbuch der Banken" nur Angaben zum Eigenkapi¬
tal, zur Einlagenhöhe usw. aller Banken enthalten. In einem Zeitschriftenartikel wä¬
ren für den Bankenbereich die Anzahl der Personalverflechtungen mitgeteilt Sollen
nun Aussagen über den Zusammenhang zwischen Höhe des Eigenkapitals und der
Anzahl der Personalverflechtungen gemacht werden, so sind beide Quellen in einen
12. Für die beiden betrachteten Mischtypen der Unvoilständigkeit einer Datenquelle ist entspre¬
chend vorzugehen, so daß die jeweiligen Nullmatrizen aufgefüllt werden können. Die Ver¬
knüpfungsprobleme sind hier größer.
13. Die Identifizierungskriterien bei der Hinzugewinnung von Bestandseinheiten, die in der Da¬
tenquelle nicht vorhanden sind, sind raum-zeitliche Randbedingungen, die das Untersu¬
chungsobjekt definieren (vgl. Privatbanken versus öffentliche Banken, die beide zusammen
den Bereich der Banken abdecken).
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Analysebestand zusammenzufassen. Man wird dann für jede der Banken, die in dem
„Handbuch" enthalten sind, im Zeitschriftenartikel die Anzahl der für die einzelne
Bank zutreffenden Personalverflechtungen heraussuchen.
4.1.2 Identifizierungskriterien und ihre Eindeutigkeit
Grundlegendes Erfordernis einer jeden Verknüpfung verschiedener Datenquellen ist
das Vorliegen einer Mindestmenge gemeinsamer überlappender Informationen. Nur
solchen überlappenden Informationsmengen können Identifizierungskriterien ent¬
nommen werden. Diese Kriterien sind Merkmale, an denen erkannt werden kann, ob
eine Untersuchungseinheit der einen Datenquelle identisch ist mit einer Untersu¬
chungseinheit der anderen Datenquelle. Bildlich gesprochen sind Identifizierungskri¬
terien die Berührungspunkte der Datenquellen, ohne die es nicht zu einer Verknüp¬
fung kommen kann. Es liegt auf der Hand, daß es sich um eindeutige Kriterien han¬
deln muß. Auf den ersten Blick ist der Eigenname einer Untersuchungseinheit ein sol¬
ches eindeutiges Identifizierungskriterium. Somit wird „record linkage" zunächst im¬
mer als „nominal record linkage" (Wrigley, 1973, 1) verstanden. Die Identifikation
der Untersuchungsobjekte erfolgt in der Regel über den Eigennamen (vgl. Wrigley
und Schofield, 1973). Andere Identifizierungskriterien sind möglich, so bei Personen
das Alter, das Geschlecht, der Wohnort u. ä. In vielen Fällen ist jedoch der Name ei¬
ner Untersuchungseinheit kein eindeutiges Kriterium. Dies gilt insbesondere für die
historische Sozialforschung. So berichtet Winchester (1970; 1973) über entspre¬
chende Schwierigkeiten für den englischen Sprachbereich. Diese Schwierigkeiten er¬
geben sich insbesondere wegen der unterschiedlichen Schreibweise der Zunamen,
unterschiedlicher Abkürzungen der Vornamen u.a. in verschiedenen Datenquellen.
In dieser Hinsicht geben für andere Sprachbereiche Blayo (1973) und Herlihy (1973)
interessante Belege. Über quasi-alphabetische Codes wird versucht, die Eindeutigkeit
zu erhöhen (vgl. Winchester, 1970, 114-117).
Eine weitere Möglichkeit, die Eindeutigkeit zu steigern, besteht in der gleichzeiti¬
gen Verwendung mehrerer Identifikationskriterien. So können neben dem Eigenna¬
men, z.B. bei Individuen, Beruf, Wohnort und Alter herangezogen werden. Damit
läßt sich zwar die Eindeutigkeit der Zuordnung erhöhen (allerdings mit fallendem
Grenzertrag für jedes neu hinzukommende Kriterium), eine völlige Eindeutigkeit der
Zuordnung kann jedoch fast nie erreicht werden.
Hier stößt man auf ein Dilemma (Wrigley, 1973, 5-6): Die Verknüpfung von Da¬
tenquellen ist nur dann sinnvoll, wenn die hinzukommende Datenquelle neue Infor¬
mationen zu der bereits vorhandenen hinzufügt und dabei zwischen einer richtigen
und einer falschen Verknüpfung unterschieden werden kann. Diese beiden Bedin¬
gungen verhalten sich jedoch antagonistisch zueinander:
- Je weniger Informationen die Datenquellen gemeinsam haben, desto vorteilhafter
ist ihre Verknüpfung, desto größer ist jedoch die Unsicherheit hinsichtlich der
Richtigkeit der Verknüpfung.
- Je mehr Informationen die Datenquellen gemeinsam haben, desto weniger vorteil¬
haft ist ihre Verknüpfung, desto sicherer kann man jedoch hinsichtlich der Richtig¬
keit der Verknüpfung sein.
Die Steigerung der Gewißheit der Verknüpfungen („certainty") führt somit zur
Verringerung der Brauchbarkeit der Daten („Utility").
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4.1.3 Fehlverknüpfungen und Verzerrungen („linkage bias")
Mangelnde Eindeutigkeit impliziert die Möglichkeit von Fehlverknüpfungen zwi¬
schen den Datenquellen. Eine Fehlverknüpfung ist gegeben, wenn eine der folgen¬
den drei Möglichkeiten vorliegt (Nathan, 1967, 455):
- (a) die Angabe zur Untersuchungseinheit Oj der Datenquelle Qj wird in der Daten¬
quelle Q2 mit einer Angabe verknüpft, die jedoch eine Einheit betrifft, die
nicht zur Datenquelle Qi gehört („erroneous matches").
- (b) die Angabe zur Untersuchungseinheit 0; der Datenquelle Qi wird in der Daten¬
quelle Q2 nicht mit einer Angabe verknüpft, obwohl diese zu Oi gehört („errone¬
ous non-matches").
- (c) die Angabe zur Untersuchungseinheit 0* der Datenquelle Qi wird in der Daten¬
quelle Q2 mit einer Angabe verknüpft, die zur Untersuchungseinheit 0k gehört.
0k ist eine Untersuchungseinheit des in Frage stehenden Untersuchungsobjek¬
tes („mismatches").
Welche Verzerrungen des kombinierten Datenbestandes resultieren jeweils aus
diesen Formen einer Fehlverknüpfung?
Fehlverknüpfungen des Typs (a) („erroneous matches") führen dem kombinierten
Datenbestand Informationen hinzu, die nicht zur Grundgesamtheit des Untersu¬
chungsobjektes gehören. Demgegenüber werden durch Fehlverknüpfungen des Typs
(b) („erroneous non-matches") in den kombinierten Datenbestand nicht alle Infor¬
mationen aufgenommen, die zur Grundgesamtheit des Untersuchungsobjektes gehö¬
ren. Fehlverknüpfungen des Typs (c) („mismatches"), führen nicht zu einer unange¬
messenen Erweiterung bzw. Einengung des Datenbestandes. Während bei univaria¬
ten Schätzungen ein Fehlerausgleich auf der Hand liegt, sind die Schätzungen aller
bi- bzw. multivariaten Größen durch „mismatches" allerdings verzerrt. (Hierauf hat
z.B. auch Hammarberg, 1977b, 16, hingewiesen). Wir werden auf diesen Typ (c) im
weiteren nicht eingehen (siehe auch die Argumentation von Marks et al., 1974, 101-
103).
4.1.4 Die Verzerrung des gesamten Datenbestandes
Im Normalfall der Verknüpfung der Informationen von Datenquellen muß immer
mit einer mehr oder weniger großen Zahl von Fehlverknüpfungen gerechnet werden.
Entscheidend hinsichtlich der Verzerrung des gesamten kombinierten Datenbestan¬
des ist jedoch nicht die einzelne Fehlverknüpfung, sondern die Gesamtheit aller vor¬
kommenden Fehlverknüpfungen. Hierbei ist von Bedeutung nicht die Summe der
Fehlverknüpfungen sondern ihre Differenz, der sog. Nettofehler:
em-enm. (15)
Hierbei bedeuten em = Anzahl der „erroneous matches" und enm = Anzahl der „er¬
roneous non-matches".
Treten Fehlverknüpfungen innerhalb eines Verknüpfungsprozesses zufällig und
unabhängig voneinander auf, so gleichen sich die Einzelverzerrungen aus. Der Er¬
wartungswert des Nettofehlers ist Null:
E(em-e„m) = 0. (16)
Hinsichtlich des Gesamtbestandes liegt keine Verzerrung vor.
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Allerdings unterscheiden sich Verknüpfungsprozesse danach, ob sie die erste oder
die zweite Art von Fehlerverknüpfungen, „erroneous matches" oder „erroneous non-
matches", begünstigen. So wird eine „strenge" Verknüpfungsregel die zweite, eine
„lockere" Verknüpfungsregel die erste Art der Fehlverknüpfung fördern. Es besteht
geradezu ein Dilemma insoweit, als das Bestreben, die Anzahl der Fehlverknüpfun¬
gen der einen Art zu vermindern, zwangsläufig zur Erhöhung der Anzahl derjenigen
der anderen Art führt („matching dilemma" nach El-Khorazaty, 1975 und El-Khora-
zaty et al. 1976).
Ist em<enm („strenge" Verknüpfungsregel), so liegt eine unzulässige Verkleinerung
des Datenbestandes im Sinne der theoretischen Fragestellung vor; ist dagegen
em>enm („lockere" Verknüpfungsregel), so kommen dadurch Einheiten in den Da¬
tenbestand, die nicht zum Untersuchungsobjekt gehören.
Somit hängt das Ausmaß der Verzerrung des integrierten Datenbestandes vom spe¬
zifischen Vorgehen bei der Kombination der beiden Datenquellen, von der Verknüp¬
fungsregel, ab. Konsequenterweise existieren eine Reihe von Versuchen, optimale
Verknüpfungsregeln abzuleiten. Dabei wird unter einer optimalen Verknüpfungsre¬
gel die Vorgehensweise verstanden, die das Ausmaß von Fehlverknüpfungen mini¬
miert. An dieser Stelle wollen wir uns nicht weiter mit diesem Bereich beschäftigen.
Für eine Übersicht siehe Winchester, 1973, 142-145. (Für die Originalarbeiten siehe
Fellegi u. Sunter, 1969; Du Bois, 1965; 1969; Nathan 1967; Tepping 1968).
4.1.5 Auswahl der Einheiten und Verknüpfung der Datenquellen
Die Verknüpfung von zwei Datenquellen ist an sich kein Auswahlproblem.
Hinsichtlich der Massenhaftigkeit von Bestandseinheiten in der ursprünglichen
Datenquelle sind Überlegungen zur Stichprobenziehung, jedoch eng mit denen der
Verknüpfung von Datenquellen verbunden. Es wäre ökonomisch, technisch und me¬
thodisch nicht vertretbar, für die in Frage stehende Grundgesamtheit die notwendi¬
gen Verknüpfungen durchzuführen und dann erst in der üblichen Weise eine Stich¬
probe zu ziehen.
Demgegenüber wäre aber die Ziehung von Zufallsstichproben jeweils in einer der
beiden zu verknüpfenden Datenquellen ebenfalls nicht sinnvoll, da es höchst un¬
wahrscheinlich ist, daß die in den einzelnen Datenquellen jeweils gezogenen Einhei¬
ten übereinstimmen.
Andererseits erscheint es sinnvoll, aus der ursprünglichen Datenquelle eine Zu¬
fallsstichprobe zu entnehmen und dann die Einheiten dieser Stichprobe in der zwei¬
ten Datenquelle zu identifizieren. Aber auch diese Vorgehensweise ist sehr arbeits¬
aufwendig, wenn man bedenkt, daß dann alle in der zweiten Datenquelle enthaltenen
Einheiten zu sichten sind. Eine bestimmte Ordnung dieser Einheiten etwa in alpha¬
betischer Reihenfolge der Namen könnte sicherlich den Aufwand verringern.
Diesen Ordnungsgesichtspunkt legt Wrigley (1973, 14) zugrunde, wenn er vor¬
schlägt, die Einheiten beider Quellen in alphabetischer Reihenfolge der Eigennamen
zu ordnen und dann in der ersten Quelle Gruppen mit einem bestimmten Anfangs¬
buchstaben bzw. Buchstabenkombination der Namen zufällig zu ziehen und diese
mit den Einheiten der zweiten Quelle zu verknüpfen. Wrigley weist darauf hin, daß
dies z. B. problematisch sei bei weiblichen Personen, die nach der Heirat ihren Na¬
men wechseln. Beachtenswerter erscheint der Einwand, daß der Anfangsbuchstabe
eines Namens mit anderen Merkmalen der Untersuchung, z. B. Schichtzugehörigkeit,
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korreliert sein kann. Es wäre also zu überprüfen, welches Merkmal in dieser Hinsicht
am neutralsten ist und dann dieses als Erhebungsmerkmal zu verwenden.
4.2 Probleme der Verknüpfung nichtkomplementärer Datenquellen
Im Normalfall der Datenerhebung aus Massenakten liegen keine komplementäre
sondern nichtkomplementäre Quellen vor. Das Verhältnis zweier Datenquellen soll
als nichtkomplementär bezeichnet werden, wenn die in der einen Datenquelle fehlen¬
den Informationen nicht voll aus der anderen Datenquelle ergänzt werden können.
Das Ergebnis der Verknüpfung der beiden unvollständigen Datenquellen ist ein inte¬
grierter Datenbestand, der zwar mehr Informationen enthält als jeweils eine einzelne,
der beiden Datenquellen aber seinerseits ebenfalls ein unvollständiger Datenbestand
ist.
Dies führt zu Schätzproblemen, die je nach dem Typ der Unvoilständigkeit des in¬
tegrierten Datenbestandes zu lösen sind. Somit handelt es sich hier gegenüber der
Analyse einer einzelnen Datenquelle keineswegs um ein neues Problem. Man kann
den neuen integrierten Datenbestand als einzelne unvollständige Datenquelle neh¬
men und entsprechend analysieren. Jedoch kulminieren bei einem Datenbestand, der
durch Verknüpfung zweier nichtkomplementärer Quellen entstanden ist, die bislang
behandelten Einzelprobleme.
Wir greifen im folgenden aus den in der Literatur behandelten Fällen (z. B. Kin-
dahl, 1962; Hammarberg, 1971) einen heraus, an dem wir die besondere Problematik
integrierter Datenbestände aus nichtkomplementären Datenquellen beispielhaft illu¬
strieren wollen. Dabei geht es darum, zu zeigen, in welcher Weise versucht wird, ver¬
zerrungsfreie Schätzungen der Parameter der Grundgesamtheit zu erreichen. Verzer¬
rungen können jedoch bei dieser Datenkonstellation nicht völlig vermieden werden.
Es wird jedoch angestrebt, die Verzerrungen im integrierten Datenbestand auf ein
Minimum zu beschränken.
4.2.1 Die Struktur des Datenbestandes
Kindahl (1962) beschreibt folgenden Fall: Geschätzt werden soll die Höhe der Einla¬
gen privater Banken an der Wende der 60er/70er Jahre des 19. Jahrhundert in den
USA. Eine Liste aller Privatbanken mit einer entsprechenden Angabe existiert nicht.
Aus Veranlagungsunterlagen der Steuerbehörde kann aber eine Liste von Privatban¬
ken mit der jeweiligen Einlagenhöhe erstellt werden. Daneben liegt ein Bankenver¬
zeichnis mit weiteren Angaben — jedoch nicht zur Einlagenhöhe — vor. Ein Teil der
Banken ist sowohl in der Veranlagungsliste als auch im Bankenverzeichnis aufge¬
führt, ein Teil der Banken ist aber entweder nur in der Veranlagungsliste oder im
Bankenverzeichnis enthalten.
Allgemein kann das Verhältnis der beiden Datenquellen zueinander wie folgt be¬
schrieben werden: Die Datenquelle Qi enthält nur für einen Teil der zum Untersu¬
chungsbereich gehörenden Untersuchungseinheiten. Es existiert eine weitere Daten¬
quelle Q2. In ihr fehlen Angaben zu den interessierenden Merkmalen. Die Vereini¬
gungsmenge von Q, und Q2 ist nicht die Gesamtmenge der zum Untersuchungsbe¬
reich gehörenden Untersuchungseinheiten. Es existiert eine Schnittmenge von Qi
und Q2, die diejenigen Untersuchungseinheiten enthält, die sowohl in der einen wie
auch in der anderen Datenquelle enthalten sind.
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Diese beiden Datenquellen sind zu einem Datenbestand zu verknüpfen. Einerseits
sind in diesem Datenbestand nicht alle Einheiten enthalten, die hinsichtlich der theo¬
retischen Fragestellung zu identifizieren sind, andererseits fehlen für einen Teil der
identifizierten Einheiten die Angaben zu dem interessierenden Merkmal.
4.2.2 Das Schätzproblem
Wie kann aus diesen Daten die Gesamthöhe der Einlagen privater Banken geschätzt
werden? Hätten wir entsprechende Angaben für alle Banken, so wäre die Höhe der
Einlagen aus einer Stichprobe als die Summe der einzelnen Einlagenhöhe pro Bank,
x,j, leicht zu berechnen:
Nun sind aber nicht alle Untersuchungseinheiten im Datenbestand identifiziert, so
daß diese Möglichkeit ausscheidet Wir können aber die gesamte Einlagenhöhe auch
als das Produkt der Anzahl der Banken und der durchschnittlichen Einlagenhöhe
pro Bank bestimmen:
X x.j^x-jn (17)
Das Schätzproblem wird so auf die Ermittlung dieser beiden Komponenten verla¬
gert.
Nun haben wir bereits für einen einzelnen unvollständigen Datenbestand mit
nichtidentifizierten Einheiten gezeigt, daß die Stichprobenmittelwerte x-j verzerrte
Schätzungen der entsprechenden Grundgesamtheitparameter \l-: sind (Formel 6):
H.-J-X-J-A.J
Andererseits kann argumentiert werden, daß die Veranlagungsliste — wegen der
Steuerbemessungsgrenze — nur Privatbanken ab einer gewissen Größe enthält.
Wenn wir x-j als Schätzwert für jj,*j heranziehen, so ist in Rechnung zu stellen, daß
x*j zu hoch ist. Da wir aber eine weitere genauere Bestimmung nicht vornehmen kön¬
nen, müssen wir uns mit x-j als Schätzwert für u,*j begnügen und zur Berechnung der
Gesamthöhe der Einlagen in Formel (17) einsetzen. Da aber wegen der nichtidentifi¬
zierten Einheiten die Größe n unbekannt ist, kann auch eine solche Berechnung
nicht ausgeführt werden.
Nun besteht aber die Möglichkeit mit Hilfe von Stichproben aus den Datenquellen
Qi und Q2 n zu schätzen. Die gemeinsame Verteilung der gezogenen Einheiten hin¬
sichtlich ihrer Zugehörigkeit zu den beiden Datenquellen ist in Tabelle 1 dargestellt.
Nur die Größen in den schraffierten Feldern der Tabelle können aus den Stichpro¬
ben entnommen werden.
Wenn nun die Identifikation einer Einheit in der Datenquelle Q2 unabhängig ist
von ihrer Identifikation in der Datenquelle Qt, dann ist der Anteil der Gesamtpopu-
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Tabelle 1: Gemeinsame Verteilung hinsichtlich der Zugehörigkeit zu den Datenquel¬
len Qi und Q2
lation der in Q2 identifiziert wird, gleich dem Anteil der durch Q2 in der Subpopula¬




Hieraus ergibt sich für n die Schätzung
nin2
(19)
ii kann so zusammen mit x-j in Formel (17) eingesetzt und die Gesamtheit der Ein¬
lagen berechnet werden.
Nun ist aber der Umstand, Bestandseinheit in Qt zu sein, sicher nicht unabhängig
vom Umstand in Q2 identifiziert zu werden. So waren wahrscheinlich bei unseren
Privatbanken gleiche Faktoren ausschlaggebend sowohl für die Aufnahme in die
Veranlagungsliste als auch für die Aufnahme in das Bankenverzeichnis.
Nun kann gezeigt werden, daß positive Abhängigkeit der gleichzeitigen Identifika¬
tion in verschiedenen Datenquellen dazu führt, daß die Höhe von n zu niedrig ge¬
schätzt wird. Dies ist zunächst als ein Mangel zu werten. Hinsichtlich des Ausgangs¬
problems der Schätzung der Gesamthöhe der Einlagen und angesichts der umgekehr¬
ten Verzerrung von x*j ist dies von Vorteil. Es liegt ein Fehlerausgleich vor, so daß
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per Saldo die Gesamthöhe der Einlagen in der Grundgesamtheit richtig getroffen
wird.
Wir wollen unsere Darstellung an dieser Stelle abbrechen. Überlegungen hinsicht¬
lich der Wirkung von Fehlverknüpfungen könnten noch angestellt und weitere Mög¬
lichkeiten des Verringerns der Verzerrung erörtert werden (Vgl. Hammarberg 1977 b;
El-Khorazaty et al. 1976). Es geht hier aber nur um die Darlegung einiger Probleme
der Analyse verknüpfter nichtkomplementärer Datenquellen.
5. Zusammenfassung
Ausgehend vom Idealfall einer vollständigen Datenquelle, in der alle der theoreti¬
schen Fragestellung gemäßen Informationen enthalten sind, wird der Normalfall hi¬
storisch-sozialwissenschaftlicher Forschung, die einzelnen unvollständige Datenquel¬
le, untersucht In einer solchen Datenquelle fehlen entweder bestimmte Bestandsein¬
heiten, so daß für entsprechende Untersuchungseinheiten keine Informationen vor¬
liegen, oder es sind zwar alle Bestandseinheiten identifiziert, doch fehlen zu be¬
stimmten Merkmalen die Informationen. Daneben sind u. U. in einer Datenquelle so¬
wohl Bestandseinheiten als auch Angaben zu bestimmten Merkmalen nicht vorhan¬
den.
Die Überlegungen beschränken sich zunächst auf eine einzelne unvollständige Da¬
tenquelle. Hinsichtlich der spezifischen Unvoilständigkeit liegt es aber nahe, einer
anderen Datenquelle, die ihrerseits unvollständig sein kann, die fehlenden Informa¬
tionen zu entnehmen. Infolgedessen werden im weiteren Probleme der Verknüpfung
von Datenquellen erörtert. Dabei geht es zunächst um die Kombination von komple¬
mentären Datenquellen. Betrachtet werden u.a. Probleme der Identifizierung von
Einheiten, Identifizierungskriterien und ihre Eindeutigkeit sowie Fehlverknüpfungen
und Verzerrungen der im Datenbestand enthaltenen Information. Schließlich steht
die Verknüpfung nichtkomplementärer Datenquellen im Mittelpunkt der Betrach¬
tung.
Der vorliegende Beitrag deckt ohne Zweifei nicht die gesamte Problematik der Da¬
tenerhebung aus Massenakten ab. Insbesondere fehlen Überlegungen zur Verknüp¬
fung mehrerer Datenquellen sowie die Einbeziehung des Netzwerk-Aspektes beim
Problem der Auswahl von Einheiten. Der Leser möge daher den Beitrag als ersten
Versuch einer Systematisierung werten.
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