A vertex coloring of a graph G is called distinguishing (or symmetry breaking) if no non-identity automorphism of G preserves it, and the distinguishing number, shown by D(G), is the smallest number of colors required for such a coloring. This paper is about counting non-equivalent distinguishing colorings of graphs with k colors. A parameter, namely Φ k (G), which is the number of non-equivalent distinguishing colorings of a graph G with at most k colors, is shown here to have an application in calculating the distinguishing number of the lexicographic product and X-join of graphs. We study this index (and some other similar indices) which is generally difficult to calculate. Then, we show that if one knows the distinguishing threshold of a graph G, which is the smallest number of colors θ(G) so that, for k ≥ θ(G), every k-coloring of G is distinguishing, then, in some special cases, counting the number of distinguishing colorings with k colors is vary easy. We calculate θ(G) for some classes of graphs including the Kneser graph K(n, 2). We then turn to vertex partitioning by studying the distinguishing coloring partition of a graph G; a partition of vertices of G which induces a distinguishing coloring for G. There, we introduce Ψ k (G) as the number of non-equivalent distinguishing coloring partitions with at most k cells, which is a generalization to its distinguishing coloring counterpart.
Introduction
Breaking symmetries of graphs via vertex coloring is a subject initiated by Babai's work [3] in 1977. There, he introduced the asymmetric coloring of a graph, and proved that a tree has an asymmetric coloring with two colors if all vertices have the same degree α ≥ 2, where α can be an arbitrary finite or infinite cardinal. The concept was later called distinguishing coloring in the literature, since the appearance of [1] by Albertson and Collins in 1996. This paper is about counting non-equivalent distinguishing colorings and partitions of a given graph with k colors. Considering this number in case of 2 colors is as old as symmetry breaking in graphs; in 1977 Babai [3] tried to count distinguishing colorings of infinite trees, while in 1991 Polat and Sabidussi [19] tried to count essentially different asymmetrising sets in finite and infinite trees which are distinguishing (coloring) partitions with 2 cells in our terminology (see Section 4) .
A vertex coloring of a graph G is called distinguishing if it is only preserved by the identity automorphism; in this case, we say that the coloring breaks all the symmetries of G. By a k-distinguishing coloring we mean a distinguishing coloring which uses exactly k colors. The distinguishing number of a graph G, denoted D(G), is the smallest number d such that there exists a distinguishing vertex coloring of G with d colors. The graph G is called d-distinguishable if there exists a distinguishing vertex coloring with d colors [1] . The distinguishing number of some important classes of graphs are as follows: D(K n ) = n, D(K n,n ) = n + 1, D(P n ) = 2 for n ≥ 2, D(C 3 ) = D(C 4 ) = D(C 5 ) = 3 while D(C n ) = 2 for n ≥ 6 [1] .
A whole wealth of results on the subject has already been generated. Among many, we can only mention a few, only those that have essentially important results, or those that have introduced new indices based on distinguishing colorings. For a connected finite graph G, it was independently proved by Collins and Trenk [5] and Klavžar et al. [18] that D(G) ≤ ∆ + 1, where ∆ is the largest degree of G. Equality holds if and only if G is a complete graph K ∆+1 , a balanced complete bipartite graph K ∆,∆ , or C 5 . Collins and Trenk [5] also mixed the concept of distinguishing colorings with proper vertex colorings to introduce the distinguishing chromatic number χ D (G) of a graph G. It is defined as the minimum number of colors required to properly color the vertices of G such that this coloring is only preserved by the trivial automorphism. They also showed that, for a finite connected graph G, we have χ D (G) ≤ 2∆(G) and that equality holds only if G is isomorphic to K ∆,∆ or C 6 .
Symmetry breaking can also happen via other kinds of graph colorings. An analogous index for an edge coloring, namely the distinguishing index D ′ (G), has been introduced by Kalinowski and Pilśniak in [16] as the minimum number of the required colors in an asymmetric edgecoloring of a connected graph G ≃ K 2 . Moreover, they showed that D ′ (G) ≤ ∆(G) for a finite connected graph G, unless G is isomorphic to C 3 , C 4 or C 5 . Another analogous index is introduced by Kalinowski, Pilśniak and Woźniak in [17] ; the total distinguishing number D ′′ (G) is the minimum number of required colors in an asymmetric total coloring of G.
To generalize some results from the finite case to the infinite ones, Imrich, Klavžar and Trofimov [15] considered the distinguishing number for infinite graphs. They showed that for an infinite connected graph G we have D(G) ≤ n, where n is a cardinal number such that the degree of any vertex of G is not greater than n. Most symmetry breaking concepts have their relative counterparts in the infinite case, however, there are some (such as the Infinite Motion Conjecture) that arise only when we consider infinite graphs. As an instance, one can take a look at [13] by Imrich et al. which contains comparisons of some distinguishing indices of connected infinite graphs.
It was also interesting to know the distinguishing number for the product graphs. For example, Bogstad and Cowen [4] showed that for k ≥ 4, every hypercube Q k of dimension k, which is the Cartesian product of k copies of K 2 , is 2-distinguishable. It has also been shown by Imrich and Klavžar in [14] that the distinguishing number of Cartesian powers of a connected graph G is equal to two except for K 2 2 , K 2 3 , K 3 2 . Meanwhile, Imrich, Jerebic and Klavžar [12] showed that Cartesian products of relatively prime graphs whose sizes are close to each other can be distinguished with a small number of colors. Moreover, Estaji et al. in [8] proved that for every pair of connected graphs G and H with |H| ≤ |G| < 2 |H| −|H|, we have D(G✷H) ≤ 2. Gorzkowska, Kalinowski and Pilśniak proved a similar result for the distinguishing index of the Cartesian product [10] .
The lexicographic product was a subject of symmetry breaking via vertex and edge coloring by Alikhani and Soltani in [2] , where they showed that under some conditions on the automorphism group of a graph G, we have
where G k is the kth lexicographic power of G, for any natural number k. As well, they showed that if G and H are connected graphs, then
Coloring is not the only mean of symmetry breaking in graphs. For example, one might break the symmetries of a graph via a more general tool such as vertex partitioning. Ellingham and Schroeder introduced distinguishing partition of a graph as a partition of the vertex set that is preserved by no nontrivial automorphism [7] . Here, unlike coloring, some graphs have no distinguishing partition. Anyhow, for a graph G that admits a distinguishing partition, one may think of the minimum number of required cells in a distinguishing partition of the vertex set. Here, we show this index by DP(G).
In this paper, we introduce some further indices related to symmetry breaking of graphs by studying the number of non-equivalent distinguishing colorings of a graph with k colors and some other similar quantities. This is motivated by the problem of evaluating the distinguishing number of a lexicographic product or an X-join of some graphs, which we consider in Section 5.
The paper is organized as follows. In Section 2, we consider the number of non-equivalent distinguishing colorings of a graph G with (exactly) k colors, namely Φ k (G) (and ϕ k (G)) and, we calculate these indices for some simple types of graphs. Afterwards in Section 3, we introduce the distinguishing threshold as a dual index to the distinguishing number. It is shown that calculations of some indices introduced in Sections 2 and 4 are easier, in some cases, when we know the distinguishing threshold. Moreover, in Section 4, we consider the number of non-equivalent distinguishing coloring partitions of a graph G with (exactly) k cells, namely Ψ k (G) (and ψ k (G)) and, we calculate them in some special cases. Additionally in Section 4, some other auxiliary indices are also introduced. Then, we present an application of one of the indices introduced here, namely Φ k (G), in Section 5. We, finally, conclude the paper by shedding some lights on the future investigations in Section 6.
Here, we use the standard notation and terminology of graph theory, which can be found in [6] . We only remind that the set of neighbors of a vertex v in G is denoted by N(v), while N[v] stands for the set N(v) ∪ {v}.
Non-equivalent Distinguishing Colorings
Two colorings c 1 and c 2 of a graph G are called equivalent if there is an automorphism
The number of non-equivalent distinguishing colorings of a graph G with {1, . . . , k} as the set of admissible colors is shown by Φ k (G), while the number of non-equivalent k-distinguishing colorings of a graph G with {1, . . . , k} as the set of colors is shown by ϕ k (G). When G has no distinguishing colorings with exactly k colors, we put ϕ k (G) = 0. It is also clear that
Note,aslo, that ϕ k (K n ) is nonzero only when k = n, for which we know ϕ n (K n ) = 1. It is easy to prove that for n ≥ 2 and k ≥ n,
In the following two theorems, we give some recursive formulas for Φ k (P n ) and ϕ k (P n ). An interested reader can find some explicit formulas for these indices (and Φ k (C n ) and ϕ k (C n ) as well), in the Online Encyclopedia of Integer Sequences under the relevant sequence number (see Appendix A). Theorem 2.1. For n = 4, 5, . . ., we have
The proof is clear for n = 2, 3. For n ≥ 4, we know that the two end-vertices of P n either have different colors or the same color. If they are different in colors, we can pick the two colors in k 2 different ways, and, the internal vertices can have any possible k n−2 combinations, because the only non-trivial automorphism of P n has to map its end vertices onto one another. When the two end-vertices have the same color, we can choose their color in k different ways, but to be sure that the coloring is distinguishing, the remaining path of length n − 2 must be distinguishingly colored in Φ k (P n−2 ) ways.
In the next result, we make use of the well-known fact that the number of surjective functions from a set of n elements to a set of k elements is k! n k where n k is the Stirling number of the second type.
Proof. With the same method of counting to the proof of Theorem 2.1, we know that either the colors of the two ends of P n are the same or they are different. If they are the same, we can pick this color in k different ways. Since the coloring has to be distinguishing, the internal path of length n − 2 has to be colored distinguishingly with either all k colors or the remaining k − 1 colors. Therefore in this case we have k ϕ k (P n−2 ) + ϕ k−1 (P n−2 ) non-equivalent distinguishing colorings for P n . When the two end-vertices of P n have different colors, any arbitrary coloring of internal vertices makes the resulting coloring a distinguishing one. We can pick the two colors for the end vertices in k 2 ways while the rest of colors must be presented on the internal vertices. Thus, there are four different possibilities; either only the rest of k − 2 colors are used to color the internal vertices of P n , or these k − 2 colors are used along with one of the two colors of the end vertices (two different possibilities), or all the k colors are presented on the internal vertices of P n . In each case we must count the number of surjective functions from the set of available colors to the set of internal vertices. Therefore in this case we have
non-equivalent distinguishing colorings for P n with exactly k colors.
We, additionally, calculate these indices for the complete bipartite graph K n,n . Note that D(K n,n ) = n + 1.
Proof. The proof is easy for the first assertion since to color K n,n distinguishingly, one should color the vertices of each part different from other vertices within that part and the two parts of K n,n have to be colored differently. Since we have chosen n colors out of k colors to color the vertices of a part of K n,n , we cannot color the other part by the same pallet of colors. Moreover, transposing the first and the second part makes the two resulting colorings equivalent. Therefore, we arrive at a conclusion for the first assertion.
For the second assertion, like the first one, we color the vertices of one part by choosing n colors out of k ones, then we use the remaining k − n colors for the vertices of the other part. For the rest of the vertices, i.e. the 2n − k vertices in the other part, we must choose colors from the first set of n colors in n 2n−k = n n−2n+k = n k−n ways. Again, by transposing the first and the second part, the two resulting colorings are equivalent. This makes the second assertion evident.
In Appendix A, we have presented the parameters Φ k and ϕ k for the graphs P n and C n , for n, k = 2, . . . , 10.
It might seem easy to calculate Φ k (G) and ϕ k (G) when G is a path or a cycle. However, the calculations are not easy in the general case. Even for a computer algebra system, it might take very long to count the number of non-equivalent distinguishing colorings of a symmetric graph G on n vertices when n ≥ 10. Anyhow, even when n is large, for some k the calculations are much easier.
Let G be a graph on n vertices. Assume that we desire to distinguishingly color the vertices of G with exactly n colors. Then every vertex must receive a color different from the others which gives rise to n! colorings. However, in order to count non-equivalent colorings, we should consider the colorings modulo the automorphism group of G. Therefore, we have the following result, which coincides with Theorem 3.5 in the next section.
Proposition 2.4. For any graph G on n vertices, we have
This result motivates us to ask whether there are numbers k ≤ n such that any k-coloring of a graph on n vertices is distinguishing. We will consider this problem in Section 3.
Distinguishing Threshold
For any graph G, we define the distinguishing threshold θ(G) to be the minimum number t such that for any k ≥ t, any arbitrary coloring of G with k colors is distinguishing. For example θ(K n ) = θ(K n ) = n and θ(K m,n ) = m + n. Note, also, that for an asymmetric graph G, we have θ(G) = D(G) = 1.
Let G be a graph on n vertices. If any pair of vertices of G have different neighborhoods from each other, then any (n − 1)-coloring of G has to be distinguishing because in this case, no two vertices with the same color can be mapped to each other by a non-trivial color-preserving automorphism. Conversely, if there are two vertices of G whose neighborhoods are the same, then any (n − 1)-coloring of G which assigns the same color to these two vertices, is not distinguishing. From this, we observe the following. For the cases of paths and cycles we can calculate the distinguishing threshold.
Proof. The automorphism group of P n induces ⌈ n 2 ⌉ orbits on its vertices, while each orbit contains at most two vertices. By the pigeonhole principle, any combination of ⌈ n 2 ⌉ + 1 colors on n vertices of P n breaks at least one orbit. Since with ⌈ n 2 ⌉ colors, there is a non-distinguishing coloring, we must have θ(P n ) = ⌈ n 2 ⌉ + 1.
Proof. To show that θ(C n ) ≥ ⌊ n 2 ⌋ + 2, we present an (⌊ n 2 ⌋ + 1)-coloring of an n-cycle with the vertex set {v 1 , . . . , v n } which is not a distinguishing coloring. If n is even, then color the vertices v 1 , . . . , v ⌊ n 2 ⌋+1 by colors 1, . . . , ⌊ n 2 ⌋+1, and color the vertices v ⌊ n 2 ⌋+2 , . . . , n by ⌊ n 2 ⌋, . . . , 2, respectively. Similarly, if n is odd, color the vertices v 1 , . . . , v ⌊ n 2 ⌋+1 by colors 1, . . . , ⌊ n 2 ⌋ + 1, and color v ⌊ n 2 ⌋+2 , . . . , n by ⌊ n 2 ⌋ + 1, . . . , 2, respectively. This coloring is not distinguishing as it cannot break the reflection symmetry that fixes v 1 and maps v 2 on v n . Figure 1 illustrates this coloring for C 8 and C 9 .
It remains to show that for k ≥ ⌊ n 2 ⌋ + 2, every k-coloring of C n is distinguishing. When n is odd, coloring the vertices of C n with k colors results in at least three colors that are used only once. Similarly, when n is even, coloring the vertices of C n with k colors results in at least four colors that are used only once. Hence, in any case, for any coloring of C n , with k colors, there are at least three colors which are used only once. Now consider vertices v 1 , v 2 and v 3 whose colors appeared only once in a k-coloring and suppose that P is the only path in C n from v 1 to v 2 that does not contain v 3 . Any color-preserving automorphism α of C n must map P onto itself, which means that α is the identity. This completes the proof. It, therefore, seems an interesting problem on its own to calculate the distinguishing threshold of various families of graphs. As an example, one might ask this question for the Petersen graph P . In fact, this graph is a member of a well-known family of graphs, namely, the Kneser graphs. Let 0 ≤ k ≤ n/2. Then, the Kneser graph K(n, k) is a graph whose vertex set is the set of all k-subsets of {1, . . . , n} where two vertices are adjacent if and only if their corresponding sets do not intersect. It is easy to see that K(n, k) is a vertex-transitive graph on n k vertices with valency n−k k , and that P = K(5, 2). To study more on Kneser graphs see, for instance, [9] .
We now evaluate the distinguishing threshold of the Kneser graphs K(n, 2).
Proposition 3.4. For any n ≥ 5, we have θ(K(n, 2)) = 1 2 (n 2 − 3n + 6). In particular, if P is the Petersen graph, then θ(P ) = 8.
Proof. Assume that k ≥ 1 2 (n 2 − 3n + 6) and, to get a contradiction, suppose that there is a k-coloring of K(n, 2) which is not distinguishing. This implies that there is a color-preserving automorphism α such that α(u) = v, for some distinct vertices u and v. Let R be the set of common neighbors of u and v. Thus
where i ∈ {0, 1} is the possible size of the intersection of the corresponding 2-sets of u and v.
. Therefore, we have
Hence x = |X| = n 2 − (2 + r + 2s).
Note that, since we have α(N(u)) = N(v), the color-pallet of N(u) must be the same as that of N(v). Thus, the number of colors used for coloring the vertices in {u, v} ∪ R ∪ S ∪ S ′ is at most 1 + r + s. Consequently, we have to color the vertices in X with k − (1 + r + s) colors. But this is impossible because k − (1 + r + s) > x. The reason is as follows:
Now, suppose that k = 1 2 (n 2 − 3n + 4) = 1 2 (n 2 − 3n + 6) − 1. We show that there is a k-coloring of K(n, 2) which is not distinguishing. Color the vertices {3, 1} and {3, 2} by the Proof. When k ≥ θ(G), any k-coloring of G is distinguishing. Therefore, to calculate ϕ k (G), we must only count the number of non-equivalent k-colorings. We know that the total number of k-colorings of G is equal to the number of surjective functions from the set of vertices to the set of colors. As it is noted just before Theorem 2.2, this number is k! n k . Furthermore, for any automorphism α ∈ Aut(G), the image of a k-coloring f under α is equivalent to f . Consequently, the result holds. Furthermore, it is immediate to observe that, for any n ≥ 4, ϕ n−1 (P n ) = 1 4 (n − 1)n! and that for any n ≥ 5, ϕ n−1 (C n ) = 1 4 (n − 1)(n − 1)!, which agree with the tables in Appendix A.
Non-equivalent Distinguishing Partitions
In this section, we turn our attention to the case of different distinguishing partitions of graphs. Let G be a graph and let P 1 and P 2 be two partitions of the vertices of G. We say P 1 and P 2 are equivalent if there is a non-trivial automorphism of G which maps P 1 onto P 2 . The number of non-equivalent partitions of G, with at most k cells, is called the partition number of G and is denoted by Π k (G). Meanwhile, a distinguishing coloring partition of a graph G is a partition of the vertices of G such that it induces a distinguishing coloring for G. Note that the minimum number of cells required for such a partition equals the distinguishing number D(G). The number of non-equivalent distinguishing coloring partitions of a graph G with at most k cells is shown by Ψ k (G), while the number of non-equivalent distinguishing coloring partitions of a graph G with exactly k cells is shown by ψ k (G). It is not difficult to observe that
and that ψ n (G) = 1, for any graph G on n vertices. In what follows, we deal with ψ k (G) and present some calculations where G is a path or a cycle. We start with the following observation which states how ψ 2 (P n ) is related to ϕ 2 (P n ).
Proposition 4.1. For any n ≥ 1, ψ 2 (P 2n+1 ) = 1 2 ϕ 2 (P 2n+1 ) and ψ 2 (P 2n ) = 1 2 ϕ 2 (P 2n ) + 2 n−2 . Proof. First we consider the path P 2n+1 . It is evident that any distinguishing coloring partition with two cells induces two distinguishing colorings. Furthermore, since only one of the two cells contains the middle vertex of P 2n+1 , these two colorings are non-equivalent; this proves the first part.
To see the next part, we note that ϕ 2 (P 2n ) counts two different types of distinguishing coloring partitions: it counts type 1, which consists of the partitions in which swapping the two colors makes the resulting colorings equivalent, only once, while it counts type 2, which are the remaining partitions, twice. Hence, if we add the number of distinguishing coloring partitions of type 1 to ϕ 2 (P 2n ), then every distinguishing coloring partitions of P 2n is counted twice. On the other hand, it is not hard to see that the number of distinguishing coloring partitions of type 1 is equal to 2 n /2 = 2 n−1 . Therefore,
which completes the proof.
An immediate consequence of Proposition 4.1 is that ϕ 2 (P n ) is always an even number. We can, furthermore, calculate ψ k (P n ) in the case k = n − 1.
Proposition 4.2. Let n ≥ 2. We have ψ n−1 (P n ) = ⌊ n 2 4 ⌋. Proof. As there are n − 1 different cells, any partition of the vertices of P n = v 1 v 2 · · · v n will result in exactly one pair of vertices in the same part of the partition. So it suffices to count the number of different ways to choose two vertices such that including them in one cell and all the other vertices in singleton cells, results in a distinguishing coloring partition such that no two such partitions are mapped to each other using the non-trivial automorphism of P n . First, assume n is even. We split P n to two halves: A = {v 1 , . . . , v n 2 } and B = {v n 2 +1 , . . . , v n }. There are two non-equivalent cases: (a) the two vertices are chosen from A, and (b) one is chosen from A and the other one is chosen from B. The case (a) contains n/2 2 ways. On the other hand, case (b), in turn, contains the following subcases: if one chooses v 1 , then there are |B| = n 2 choices for the second vertex; if one chooses v 2 , then there are n 2 − 1 choices for the second vertex (note that the case (v 2 , v n ) is equivalent to (v 1 , v n−1 ) which has already been counted). Continuing this argument, we will have n 2 + ( n 2 − 1) + · · · + 1 = n 2 8 + n 4 choices in case (b). Hence, the total number of ways is n 2 /4 and the result follows.
In the case where n is odd, we set A = {v 1 , . . . , vn−1 2 } and B = {vn+1 2 +1 , . . . , v n }. Similar to the even case above, there are (n−1) 2 4 choices for the pairs to belong to the same cell of the partition, where either the pair is chosen from A or one vertex from A and the other one from B. In addition, there are n−1 2 further non-equivalent partitions in this case, in which the 2-vertex cell consists of a vertex of A along with the middle vertex vn+1 2 . We conclude that the total number of choices is (n 2 − 1)/4, which completes the proof.
In the next proposition, we consider the same problem as in Proposition 4.2 for the case of cycles in which we make use of the distinguishing threshold of C n . Proposition 4.3. Let n ≥ 3. We have ψ n−1 (C n ) = 0, 1, if n = 3 and n = 4, respectively, and ψ n−1 (C n ) = ⌊ n 2 ⌋, if n ≥ 5.
Proof. It is easy to check the result in the small cases n = 3, 4 directly. We, therefore, consider the case n ≥ 5. In this case, n − 1 ≥ ⌊n/2⌋ + 2 = θ(C n ) and, according to Proposition 3.2, any coloring of C n with n − 1 colors is a distinguishing coloring. Thus, it is sufficient to count the number of non-equivalent partitions of the vertices {v 1 , v 2 , · · · , v n } of C n into n − 1 cells, such that no two such partitions are mapped to each other using an automorphism of C n . It is not hard to see that there is a one-to-one correspondence between the family of such partitions and the set of all possible distances in C n . In other words, the only such partitions are the ones including the cells
Therefore the result follows. We note that ψ k (G) = Ψ k (G) − Ψ k−1 (G), for any graph G; in other words, in order to calculate ψ k (G), we can use Ψ k (G) if we already know the latter index of G. In the next theorem, we calculate Ψ k (P n ). To do so, we need the following notation. Recall that, for a given graph G, a distinguishing partition is a partition of the vertex set of G such that no nontrivial automorphism of G can preserve it (see [7] ) and that DP(G) is the minimum number of cells in a distinguishing partition of G. It is evident that if G admits a distinguishing partition, then DP(G) ≥ D(G). For n ≥ 3, the path P n admits a distinguishing partition and DP(P n ) = 2.
We define Ξ k (G) to be the number of non-equivalent distinguishing partitions of G with at most k cells. Correspondingly, ξ k (G) denotes the number of non-equivalent distinguishing partitions of G with exactly k cells. It is not hard to see that
Note that, if G does not admit a distinguishing partition with exactly k cells, then ξ k (G) = 0 and that ξ k (G) = Ξ k (G) − Ξ k−1 (G). 
In order to count Ψ k (P n ), the number of non-equivalent distinguishing coloring partitions of P n with at most k cells, we should subtract the number of non-distinguishing partitions from the total number of non-equivalent partitions of P n with at most k cells, i.e. Π k (P n ). Note that if a partition of P n is non-distinguishing, then its restriction to P ⌈ n 2 ⌉ , is either a nondistinguishing or a distinguishing partition. The number of the partitions of the former type is Π k (P ⌈ n 2 ⌉ ) − Ξ k (P ⌈ n 2 ⌉ ), while the number of the partitions of the latter type is Ξ k (P ⌈ n 2 ⌉ ) Let α and β be the non-trivial automorphisms of P n and P ⌈ n 2 ⌉ , respectively. If a partition π = {π 1 , . . . , π r } (r ≤ k) of P ⌈ n 2 ⌉ is non-distinguishing, i.e. β(π) = π, then the lifted partition π ′ = {π 1 ∪ α(π 1 ), . . . , π r ∪ α(π r )} of P n is non-distinguishing. However, if a partition σ = {σ 1 , . . . , σ r } (r ≤ k) of P ⌈ n 2 ⌉ is distinguishing, i.e. β(σ) = σ, then the two lifted partitions σ ′ = {σ 1 ∪ α(σ 1 ), . . . , σ r ∪ α(σ r )} and σ ′′ = {β(σ 1 ) ∪ α(β(σ 1 )), . . . , β(σ r ) ∪ α(β(σ r ))} of P n are non-equivalent non-distinguishing partitions. On the other hand, by the definition, the number of partitions σ is equal to Ξ k (P ⌈ n 2 ⌉ ). Therefore the total number of non-equivalent non-distinguishing partitions of P n equals to
, which completes the proof. Theorem 4.4 provides a nice connection among Ψ k (P n ), Π k (P n ) and Ξ k (P n ). See Appendix B for tables of these indices.
Distinguishing Lexicographic Products
In this section we provide an important application of one of the indices introduced in this paper, namely Φ k (G). We start by recalling some preliminaries to the topic of lexicographic product of graphs.
Let X be a graph. The X-join of {Y x |x ∈ V (X)}, is the graph Z with
Whenever, for all x ∈ X, we have Y x ≃ Y , for a fixed graph Y , the graph Z is called the lexicographic product of X and Y and we write Z = X • Y . We remind the reader that in [2] , some bounds on the distinguishing number of the lexicographic product of graphs have been presented. In this section, we calculate the distinguishing number of a lexicographic product whenever this calculation is possible.
Automorphism groups of the X-join of {Y } x and lexicographic products were studied by Hemminger [11] and Sabidussi [20] . Hemminger defined natural isomorphisms of an X 1 -join graph onto X 2 -join graph as follows: let Z i be an
Otherwise µ is called unnatural. He then characterized all the X-join graphs whose automorphism groups consists of all their natural automorphisms [11] . When the automorphisms of an X-join graph (or a lexicographic product) are all natural ones, it is easier to break them, as we do it here.
Theorem 5.1. Suppose that X • Y represents the lexicographic product of the two graphs X and Y . Then D(X • Y ) = k where k is the least integer that Φ k (Y ) ≥ D(X), provided that all the automorphisms of X • Y be the natural ones.
Proof. When all the automorphisms of G = X • Y are natural ones, any distinguishing coloring of G has to break symmetries inside Y x for all x ∈ V (X) and for each automorphism α of X that maps u on v (u = v), colorings of Y u and Y v must be non-equivalent. Therefore, whenever G has a distinguishing coloring with k colors, we must have Φ k (Y ) ≥ D(X).
By a similar argument, we find an upper bound for the distinguishing number of the X-join of a set of graphs {Y x } x∈X . To do so, we need some notation in our argument. Let f be a distinguishing coloring of X with D(X) colors. For x ∈ X let
For each x ∈ X, we obviously have |C(x)| ≥ 1 and D x ≥ D(Y x ). Moreover, put
Theorem 5.2. Let Z be the X-join of {Y x } x∈X whose automorphism group is the set of natural automorphisms. Let S be the set of all (non-equivalent) distinguishing colorings of X with D(X) colors. Then D(Z) ≤ min{d f : f ∈ S}.
Proof. Let f ∈ S and suppose that for each x ∈ X, we colored Y x distinguishingly. For each w ∈ C(x) \ {x}, if Y x and Y w are colored non-equivalently, then we can guarantee that the resulting coloring of Z is distinguishing. For such a coloring we do not need more than d f colors. Consequently, D(Z) ≤ d f .
We must point this out to the reader that some times it is possible that D(Z) becomes strictly less than min{d f : f ∈ S}. For example, suppose that X is a large cycle on {v 1 , v 2 , . . . , v n } as its set of vertices. Let Y 1 be an asymmetric tree on m 1 ≥ 7 vertices and Y 3 be another asymmetric tree on m 3 ≥ 7 vertices, and Y 1 ≃ Y 3 . Suppose also that for i = 2, 4, 5, . . . , n, all Y i s are isomorphic to K 1 . Then, the X-join of {Y i } n i=1 is an asymmetric graph (whose distinguishing number equals to 1), while min{d f : f ∈ S} = 2. However, the stated bound in Theorem 5.2 is the best that can be generally found about D(Z), because it is attainable by the lexicographic product of two graphs (e. g. C n • K 1 ).
Conclusion
We have seen in Section 5 that counting the number of non-equivalent distinguishing colorings, Φ, has an application in finding the distinguishing number of lexicographic products. Moreover, other indices have shown to have deep interactions with each other and also with Φ. It should be noted that calculating these indices are not always easy. Even when the automorphism group is very small and simple, counting non-equivalent distinguishing colorings or distinguishing (coloring) partitions faces with several calculation obstacles.
In the appendices, there are tables of the indices introduced in this paper for small paths and cycles. Considering these tables suggests that most of these indices are new generators of integer sequences.
To make calculations more comfortable, in some special cases, we introduced the notion of distinguishing threshold in Section 3, which enables us to reduce the required calculations in a computer algebra system to an acceptable level. However, this index has the importance to be considered separately, as it is a dual to the distinguishing number; there is a distinguishing coloring with a number of colors greater than or equal to the distinguishing number while there is a non-distinguishing coloring with a number of colors less than the distinguishing threshold. Among many good questions, one might consider this index for some families of graphs, or, study the distinguishing threshold for the Cartesian product.
We, finally, point out that one might consider infinite graphs or some notions other than distinguishing coloring for defining the parameters that we have introduced in this paper; e. g. distinguishing edge coloring, distinguishing total coloring, etc. 
