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Abstract
We deﬁne a new family of central regions with respect to a probability measure. They are induced
by a set or a family of sets of functions and we name them integral trimmed regions. The halfspace
trimming and the zonoid trimming are particular cases of integral trimmed regions. We focus our
work on the derivation of properties of such integral trimmed regions from conditions satisﬁed by the
generating classes of functions. Further we show that, under mild conditions, the population integral
trimmed region of a given depth can be characterized in terms of certain regions based on empirical
distributions.
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1. Introduction
Throughout recent years, quite a number of papers dealing with the problem of studying
sets of central points with respect to a multivariate probability measure have appeared in
the statistical literature. Points are assigned a certain “centrality degree” (depth), and then
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the set of points whose depth is at least some given value is deﬁned as the trimmed region
of that certain depth.
There are plenty of deﬁnitions of trimmed regions like the ones suggested by Liu [9],
Donoho and Gasko [6] andMasseé and Theodorescu [11] or Koshevoy andMosler [7]. Zuo
and Serﬂing [18,19] have developed methodological papers devoted to the comparison of
deﬁnitions of depth functions and trimmed regions in terms of some desirable properties,
meanwhile Liu et al. [10] review statistical applications of depth functions.
The idea that originally inspired this work was the thorough study of integral stochastic
orders developed by Müller [13]. A large number of stochastic orders are generated by
integrals, that is, they are induced by a family of functions called generators in such a
way that a random vector is said to be not greater than some other random vector if the
expectation of the transformation of the ﬁrst random vector through any function from the
family of generators is not greater than the expectation of the transformation of the second
random vector through the same function. The same way stochastic orders order probability
measures, trimmed regions are sets of points ordered in terms of their centrality with respect
to a given probability measure. It seems sensible to the authors to study trimmed regions
induced by sets of functions, we will refer to these central regions as integral trimmed
regions. The relations between stochastic orders and central regions have also been studied
by Mosler [12] and Zuo and Serﬂing [20].
There exists a consensus in the statistical literature on some convenient properties for
trimmed regions, such as being nested, afﬁne equivariant, closed or bounded. In order to
introduce a new family of central regions, we should prove that it satisﬁes most of these
properties. The family we will consider is very broad, for any family of sets of functions,
their corresponding integral trimmed regions can be built. The properties of a particular
family of integral trimmed regions will depend on the properties of the family of sets of
functions that induce it and thus a thorough study of such functions is necessary to derive
the properties of the corresponding central regions. We will state sufﬁcient conditions on
the sets of functions in order to obtain integral trimmed regions with convenient properties
extracted from Zuo and Serﬂing [19].
In order to show the usefulness of the integral trimming, we prove that some particular
families of classical trimmed regions belong to the family of integral trimmed regions by
providing some of their sets of generators. Their main properties are afterwards easily
deduced from the properties of their corresponding sets of generators.
The paper is organized as follows: in Section 2 integral trimmed regions are deﬁned and
the basic notation is introduced. Section 3 is split into two parts, Section 3.1 is devoted
to the study of the properties of integral trimmed regions in terms of the properties of the
families of functions that induce them. Section 3.2 presents several examples of integral
trimmed regions including the halfspace trimmed regions and the zonoid trimmed regions.
In Section 4, we study the asymptotic behavior of the empirical integral trimmed regions.
Finally, an appendix with the technical proofs is included.
2. Deﬁnitions and preliminaries
The set of probability measures on (Rd ,Bd), where Bd is the Borel -algebra on Rd ,
will be denoted by P. We will endow P with the topology of the weak convergence, which
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we will denote by ‘⇒’. From now on P and Q will denote probabilities of P. For every
 ∈ (0, 1], we deﬁne
P  := {Q ∈ P : Q−1P },
that is, the set of all probability measures Q such that Q(A)−1P(A) for all A ∈ Bd .
Quite clearly every P  is convex. If , then P  ⊃ P  and P 1 = {P }. Furthermore, it is
not difﬁcult to show that P  is closed with respect to the weak topology. SinceRd endowed
with the Euclidean distance is a complete and separable metric space, then P  is also tight.
Calligraphic letters as F,G will denote sets of measurable functions from Rd into R and
I, J will denote sets of indices.
For any probability P on Rd and  ∈ (0, 1], we consider the -trimmed regions deﬁned
as sets of points for which the image through every function from certain family is not
greater than the integral of the same function with respect to some probability from P .
These trimmed regions are called integral trimmed regions.
Deﬁnition 1. For  ∈ (0, 1] and a set of functions F , we deﬁne the integral -trimmed
region of P with respect to the set F , denoted by DF (P ), as
DF (P ) : =
{
x ∈ Rd : there existsQx ∈ P , f (x)
∫
f dQx ∀f ∈ F
}
=
⋃
Q∈P 
⋂
f∈F
f−1
((
−∞,
∫
f dQ
])
.
For a family of sets of functions {Fi}i∈I , we deﬁne
D{Fi }i∈I (P ) := ∩i∈IDFi (P ).
The depth function induced by integral trimmed regions is deﬁned in the usual way.
Deﬁnition 2. The depth of a point x ∈ Rd with respect to a probability measure P and a
family of sets of functions {Fi}i∈I is given by
D{Fi }i∈I (x;P) := sup{ ∈ (0, 1] : x ∈ D{Fi }i∈I (P )}.
Wewill denote byX a randomvector that induces probabilityP in (Rd ,Bd). LetA ∈ Rd×d
be a matrix and b ∈ Rd , we deﬁne the afﬁne mapping TA,b : Rd −→ Rd by TA,b(x) :=
Ax + b and PA,b will stand for the probability induced by the random vector AX + b.
If u ∈ Rd , then Pu will stand for the probability induced by the random variable 〈X, u〉,
where 〈·, ·〉 denotes the scalar product. For a ∈ R, a+ will denote its positive part, that is,
a+ := max{0, a}.
3. Properties of the family of integral trimmed regions
This section is divided into two parts. First, we study the properties that integral trimmed
regions satisfy and then we present some particular families of integral trimmed regions
induced by certain sets of functions.
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The same family of integral trimmed regions might be generated by different families of
sets of functions. In many cases, it is convenient to obtain several families of generators,
since the fulﬁlment of the requirements of the results in this section by one of these families
is sufﬁcient for its trimmed regions to satisfy the corresponding property.
3.1. Properties
We give sufﬁcient conditions for the families of sets of functions that give rise to in-
tegral trimmed regions, so that these trimmed regions satisfy some appropriate properties
extracted from Zuo and Serﬂing [19]. Proposition 3 presents some generalities of integral
trimmed regions. In Proposition 4 it is shown that all integral trimmed regions are nested,
Propositions 5 and 8 give sufﬁcient conditions to be satisﬁed by a family of sets of functions
in order for its corresponding integral trimmed regions to be convex. Finally, Propositions 9
and 10 impose conditions to get afﬁne equivariant trimmed regions, Propositions 11 and
13 to get closed trimmed regions and Proposition 15 to get bounded trimmed regions.
3.1.1. Generalities
Proposition 3. Let P ∈ P be a probability measure,  ∈ (0, 1], F and G sets of functions,
I and J sets of indices and {Fi}i∈I and {Gi}i∈I be families of sets of functions.
(1) If F ⊂ G, then DF (P ) ⊃ DG(P ).(2) If Fi ⊂ Gi for every i ∈ I , then D{Fi }i∈I (P ) ⊃ D{Gi }i∈I (P ).
(3) If ∪i∈IFi ⊂ G, then D{Fi }i∈I (P ) ⊃ DG(P ).
(4) If J ⊂ I , then D{Fj }j∈J (P ) ⊃ D{Fi }i∈I (P ).
Togetherwith these properties,we should remark that constant functions addno restriction
to the set of generators.
3.1.2. Nested
The integral trimmed regions of any given probability P ∈ P constitute a nested family
of sets. This follows directly from the inclusion relation P  ⊃ P  for any 0 < 1.
Proposition 4. Let ,  ∈ (0, 1] satisfy , P ∈ P and {Fi}i∈I be a family of sets of
functions, then D{Fi }i∈I (P ) ⊃ D

{Fi }i∈I (P ).
3.1.3. Convexity
Proposition 5. If all the functions from {Fi}i∈I are convex, then D{Fi }i∈I (P ) is convex for
every  ∈ (0, 1] and any P ∈ P.
Proof. Consider a setFi of convex functions, a probability measureP ∈ P, x, y ∈ DFi (P )
and  ∈ (0, 1). We will see that x + (1− )y ∈ DFi (P ).
Since x, y ∈ DFi (P ) there exist Qx,Qy ∈ P  such that f (x)
∫
f dQx and f (y)

∫
f dQy for every f ∈ Fi .
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Given any f ∈ Fi , due to its convexity and to the fact that x, y ∈ DFi (P ), we have,
f (x + (1− )y)  f (x)+ (1− )f (y)
 
∫
f dQx + (1− )
∫
f dQy =
∫
f d
(
Qx + (1− )Qy
)
.
Now since P  is convex, Qx + (1− )Qy ∈ P  and the inequality holds for any f ∈ Fi ,
then DFi (P ) is convex (we just have to take Qx+(1−)y = Qx + (1 − )Qy). Finally,
D{Fi }i∈I (P ) is an intersection of convex sets and therefore convex. 
Before stating the next result on integral trimmed regions, we introduce the new notion of
semi-convexity for sets of functions together with thewell-known notions of quasi-convexity
and comonotonicity and relate them through Lemmas 6 and 7.
We say that a set of functionsF is semi-convex if for every x, y ∈ Rd and every  ∈ (0, 1),
either f (x + (1 − )y)f (x) for every f ∈ F or f (x + (1 − )y)f (y) for every
f ∈ F .
We recall that a function f : Rd −→ R is called quasi-convex if for any x, y ∈ Rd and
 ∈ (0, 1) it holds that f (x + (1− )y) max{f (x), f (y)}, and strictly quasi-convex if
the inequality is strict whenever x = y, that is, f (x + (1− )y) < max{f (x), f (y)}.
Given a set of functions F , we say it is comonotonic if for every f, g ∈ F there is no
pair x, y ∈ Rd such that f (x) < f (y) and g(x) > g(y), see [5].
Before showing that semi-convex sets of functions induce convex trimmed regions, we
state sufﬁcient conditions for semi-convexity in order to establish this new concept.
Lemma 6. Given a comonotonic set of functions F , the following are sufﬁcient conditions
for semi-convexity:
(1) all the functions of F are quasi-convex,
(2) the set F has, at least, one strictly quasi-convex function.
If we restrict to families of continuous functions, we obtain the reciprocal of statement
(1) in Lemma 6.
Lemma 7. A family of continuous functionsF is semi-convex if and only if it is comonotonic
and each of its functions is quasi-convex.
Finally, we will show the convexity of integral trimmed regions induced by a family of
semi-convex sets of functions.
Proposition 8. If for every i ∈ I , Fi is semi-convex, then D{Fi }i∈I (P ) is convex for every
 ∈ (0, 1] and any P ∈ P.
Proof. We will show that every DFi (P ) is convex and then D

{Fi }i∈I (P ) would necessarily
be convex.
Let i ∈ I , x, y ∈ DFi (P ) and  ∈ (0, 1). There exist Qx,Qy ∈ P  such that
f (x)
∫
f dQx and f (y)
∫
f dQy for every f ∈ Fi . By the semi-convexity of F ,
either f (x + (1 − )y)f (x) for every f ∈ Fi or f (x + (1 − )y)f (y) for every
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f ∈ Fi . Suppose that f (x+(1−)y)f (x) for every f ∈ Fi , then we obtain the desired
result takingQx+(1−)y = Qx . 
3.1.4. Afﬁne equivariance
The next two results deal with the afﬁne equivariance of integral trimmed regions. Propo-
sition 9 considers all possible afﬁne transformations meanwhile Proposition 10 considers
only afﬁne transformations of full rank.
Proposition 9. For any A ∈ Rd×d , b ∈ Rd ,  ∈ (0, 1], P ∈ P and F,G sets of functions,
the following is satisﬁed:
(1) if F ⊃ {g ◦ TA,b : g ∈ G}, then ADF (P )+ b ⊂ DG(PA,b),
(2) if for every j ∈ I , there exists ij ∈ I such that Fij ⊃ {f ◦ TA,b : f ∈ Fj }, then
AD{Fi }i∈I (P )+ b ⊂ D{Fi }i∈I (PA,b).
Proof. Let F,G satisfy F ⊃ {g ◦ TA,b : g ∈ G}. For any x ∈ DF (P ) there existsQ ∈ P 
such that f (x)
∫
f dQ for every f ∈ F . Let g ∈ G, since g ◦ TA,b ∈ F , we have
g(Ax + b)
∫
g ◦ TA,b dQ =
∫
g dQA,b, (1)
where QA,b is deﬁned from Q as PA,b is deﬁned from P. Since QA,b ∈ (PA,b) and Eq.
(1) holds for any g ∈ G, then Ax + b ∈ DG(PA,b).
Next, we suppose that for every j ∈ I , there exists ij ∈ I such that Fij ⊃ {f ◦ TA,b :
f ∈ Fj }. Let j ∈ I , by the ﬁrst part of this result, ADF
ij
(P ) + b ⊂ DFj (PA,b)
and then ∩j∈I
(
ADF
ij
(P ) + b) ⊂ ∩j∈IDFj (PA,b). Further, TA,b
( ∩j∈I DF
ij
(P )
) ⊂
∩j∈I TA,b
(
DF
ij
(P )
)
holds and ﬁnally by statement (4) in Proposition 3, we have
AD{Fi }i∈I (P )+ b ⊂ AD{Fij }j∈I (P )+ b ⊂ ∩j∈ID

Fj (PA,b). 
Proposition 10. For any nonsingular matrix A ∈ Rd×d and b ∈ Rd , the following is
satisﬁed:
(1) if F = {g ◦ TA,b : g ∈ G}, then ADF (P )+ b = DG(PA,b),
(2) if for every j ∈ I , there exists ij ∈ I such that Fij = {f ◦ TA,b : f ∈ Fj } and
for every i ∈ I , there exists ji ∈ I such that Fi = {f ◦ TA,b : f ∈ Fji }, then
AD{Fi }i∈I (P )+ b = D{Fi }i∈I (PA,b).
Proof. IfF = {g◦TA,b : g ∈ G}, thenG = {f ◦T −1A,b : f ∈ F}, whereT −1A,b = TA−1,−A−1b.
SinceF = {g ◦TA,b : g ∈ G}, by Proposition 9 it holds thatADF (P )+b ⊂ DG(PA,b) and
for the same reason, G = {f ◦ T −1A,b : f ∈ F} leads to A−1DG(PA,b) − A−1b ⊂ DF (P ).
Finally
DG(PA,b) = A
(
A−1DG(PA,b)− A−1b
)+ b ⊂ ADF (P )+ b ⊂ DG(PA,b),
which implies ADF (P )+ b = DG(PA,b).
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Supposewe are now in the conditions of (2). By the ﬁrst part of this result,ADFi (P )+b =
DFji (PA,b) and AD

F
ij
(P )+ b = DFj (PA,b). Now
AD{Fi }i∈I (P )+ b = A
(⋂
i∈I
DFi (P )
)
+ b =
⋂
i∈I
(
ADFi (P )+ b
)
=
⋂
i∈I
DFji (PA,b) ⊃
⋂
j∈I
DFj (PA,b)
= D{Fi }i∈I (PA,b) =
⋂
j∈I
(
ADF
ij
(P )+ b) ⊃ AD{Fi }i∈I (P )+ b,
therefore overall equality holds and AD{Fi }i∈I (P )+ b = D{Fi }i∈I (PA,b). 
3.1.5. Closedness
Proposition 11. If all the functions from {Fi}i∈I are continuous and bounded, then
D{Fi }i∈I (P ) is closed for every  ∈ (0, 1] and any P ∈ P.
Proof. It is again enough to show that for any P ∈ P,  ∈ (0, 1] and i ∈ I , the set DFi (P )
is closed.
Let the sequence {xn}n∈N ⊂ DFi (P ) converge to certain x ∈ Rd . Since for every n ∈ N,
it holds xn ∈ DFi (P ), then there existsQn ∈ P  such that
f (xn)
∫
f dQn for all f ∈ Fi . (2)
The set P  is tight and then, in accordance with Prohorov theorem (see for instance, [1]),
for every sequence {Qn}n∈N ⊂ P , there exists a converging subsequence Qnk ⇒k Q for
certainQ ∈ P. The limit probability Q is an element of P , because P  is closed.
Since any f ∈ Fi is continuous and bounded andQnk ⇒k Q, it holds that limk
∫
f dQnk
= ∫ f dQ. Since lim xn = x, it also holds that lim f (xn) = f (x). Finally, from Eq. (2),
we deduce that f (x)
∫
f dQ holds for every f ∈ Fi and therefore x ∈ DFi (P ) which
warrants that DFi (P ) is closed. 
Another sufﬁcient condition to obtain closed trimmed regions is presented. We will now
assume that the sets of generators are comonotonic and in order tomake the argument clearer,
one previous lemma about comonotonicity and integrationwith respect to probabilities from
P  is presented.We recall that all the functions from the sets of generators are measurable.
Lemma 12. IfF is comonotonic and countable, then for any  ∈ (0, 1], there existsQF ∈
P  such that
∫
f dQ
∫
f dQF for all f ∈ F andQ ∈ P .
Proof. See Appendix 4. 
We recall brieﬂy the deﬁnition of lower semicontinuity. A function f is said to be lower
semicontinuous if all its level sets are closed, that is {x : f (x)} is closed for every  ∈ R.
Conversely, f is upper semicontinuous if −f is lower semicontinuous.
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Proposition 13. If all the functions from {Fi}i∈I are lower semicontinuous and for every
i ∈ I ,Fi is comonotonic and countable, thenD{Fi }i∈I (P ) is closed for every  ∈ (0, 1] and
any P ∈ P.
Proof. Let P ∈ P and  ∈ (0, 1], if for all i ∈ I , the sets DFi (P ) were closed, then their
intersection, D{Fi }i∈I (P ), would be closed. Now for any i ∈ I , we have
DFi (P ) =
⋃
Q∈P 
{
x ∈ Rd : f (x)
∫
f dQ ∀f ∈ Fi
}
.
Since Fi is comonotonic and countable, by Lemma 12 there exists Qi ∈ P  such that∫
f dQ
∫
f dQi for all f ∈ Fi . The -trimmed region can be written now as
DFi (P ) =
{
x ∈ Rd : f (x)
∫
f dQi ∀f ∈ Fi
}
=
⋂
f∈Fi
{
x ∈ Rd : f (x)
∫
f dQi
}
,
where the sets
{
x ∈ Rd : f (x) ∫ f dQi} are closed due to the lower semicontinuity of
the functions of Fi , and so is their intersection DFi (P ). This completes the proof. 
3.1.6. Boundedness
To ﬁnish with the properties of integral trimmed regions, we will focus on their bound-
edness. First, we derive the boundedness of trimmed regions of random variables and then
extend the result to greater dimensions.
Lemma 14. Let d = 1 and F be a set of functions such that every f ∈ F is increasing
and
∫
f dP <∞. If for every a ∈ R there exists f ∈ F such that f is strictly increasing at
some b > a, then sup DF (P ) <∞ for every  ∈ (0, 1].
Proof. Let  ∈ (0, 1], since every function f ∈ F is increasing, ∫ f dQ is maximal at cer-
tainQ ∈ P  independent of the choice of f ∈ F . Now ∫ f dP <∞, and then ∫ f dQ <
∞. If there exists f ∈ F unbounded, then f (y) > ∫ f dQ for some y ∈ R and the result
would be proved. If every f ∈ F is bounded, let a ∈ R such that Q((−∞, a)) > 0,
and take f ∈ F strictly increasing at b > a. Since f is increasing and bounded, lim
x→∞
f (x) = k < ∞, and ∫ f dQf (a)Q((−∞, a)) + kQ([a,∞)) < k. Finally, there
exists y ∈ R such that f (y) is close enough to k and f (y) > ∫ f dQ. We conclude
sup DF (P )y. 
Proposition 15. Let {ui}i∈I ⊂ Rd be orthogonal to the faces of a convex polyhedron with
〈ui, x − yi〉 < 0 for any x in the interior of the polyhedron and yi in the face orthogonal
to ui , let F be a set of increasing functions from R into R such that for any a ∈ R there
exists f ∈ F strictly increasing at some b > a. Let Fi ⊃ {f ◦ li : li (x) = 〈x, ui〉, f ∈ F}
and let the family {Fi}i∈I be enlarged by sets of functions Fj with j ∈ J \ I , (I ⊂ J ). If∫
f ◦ li dP <∞ for every f ∈ F , then D{Fj }j∈J (P ) is bounded for every  ∈ (0, 1].
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Proof. This result follows directly from Proposition 3 and Lemma 14. 
3.2. Families of integral trimmed regions
Depending on the family of functions we consider, the integral trimmed regions will
provide us with different information about the probability measure P. Some classical
trimmed regions are shown to belong to the family of integral trimmed regions by choosing
an appropriate set of functions.
3.2.1. Halfspace trimming
The halfspace depth or Tukey depth deﬁned by HD(z;P) := inf{P(H) : z ∈ H, H
closed halfspace} is the most popular depth function. Its corresponding -trimmed region
is given by HD(P ) := {x ∈ Rd : HD(x;P)}, see [6,11] for a collection of results on
the halfspace trimming.
We will show that the halfspace trimmed regions are integral trimmed regions.
Theorem 16. The families of sets of functions {Fu}u∈Rd , {Gu}u∈Rd and {Hu}u∈S , whereFu = {f ◦ l : f : R −→ R nondecreasing, l(x) = 〈x, u〉}, Gu = {I(a,+∞) ◦ l : l(x) =
〈x, u〉, a ∈ Q} andHu = {f,a ◦ l : l(x) = 〈x, u〉, a ∈ Q,  ∈ (0, 1]} with S a countable
dense subset of the unit sphere in Rd and
f,a(x) =


0 if x < a − ,
1
2 + (x − a)/(2) if a − xa + ,
1 if x > a + ,
give rise to the halfspace trimmed regions as integral trimmed regions, that is, HD(P ) =
D{Fu}u∈Rd (P ) = D

{Gu}u∈Rd (P ) = D

{Hu}u∈S (P ) for any  ∈ (0, 1] and P ∈ P.
Proof. We will prove that {Fu}u∈Rd and {Gu}u∈Rd are generators of the halfspace trim-
ming. It entails no further difﬁculties to show that the family of sets {Hu}u∈S is also a
generator.
Since Fu ⊃ Gu for every u ∈ Rd , by Proposition 3, D{Fu}u∈Rd (P ) ⊂ D

{Gu}u∈Rd (P ) for
every  ∈ (0, 1], take now any ﬁxed  ∈ (0, 1].
First, we will show that HD(P) ⊂ D{Fu}u∈Rd . Let z ∈ HD
(P) and v ∈ Rd \ {0}, we
deﬁne the halfspace H as H = {x ∈ Rd : 〈x, v〉〈z, v〉}, since z ∈ H , then P(H).
Consider the probabilityQ deﬁned byQ(A) = P(A∩H)/P (H) for allA ∈ Bd , then clearly
Q ∈ P  and f (〈z, v〉) ∫ f (〈x, v〉) dQ(x) for any increasing function f, so z ∈ DFv (P ).
Since the same argument can be applied to any u ∈ Rd \ {0}, we have z ∈ ∩
u∈RdD

Fu(P ) =
D{Fu}u∈Rd (P ).
We will now show that D{Gu}u∈Rd (P ) ⊂ HD
(P). Let z ∈ D{Gu}u∈Rd (P ) and H be a
closed halfspace such that z ∈ H , then H = {x ∈ Rd : 〈x, v〉〈z, v〉} for some
given v ∈ Rd . By deﬁnition of integral trimmed regions, there exists Q ∈ P  such that
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Fig. 1. Contour plots of the halfspace trimmed regions of depth 410 ,
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f (〈z, v〉) ∫ f (〈x, v〉) dQ(x) for every f ∈ {I(a,+∞) : a ∈ Q}. If we consider the
sequence of indicator functions fn = I(a−1/n,+∞), by the continuity of Q, it is easy to see
that
1  Q({x ∈ Rd : 〈x, v〉〈z, v〉})
 −1P({x ∈ Rd : 〈x, v〉〈z, v〉}) = −1P(H),
that is, P(H). Since this holds for any closed halfspace with z ∈ H , then z ∈ HD(P).
We conclude HD(P) ⊂ D{Fu}u∈Rd (P) ⊂ D

{Gu}u∈Rd (P) ⊂ HD
(P) and overall equality
must hold. 
The convexity of the halfspace trimmed regions can be derived from Proposition 8. From
Propositions 10 and 9 we can, respectively, deduce that the halfspace trimmed regions
are afﬁne equivariant, that is AHD(P ) + b = HD(PA,b) if A ∈ Rd×d is nonsingular,
and AHD(P ) + b ⊂ HD(PA,b) for any A ∈ Rd×d . Further, the halfspace trimmed
regions can be shown to be compact since the family of sets of functions {Gu}u∈Rd satisﬁes
the requirements of Propositions 13 and 15. All these are well-known results of a great
simplicity in the framework of integral trimmed regions.
Example 17. To illustrate the halfspace trimming, we have drawn a random sample of 10
realizations of a bivariate Gaussian distribution N2(0, I ) and plotted some of the halfspace
trimmed regions of the associated empirical probability in Fig. 1.
3.2.2. Zonoid trimming
Koshevoy and Mosler [8] develop a comprehensive theory of lift zonoids. The zonoid
of a probability measure with ﬁnite ﬁrst moment, denoted by Z(P ), is the convex body
deﬁned by Z(P ) := {∫ g(x)x dP (x) : g : Rd −→ [0, 1] measurable}, or equivalently
as the set-valued expectation of the random convex set [0, X] that joins the origin with a
random vector with distribution P, that is Z(P ) = E[0, X], see [17].
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We recall that if h stands for the support function, that is, for any compact K in Rd ,
h(K, u) = sup{〈x, u〉 : x ∈ K} for any u ∈ Rd , then the set-valued expectation of a
random convex set  is convex and given implicitly by h(E, u) = Eh(, u) for every
u ∈ Rd . The lift zonoid of a probability measure P, denoted by Z˜(P ), is the zonoid of the
random vector (1, X), where X is, as usual, a random vector that induces probability P.
Lift zonoids characterize probability measures with ﬁnite ﬁrst moment as it was shown by
Koshevoy and Mosler [8].
Koshevoy and Mosler [7] deﬁned the zonoid trimmed regions for probability measures
in Rd with ﬁnite expectation as ZD(P ) := {∫ xg(x) dP (x) : g : Rd −→ [0, −1] mea-
surable and
∫
g(x) dP (x) = 1}. In our framework this can be written as ZD(P ) =
{∫ x dQ(x) : Q ∈ P }, or equivalently in terms of the lift zonoid of P as ZD(P ) =
−1 proj(Z˜(P )), where for any C ⊂ Rd+1, proj(C) is the projection on the last d coordi-
nates of the intersection of Cwith the hyperplane {x ∈ Rd+1: x1=} ([7, Proposition 2.2]).
Theorem 18. The set of functionsF = {f : Rd −→ R : f linear} together with the family
of one-element sets of functions Fu = {f (x) = 〈x, u〉}, u ∈ Rd give rise to the zonoid
trimmed regions as integral trimmed regions, that is, ZD(P ) = DF (P ) = D{Fu}u∈Rd (P )for any  ∈ (0, 1] and P ∈ P.
Proof. First we will show that ZD(P ) = DF (P ) and then, since for every u ∈ Rd ,Fu ⊂ F , by Proposition 3 it holds that ZD(P ) ⊂ D{Fu}u∈Rd (P ). We will ﬁnish the proof
showing that ZD(P ) ⊃ D{Fu}u∈Rd (P ).
Let z ∈ ZD(P ), this is equivalent to the existence ofQ ∈ P  such that z = ∫ x dQ(x),
or equivalently 〈z, u〉 ∫ 〈x, u〉 dQ(x) for every u ∈ Rd . We conclude z ∈ DF (P ).
Let z ∈ D{Fu}u∈Rd (P ), then clearly 〈z, u〉 ∈ D

{x}∈R(Pu) for every u ∈ Rd which by the
ﬁrst part of this result leads to 〈z, u〉 ∈ ZD(Pu) for every u ∈ Rd . By the previous char-
acterization of the zonoid trimmed regions as integral trimmed regions and Proposition 5,
these trimmed regions are convex. As an immediate consequence of Proposition 2.24 in
[12], we deduce that for every u ∈ Rd , it holds ZD(Pu) = {〈z, u〉 : z ∈ ZD(P )} and
therefore z ∈ ZD(P ). 
If we add a constant to every function from a set of generators, the new set of functions
will induce the same integral trimmed regions. As a consequence, the set of functions
G = {f + a : f : Rd −→ R linear, a ∈ R} gives rise to the zonoid trimmed regions as
integral trimmed regions, that is, ZD(P ) = DG(P ) for any  ∈ (0, 1] and P ∈ P.
The convexity of the zonoid trimmed regions can be derived from Proposition 5 and the
fact that all the functions of F are convex. Further, since G satisﬁes the requirements of
statement (1) in Proposition 10, the zonoid trimmed regions are afﬁne equivariant and since
the family of sets {Fu}u∈Rd satisﬁes the requirements of Propositions 13 and 15, they are
compact. These properties can be found in [7], Theorems 5.4 and 5.7.
Example 19. Consider the same sample as in Example 17. We obtain the zonoid trimmed
regions shown in Fig. 2.
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5 and
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3.2.3. Trimming based on the symmetric order
The same way the linear convex order between two random vectors was characterized
by Koshevoy and Mosler [8] for probability measures with ﬁnite ﬁrst moment in terms
of the inclusion relation of their lift zonoids, the symmetric order deﬁned by Cascos and
Molchanov [4] can be characterized by the inclusion relation of the convex bodiesW(P ) :=
co
(
Z˜(P ) ∪ ({1} × Z(P ))) [4, Theorem 10], where co denotes the convex hull. In fact, for
a probability measure P with ﬁnite ﬁrst moment, the convex body W(P ) characterizes P.
Inspired by the zonoid trimming, we can deﬁne the following family of trimmed regions,
for  ∈ (0, 1], let WD(P ) := −1 proj(W(P )). The convex body W(P ) and its trimmed
regions are brieﬂy studied in Cascos and López-Díaz [2].
Theorem 20. The set of functionsF = {f (x) = 〈x, u〉+, u ∈ Rd} together with the family
of one-element sets of functions Fu = {f (x) = 〈x, u〉+}, u ∈ Rd give rise to the trimmed
regionsWD(P ) as integral trimmed regions, that is, WD(P ) = DF (P ) = D{Fu}u∈Rd (P )for any  ∈ (0, 1] and P ∈ P.
Proof. First, we will show that WD(P ) = DF (P ) and since for every u ∈ Rd , we haveFu ⊂ F , then it holds that WD(P ) ⊂ D{Fu}u∈Rd (P ) and it only remains to show that
WD(P ) ⊃ D{Fu}u∈Rd (P ).
In Cascos and López-Díaz [3] it is shown that the central region of level  based on the
symmetric order with respect to a probability P, equals the union of the zonoids of all the
probabilities in P . Let z ∈ WD(P ), this is equivalent to the existence of Q ∈ P  such
that z ∈ Z(Q). As a consequence, for any u ∈ Rd , we have
〈z, u〉h(Z(P ), u) = Eh([0, X], u) =
∫
〈x, u〉+ dP (x)
and since the right-hand side of the inequality remains always positive, this is equivalent to
〈z, u〉+
∫ 〈x, u〉+ dP (x) for every u ∈ Rd . We conclude z ∈ DF (P ).
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Let z ∈ D{Fu}u∈Rd (P ), then clearly 〈z, u〉+ ∈ D

{(x)+}∈R(Pu) for every u ∈ Rd which by
the ﬁrst part of this result leads to 〈z, u〉+ ∈ WD(Pu) for every u ∈ Rd . By the previous
characterization of the trimmed regions based on the symmetric order as integral trimmed
regions and Proposition 5, these trimmed regions are convex.As an immediate consequence
of Proposition 2.24 in [12], we deduce that for every u ∈ Rd , it holds WD(Pu) = {〈z, u〉 :
z ∈ WD(P )} and therefore z ∈ WD(P ). 
The convexity of these new trimmed regions can be derived from Proposition 5 and
the fact that all the functions of F are convex. By Propositions 13 and 15 and due to the
characterization as D{Fu}u∈Rd (P ), they are compact. Further by Proposition 10 and the fact
thatF = {f ◦TA,0 : f ∈ F} holds for any nonsingularA ∈ Rd×d , we haveWD(PA,0) =
AWD(P ). Clearly these trimmed regions are not location invariant.
Example 21. Consider the same sample as in Example 17.We obtain the trimmed regions
based on the symmetric order shown in Fig. 3.
4. Asymptotics
A natural question which arises now is to study the relationship between the integral
-trimmed region of a probability P ∈ P and the one of its empirical distribution.
Since the deﬁnition of DF (P ) includes a condition involving the expected value of
some transformation through the functions of F and an evaluation of those functions
at a point, the continuity of the elements of F seems a natural condition to be
considered.
However, we will show by example that this continuity, the uniform boundedness of the
elements of F and even the countability of F itself are not sufﬁcient to guarantee that the
limit of a subsequence of the sequence of integral trimmed regions induced by the empirical
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distribution is equal to DF (P ). It is therefore necessary to develop a more extensive study
to determine DF (P ) by means of regions based on empirical distributions.
From now on we consider a random vector X with distribution P deﬁned in an abstract
probability space (,A, H). Further, let {Xn}n,Xn :  −→ Rd , be a sequence of inde-
pendent random vectors identically distributed as X and Pn,· the empirical distribution of
X1(·), . . . , Xn(·).
Example 22. Let d = 1,  = 1, P uniform in (−1, 1) and the family F composed by
functions f, for  ∈  = ([−1, 1] ∩Q) \ {0} with
f(x) =


−1 if x < −,
−1x if − x
1 if x > ,
if  > 0,
and
f(x) =


1 if x < ,
−1x if x − 
−1 if x > −,
if  < 0.
We have
∫
f dP = 0 and f(0) = 0 for all  ∈ , since for any x = 0 there exists  ∈ 
such that f(x) > 0, then D1F (P ) = {0}. On the other hand, we easily get D1{f1,f−1}(Pn,·) =
{(1/n)∑ni=1Xi(·)} a.s. [H ], therefore we only have two possibilities, either D1F (Pn,·) =
{(1/n)∑ni=1Xi(·)} a.s. [H ] or D1F (Pn,·) = ∅ a.s. [H ].
If (1/n)
∑n
i=1Xi(·) belongs to D1F (Pn,·) for some n, then for any  ∈ 
f
(
1
n
n∑
i=1
Xi(·)
)
 1
n
n∑
i=1
f(Xi(·))
and
f−
(
1
n
n∑
i=1
Xi(·)
)
 1
n
n∑
i=1
f−(Xi(·)),
which implies that f((1/n)
∑n
i=1Xi(·)) = (1/n)
∑n
i=1 f(Xi(·)) for all  ∈ . Observe
that (1/n)
∑n
i=1Xi(·) = 0 a.s. [H ] and so for some 0 close enough to 0 we have that
f0((1/n)
∑n
i=1Xi(·)) = 1 (clearly 0 depends on (1/n)
∑n
i=1Xi(·)). This implies that
f0(Xi(·)) = 1 for all 1 in, and so either every Xi(·) is positive or every Xi(·) is
negative, then
H
(
1
n
n∑
i=1
Xi(·) ∈ D1F (Pn,·)
)

(
1
2
)n−1
.
Now in accordance with the Borel–Cantelli lemma we have that
H
(
1
n
n∑
i=1
Xi(·) ∈ D1F (Pn,·) i.o.
)
= 0,
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where i.o. means inﬁnitely often (occurs for an inﬁnite number of n). We conclude that
D1F (Pn,·) = ∅ a.s. [H ] except for at most a ﬁnite number of them.
In order to obtain some type of asymptotic convergence, the following question will be
relevant: givenQ ∈ P  with  ∈ (0, 1], is it possible to ﬁnd a sequence {Qnk,·}k ⊂ P such
thatQnk,· ∈ P nk,· andQnk,· ⇒k Q a.s. [H ]?
For the sake of simplicity we will start by stating some preliminary results.
Lemma 23. Let Pn, P ∈ P for all n ∈ N, such that Pn ⇒ P , let  ∈ (0, 1], if Qn ∈ P n
for all n ∈ N then there exists a subsequence {Qnk }k ⊂ {Qn}n and Q ∈ P  such that
Qnk ⇒k Q.
Proof. See Appendix 4. 
Now observe that if Q ∈ P , then clearly Q is absolutely continuous with respect to P,
and therefore there exists a mapping g : Rd −→ [0,∞) of class L1(P ) such that for all
A ∈ Bd , it holds that Q(A) =
∫
A
g dP , i.e. g is a Radon–Nikodym derivative of Q with
respect to P. Observe that since Q−1P , then 0g−1 almost surely with respect to
P.
On the other hand, ‖g‖L1(P ) =
∫
g dP = 1 = ‖g(X1)‖L1(H) and obviously
‖g‖L1(Pn,·) −→ ‖g‖L1(P ) a.s. [H ].
The following result is a trivial consequence of the law of the iterated logarithm.
Proposition 24. Let Sn =∑ni=1(g(Xi)− 1), thenH(Sn0 i.o.) = 1, (where Sn0 i.o.
is the set {	 ∈  : Sn(	)0 occurs for an inﬁnite number of n}) and soH(‖g‖L1(Pn,·)1
i.o.) = 1.
We are now in a position to prove the above question about the empirical counterpart
of P .
Theorem 25. If  ∈ (0, 1] andQ ∈ P , then there exists a.s. [H ] a sequence {Qnk,·}k ⊂ P
such thatQnk,· ∈ P nk,· for all k ∈ N andQnk,· ⇒k Q. If g is a Radon–Nikodym derivative
of Q with respect to P, we can explicitly giveQnk,· as
Qnk,·(A) =
1
‖g‖L1(Pnk,·)
∫
A
g dPnk,· for all A ∈ Bd if ‖g‖L1(Pnk,·)1.
Proof. See Appendix 4. 
We recall now some basic notions about Glivenko–Cantelli classes. Given P ∈ P, a
family of functions F ⊂ L1(P ) is said to be a Glivenko–Cantelli class for P if
sup
f∈F
∣∣∣∣
∫
f dPn,· −
∫
f dP
∣∣∣∣ −→ 0 a.s. [H ],
where Pn,· is the empirical probability of P.
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A measurable mapping fF is said to be an envelope of F if |f |fF for all f ∈ F .
In order to obtain the population integral-trimmed region as “a kind of limit” of empirical
sets we introduce the following deﬁnition.
Deﬁnition 26. Given  ∈ (0, 1], ε > 0 and F a set of functions, we deﬁne the ε-integral
-trimmed region of P with respect to F , denoted by D,εF (P ), as
D,εF (P ) :=
{
x ∈ Rd : there existsQx ∈ P , f (x)− ε
∫
f dQx ∀f ∈ F
}
.
Observe that DF (P ) ⊂ D,εF (P ) for all ε > 0.
The main result in this section characterizes the set DF (P ) in terms of the limit behavior
of empirical sets.
Theorem 27. If F is a Glivenko–Cantelli class for P of continuous and bounded functions
with an envelope fF ∈ L1(P ), then for all  ∈ (0, 1] we have that a.s. [H ]⋂
ε>0
lim sup
n
D,εF (Pn,·) = DF (P ). (3)
Proof. The proof is split into two parts. We will show that Eq. (3) holds by proving each
of the containments separately.
In order to show that
DF (P ) ⊂
⋂
ε>0
lim sup
n
D,εF (Pn,·) a.s. [H ]
the only assumption that we need is the one about the envelope.
Let D be a countable and dense subset of DF (P ), since R
d is second countable, such a
set exists. Let x ∈ D, then there existsQ ∈ P  such that f (x) ∫ f dQ for all f ∈ F . In
accordance with Theorem 25 there exists a.s. [H ] a sequence Qnk,· ∈ P nk,· for all k ∈ N,
such thatQnk,· ⇒ Q.
On the other hand
sup
f∈F
∣∣∣∣
∫
f dQnk,· −
∫
f dQ
∣∣∣∣ = sup
f∈F
∣∣∣∣
∫
fg
‖g‖L1(Pnk,·)
dPnk,· −
∫
fg dP
∣∣∣∣,
where g is a Radon–Nikodym derivative of Q with respect to P.
From the results in van der Vaart and Wellner [16], we easily derive that
sup
f∈F
∣∣∣∣
∫
fg dPn,· −
∫
fg dP
∣∣∣∣ −→ 0 a.s. [H ]
and so given ε > 0 there exists k0 such that for all kk0 (note that ‖g‖L1(Pnk,·) −→ 1 a.s.[H ])
sup
f∈F
∣∣∣∣
∫
f dQnk,· −
∫
f dQ
∣∣∣∣ < ε2 a.s. [H ]
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and then for all f ∈ F
f (x)− ε
∫
f dQnk,· a.s. [H ].
So a.s. [H ] we have that x ∈ D,εF (Pnk,·) for all kk0 and so a.s. [H ] we obtain that
x ∈ lim supn D,εF (Pn,·) for all ε > 0, that is x ∈ ∩ε>0 lim supn D,εF (Pn,·) and since D is
countable, D ⊂ ∩ε>0 lim supn D,εF (Pn,·) a.s. [H ].
Finally, since lim supn D
,ε
F (Pn,·) is closed, then ∩ε>0 lim supn D,εF
(Pn,·) is also closed and we have that DF (P ) ⊂ clD ⊂ ∩ε>0 lim supn D,εF (Pn,·) a.s.[H ], where cl denotes the topological closure.
In the second part of the proof we will show that
⋂
ε>0
lim sup
n
D,εF (Pn,·) ⊂ DF (P ) a.s. [H ]
under the assumption of F being composed by continuous and bounded functions.
If the set on the left-hand side of the above formula is empty, then the result is obvious,
otherwise let x· ∈ ∩ε>0 lim supn D,εF (Pn,·). In that case for ε ∈ Q ∩ (0,∞) there exists
(xε· )nk(ε) ∈ D,εF (P nk(ε),·) such that x· = limk(ε)(xε· )nk(ε) , so
f ((xε· )nk(ε) )− ε
∫
f dQ(ε)nk(ε),·
for all f ∈ F and someQ(ε)nk(ε),· ∈ P nk(ε),·
Now take a sequence {εm}m with εm = 1/m. We have {Q(
1
m
)
n
k( 1m )
,·}k( 1
m
) ⊂ P n
k( 1m )
,· and by
Lemma 23, since Pn,· ⇒ P a.s. [H ] there exists a.s. [H ] a subsequence (we will denote in
the same way) such that
Q
( 1
m
)
n
k( 1m )
,· ⇒
k( 1
m
)
Qm,·
for someQm,· ∈ P .
By the continuity and boundedness of f, we have
f (x·)− 1
m

∫
f dQm,·
for all m ∈ N and f ∈ F .
Since P  is tight, there will be a subsequence of {Qm,·}m ⊂ P  with certain limit
Q· ∈ P . Again by the continuity and boundedness of the elements of the class F , we have
that
f (x·)
∫
f dQ·, for all f ∈ F a.s. [H ]
and so x· ∈ DF (P ) a.s. [H ]. 
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The asymptotic convergence can be extended to the case of integral trimmed regions
generated by a family of sets of functions. If for every i ∈ I ⊂ N, the set of functions Fi
is a Glivenko–Cantelli class for P of continuous and bounded functions with an envelope
fFi ∈ L1(P ), then for all  ∈ (0, 1] we have that a.s. [H ]
⋂
i∈I
⋂
ε>0
lim sup
n
D,εFi (Pn,·) = D{Fi }i∈I (P ).
To conclude, we provide an example where D1F (P ) is obtained through Theorem 27 and
the empirical ε-integral -trimmed regions.
Example 28. Let us reconsider Example 22, where P is uniform in (−1, 1) and F = {f :
 ∈ } certain set of continuous and uniformly bounded functions.
In accordance with Proposition 2.1 in [15], the countable family of functions F is a
Glivenko–Cantelli class for P if for all ε > 0, F can be covered by a ﬁnite number of
brackets of size not greater than ε. A bracket is given by two mappings f g as [f, g] :=
{h : f hg} and its size is ∫ (g − f ) dP .
Given ε > 0, in ﬁrst place we consider the brackets [gk, gk] given by
gk(x) =


−1 if x < −(k − 1)ε,
−1+ 2
(2k−1)ε (x + (k − 1)ε) if − (k − 1)εxkε,
1 if x > kε,
and
gk(x) =


−1 if x < −kε,
−1+ 2
(2k−1)ε (x + kε) if − kεx(k − 1)ε,
1 if x > (k − 1)ε,
where k ∈ {1, 2, . . . , k0}, and k0 is the smallest integer such that k01/ε. This family of
brackets is enlarged by [−gk,−gk] with k ∈ {1, 2, . . . , k0}.
It is immediate to prove that the size of this brackets is atmost ε since
∫
(gk−gk) dm = 2ε,
where m denotes the Lebesgue measure on R. Further, for all  ∈  with  > 0 it holds
that, if we take k such that (k − 1)εkε, then f is covered by [gk, gk]. If  < 0, then
f = −f− and so the brackets [−gk,−gk] with k ∈ {1, 2, . . . , k0} cover the elements of
F with negative subscript.
As a consequence F is a Glivenko–Cantelli class for P. By Theorem 27 we have that
DF (P ) = ∩ε>0 lim supn D,εF (Pn,·) a.s. [H ].
Take now ε > 0, the elements of D1,εF (Pn,·) are the points of R which satisfy f(x) −
ε(1/n)
∑n
i=1 f(Xi) for all  ∈ . Sincef = −f−, the previous condition is equivalent
to f(x)− ε(1/n)
∑n
i=1 f(Xi)f(x)+ ε with  ∈ (0, 1] ∩Q.
Since F is a Glivenko–Cantelli class, then sup∈
∣∣(1/n)∑ni=1 f(Xi)∣∣ tends to 0, so
lim supn D
1,ε
F (Pn,·) = {0} a.s. [H ] and we conclude D1F (P ) = {0}.
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Appendix A. Sketch of the proof of Lemma 12
Since a complete proof contains quite a number of technicalities, we only give a sketch
of it.
If  = 1, the result is trivial. Let 0 <  < 1, for any x ∈ Rd we deﬁne the measurable
set Ax = {y ∈ Rd : f (y)f (x) for all f ∈ F} and A∗ = ∅. By the comonotonicity of
F , given x, z ∈ Rd ∪ {∗}, either Ax ⊂ Az or Az ⊂ Ax . We also deﬁne B = {P(Ax) : x ∈
Rd ∪ {∗}}.
If 1 −  ∈ B, then take AF = Rd \ Ax where x ∈ Rd satisﬁes that P(Ax) = 1 − ;
if 1 −  /∈ B, but there exists {xn}n∈N ⊂ Rd such that P(Axn) ↓ 1 − , then take AF =
Rd \ (∩nAxn) (equiv. if P(Axn) ↑ 1− , then take AF = Rd \ (∪nAxn)). For any A ∈ Bd ,
letQF (A) = −1P(A ∩ AF ).
If 1 −  does not belong to the closure of B, there exist {xn}n∈N with P(Axn) ↓  =
inf{
 ∈ B : 
1 − } and {zn}n∈N with P(Azn) ↑  = sup{
 ∈ B : 
1 − }. Take
AF = Rd \ (∩nAxn) and BF = ∩nAxn \ ∪nAzn and let QF (A) = −1( − 1 + )/( −
)P (A∩BF )+ −1P(A∩AF ) for any A ∈ Bd . Observe that every f ∈ F is constant on
BF almost surely with respect to P.
In any of the above cases, it holds thatQF ∈ P  and
∫
f dQ
∫
f dQF for all f ∈ F
andQ ∈ P . 
Appendix B. Proof of Lemma 23
Since Pn ⇒ P we have that {P,P1, P2, . . .} is tight, see for instance Billingsley [1], and
so it is easy to prove that P  ∪ (∪∞n=1P n ) is also tight, therefore we have that given {Qn}n
with Qn ∈ P n there exists a subsequence {Qnk }k such that Qnk ⇒k Q for some element
Q ∈ P. To conclude the proof we just have to show thatQ ∈ P .
Let G be an open set in Rd , then
Q(G)  lim inf
k
Qnk (G) lim inf
k
−1Pnk (G)
 lim inf
k
−1Pnk (clG) lim sup
k
−1Pnk (clG)−1P(clG),
where cl denotes the topological closure. Now let F be a closed set in Rd , consider the
sequence {Gn}n withGn = {x : d(x, F ) < 1/n}, where d(x, F ) = inf{‖x − y‖ : y ∈ F },
thenQ(F)Q(Gn)−1P(clGn) for all n ∈ N, and soQ(F)−1P(F) just by taking
limits.
I. Cascos, M. López-Díaz / Journal of Multivariate Analysis 96 (2005) 404–424 423
Finally, if A ∈ Bd it sufﬁces to consider an increasing sequence {Fn}n of closed subsets
in Rd with Fn ⊂ A and Q(A \ Fn) + P(A \ Fn) < 1/n (notice that both probabilities
are regular) and so Q(A) = limn Q(Fn) limn −1P(Fn) = −1P(A) which proves the
result. 
Appendix C. Proof of Theorem 25
We deﬁneQn,· : Bd −→ [0,+∞) as
Qn,·(A) = 1‖g‖L1(Pn,·)
∫
A
g dPn,· for all A ∈ Bd ,
observe that the mapping is well deﬁned a.s. [H ] (at least for n large enough) and clearly
Qn,· ∈ P.
Consider nowa sequenceof upper semicontinuous functions {um}m, um : Rd −→ [0,∞)
with 0umg such that ‖g−um‖L1(P ) −→ 0, observe that the existence of that sequence
is guaranteed by the Caratheodory–Vitali Theorem (see for instance [14]). So we have a.s.
[H ] that for all F closed in Rd and m ∈ N
lim sup
n
∫
F
g dPn,· = lim sup
n
(∫
F
(g − um) dPn,· +
∫
F
um dPn,·
)
 lim
n
∫
F
(g − um) dPn,· + lim sup
n
∫
F
um dPn,·
 lim
n
‖g − um‖L1(Pn,·) +
∫
F
um dP ‖g − um‖L1(P ) +
∫
F
g dP,
which implies that
lim sup
n
∫
F
g dPn,·
∫
F
g dP
and soQn,· ⇒ Q a.s. [H ].
On the other hand
Qn,·(A)
1
‖g‖L1(Pn,·)
Pn,·(A), a.s. [H ]
but by Proposition 24, H({	 : ‖g‖L1(Pn,	)1 i.o.}) = 1, so there exists a.s. [H ] a subse-
quence {Qnk,·}k ⊂ {Qn,·}n (the subsequence depends on 	) such that for all A ∈ Bd
Qnk,·(A)
1
‖g‖L1(Pnk,·)
Pnk,·(A)
1

Pnk,·(A)
and soQnk,· ∈ P nk,· for all k ∈ N which proves the result. 
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