This paper considers the use of the anisotropic total variation seminorm to recover a two dimensional vector x ∈ C N ×N from its partial Fourier coefficients, sampled along Cartesian lines. We prove that if (x k,j − x k−1,j ) k,j has at most s1 nonzero coefficients in each column and (x k,j − x k,j−1 ) k,j has at most s2 nonzero coefficients in each row, then, up to multiplication by log factors, one can exactly recover x by sampling along s1 horizontal lines of its Fourier coefficients and along s2 vertical lines of its Fourier coefficients. Finally, unlike standard compressed sensing estimates, the log factors involved are dependent on the separation distance between the nonzero entries in each row/column of the gradient of x and not on N 2 , the ambient dimension of x.
Introduction
Research into compressed sensing has resulted in several examples in which one can recover an s-sparse vector of length N from O (s log N ) randomly chosen linear measurements. One of the first examples of this, by Candès, Romberg and Tao, is the recovery of a gradient sparse vector from samples of its Fourier transform by means of solving a total variation regularization problem. This is perhaps one of the most well known and influential results in compressed sensing because of its links with applications, in particular, this result motivated the use of total variation regularization to reduce the sampling cardinality in many imaging applications, such as Electron Microscopy [9] , Magnetic Resonance Imaging (MRI) [11] , Optical Deflectometric Tomography [7] , Phase-Contrast Tomography [6] and Radio Interferometry [16] . However, while studies into uniformly random sampling provide some insight into how total variation regularization can allow one to subsample the Fourier transform, there are two further aspects that one should consider.
sampling cardinality of O (s log N ) is optimal for the recovery of s-sparse vectors, one can further reduce this sampling cardinality by placing a structure assumption on the vector to be recovered. This observation was made by Candès and Fernandez-Granda [3] in the context of recovering a superposition of diracs in super-resolution, and in the case of total variation regularization of one dimensional signals, by exploiting the results of [3] and [14] , the following result was proved in [13] : Theorem 1.1. Let N ∈ N, let ∈ [0, 1] and let M ∈ N be such that N/4 ≥ M ≥ 10. Let A be the discrete Fourier transform on C N (defined in Section 1.3).
• Let x ∈ C N and ∆ ⊂ {1, . . . , N } be of cardinality s and suppose that min k,j∈∆,k =j |k − j| N ≥ 2 M .
• Let Ω = {0} ∪ Ω where Ω ⊂ {−M, . . . , M } consist of m indices chosen uniformly at random with
Then with probability exceeding 1 − , given y = P Ω Ax + η and
If m = 2M + 1, then the error bound holds with probability 1.
So, if x ∈ C N is s-gradient sparse with a minimum separation of 2/s. Then, x can be exactly recovered from 2s + 1 Fourier coefficients. However, random sampling guarantees recovery only with O (s log N ) samples. Thus, one can further reduce the number of samples required by choosing the samples in accordance to the underlying sparsity structure.
2. The need to understand more realistic sampling patterns. Sampling in applications such as MRI is constrained to sampling along smooth trajectories, such as radial lines, spirals or Cartesian lines [10, 15] ; on the other hand, the majority of results in compressed sensing describe only the effects of pointwise sampling. To our knowledge, the only theoretical result in this direction is by Boyer et al. in [2] where they consider the use of wavelet regularization while sampling along horizontal (or vertical) Cartesian lines in the Fourier domain.
This paper's contribution
The purpose of this paper is to present a two dimensional version of Theorem 1.1, where we consider how one can efficiently sample the Fourier transform along Cartesian lines by taking into account the sparsity structure in the gradient of the underlying vector. The Cartesian sampling pattern studied in this paper is one of the sampling patterns which has been empirically studied in the application of compressed sensing to MRI [10, 15] . Thus, the result of this paper provides further justification and insight into the use of compressed sensing in MRI. The main result of this paper is presented and discussed in Section 3 and its proof is presented in Section 4.
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Related works -wavelet regularization
The link between success of dense sampling at low frequencies and the correspondence between such sampling patterns and the underlying sparsity structure has previously been investigated in the context of (orthogonal) wavelet regularization with Fourier sampling by Adcock et al. [1] . In the context of wavelet regularization, the relevant sparsity structure is the sparsity of the underlying wavelet coefficients within each wavelet scale and the results of [1] provide a link between the distribution of the Fourier samples and the wavelet sparsity at each scale, while the result of [12] demonstrate that one can recover the first N wavelet coefficients of the lowest scales from O (N ) Fourier coefficients of the lowest frequencies by 1 wavelet regularization. Thus, the notion that 1 regularization can allow for sampling rates without the log factor is relevant in greater generality.
In [2] , Boyer et al. investigated this structure dependency in the case of wavelet regularization with Cartesian line sampling in the Fourier domain. In particular, they proved that one can guarantee stable error bounds provided that the number of horizontal lines within each block of Fourier coefficients is proportional, up to log factors, with the sparsity in each column of the wavelet transform within the corresponding wavelet scale.
Notation
Let N ∈ N, and let
Let D : C N → C N be the finite differences operator defined for each z ∈ C N as Dz = (z j − z j−1 ) N j=1 where z 0 := z N . Given any Λ ⊂ Z and m ∈ N, Ω ∼ Unif(Λ, m) means that Ω consists of m elements of Λ drawn uniformly at random (without replacement).
Given any z ∈ C N , and any operator V : C N → C N , V z is a column vector whenever z is a column vector and a row vector whenever z is a row vector.
Given
and letD 1 :
Let · T V denote the anisotropic total variation norm with
Given a, b ∈ R, we write a b if there exists some constant C > 0 (independent of all variables under consideration) such that a ≤ C · b.
Key concepts
In Theorem 1.1, the sparsity structure considered is the separation between the discontinuities of the underlying signal. When considering the recovery of some vector x ∈ C N ×N by sampling along Cartesian lines of its Fourier transform, our main result will demonstrate how one should subsample depends on the sparsity and the minimum separation distance within each column of D 1 x and each row ofD 2 x. We first present three definitions that our main result will depend on.
The column cardinality of ∆ is
The row cardinality of ∆ is
The minimum separation distance of its rows is defined to be
and minimum separation distance of its columns is defined to be
Definition 2.3. We say that x has T 1 distinct column supports if
and say that x has T 2 distinct row supports if
3 Main theorem
Suppose thatP ∆1 sgn(D 1 x) has T 1 distinct column supports with a minimum separation of 2/M 1 along its columns, andP ∆2 sgn(D 2 x) has T 2 distinct supports with a minimum separation of 2/M 2 along its rows. Suppose that ∆ 1 has column cardinality s 1 and ∆ 2 has row cardinality s 2 . Assume also that for i = 1, 2, 
and
Let ξ = P Ω x + η with η 2 ≤ δ · √ m, and suppose thatx is a minimizer of
Then, with probability exceeding 1 − ,
where s = max {s 1 , s 2 }, m 0 = min {m 1 , m 2 }, and
2) and (3.3) hold with probability one. 
Remarks on the main result
Removal of the log N factor: Suppose that x ∈ C N ×N is such that the support ofD The test image can be perfect reconstructed from sampling the low frequency Cartesian lines, on the other hand, sampling 1.2 % of the Fourier coefficients uniformly at random yields a poor reconstruction. Note that this image can in fact be recovered from 3% of its Fourier coefficients drawn uniformly at random, it is simply that one can sample less by considering the sparsity structure of the test image.
The importance of structure dependency: Note that from Theorem 3.1, the range that one should sample from is dependent on the minimum separation between the discontinuities in the corresponding direction, and the number of samples that one should draw is up to log factors dependent on the maximum sparsity in each row or each column of the corresponding direction. It is important to consider this structure dependency when devising a sampling scheme -see Figure 3 .
Proof
As is now standard in compressed sensing, the proof of Theorem 3.1 consists of showing the existence of some dual certificate [5, 4] . Following the arguments in [13] , one can show that given x ∈ C N ×N with supp(D 1 x) = ∆ 1 and supp(D 2 x) = ∆ 2 , x is the unique solution of (3.1) if 0 ∈ Ω, and the following two conditions hold: (i) For i = 1, 2, there exists some dual certificate ρ i , ∈ ran(Ã * P
(ii)P ΩÃP∆i is injective for i = 1, 2. However, instead of directly showing the existence of one dual certificate defined on C N ×N , we will exploit the fact that we are given Fourier samples along Cartesian lines and apply Proposition 4.2 to show that it suffices to prove the existence a sequence of one dimensional certificates defined on C N .
and let z ∈ C N ×N . Then,
Proof. We first note that
where
. Then, by using this identity, we have that
where we have applied in the second line the fact that N −1/2 A is unitary. Finally, by a symmetric argument,
Let m = |Ω|. Let ξ = P Ω x + η with η 2 ≤ δ · √ m, and suppose thatx is a minimizer of
For n = 1, 2, let ∆ n,j = {k : (k, j) ∈ ∆ n } ⊂ {1, . . . , N } and let s n = max N j=1 |∆ n,j |. Assume that the following conditions hold.
(i) For each j ∈ {1, . . . , N },
(ii) For each j ∈ {1, . . . , N },
(iv) For each j ∈ {1, . . . , N }, there exists τ j = m
Then,
where s = max {s 1 , s 2 }, m 0 = min {m 1 , m 2 },
By applying assumption (i) and Lemma 4.1,
It thus follows that
Similarly, it follows from assumption (ii) that for any z ∈ C N ×N with
Let h =x − x, and observe that sincex and x both satisfy the constraint of (4.2),
Note also that
So, we can apply the bounds (4.3) and (4.4) to obtain
(4.5)
We now proceed to derive upper bounds for P ⊥ ∆1D 1 h 1 and P ⊥ ∆2D 2 h 1 : By Hölder's inequality and the triangle inequality,
Rearranging the terms yields
Similarly,
Now, sincex is a minimizer of (4.2),
So, We now proceed to bound P ∆1D1 h, sgn(D 1 x) . Let y =D 1 x and let z =D 1 h. By using the existence of ρ j = m
. . , N (from assumption (iii)), we have the following bound.
where we have applied the Cauchy-Schwarz inequality to obtain the last line. Recall from Lemma 4.1 that
Hence it follows that
A similar argument also yields
By plugging these two estimates back into (4.6) and rearranging, we have that
Combining this estimate with (4.5) yields the required bound on
To derive the bound on x − x T V , first let z =D 1 (x − x). Note that by the Cauchy-Schwarz inequality,
By applying condition (i), P ∆1 z 1 is upper bounded by
By a symmetric argument,
Therefore, by combining with the bound from (4.7),
where s = max {s 1 , s 2 }, m 0 = min {m 1 , m 2 }, and C = c
Finally, recall that due to the Poincaré inequality, any zero mean image X ∈ C N ×N satisfies
2 , (4.8) and the triangle inequality yields
and hence, the conclusion follows.
Proof of Theorem 3.1. To prove this theorem, we simply need to show that conditions (i) to (iv) of Proposition 4.2 hold with high probability. Note that these conditions were studied in [13] : we recall from Lemmas 4.25 of [13] that given any ∆ ⊂ {1, . . . , N } with a minimum separation distance of 1/M , if Ω ⊂ [M ] consists m indices chosen uniformly at random with m max log 2 (M/ ), |∆| log(|∆| / ) log(M/ ) , then the following hold with probability exceeding 1 − .
2. There exists ρ = m −1/2 A * P Ω w with w |∆| such that satisfied with probability exceeding 1 − T 1 − T 2 provided that Ω 1 and Ω 2 are chosen uniformly at random such that (4.9) and (4.10) hold.
Conclusion
In this paper, we have derived recovery guarantees for total variation regularized solutions when given partial measurements of the Fourier transform taken along Cartesian lines. In particular, we established a link between the sparsity structure and the sampling pattern by proving that the number of Cartesian lines required for accurate recovery is dependent not only on the gradient sparsity of the underlying vector, but also on the separation distance between the discontinuities.
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