Abstract-We consider a networked control system consisting of a remote controller and a collection of linear plants, each associated with a local controller. Each local controller directly observes the state of its colocated plant and can inform the remote controller of the plant's state through an unreliable uplink channel. We assume that the downlink channels from the remote controller to local controllers are perfect. The objective of the local controllers and the remote controller is to cooperatively minimize a quadratic performance cost. We provide a dynamic program for this decentralized control problem using the common information approach. Although our problem is not a partially nested problem, we obtain explicit optimal strategies for all controllers. In the optimal strategies, all controllers compute common estimates of the states of the plants based on the common information obtained from the communication network. The remote controller's action is linear in the common state estimates, and the action of each local controller is linear in both the actual state of its colocated plant and the common state estimates. We illustrate our results with numerical experiments using randomly generated models.
The effect of control over unreliable channels has been investigated in [7] [8] [9] [10] [11] [12] for an NCS with a single controller. However, most of the NCS applications consist of multiple subsystems, where each subsystem may be controlled by a remote controller as well as a local controller, and the overall system performance depends on the coordination among the remote controller and all local controllers through the communication network. In this paper, we consider an NCS consisting of a remote controller and a collection of linear plants, each associated with a local controller, as shown in Fig. 1 . Each plant is directly controlled by a local controller, which can perfectly observe the state of the plant. The remote controller can control all plants, but it does not have direct access to the states as its name suggests. The objective of the local controllers and the remote controller is to cooperatively minimize an overall quadratic performance cost of the NCS. The remote controller and local controllers are connected by a communication network, where the downlinks from the remote controller to local controllers are perfect, but the uplinks from local controllers to the remote controller are unreliable channels with random packet drops. Such a scenario happens in many situations, where the remote controller is equipped with sufficient communication resources, but each local controller has limited transmission capabilities. For instance, the local controllers can be a group of battery-powered telerobots or autonomous vehicles with limited transmission power proximal to their colocated systems, while the remote controller can be a controlling operator connected to a power outlet or a base station with high transmission power.
The NCS structure we study models various networked systems architectures.
1) The remote controller can model a global controller that affects all local dynamics. For example, in a smart building, the central AC unit plays the role of a remote controller that affects the temperature of multiple rooms, which may also have local controllers. Furthermore, in many remotely controlled systems such as unmanned aerial vehicles, certain low-level functions like collision avoidance are controlled by a local processor, but many high-level mission-related functions are remotely controlled by a ground control station [13] . 2) System-wide global references and constraints could be modeled by the remote controller's actions. For example, the remote controller's action can describe the target location for a robot formation problem.
3) The remote controller can be used to model an access point or a base station that relays and broadcasts information for all local controllers. For example, in vehicle-to-infrastructure communication, the remote controller/access point can relay information among a set of autonomous vehicles [14] . When the local controllers are smart sensors or encoders that can only sense and transmit information, the NCS operation depends only on remote estimation and control. Remote estimation with a single smart sensor has been studied in [15] [16] [17] [18] and has been extended to the case with multiple smart sensors and general packet drop models in [19] and [20] . Remote estimation and control of a linear plant has been studied in [21] [22] [23] [24] [25] [26] under various channel models between smart sensors and a remote controller. The problem considered in this paper is different from these previous works on the NCS because our problem is a decentralized control problem with multiple controllers, where the dynamics of each plant is controlled by the remote controller as well as the corresponding local controller. Finding optimal strategies in decentralized control problems is generally considered a difficult problem (see [27] [28] [29] ). In general, linear control strategies are not optimal, and even the problem of finding the best linear control strategies is not convex [30] . Existing optimal solutions of decentralized control problems require either specific information structures, such as partially nested [31] [32] [33] [34] [35] [36] , stochastically nested [37] , or other specific properties, such as quadratic invariance [38] or substitutability [39] , [40] . A two-controller partially nested decentralized control problem with packet drop channels from controllers to actuators but with perfect one-directional communication from controller 1 to controller 2 was investigated in [41] and [42] .
For the problem we consider in this paper, none of the above properties hold either due to the unreliable intercontroller communication or due to the nature of dynamics and cost function. We use the common information approach to show that this problem is equivalent to a centralized sequential decisionmaking problem, where the remote controller is the only decision maker. We provide a dynamic program to obtain the optimal strategies of the remote controller in the equivalent problem. Then, using the optimal strategies of the equivalent problem, we obtain explicit optimal strategies for all local controllers and the remote controller. In the optimal strategies, all controllers compute common estimates of the states of the plants based on the common information obtained from the communication network. The remote controller's action is linear in the common state estimates, and the action of each local controller is linear in both the actual state of its colocated plant and the common state estimates.
A. Contributions of this Paper
The main contributions of the paper are as follows. 1) We investigate a decentralized stochastic control problem in which local controllers send their information to a remote controller over unreliable links. To the best of our knowledge, this is the first paper that solves an optimal decentralized control problem with unreliable communication between controllers (in contrast to problems in NCSs and remote estimation problems, where the unreliable communication is between sensors/encoders and controller or between controllers and actuators).
2) The information structure of our problem is not partially nested; hence, we cannot a priori restrict to linear strategies for optimal control. We use ideas from the common information approach of [43] to compute optimal controllers. Since the state and action spaces of our problem are Euclidean spaces, the results and arguments of [43] for finite spaces cannot be directly applied. We provide a complete set of results to adapt the common information approach to our linear-quadratic (LQ) setting with nonpartially nested information structure. Our rigorous proofs carefully handle the issues of measurability constraints, the existence of well-defined value functions, and infinite dimensional strategy spaces. 3) We show that the optimal control strategies of this problem admit simple structures-the optimal remote control is linear in the common estimates of system states and each optimal local control is linear in both the common estimates of system states and the perfectly observed local state. The main strengths of our result are that: a) it provides a simple strategy that is proven to be optimal: not only is the strategy in Theorem 3 linear, it uses estimates that can be easily updated; and b) it provides a tractable way of computing the gain matrices involved in the optimal strategy. In fact, our numerical experiments indicate that the computational burden of finding the optimal gain matrices in our decentralized problem is comparable to finding optimal strategies in a corresponding centralized LQ problem. 4) Our results apply to any noise model with zero mean and finite second moments. In fact, the optimal control strategies of our problem are independent of the noise statistics.
B. Notation
Random variables/vectors are denoted by uppercase letters, and their realization by the corresponding lowercase letters. 
The indicator function of set E is denoted by 1 E (·), that is, 1 E (x) = 1 if x ∈ E, and 0 otherwise. If E is an event, then 1 E denotes the resulting random variable. P (·), E[·], and cov(·) denote the probability of an event, the expectation of a random variable/vector, and the covariance matrix of a random vector, respectively. For random variables/vectors X and Y , P (·|Y = y) denotes the probability of an event given that Y = y, and E[X|y] := E[X|Y = y]. For a strategy g, we use
) to indicate that the probability (respectively, expectation) depends on the choice of g. Let Δ(R n ) denote the set of all probability measures on R n with finite second moment. For any θ ∈ Δ(R n ), θ(E) = R n 1 E (x)θ(dx) denotes the probability of event E under θ. The mean and the covariance of a distribution θ ∈ Δ(R n ) are denoted by μ(θ) and cov(θ), respectively, and are defined as μ(θ) = R n xθ(dx) and
The notation I n and 0 n ×m is used to denoted an n × n identity matrix and an n × m zero matrix, respectively. For block matrix B, [B] 
C. Organization
The rest of this paper is organized as follows. We introduce the system model and formulate the multicontroller NCS problem in Section II. In Section III, we formulate an equivalent problem using the common information approach and provide a dynamic program for this problem. We solve the dynamic program in Section IV. In Section V, we discuss some key aspects of our approach and results. In Section VI, we present some numerical experiments. Section VII concludes this paper. The proofs of all the technical results of this paper appear in the Appendixes.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a discrete-time system with N plants, N local controllers, C 1 , C 2 , . . . , C N , and one remote controller C 0 , as shown in Fig. 1 . We use N to denote the set {1, 2, . . . , N} and N to denote {0, 1, . . . , N}. The linear dynamics of plant n ∈ N are given by
where X n t ∈ R 
where
, and W t = vec (W 0:N t ), and A and B are defined as
A. Communication Model
At each time t, the local controller C n , n ∈ N , perfectly observes the state X n t and sends the observed state to the remote controller C 0 through an unreliable channel with link failure probability p n . Let Γ 
Unlike the unreliable uplinks, we assume that there exist perfect links from C 0 to C n , for n ∈ N . Therefore, C 0 can share Z . A schematic of the time ordering of variables is shown in Fig. 2 . We assume that for all n ∈ N , the links from controllers C n and C 0 to the plant n are perfect.
B. Information Structure and Cost
Let H n t denote the information available to controller C n , n ∈ N , to make decisions at time t. Then 
Let H n t be the space of all possible realizations of H n t . Then, C n 's actions are selected according to 
and
R t is a symmetric positive semidefinite (PSD) matrix and R U U t is a symmetric positive definite (PD) matrix.
C. Problem Formulation
The performance of strategies g n := g n 0:T , n ∈ N , is measured by the total expected cost over a finite horizon T
Let G n be the set of all possible control strategies for C n , n ∈ N . Then, the optimal control problem can be formally defined as follows.
Problem 1: For the system model described above by (1)-(10), we would like to solve the following strategy optimization problem:
Remark 1: Without loss of optimality, we can restrict attention to strategy profiles g 0:N that ensure a finite expected cost at each time step. Because R t is PSD and R U U t is PD, finite expected cost at each time t is equivalent to
Therefore, in the subsequent analysis, we will implicitly assume that the strategy profile under consideration, g 0:N , ensures that for all time t and for all n ∈ N , g Problem 1 is a decentralized optimal control problem with (N + 1) controllers. Decentralized optimal control problems are generally believed to be hard because: 1) linear strategies may not be globally optimal; and 2) the strategy optimization problem may be a nonconvex problem over infinite-dimensional spaces [44] . For decentralized linear-quadratic-Guassian (LQG) control problems with partially nested information structure, however, linear control strategies are known to be optimal [31] . An information structure is partially nested if 1 When it is clear from the context, we will simply use g instead of g 0:N .
whenever the action of a controller affects the information of another controller, the latter knows whatever the former knows. Note that Problem 1 is not a partially nested LQG problem. In particular, C n 's action U n t−1 , n ∈ N , affects X n t , and consequently, it affects Z n t . Since Z n t is a part of the remote controller Therefore, we cannot a priori assume that linear control strategies are optimal for Problem 1. This means we have to optimize over the full space of control strategies rather than the finite-dimensional subspace of linear strategies.
Our approach to Problem 1 is based on the common information approach [43] for decentralized decision making. We identify the common information among the N + 1 controllers and use it to define a common belief on the system state. This common belief can serve as an information state for a dynamic program that characterizes optimal control strategies. Even though our conceptual approach is borrowed from [43] , we have to deal with the infinite-dimensional strategy spaces of our problem, and we cannot fully rely on the arguments in [43] that explicitly only deal with finite strategy spaces.
III. EQUIVALENT PROBLEM AND DYNAMIC PROGRAM
We first provide a structural result for the local controllers' strategies.
Lemma 1:
Proof: See Appendix B.
Due to Lemma 1, we only need to consider strategies g n ∈Ĝ n for the local controller C n , n ∈ N . That is, the local controller C n only needs to useĤ [43] , we construct in the following an equivalent centralized problem using the controllers' common information.
A. Equivalent Centralized Problem
Consider arbitrary control strategies g n ∈Ĝ n , n ∈ N , and g 0 ∈ G 0 for the local and the remote controllers, respectively. Under these strategies, U n t can be written as
We can rewrite (14) as (15) suggests that, at each time t, the problem of finding optimal control action U n t for C n is equivalent to the problem of finding the "mean value" of U n t and "deviation" of U n t from the mean value. We will use the above representation of g n t in terms ofḡ n t and g n t to formulate a centralized decision-making problem. In the centralized problem, the remote controller is the only decision maker. At each time t, given the realization h 0 t of the remote controller's information, it makes three decisions:
1) remote controller's control action u
and q n t =φ n t (h 0 t ). Based on the above decisions, the control actions applied to the system described by (1)- (5) 
where E φ prs is the probability measure induced by the prescription strategy φ prs . Denote by Φ prs the set of all prescription strategies satisfying the above conditions. Consider the following problem of optimizing the prescription strategies.
Problem 2: Consider the system described by (1)- (9) . Given a prescription strategy φ prs ∈ Φ prs , let
where for any 
2 In other words, Q n is the set of all Borel measurable functions from R
Then, we would like to solve the following optimization problem:
We now note that any feasible prescription strategy in Problem 2 can be used to construct control strategies in Problem 1. On the other hand, any control strategies in Problem 1 can be represented by a prescription strategy in Problem 2. This equivalence between Problems 1 and 2 is formally stated in the following lemma.
Lemma 2: Problems 1 and 2 are equivalent in the following sense.
1) For any control strategies g n ∈Ĝ n and g 0 ∈ G 0 in Problem 1, there is a prescription strategy φ prs ∈ Φ prs in Problem 2 such that for 0 ≤ t ≤ T , we have
2) Conversely, for any prescription strategy φ prs ∈ Φ prs in Problem 2, there are control strategies g n ∈Ĝ n and g 0 ∈ G 0 in Problem 1 such that for 0 ≤ t ≤ T , we have
Proof: The proof is a straightforward extension of arguments used in [43] and is, therefore, omitted.
B. Information State for Problem 2
Since Problem 2 is a centralized decision-making problem for the remote controller C 0 , C 0 's belief on the system states can be used as an information state for decision making. Note that C 0 's information at any time t is the common information H 0 t . Therefore, we define the common belief Θ t as the conditional probability distribution of X 
Let Θ n t denote the marginal common belief on X n t . That is, for any measurable set
Then, for a given realization h
Since the plants' dynamics are only coupled through the remote controller's actions, which belong to the common information, the common belief has the following conditional independence property.
Lemma 3: Consider a feasible prescription strategy φ prs ∈ Φ prs . Then, the random vectors X 1:N t are conditionally independent given the common information H 0 t . That is, for any measurable sets
where Θ t and Θ n t are given by (28) and (29) . Proof: The proof is a direct consequence of Part 2 of Claim 2 in Appendix A.
Remark 2: The conditional independence of the states X 1:N t given the common information, as described above in Lemma 3, is similar to the conditional independence of the global state given the common information in [45, Lemma 6] . However, our model is different from the one considered in [45] . From Lemma 3, the joint common belief Θ t can be represented by the collection of marginal common beliefs Θ 1:N t . We show in the following that the marginal common beliefs θ n t , n ∈ N , can be sequentially updated.
Lemma 4: For any feasible prescription strategy φ prs ∈ Φ prs and for any h
where u
Then, ν n t is the conditional probability distribution of X n t 
Recall that Q n is the space of all measurable functions q :
Note that for any feasible prescription strategy φ prs ∈ Φ prs , (17) 
where q n t =φ n t (h 0 t ). Then, (29) and (38) imply that for almost every realization h
C. Dynamic Program for Problem 2
We can use the collection of marginal common beliefs Θ 1:N t as an information state to construct a dynamic program for Problem 2. For that purpose, we will use the following definitions.
For every x ∈ R d X , we use ρ(x) to denote the Dirac-delta distribution at x. Then, for any 
. . .
where u 
, which is infinite dimensional. Second, each step of the dynamic program involves functional optimization over the spaces Q n (θ n t ), n ∈ N . In the next section, we show that functions satisfying (39) exist, and that it is possible to use the dynamic program of Theorem 1 to obtain optimal control strategies in Problem 1.
IV. OPTIMAL CONTROL STRATEGIES

A. Optimal Prescription Strategy in Problem 2
For a vector x and a matrix G, we use
to denote the quadratic form. We define the operators Ω and Ψ as follows: The following theorem presents functions V 0:T satisfying (39) and an explicit optimal solution of the dynamic program in Theorem 1.
Theorem 2: For t = 0, 1, . . . , T , the functions V t (·) of Theorem 1 exist and are given by
The matrices P t ,P nn t , n ∈ N , defined recursively in the following, are symmetric PSD and P nn t is the nth diagonal block 3 Recall that μ(θ n t ) and cov(θ n t ) are the mean vector and the covariance matrix for the probability distribution θ n t , respectively.
of P t .
For n ∈ N , we havẽ 
Furthermore, the optimal prescription strategy is given as ⎡ . The solution to this centralized problem is U t = K t X t , where K t is as given in (47) , and (45) and (46) are the standard Riccati recursion for the centralized problem.
2) The recursions of Theorem 2, and hence the optimal prescription strategy, do not depend on the covariances of the initial state and the noises. 3) Note that the dimension of matrices P t in (45) and (46) increases with the number N of local controllers. Hence, the complexity of doing the recursions in (45) and (46) increases with N .
B. Optimal Control Strategies in Problem 1
From Theorems 1 and 2 and Lemma 2, we can explicitly compute the optimal control strategies for Problem 1.
Theorem 3: The optimal strategies of Problem 1 are given by ⎡ 
Proof: See Appendix F for a proof. Theorem 3 shows that the optimal control strategy of the remote controller C 0 is linear in the state estimateX
1:N t
, and the optimal control strategy of the local controller C n , n ∈ N , is linear in both the state X n t and the state estimateX 
C. Simplification of Communication From a Remote Controller
The assumption that the remote controller can perfectly send The above observation also shows that resource-constrained channels from C 0 to C n can achieve the same performance as perfect channels as long as the channel allows the vector vec(X 
D. Special Cases
1) No Control Action for Some Controllers:
Our model can also capture the situation when some controllers participate in the communication but do not take any control action. In particular, the situation when controller C n , n ∈ N , has no action can be captured in the system model of Section II by setting to be zero matrices for all m ∈ N \ {n}. Then, from Theorem 3, the optimal action U n * t is zero, which means that controller n takes no action.
2) Decoupled Systems: Consider the system model of Section II, where the dynamics of plant n in (1) and the instantaneous cost of subsystem n (that is, plant n and the local controller C n collectively) in (8) 
where c n t is a quadratic function of the form (8) . We can still use Theorem 3 to find optimal control strategies in this model. However, it is more efficient to consider the system as consisting of N decomposed remote controllers C 0n , n ∈ N , where the remote controller C 0n is associated with only subsystem n. The problem of finding optimal strategies then decomposes into N separate problems, each with one remote and one local controller. Each subproblem is a special case of Problem 1. Problems with one local and one remote controller were also investigated in our prior work [1] .
3) Always Active Links: Consider an instance of Problem 1, where the links from the local controllers to the remote controller are always active, that is, Γ n t = 1, for all n ∈ N , and all t = 0, . . . , T . Note that in this case, we have Z n t = X n t for all n ∈ N , t = 0, . . . , T . Hence, Problem 1 effectively becomes a centralized problem. The optimal strategies of this problem can be calculated using Theorem 3 as U * t = K t X t , where K t is computed recursively using (45)-(47). These results are identical to the standard results for centralized LQ control problem under the cost function of (8).
4) Always Failed Links:
Consider an instance of Problem 1, where the links from the local controllers to the remote controller are always failed, that is, Γ n t = 0, for all n ∈ N , t = 0, . . . , T . In this case, the optimal control strategies are given by ⎡
where K t is computed recursively using (45)- (47) . Furthermore,K nn t is computed recursively using (48)- (50) by setting p n = 1 for all n ∈ N . Note that in the case of always failed links, we have Z n t = ∅ for all n ∈ N , t = 0, . . . , T . According to (6) Remark 6: A setup with a partially nested information structure similar to [46] but with finite state and action spaces was studied in [47] . However, [47] only provides a dynamic program without explicitly solving it. The finiteness of state/action spaces, the absence of unreliable communication, and the lack of an explicit solution make this work very different from ours.
V. DISCUSSION
A. Common Information Approach
As stated before, our approach for Problem 1 is conceptually based on the common information approach of [43] . Due to the perfect downlinks, the remote controller's information H 0 t is common information among all controllers, and hence, it can serve as a coordinator who provides prescriptions to all controllers to compute their optimal control actions. Although we conceptually follow the common information approach of [43] , we had to come up with some new technical arguments to adapt this approach to our problem. The technical argument in [43] is proven for finite state and action spaces. While the authors of [43] state that their results should apply to more general spaces, this was not explicitly proven. In our model, both the state and the action spaces are Euclidean. This has several implications. 1) First, unlike the case with finite state and action spaces, where the set of feasible strategies is a finite set, the set of feasible strategies in our problem is an infinitedimensional space. This is not merely a difference in the size of the problem. This difference means that in our version of the coordinator's problem, the common belief is a conditional probability measure on a Euclidean space and the coordinator's decision is to be selected from an infinite-dimensional space of all mappings from one Euclidean space to another. 2) Because of the features of the coordinator's problem described above, it is not known a priori whether welldefined measurable value functions satisfying the dynamic program of Theorem 1 actually do exist. Note that this existence was trivially true in the finite case of [43] . 3) Furthermore, in the dynamic program of Theorem 1, it is not known a priori if a minimizing prescription for the coordinator exists at each step of the dynamic program and for each possible common belief. Even if such minimizing prescriptions were known to exist, it is still unclear whether a coordination strategy that selects the minimizing prescription for each possible common belief is even measurable. Clearly, if a minimizer-selecting strategy is not measurable, it is not feasible because we cannot even define the expectations involved in the problem. Due to these reasons, our Theorem 1 provides only sufficient conditions for optimality-Theorem 1 is useful only if well-defined measurable value functions and minimizer-selecting strategies can be shown to exist. All of these difficulties are trivially absent from [43] due to the assumed finiteness of spaces involved. While other works have used common information approach for linear strategies [33] , [44] , these again bypass the technical difficulties described above. This is because: 1) linear strategies imply a finite-dimensional strategy space; and 2) in the context of LQG problems, linear strategies result in Gaussian common beliefs, which can be replaced by mean and covariance in the coordinator's dynamic program. Thus, both the belief space and the set of prescriptions are finite-dimensional Euclidean spaces, and one can use straightforward modifications of [43] here.
To the best of our knowledge, this is the first paper to explicitly show that the common information approach for decentralized control is not confined to the realm of problems, where state/action spaces are finite or problems, which presuppose linear strategies. Even though our strategy space allows for arbitrary measurable functions, we were able to adapt the common information approach to find explicit optimal strategies.
B. Structure of Optimal Controllers
As discussed in Section II, the information structure of Problem 1 is not partially nested due to the unreliable links. Nevertheless, the information structure of Problem 1 behaves in a way similar to a partially nested structure in the following sense: If the states of uplinks are fixed a priori to a certain realization, that is,
N for all t, the information structure of the problem becomes partially nested (see also special cases 3) and 4) in Section IV-D). Therefore, we would expect that optimal controllers have a linear structure if the realization of Γ 
VI. NUMERICAL EXPERIMENTS
In this section, we apply the result of Theorem 3 to an instance of Problem 1 and its corresponding centralized LQ problem (see special case 3) in Section IV-D). The purpose of this example is to show that finding optimal strategies for an arbitrary instance of Problem 1 using our results is computationally efficient, and it is computationally comparable to a corresponding centralized LQ problem.
Consider an instance of Problem 1 with one remote controller and N local controllers over a time horizon of duration T = 1000. We assume that d n X = d X = 3 for all n ∈ N and d n U = d U = 3 for all n ∈ N . We want to measure the running time of computing the optimal control strategies for this problem and its corresponding centralized LQ problem. In order to make sure that our comparison does not depend on the particular choices of system matrices, we calculate the running time for 100 different instances of Problem 1 and their corresponding centralized LQ problem. For each iteration, each entry of the system matrices is chosen randomly and independently according to a uniform distribution on the interval [0, 20] . In particular, in each iteration, we generate a matrix A, a matrix B, and a collection of symmetric PD matrices R 0:T randomly. 4 Furthermore, the random variables X 1:N 0 and W 1:N 0:T are chosen according to independent Gaussian distributions with zero mean and identity covariance matrices. 5 For this problem setup, we perform the following two experiments.
1) We generate a set of random variables Γ n t , n ∈ N , t = 0, . . . , T, according to a Bernoulli distribution with P (Γ n t = 0) = p n = 0.5 for all n ∈ N . We use Theorem 3 to compute the optimal control strategies and measure the time required for this computation. 4 To generate a d × d symmetric PD matrix, we generate
numbers randomly. Then, we check to see whether the resulting symmetric matrix is PD. If not, we repeat this process until we generate a PD matrix. 5 According to Remark 4, computation of optimal strategies does not depend on the covariances of initial states and noises. 2) Next, we fix Γ n t = 1, for all n ∈ N , t = 0, . . . , T . In this case, Problem 1 effectively becomes a centralized problem. We use special case 3) in Section IV-D to calculate the optimal control strategies and measure the time required for this computation. Note that the runtime for this experiment is simply the time required for computing the optimal control strategies for a centralized LQ problem with the aforementioned system matrices. The experiments were performed on a MacBook Pro, an Intel 3-GHz core i7 processor with 16-GB memory. Tables I and  II show the average running time of instances of Problem 1 with unreliable links and their corresponding centralized LQ problems (with always active links) for different values of N . As can be seen from Tables I and II, applying our results to an arbitrary instance of Problem 1 is computationally comparable to finding optimal strategies in its corresponding centralized LQ problem.
VII. CONCLUSION
We considered an NCS consisting of a remote controller and a collection of linear plants, each associated with a local controller. Each local controller directly observes the state of its colocated plant and can inform the remote controller of the plant's state through an unreliable uplink channel. The downlink channels from the remote controller to local controllers are assumed to be perfect. The objective of the local controllers and the remote controller is to cooperatively minimize a quadratic performance cost. This multicontroller NCS problem is not a partially nested LQG problem; hence, we cannot directly use prior results in decentralized control to conclude that linear strategies are optimal.
We employed the common information approach to this problem and showed that it is equivalent to a centralized sequential decision-making problem, where the remote controller is the only decision maker. We provided a dynamic program to obtain optimal strategies in the equivalent problem. Then, using these optimal strategies for the equivalent problem, we obtained optimal control strategies for all local controllers and the remote controller in our original problem. In the optimal control strategies, all controllers compute common estimates of the states of the plants based on the common information obtained from the communication network. The remote controller's action is linear in the common state estimates, and the action of each local controller is linear in both the actual state of its corresponding plant and the common state estimates.
Our results sketch a solution methodology for decentralized control with unreliable communication among controllers. The methodology can potentially be generalized to other communication topologies in decentralized control such as directed acyclic communication graphs with unreliable links.
APPENDIX A PRELIMINARY RESULTS
In this section, we state and prove a set of claims, which are useful in proving the main results of this paper.
Claim 1: Let F 0 , F 1:N , and G 1:N be σ-algebras such that F 1:N are conditionally independent given F 0 , and G n ⊂ F n , n ∈ N . Then, for A n ∈ F n , n ∈ N , 6 we have
Proof: Showing the correctness of (58) is the same as showing
The left-hand side of (59) can be written as
where the first equality is true due to the tower property of conditional expectation, and the second property is true due to "pulling out known factors" property; the third equality is obtained by first using the "chain rule" property to show that
and then using Doob's conditional independence property [48, Ch. 5] ; the fourth equality is true again due to the "pulling out known factors" property. By repeating the procedure of (60) one by one for each k ∈ N , we obtain
where last equality is true due to the "chain rule" property and Doob's conditional independence property. Claim 2: , n ∈ N , we have
2) The same result holds under any feasible fixed prescription strategy φ prs ∈ Φ prs in Problem 2. Then, the left-hand side of (62) at time t + 1 becomes 
, then it can be shown that F 1:N are conditionally independent given F 0 . Then, by using Claim 1, we can write
Therefore, (62) is true at time t, and the proof of the first part is complete. The second part can be proved in a similar way. 
is the Schur complement of R U U t of R t , and the optimal solution is given by
2) For any
and the optimal solution for n ∈ N is given by
Proof: The first part of Claim 3 can be obtained by a simple completing the square argument. Now, let us consider the functional optimization problem (66) in the second part of Claim 3. Using properties of trace and covariance matrices, we can write Note that each term in (69) only depends on one q n , n ∈ N . Therefore, the functional optimization problem (66) is equiva-lent to solving the N optimization problems
Since θ n is the distribution of X θ n , we have
Note that the function inside the integral of (71) is a quadratic function. As in the first part of Claim 3, for any y ∈ R d n X , we have
where P nn t is given by (67) and q n * is the function given by (68). It is straightforward to check that q n * ∈ Q θ n . Thus, q n * is the optimal solution for the optimization problem in (70) for each n ∈ N and the optimal value is tr(P From the theory of centralized control problems with imperfect information [50] , we know that we can restrict controller C n 's strategy to be of the form:
Then, if we denoteg
where the second equality is true due to the "pulling out known factors" property, the third equality is true from Claim 2, and the last equality follows from the same reasons as the first three equalities. Therefore, the local controller C n can use onlyĤ = 1 E n (X 
where the second equality is true due to (35) and the fact that Γ n t+1 is independent of X n t+1 and H 0 t , the fourth equality is true due to the disintegration theorem [48] , and the fifth equality is true due to (76). Hence, (75) holds at time t + 1, and the proof of Lemma 4 is complete. 
