sections of the flow, whereas Laser-Doppler Velocimetry (LDV) can provide up to three components but at a single location in space. However, recent technological achievements have led to several approaches capable of measuring the three velocity components over a three-dimensional volume (sometimes referred to as 3D-3C velocity measurements). This opens exciting new possibilities for a deeper understanding of complex flow phenomena as well as new paradigms for extracting information from experiments.
Among the various three-dimensional velocimetry techniques available today, Particle Tracking Velocimetry (PTV) was probably the first to be successfully demonstrated, and it has been employed extensively for the study of Lagrangian particle motion in turbulence (Virant & Dracos 1999) . Defocusing digital particle image velocimetry has been applied to single-phase and bubbly flow (Pereira et al. 2000) . Scanning-light-sheet PIV has been able to describe complex flow patterns in relatively low flow regimes (Hori & Sakakibara 2004) . Holography is three-dimensional in nature and can be very effective in small measurement volumes (Hinsch & Herrmann 2004) . Tomographic PIV (Elsinga et al. 2006 ) has found the largest success due to its broad applicability and has generated widespread interest in the fluid mechanics community.
All the methods listed above are laser-based and require both optical access and seeding of the flow. Therefore they are not suited for biomedical in vivo studies, flow-through porous media, opaque fluids, or geometrically complex configurations. Approaches based on medical imaging can eliminate these limitations. Notably, MRI can provide timeaveraged three-dimensional velocity fields (Elkins et al. 2003) , and it has been extensively applied to industrial and biological problems over the past decade (Elkins & Alley 2007) .
Local and integral divergence free constraints
The continuity equation in its general expression valid for all flow regimes reads ∂ρ ∂t + ∇ · (ρv) = 0, (3.1)
where ρ is the density of the fluid and v is the velocity vector. For a single-component fluid and low Mach number, (Eq. 3.1) can be written as
Discretization is usually associated with numerical simulations, where weak forms of PDEs are satisfied in an integral sense on a partition of the computational domain. Assume Ω ⊂ R 3 which is compact and has a piecewise smooth boundary ∂Ω. If v is a continuous and differentiable vector field defined on a neighborhood of Ω of normal n, then we have
In other words, for every simply connected partition of the domain of interest, the divergence-free condition corresponds to zero net flux across its boundaries. We use the term locally conservative to identify velocity fields with the above integral property.
A signal processing perspective on divergence free filtering
Assume we acquire a finite dimensional representation of a signal f at a discrete number of locations x (i) , i = 1, . . . , N , where N is the total number of available samples. A representation of f is sought in terms of a set of waveforms (also referred to as atoms), as follows:
where vector f ∈ R N contains the measurements of signal f , W ∈ R N ×P is the waveform dictionary of cardinality P , where columns are discrete realizations of single waveforms and α ∈ R P is the unknown coefficient vector. The vector α can be computed using different techniques, depending on the choice of N , P and using prior information on the nature of the resulting approximation. For the case where N P , an approximate solution α * can be computed using a least-squares minimization of the residual,
This will generate a projection in the space spanned by the atoms in W of minimal distance (in 2 sense) from the original signal, by solving a symmetric algebraic linear system of order N . The solution of a non-symmetric system of equations will lead to a solution of the problem for the case where N = P , for a non-singular and possibly well conditioned dictionary W. As discussed in the following sections, we are particularly interested in the case N < P where the above approximation is sought according to a redundant dictionary of waveforms. For cases where α is expected to be sparse, greedy approaches or quasi-norm relaxations within the Compressed Sensing paradigm proved to be efficient in computing accurate approximations of f (see, e.g., Donoho 2006) . In the present case, however, the goal is to expand the measured velocity field in terms of divergence-free atoms, and the resulting representation is not necessarily sparse. We therefore propose an algorithm to solve the under-determined system (Eq. 4.1), inspired by the one proposed by Mallat & Zhang (1993) .
Sequential matching pursuit algorithm
The vector f is projected onto span{w i , i = 1, . . . , P } by iterative refinements of the coefficients α i . These coefficients are computed by correlating the i-th waveform with the residual, as follows:
Note that we always assume a normalized waveform, i.e., w i 2 = 1, i = 1, . . . , P in our development. The reconstructed solution f * i at the i-th iteration will be computed as
At every iteration we store the two terms of the decomposition f * i + r i = f , i.e., the reconstructed solution and the residual vector.
At iteration i the residual r i is orthogonal to atom w i :
Therefore, the residual is iteratively orthogonal to the last selected atom, but may not be orthogonal to all others. In general, if the original signal f lies in span{w i , i = 1, . . . , P }, then more than P iterations will be required to shrink its norm to zero. In practice, the algorithm is restarted from the first waveform until the residual becomes smaller than a pre-defined threshold. We now address the convergence of the above methodology, i.e., whether and under what circumstances the 2 norm of the residual vector is progressively reduced by iterative procedure. We notice that
and
By substitution in Eq. 4.6, we obtain
Note that the residual is monotonically decreasing and that the rate of convergence at every iteration depends on the angle θ i between the residual at the current iteration and the selected waveform.
Other methodologies are available in the context of signal processing or Compressed Sensing, where the residual is made orthogonal progressively to all the previously selected waveforms. For example, the Orthogonal Matching Pursuit (OMP) accomplishes this task by solving a least-squares minimization problem at every iteration (see, e.g., Tropp & Gilbert 2007) . However, the faster convergence is balanced by increasing the computational cost per iteration. Three-dimensional velocity measurements may include up to a few million cells, and the order of the least-squares problem becomes large with the iterations. Moreover, for waveforms which are sparse in R N or associated with a predefined structure, the correlation and residual update operations can be implemented efficiently even for large datasets.
Solenoidal atoms for discretized domains
To describe how local waveforms are computed, we first clarify the quantities of interest for our idealized vector spaces, e.g., the physical meaning of every single component f i , i = 1, . . . , N of our initial signal. Normal face (edge in 2D) fluxes are used in our approach to encode velocity fields. In practice, we choose N as the total number of faces of our discretization, while f i contains the normal fluxes across face i. The initial vector f can be assembled in various ways depending on the characteristics of the flow, resolution of the available data and boundary conditions. Selection of the best set of atoms for divergence-free projection is driven by various requirements. First, the atoms should be compatible with the resolution of the acquired data. Second, they should be generators for the space of discrete divergence-free flows on the selected partition. In other words, all discrete divergence-free flow patterns in our mesh should be in span{w i , i = 1, . . . , P }. Note that the selected encoding strategy is naturally suited to represent discrete divergence-free atoms. Examples of atoms are represented in Figure 1 , for 2D unstructured and 3D structured discretizations, respectively.
A divergence-free pattern centered at every node is used for 2D applications, whereas edge vortices rotating around global X,Y,Z axes are used in 3D. The fact that the incompressible Navier-Stokes equations can be re-written as unsteady transport of vorticity suggests that a discretized version of the latter could be well employed as a generator for any divergence-free flow. Moreover, the above concept can be easily generalized to arbitrary meshes using discrete vortexes defined around every edge in the discretization. To increase the convergence rate of the method, consistent with (Eq. 4.8), every highly correlated divergence-free waveform can be added to the dictionary W. For example, a constant flow component, which completely crosses the domain, generally correlates slowly with local vortex-like diverge-free atoms illustrated in Figure 1 . Global atoms are therefore added in situations consisting of constant fluxes along the three coordinate axes.
Boundary conditions, with particular reference to a Neumann condition of zero normal flux (solid wall), must be captured in the initial assembling of f and enforced throughout the iteration process. A possible strategy is to avoid correlation of the residuals with atoms that are violating the boundary conditions.
The sparsity of a divergence-free atom w i can be understood from its graphical representation in Figure 1 . It is equal to the number of edges shared by a node for the twodimensional unstructured case, while it always numbers 4 for three-dimensional structured configurations. This means that, in the latter case, only 4 multiplications and 3 additions are needed to find the incremental coefficient correlating the components of the residual at the current iteration with the non-zero components of w i .
The support of atom w i is defined as the set Γ i = {j : w i,j = 0, i = 1, . . . , P }. We say the two atoms w i and w j have disjoint support if Γ i ∩ Γ j = {0}. A key feature of the proposed algorithm is that correlation and update with waveforms of disjoint support can be performed in parallel. For every vortex orientation, practically half of the atoms have disjoint support, allowing the above correlations to be performed in only two stages, assuming a sufficient number of available cores (see Figure 2 ). In the three-dimensional structured case, the number of possible concurrent operations when correlating the residual with one vortex orientation can be estimated as
where n c,X , n c,Y , n c,Z are the number of cells in the X, Y and Z direction, respectively. For example, if n c,X = n c,Y = n c,Z = 10 (1000 cells in total), then m = 605. Finally, the proposed approach can be used to correlate various encodings (i.e., translation and rotations) of an arbitrary flow pattern, with a given velocity field. For example, a dictionary of waveforms of engineering or clinical interest (vortices, backflows, saddle points) could be identified and extracted from the available data.
Comparison with existing methods
Other techniques to extract the divergence-free components of a measured velocity field are described in the literature. A recent publication (Loecher et al. 2012 ) compares two strategies developed in the context of clinical applications: the finite difference method and the radial basis function approach. The first method (Song et al. 2005 ) uses a 7-point discretization of the Laplacian operator to efficiently solve a Poisson equation using the fast Fourier transform. This technique therefore assumes a structured organization of the acquired field (i.e., measurements on regular grids) and cannot easily be generalized to the unstructured case. Moreover, the elliptic nature of the Poisson equation raises some questions on how large local errors in velocity measurements propagate throughout the acquired domain. The second approach (Busch et al. 2012 ) uses radial basis functions defined over a subset of the flow volume. For cases of complex flows, it is not always clear how to define the size of the support for the latter basis and, as a result of adopting different sizes, the distance of the acquired and filtered velocities may vary.
Our approach differs from the two above. First, divergence-free atoms can also be used for unstructured measurements and Raviart-Thomas interpolation applied to decode velocities from face fluxes. Moreover, the velocity field is projected on its divergence-free approximation of minimal distance. Finally, the selected atoms are the smallest possible divergence-free waveforms compatible with the measurement grid, and therefore large local errors will not be propagated to neighboring velocities.
Application to two-dimensional numerical simulation of two-dimensional diffusion
The proposed procedure is applied to correct the velocity field computed by solving the diffusion equation with a Galerkin residual formulation on linear triangles.
Results are shown in terms of streamlines generated using a Euler approach and element-wise constant velocities (Figure 3) . The streamlines start from the left edge and, given the imposed pressure difference, should exit from the right edge. Only a few streamlines are able to follow the correct velocity path in the Galerkin solution, as the velocity field is not locally conservative. Application of the proposed divergence-free constraint significantly improves streamline paths, allowing nearly all of them to reach the exit.
Note that the application of the sequential matching pursuit heuristic is intended as a filter for the measured fields rather than as a correction, meaning that a divergencefree field is extracted from the measurements and that the latter are not corrected by introducing information not originally contained in the data. However, unlike standard smoothing filters, there is no loss of physical information associated with the proposed operation.
Application to experimental data
The proposed strategy was tested on experimental velocity data obtained in water tunnel experiments using the method of magnetic resonance velocimetry (MRV) described by Elkins et al. (2003) . This technique uses medical magnetic resonance imaging (MRI) facilities to measure fluid velocity fields. In MRI, by applying magnetic field gradients and radio frequency pulses, hydrogen spins are perturbed away from their alignment, and the radiation they emit while relaxing back into the original direction is detected. Because the precession frequency is proportional to the local value of the magnitude of the external magnetic field, the spatially varying magnetic field encodes the spins' location in their frequencies. Quantitative assessment of the flow can be obtained due to the sensitivity of the phase of the MR signal to motion, measuring the local velocities of the spins.
Experiments were performed at the Richard M. Lucas Center for Imaging at Stanford, using a 3 Tesla General Electric scanner. To increase signal-to-noise ratio, copper sulfate is used as a contrast agent at a concentration of 0.06 mol/L in de-aerated water. The velocity data are measured on a uniform grid at resolutions varying between 0.6 and 0.3 mm. Each scan is about 6 minutes in duration, and the measured velocity field represents a time average. Two main configurations are tested, both oriented to engineering fluid mechanics: an inclined jet diffusing into a crossflow (relevant to film cooling) and the flow through a set of porous fins (relevant to compact heat exchangers). Figure 4 schematically illustrates the jet-in-crossflow configuration used in Coletti et al. (2012) . Both the jet and the crossflow channel are turbulent (Reynolds number based on bulk velocity is 2900 and 25000, respectively). Figure 5 shows the counter-rotating vortex pair, a signature feature of any jet in crossflow. This stream-wise oriented pair of vortices, plays a major role in the mixing of the jet with the main flow.
In Figure 6 a cross-section with in-plane velocity vectors is displayed. A noisy realization is considered which was obtained at overly high resolution (0.3 mm in all directions) and therefore with insufficient signal-to-noise ratio. The raw data are compared with those filtered by the proposed sequential matching pursuit algorithm. The velocity field obtained with appropriate resolution (0.6 mm in all directions) and low noise level is also shown for reference. The latter has been interpolated on the same fine grid for direct comparison. Although high noise is still present, the pattern of the counter-rotating vortex pair is retrieved by the filter. Figure 7 shows contours of finite difference approximations of velocity divergence calculated from the noisy data set before and after filtering (normalized by bulk jet velocity and film hole diameter) plotted along the symmetry plane of the jet. The proposed algorithm reduces the divergence by one order of magnitude over the whole domain. Note that in our approach the zero-divergence constraint is satisfied in an integral sense. Here a finite difference approximation of the divergence (based on a central difference scheme) is shown, which is not strictly zero everywhere. Figure 8 schematically illustrates our second test case, i.e., the flow through a set of porous fins, a configuration investigated by Muramatsu et al. (2012) . Eight fins of 60% porosity are inserted in a square duct, perpendicular to the flow direction, with a gap equal to their thickness. The hole size follows a probability distribution function that replicates the pattern found in industrial metal foam fins (se, e.g., Lefebvre et al. 2008) . A spectrum of Reynolds numbers based on averaged pore diameter has been tested, ranging from 145 to 458. An important feature of the flow through porous materials is its mechanical dispersion, i.e., the spreading imposed by the fin structure, causing fluid particles originating at nearby locations to follow paths with increasing distance in a plane orthogonal to the main flow. This can be computed from a family of streamlines crossing the fluid volume. However, due to the divergence contained in the acquired data, Figure 9 : Streamline count at successive streamwise stations (a) for measured ( ) and filtered ( ) data; streamlines that flows through the eight fins, out of 100 originating before the first fin: (b) the measured (top) and filtered data (bottom) are shown.
reach the opposite side of the domain (Figure 9b, top) , while almost all of them do so when the proposed filter is applied (Figure 9b, bottom) . Note that only those streamlines which impact the fins at right angles (i.e., at stagnation points) should stop at the front face of the fins, and this is not a significant fraction of the whole set of streamlines. In Figure 9a the number of streamlines at each streamwise location is counted, starting from a total of 2500. The filtered data allow one order of magnitude more streamlines to complete their path, indicating a substantial improvement in the representation of the flow.
Figures 10a and 10b help in understanding differences in the flow produced by the proposed filter for the two engineering flows analyzed so far, i.e., the jet in crossflow configuration and the flow through porous fins. Note that reported relative frequencies have been evaluated using bins with 0.005 m/s amplitude, using 2 × 10 5 samples, selected randomly from the acquired data. The number of selected samples results from a convergence analysis on the two PDFs. For the jet in crossflow configuration, a good agreement can be observed between the filtered and unfiltered magnitude frequencies. For the flow through the array of porous fins, differences are observed around 0.5 m/s, the velocity magnitude upstream of the first fin, and for lower velocities. As areas of high divergence are located, in particular near the upstream wall of each fin, higher velocity magnitudes are produced at those locations by the filter, resulting in a larger number of streamlines successfully entering the porous region.
Conclusion and future work
This study proposes a methodology based on waveform matching to iteratively perform an orthogonal projection of measured vector fields onto a finite dimensional divergencefree space. The convergence properties of the algorithm are presented, together with applications to two-and three-dimensional case studies related to engineering flows. The potential of the proposed approach is also discussed in the light of parallel implementation on modern graphic processing units.
Further research should enhance understanding of the noise reduction properties of the proposed approach, using synthetic data with added random noise. The development of divergence-free patterns compatible with exact boundaries (e.g., CAD primitives) should improve inaccurate velocities for cells partially occupied by walls. The present study also assumes identical meshes for measured velocities and filtered velocities. This assumption could be abandoned and divergence-free projections computed on a finer or coarser mesh. Finally, the proposed methodology could be extended to include anatomical information (i.e., tissues of various density) and to handle incomplete (gappy) data sets.
