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Abstract
Groundwater ow models are usually characterized as being either transient ow
models or steady state ow models. Given that steady state groundwater ow con-
ditions arise as a long time asymptotic limit of a particular transient response, it
is natural for us to seek a nite estimate of the amount of time required for a
particular transient ow problem to eectively reach steady state. Here, we intro-
duce the concept of mean action time (MAT) to address a fundamental question:
How long does it take for a groundwater recharge process or discharge processes
to eectively reach steady state? This concept relies on identifying a cumulative
distribution function, F (t;x), which varies from F (0;x) = 0 to F (t;x) ! 1  as
t ! 1, thereby providing us with a measurement of the progress of the system
towards steady state. The MAT corresponds to the mean of the associated prob-
ability density function f(t;x) = dF=dt, and we demonstrate that this framework
provides useful analytical insight by explicitly showing how the MAT depends on
the parameters in the model and the geometry of the problem. Additional theoret-
ical results relating to the variance of f(t;x), known as the variance of action time
(VAT), are also presented. To test our theoretical predictions we include measure-
ments from a laboratory{scale experiment describing ow through a homogeneous
porous medium. The laboratory data conrms that the theoretical MAT predictions
are in good agreement with measurements from the physical model.
Key words: Aquifer recharge, Aquifer discharge, Mean action time, Variance of
action time, steady state, time to steady state.
2
1 Introduction1
Groundwater ow systems, and the corresponding models used to study these2
systems, are typically characterized as being either transient or steady state3
(Remson et al. 1971; Bear 1972; Clement et al. 1994; Haitjema 1995; Strack4
1989; Wang and Anderson 1982; Zheng 2002). This characterization is useful5
since the mathematical and computational techniques required to solve steady6
state groundwater ow models are generally much simpler than those required7
to solve transient groundwater ow models. Given that steady ow conditions8
correspond to the long time asymptotic limit of a transient response (Wang9
and Anderson 1982 pp76{77; Haitjema 1995 pp158{159) it is relevant to de-10
velop tools that can be used to estimate the amount of time required for a11
particular transient ow problem to eectively reach steady state. In the heat12
and mass transfer literature such a time is called a critical time (Hickson et13
al. 2009a; Hickson et al. 2009b; Hickson et al. 2011).14
A schematic diagram of a groundwater recharge problem is outlined in Figure15
1(a) for an aquifer of length L. The aquifer is bounded by two rivers. River16
one, at x = 0, at river stage h1, and river two, at x = L, at river stage h2.17
The hypothetical phreatic surface without recharge is indicated by the curve18
marked t = 0. We consider initiating a transient response in the groundwater19
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ow system by applying spatially uniform recharge at rate R. The result of20
applying this recharge is that the amount of water stored in the aquifer in-21
creases with time as the phreatic surface rises to reach the curve indicated by22
t ! 1. This kind of scenario, where recharge is applied to an existing un-23
conned groundwater ow system, leads to an increase in the saturated depth24
corresponding to an increase in the amount of water stored in the aquifer.25
The details of how to design and operate such recharge systems have been de-26
scribed at length previously (Bouwer 2002; Daher et al. 2012; Martn-Rosales27
et al. 2007; Pedretti et al. 2012; Vandenbohede and Van Houtte, 2012). The28
design of such recharge systems naturally leads to the following questions:29
(1) How long does it take for the volume of water stored in the aquifer to30
reach a maximum? (i.e. what is the critical time for this process?)31
(2) How does this critical time depend on the parameters governing the ow32
processes and the geometry of the aquifer?33
Strictly speaking, from a mathematical point of view, it takes an innite34
amount of time for a transient response of a diusive process to become steady35
(McNabb and Wake 1991; McNabb 1993). Clearly, this strict mathematical36
denition is impractical and it would be useful to have a quantitative frame-37
work to estimate a nite timescale that indicates when the time rate of change38
of water stored in the aquifer to eectively reach zero (Sophocleous 2012; Wal-39
ton 2011). Developing a method of analysis that avoids the need for relying on40
numerical computation to answer these questions would be useful since it is41
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not obvious how, for example, changing the properties of the porous medium42
or the geometry of the groundwater ow system would aect the time taken43
for the rate of change of water stored in the aquifer to eectively reach zero.44
Understanding this timescale may have several practical uses; for example, if45
we were to design an articial recharge program it would be of interest to46
monitor the increase in storage in the aquifer with time and to have a criteria47
to indicate when the system would eectively reach steady state.48
Figure 1 about here49
Previous attempts to characterize critical times for groundwater ow models50
have relied on using numerical experimentation (Bues and Oltean 2000; Chang51
et al. 2011), laboratory{scale experimentation (Kim and Ann 2001; Goswami52
and Clement 2007; Chang and Clement 2012; Simpson et al. 2003) or very53
simple mathematical denitions. One common mathematical approach is to54
dene the critical time to be the amount of time taken for the transient solution55
to reach within % of the corresponding steady state value, where  is some56
small user{dened tolerance (Hickson et al. 2011; Landman and McGuinness57
2000; Lu and Werner 2013; Watson et al. 2010). Although insightful, there are58
certain diculties associated with this denition, namely:59
(1) this denition depends upon a subjective choice of ,60
(2) this denition requires the complete solution of the the transient ground-61
water ow problem, and62
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(3) this denition leads to a numerical framework that does not provide an-63
alytical insight into how the critical time varies with the parameters in64
the model.65
In this work we introduce the concept of mean action time (MAT) which gives66
us a nite estimate of the amount of time required for a transient groundwater67
ow resposne to eectively reach steady state. The MAT was originally dened68
by McNabb and Wake as a tool to study linear heat transfer (McNabb and69
Wake 1991; McNabb 1993). Here we demonstrate how to extend this theory70
to analyse groundwater ow processes. We will show, in a general framework,71
that:72
(1) the MAT gives us an objective nite estimate of the amount of time73
required for a transient response to eectively reach steady state,74
(2) the MAT can be found explicitly without solving the governing transient75
groundwater ow equation, and76
(3) the mathematical expression for the MAT shows us how the timescale77
for dierent transitions, such as applying or removing dierent amounts78
of recharge, would depend on the parameters in the groundwater ow79
model.80
Furthermore, once we have dened the MAT, we can also dene higher mo-81
ments such as the variance of action time (VAT) which provides a measure of82
the spread of the distribution about the mean (Ellery et al. 2012b; Ellery et83
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al. 2013; Simpson et al. 2012). The VAT is useful since we know that if the84
VAT is small then we are dealing with a low-variance distribution for which85
the mean value provides a useful estimate of the timescale of interest (Ellery86
et al. 2012b; Grimmett and Welsh, 1986). Alternatively, if the VAT is large87
then we are dealing with a high-variance distribution for which the mean value88
is less insightful (Ellery et al. 2012b; Grimmett and Welsh, 1986). For such89
high variance distributions we can improve our estimate of the time required90
for the system to reach steady state by incorporating information about the91
variance (Simpson et al. 2013), as we shall demonstrate in Section 3.92
In this work we aim to rst present the mathematical derivations and assump-93
tions in a general framework. Once we have developed the theoretical results94
we then apply these concepts to obtain specic MAT and VAT results for a95
new laboratory{scale experimental data set describing aquifer recharge and96
discharge processes.97
2 Theoretical Methods98
We consider a one{dimensional, unconned, Dupuit{Forchheimer model of99
groundwater ow through a saturated homogeneous porous medium (Bear100
1972; Bear 1979)101
Sy
@h
@t
= K
@
@x
"
h
@h
@x
#
+R; (1)
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where h(x; t) > 0 [L] is the saturated thickness at position x and time t,102
Sy > 0 [-] is the specic yield, K > 0 [L/T] is the saturated hydraulic conduc-103
tivity and R > 0 [L/T] is the recharge rate. For practical problems where the104
hydraulic gradient is very small, j@h=@xj  1, this model is often linearized105
to give106
Sy
@h
@t
= Kh
@2h
@x2
+R; (2)
where h is the average saturated thickness (Bear 1972; Bear 1979; Haitjema107
1995; Strack 1989). This simplication is suciently robust for treating many108
problems (Haitjema 1995; Strack 1989) including certain laboratory{scale sys-109
tems (Kim and Ann 2001). For notational convenience we will re{write Equa-110
tion (2) in the form of a reaction{diusion equation111
@h
@t
= D
@2h
@x2
+W; (3)
where D = Kh=Sy [L
2/T] is the diusivity and W = R=Sy [L/T] is a zero112
order constant source term which is used to model recharge (Bear, 1979).113
To apply our modelling framework to the schematic in Figure 1(a), we will114
consider a model of unconned groundwater ow, Equation (3), that describes115
an arbitrary transition from some initial condition, h(x; 0) = h0(x), to some116
steady state lim
t!1h(x; t) = h1(x). This transition is suciently general that117
it could describe an aquifer recharge process, where h1(x)  h0(x) for all118
locations x, such as the case where additional recharge applied by increas-119
ing R. Similarly, our framework could describe an aquifer discharge process,120
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where h1(x)  h0(x) for all locations x, such as the case where the recharge121
applied to the system is reduced, by decreasing R. We seek to characterize122
the amount of time required for such transitions to eectively reach steady123
state by considering the following quantities (Ellery et al. 2012a; Ellery et al.124
2012b):125
F (t;x) = 1 
"
h(x; t)  h1(x)
h0(x)  h1(x)
#
; t > 0;
f(t;x) =
dF (t; x)
dt
=   @
@t
"
h(x; t)  h1(x)
h0(x)  h1(x)
#
; t > 0: (4)
For many transitions F (t;x) monotonically increases from F = 0 at t = 0 to126
F ! 1 , as t!1 at all spatial locations x, as shown in Figure 1(b){(c). Here,127
F (t;x) and f(t;x) as functions of time t, at a particular location x, which can128
be thought of as a parameter. The properties of these functions mean that129
we can interpret F (t;x) as a cumulative distribution function and f(t;x) as130
the associated probability density function (Ellery et al. 2012a; Ellery et al.131
2012b). From a physical point of view, our interpretation of these denitions132
is as follows: at t = 0, we have F = 0, meaning that 0% of transient response133
has taken place. In the long time limit as t ! 1, we have F = 1, meaning134
that 100% of the transient response has occurred. For intermediate values of135
t we have 0 < F < 1, meaning that (100 F )% of the transient response has136
occurred. For example, if F (t; x) = 1=2, then we can interpret this as 50% of137
the transient response has taken place by this time.138
The MAT, T (x), is the mean of this distribution which has the probability139
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density function f(t;x), and can be written as (Ellery et al. 2012b)140
T (x) =
Z 1
0
tf(t;x) dt: (5)
Physically, we interpret the MAT to be the mean timescale required for the141
initial condition, h0(x), to asymptote to the steady state, h1(x). Intuitively,142
we expect that this timescale would depend on spatial location and we will143
see that the MAT is indeed a function of position, x. To evaluate the MAT144
we apply integration by parts to Equation (5) to obtain145
T (x)g(x) =
Z 1
0
h1(x)  h(x; t) dt; (6)
where we have dened g(x) = h1(x)   h0(x) for notational convenience. To146
arrive at Equation (6) we made use of the fact that h(x; t)  h1(x) decays to147
zero exponentially fast as t!1, which is true for all linear reaction diusion148
equations (Ellery et al. 2012a; Ellery et al. 2012b). Dierentiating Equation (6)149
twice with respect to x and combining the resulting expression with Equation150
(3), gives us151
d2[T (x)g(x)]
dx2
=  g(x)
D
; (7)
or, if we expand using the product rule, we can write this as152
d2T (x)
dx2
+
dT (x)
dx
"
2
g(x)
dg(x)
dx
#
+ T (x)
"
1
g(x)
d2g(x)
dx2
#
=   1
D
; (8)
which is a boundary value problem for the MAT, T (x). We would like to153
emphasize that Equation (8) is suciently general that it applies to any initial154
condition, h0(x), and any steady state, h1(x), such that F (t; x) monotonically155
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increases from F = 0 at t = 0 to F ! 1  as t!1 for all x. This means that156
Equation (8) can be used to characterize the amount of time required for a157
transition to reach steady state for a very general class of aquifer recharge and158
discharge processes. Furthermore the approach is valid for any values of Sy, K,159
R, L, h1 and h2. We note that our derivation of Equation (8) is very similar to160
previous work presented by Ellery and coworkers (Ellery et al. 2012a; Ellery161
et al. 2012b) except that those previous studies considered a rst order linear162
source term in the governing equations whereas here we consider a zero order163
constant source term.164
The theory of MAT relies on certain properties of the problem that guaran-165
tee that the improper integral for T (x), given by Equation (5), is convergent.166
When we apply the denition of MAT in the present context we are guaranteed167
that the improper integral in Equation (5) is convergent since h(x; t)  h1(x)168
decays to zero exponentially fast as t!1 for all such reaction diusion equa-169
tions (Ellery et al. 2012a; Ellery et al. 2012b; Hickson et al. 2011). Alternative170
denitions of a critical time, such as considering the median of action time,171
where F (t;x) = 1=2, do not allow us to make use of this asymptotic property172
and consequently we cannot solve for the critical time without having pre-173
viously solved the underlying partial dierential equation governing for the174
transient solution, h(x; t).175
Similar to how we calculated the mean of f(t; x), we can also evaluate higher176
moments of f(t;x), such as the variance, which quanties the spread about177
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the mean (Ellery et al. 2012b; Ellery et al. 2013; Simpson et al. 2012). We178
begin by using the standard denition of the variance179
V (x) =
Z 1
0
(t  T (x))2f(t;x) dt: (9)
Expanding the quadratic term in the integrand in Equation (9) allows us to180
evaluate two of the three integral expressions on the right hand side of Equa-181
tion (9) in terms of the MAT, T (x). The remaining integral can be simplied182
using integration by parts, making use of the fact that h(x; t)  h1(x) decays183
to zero exponentially fast as t!1 to give184
 (x) = 2
Z 1
0
t(h1(x)  h(x; t)) dt; (10)
where we have made a change of variables,  (x) = V (x)g(x) + T (x)2g(x), to185
simplify the expression. To obtain a dierential equation for  (x) we dierenti-186
ate Equation (10) twice with respect to x. Combining the resulting expression187
with Equation (3) gives us188
d2 (x)
dx2
=  2T (x)g(x)
D
; (11)
which, together with appropriate boundary conditions can be solved for  (x)189
and in turn rearranged to give V (x), recalling that V (x) =  (x)=g(x) T (x)2.190
Once we have solved the relevant boundary value problems for T (x) and V (x),191
we can identify a time interval t 2 [T (x) 
q
V (x); T (x) +
q
V (x)]. Here, we192
take the time interval to be the mean plus or minus one standard deviation193
of the distribution f(t;x) (Simpson et al. 2013). Once we have calculated the194
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mean and variance of f(t;x) at a particular location, as indicated in Figure195
1(d), we can put this information together to view how the MAT and VAT196
varies with position, as indicated in Figure 1(e).197
To reiterate the practicality of our results, we would like to emphasize the fol-198
lowing points. From a strict mathematical point of view, the transient solution199
of a reaction diusion equation, such as Equation (3), takes an innite amount200
of time to reach steady state (McNabb and Wake 1991; McNabb 1993). Using201
this strict denition, it is completely unclear how to make a practical estimate202
of the duration of time that a transient groundwater process will require to203
reach steady state. Instead we use the MAT as a nite estimate of the amount204
of time required for the transient ow process to eectively reach steady state.205
2.1 MAT and VAT for aquifer recharge206
Although we have outlined the MAT theory in Section 2 for an arbitrary207
aquifer recharge or discharge process, we will now demonstrate the insight208
provided by the MAT framework by considering a specic application. We209
will examine the transition described by Equation (3) on 0  x  L with210
boundary conditions h(0; t) = h1 and h(L; t) = h2. We consider a transition211
from the initial condition,212
h0(x) =
x(h2   h1)
L
+ h1; (12)
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to a new steady state that is driven by applying recharge, R, for t > 0. The213
long time steady state for this transition is214
lim
t!1h(x; t) = h1(x) =  
Wx2
2D
+ x
"
h2   h1
L
+
WL
2D
#
+ h1; (13)
where D = Kh=Sy and W = R=Sy. This particular initial condition and215
steady state gives us216
g(x) =
Wx(L  x)
2D
: (14)
To nd the MAT for this transition we note that dg(x)=dx = W (L 2x)=(2D)217
and d2g(x)=dx2 =  W=D. Substituting these expressions for g(x), dg(x)=dx218
and d2g(x)=dx2 into Equation (8) gives219
d2T (x)
dx2
+
dT (x)
dx
"
2(L  2x)
x(L  x)
#
+ T (x)
"  2
x(L  x)
#
=   1
D
; (15)
which is a variable coecient second order boundary value problem that is220
singular at x = 0 and x = L. We note that Equation (15) is independent of221
W , and this can be explained by the fact that the coecients of dT (x)=dx222
and T (x) in Equation (8) are rational functions in which W cancels for our223
g(x), given by Equation (14).224
To determine the relevant boundary conditions for Equation (15) we multiply225
both sides of this equation by x(L  x), which gives226
x(L  x)d
2T (x)
dx2
+ 2(L  2x)dT (x)
dx
  2T (x) =  x(L  x)
D
: (16)
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Evaluating Equation (16) at x = 0 gives us227
dT (0)
dx
  T (0)
L
= 0; (17)
which is a Robin condition for the boundary at x = 0 (Kreyszig 2006; Zill and228
Cullen 1992). To determine the other boundary condition we substitute x = L229
into Equation (16) to give230
dT (L)
dx
  T (L)
L
= 0; (18)
which is a Robin condition at x = L (Kreyszig 2006; Zill and Cullen 1992).231
The solution of Equation (15) with Equation (17){(18) is232
T (x) =
1
12D
(L2 + xL  x2): (19)
This solution shows that the MAT is spatially dependent and has a maximum233
value of 5L2=(48D) at x = L=2. This expression is very revealing since it234
shows us exactly how the MAT depends on the parameters in the model and235
the boundary conditions. We see that the MAT depends on the ratio L2=D,236
which is a diusive timescale (Barenblatt 2004).237
Now that we have solved for the MAT we can use Equation (11), with the238
relevant boundary conditions  (0) =  (L) = 0, to solve for  (x) which can239
be rearranged to give240
V (x) =
1
720D2

7L4 + 2L3x  3L2x2 + 2x3L  x4

: (20)
The maximum VAT occurs at x = L=2 and is given by 119L4=(11520D2).241
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The expression for the maximum variance can be used to nd the maximum242
standard deviation, which is given by
p
119L2=(
p
11520D)  0:1016L2=D.243
2.2 MAT and VAT for aquifer discharge244
We now consider a transition governed by Equation (3) for the process of245
aquifer discharge. With the same domain and boundary conditions described246
for the recharge problem in Section 2.1, we consider the initial condition247
h0(x) =  Wx
2
2D
+ x
"
h2   h1
L
+
WL
2D
#
+ h1; (21)
which corresponds to the long term steady state prole from the recharge248
process described in Section 2.1, where D = Kh=Sy and W = R=Sy. To249
initiate a discharge process, where the saturated thickness of the aquifer will250
decrease with time, we set R = 0 in Equation (2), which is equivalent to251
setting W = 0 in Equation (3), which gives252
lim
t!1h(x; t) = h1(x) =
x(h2   h1)
L
+ h1; (22)
and253
g(x) =  Wx(L  x)
2D
: (23)
With these conditions, Equation (8) can be written as254
d2T (x)
dx2
+
dT (x)
dx
"
2(L  2x)
x(L  x)
#
+ T (x)
"  2
x(L  x)
#
=   1
D
; (24)
which is exactly the same boundary value problem as we obtained previously255
in Section 2.1. The fact that the boundary value problem governing the MAT256
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for the discharge process is exactly the same as the boundary value problem257
governing the MAT for the recharge process means that the exact same Robin258
boundary conditions and the exact same solution, namely Equation (19), are259
relevant for both the recharge and discharge problems. Similarly, we can also260
solve Equation (11) to nd the VAT for this discharge problem. Following the261
same procedure to evaluate the VAT, we nd that the solution of Equation262
(11) for the discharge problem is exactly the same as for the recharge problem,263
namely Equation (20). This result shows that the MAT and VAT for the264
aquifer recharge and discharge processes are identical.265
3 Results266
We now demonstrate the practicality of our theoretical predictions from Sec-267
tions 2.1{2.2 by considering new datasets derived from aquifer recharge and268
discharge experiments completed in our laboratory. We performed experi-269
ments in a laboratory{scale aquifer model, packed with a homogeneous porous270
medium, by applying dierent amounts of recharge to the system and mea-271
suring the temporal response of the saturated depth in the system. Our ex-272
perimental data will give us an indication of the amount of time required for273
the saturated thickness of the laboratory{scale aquifer to reach steady state274
and we will test these measurements against predictions made according to275
the MAT and VAT results developed in Section 2. We will test the MAT and276
17
VAT theory for both aquifer recharge and aquifer discharge experiments.277
3.1 Case Study: Analysis of a new laboratory{scale data set278
A laboratory{scale aquifer model, similar to the one used in several previous279
studies (Goswami and Clement 2007; Abarca and Clement 2009; Chang and280
Clement 2012; Chang and Clement 2013) was used, and an image of the phys-281
ical model is shown in Figure 2(a). The tank was constructed of Pexiglass.282
The central porous chamber (50cm  28cm  2:2cm) was packed under wet283
conditions with uniformly{sized glass beads, where each bead has a diame-284
ter of 1.1 mm. We consider the glass bead system to be a homogeneous and285
isotropic porous medium (Goswami and Clement 2007; Abarca and Clement286
2009; Chang and Clement 2012; Chang and Clement 2013). A constant head287
boundary condition was applied at the left{hand vertical boundary, where288
x = 0 cm, to maintain an initial saturated depth of approximately 18:7 cm.289
A no{ow boundary was imposed at the right{hand vertical boundary, where290
x = 50 cm.291
Figure 2 about here292
A recharge gallery, consisting of approximately evenly spaced constant ow293
drippers, was installed along the upper boundary of the tank. Water was294
delivered to the recharge outlets from a constant head tank. We considered295
two dierent kinds of experiments and repeated each experiment for three296
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dierent recharge rates:297
(1) For the recharge experiments, we considered the initial condition in the298
system to be at a spatially uniform saturated depth h0(x) = h1  18:7 cm.299
At t = 0 the recharge was applied and the increase in saturated thickness300
at the right hand boundary, where x = 50 cm, was recorded using the301
scale shown in Figure 2(b). The recharge experiments were repeated three302
times using three dierent recharge rates: R1 = 1:23 cm/min, R2 = 1:77303
cm/min, and R3 = 2:57 cm/min.304
(2) The discharge experiments were initiated by removing the recharge gallery305
at the conclusion of each recharge experiment. This means that after a suf-306
cient period of time (approximately 5 minutes), at the conclusion of each307
recharge experiment, the phreatic surface was approximately parabolic308
and each discharge experiment involved observing the parabolic phreatic309
surface relaxing back to an essentially horizontal phreatic surface.310
The recharge rates used in the experiments are relatively large, and the reason311
that we used such large recharge rates was so that we could make our measure-312
ments as accurate as possible. For the recharge experiments, we expect that313
initial saturated depth, h0(x), will increase to h1(x) after a sucient amount314
of time. Since we are aiming to make accurate measurements of the increase315
in h(x; t), it is convenient for us to use relatively large recharge rates to ensure316
that the dierence between h1(x) and h0(x) was approximately 2{3 cm so317
that we could record these measurements as accurately as possible using the318
19
scale shown in Figure 2(b).319
We rst report results for the recharge experiments. Results in Figure 3(a){320
(c) show the transient response at x = 50 cm in the laboratory{scale aquifer321
when applying three dierent recharge rates: R1 = 1:23 cm/min, R2 = 1:77322
cm/min and R3 = 2:57 cm/min, respectively. Comparing the proles in Fig-323
ure 3(a){(c) indicates that each of the recharge experiments were initiated324
with h(50; 0)  18:7 cm, and we observe that the increase in saturated thick-325
ness at x = 50 cm depends on the recharge rate. For example, with R1 = 1:23326
cm/min we see that h(50; t) eventually increases to approximately 19.9 cm, for327
R2 = 1:77 cm/min we see that h(50; t) eventually increases to approximately328
20.5 cm and for R3 = 2:57 cm/min h(50; t) eventually increases to approxi-329
mately 22.3 cm. Interestingly, a visual comparison of the three transient data330
sets in Figure 3(a){(c) indicates that it is very dicult to distinguish the331
dierences in the timescales of the transient processes regardless of the dif-332
ferences in the recharge rate and the dierences in the change in saturated333
thickness at x = 50 cm. This qualitative observation is consistent with our334
theoretical predictions from Section 2.1 where the MAT framework predicted335
that the recharge timescale is independent of the recharge rate. We will now336
quantitatively test this prediction using the data from Figure 3(a){(c).337
Figure 3 about here338
To compute the values of f(t; x) we used the data from Figure 3(a){(c), at339
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x = 50 cm, and estimated h0(x) and h1(x) directly from these data. To340
reconstruct f(t;x) for this data we rewrite Equation (4) as341
f(t;x) =
1
h1(x)  h0(x)
@h(x; t)
@t
 1
h1(x)  h0(x)
"
h(x; t+ t)  h(x; t  t)
2t
#
; (25)
where we have used a central dierence approximation to estimate @h=@t342
(Chapra and Canale 2009). This discrete expression for f(t; x) can be evalu-343
ated using the h(x; t) time series data presented in Figure 3(a){(c). The corre-344
sponding f(t;x) proles, at x = 50 cm, shown in Figure 3(d){(f), are given for345
the three dierent recharge rates: R1 = 1:23 cm/min, R2 = 1:77 cm/min and346
R3 = 2:57 cm/min, respectively. To quantitatively test our theoretical predic-347
tions from Section 2.1 we evaluate T (x), at x = 50 cm, using Equation (5)348
and the f(t;x) data in Figure 3(d){(f). The integral expression is evaluated349
numerically using a trapezoid rule with panel width of 2 seconds (Chapra and350
Canale 2009). The corresponding values of the MAT, estimated directly from351
the data, are 9.9, 9.6 and 9.5 seconds for each of the three recharge experi-352
ments, respectively. These results indicate that the MAT for the experiments353
appear to be independent of the recharge rate, as predicted by our theory in354
Section 2.1.355
We now report the results of the discharge experiments. Results in Figure 4(a){356
(c) show the transient response at x = 50 cm in the laboratory{scale aquifer357
after turning o the recharge at the conclusion of each of the three recharge358
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experiments where dierent rates of recharge had been applied: R1 = 1:23359
cm/min, R2 = 1:77 cm/min and R3 = 2:57 cm/min. Comparing the proles360
in Figure 4(a){(c) conrms that each of the discharge experiments were initi-361
ated with dierent values of the saturated thickness at x = 50 cm. However,362
the data in Figure 4(a){(c) indicates that after a suciently long period of363
time the saturated thickness at x = 50 cm asymptotes to approximately 18.7364
cm. A visual comparison of the three transient discharge data sets in Figure365
4(a){(c) indicates that the timescale of the transient processes are very sim-366
ilar regardless of the initial saturated depth at x = 50 cm. This qualitative367
observation is consistent with our theoretical predictions from Section 2.1{2.2368
and we will now quantitatively test this prediction using the data from Figure369
4(a){(c).370
Figure 4 about here371
The proles in Figure 4(d){(f) show f(t; x) at x = 50 cm, for each discharge372
experiment. To compute the values of f(t;x) we used Equation (25) with373
the data from Figure 4(a){(c). For each discharge experiment we estimate374
T (x), using Equation (5) and our f(t;x) data in Figure 4(d){(f). To evaluate375
the integral in Equation (5) we use the trapezoid rule with panel width of 2376
seconds (Chapra and Canale 2009). The corresponding values of the MAT,377
estimated directly from the data, are 9.5, 9.7 and 10.4 seconds for each of the378
three discharge experiments. These results are also consistent with our MAT379
predictions since our theoretical results in Section 2.1{2.2 predicted that the380
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mean timescale for the discharge process is identical to the mean timescale for381
the recharge process.382
Our laboratory data, described so far, qualitatively supports the theoretical383
predictions made using the MAT framework in Section 2.1{2.2. To quantita-384
tively test our theoretical predictions we must estimate the parameters describ-385
ing the uid ow in the laboratory scale model. We measured the saturated386
hydraulic conductivity using a standard column test which showed that the387
average saturated hydraulic conductivity is 980 m/day (68 cm/min). We in-388
dependently measured the specic yield, Sy  0:2, and we estimated that the389
average saturated depth was h  19:0 cm so that we can estimate D = Kh=Sy390
to be 6460 cm2/min. This gives a maximum MAT, 5L2=(48D), of 9.7 seconds.391
Here we have used L = 100 cm to reect the symmetry of the problem im-392
posed by using a no ow boundary condition at x = 50 cm. This theoretical393
prediction agrees with our experimental measurements reported in Figures394
3{4.395
If we wish to use our MAT and VAT results to quantify a critical time interval396
for the experimental data we take the critical time interval to be the mean plus397
or minus one standard deviation (Simpson et al. 2013). Using K = 980 m/day,398
Sy = 0:2 and h = 19:0 cm indicates that the maximum VAT is approximately399
89.0 seconds2 for all our experimental systems. This means that we can take400
the critical time interval to be 9:7p89  9:7 9:4 seconds, which indicates401
that by 19.1 seconds the transient aquifer response has essentially nished.402
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Comparing this estimate with the data in Figure 3(a){(c) and Figure 4(a){(c)403
seems reasonable since we observe little transient response in the system after404
approximately 20 seconds for each experimental dataset.405
4 Discussion and Conclusions406
The theory of MAT provides us with an objective tool to characterize the407
timescale required for a transient groundwater ow response to eectively408
reach steady state. This is a practical tool since it allows us to estimate the409
timescale required for a transient response to eectively reach steady state410
using an exact analytical framework that avoids the need for solving a time411
dependent partial dierential equation describing the transient process.412
The key advantage of our approach is that we arrive at exact mathematical413
expressions for the MAT and VAT and we can see exactly how these quantities414
depend on the parameters (e.g. K, h, Sy, h1, h2, L and R) for a general aquifer415
recharge and aquifer discharge processes. Our theoretical results yield some416
useful and possibly counterintuitive results. For example, we show that the417
MAT is not explicitly dependent upon the recharge rate, R, and we show418
that the MAT for a recharge process is equivalent to the MAT of the related419
discharge process. This is a surprising result since the steady state phreatic420
surface depends on the recharge rate R but the new theory indicates that the421
time taken to reach steady state is independent of R. These results are not422
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obvious without the MAT framework.423
In addition to providing more general insight into aquifer recharge and dis-424
charge processes, we also evaluated the MAT for a specic laboratory{scale425
data set describing unconned aquifer recharge and discharge processes. The426
theory predicted that the MAT for the three recharge and the three discharge427
experiments should be 9.7 seconds. Despite experimental variabilities, all six428
MAT values (9.9, 9.6 and 9.5 seconds for recharge; and 9.5, 9.7, and 10.4 sec-429
onds for discharge) estimated from transient dataset are remarkably close the430
theoretical prediction, demonstrating the validity of the theory.431
The MAT analysis and results outlined here can be applied to study other lin-432
ear models of groundwater ow, such as two{dimensional and three{dimensional433
models (Landman and McGuinness 2000). For such models, the techniques434
outlined here for the one{dimensional case are directly applicable except that435
the boundary value problems governing the MAT will be two{dimensional and436
three{dimensional partial dierential equations, similar to Poisson's equation437
(Wang and Anderson 1982). These kinds of equations can be solved exactly438
using standard techniques, such as separation of variables, provided that the439
problems are considered on separable domains (Kreyszig, 2006). Other prob-440
lems, such as studying the MAT of genuinely nonlinear ow problems that are441
not readily linearized are far more challenging (Ellery et al. 2012a; Simpson442
et al. 2012). The application of the theory of MAT to such problems requires443
additional analysis and our future work will seek to address these problems.444
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445
An extension of our present study would be to consider the MAT for a hetero-446
geneous groundwater ow problem. The heterogeneous analogue of Equation447
(1) can be written as448
Sy
@h
@t
=
@
@x
"
K(x)h
@h
@x
#
+R(x); (26)
where K(x) is the spatially varying saturated hydraulic conductivity and R(x)449
is the spatially varying recharge rate (Bear, 1979). For practical problems450
where the hydraulic gradient is very small, j@h=@x  1j, the linearised ana-451
logue of this model can be written as452
@h
@t
=
@
@x
"
D(x)
@h
@x
#
+W (x); (27)
whereD(x) = hK(x)=Sy [L
2/T] is a spatially-dependent diusivity andW (x) =453
R(x)=Sy is a spatially dependent zero order source term. If we apply the same454
mathematical procedure, outlined previously in Section 2, to nd the bound-455
ary value problem governing the MAT for the heterogeneous ow model we456
arrive at457
d2[T (x)g(x)]
dx2
+
1
D(x)
dD(x)
dx
d[T (x)g(x)]
dx
=   g(x)
D(x)
; (28)
which is a generalization of Equation (7) since the two boundary value prob-458
lems are identical when D(x), or equivalently K(x), is a constant. Similar to459
the homogeneous ow problem, the MAT for the heterogeneous ow prob-460
lem is independent of the recharge, but is now explicitly dependent on the461
26
form of the heterogeneity since the solution of Equation (28) depends on the462
functional form of D(x). Although we have outlined how the theory of MAT463
extends to deal with the heterogeneous ow, we leave a thorough exploration464
of the solution of Equation (28) and a comparison of such a solution with465
physical measurements as a topic for future research.466
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5 Figure Captions570
5.1 Figure 1571
(a) Schematic of an aquifer recharge process. The groundwater ow takes place572
on a one{dimensional domain, 0  x  L, and is assumed to correspond to573
a linearised, unconned, Dupuit{Forchheimer description (Bear, 1972). The574
saturated depth at x = 0 (river 1) is h(0; t) = h1. The saturated depth at575
x = L (river 2) is h(L; t) = h2. The schematic depicts a transition where576
the initial phreatic surface, indicated by t = 0, asymptotes to a new steady577
state, indicated by t ! 1. This transition is associated with the application578
of uniform recharge, at rate R, for t > 0. (b) Schematic showing how the579
saturated thickness at a xed location, x = x1, in Figure 1(a) varies with time,580
t. This schematic corresponds to a recharge transition since h(x; t) increases581
with t. (c) For the schematic transition in (b) we show F (t;x1), which has582
the property that F (0;x1) = 0 and F (t;x1) ! 1  as t ! 1. (d) For the583
schematic transition in (b) we plot f(t; x1), using Equation (4). The mean of584
this probability density function is indicated in the red vertical (dotted) line,585
and corresponds to the MAT, T (x1). The variance of this probability density586
function is indicated with the grey shading, which corresponds to one standard587
deviation about the mean T (x1)
q
V (x1), as indicated. Proles in (e) show588
T (x) (solid) and T (x) +
q
V (x) (dashed) at all locations 0  x  L.589
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5.2 Figure 2590
(a) Laboratory{scale apparatus. The porous media chamber was wet{packed591
with uniform glass beads. A constant head boundary was imposed at x = 0592
cm and a no ow boundary was imposed at x = 50 cm. The initial condition593
corresponds to an approximately horizontal phreatic surface, as indicated. The594
recharge was applied approximately uniformly along the top of the porous595
media chamber and eventually the phreatic surface evolves to the nal state,596
as indicated. Observations were made by monitoring the saturated depth of597
the uid at x = 50 cm. The region contained within the (red) dashed square598
in (a) is shown in (b) where the saturated thickness is indicated by the red599
arrow.600
5.3 Figure 3601
Results for the recharge experiments are given in (a){(c) showing the evolution602
of h(x; t), at x = 50 cm, for R1 = 1:23 cm/min, R2 = 1:77 cm/min and603
R3 = 2:57 cm/min, respectively. Using the data in (a){(c), collected at 2 sec604
intervals, proles of f(t;x) at x = 50 cm were estimated using Equation (25),605
and presented in (d){(f). Estimates of the MAT at x = 50 cm were obtained by606
numerically integrating Equation (5) and the results are reported in (d){(f).607
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5.4 Figure 4608
Results for the discharge experiments are given in (a){(c) showing the evo-609
lution of h(x; t), at x = 50 cm, for R1 = 1:23 cm/min, R2 = 1:77 cm/min610
and R3 = 2:57 cm/min, respectively. Using the data in (a){(c), collected at 2611
sec intervals, proles of f(t;x) at x = 50 cm were estimated using Equation612
(25), and presented in (d){(f). Estimates of the MAT at x = 50 cm were ob-613
tained by numerically integrating Equation (5) and the results are reported614
in (d){(f).615
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