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Abstract We first want to consider the formal deformation of a fibered
manifold P → M as a (bi-)module or subalgebra, where M has a given
differential star product. The module case has already been dealt with in
[BNWW10, Wei09]. Consequently we want to find obstructions for the exis-
tence of a bimodule or subalgebra, which turns out to be the curvature of the
fiber bundle. Since the order by order construction of this structures amounts
to solving equations in the Hochschild cohomologyHH•(C∞(M),DiffOp(P )),
we proceed to computing this cohomology and also the very similar cohomol-
ogy HH•(C∞(M),C∞(P )) for the case of a smooth map P
pr
−→M such that
pr(P ) is a closed submanifold of M .
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1 Introduction
The aim of deformation quantization is to get from a classical physical system described
by a Poisson or symplectic manifoldM to a quantum theory, which has as a classical limit
this given system. For this one introduces a star product on the the formal power series
of smooth functions C∞(M)[[λ]] on M . A star product is an associative but normally
noncommutative product. From this one obtains the classical Poisson bracket by taking
the limit ~ → 0 of the star commutator i
~
[·, ·]⋆. This method has been introduced in
[BFF+78].
Another idea, which is more recent, is to deform classical field theories by replacing
the commutative algebra of functions on the spacetime manifold by a noncommutative
one. The idea here is to deform the commutator of the coordinate functions, which is
classical [xi, xj ] = 0, to something non-zero. There are many different approaches to
this coming form theoretical physics, which lead to noncommutative field theories, see
[ABD+05, ADMW06, DFR95, DN01, JSW00]. Most of these approaches only consider
the case of R4 with a Weyl-Moyal product, however a more general approach is also
needed. On the other hand there are quite concrete solutions to the corresponding
noncommutative Einstein equations [OS09]. This leads to what is called noncommutative
geometry, which also has been studied from a more mathematical point of view, see e.g.
[Con94].
If one wants to deform a field theory in this way, one also needs to deform bundles over
the spacetime manifold, especially principal bundles and vector bundles, because this is
where the fields, the connection or the curvature (which is the field strength tensor) live.
There are several approaches of doing this. One is by Connes, which uses a so called
spectral triple, see [Con94]. It was shown by Hawkins in [Haw04] that this approach
only works in some situations.
Here we want to consider what happens in the context of deformation quantization.
For this we consider the quite general situation of a fibered manifold, which can be
specialized the principal bundles and other cases. The weakest way is to deform those
into a module, which has be done in [Wei09, BNWW10], and always works. But for
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many applications this seems not enough. For example to write the Leibniz rule d(fa) =
(df)a + fda with f in some bundle over M and a ∈ C∞(M) in this form one would
already need a bimodule. For the case of vector bundles this was also considered e.g. in
[BW00]. One can also use a Drinfeld twist, see e.g. [ABD+05], to do noncommutative
geometry. But also here obstructions exist [BEWW18]. Given a Drinfeld twist one can
also define a star product, so to some extend what we do is more general. Also in the
context of noncommutative geometry often Hopf-Galois extension are considered as a
generalization of principal bundles, e.g. [BM93, LvS05], but here one cannot deal with
symplectic bases in general.
So the aim of this paper is to investigate under which conditions such bimodule struc-
tures for a fibered manifold P →M exist. It turns out that especially for the symplectic
case there are strong obstructions and it is only possibly to get such a bimodule in
very special cases, e.g. if the bundle is trivial or there exists a flat connection on P .
To be precise one gets the structure of a Poisson module on C∞(P ) over the Pois-
son algebra C∞(M). This can be used te define a morphism of differential operators
DiffOp(M) → DiffOp(P ), which respects the fiber projection. This can be seen as a
generalization of a flat lift of the vector fields on M .
Since the order by order construction of these module and bimodule structures is equiv-
alent to solving equations in the Hochschild cohomology HH•(C∞(M),DiffOp(P )), the
second aim of this paper is to compute some of these cohomologies, namelyHH•(C∞(M),
C∞(N)) and HH•(C∞(M),DiffOp(N)) for a sufficiently nice map pr : N → M . To be
precise here we consider the differential or continuous Hochschild cohomology and not
the purely algebraic one. This gives us - among other things - a generalization of the
well known Hochschild-Kostant-Rosenberg theorem. In fact we have
Theorem 1.1. Let N
pr
−→M be such that pr(N) is a closed submanifold of M then
HH•diff(C
∞(M),DiffOp(N)) ∼= X
•(M)|pr(N)
/
〈X(pr(N))〉 ⊗C∞(M) DiffOpver(N)
as C∞(M)-bimodule, where X•(M) denotes the set of vector fields on M and 〈x〉 denotes
the ideal generated by x.
The paper is structured as follows: In the first section we we recall the basics of defor-
mation quantization. In the second section we first summarize the results from [Wei09]
and [BNWW10] on module deformation and its relation to Hochschild cohomology. We
proceed in finding the obstruction for a bimodule deformation, which in the symplec-
tic case turns out to be the existence of a flat lift. In the last section, we compute
the Hochschild cohomology HH•(C∞(M),C∞(N)) and HH•(C∞(M),DiffOp(N)) for a
map pr between two manifolds N and M , such that pr(N) is a closed submanifold of M ,
with the bimodule structure given by the pullback along pr. This is done by using the
Koszul complex of a convex set in Rn, which we also define in this section. Computing
this cohomology is useful, because the vanishing of it in certain cases proves the fact
that every fiber bundle can be deformed into a module and it also shows that, in the
case of a bimodule, there are in general problems to be expected due to fact that the
Hochschild cohomology is non trivial.
3
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2 Deformation of fibered manifolds
2.1 Star products
We want to recall some basic definitions and facts about the deformation quantization
of smooth manifolds and star products.
Definition 2.1 (Star product). A (formal) star product ⋆ on a manifold M is a bilinear
associative operation C∞(M)[[λ]]× C∞(M)[[λ]]→ C∞(M)[[λ]] satisfying the following
properties for all f, g ∈ C∞(M):
• 1 ⋆ f = f ⋆ 1 = f ,
• f ⋆ g = f · g +O(λ),
• f ⋆ g =
∑∞
k=0Ck(f, g)λ
k,
with bilinear operators Ck. We assume that all Ck are bidifferential operators. It is
called natural if every Ck is a differential operator of order k.
We define the star commutator for a, b ∈ C∞(M)[[λ]] by [a, b]⋆ = a ⋆ b − b ⋆ a. As
usual the star commutator satisfies the Leibniz and Jacobi-identity and so gives a non-
commutative Poisson algebra. Also the adjoined action is a derivation of C∞(M)[[λ]]
for all a ∈ C∞(M)[[λ]].
It is well known that the first order term of a star product defines a Poisson bracket
as follows
{f, g} =
i
2λ
[f, g]|λ=0 for f, g ∈ C
∞(M). (1)
Definition 2.2 (Equivalence of star products [BFF+78]). Two star products ⋆, ⋆′ are
called equivalent if there exists a formal power series of differential operators T =
id+
∑∞
k=1 Tkλ
k, with T (1) = 1 such that
T (f) ⋆ T (g) = T (f ⋆′ g) (2)
The operator T in the above definition is always invertible and indeed, given a star
product ⋆, f ⋆′ g := T−1(T (f) ⋆ T (g)) always gives a new equivalent star product. We
recall:
Lemma 2.3. Two equivalent star products give rise to the same Poisson bracket.
2.2 Module deformations
We want to find criteria, for which star products on a manifold M and fibered manifolds
P overM it is possible or not to get a deformation of C∞(P ). We consider three different
possibilities namely deformation as a module, as a bimodule and as a subalgebra. Here
each version is stronger than the previous. For the module case essentially everything
is known and works well [BNWW10]. For the other cases this is not true. Here we give
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some obstructions, why things cannot always work, but also some examples where it
works well.
For the convenience of the reader we recall some definitions and facts about module
deformations from [BNWW10, Wei09], for proofs see there.
Definition 2.4. A (left) module deformation of fibered manifold P
pr
−→ M , where M
carries a star product ⋆, is a (C∞(M)[[λ]], ⋆)-left module structure • on C∞(P )[[λ]],
such that
a • f = pr∗ af +
∞∑
k=1
λkLk(a, f) =
∞∑
k=0
λkLk(a, f), (3)
where the Lk ∈ DiffOp
•(C∞(M),C∞(P );C∞(P )) are bidifferential operators. A module
deformation is called fiber preserving if a • pr∗ b = pr∗(a ⋆ b). It is called natural if all
Lk are differential operators of order up to k on M and P .
The local form of a Lk is given by
Lk(a, f) =
∑
I,J
pr∗(∂Ia)L
I,J
k (∂Jf), (4)
where I, J are multiindices and LI,Jk ∈ C
∞(P ) are coefficient functions.
Being fiber preserving is equivalent to a • 1 = pr∗ a for all a ∈ C∞(M), since then
a • pr∗ b = a • (b • 1) = (a ⋆ b) • 1 = pr∗(a ⋆ b).
Similarly one can define a right module deformation. In this case we write f • a =
pr∗ af +
∑∞
k=1 λ
kRk(f, a).
It is also possible to define a module deformation for an arbitrary map pr : P → M
in a similar way.
Definition 2.5. Two module deformations • and •˜ are called equivalent if there exits a
formal series T = id+
∑∞
k=1 Tkλ
k of differential operators on P such that
T (a • f) = a •˜ T (f) (5)
for all a ∈ C∞(M) and f ∈ C∞(P ).
Since T as above is always invertible, given a module deformation •, one can define
an equivalent module by a •˜ f = T−1(a • T (f)). If the module is fiber preserving and T
satisfies T (pr∗ a) = 0 for all a ∈ C∞(M) the new module •˜ will also be fiber preserving.
The bidifferential operators Lk can also be considered as elements of DiffOp(C
∞(M),
DiffOp(P )) by considering the operators a 7→ Lk(a, ·). So it is possible to find the
obstruction to an order by order construction of a module structure in the differential
Hochschild cohomology HH2diff(C
∞(M),DiffOp(P )). This goes back to [Ger64].
Lemma 2.6 ([Wei09, Propostion 2.4.3]). Assume that L(r) =
∑r
k=0 λ
kLk is a (C
∞(M), ⋆)-
left module structure up to order λk, with a ⋆ b =
∑∞
k=0 λ
kCk(a, b), then L
(r+1) =
L(r) + λr+1Lr+1 is a module structure up to order k + 1 if
δLr+1 = Rr, (6)
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where δ is the Hochschild differential of HC•(C∞(M),DiffOp(P )) and Rr is given by
Rr(a, b) =
r∑
k=0
Lk(Cr+1−k(a, b), ·) −
r∑
k=1
Lk(b, Lr+1−k(a, ·)). (7)
Also δRr = 0, whence the obstruction for an order by order construction of a module
structure is [Rr] ∈ HH
2
diff(C
∞(M),DiffOp(P )).
Similarly to the above lemma also the obstruction for the construction of an equiva-
lence order by order lies in a certain Hochschild cohomology.
Lemma 2.7 ([BNWW10, Lemma 2.2]). Assume that T (r) = id+λT1 + · · · + λ
rTr is
an equivalence between two left module structures • and •˜ with differential operators Tk.
Then the condition for T (r+1) = T (r) + λr+1Tr+1 to be an equivalence up to order r + 1
is given by
δTr+1 = Er (8)
where Er(a)(f) =
∑r
s=0(Lr+1−s(a, Ts(f)) − Ts(Lr+1−s(a, f)) Moreover δEr = 0 so the
obstruction for an order by order construction lies in HH1diff(C
∞(M),DiffOp(P )) for
any order.
In fact the proofs are completely algebraic so the hold for any algebra and module.
Concerning the existence and equivalence, is was shown in [BNWW10, Theorem 1.5]
that:
Theorem 2.8. Given a fibered manifold P
pr
−→M and a star product on M there exists
always a (fiber preserving) module deformation, which is unique up to equivalence.
This follows also from theorem 3.27 using the previous statements.
2.3 Bimodule deformations
We now come to the study of bimodule deformations of a fibered manifold P
pr
−→M .
Definition 2.9 (Bimodule deformation). A bimodule deformation of a surjective sub-
mersion is a left and right module deformation, • and •′ resp., such that
(a • f) •′ b = a • (f •′ b) (9)
for all a, b ∈ C∞(M) and f ∈ C∞(P ), i.e. C∞(P )[[λ]] becomes a (C∞(M)[[λ]], ⋆)-
bimodule. It is called fiber preserving if both module structures are fiber preserving.
We will call both module structures • in the following, because from the context it is
clear which one we mean.
Also for the case of bimodules it is possible to define a notion of equivalence:
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Definition 2.10. Two bimodule deformations • and •˜ are called equivalent if there
exists a formal power series T = id+
∑∞
k=1 Tkλ
k of differential operators on P such that
T (a • f) = a •˜ T (f) (10)
T (f • a) = T (f) •˜ a (11)
In this case T is called the bimodule equivalence.
Note that T is a left and a right module equivalence.
A simple calculation gives the following
Lemma 2.11. Given a bimodule deformation (•, •′) and T as in the above definition
(•˜, •˜′) given by
a •˜ f = T−1(a • T (f)) (12)
f •˜′ a = T−1(T (f) • a) (13)
is an equivalent bimodule deformation.
In the definition of a bimodule deformation one can also consider the case, where the
star product that acts from the left is different from the one that acts from the right.
The following proposition shows that in nice situations this is not the case
Proposition 2.12. Given a bimodule (•, •′) over ⋆ and ⋆′, the two Poisson brackets are
the same. If the bimodule is fiber preserving we even have ⋆ = ⋆′.
Proof. Since all left and right modules are equivalent and there always exists a fiber
preserving one, we can assume that •′ is fiber preserving, i.e. R1(pr
∗ a, b) = pr∗C ′1(a, b),
because we can use this right module equivalence as a bimodule equivalence. We can
also find a left module equivalence T = id+T1λ + O(λ
2), which would make the left
module fiber preserving. This means there exist a T1 such that the following equation
holds:
L1(a,pr
∗ b) = pr∗C1(a, b) + aT1(pr
∗ b)− T1(pr
∗ ab).
From the bimodule condition a • (f • b) = (a • f) • b in first order we get
pr∗ bL1(a, f) +R1(pr
∗ af, b)− pr∗ aR1(f, b)− L1(a,pr
∗ bf) = 0
Inserting L1 and R1 as above and setting f = 1 gives:
pr∗ bC ′1(a, 1) + pr
∗(ba)T1(1) − bT1(pr
∗ a)− pr∗ C ′1(a, b)
+aT1(pr
∗ b)− T1(pr
∗ ab) + pr∗ C1(a, b) = 0
Exchanging a and b then subtracting the two equations gives
C1(a, b)− C
′
1(a, b) − (C1(b, a) − C
′
1(b, a)) = 0,
as we wanted.
The second statement follows from a • (1 •′ b) = a • pr∗ b = pr∗(a ⋆ b) and (a • 1) •′ b =
pr∗ a •′ b = pr∗(a ⋆′ b).
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In the last section we showed that an order by order construction of a module is
equivalent to solving equations in a certain Hochschild cohomology. The same can be
done for a bimodule deformation. To see this, one uses the well known fact that an
A -bimodule is equivalent to an A e = A ⊗ A opp-module. With this one gets that the
right Hochschild cohomology to consider is HH•(A e,DiffOp(P )).
We now want to define a semi-classical limit of an bimodule deformation, which in
some sense generalizes the fact that the semiclassical limit of a star product is a Poisson
bracket.
Definition 2.13. Given a surjective submersion P → M with a bimodule structure
(•, •′), with a • f =
∑∞
k=0 Lk(a, f)λ
k and f •′ a =
∑∞
k=0Rk(f, a), we can define the
semi-Poisson bracket (sP-bracket) {·, · |} : C∞(M)× C∞(P )→ C∞(P ) by
{a, f |} :=
i
2
(L1(a, f)−R1(f, a)). (14)
The factor i2 assures compatibility with the Poisson bracket.
Remark 2.14. One can make the same definition if A is an arbitrary commutative algebra
and M is a symmetric A -bimodule. Also the following proposition remains true in this
context.
Proposition 2.15. The sP-bracket satisfies
i) {ab, f |} = pr∗ a{b, f |}+ pr∗ b{a, f |}
ii) {a,pr∗ bf |} = pr∗{a, b}f + pr∗ b{a, f |}
iii) {a, {b, f |} |} − {b, {a, f |} |} − {{a, b}, f |} = 0,
for all a, b ∈ C∞(M) and f ∈ C∞(P ). So especially the sP-bracket is a derivation in
the first argument.
If the bimodule is fiber-preserving, we also have {a,pr∗ b |} = pr∗{a, b}.
Proof. Similarly how one can get the properties of a Poisson bracket from the associa-
tivity of the star product, one also gets these properties of the sP-bracket from the
compatibility of left and right module and the star product.
ad i) We consider the equation
(a ⋆ b) • f − f • (a ⋆ b) = a • (b • f)− a • (f • b) + (a • f) • b− (f • a) • b
Evaluating in order λ gives
pr∗C1(a, b)f + L1(ab, f)−R1(f, ab)− pr
∗ C1(a, b)f
= L1(a,pr
∗ bf) + pr∗ aL1(b, f))− pr
∗ aR1(f, b)− L1(a,pr
∗ bf)
+ pr∗ bL1(a, f) +R1(pr
∗ af, b)− pr∗ bR1(f, a)−R1(pr
∗ af, b)
Some of the terms cancel and the remaining give the desired equation.
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ad ii) a • (b • f)− (b • f) • a = b • (a • f − f • a) + (a ⋆ b− b ⋆ a) • f in first order gives
the result.
ad iii) Using [a, f |] = a • f − f • a this equation is the second order term of
[a, [b, f |] |] = [[a, b]⋆, f |] + [b, [af |] |]. (15)
This does not evolve the second order term of the module, since the zeroth order
term of [·, · |] is zero.
A bracket which satisfies the properties given in the previous proposition is sometimes
called a Poisson module. Note these are completely algebraic. In the following we will
call a bracket which satisfies these properties a semi-Poisson bracket.
Proposition 2.16. The sP-bracket of a bimodule deformation is invariant under bimod-
ule equivalence transformations. So let (•, •′) and (•˜, •˜′) be two equivalent bimodules and
{·, · |} and {·, · |}′ resp. be the corresponding sP-brackets then we have
{a, f |} = {a, f |}′ for all a ∈ C∞(M), f ∈ C∞(P ). (16)
Proof. Let T ∈ DiffOp(P )[[λ]] be the bimodule equivalence, then one has
L˜1(a, f) = L1(a, f) + aT1(f)− T1(af)
and
R˜1(f, a) = L1(f, a) + aT1(f)− T1(af).
Subtracting these two one obtains
L˜1(a, f)− R˜1(f, a) = L1(a, f)−R1(f, a).
This means for example that two bimodule deformations with different sP-brackets
cannot be equivalent.
Definition 2.17. We will call a sP-bracket fiber preserving if {a,pr∗ b |} = pr∗{a, b},
this is equivalent to {a, 1 |} = 0, since {a,pr∗ b1 |} = pr∗{a, b}1 + pr∗ b{a, 1 |}. We will
call a sP-bracket natural if {a, fg |} = {a, f |}g+ {a, g |}f . So a natural sP-bracket is also
fiber-preserving.
Proposition 2.18. If a bimodule deformation is fiber preserving so is the corresponding
sP-bracket. If it is fiber preserving and natural the corresponding sP-bracket is natural.
We recall the definition of a Hamiltonian vector field. LetM be a Poisson manifold and
a ∈ C∞(M) then we define the Hamiltonian vector field Xa ∈ C
∞(M) by Xa(b) = {a, b}
for b ∈ C∞(M). Note that sometimes a different sign is chosen.
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Proposition 2.19. Given a natural sP-bracket on P
pr
−→ M , where the corresponding
Poisson bracket is symplectic, we get a horizontal lift, which is given on Hamiltonian vec-
tor fields by Xha (f) = {a, f |} for a ∈ C
∞(M) and f ∈ C∞(P ), and thereby a connection
on P .
Proof. Since M is symplectic it is enough to specify the horizontal lift on Hamiltonian
vector fields Xa ∈ X(M), since these span the tangent space at every point. For these
we set Xha (f) = {a, f |} for all f ∈ C
∞(P ). This is well-defined because the sP-bracket
is a derivation in the first argument so it only depends on the differential of f . Since the
Poisson structure is symplectic this is uniquely determined by the vector field. Because
we assume {·, · |} to be natural it is also a derivation in the second argument and so Xha
is really a vector field. Finally, since Xha (pr
∗ b) = {a,pr b |} = pr∗{a, b} = pr∗Xa(b), we
get a horizontal lift.
Now we come to a main result of this section:
Theorem 2.20. Given a natural sP-bracket on P
pr
−→M , where the corresponding Pois-
son bracket is symplectic, the connection defined in proposition 2.19 is flat.
So given a fibered manifold P over a symplectic manifold M a bimodule deformation
with natural sP-bracket can only exists if P admits a flat connection.
Proof. Since the manifold is assumed to be symplectic it suffices to compute the cur-
vature on Hamiltonian vector fields, for these we get with the Jacobi identity (Proposi-
tion 2.15)
R(Xa,Xa)(f) = [X
h
a ,X
h
b ](f)− [Xa,Xb]
h(f)
= Xha (X
h
b (f))−X
h
b (X
h
a (f))−X{a,b}(f)
= {a, {b, f |} |} − {b, {a, f |} |} − {{a, b}, f |} = 0
for all a, b ∈ C∞(M) and f ∈ C∞(P ).
This can be generalized in some sense to the case where the sP-bracket is not natural.
Proposition 2.21. In the symplectic case the sP-bracket can be used to define a map
DiffOp(M)→ DiffOp(P ).
Proof. Before giving the proof, we recall very briefly the constructing of the universal
enveloping algebra of a Lie-Rinehart algebra as given in [Hue90]. Let (A,L) be a Lie-
Rinehart algebra over K. Then we define A ⊙ U(L) = A ⊗ U(L), where U(L) denotes
the universal enveloping algebra of L considered as Lie algebra over K, with the multi-
plication (a ⊗X)(b ⊗ Y ) = ab ⊗XY + aX(b) ⊗ Y with a, b ∈ A and X,Y ∈ L. Then
we denote by I the ideal generated by a ⊗ X − 1 ⊗ aX and U(A,L) = A⊙ L
/
I is
the universal enveloping algebra of (A,L). We recall that for a manifold M we have
U(C∞(M),X(M)) = DiffOp(M). On Hamiltonian vector fields we can define a Lie al-
gebra morphism X(M) → DiffOpL(P ), where the Lie bracket on DiffOp(M) is given
by the commutator, by Xa 7→ {a, · |}. This can be extend to an algebra morphism
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ϕ : U(X(M)) → DiffOp(M). With this we define a map Φ : C∞(M) ⊙ U(X(M)) →
DiffOp(P ) by a⊗D 7→ pr∗ aD. Since
Φ(a⊗Xc)Φ(b⊗Xd)(f) = pr
∗ a{c,pr∗ b{d, f |} |} = pr∗(ab){c, {d, f |} |}+ pr∗(a{c, b}){d, f |}
= Φ(ab⊗XcXd + aXc(b)⊗Xd) = Φ((a⊗Xc)(b⊗Xd))
for a, b, c, d ∈ C∞(M) it is an algebra morphism. It is also clear that it vanishes on I
and we get an induced map from DiffOp(M) = U(C∞(M),X(M)) → DiffOp(P ).
In the non-symplectic case we get a horizontal lift over the symplectic leaves of the
Poisson manifold. This condition is clearly not enough to get a bimodule deformation.
Consider for example a symplectic star product ⋆ and formally replace λ by λ2 to get ⋆˜
then the Poisson tensor π˜ = 0, so the condition on the symplectic leaves is empty, but
we can only find a bimodule for ⋆˜ if there is one for ⋆.
We do not get a horizontal lift in the non-symplectic case due to two reasons:
• When the Poisson tensor is degenerate, the Hamiltonian vector fields do not span
the tangent space, so it is not possible to lift every vector.
• The horizontal lift would be ill defined, because it can happen that Xa = Xb for
a, b ∈ C∞(M) with da 6= db.
The obstruction we find is only in first order in λ and in the general Poisson case it is
the existence of a sP-bracket. This is non trivial as we have seen. In the symplectic the
existence of a sP-bracket is enough to get a deformation.
Theorem 2.22. Let (M,⋆) be a manifold with a symplectic star product and P →M a
fibered manifold. Given a sP-bracket on P , there exists a bimodule deformation.
Proof. The star product consists of differential operators Ci on M , which can be lifted
by using proposition 2.21. So we set Li(a, f) := Ci(a, ·)
h(f) and Ri(f, a) := Ci(·, a)
h(f).
One has to check that this in fact defines a bimodule. This follows since Ci(a, Lj(b, f)) =
Ci(a,Cj(b, ·))
h(f), which show that it is a left module and similar for the other conditions.
One can also consider the case were only a Poisson structure on M is given and not a
star product. Then the next question would be, if given a sP-bracket it is possible to get
a a star product on M and bimodule structure on C∞(P ). Further it would interesting
to classify them up to equivalence, similarly to Kontsevich’s formality theorem.
2.4 Deformation of principal fiber bundles
In this section we want to consider the deformation of principal fiber bundles. We denote
the structure group by G. We then have an induced left action of G on the functions on
P , given by (g ⊲ f)(p) = f(p · g), where · denotes the principal right action.
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Definition 2.23. A module deformation of a principal fiber bundle with structure group
G is called a deformation of a principal fiber bundle if
g ⊲ (a • f) = a • (g ⊲ f) (17)
for all g ∈ G and similarly for a bimodule.
Proposition 2.24. For a bimodule deformation of a principal bundle we have for the
sP-bracket
g ⊲ {a, f |} = {a, g ⊲ f |}. (18)
Proof. Since g ⊲ (a • f) = a • (g ⊲ f) we get g ⊲ L1(a, f) = L1(a, g ⊲ f) and similarly for
R1, with this
g ⊲ {a, f |} = g ⊲ (L1(a, f)−R1(f, a)) = L1(a, g ⊲ f)−R1(f, g ⊲ f) = {a, g ⊲ f |}.
Proposition 2.25. In the case of a principal bundle bimodule deformation the connec-
tion of proposition 2.19 is a principal connection.
Proof. For a Hamiltonian vector field Xa we have
g ⊲ Xha (f) = g ⊲ {a, f |} = X
h
a (g ⊲ f), (19)
which shows that the horizontal lift and so the connection is compatible with the principal
fiber bundle.
If one has a deformation of a principal bundle one can also define a deformation of
associated vector bundles, for the module case this is done in [BNWW10, Sec. 6]. Here
we proceed similarly for the bimodule and algebra case.
So let us consider an associated vector bundle E = P [V, ρ] over a principal G bundle
P with typical fiber a finite dimensional vector space V and ρ : G → GL(V ) a repre-
sentation. For details of the definition see [Mic08, Section 18.7]. It is well known that
C∞(P, V )G ∼= Γ∞(E). We denote this isomorphism by ·ˆ and its inverse by ·ˇ.
Definition 2.26. Given an associated vector bundle E = P [V, ρ] and a bimodule defor-
mation of P as a principal bundle, we define a bimodule structure on Γ∞(E) by
a • s = (a • sˆ)∨ (20)
and similarly for the right module structure.
Proof. We need to show that this is well defined. For this we have to show that a • sˆ is
again G equivariant. We have for any g ∈ G
g ⊲ (a • sˆ) = a • (g ⊲ sˆ) = a • ρ(g)sˆ = ρ(g)a • sˆ. (21)
What is what we wanted.
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Remark 2.27. If V is also an algebra and given a principal subalgebra deformation of P ,
one can also define an C∞(M) algebra structure on Γ∞(E).
Proof. For f, g ∈ C∞(P, V )G ∼= Γ∞(E) and {ei} a basis of V one defines
f ⋆ g = (f iei) ⋆ g
j(ej) = (f
i ⋆ gj)(ei · ej) (22)
where · is the undeformed product of the algebra V . This is obviously independent of
the choice of the basis. Using the fact that g ⊲ (f ⋆P h) = (g ⊲ f) ⋆P (g ⊲ h) for g ∈ G and
f, h ∈ C∞(M), one gets that the product in (22) is again G-equivariant.
An interesting example of this is the frame bundle of a manifold, because if we can
deform this as an algebra we can also deform the associated vector bundles like the tan-
gent or cotangent bundle and higher tensor bundles like the exterior algebra. Deforming
a single bundle of this as an algebra is straight forward using the above remark. More
care has to be taken if the relations between these, e.g. that the tangent bundle is the
dual of the cotangent bundle, should be preserved. One also should note that if the
Poisson structure on M is symplectic, these deformations can only exist if the frame
bundle is trivial, i.e. the manifold is parallelizable. But even in this case we do not see
a straightforward way of deforming for example the de-Rham differential. But also in
other approaches to deforming the exterior algebra this only works for specific cases, for
example using a Drinfeld twist, see e.g. [ADMW06].
2.5 Equivalence of bimodules
In this section we want to show that given a trivial fiber bundle there are in general
infinitely many nonequivalent bimodule deformations. For this we first describe a way
of constructing a new bimodule structure out of a given one.
We denote µ⋆(a ⊗ b) = a ⋆ b, l⋆(a ⊗ f) = a • f and r⋆(f ⊗ a) = f • a. We can define
a new left module structure by l′⋆ = l⋆e
λQ. The exponential is well defined since in any
order in λ there are only finitely many terms. Here
Q =
∑
i
Ei ⊗Di (23)
where Ei is a derivation of the star product, this means Ei(a ⋆ b) = Ei(a) ⋆ b+ a ⋆ Ei(b)
or
Ei ◦ µ⋆ = µ⋆(Ei ⊗ id+ id⊗Ei) (24)
and Di is a homomorphism of the bimodule, so D(a • f • b) = a •D(f) • b or
D ◦ l⋆ = l⋆(id⊗D) or D(a • f) = a •D(f) and (25)
D ◦ r⋆ = r⋆(D ⊗ id) or D(f • a) = D(f) • a (26)
We also have to assume that all the Di commute among each other and also all the Ei,
i.e. Di ◦Dj −Dj ◦Di for all i, j and the same for the Ei. We also use
Q13 = Ei ⊗ id⊗Di, (27)
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where a sum over i is to be understood as in the following computations.
We show that l′⋆ is again a left module and together with r⋆ a bimodule. For this we
first compute
Q ◦ (id⊗l⋆) = (Ei ⊗Di)(id⊗l⋆) = Ei ⊗Dil⋆
= Ei ◦ l⋆(id⊗Di) = (id⊗l⋆)(Ei ⊗ id⊗Di)
= (id⊗l⋆)Q13
(28)
and also
Q ◦ (µ⋆ ⊗ id) = (Ei ⊗Di) ◦ (µ⋆ ⊗ id)
= (µ⋆ ◦ (Ei ⊗ id+ id⊗Ei))⊗Di = (µ⋆ ⊗ id) ◦ (Q13 +Q23)
(29)
and
Q ◦ (id⊗r⋆) = (Ei ⊗Di)(id⊗r⋆) = Ei ⊗Di ◦ r⋆ = Ei ⊗ r⋆(id⊗Di) = (id⊗r⋆) ◦Q12.
(30)
Next we show (a ⋆ b) •′ f = a •′ (b •′ f). Using (29) we compute
l′⋆(µ⋆(a⊗ b)⊗ f) = l⋆e
λQ(µ⋆(a⊗ b)⊗ f)
= l⋆e
λQ(µ⋆ ⊗ id)(a⊗ b⊗ f) = l⋆(µ⋆ ⊗ id)e
λ(Q13+Q23)
and using (28)
l′⋆(a⊗ l
′
⋆(b⊗ f)) = l⋆e
λQ(a⊗ l⋆e
λQ(b⊗ f))
= l⋆e
λQ ◦ (id⊗l⋆)e
λQ23(a⊗ b⊗ f)
= l⋆(id⊗l⋆)e
λ(Q13+Q23)(a⊗ b⊗ f).
In the last step we used the fact that the Di commute to get e
λ(Q13+Q23) = eλQ13eλQ23 .
Comparing these two and using that fact that l⋆ is a left-module gives (a ⋆ b) •
′ f =
a •′ (b •′ f) as wanted.
Next we want to show that it is also a bimodule, so we compute (a •′ f) • b and
a •′ (f • b):
r⋆(l⋆e
λQ(a⊗ f)⊗ b) = r⋆ ◦ (l⋆ ⊗ id) ◦ e
λQ12(a⊗ f ⊗ b)
l⋆e
λQ(a⊗ r⋆(f ⊗ b) = l⋆e
λQ23 ◦ (id⊗r⋆)(a⊗ f ⊗ b)
= l⋆ ◦ (id⊗r⋆)e
λQ12(a⊗ f ⊗ b)
The two sides agree, since l⋆ and r⋆ form a bimodule, so we get in fact a bimodule.
This shows the following proposition:
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Proposition 2.28. Let (•, •′) be a bimodule deformation of P
pr
−→ M , n ∈ N, Ei for
i = 1, . . . , n be a derivation of the star product and Di for i = 1, . . . n a bimodule
homomorphism, such that all the Ei commute and also the Di. Then l⋆e
λ
∑
i Ei⊗Di,
where l⋆ denotes the original left module structure, is again a bimodule structure with
the same right module structure.
The modified bimodule has the sP-bracket
{a, f |}′ = {a, f |}+ pr∗Ei(a)Di(f). (31)
The statement for the sP-bracket follows directly from
l′⋆ = l⋆ ◦ e
λQ = L0 + λ(Ei ⊗Di) + λL1 +O(λ
2) (32)
and the definition of the sP-bracket.
With this construction it is at least in the trivial case possible to construct lots of
different, i.e. nonequivalent bimodule structures, because there always exist derivations
of a star product, e.g. the quasi-inner ones, and any vertical differential operator, whose
coefficients are also independent ofM , gives a bimodule homomorphism for the bimodule
described in the first part of section 2.6, which gives the following corollary:
Corollary 2.29. Let M × F →M be a trivial fiber bundle and ⋆ a star product on M .
Then the there are infinitely many nonequivalent bimodule deformations.
Here it can also be seen that even two bimodule deformations having the same sP-
bracket are not equivalent. Take the trivial Poisson bracket with the trivial star product
and also the trivial bimodule deformation. Then take l˜⋆ = l⋆ ◦ e
λ2Q with Q as above
this does not change the sP-bracket nor the right module but in general changes the left
module structure. In contrast in this case every bimodule equivalence which changes the
left also changes the right module structure.
2.6 Examples
First of all there is the trivial example. So let P = M × G with manifolds M,G
and ⋆ a star product on M . Then we can choose the trivial connection and lift the
differential operators in ⋆ with this and define a • f =
∑∞
r=1 C
h
r (a, f) This means that
for f : (x, g) 7→ f(x, g) the operators only act on x. This clearly gives a bimodule.
Actually its enough to have a flat connection on P →M . Then lifting the differential
operators Ck(a, ·) and Ck(·, a) in the star product to differential operators on N gives a
left- resp. right module structure.
Proposition 2.30. Consider a fibered manifold P → M and commuting vector fields
X1 . . . Xk on M and a horizontal lift such that also the X
h
i commute. Then we can define
for any constant matrix A = (aij) a star product on M by
a ⋆ b = µ(ea
ijXi⊗Xja⊗ b) (33)
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for a, b ∈ C∞(M) and analogue on P by
a ⋆P b = µ(e
aijXhi ⊗X
h
j f ⊗ g) (34)
for f, g ∈ C∞(P ).
Then (C∞(M), ⋆) is a subalgebra of (C∞(P ), ⋆P ), so we have a subalgebra deformation
as described in the following section, and we also get a bimodule.
Proof. First we note that ⋆ and ⋆P really define two star products. See e.g. [Wal07,
Sect.6.2.4] for a proof of this. So we only need to show that we get a subalgebra. This
follows form
pr∗ a ⋆P pr
∗ b = µ(ea
ijXhi ⊗X
h
j pr∗ a⊗ prb)
= µ(pr∗ ea
ijXi⊗Xja⊗ b) = pr∗(a ⋆ b),
for all a, b ∈ C∞(M), where we used Xh pra = pr∗X(a). The bimodule structure is
given by a • f • b = pr∗ a ⋆P f ⋆P pr
∗ b.
2.7 Subalgebra deformation
We briefly want to give some remarks on the deformation of C∞(M) as a subalgebra of
C∞(P ) for a fibered manifold P
pr
−→ M . This has already been considered in [Bor04],
but we here want to relate it to bimodule deformations. We also do not assume a fixed
given Poisson bracket on P .
Definition 2.31. Given a fibered manifold P
pr
−→ M and a star product ⋆ on M , we
call an algebra (C∞(P )[[λ]], ⋆P ) a deformation as subalgebra of P if
(pr∗ a) ⋆P (pr
∗ b) = pr∗(a ⋆ b) (35)
for all a, b ∈ C∞(M).
Remark 2.32. Of course given a subalgebra deformation, one also gets a bimodule defor-
mation by defining a • f = pr∗ a ⋆P f and f • b = f ⋆P pr
∗ a. This bimodule deformation
is always fiber preserving.
Definition 2.33. Given a principal G bundle P
pr
−→M we call a subalgebra deformation
⋆P of P a principal subalgebra if
(g ⊲ f) ⋆P (g ⊲ h) = g ⊲ (f ⋆P h) (36)
for all f, h ∈ C∞(P ) and g ∈ G.
Proposition 2.34. Given a subalgebra deformation of a fibered manifold P and {·, ·}P
the corresponding Poisson bracket, for a, b ∈ C∞(M) we have
pr∗{a, b} = {pr∗ a,pr∗ b}P (37)
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Proof. This is a simple consequence from (35) in first order in λ.
Theorem 2.35. Given a fibered manifold P
pr
−→ M and a Poisson bracket {·, ·}P on P
and {·, ·} on M , which is symplectic, satisfying pr∗{a, b} = {pr∗ a,pr∗ b}, i.e. C∞(M) is
a Poisson subalgebra of C∞(P ), we get a horizontal lift, which is flat.
Proof. Since M is symplectic it is enough to consider Hamiltonian vector fields. We
define
Xha (f) = {pr
∗ a, f}P for f ∈ C
∞(P ). (38)
Since the Poisson bracket on P is a derivation in the second arguments Xha is really a
vector field. The lift is well defined similarly to proposition 2.19. From Xha (pr
∗ b) =
{pr∗ a,pr∗ b}′ = pr∗{a, b} = pr∗Xa(b) we see that X
h
a is a horizontal lift of Xa. For the
curvature one finds
R(Xa,Xb)(f) = [X
h
a ,X
h
b ](f)− [Xa,Xb]
h(f)
= Xha (X
h
b (f))−X
h
a (X
h
b (f))−X
h
{a,b}
= {pr∗ a, {pr∗ b, f}′}′ − {pr∗ a, {pr∗ b, f}′}′ − {pr{a, b}, f}′
= {pr∗ a, {pr∗ b, f}′}′ + {pr∗ a, {f,pr∗ b}′}′ + {f, {pr∗ a,pr∗ b}′}′ = 0
Corollary 2.36. A subalgebra deformation of a fibered manifold P
pr
−→M can only exist
if P admits a flat lift.
Proof. This is obvious from theorem 2.35 and proposition 2.34
Of course this also follows from theorem 2.20 since a subalgebra gives rise to a fiber-
preserving bimodule.
On the other hand if we have a flat lift, for example if one already has a subalgebra
deformation or a pr∗ related Poisson bracket on P , one can use this horizontal lift to
lift the differential operators Ck in the star product to get a star product on P , which
gives a subalgebra deformation. The Poisson bracket on P in this case is the lift of the
Poisson bracket on M . But it turns out that this lifted Poisson bracket is in general
different from the original one on P , since the lifted one can contain a term with both
vector fields vertical. For example the Poisson structure on M could be zero, but the
one on P is only vertical but nonzero.
3 Generalization of the HKR theorem
In this section we want to compute the differential Hochschild cohomology of C∞(P )
and DiffOp(P ) as C∞(M)-bimodules. For this we first need some more technical con-
structions, for which we follow [BNWW10].
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3.1 Hochschild cohomology
Let M be a bimodule over an algebra A and
HCk(A ,M ) = Hom(A ⊗k,M ) ∼= Hom(A , . . . ,A︸ ︷︷ ︸
k times
,M ), (39)
where the isomorphisms follows from the universal property of the tensor product. Here
Hom(A , . . . ,A ;M ) means the multilinear maps from A to M as vector spaces.
Then we can define a differential on the complex HC•(A ,M ) by
δni f(a1 ⊗ . . .⊗ an+1) =


a1 · f(a2 ⊗ . . .⊗ an+1) for i = 0
f(a1 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an+1) for 0 < i < n
f(a1 ⊗ . . .⊗ an) · an+1 for i = n
(40)
δn :=
n∑
i=0
(−1)iδni (41)
One can compute that δn ◦ δn−1 = 0, so we can make the following definition:
Definition 3.1. The n-th cohomology group of HCn(A ,M ) can be defined by
HHn(A ,M ) = ker(δ
n+1)
/
im(δn) (42)
This is the so called Hochschild cohomology of M .
We note that if A is commutative, HHn(A ,M ) is again an A -bimodule.
Later we will consider the case A = C∞(M) for a manifold M and M = DiffOp(N)
or M = C∞(N) where we have a map N
pr
−→M . The bimodule structure on DiffOp(N)
is defined by
(a ·D · b)(f) = pr∗ aD(pr∗ bf) (43)
and similarly for C∞(P ).
Definition 3.2 (Differential Hochschild complex). Let A be a commutative algebra,
then we define the differential Hochschild complex by
HC•diff(A ,M ) =
∞⊕
k=0
HCkdiff(A ,M ) ⊂ HC
•(A ,M ) (44)
with
HCkdiff(A ,M ) = DiffOp
•(A , . . . ,A︸ ︷︷ ︸
k times
;M ). (45)
The corresponding Hochschild cohomology we denote by HH•diff(A ,M ).
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In the case of HCdiff(A ,DiffOp(P )) we slightly modify this and set
HCkdiff(A ,DiffOp(P )) =
⋃
L∈Nk0
⋃
l∈N0
DiffOpL(A , . . . ,A ; DiffOp(P )). (46)
To see that this actually is a subcomplex one needs that M is a differential bimodule,
to make sure that the differential restricts to the set of differential operators. The multi-
plication with an element of the algebra and the concatenation of differential operators
is again a differential operator, so the only operation in the definition of the differential
which needs not to be a differential operator is the right module multiplication.
Definition 3.3 (Differential bimodule). Let M be an A -bimodule. Then M is called
a differential bimodule if for all a ∈ A the map M → M : f 7→ f · a is a differential
operator.
The algebra we will use later will be C∞(M) for a manifold M . This is a Fre´chet
algebra, with the usual seminorms. On DiffOp we use the topology given by the local
presentation. This is D =
∑
I D
I∂I for some multiindex I. We have seminorms for all
I given by the seminorms of DI considered as smooth functions.
Since we are not interested in arbitrary homomorphisms but only in continuous ones
we also define
Definition 3.4 (Continuous Hochschild complex). Let A be a commutative topological
algebra and M a topological bimodule then we define the continuous Hochschild complex
by
HCkcont(A ,M ) = Homcont(A , . . . ,A ;M ) ⊂ HC
k(A ,M ) (47)
where Homcont denotes the space of all continuous homomorphism.
Since δ maps continuous homomorphisms to continuous homomorphisms, it can be
restricted to this subcomplex and we get the continuous Hochschild cohomology.
Since in our situation every differential operator is continuous we have HCdiff ⊂
HCcont.
3.2 Bar complex
We recall the definition of the bar complex adopted to our situation following [BNWW10,
Wei09].
We consider A = C∞(V ) for an convex open subset V of Rn and use A e = A ⊗A opp,
which is an algebra for the obvious componentwise multiplication. In our case of course
A opp = A but in general one needs A opp. For the complexes we use, we actually need
the completion of A e in the projective topology of the tensor product, which we will
denote by ⊗ˆ.
Definition 3.5. We define the bar complex X• as
X0 = A
e = C∞(V × V ) (48)
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Xk = C
∞(V × V k × V ) (49)
with differential ∂kX : X
k → Xk−1 given by
(∂kXϕ)(v, q1, . . . , qk−1, w) =ϕ(v, v, q1, . . . , qk−1, w) +
k−1∑
i=1
(−1)iϕ(v, q1, . . . .qi, qi, . . . , qk−1, w)
+ (−1)kϕ(v, q1, . . . , qk−1, w,w)
(50)
We have Xk ∼= A
e ⊗ˆA ⊗ˆk for the completion in the projective topology of the tensor
product induced by the Fre´chet topology of C∞(V ), because for the completed tensor
product one has C∞(V ) ⊗ˆ C∞(V ) = C∞(V × V ). For details see [Jar81] especially
Section 21.6.
The A e-module structure is given by
(aχ)(v, q1, . . . .qk, w) = a(v,w)χ(v, q1, . . . , qk, w) (51)
for a ∈ A e, χ ∈ Xk and v,w, q1, . . . , qk ∈ V , which corresponds to the algebra multipli-
cation in the A e factor of the Xk.
Lemma 3.6. We get a resolution of A as A e-module by an exact sequence
0←− A
ǫ
←− X0
∂1
X←− X1 ← · · ·
∂k
X←− Xk ←− · · · , (52)
where
(ǫa)(v) = a(v, v). (53)
Proof. One easily sees that ∂X and ǫ are A
e linear and a computation shows that
∂X ◦ ∂X = 0 and ǫ ◦ ∂X = 0, so we really have a complex.
To show that it is exact one uses the homotopies hkX : Xk → Xk+1
(h−1X a)(v,w) = a(v) (54)
(hkXχ)(v, q1, . . . , qk+1, w) = −(−1)
kχ(v, q1, . . . , qk+1) (55)
For details see [BNWW10, Ch.3].
We note that the homotopies hkX are not A
e linear, which will cause some trouble
later.
Remark 3.7. This resolution is topologically free, but not in the purely algebraic setting.
This is one reason, why one cannot simple apply the standard techniques of homological
algebra. For the continuous case one could still use them, see [Pfl98, Con94], however
not for the differential cohomology.
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3.3 Koszul complex
Next we need another complex, which cannot be defined for C∞(M) for an arbitrary
manifold M , but only for the special case of a convex subset of Rn. However, we will
later be able to compute the Hochschild cohomology for arbitrary manifolds by localizing
to convex sets. In the definition of the Kozsul complex and the related chain maps we
follow [Wei09, Sect.5.4].
Let A = C∞(Rn) or A = C∞(V ) where V ⊂ Rn is a convex open set. For a (finite
dimensional) vector spaceW we denote by Λ•(W ) the antisymmetric tensor algebra over
W , and by W ∗ its dual.
Definition 3.8. We define the Koszul complex (K,∂K) over A as
K0 = A
e (56)
Kk = A
e ⊗ Λk(Rn)∗ ∼= C∞(V × V,Λk(Rn)∗) (57)
Also every Kk has an A
e-module structure by multiplication in the first factor.
Next we define the differential ∂kK : Kk → Kk−1 by
(∂Kω)(v,w)(x1, . . . , xk−1) = (ω(v,w))(v − w, x1, . . . , xk−1) (58)
for ω ∈ Kk and v,w ∈ V, xi ∈ R
n.
Note that for the definition of the differential we need to insert v−w, which is actually
a point on the manifold V , into a form. This is one reason, why one can define the Koszul
complex only for a subset of Rn. Actually it would be enough to consider V = Rn since
every convex open set is diffeomorphic to Rn.
We get the following finite and free resolution
0←− A
ǫ
←− K0
∂1K←− K1 ← · · ·
∂kK←− Kn (59)
Again one has to check that ∂i ◦∂i+1 = 0, which is a straightforward calculation using
the fact that one has to insert the same argument v − w twice.
Lemma 3.9. The sequence (59) is exact.
Proof. Use the homotopies hkK : Kk → Kk+1
(hkKω)(v,w) = −
n∑
j=1
ej ∧
∫
tk
∂ω
∂wj
(v, tw + (1− t)v)dt (60)
For details see [Wei09, Sect. 5.4].
Note that for this we needed the convexity of V and the completion of the tensor
product.
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Using ξi = xi ⊗ 1− 1⊗ xi ∈ A
e, we can write the differential on forms eI =
(
e1
)∧I1 ∧
· · ·∧ (en)∧In with a multiindex I ∈ Zn, where all Ij can be assumed to be 0 or 1, because
otherwise it would vanish, as
∂Ke
I =
∑
i
ξi ⊗ ιeie
I . (61)
This can be easily seen using the fact that δKe
i = ξi.
Next we define F k : Kk → Xk
F k(ω)(v, q1, . . . , qk, w) = ω(v,w)(q1 − v, . . . , qk − v) (62)
and Gk : Xk → Kk
(Gkχ)(v,w) =
n∑
i1...ik=1
ei1 ∧ · · · ∧ eik
1∫
0
dt1 · · ·
tk−1∫
0
dtk
∂kχ
∂qi11 · · · ∂q
ik
k
(v, t1v + (1− t1)w, . . . , tkv + (1− tk)w,w).
The definition of F appears first in [Con94, Sect.III.2α] and theG originates in [BGH+05].
The maps F and G are chain maps and A e-module homomorphisms, this means we get
the following commutative diagram of A e-linear maps:
0 A X0 · · · Xk Xk+1 · · ·
0 A K0 · · · Kk Kk+1 · · ·
ǫ ∂1X ∂
k
X ∂
k+1
X ∂
k+2
X
ǫ ∂1K ∂
k
X ∂
k+1
K ∂
k+2
K
F k Gk F k+1 Gk+1
One can show that Gk ◦ F k = id which proves that Θk = F k ◦ Gk is a projection.
Further one can compute explicitly
(Θkχ)(v, q1, . . . , qk, w) =
n∑
i1...ik=1
∑
σ∈Sk
sign(σ)(q1 − v)
iσ(1) · · · (qk − v)
iσ(k)
∫ 1
0
dt1 · · ·
∫ tk−1
0
dtk
∂kχ
∂qi11 · · · ∂q
ik
k
(v, t1v + (1− t1)w, . . . , tkv + (1− tk)w,w),
(63)
where Sk is the symmetric group with k elements, and the upper indices on the brackets
denote the components.
Remark 3.10. The explicit homotopies F,G and Θ would not be necessary in the com-
pletely algebraic context, because their existence can be proven in a completely abstract
way, but we need them here to make sure that everything stays in the continuous or
differential Hochschild cohomology.
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Lemma 3.11. There exists a homotopy between Θ• and idX•.
Proof. See [Wei09, Proposition 5.7.2]
We now consider the vector space HomcontA e (Xk,M ) of continuous A
e-linear maps.
With the pullback of the differentials δkX = (∂
k
X)
∗, defined by (∂∗ϕ)(a) = ϕ(∂a) for
ϕ ∈ HomcontA e (Xk,M ) and a ∈ X•), we get the complex (Hom
cont
A e (X•,M ), δX).
Proposition 3.12. The complexes (HomcontA e (X•,M ), δX ) and HC
k
cont(A ,M ) are iso-
morphic with isomorphism Ξ : HomcontA e (X•,M )→ HC
k
cont(A ,M )
(Ξkψ)(a1, . . . , ak) = ψ(1⊗ a1 ⊗ · · · ak ⊗ 1). (64)
Proof. Ξ is a chain map, since one can easily see that
Ξ ◦ δX = δ ◦ Ξ. (65)
The map Θ is an isomorphism, because of the universal property of the tensor product
for continuous maps. The inverse is given by
Ξ−1(1⊗ a1 ⊗ · · · ⊗ ak ⊗ 1) = ψ(a1, . . . , ak). (66)
For details see [Wei09, Prop.5.2.1].
We have a well-defined differential subcomplex HH•diff(A ,M ) in the case of a differ-
ential bimodule. But we also want to define a complex Homdiff
A e
(Xk,M ), with which we
can compute this differential Hochschild cohomology. For this we set
Homdiff,L
A e
(Xk,M ) = (Ξ
k)−1(DiffOpL(A ,M )) (67)
Since Ξ is a chain map we also get a well defined subcomplex HomdiffA e (X•,M ) of
HomcontA e (X•,M ). By construction we get an isomorphism of complexes
Ξ : (HomdiffA e (X•,M ), δX )→ (HC
•
diff(A ,M ), δ) (68)
Since M is a topological bimodule, we have that the map (a, f, b) 7→ a • f • b is
continuous. So by continuity we get an A e-module structure, for the completed tensor
product, given by
(a⊗ b) · f = a · f · b. (69)
This can also be written as
aˆ • f =
∑
|I|<l
(∆∗0∂I aˆ) · f
I (70)
for all aˆ ∈ A e. Here ∆∗k denotes the pull-back with the total diagonal map ∆k : V →
V k+2 and the differentiation acts on the second argument of aˆ.
Using the local form of a differential operator it is also possible to get an explicitly
form of the elements of Homdiff,L
A e
(Xk,M ).
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Lemma 3.13 ([Wei09, Lemma 5.3.6]). An element ψ ∈ Homdiff,L
A e
(Xk,M ) has the form
ψ(χ) =
∑
|I1|<l1,...,|Ik|<lk,|J |<l
(
∆∗k
∂|I1|+···|Ik|χ
∂qI11 · · · ∂q
Ik
k ∂w
J
)
· ψI1···IkJ (71)
with multiindices I1, . . . Ik, J ∈ N
n
0 and ψ
I1···IkJ ∈ M , and l the order of the differential
bimodule.
With this one can show that the constructed homotopies all respect the differential
subcomplex in the following sense:
Proposition 3.14 ([Wei09, Prop. 5.7.3]). The pullbacks (Gk)∗ : HomA e(Kk,M ) →
Homdiff ,L
A e
(Xk,M ) only take values in the differential cochains of multiorder L = (l +
1. . . . , l + 1) and
(Θk)∗ : HomdiffA e (Xk,M )→ Hom
diff,L
A e
(Xk,M ), (72)
so elements of the differential Hochschild complex are mapped into such elements. Also
for all L ∈ Nk+10 we have
(sk)∗ : Homdiff,L
A e
(Xk+1,M )→ Hom
diff ,L˜
A e
(Xk,M ), (73)
where l˜i = (k − 1)! + |L|+ l.
We want to compute explicitly the map G˜ : Hom(K,M ) → HC(A,M), which is
induced by G∗, in the case of a symmetric bimodule. We get
G˜(ϕ)(a1, . . . , ak) =
∑
i1,...ik
(∂i1a1) . . . (∂ikak)ϕ(e
i1 ∧ · · · ∧ eik). (74)
Proposition 3.15. We have the following isomorphisms of complexes:
HH•diff(A ,M )
∼= H(HomdiffAe (X•,M ))
∼= H(HomA e(K•,M )) (75)
Remark 3.16. Since Kk is free and finite dimensional as an A e-module for any k ∈ N,
we have that HomA e(Kk,M ) ∼= K
∗
k ⊗A e M
∼= (A e ⊗ Λ•(Rn)) ⊗A e M ∼= Λ
•(Rn)⊗M ,
for any module M , where K∗k is the dual of Kk as A
e-module.
The differential on Hom(Kk,M) can then be written as
δK(ϕ⊗ f) = ξie
i ∧ ϕ⊗ f (76)
for ϕ⊗ f ∈ Λ•(Rn)⊗M .
Since the Koszul complex is finite and every Kk is also a finite dimensional module it
is much smaller than the bar complex. So it is easier to handle, but still big enough to
compute the desired Hochschild cohomology. For defining the Koszul complex one needs
to use the completion of the tensor product in A e because otherwise it is not possible
to define for example the homotopy.
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3.4 Generalisation of the HKR theorem
The aim of this section is to prove a generalization of the HKR theorem. We start with
the simple case that the considered manifolds are Rn.
Theorem 3.17. Consider an arbitrary smooth map Rn
p
−→ Rm between Rn and Rm.
Then
HH•diff(C
∞(Rm),C∞(Rn)) = Λ•(Rm)⊗ C∞(Rn) (77)
as C∞(Rm)-bimodules.
Proof. Using proposition 3.15 we compute the cohomology of the corresponding Koszul
complex. We consider an element eI ⊗ f ∈ Hom(Kk,C
∞(Rn)), where I is a multiindex.
Since Kk is a free A
e-module this is a generating set. We have
∂K(e
I ⊗ f) = ξie
i ∧ eI ⊗ f = ei ∧ eI ⊗ (pr∗ xif − f pr∗ xi) = 0, (78)
using the fact that the tensor product is A e-linear and the fact that the multiplication
in C∞(Rn) is commutative. So the differential is trivial and remark 3.16 gives us the
desired result.
Remark 3.18. Note that we only needed the fact that C∞(Rn) is a symmetric bimodule,
so for any symmetric module M we get
HH•(C∞(Rm),M ) ∼= Λ•(Rm)⊗M . (79)
Next we want to consider the trivial situation for the Hochschild cohomology of the
differential operators.
Theorem 3.19. Let Rn
p
−→ Rm be the projection on the first k coordinates. Then
HH•diff(C
∞(Rm),DiffOp(Rn)) ∼= Λ•(Rm−k)⊗DiffOpver(R
n) (80)
as C∞(Rm)-modules.
Proof. This proof is similar to the proof of theorem 3.17. Considering elements of the
form eI ⊗ fyJ ∈ Hom(Kk,DiffOp(R
n)), where yI is a symbol, which we identify with
the corresponding differential operator, f ∈ C∞(Rn) and I, J are multiindices. We also
assume that yI acts on everything to the right. Again elements of this form generate
the whole of Hom(Kk,DiffOp(R
n)). We have
∂K(e
I ⊗ fyJ) =
n∑
i=1
ξie
i ∧ eI ⊗ fyj (81)
=
n∑
i=1
ei ∧ eI ⊗ f(pr∗ xiyJ − yJ pr∗ xi) (82)
=
k∑
i=1
ei ∧ eI ⊗ f [xi, yJ ] (83)
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= −
k∑
i=1
ei ∧ eI ⊗ f∂yiy
J (84)
using pr∗ xi = 0 for i > k and [xi, yJ ] = ∂yiy
I . In this case DiffOpver are those differential
operators, whose symbols only contain yi with i > k.
For ∂K(e
I ⊗ fyJ) = 0 we need that ∂Ke
I′ ⊗ yJ
′
= 0 where I ′ ∈ Nk consists of the first
k entries of I and similarly for J . This can be considered as the de-Rahm differential
on Rk for polynomial functions. The cohomology of this is known to be trivial except in
degree 0, where it is C and the non trivial element is 1. Since the differential is trivial
on the other part, we get the result.
Now we want to use this result for Rn and generalize it for the situation of an arbitrary
smooth map pr :M → N between two manifolds. To be able to localize things we need
the assumption that pr(N) is a submanifold of M .
Remark 3.20. Since pr(N) is a submanifold of M , we can assuming that pr has constant
rank, since this is true for every connected component. With the constant rank theorem
we get adapted charts. This means for every point p ∈ P there are open sets p ∈ V ⊂ P
and pr(p) ∈ U ⊂ M , with pr(V ) = U , and diffeomorpism V → V˜ ⊂ Rn and U → U˜ ⊂
R
m such that in this charts pr is the projection on the first k = rank(pr) components.
Furthermore we can assume that U˜ and V˜ are convex.
Lemma 3.21. The restrictions and charts shown in the following diagram are chain
maps
HC•diff(M,DiffOp(P ))
HC•diff(U,DiffOp(pr
−1(U))
HC•diff(U,DiffOp(V )) HC
•
diff(U˜ ,DiffOp(V˜ ))
∼=
Proof. This follows from the fact that all involved operators are local.
Now we get the the fist of the two main results of this part of this paper, which gives
a generalization of the HKR theorem. A similar statement using the same concepts for
the proof is given in [BGH+05].
To simplify the notation we will sometimes writeHC•(M, ·) instead ofHC•(C∞(M), ·).
Theorem 3.22. Let N
pr
−→M be such that pr(N) is a closed submanifold of M then
HH•(C∞(M),C∞(N)) = X•(M)|pr(N) ⊗C∞(M) C
∞(N) (85)
as C∞(M)-bimodule.
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Proof. First we check that if we take M,N and pr as in theorem 3.17 we get the same
statement as there. Since in this case we have global charts, we have X•(M) ∼= C∞(M)⊗
Λ•(Rm). So we get X•(M)|pr(N) ⊗C∞(M) C
∞(N) ∼= (C∞(pr(N)) ⊗ Λ•(Rm)) ⊗C∞(M)
C∞(N) ∼= Λ•(Rm)⊗ C∞(N). The last isomorphism holds since C∞(pr(N)) is a subal-
gebra of C∞(M), since pr(N) is closed, so any function on pr(N) can be extended to a
function on M .
The idea is to localize things such that theorem 3.17 can be applied, and then glue
them together again. Since we consider the differential Hochschild cohomology it is
enough to consider an open neighborhood of pr(N) in M . So given an atlas {Uα} of
submanifold charts of pr(N) we can assume w.l.o.g. that
⋃
α Uα = M , since M \ pr(N)
is open we can take this is a submanifold chart and this to get a global atlas of M . We
also consider a locally finite partition of unity χα subordinate to {Uα} and an atlas {Vα}
of N , with partition of unity ψα. These are adapted in the sense that pr(Vα) = Uα|pr(N)
Now consider a ϕ ∈ HCldiff(M,C
∞(N)) which is closed. With lemma 3.21 the re-
strictions ϕVα ∈ HC
l
diff(Uα,C
∞(Vα)) are closed. With the first part of the proof there
exists σα ∈ Λ
•(Rm)⊗C∞(N) and θα ∈ HC
l−1(Uα,C
∞(Vα)) with ϕVα = σα + δθα. The
restrictions
θ˜α(a1, . . . , ak)|Vα = ψαθα(a1|Uα , . . . ak|Uα) (86)
and 0 elsewhere, define global elements θα, and similarly one can define global elements
σα. Clearly we have δθ˜α + σ˜α = ψα(δθ + σ), and, since ψα is locally finite, we get that
θ =
∑
α θ˜α and σ =
∑
α σ˜α are well-defined differential operators, and we also get
ϕ =
∑
α
ψαϕ =
∑
α
(σ˜α + δθ˜α) = σ + δθ (87)
This gives the desired result.
Remark 3.23. The isomorphism in the previous theorem is given by the pullback of Θ
since the differential in the Kozsul complex is trivial. From proposition 3.14 it also
follows that the image of Θ∗ are exactly the multivector fields, because the module is
symmetric, so it is a differential bimodule of order l = 0. So the pullback maps into the
totally antisymmetric multidifferential operators of order one in each argument.
Proposition 3.24. The map which assigns to every cocycle its cohomology class is given
by the total antisymmetrization.
Proof. The map G˜ in eq. (74) is an isomorphism on cohomology. So let ϕ ∈ HC(M,M )
be a cocycle. Then there exists an η ∈ Hom(K,M ) such that [ϕ] = [G˜η]. So we have
ϕ = G˜η+∂ψ for a ψ ∈ HC(M,M ). With this we get Alt(ϕ) = Alt(G˜η)+Alt(∂ψ) = G˜η,
since G˜η is antisymmetric and Alt δ = 0, since the algebra is commutative.
From this we easily get the classical HKR theorem.
Corollary 3.25. For a manifold M we have
HH•diff(C
∞(M)) ∼= X•(M) (88)
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Proof. Use theorem 3.22 with N =M and pr = id.
We want to explicitly compute HH•diff(C
∞(M),C∞(M)) in the low degrees:
For f ∈ HC0diff(C
∞(M),C∞(N)) ∼= C∞(N) we have
(δf)(a) = pr∗ af − f pr∗ a = 0 (89)
for all a ∈ C∞(M) and f ∈ C∞(P ). So every element of HC0diff(C
∞(M),C∞(N)) is
closed but since there are no elements of degree −1, we have HH0diff(C
∞(M),C∞(N)) =
C∞(N).
For ϕ ∈ HC1diff(C
∞(M),C∞(N)), we have
(δϕ)(a, b) = pr∗ aϕ(b)− ϕ(ab) + ϕ(a) pr∗ b. (90)
So ϕ is closed if
ϕ(ab) = pr∗ aϕ(b) + ϕ(a) pr∗ b, (91)
which means that ϕ is a derivation. Since δ0 = 0 there are no exact elements, and the
cohomology is given by the elements satisfying (91).
Before proving the main theorem we need a small lemma:
Lemma 3.26. Let V be a finite dimensional vector space and W ⊂ V be a vector
subspace then
Λ•(V )
/
〈Λ1(W )〉 = Λ
(
V
/
W
)
. (92)
Here 〈x〉 denotes the ideal generated by x.
Proof. We define a homomorphism ϕ : Λ
•(V )
/
〈Λ1(W )〉 → Λ
•(V
/
W ) by [v1∧· · ·∧vk] 7→
[v1] ∧ · · · ∧ [vk], where [·] denotes the corresponding equivalence classes. First of all it is
easy to see that this is well defined, since any X ∈ Λ
•(V )
/
〈Λ1(W )〉 contains a w ∈ W
and w = 0 in V
/
W . ϕ is clearly surjective. Using a basis {ei}i∈I such that {ei}i∈J ,
with J ⊂ I, is a basis of W , one gets that ϕ(ei1 ∧ · · · ∧ eik) = 0 if and only if one of the
ij is in J . This shows ϕ to be injective. So ϕ is a isomorphism.
Now we can prove the main theorem of this paper, namely the computation of the
Hochschild cohomology HH•(C∞(M),DiffOp(N)). It is a significant generalization of
the theorem given in [BNWW10], where the situation of a fibered manifold is considered.
The big difference to our situation is that there the cohomology is trivial except in degree
zero, while here it is in general always non trivial. We need the assumption that pr(N)
is a closed submanifold. This is needed to use the local situation given in theorem 3.19.
The fact that pr(N) is closed is important, because otherwise C∞(pr(N)) would not be
a subalgebra of C∞(M), which is important for our construction.
After proving this theorem, we want to give some details on the isomorphism given in
it.
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Theorem 3.27. Let N
pr
−→M be such that pr(N) is a closed submanifold of M then
HH•diff(C
∞(M),DiffOp(N)) ∼= X
•(M)|pr(N)
/
〈X(pr(N))〉 ⊗C∞(M) DiffOpver(N) (93)
as C∞(M)-bimodule, where 〈x〉 denotes the ideal generated by x.
Proof. Again we first compare the statement of this theorem with the local situation
in theorem 3.19, i.e. M = Rm and N = Rn. In this case we have pr(N) = Rk so
X
•(M)|pr(N) = C
∞(Rk)⊗Λ•(Rm) and X(pr(N)) = Λ•(Rn)⊗C∞(Rn). These equalities
follow easily form the fact that the multivector bundle over Rn is trivial. Next with
lemma 3.26 we have that Λ
•(Rm)
/
〈Λ•(Rk)〉 = Λ
•(Rm−k). So we get
X
•(M)|pr(N)
/
〈X(pr(N))〉 = C
∞(Rk)⊗ Λ•(Rm)
/
〈C∞(Rk)⊗ Λ1(Rk)〉
= C∞(Rk)⊗ Λ
•(Rm)
/
Λ1(Rk)
= C∞(Rk)⊗ Λ•(Rm−k),
since we consider X•(M)|pr(N) and 〈X(pr(N))〉 as C
∞(M)-modules.
Globalizing works as in the previous theorem.
Remark 3.28. The submodule HC•(C∞(M),DiffOpver(N)) is symmetric by the defini-
tion of a vertical operator and so similarly to above the pullback of Θ on this submodule
maps into the multivector fields. If one chooses a connection on N as a fibered manifold
over pr(N) one gets
DiffOp(N) = DiffOpver(N)⊕DiffOphor(N) (94)
So one also has
HC•(C∞(M),DiffOp(N)) = HC•(C∞(M),DiffOpver(N))⊕HC
•(C∞(M),DiffOphor(N)).
Now using the Koszul complex one can see that any closed element of HC•(C∞(M),
DiffOphor(N)) is exact, since with the notation as in the proof of theorem 3.19 we have
that yI
′
is non constant. So in every cohomology class their is a representative which lies
in HC•(C∞(M),DiffOpver(N)) and on this the isomorphism in theorem 3.27 is given
by the antisymmetrization, which can be shown as proposition 3.24.
Remark 3.29 (Connection to bimodule deformation). This cohomology group in degree
two gives the obstruction for the existence of a C∞(M)-module deformation of C∞(N),
see lemma 2.6. What we see is that this deformation only always exists if dimM =
dimpr(N) or dimM = dimpr(N) + 1. In all other cases one has to expect obstructions.
The existence of a bimodule deformation of a fibered manifold P
p
−→M as in section 2.3
would be granted if the cohomology of DiffOp(P ) as C∞(M)⊗C∞(M) ∼= C∞(M ×M)-
bimodule would be trivial, where pr is the projection p : P → M composed with the
diagonal. Note however that the previous theorem cannot be used directly, because for
the bimodule deformation we need the algebraic tensor product and for the isomorphisms
of this section the topological one.
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We want to further interpret the cohomologies, which we computed to be X•(M)|pr(N)
⊗C∞(M)C
∞(N) resp.X
•(M)|pr(N)
/
〈X(pr(N))〉 ⊗C∞(M)DiffOpver(N), because they look
not very intuitive at first glance. So want to show that in fact this two can be interpreted
as vector bundles over N .
First we consider the simpler case of X•(M)|pr(N) ⊗C∞(M) C
∞(N). We have
X
•(M)⊗C∞(M) C
∞(N) ∼= X•(M)|pr(N) ⊗C∞(pr(N)) C
∞(N), (95)
since C∞(M) = C∞(pr(N)) ⊕ N , where N = {a ∈ C∞(M) | a|N = 0}, because we
assume pr(N) to be closed. But the direct sum is not canonical because one has to embed
C∞(pr(N)) in C∞(M). One possibility is defining a prolongation prol : C∞(pr(N)) →
C∞(M), which satisfies (prol a)|N = a. One has pr
∗ a = 0 for a ∈ N . This can be done
for example by choosing a tubular neighborhood.
In the following proposition we need the concept of the pullback of a vector bundle,
see e.g. [Mic08, Section III,8.9]. For a vector bundle E we denote the pullback along f
by f ♯E.
Proposition 3.30. In the considered situation we have
X
•(M)⊗C∞(M) C
∞(N) ∼= Γ∞(pr♯ Λ•(TM |pr(N))). (96)
Proof. Since E = X•(M)|pr(N) are the section of a pr(N) vector bundle it is a projective
module over A = C∞(pr(N)). So their exists a projector P ∈ A n×n such that E = PA n.
So we have
PA n ⊗A C
∞(N) = pr∗(P )C∞(N)k. (97)
This shows X•(M) ⊗C∞(M) C
∞(N) to be projective as a C∞(pr(N))-module. So it
is a isomorphic to the sections of a vector bundle over N . One can define a map ϕ :
X
•(M)⊗C∞(M) C
∞(N)→ Γ∞(pr♯ Λ•(TM |pr(N))) by
X ⊗ f 7→ f pr♯X. (98)
This clearly linear with respect to C∞(N), so it is a vector bundle morphism. One can
also show that ϕ is isomorphism.
Now we come to the case of X
•(M)|pr(N)
/
〈X(pr(N))〉 ⊗C∞(M) DiffOpver(N).
We recall that X•(M)|pr(N) and X
•(pr(N)) can be considered as vector bundles over
pr(N), which is by assumption a manifold and X•(M)|pr(N) is a subbundle of X
•(pr(N)),
so the quotient is again a vector bundle over pr(N).
For a manifold M and a submanifold N ⊂M we define
N(M,N) = X
•(M)|N
/
〈X(N)〉 (99)
to be the section of the exterior algebra of the normal bundle of N in M . This means
N(M,N) ∼= Γ∞(Λ•(TN⊥)) (100)
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as vector bundle over N . Here TN⊥ = TM |N
/
TN denotes the normal bundle of N .
This can been seen using lemma 3.26. So we have
HH•(C∞(M),DiffOp(P )) ∼= N(M,pr(N)) ⊗C∞(M) DiffOpver(N). (101)
First we note that C∞(M) = C∞(pr(N)) ⊕ B, and for b ∈ B we have pr∗ b = 0. So we
have
N(M,pr(N))⊗C∞(M) DiffOpver(N) ∼= N(M,pr(N))⊗C∞(pr(N)) DiffOpver(N) (102)
since P = N(M,N) is a C∞(pr(N))-module.
Since P are the sections of a vector bundle over pr(N), it is a projective C∞(pr(N))-
module. This means we can write P = PC∞(pr(N))k for a projector P ∈ C∞(pr(N))k×k.
We then have PC∞(pr(N))k ⊗C∞(pr(N)) C
∞(N) ∼= pr∗ PC∞(N)k for purely algebraic
reasons. This shows N(N,M)⊗C∞(M) DiffOpver(N) to be a projective C
∞(N)-module,
so it is isomorphic to the section of a vector bundle over N .
Proposition 3.31. We have
N(M,pr(N))⊗C∞(M) DiffOpver(N) ∼= Γ
∞
(
pr♯ Λ•
(
TM
/
T pr(N)
)
⊗ Λ•(SV N)
)
∼= Γ∞
(
pr♯ Λ•T prN⊥
)
⊗DiffOpver(N).
(103)
Here V N is the vertical bundle of N with respect to some connection on the fibered
manifold N → pr∗(N).
Proof. First we note that N(M,pr(N)) ∼= Γ∞(Λ•
(
TM
/
T pr(N)
)
).
Then, when choosing a torsion free connection on N , we get that Γ∞(STN) ∼=
DiffOp(N). For the vertical operators we get with this Γ∞(S(V N)) ∼= DiffOpver(N), as-
suming ∇X pr
∗ a is the pullback of some function on pr(N) for any a ∈ C∞(pr(N)) and
X ∈ X(N). So we can consider the differential operators as a vector bundle over N . In
general we have that for two vector bundle E,F over N we have Γ∞(E)⊗C∞(N)Γ
∞(F ) ∼=
Γ∞(E ⊗ F ). Using this and proposition 3.30 we get the desired result.
The above proposition shows that one can consider HH•diff(C
∞(M),DiffOp(N)) as
some sort of multivector fields on N , which take as arguments functions on M and have
values in the vertical differential operators on N .
Finally we want to embed the cohomology as reformulated above back in to the com-
plex. For this it is necessary to embed the normal bundle of prN into the tangent bundle
TM |prN . This can be done for example by choosing a tubular neighborhood. With this
an element X⊗D ∈ Γ∞
(
pr♯ ΛkT prN⊥
)
⊗DiffOpver(N) can be considered as an element
of HCdiff(M,DiffOp(n)) by
(X1∧· · ·∧Xk⊗D)(a1, . . . , ak)(f) =
∑
σ∈Sk
sign(σ)〈pr♯ da1,Xσ(1)〉 . . . 〈pr
♯ dak,Xσ(k)〉D(f).
(104)
Here 〈·, ·〉 denotes the natural pairing between pr♯ TM |N and pr
♯ T ∗M |N .
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