Abstract. In this paper we introduce new symmetrization with respect to mixed volumes or anisotropic curvature integral, which generalizes the one with respect to quermassintegral due to Talenti [19] and Tso [21] . We show that such symmetrization diminishes the anisotropic Hessian integral. Moreover, we use it to show several other applications about anisotropic Hessian operator.
Introduction
The Schwarz symmetrization, introduced by Schwarz [17] in 1884, is a symmetrization process which assigns to a given function, a radially symmetric function whose super or sub level sets have the same volume as that of the given function. One of the most important properties of the Schwarz symmetrization is that it diminishes the Dirichlet integral. This is the so-called Pólya-Szegő principle. The Schwarz symmetrization plays an important role in proving sharp geometric or analytic inequalities in analysis, geometry and mathematical physics, see e.g. [3, 12] .
Talenti [19] introduced, in the planar case, a new symmetrization which preserves the perimeter of the level sets. More precisely, this assigns to a given convex function, a radially symmetric function whose super or sub level sets have the same perimeter as that of the given function. Talenti showed that this new symmetrization diminishes the Monge-Ampère functional in two dimensions. Later, Tso [21] symmetrizations with respect to quermassintegrals or curvature integrals, which turn out to diminish the Hessian integrals.
To be precise, for an integer 1 ≤ k ≤ n, given a bounded convex domain Ω and a strictly convex function u with u| ∂Ω = 0, Talenti-Tso's (k − 1)-th symmetrand u * k−1 of u is defined by u * k−1 (x) = sup {t ≤ 0 : W k−1 ({u ≤ t}) ≤ ω n |x| n } where W k−1 is the (k − 1)-quermassintegral functional and ω n is the volume of the unit ball. The case k = 1 reduces to the classical Schwarz symmetrization. The Hessian integral is defined by
where (∇ 2 u) is the Hessian matrix of u and S k denotes the k-th elementary symmetric function on the eigenvalues of (∇ 2 u). Talenti [19] and Tso [21] showed the following Pólya-Szegő type principle for Hessian integrals under Talenti-Tso's symmetrization
where Ω * k−1 is a ball having the same (k − 1)-th quermassintegral as Ω. As a direct application of Talenti-Tso's symmetrization, a priori estimates for solutions of the Dirichlet problem for Hessian equations can be derived, see [19, 21] for details. See also Trudinger [20] , which generalized Talenti-Tso's symmetrization to functions with some weak convexity condition on non-convex domains. For many other interesting properties and more general results on such kind of symmetrizations, we refer also the reader, for example, to [4-6, 8, 9, 11, 16] and to the references therein.
In another direction, Alvino et.al. [1] introduced a generalized Schwarz symmetrization, which they called convex symmetrization, so that the super or sub level sets of the resulting function after this symmetrization are Wulff balls, with respect to some norm F . Analog that the Schwarz symmetrization decreases the Dirichlet integral, the convex symmetrization diminishes the anisotropic Dirichlet integral with respect to F . Motivated by [1] and [19] , the first two authors studied in [10] a symmetrization with respect to the anisotropic perimeter in two dimensions and they proved that this symmetrization decreases the anisotropic Monge-Ampère functional. In view of Tso's result [21] , one may naturally ask whether this result holds for any dimension, and more generally, whether a similar symmetrization with respect to the anisotropic curvature integral diminishes the anisotropic Hessian integral. This is the objective of this paper.
Let F ∈ C 3 (R n \{0}) be a strongly convex norm on R n . Let Ω ⊂ R n be a bounded convex domain with C 2 boundary and u ∈ C 2 (Ω) be a strictly convex function with u| ∂Ω = 0. The anisotropic (k − 1)-th symmetrand of u with respect to F is defined by
where W k−1,F is the (k − 1)-th mixed volumes or anisotropic curvature integral with respect to F (see Section 3 for details) and κ n = |W|, the volume of the unit Wulff ball and F o be the dual norm of F . The anisotropic k-Hessian integral with respect to F is given by
where S k,F [u] is the anisotropic k-Hessian operator defined as
where (A F [u] ) is the anisotropic Hessian matrix given by
The main result of this paper is the following Pólya-Szegő type principle (see Theorem 3.8)
is the k-Hessian integral, and the above result reduces to TalentiTso's. On the other hand, when k = 1, S 1,F reduces to the so-called Finsler Laplacian or anisotropic Laplacian and the above result reduces to Alvino et.al.'s. The special case n = k = 2 has been proved by the first two authors. Our result completes this anisotropic type symmetrization.
Compare to the case when F is the Euclidean norm, the new difficulty arises because of the anisotropy, which makes the anisotropic Hessian A F [u] a non-symmetric matrix. In the case k = 1, the Finsler Laplacian is a quasilinear operator and in the case n = k = 2, the 2-dimensional anisotropic Monge-Ampère operator is possible to be computed directly. For general cases, we have to handle carefully the elementary symmetric functions S k on non-symmetric matrices. This is the main difficulty we need to overcome in this paper.
The rest of this paper is organized as follows. Section 2 is devoted to make preparation for the symmetrizations. We first study the elementary symmetric functions on non-symmetric matrices and the anisotropic Hessian operator intensively. We then establish a relation between the anisotropic Hessian operator and the anisotropic curvature of the level sets, which might be of independent interest (see Theorem 2.5). The anisotropic Hessian operator on anisotropic radial functions is also studied (see Proposition 2.9). In Section 3, we first review basic properties of mixed volumes and then define the anisotropic symmetrization. The Pólya-Szegő type principle is proved. Finally, in Section 4, we make further applications of our symmetrizations to a comparison result for anisotropic Hessian equations, sharp Sobolev-type inequalities as well as Faber-Krahn type inequalities.
Anisotropic Hessian operator

Preliminaries on anisotropy.
Let F ∈ C 3 (R n \ {0}) be a strongly convex norm on R n , in the sense that (i) F is a norm in R n , i.e., F is a convex, 1-homogeneous function satisfying F (x) > 0 when x = 0 and F (0) = 0; (ii) F satisfies a uniformly elliptic condition:
F o is also a strongly convex norm on R n (see [18] ). Furthermore,
We remark that, throughout this paper, we use conventionally ξ as the variable for F and x as the variable for u.
We call W the unit Wulff ball centered at the origin, and ∂W the Wulff shape. More generally, we denote W r (x 0 ) = rW + x 0 , and call it the Wulff ball of radius r centered at x 0 . We simply denote W r = W r (0).
The following properties of F and F o hold true (see e.g. [23, Chapter 2] ): for any x, ξ ∈ R n \ {0},
2.2.
Invariants on non-symmetric matrices. Let 1 ≤ k ≤ n, be an integer. For a n-vector λ = (λ 1 , · · · , λ n ) ∈ R n , the k-th elementary symmetric function on λ is defined by
For an n × n matrix A = (A ij ) ∈ R n×n , we define S k (A) to be the sum of all its principal minors, namely,
is the generalized Kronecker symbol which is defined to be +1 (resp. −1) if i 1 , · · · , i k are distinct and (j 1 , · · · , j k ) is an even (resp. odd) permutation of (i 1 , · · · , i k ) and to be 0 in any other cases. A basic property for δ
is that it is anti-symmetric about any two indices from
We use the convention that S 0 (A) = 1.
We remark that we do not assume that A is symmetric. In the case that A is symmetric, the invariant S k (A) has been intensively investigated by Reilly [15] .
When the eigenvalues λ A of A ∈ R n×n are all real, it is clear that
This is always the case we are interested in. Hence, we will denote S k (λ) instead of σ k (λ) as the elementary symmetric function in the following. We denote the (k − 1)-th Newton transformation by
From the definition (2.1), it is easy to see that
We have the following easy properties. Proposition 2.1. It holds that:
(i) the mixed discriminant S k (A 1 , A 2 , · · · , A k ) is multilinear and totally symmetric about A 1 ,
Proof. They follow from the definitions (2.1), (2.2) and (2.3).
Next, we prove a crucial identity for the Newton transformation
Proof. This is well-known and easy for symmetric matrices, see for example [15, Proposition 1.2 (d)]. Now we prove it for general (non-symmetric) matrices. Case I: i = j.
In the following computation, we fix i. First, from (2.2), we have
It is direct to see that I 1 = −II 1 and I 2 = −II 2 . It follows from (2.8) and (2.9) that
Case II: i = j.
In the following computation, we fix i and j. First, from (2.2), we have
It is direct to see III 1 = −IV 1 and III 2 = −IV 2 . We claim that
If the claim is true, we see from (2.11) and (2.12) that
Next we prove the claim. We seperate the summation in IV 3 into the following five cases:
(i) i 2 = j 2 = j, and the summand gives
(ii) i 2 = j, only one of j r = j for r = 3, · · · , k, and the summand gives
(iii) j 2 = j, only one of i r = j for r = 3, · · · , k, and the summand gives
(iv) i r = j r = j for r = 3, · · · , k, and the summand gives
(v) i r = j and j s = j for r, s = 3, · · · , k with r = s, and the summand gives
That is,
It is direct to check that IV 31 + IV 35 = 0, IV 32 + IV 33 + IV 37 = 0 and IV 34 + IV 36 = 0. Finally, IV 38 = 0 since the Kronecker symbol δ
is anti-symmetric with respect to j 2 and j 3 while
is symmetric with respect to j 2 and j 3 . We get the claim that IV 3 = 0 and in turn (2.14).
Our assertion follows from (2.10) and (2.14).
Anisotropic Hessian operator.
Let F ∈ C 3 (R n \ {0}) be a strongly convex norm on R n . Let Ω ⊂ R n be an open bounded domain and u ∈ C 2 (Ω). We denote by F i , F ij , . . . the partial derivatives of F and by u i , u ij , . . . the partial derivatives of u,
We regard A F [u] = 0 when ∇u = 0, in the case that F is not the Euclidean norm.
The anisotropic k-Hessian operator of u is defined as
The corresponding Newton transformation will be written as
is not symmetric about i and j. When F is the Euclidean norm, A F [u] reduces to the Hessian ∇ 2 u and S k,F [u] reduces to the classical Hessian operator
For notation simplicity, we omit the subscription
, and (∇u) in F (∇u), F i (∇u), . . ., when no confusion occurs. We will make an overall study on S k,F [u] based on the properties of S k (A) for non-symmetric matrices. We show several point-wise identities about S k,F [u] . We remark that these point-wise identities only holds when ∇u = 0.
The first property we shall prove is the following divergence free property.
It is easy to see that (
is symmetric with respect to j and j 1 . Since δ
is anti-symmetric with respect to j and j 1 , we get the assertion.
Proof. Using Proposition 2.2, we have
In
On the other hand, since
If the claim is true, then the assertion follows from (2.17) and (2.18).
We prove the claim. Using (2.6), (2.5) and the definition of C[u],
is anti-symmetric with respect to i k−1 and i k , while
is symmetric with respect to i k−1 and i k , we conclude that the summation on the right hand side of (2.19) is 0. The proof is completed.
Anisotropic k-th mean curvature of level sets.
Let M be a smooth closed hypersurface in R n and ν be the unit Euclidean outer normal of M . The anisotropic outer normal of M is defined by
The anisotropic principal curvatures κ F = (κ F 1 , . . . , κ F n−1 ) ∈ R n−1 are defined as the eigenvalues of the map
For k = 1, . . . , n the anisotropic k-th mean curvature of M is S k (κ F ).
Let u ∈ C(Ω) ∩ C 2 (Ω) and m = min u, M = max u. Denote
We call Σ t is non-degenerate if ∇u = 0 on Σ t . If Σ t is non-degenerate, it is a C 2 hypersurface in R n . We shall establish the relation between the anisotropic k-th mean curvatures of Σ t and the anisotropic k-th Hessian operator.
Theorem 2.5. Assume Σ t is a non-degenerate level set of u. Then the anisotropic k-th mean curvature
Remark 2.6. In the case F is the Euclidean norm, (2.20) reduces to
which has been proved by Tso [21, p.100, Equation (6)]. In the case k = 1, (2.20) reduces to Proof. Fix p ∈ Σ t . The unit normal and the anisotropic normal at p are given by
respectively. Let {ε i } n i=1 be the canonical orthonormal basis of R n . Write
R n is a linear transformation given by:
Thus the eigenvalues of dν F | p : T p R n → T ν(p) R n are given by the eigenvalues of matrix ( l F il u lj | p ).
Next, we compute the eigenvalue of dν F | p : T p R n → T ν(p) R n in another way. By rotation of coordinates, we can assume that at p, the x n coordinate axis lies in the direction of ν(p). In turn, the x 1 to x n−1 coordinates axes span the tangent space T p Σ t . In some neighborhood N p of p, Σ t can be represented by a graph
Here D denotes the gradient on R n−1 . In this local coordinate, the unit normal of Σ t ∩ N p is given by
It is direct to verify that at p,
Thus, dν| p :
is given by the matrix
Combining the above two ways of computation, we see
On the other hand, Recall that the anisotropic principal curvatures κ F are defined as the eigenvalues of dν F :
In particular, at p, since e α = ∂ α , g αβ = δ αβ and h
Thus the eigenvalues of the (n − 1) × (n − 1) matrix ( η F βη (ν)∂ α ∂ η ϕ| p ) are exactly the anisotropic principal curvatures κ F at p. Therefore, we get
It follows from (2.22) and (2.23) that Corollary 2.7. Assume Σ t is a non-degenerate level set of u. Then
Proof. Using (2.20) and (2.7), we obtain that
Proposition 2.8. Let u ∈ C(Ω) ∩ C 2 (Ω) and u = 0 on ∂Ω. Assume the level sets {Σ t } of u are non-degenerate for almost everywhere t ∈ [m, M ]. Then (2.26)
Proof. Using (2.4), (2.5) and (2.16), we have
Last equality above holds because i F i u i = 0, l F il u l = 0 and l ( 1 2 F 2 ) ilm u l = 0. Multiplying (2.27) by (−u) and integrating over Ω, noting that u = 0 on ∂Ω, we get by integration by parts, the first identity in (2.26) .
By the co-area formula, we have
In the last equality we used (2.20) and the fact that ν = ∇u |∇u| on Σ t . This is the second identity in (2.26). The proof is completed.
Anisotropic radial functions.
In this subsection, we compute the k-Hessian anisotropic operator for anisotropic radial functions, namely, functions which are symmetric with respect to F . Proposition 2.9. Let u(x) = v(r), where r = F o (x). Then
Proof. It is direct to compute that
.
Denote by E = (E ij ) = (x i ∂ x j F o ) and I = (δ ij ), By using (2.6), we get
We claim that
In fact,
is anti-symmetric with respect to the indices i 1 and i 2 , while
is symmetric with respect to the indices i 1 and i 2 , we know the above summation is zero. That proves the claim (2.29). It follows from (2.28) and (2.29) that
and
The first assertion follows from (2.30). Note that
using (2.29), we have
We finish the proof of the second assertion.
3. Symmetrization with respect to mixed volumes
Mixed volumes.
In this subsection, we review some basic concepts in the theory of convex bodies. An excellent book of the theory of convex bodies is by Schneider [18] .
Let K be the family of all convex bodies in R n . A convex body is a compact, convex set with non-empty interior.
For two convex bodies K, L ∈ K, the Minkowski sum of K and L is a new convex body given by
Minkowski proved that the volume of (1 − t)K + tL is a polynomial in t, the coefficients of which are the so-called mixed volumes W k (K, L). Precisely,
For our purpose, we choose L = W, the unit Wulff ball with respect to the norm F . We denote
is the anisotropic perimeter of K.
In the case that K has a C 2 boundary, one can interpret W k,F (K) in terms of the anisotropic curvature integrals (see e.g. [2, par. 38, Eq. (13)]):
For example,
One sees directly that
Definition 1. The anisotropic k-mean radius is defined by
A basic property for the mixed volumes is that W k,F is monotone increasing with respect to the inclusion of convex sets, namely,
See e.g. [18, Eq. (5.25)]. As a direct consequence,
We recall the Alexandrov-Fenchel inequality, see e.g. [24, p. 105] , for an illustration of the following special case.
and the equality in (3.2) holds if and only if K is homothetic to W.
For the case l = 0 and k = 1, (3.2) is just the anisotropic isoperimetric inequality [7] . In the case that K has a C 2 boundary, we have the following variational formula. 
3.2. Symmetrization with respect to mixed volumes.
Let Ω ⊂ R n be an open, bounded, convex set with C 2 boundary. Define the following class of admissible functions
By the strict convexity, u ∈ Φ 0 (Ω) is negative in Ω. Also, any u ∈ Φ 0 (Ω) has a unique minimum m = minΩ u = u(x min ) for x min ∈ Ω. Then ∇u = 0 only at z ∈ Ω.
Recall
where Ω * k,F is the Wulff ball having the same k-th mixed volumes or k-th anisotropic mean radius as Ω, namely,
Since u is strictly convex, we seeΩ t , t ∈ (m, 0] is convex and u * k is well defined. In the case that k = 0, u * 0,F is the so-called convex symmetrand of u (with respect to F ) and Ω * 0,F is the Wulff ball with volume equal to |Ω| (see [1] ). This is the anisotropic counterpart of classical Schwarz symmetrization. The case of n = 2 and k = 1 has been investigated by the first two authors [10] .
We collect several basic properties of the anisotropic k-symmetrization in the following. We shall drop the subscript k, F for simplicity.
, is non-positive, strictly increasing and strictly convex in [0, R).
, for t ∈ [m, 0).
(v) The sub-level set Ω * (t) := {u * (x) < t}, t ∈ [m, 0], are the Wulff ball having the same k-th mixed volumes as Ω t , that is
Proof. Same as in [21] .
Moreover, the following result holds.
Proof. From (3.1), we see
Since the level sets {Σ t } evolve by the vector field
The assertion follows by direct computation.
The following result states that the anisotropic k-symmetrization increases the L p norms of the function u ∈ Φ 0 (Ω).
Proof. By definition, we have that m = min u = min u * k,F , and the second assertion follows. Moreover, by (3.4) and the Aleksandrov-Fenchel inequality (3.2) we get
It follows, by Fubini's theorem, that
3.3. Anisotropic Hessian integral and Pólya-Szegő type inequalities.
Definition 3. Let u ∈ Φ 0 (Ω). For k = 1, · · · , n, the anisotropic k-Hessian integral of u is defined by
where A F [u] is given by (2.15).
Remark 3.6. By (2.26), we see
In particular, when k = 1,
which is the anisotropic Dirichlet integral.
, be an anisotropic radial function defined on W r 0 such that v ′ (0) = 0 and v(r 0 ) = 0. Then
Proof. Recall from Proposition 2.9 that
Using co-area formula, we have
Since x, ∇F 0 = F 0 , we see
Substituting the above into (3.7), using integration by parts, we get
Now we are ready to prove the following Pólya-Szegő type inequality for anisotropic k-Hessian integral.
Equality holds if and only if Ω is a Wulff ball and u is an anisotropic radial function.
Proof. As usual, we drop the subscript F for simplicity. By (2.26), we have
On the other hand, by using (3.2), (3.1), the Hölder inequality and (3.5), we get
Hence, we get
where R = ζ k−1 (Ω). In the last equality we have made the change of variables r = ζ k−1 (Ω t ) and used Proposition 3.3. Finally, recalling that
, taking into account of (3.6), we get the assertion.
If the equality holds, one sees from the above proof that Σ t is Wulff shape and F (∇u) is constant on Σ t . This implies that Ω is a Wulff ball and u is an anisotropic radial function.
Applications
A comparison result.
In this subsection we use the symmetrization with respect to mixed volumes to prove a sharp comparison result. We will consider solutions u ∈ Φ 0 (Ω) of the equation
in the sense that it holds pointwisely except at the (unique) minimum point of u. 
where v is the unique anisotropic radially symmetric solution of the following symmetrized problem:
Proof. We integrate both sides of the equation in (4.1) on the sub-level set Ω t . Using (2.27) and (3.8), we get
On the other hand, denoting by f * 0 (r) = f * 0 (x), r = F o (x), using Hardy-Littlewood inequality and the Aleksandrov-Fenchel inequalities it holds that The assertion follows.
Sharp Sobolev type inequalities.
Let u ∈ Φ 0 (Ω) and p ≥ 1, k = 1, . . . , n. Consider integral functionals of the form
It is direct to see I k,k+1,F = k I k,F , the anisotropic k-Hessian integral and
the anisotropic p-Dirichlet integral.
By similar argument as in last section, we are able to prove the following Polya-Szegő inequality. Proof. By Proposition 3.5 and Theorem 4.2, it is sufficient to prove (4.7) for anisotropic radially symmetric functions. Then it reduces to a one-dimensional problem, and we can argue exactly as in the Euclidean case (see [20, pp. 216-217] ).
Remark 4.4. In the case p > n − k + 1 and q ≤ ∞, arguing as in [20, p. 216] it is possible to obtain that there exists a positive constant C = C(n, k, p, F, Ω) such that for u ∈ Φ 0 (Ω)
where L Ψ (Ω) is the Orlicz space associated to the function Ψ(t) = e |t| Another application of Pólya-Szegő inequality is the Faber-Krahn inequality for λ k (Ω). Indeed it holds the following. Proof. First of all, let Ω be a Wulff ball W R . In this case, λ k (Ω) can be characterized by means of a one-dimensional problem, namely (4.9) λ k (W R ) = inf
