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Zusammenfassung
Die pathologische Untersuchung von histologischen Gewebeschnitten ist für die Dia-
gnose vieler lebensbedrohlicher Krankheiten unerlässlich. Der demographische Wan-
del und die wachsende Bedeutung der Präzisionsmedizin erfordern, dass die Pathologie
effizienter, reproduzierbarer und quantitativer wird. Die automatisierte histologische
Bildanalyse ist ein wichtiges Werkzeug, um diesen Anforderungen gerecht zu werden.
Diese Arbeit basiert auf fünf Forschungsartikeln, die spezifische Probleme der histo-
logischen Bildanalyse behandeln. Die Probleme beziehen sich entweder auf dieQuanti-
fizierung von Nekrose oder die Quantifizierung von Steatose in histologischen Schnit-
ten von Lebergewebe. Beides sind typische Anwendungen, in denen Gewebestrukturen
oder Zellstrukturen identifiziert und quantitativ analysiert werden müssen.
In diesem Zusammenhang werden wichtige allgemeine Herausforderungen in der
histologischen Bildanalyse angegangen und breit anwendbare Lösungen vorgestellt.
Eine Herausforderung ist die räumliche Heterogenität von Gewebeeigenschaften, die
ihreQuantifizierung empfindlich gegenüber der Gewebeprobenahme und Bildanalyse-
fehlern machen kann. Als Lösung werden neue Scores präsentiert, die eine zuverlässige
Messung heterogen verteilter Gewebeeigenschaften ermöglichen.
Eine weitere Herausforderung ist die große Variabilität histologischer Bilder, die da-
zu führen kann, dass lernbasierte Analysemethoden große Mengen an Trainingsda-
ten brauchen, um robust zu funktionieren. Als Lösung wird gezeigt, wie interaktives
Training mit wenig Aufwand genaue Ergebnisse erzielen kann. Schließlich besteht ei-
ne praktische Herausforderung darin, einen guten Kompromiss zwischen Genauigkeit,
Effizienz und Einfachheit zu finden. Deshalb werden pragmatische Ansätze präsentiert,
welche die genaue und schnelle Auswertung von Gigapixel-Bildern auch auf Standard-
Computern ermöglichen.
v

Abstract
Pathological examination of histological tissue sections is essential for the diagnosis
of many life-threatening diseases. Demographic change and the growing importance
of precision medicine require pathology to become more efficient, reproducible and
quantitative. Automated histological image analysis is an important tool to meet these
demands.
This thesis is based on five research papers that consider specific problems in histo-
logical image analysis. The problems are related either to the quantification of necrosis
or to the quantification of steatosis in histological sections of liver tissue. Both are typ-
ical applications in which tissue structures or cellular structures must be identified and
quantitatively analyzed.
In this context, the papers address important general challenges in histological image
analysis and present broadly applicable solutions. One challenge is spatial heterogene-
ity of tissue properties, which canmake their quantification sensitive to tissue sampling
and image analysis errors. As a solution, the papers present novel scores that enable
reliable measurement of heterogeneously distributed tissue properties.
Another challenge is the huge variability of histological images, which can make ma-
chine learning-based analysis methods require large amounts of training data to work
robustly. As a solution, the papers show how interactive training can produce accu-
rate results with little training effort. Finally, a practical challenge is achieving a good
trade-off between accuracy, efficiency, and simplicity. In this regard, the papers de-
scribe pragmatic approaches to enable accurate and fast analysis of gigapixel images
on standard computers.
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1 Introduction
Pathology
The human body is an amazing, complex system. Multiple levels of organization—
molecules, cells, tissues, and organs—work together in intricate ways to make the body
come alive. Dysfunctions in this system can give rise to innumerable diseases. Most
diseases originate from abnormalities at the microscopic scale, such as infection by
pathogens or uncontrolled tissue growth [1]. Macroscopically, their symptoms are of-
ten indistinguishable and manifest as lumps or swellings. Accurate diagnosis of a dis-
ease, therefore, requires its microscopic evaluation.
The diagnosis of disease is the domain of the medical discipline “pathology” (derived
from the Greek words for suffering “pathos” and study “logos”) [1]. Pathologists are
medical specialists with many years of training and detailed knowledge on manifes-
tations of disease. A major aspect of pathology is the histological analysis of tissue
samples. For this purpose, tissue samples are processed into thin “histological” sections
and stained to highlight specific structures or molecules. A pathologist examines his-
tological sections under a microscope to diagnose disease. In clinical practice, tissue
samples are collected by taking biopsies of suspicious lesions or by making surgical
excisions [2].
Histological sections provide an integrated view of structures at the cellular and tis-
sue level (see Fig. 1.1). This makes histological analysis the “gold standard” in the
diagnosis of many complex and life-threatening diseases, and, in particular, cancer [3].
The traditional objective of analyzing histological sections is the assessment of tissue
morphology. Tissue morphology refers to the size and shape of cells and their com-
ponents as well as to tissue architecture, that is, the arrangement of cells with respect
to each other. For the assessment of tissue morphology, sections are stained to create
contrast between nuclear and cytoplasmic structures. Since tissues have characteris-
tic architectures, assessment of tissue morphology can reveal the type of a tumor, that
is, the kind of tissue from which it originates. Also, it reveals tumor malignancy, that
is, whether the tumor invades surrounding tissues. Furthermore, tissue morphology
is assessed for tumor grading. The tumor grade describes how much a tumor differs
from normal tissue. It is evaluated taking into account the size and shape of nuclei
and the differentiation of tissue architecture. Typically, high-grade tumors have worse
prognosis than low-grade tumors.
Analysis of histological sections is becoming increasingly important for the assess-
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Figure 1.1: Histological sections provide an integrated view across multiple scales.
ment of genetic or molecular biomarkers. Genetic biomarkers reflect the presence of
certain genetic defects. Molecular biomarkers reflect the under- or over-expression of
certain proteins. Both can be primary drivers of cancer [1] . For the assessment these
markers, histological sections are stained to highlight specific DNA sequences or pro-
teins. Additional counterstains are used to visualize general tissue morphology. A
unique advantage of histological analysis over alternative genomic or proteomic tech-
niques is its preservation of spatial context. This is important because the diagnostic
meaning of genetic or molecular biomarkers depends on the cell type or tissue in which
they are expressed [4, 5].
The ability to reveal a wealth of information about the origin and state of a dis-
ease makes histological analysis an essential tool in precision medicine [5]. Precision
medicine utilizes comprehensive diagnostic information in order to predict the opti-
mal therapy for individual patients. Genetic or molecular biomarkers are commonly
assessed in precision medicine to predict the efficacy of targeted therapies. By coun-
teracting specific cancer-driving genes or molecules, targeted therapies enable highly
effective treatment of certain types of cancer. Prediction of their efficacy is impor-
tant, because targeted therapies can have severe side effects and they are usually very
expensive. This is why they are commonly developed from the outset together with
accompanying companion diagnostic tests (CDx).
2
Promises of image analysis
Promises of image analysis
Pathology is currently facing major challenges. On the one hand, it must become more
efficient in order to continue to provide comprehensive diagnostic services to the gen-
eral population. On the other hand, it must become more reproducible and quantitative
in order to meet the requirements of precision medicine.
As described in the next sections, histological image analysis holds great promise to
tackle the challenges of pathology. Histological image analysis denotes the computer-
assisted identification of relevant cellular or tissue structures, or the automated deter-
mination of tisue properties in digital tissue images.
Efficiency
In the coming decades, a decreasing number of pathologists will have to cope with
ever-increasing workload. Because of dwindling numbers of graduating residents, the
number of practicing pathologists in the United States is expected to decline from 18,000
in the year 2010 to 14,000 in the year 2030 [6]. In developing countries, like Tanzania,
Sudan, or Zambia, where dozens of pathologists serve millions of people, the shortage
of pathologists already severely impairs medical care [7]. At the same time, population
growth and additional health care needs of the aging population will lead to growing
demand of pathology services [6].
Precision medicine will increase the workload of pathologists even further. More and
more histological biomarkers are discovered that characterize the expression of specific
proteins, the presence of specific mutations, or the immune response to the disease, and
provide valuable information for the selection of the optimal therapy. Pathologists are
increasingly required to include an assessment of these biomarkers in their report. Fur-
thermore, the scope of pathology is broadening to also include genomic tests, such as
one-gene tests, next-generation sequencing or evenwhole-genome analysis [5]. Pathol-
ogists are in a unique position to perform genomic tests because of their expertise to
select the relevant tissue based on its morphology.
Digital image analysis is expected to improve the efficiency of pathology by automat-
ing painstaking and tiresome tasks, such screening large numbers of benign cases for
possible malignancy or counting hundreds of cellular structures. By reducing the work-
load of pathologists, digital image analysis enables them to handle more cases and to
provide more diagnostic parameters for precision medicine. Also, it gives them more
time for challenging cases where they can apply their in-depth biomedical knowledge
and experience.
Reproducibility
Pathology is considered the gold standard for the determination of many diagnostic
parameters. Nevertheless, more and more studies show that pathological findings are
3
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prone to considerable interobserver variability. A lack of reproducibility in the assess-
ment of histological parameters can lead to misdiagnosis and inappropriate treatment
decisions for the patient.
For example, pathology is the gold standard for the assessment of hepatic steatosis,
a major risk for complications after liver surgery and transplantations [8]. However,
when they compared the results of four expert pathologists for 46 patients, El-Badry
et al. found only poor agreement [8]. Another example is the histological grading of
breast cancer, which is an important factor in its prognosis. When they compared the
results of seven pathology departments for 93 patients, Boiesen et al. found only mod-
erate agreement and consistent results were only obtained for 31% of the cases [9]. A
third example is the histological quantification of the Ki67 proliferation index, a marker
commonly considered for the prognosis of cancer. When they compared the results of
eight of some of the world’s most experienced pathology laboratories for 100 patients,
Polley et al. found substantial variability [10].
There are several reasons why digital image analysis is expected to improve the re-
producible of pathology. First, it avoids the many cognitive biases to which humans
are susceptible and which prevent them from giving objective estimates of histological
biomarkers [11]. Human perception is greatly influenced by context. For instance, a
nucleus with a labeled membrane may be perceived as larger than a nucleus with an
unlabeled membrane, or cells occurring at low frequencies may be overlooked in an
abundance of other cells. Furthermore, the ability of humans to distinguish intensities
of stains varies significantly and changes with age [11]. It was also shown that humans
have a preference for middle values in scoring systems and for numbers ending in 0 or
5 [11].
Another way how digital image analysis can improve reproducibility is avoidance of
sampling error. Digital image analysis enables complete evaluation of entire tissue sec-
tions. Humans, on the other hand, usually restrict their analysis to small subjectively
selected regions of interest because the evaluation of entire sections is infeasible in rea-
sonable time. In fact, it has been recognized that much of the interobserver variability
between humans originates from them examining tissue regions within a slide [12].
Quantifiability
Precision medicine imposes additional requirements to the quantifiability of pathol-
ogy. Histological biomarkers are becoming increasingly quantitative [13]. Often, they
describe the percentage or density of specifically stained cells or the intensity of a stain.
For a pathologist, it is impossible to perform accurate measurements of quantita-
tive histological markers in a reasonable amount of time. That is why the values are
merely visually estimated and specified as a semiquantitative scores [2]. For example,
the percentage of certain cells may be estimated as 0–25%, 25–50%, or >50%, or staining
intensity maybe rated as low, moderate, or strong [2]. Semiquantitative scores render
the discrimination of small differences in the measured quantity impossible. Small dif-
4
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ferences, however, can be of diagnostic relevance and truly quantitative measurements
were shown to be better predictors of outcome than semiquantitative estimates for a
number of markers [14]. Histological biomarkers should, therefore, be measured as
precisely as possible for optimal treatment decisions.
Digital image analysis enables truly-quantitative measurement of histological
biomarkers. Computers excel in counting thousands of tissue objects and distinguishing
millions of stain colors. In this manner, they can provide highly-resolvedmeasurements
of tissue properties with minimal effort.
Outline of thesis
This thesis is a collection of five research papers that consider specific problems in
histological image analysis. The problems are related to either of two applications: the
quantification of necrosis or the quantification of steatosis in histological sections of
liver tissue. In this connection, the papers also address important general challenges in
histological image analysis and present broadly applicable solutions. The first challenge
is reliable measurement of heterogeneously-distributed tissue properties. The second
challenge is adapting analysis methods to the great variability of histological images.
And the third challenge is achieving a good trade-off between accuracy, efficiency and
simplicity.
The rest of the thesis is organized as follows. The Background section describes his-
tological techniques and fundamentals of histological image analysis. The Overview of
papers section gives brief summaries of the papers included in this thesis and explains
their connections. The Discussion section puts the papers into context with general
challenges in histological image analysis. The Conclusions section summarizes insights
from this thesis and discusses future prospects. Finally, the actual papers are appended
in identical form as their published versions.
5
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Histological techniques
Solving problems in histological image analysis requires a thorough understanding of
how histological images are produced. The production of histological images from a
tissue sample involves multiple techniques. First, tissue samples are processed into his-
tological sections which are stained and mounted onto slides. Staining itself relies on
sophisticated techniques to highlight specific structures or molecules. Finally, a mi-
croscope produces images of the slides at high magnification. Nowadays, microscopes
are incorporated into special slide scanner machines that automatically digitize entire
slides. The following sections describe these techniques in more detail.
Processing
Creating histological slides from tissue samples is a complex, multi-step process. While
this process is becoming increasingly automated, it still requires considerable skill and
experience to obtain acceptable results. For this reason, it is usually performed by spe-
cially trained personnel called histotechnicians.
The first step in the creation of slides is the production of tissue blocks that are ready
for sectioning [2, 15]. For this purpose, the collected tissue samples are grossly exam-
ined, trimmed, and placed into tissue cassettes. One approach to create sliceable tissue
blocks is paraffin embedding. It starts with the chemical fixation of the tissue by im-
mersion in formalin in order to prevent autolysis by its own enzymes. Afterwards, the
tissue is dehydrated and incubated in liquid paraffin wax. Tissue blocks are obtained
by placing the tissue cassette on a cooling plate to harden the paraffin. The entire pro-
cess takes many hours and is usually run overnight. Another method to create sliceable
tissue blocks is freezing in a cryostat. This procedure takes only minutes and, there-
fore, is commonly conducted during surgery to obtain a quick histological assessment
of resected tissue. Another advantage is the good preservation of enzymes, antigens
and lipids. Nevertheless, because of its superior visual quality, paraffin embedding is
the standard technique employed when time is not an issue.
The resulting tissue blocks are cut into 3–4 µm thin sections and mounted on glass
slides. The cutting is performed with a special device called “microtome”, that is oper-
atedmanually or automatically. For frozen sections, themicrotome resides in a cryostat.
A standard glass slide measures 75 mm in length and 25 mm in width. However, the
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area covered by tissue sections is typically smaller than 15 mm × 15 mm [16].
Tissue sections must be stained to become visible under a microscope. Special au-
tostainer machines automate the staining of slides by immersing them into different
stain liquids according to a certain protocol. Often, sections have to be deparaffinized
before a stain can be applied. As the final step in the histological processing, the stained
slide is the covered with a cover slip. The cover slip is thin piece of plastic or glass that
protects and preserves the tissue and provides better visual quality under the micro-
scope.
Staining
A large variety of stains has been developed for highlighting specific cellular or molec-
ular structures. It is common to distinguish between chemical stains and immuno-
histochemical stains. Chemical stains are based on dyes that bind to certain general
categories of molecules, like proteins, nucleic acids, lipids or carbohydrates. [17]. Most
widely used is a chemical stain combination called Hematoxylin & Eosin (H&E). Hema-
toxylin binds to nucleic acids and stains cell nuclei purple. Eosin binds to proteins and
stains cytoplasm pink. Since H&E provides excellent visual contrast between cellular
components, it has become the standard stain for assessing tissue morphology [2].
Immunohistochemical (IHC) stains are based on antibodies that specifically bind only
to certain molecules. Because of their high specificity, IHC stains are used to assess
the presence and spatial distribution of molecular biomarkers. Two techniques exist
to make antibodies visible. In the direct method, primary antibodies which bind to
the target molecule are labeled by a reporter molecule which becomes visible under a
microscope. In the indirect method, the reporter molecule is attached to a secondary
antibody which binds to the primary antibody. The indirect method is more sensitive,
because multiple secondary antibodies can bind to one primary antibody, thereby, am-
plifying the signal [15].
Microscopy
While many different microscope techniques have been developed, pathology usually
relies on optical microscopy. Optical microscopes create magnified images of specimen
by bending visible light. The basic technology is very old and the first optical micro-
scopes were already developed in the 17th century [18].
A typical optical microscope includes an eyepiece, one or more objectives, a stage
and a light source. The stage is a flat platform that holds the slide. The objective con-
tains one or more lenses that provide the main magnification. It is positioned close to
the specimen. Microscopes with multiple objectives let the user choose between dif-
ferent magnifications. The eyepiece lets the user look through to see the specimen and
provides additional magnification. The light source provides the illumination to see the
specimen.
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The magnification power of an objective or eyepiece is measured in terms of how
much it enlarges the appearance of the specimen [19]. Objective magnifications typi-
cally range from 4× to 100×. When multiplied with the magnification of the eyepiece
(typically 10×), the total magnification of a microscope ranges from 40× to 1000×. While
magnification makes viewing easier, it does not necessarily increase resolution [19].
The resolving power of an objective is represented by its numerical aperture, with
higher values indicating the ability to resolve finer details [18].
Illumination and imaging of specimen can be performed in different ways. In bright
field microscopy, specimen are illuminated from below and the image is formed by vis-
ible light passing through them [20]. Specimen are stained with light-absorbing stains,
such as chemical or immunohistochemical stains, in order to create contrast against the
background. This makes them appear colored against a bright backdrop. Fluorescence
microscopy, on the other hand, depends on the specimen being stained with fluorescent
stains that emit visible light after excitation by light of specific short wavelengths [20].
The excitation light is directed through the objective and the image is formed by the
light emitted by the specimen. In this way, stained cellular structures become visible
against a black backdrop with high contrast.
Its simplicity makes brightfield microscopy the most commonly used modality in
pathology [20]. Fluorescence microscopy, on the other hand, requires sophisticated
optical components to generate and route the excitation and emission light. Another
advantage of brightfield microscopy is the preservability of its slides. While standard
glass slides can be stored for decades, fluorescent stains quickly lose their ability to
emit light because of photobleaching. The major advantage of fluorescence microscopy
is its specificity. When used with staining techniques like immunohistochemistry, flu-
orescence microscopy produces detailed images of molecular markers in their spatial
context.
Slide scanning
Simple slide scanners often resemble normal optical microscopes with a motorized
stage. More sophisticated high-throughput scanners are “black boxes” that can auto-
matically scan hundreds of slides. All whole-slide scanners contain an optical micro-
scope with an objective, a light source (for brightfield and/or fluorescence microscopy),
a motorized stage to move slides around and a digital camera for capturing images [21].
High-throughput scanners also contain robotics to load slides from slide trays onto the
stage.
Image capture is performed either by tile scanning or line scanning. In tile scanning,
the slide is moved from one position to the next, refocused and captured with an ordi-
nary digital camera. The final image is constructed by stitching together all tiles with
software. In line scanning, the slide is moved line by line under a line-scan camera and
the final image is created by merging the resulting image strips. Line scanning tends to
be much faster than tile scanning. Most modern devices scan entire slides in a matter
8
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of minutes [22].
The resolution of a digital whole-slide image depends on the magnification of the
objective and the pixel density of the digital camera employed by the scanner. It is
typically specified in µm / pixel. While it is common to specify the resolution of a
whole-slide image in terms of an objective magnification (such as 20× or 40×), this in-
formation should be considered with care. On the one hand, the actual magnification
of a whole-slide image on a computer screen depends on both its resolution and the
resolution of the screen. On the other hand, the mapping between image resolutions
and magnifications is vendor-specific. Many vendors map an image resolution of ap-
proximately 0.25 µm / pixel of to a magnification of 40× [19].
Scanning entire slides at high resolution results in gigapixel images that are too large
to be stored in ordinary image file formats. To enable quick zooming in and out, whole-
slide images are stored as image pyramids. The lowest level of the pyramid is formed by
the original image and upper levels are formed by downsampled versions of this image
with decreasing resolutions. To enable quick access to arbitrary image regions, every
level is divided into tiles that can be loaded individually. Individual tiles are typically
represented in RGB or YCbCr color space and they are JPEG or JPEG2000 compressed
to save storage space and bandwidth [22].
Most whole-slide scanners output images in proprietary file formats. However, a
working group composed of multiple vendors is currently working on incorporating
whole-slide imaging into the Digital Imaging and Communications in Medicine (DI-
COM) standard. The goal is to enable open and vendor neutral storage of whole-slide
images in picture archiving and communication (PACS) systems [7].
Histological image analysis
Histological image analysis denotes the computer-assisted identification of cellular or
tissue structures, or the automated determination of tissue properties in digital tissue
images. Histological image analysis methods expect digital tissue images as input and
they produce annotations of the identified structures or the determined property values
as output.
Already in the 1960s, some of the very first papers on digital image processing dealt
with the analysis of cell images [23, 24]. Since then, thousands of articles have been
published about automated analysis methods for cell or tissue images [25]. Most publi-
cations address specific applications, such as the identification of certain pathologies or
the quantification of certain biomarkers. This shows that there is no general solution for
histological image analysis. Furthermore, the growing number of publications on es-
sential analysis problems, such as the segmentation of cells, shows that these problems
have not yet been satisfactorily solved [26].
Most of the early analysis approaches worked on regions-of-interest (ROIs) within
a slide. Nowadays, it becomes increasingly common for analysis methods to process
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entire whole-slide images. Whole-slide image analysis has the advantage that it does
not require manual selection of ROIs by a pathologist, which is labor-intensive and
subjective. Also, it can be applied fully-automatically as soon as the slide has been
scanned, which is an essential prerequisite for high throughput analysis. However,
whole-slide image analysis methods are much more difficult to develop. On the one
hand, they must be very robust in order to cope with the diversity of structures in
entire tissue sections. On the other hand, they have to be very efficient in order to
process gigapixel images in a reasonable time.
It is usually impossible to identify cell or tissue structures with single image pro-
cessing operations [3]. Therefore, most histological image analysis methods combine
multiple image processing and data analysis operations into pipelines. The individual
operations either preprocess the image, detect or classify certain structures, or compute
statistics about identified structures. Often, substantial human effort has to be spent on
the design of analysis pipelines and the fine-tuning of parameters until methods are
robust enough for practical use.
An essential operation in histological image analysis is the classification of image re-
gions. Since cell or tissue structures cannot be recognized on the basis of single pixels,
they are commonly identified on the basis of regions, such as square patches or seg-
mented image objects. For this purpose, quantitative features are extracted from image
regions that characterize their color, texture, or shape. Afterwards, these features are
evaluated in order to classify the image regions into different cell or tissue classes.
Coping with variability
A major challenge in histological image analysis is the huge variability of tissue im-
ages. Histological sections show vast numbers of different cells that are organized in
a multitude of complex tissue patterns. The appearance of cellular or tissue structures
is strongly affected by pathological conditions and can even vary between healthy in-
dividuals. In addition to this biological variability, there is technical variability (Fig.
2.1). The color and contrast of slides depend on multiple factors, like the storage time,
precipitation, and pH value of the used stains. Also, processing and scanning often pro-
duce artifacts, like tissue folds, tissue tears, contaminations with dirt, or out-of-focus
areas. Despite standardization efforts, such technical variability cannot be completely
prevented.
The variability of histological images makes the implementation of classification op-
erations very difficult. To obtain reliable results, multiple features of image regions
must be considered in combination. This necessitates sophisticated classification mod-
els which can capture intricate relationships between the considered features andwhich
are robust against the variance in their values. Such classification models are usually
too complicated to be created by hand.
Machine learning methods are often used to cope with the variability of histological
images. In a process called “training”, machine learning methods automatically derive
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Figure 2.1: Examples of biological variability (left) and technical variability (right).
a classification model from pre-classified example image regions. The goal is to produce
a classification model which can accurately predict the correct classes of image regions
from their feature values. In particular, the classification model should be generalizable,
that is, it should be capable of accurately classifying previously unseen image regions.
Classical machine learning
In classical machine learning, developing a solution for a particular application involves
the selection of suitable features and the selection of a suitable machine learning algo-
rithm. The selection of suitable features is highly problem-specific. It often requires
comprehensive domain knowledge and considerable effort to find features which enable
satisfactory classification results. That is why these features are also called handcrafted
features.
One might be tempted to use as many features as possible. However, this does not
only unreasonably increase the computational effort, but it can also impair the gener-
alizability of the classification model because of the “curse of dimensionality” [3]. If
classification models with many parameters are trained with small numbers of exam-
ples, they can “overfit” to the training data and learn to reproduce distortions which do
not represent general classification rules.
Some feature extraction algorithms are commonly used for histological image anal-
ysis. Because histological images are stained to highlight relevant structures, the color
distribution of images regions carries significant information. This information can
be translated into feature values by computing statistics about the pixel values in color
channels, such as the mean, variance or certain percentiles. Further important informa-
tion is contained in the spatial pattern of pixel values, which reflects tissue morphology.
This information can be captured by extracting texture features from color channels.
The oldest and best known texture features are Haralick features which are de-
rived from the co-occurrence matrix of pixel values in a color channel [27]. Further
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commonly-used texture features are Gabor features that function similarly to specific
types of neurons in the mammalian visual cortex [28]. Gabor features are computed by
filtering an image region with Gabor kernels of different orientations and spatial fre-
quencies, and by accumulating the respective filter responses. Themost popular texture
features are local binary patterns [29]. Local binary patterns are statistics about rela-
tive differences between neighboring pixels values. Their popularity results from their
computational efficiency and from their invariance towards changes in illumination
and rotation, which are essential requirements for the analysis of histological images.
Many applications of histological image analysis necessitate the segmentation of cel-
lular structures, like nuclei. This is often performed by segmenting an image into ob-
jects by grouping connected pixels according to some similarity criterion. Afterwards,
the image objects are classified into cellular structures by features characterizing their
shape [3]. Frequently used shape features are the area, perimeter, eccentricity, orien-
tation, roundness, or compactness of image objects.
In recent decades, a variety ofmachine learning algorithms have been developedwith
individual advantages and disadvantages. The algorithms are based on different generic
classifications models that are adapted to specific analysis problems during training.
Popular examples are the Naive Bayes classifier, k-Nearest-Neighbor classifier, Neural
Networks, Support Vector Machines, or the Random Forest classifier [30]. These algo-
rithms are used in diverse applications, including speech synthesis, automated transla-
tion of texts, weather forecasting, or credit scoring. While many of them have also been
applied for histological image analysis, the Random Forest classifier is used particularly
often.
The Random Forest classifier was first introduced in 2001 [31]. Since then it has
proven to be a good general-purpose classifier, and it is used extensively in the papers
contained in this thesis. Its main advantage is the ability to produce highly accurate
and generalizable classification models that often outperform other machine learning
algorithms [30]. But it has also practical advantages. For one thing, it is very efficient
and can be run on modest computational hardware. For another thing, it is simple to
implement and does not require fine-tuning.
The classification model of the Random Forest classifier is a set of decision trees
(hence the name “forest”). A decision tree is tree-like graph, in which each node repre-
sents a condition to one feature and the respective branches represent the possible out-
comes. Branches of internal nodes lead to further conditions to be evaluated, branches
of leaf nodes lead to a decision for a class. The Random Forest classifier outputs a prob-
ability value for each of the possible classes, which equals the number of trees that led
to the respective class.
The high accuracy and generalizability of Random Forest classifiers results from ran-
domness in the generation of each tree (hence the name “random”). The randomness
makes each tree capture different aspects of the classification problem and reduces over-
fitting. For one thing, every tree is induced from a different bootstrap sample of the
training data set, that is created by random resampling with replacement. For another
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thing, every node in a decision tree is constructed from a random subset of features.
The performance of a Random Forest classifier is mainly controlled by one param-
eter: the number of trees. Increasing this parameter can improve the accuracy and
generalizability of the classification model, because it enables it to capture more com-
plex relationships between features. However, at the same time, it also increases the
computational effort, because more decision trees have to be processed [32].
Deep learning
In the last few years, a new paradigm called “deep learning” gave rise to a revolution in
machine learning. In many areas, deep learning has significantly enhanced the analysis
quality and enabled solving problems that were previously intractable [33]. This applies
particularly to image analysis.
Deep learning encompasses a wide variety of approaches. In the context of im-
age analysis, deep learning usually implies the use of “Convolution Neural Networks”
(CNN). CNNs are generic classification models. In their standard form, they expect
image regions of a fixed size as input and produce a probability value for each of the
possible classes as output. Unlike models used in classical machine learning, they do
not require prior extraction of handcrafted features [33].
CNNs are composed of a “deep” series of feature extraction layers that transform the
input image region into the output. During training, the parameters of these layers are
automatically learned from example data (hence, their relationship to “deep learning”).
CNNs resemble multi-layered neural networks in which individual neurons perform
convolution operations (hence their name). Many different architectures of CNNs have
been developed that vary in the number and combination of features extraction layers
and in the particular implementation of neurons [33].
CNNs were already used in numerous applications at the beginning of the 1990s [33].
But it took until the year 2012 before their value was widely recognized. In this year,
a CNN architecture called AlexNet won the ImageNet competition by a large margin
[34]. This competition involves the classification of millions of images into thousands
of classes. Fueled by this success, CNNs became one of the most active fields in machine
learning.
Histological image analysis is a particularly interesting application of CNNs, because
of the challenges imposed by the huge variability of tissue images. One of the first ap-
plications of CNNs to histological image analysis was the detection of mitoses in breast
cancer histology images. The result substantially outperformed competitors at the In-
ternational Conference of Pattern Recognition in 2012 [35]. In 2016, the CAMELYON16
competition invited submission of image analysis solutions for detecting lymph node
metastases [36]. All top performing submission were based on CNNs and some even
achieved better diagnostic performance than human pathologists.
The superior accuracy of CNNs results from their ability to exploit abstract image
features. After successful training of a CNN, its first layers extract low-level features
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from the input image region. Subsequent layers extract increasingly abstract high-level
features by combining the outputs of the preceding layer [33]. Low-level features tend
to be universal and to represent edges or blobs at particular orientations and locations.
High-level features tend to capture specific aspects of the analysis problem, such as
corners, parts of relevant structures, or even entire structures. CNNs utilize these high-
level features for classification. Classical machine learning methods, on the other hand,
are usually limited to low-level features, like color statistics or texture features.
Another advantage of CNNs over classical machine learning methods is that they can
greatly reduce the time and effort required to develop novel analysis solutions. CNNs
obviate the need for the laborious selection of handcrafted features and a suitable ma-
chine learning algorithm. While CNN architectures can be tweaked in many ways to
obtain maximum performance, standard architectures often already produce satisfac-
tory results. For instance, Janowczyk et al. have shown how the popular AlexNet ar-
chitecture can produce results that are similar or superior to classical machine learning
for a range of applications [37].
Nevertheless, CNNs carry their own challenges. Most importantly, training of CNNs
typically requires huge amounts of training data. The feature extraction layers in CNNs
are controlled by millions of parameters that are optimized during training. This makes
them notoriously prone to overfitting. Often, thousands of examples of image regions
are needed to produce generalizable results [33]. The acquisition of sufficient amounts
of training data can be major problem because it requires both the availability of many
example images and their annotation by pathologists.
One way to counter the problem of overfitting is data augmentation. This involves
the generation of more training data by deforming existing example image regions, for
instance, by rotation or flipping. Data augmentation requires modest domain knowl-
edge in order to obtain a good representation of real world variability [37]. Anotherway
to reduce the dependency on huge amounts of training data is transfer learning. This
involves the use CNNs that were pre-trained on comprehensive data sets from other
domains. Such pre-trained CNNs can either be fine-tuned with domain-specific data or
used as generic feature extractors for classical machine learning algorithms [38].
Another challenge in the application of CNNs are their large computational costs. It
was only after the widespread availability of graphics processing units (GPUs) that the
training of CNNs became computationally tractable [38]. Depending on the utilized
architecture, the training of CNNs still often takes days and sometimes even weeks.
Even though the computational costs of executing CNNs aremuch smaller, they can still
be significant for multi-layered architectures. That is why classical machine learning
approaches are still commonly used in practical software.
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This thesis is based on five published research papers. As described in the next sections,
the papers consider specific problems in histological image analysis. The problems are
related to either of two applications: the quantification of necrosis or the quantifica-
tion of steatosis in histological sections of liver tissue. Quantification of necrosis is a
typical image analysis application in which tissue structures must be classified by their
morphology. Likewise, quantification of steatosis is a typical application in which in-
dividual cellular structures must be identified and quantitatively analyzed.
Necrosis quantification
Necrosis refers to abnormal death of cells resulting from injury. Quantification of
necrosis in histological tissue sections is a common task in clinical laboratory prac-
tice. The presence of tumor necrosis is an important prognostic marker of survival in
different tumors, including breast cancer [39], lung cancer [40], pancreatic cancer [41],
kidney cancer [42], and bowel cancer [43]. It is, therefore, recommended to be rou-
tinely included in the pathology report. Histological quantification of necrosis is also
frequently performed in clinical research. In the context of liver tissue, necrosis is com-
monly assessed in order to measure tissue destruction after liver transplantation [44]
or after minimally invasive therapies [45].
Necrosis is quantified in terms of the area of necrotic tissue within H&E-stained tis-
sue sections. To measure this area, whole-slide images of tissue sections have to be seg-
mented into necrotic, viable (i.e., non-necrotic), and background regions. In the papers
in this thesis, this segmentation is performed by patch-based image analysis. Whole-
slide images are artificially divided into square patches and each patch is classified into
either necrotic tissue, viable tissue, or background (see Fig. 3.1). The classification is
performed by a machine-learning classifier on the basis of color and texture features
extracted from the patches.
The classification is very challenging because it must be capable of distinguishing
the complex morphologies of necrotic and viable tissue. In necrotic tissue, hepatocyte
nuclei are often shrunken or missing completely. Viable tissue, in contrast, usually
exhibits well-pronounced, roundish hepatocyte nuclei. Further distinctive features of
necrotic tissue are a “moth-eaten” appearance, resulting from continuous dissolution of
its architecture, and inflammation, that is, invasion by white blood cells which appear
as dark blobs. In the liver, necrotic tissue also often features dilated capillaries and
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Figure 3.1: Quantification of necrosis. Patches are classified as necrosis (pink), viable
tissue (purple), or background (gray).
embedded red blood cells. Besides the complex morphologies, the classification is also
complicated by the general technical variability of histological images.
Paper 1 considers the quantification of necrosis as an example application in order
to evaluate active learning strategies for histological image analysis. It addresses an
interactive training scenario in which the user points out examples of image objects
on multiple images. The paper introduces an active learning strategy called “uncer-
tainty sampling” that visualizes classification uncertainty in order to guide the user to
maximally informative examples. Uncertainty sampling is evaluated against error and
random sampling, which are other commonly used sampling strategies. The evaluation
reveals that uncertainty sampling can produce more accurate classification models with
less training effort.
Paper 2 presents a comprehensive evaluation of different patch-based image analysis
methods for quantifying necrosis. The methods vary in the utilized machine-learning
algorithms, feature sets and in the use of a post-processing step. The evaluation aims
at finding methods suitable for interactive training. Therefore, it is conducted in a sim-
ulated interactive training scenario and performance is assessed in terms of accuracy,
computational efficiency, and training effort. One method turns out to offer the best
trade-off between these requirements. By using multi-resolution color and texture fea-
tures and an efficient post-processing step, this method enables accurate and fast quan-
tification of necrosis in gigapixel whole-slide images.
Steatosis quantification
Steatosis refers to excessive accumulation of fat in the liver. It has a variety of causes,
including alcohol abuse, obesity, or drug toxicity. Steatosis is the characteristic feature
of fatty liver disease (FLD), one of themost frequent liver disorders in theWesternworld
16
Steatosis quantification
Figure 3.2: Quantification of steatosis. Image objects are classified as fat droplets (yel-
low), other empty spaces (dark gray), or background (light gray).
[46]. If left untreated, FLD can progress into steatohepatitis, cirrhosis, and hepatocellu-
lar carcinoma. Histological analysis of liver biopsies or resections is the gold standard
for the assessment of steatosis. In clinical laboratory practice, it is routinely performed
to diagnose FLD and to assess the suitability of liver grafts for transplantation. In re-
search, steatosis is commonly analyzed histologically to investigate risk factors of FLD
and to develop anti-steatotic therapies [47]. Another research application is the valida-
tion of non-invasive means for assessing steatosis [48].
In H&E-stained sections, steatosis appears as white and roundish fat droplets in the
cytoplasm of hepatocytes. These fat droplets are actually empty spaces because fat gets
dissolved during histological processing. Fat droplets can be distinguished from other
empty spaces, like vessels or tissue cracks, by their size and shape. When assessed man-
ually, the severity of steatosis is visually estimated and graded semiquantitatively from
0 to 3 [49]. Automated image analysis, in contrast, enables fully quantitative measure-
ment of steatosis based on the area fraction of fat droplets within the tissue.
The main operation in the automated quantification of steatosis is the identification
of fat droplets. This is usually performed in a two-step process. In the first step, image
pixels are classified as foreground or background, depending on whether they represent
empty spaces or stained tissue. In the second step, groups of connected foreground pix-
els are treated as image objects and classified as fat droplets or other empty spaces (see
Fig. 3.2). Finally, a steatosis score is computed as the fraction of pixels in image objects
classified as fat droplets. The pixel classification typically considers color features, on
the assumption that foreground pixels are brighter than background pixels. The im-
age object classification typically considers shape features, on the assumption that fat
droplets are rounder and smaller than vessels or tissue cracks.
Paper 3 evaluates shape features for identifying fat droplets in histological images.
A major challenge in this regard is the accurate identification of clustered fat droplets
that commonly occur in images with severe steatosis. Clustered fat droplets cannot be
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identified by their roundness because they exhibit complex and elongated shapes. That
is why Paper 3 introduces adjacency statistics as a new kind of shape features for the
image object classification. Adjacency statistics are evaluated against the commonly-
used size and eccentricity features. It is found that adjacency statistics greatly improve
the identification of clustered fat droplets and that they also improve overall classifica-
tion accuracy. At the same time, their extraction is fast and only takes milliseconds for
megapixel images.
Paper 4 presents a comprehensive evaluation of different steatosis quantification
methods. In contrast to similar publications, which only evaluate correlationwith semi-
quantitative visual estimates, this paper evaluates agreement with fully-quantitative
measurements obtained by stereological point counting (SPC). The evaluation encom-
passes three previously published methods and one new method. The new method
is based on the best feature set from Paper 3 and further optimized to improve the
robustness to image variability. While the former three methods perform differently
on images with mild or severe steatosis, it is found that the new method consistently
achieves a good agreement with SPC. It even performs on a par with two additional
human observers.
Paper 5 introduces novel focused scores for quantifying steatosis in histological im-
ages. Spatial heterogeneity of steatosis can make the standard score produced by most
analysis methods sensitive to tissue sampling and image analysis errors. Focused scores
mitigate these problems by “focusing” the quantification on steatotic tissue areas. They
use concepts of tile-based hotspot analysis to select steatotic tissue areas in an objective
way. In Paper 5, focused scores are evaluated in terms of their capacity to discriminate
differences in steatosis. It is found that focused scores are generally superior to the
standard score. In contrast to the standard score, focused scores even enable reliable
discrimination of small differences in steatosis.
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The papers in this thesis consider specific problems in the quantification of necrosis or
steatosis. In this connection, they also address important general challenges in histolog-
ical image analysis and present broadly applicable solutions. The next sections discuss
three general challenges that are of particular importance. Figure 4.1 gives an overview
of the challenges, solutions, and applications covered in the individual papers.
Heterogeneity
Quantitative tissue properties are usually computed as statistics about certain cellular
or tissue structures. Obviously, reliable measurement of tissue properties requires accu-
rate detection of the relevant structures. That is why most publications on histological
image analysis methods focus on the optimization of detection accuracy. However,
there is another factor that greatly affects measurement reliability. Many tissues are
highly heterogeneous. While histological sections only constitute a tiny sample of the
total tissue, they are large enough to exhibit substantial spatial variability in the val-
ues of tissue properties. Often there are local areas of abnormal values surrounded by
large areas of normal values. It is increasingly recognized that tissue heterogeneity is
an important contributer to pathological misinterpretation [50]. Studies have found
that disagreements between human observers frequently arise from the fact that they
examine different areas of a section [12].
Most analysis methods simply ignore intra-section heterogeneity and quantify aver-
ages of tissue properties across entire images. This can make the resulting values unre-
liable. Average values are sensitive to the sampling of tissue areas with different values,
which is difficult to standardize. This applies particularly if areas with low values are
much larger than areas with high values. Hence, heterogeneity must be considered in
addition to detection accuracy for reliable measurement of tissue properties.
Hotspot analysis is the standard approach to quantify heterogeneously distributed
tissue properties. Hotspots are areas with conspicuous values that are assumed to be
characteristic of the tissue property [51]. Hotspot analysis is routinely performed in the
quantification of the Ki67 proliferation index [52], PD-L1 biomarker expression [53],
or tumor vascularity [54]. Its results depend decisively on the proper selection of the
location and size of hotspot regions. However, the selection of hotspot regions is very
subjective when performed manually [51].
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Figure 4.1: Overview of the challenges, solutions, and applications covered in the indi-
vidual papers.
Focused scores
Paper 5 presents a simple approach to objectify hotspot analysis of tissue properties.
First, an image of a tissue section is divided into a grid of square tiles and the tissue
property is determined for each tile individually. Then, “hotspot” tiles are objectively
selected based on their property values. Finally, a score is computed as a summary
statistic about the property values of “hotspot” tiles. This approach requires automated
image analysis to be able to determine tissue properties in thousands of tiles.
The tile-based hotspot analysis approach is controlled by three parameters that have
to be set in an application-specific way. The first parameter is the tile size which deter-
mines the level of detail with which hotspot regions are selected. The second parameter
is the selection criterion of hotspot tiles which determines the size of hotspot regions.
The third parameter is the summary statistic which determines how the value distribu-
tion across hotspot tiles is characterized.
In Paper 5, tile-based hotspot analysis is evaluated in the context of the quantifica-
tion of steatosis. For this purpose, the selection criterion is fixed to include all tiles
with steatosis area fractions greater than zero. Since this selection criterion focuses
the analysis on steatotic tissue areas, the resulting scores are named “focused scores”.
Apart from that, it is evaluated how different tile sizes and summary statistics affect
the ability of focused scores to reliably discriminate differences in steatosis. The results
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are compared with the standard score computed by most image analysis methods, that
is, the steatosis area fraction across the entire image.
It is found that the standard score reliably discriminates large differences in steato-
sis, but fails to discriminate small differences. The performance of focused scores, on
the other hand, depends strongly on the tile size and the summary statistic. With an
appropriate tile size, mean-based focused scores reliably discriminate large and small
differences. Using high percentiles as summary statistics instead of the mean further
improves the discrimination of very small differences.
Paper 5 demonstrates how focused scores can improve the measurement of heteroge-
neously distributed tissue properties. The improvement is achieved without any change
in detection accuracy. Instead, focusing only on relevant tiles makes the scores less
sensitive to the sampling of tissue. Focused scores can be determined without man-
ual interaction and with negligible computational costs. That is why computing focus
scores appears to be a simple and straightforward way to make existing image analysis
methods robust towards tissue heterogeneity. However, one must carefully select an
appropriate tile size, selection criterion, and summary statistic in order to realize their
full potential.
Variability
Histological image analysis methods commonly rely on machine-learning algorithms
to classify cell or tissue structures. Because of the huge variability of tissue images,
machine-learning-based methods often require large amounts of training data in order
to work robustly. The acquisition of training data, however, is very expensive and time-
consuming. It does not only involve the collection of the image data itself but also the
creation of task-specific annotations by experts. For many applications, it is impossible
to acquire sufficient amounts of training data to make themwork on all kinds of images.
This applies especially to highly-specialized applications considered in research.
Interactive training can be a viable approach to make methods work robustly on par-
ticular data sets of interest. By letting the user interactively specify training examples,
machine-learning methods can be quickly adapted to special analysis problems [56].
Interactive training has the advantage that it can be performed without image analy-
sis knowledge. All the user has to do is specify examples of relevant cellular or tissue
structures.
Paper 2 describes a user interface for interactive training of histological image anal-
ysis methods. Its main part is a whole-slide image viewer which enables panning and
zooming to arbitrary locations and magnifications. Users can add training samples by
selecting a class and clicking on corresponding image objects in the viewer. At any
time, the user can trigger an update of the classification model. Afterwards, a colored
visualization of the current analysis results is visualized on top of the original image.
Users can validate the analysis result by changing the opacity of the visualization and
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comparing it to the underlying image.
Training follows an iterative workflow. On a particular image, multiple runs of spec-
ifying training samples and updating the classification result are repeated until the clas-
sification accuracy is satisfactory. Users are generally advised to specify training sam-
ples of structures that are still incorrectly classified. In this manner, they avoid provid-
ing samples without informative value. This procedure is typically performed on a few
images that reflect the variability in the data set. Afterwards, the remaining images are
processed fully automatically.
It is generally impossible predict howmany training samples are needed for reaching
a certain accuracy on a particular data set. The iterative workflow, however, ensures
that satisfying results are achieved with minimum training effort.
Interactive trainability
In Paper 2 and Paper 3, different analysis methods are evaluated for their suitability for
interactive training. Analysis methods suitable for interactive training must be capable
of learning quickly and dependably. In other words, they should require little train-
ing data to produce accurate results. Also, their accuracy should be insensitive to the
particular choice of training data. Most publications on machine-learning-based image
analysis methods ignore these requirements and consider fixed training data sets that
are as large as possible. In contrast, Paper 2 and Paper 3 evaluate how the accuracy of
different analysis methods is affected by variations in the training set.
For this purpose, the methods are trained with training sets of different sizes and the
resulting accuracy is determined on a test set. This procedure is repeated many times
with randomly-selected training and test sets. Themean results for different training set
sizes reflect how the accuracy of an analysis method depends on the amount of training
data. The respective standard deviations quantify its sensitivity to the particular choice
of training data. With this information, the papers are able to identify analysis methods
that work accurately and dependably even with small training sets.
Interactively selected training sets are optimized for the respective analysis method,
which can improve its accuracy. For this reason, evaluation results obtained with fixed
training data sets are not necessarily transferable to interactive training. To account
for this, the evaluation in Paper 2 relies on a simulation of the above workflow in order
to obtain meaningful evaluation results.
Uncertainty sampling
Paper 1 investigates whether active learning can make interactive training more ef-
ficient. Active learning is a general term for strategies that actively query training
samples from the user. Its goal is to collect maximally informative training samples in
order to produce more accurate classification models with less training effort. Active
learning strategies rely on an informative measure to prioritize training samples. The
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most widely used informative measure is classification uncertainty which results from
the disparity between class weights output by a machine-learning algorithm [57].
Paper 1 describes how uncertainty sampling can be integrated into the interactive
training workflow. It assumes a relaxed scenario of active learning without directly
querying the user. Instead, uncertainly-classified image objects are made recognizable
by a darker color and the user is encouraged to prioritize them as training samples. Also,
on individual images, training should be continued until both the classification accuracy
is satisfactory and the number of uncertainly-classified image objects is negligible.
Paper 1 evaluates how uncertainty sampling affects the accuracy of interactive train-
ing. For this purpose, results obtained by uncertainty sampling are compared with ones
obtained by random or error sampling. Random sampling selects a fixed number of ran-
dom samples per image. Error sampling corresponds to the workflow described above
in which sample selection is guided by the current classification error. Just like in Paper
2, the evaluation in Paper 1 is performed on the basis of a simulation of the interactive
training workflow. It is found that uncertainty sampling produces more accurate results
with less training images.
Since uncertainty sampling works in a simple and intuitive manner and without ad-
ditional computational costs, it appears to be a reasonable extension of the interactive
training workflow.
Practicality
Besides accuracy, efficiency and simplicity are further important requirements to make
histological image analysis methods work in practice. Efficiency is important to min-
imize waiting time of the pathologist while doing diagnostic work [58]. Histological
whole-slide images are gigapixels in size, which is why their full analysis frequently
takes hours. Simplicity is important to facilitate the practical implementation of anal-
ysis methods and, thus, reduce their implementation costs and susceptibility to errors.
These requirements are often ignored and many histological image analysis methods
are only optimized towards accuracy. They often depend on high-performance hard-
ware or distributed computing clusters which are unavailable in practice or expensive
to maintain [13]. Furthermore, many published analysis algorithms are highly-complex
and difficult to implement.
While optimizing accuracy is also a central goal of the papers in this thesis, practical-
ity is equally important. The papers seek for analysis methods that offer a good com-
promise between accuracy and computational costs and which are usable with standard
hardware. Furthermore, the methods should be conceptually simple and straightfor-
ward to implement.
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Resolution optimization
Paper 2 and Paper 4 optimize image resolution to achieve a good compromise between
accuracy and efficiency. Image resolution is a major factor in the computational costs
of analysis methods. High resolution images exhibit more pixels and more complex-
ity than low resolution images, both of which increase processing effort. However,
they also provide more information, which can make analysis results more accurate.
Histological whole-slide images are stored as image pyramids to enable quick viewing
of different magnification. Since different image resolutions can be directly accessed,
optimizing image resolution is a simple way to improve accuracy and efficiency.
Paper 2 demonstrates how multi-resolution feature extraction can accelerate patch-
based image analysis. For this purpose, patches are mapped to their corresponding
image regions at multiple resolutions and different features are extracted from the re-
spective regions. Because of the simple geometry of square patches, the mapping works
virtually without computational costs.
In an initial step, obvious background patches are sorted out based on low-resolution
color statistics which are cheap to compute. Exclusion of these patches from further
processing saves considerable time. Afterwards, the remaining patches are classified
into different tissue classes based on more expensive color statistics and texture fea-
tures extracted from higher magnifications. Paper 2 presents a comprehensive evalu-
ation on how different multi-resolution feature sets affect classification accuracy and
computation time. One feature sets is identified as the best compromise. It is shown
that including features from higher resolutions only leads to a marginal increase in
classification accuracy but a manifold increase in computation time.
Paper 4 includes an evaluation on how image resolution affects the accuracy and com-
putation time of a method for automated quantification of steatosis. For this purpose,
different variants of the method are trained and tested at image resolutions correspond-
ing to 5×, 10×, and 20× objective magnification. While all variants perform similarly on
images with low-grade steatosis, the accuracy improves noticeably from 5× to 10× and
from 10× to 20× on images with high-grade steatosis. At the same time, the mean run-
time increases approx. fourfold with each increase in resolution. That is why the lower
accuracy of the 10× variant might be more acceptable in practice than the significantly
higher runtime of the 20× variant.
Adjacency statistics
Paper 3 introduces simple and efficient shape features for the classification of complex
image objects. Classification of image objects based on shape features is a common
task in the segmentation of cellular structures. Since complex image objects often form
distinct textures, Paper 3 investigates whether simple texture features called “adjacency
statistics” are suitable for characterizing shape. For use as shape features, adjacency
statistics are computed as fractions of image object pixels with a specific number of
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other image object pixels in their neighborhood.
In Paper 3, adjacency statistics are evaluated for the identification of fat droplets in
histological images. It is found that adjacency statistics generally produce more accu-
rate classification results than other, commonly-used shape features. Their superiority
is particularly obvious for complex image objects representing clustered fat droplets.
At the same time, extraction of adjacency statistics makes up only a small fraction of
the total processing time. The superiority of adjacency statistics is corroborated in Pa-
per 4, which performs a comprehensive evaluation of different steatosis quantification
methods.
Context classification
Paper 2 introduces a simple and efficient post-processing step for patch-based image
analysis which is called “context classification”. Patch-based image analysis often pro-
duces isolated errors which are caused by uncertainty in the classification. Context
classification assumes that patches are generally likely to resemble their neighbors. To
correct isolated classification errors, it assigns all uncertainly classified patches to the
most common class among their neighbor patches. Uncertainly classified patches are
identified in a simple manner based on the disparity between their class weights.
Paper 2 evaluates context classification for the quantification of necrosis. It is found
that it enables substantially more images to be analyzed with high accuracy. The im-
provement comes at virtually no extra computation time and even surpasses that of far
more expensive analysis approaches.
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The papers in this thesis deal with specific problems in the quantification of necrosis or
steatosis in histological images. The corresponding conclusions and future prospects
are described in the respective papers.
The practical value of the presented analysis methods was demonstrated through
their use in several research studies. The best method described in Paper 2 was used
in two publications to measure necrosis in rat liver sections as an indicator of tissue
damage. Arlt et al. applied the method to investigate treatment options against tissue
damage caused by hepatic venous outflow obstruction [60]. Czigány et al. applied the
method to evaluate a novel intervention to reduce tissue damage caused by ischemic-
reperfusion-induced injury [61]. Furthermore, the best method described in Paper 3
was used by Schwen et al. to obtain comprehensive steatosis measurements from a
mouse liver. The results were then used as input data for a multi-scale pharmacokinetic
simulation [62].
The results of the papers also allow conclusions to be drawn about general challenges
in histological image analysis. Consideration of tissue heterogeneity is important for
reliable measurements of tissue properties. As described in Paper 5, focused scores can
enable highly-resolved measurements of heterogeneously distributed tissue properties.
They are efficient and conceptually simple and, therefore, a straightforward way to
make existing image analysis methods robust towards heterogeneity. However, for this
purpose, their parameters must be carefully adapted to the respective application.
Interactive training is a viable approach to adaptmachine-learning-based image anal-
ysis methods to particular data sets. It is especially beneficial in highly-specialized
research applications, for which it is impossible to acquire large amounts of training
data. To be suitable for interactive training, analysis methods must learn quickly and
reliably. As demonstrated in Paper 2 and Paper 3, such analysis methods can be identi-
fied by evaluating how variations in the training set affect accuracy. Paper 1 shows that
a simple active learning technique called “uncertainty sampling” can achieve more ac-
curate results with less training effort. It, therefore, appears to be a reasonable addition
to the interactive training workflow.
Besides accuracy, efficiency and simplicity are additional important requirements to
make histological image analysis methods work in practice. As demonstrated in Paper
2 and Paper 4, optimizing image resolution is a simple way to achieve a good com-
promise between accuracy and computational costs. As shown by Paper 3, simple and
efficient shape features called “adjacency statistics” can greatly improve the detection
of complex image objects. Also, as described in Paper 2, the accuracy of patch-based
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image analysis approaches can be improved with negligible computational costs by a
simple post-processing step called “context classification”.
Transferability to deep learning
The papers included in this thesis all use some form of classical machine learning. In
Paper 1 and 2, image patches are classified based on color texture features. In Paper 3, 4,
and 5, pixels are classified based on color and gradient features, and segmented image
objects are classified based on shape features. In the last few years, deep learning has
significantly enhanced the quality of automated image analysis and become the method
of choice for new developments. Some of the conclusions of this thesis can also be
transferred to analysis methods based on deep learning.
The focused scores approach is independent of any particular method for computing
tissue properties and can just as well be usedwith deep-learning-basedmethods. In fact,
focused scores can be a simple solution to make deep-learning-based image analysis
methods robust towards tissue heterogeneity.
At first glance, deep-learning appears unsuitable for interactive training. Training
deep-learning networks typically requires large amounts of training data and it can
take up to days. However, this only applies to networks trained from scratch. By using
transfer learning, the training effort can be greatly reduced. When pre-trained CNNs
are used as feature extractors, the conclusions drawn for interactive training with clas-
sical machine-learning methods can be directly transferred.
We recently conducted a study on the use of pre-trained CNNs as feature extractors
for interactive training and obtained promising results [63]. TheCNNswere pre-trained
on millions of images of general objects, like animals, plants, or vehicles. Average
outputs of certain layers within a CNN were used as features for a classical machine-
learning algorithm. In an evaluation on breast cancer tissue images, the accuracy of
this approach was on par with a state-of-the-art CNN trained from scratch. However,
its training took only a hundredth of the time and completed in seconds.
Finding a good compromise between accuracy and computational costs is essential
for the practical application of deep-learning methods. It has been recognized that
optimizing the image resolution is also of utmost importance here [37].
Future prospects
Thechallenges addressed by the papers in this thesis will remain important in the future.
Many tissue properties are heterogeneously distributed across tissue sections. This in-
cludes the expression of biomarkers like hormone receptors, Ki67, HER2, or PD-1/PD-
L1, which are important diagnostic factors in the treatment of cancer. Since the assess-
ment of these biomarkers becomes increasingly quantitative, consideration of spatial
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heterogeneity will be essential for reliable results. Future work should, therefore, be
invested in adapting techniques like focused scores to further tissue properties.
Growing research on histological biomarkers in the context of precisionmedicinewill
increase the need for special image analysis applications for which it is impossible to
collect large training data sets. Also, despite great improvements in accuracy achieved
by deep learning, it will likely remain a major difficulty to develop analysis methods
that work robustly on all kinds of images. Both are reasons why adaptability of image
analysis methods will continue to be important. Since interactive training is a simple
and elegant way to enable adaptability, future work should investigate how interactive
training can work with deep-learning-based methods, for instance, by using transfer
learning.
Widespread availability of powerful computers, in particular GPUs, and easy access
to distributed computing environments have made computational costs less of a con-
cern than it used to be. However, modern deep-learning-based image analysis methods
and novel biomarkers that are extracted from entire tissue sections also increase the
demand for computing power. Furthermore, growing clinical use of image analysis re-
quires implementations that are maintainable, standardizable and economical. These
are reasons why developing analysis methods that offer a good compromise between
accuracy, efficiency and simplicity will also be important in the future.
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Abstract
Histological image analysis methods often employ machine-learning classiiers in order 
to adapt to the huge variability of histological images. To train these classiiers, the 
user must select samples of the relevant image objects. In the ield of active learning, 
there has been much research on sampling strategies that exploit the uncertainty of 
the current classiication in order to guide the user to maximally informative samples. 
Although these approaches have the potential to reduce the training effort and increase 
the classiication accuracy, they are very rarely employed in practice. In this paper, we 
investigate the practical value of uncertainty sampling in the context of histological 
image analysis. To obtain practically meaningful results, we have devised an evaluation 
algorithm that simulates the way a human interacts with a user interface. The results 
show that uncertainty sampling outperforms common random or error sampling 
strategies by achieving more accurate classiication results with a lower number of 
training images.
Key words: Active learning, classiication, histological image analysis, sample selection, 
uncertainty sampling
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INTRODUCTION
One of the biggest challenges in the analysis of 
histological whole-slide images is the huge variability of 
the visual appearance within and across slides. For this 
reason, many image analysis approaches employ machine-
learning classifiers that can be adapted to varying image 
characteristics simply by giving examples of the relevant 
image objects. Image objects, in this sense, are nuclei, 
cells or tissue regions with certain cellular patterns. The 
performance of machine-learning classifiers is heavily 
dependent on the sample objects on which they are 
trained. Yet, the practical issue of sample selection is often 
ignored. Most publications on adaptive histological image 
analysis methods simply assume fixed sets of preclassified 
image objects on which the classifier is trained and 
fixed sets on which its performance is tested.[1-4] 
In actual applications, though, the user must be able 
to continually improve the classifier by selecting further 
image object samples when the accuracy on novel images 
is insufficient.[5]
There are different strategies for carrying out the sample 
selection process. Since the selection of image object 
samples requires considerable effort by the user, a good 
sampling strategy should encourage the selection of 
maximally informative samples and, thereby, minimize 
the number of samples required to achieve a certain 
accuracy. At the same time, the sampling strategy should 
be simple and intuitive so that the user can operate 
it without comprehensive instructions. In random 
sampling, image object samples are selected by pure 
chance. In error sampling, the user subjectively selects 
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image object samples that were incorrectly classified. Its 
simplicity and intuitive usage make error sampling the 
most common sampling strategy applied in practice. 
Both random and error sampling are examples of passive 
learning because the selection of samples is driven by 
the user. Recently, however, there is growing research on 
active learning strategies that actively query the most 
informative samples from the user in order to optimize 
the classification model.[6] Most active learning strategies 
rely on an informativeness measure in order to prioritize 
samples. While a wealth of informativeness measures 
has been proposed in the literature, the most simple 
and widely used measure remains the classification 
uncertainty[6] which is generally derived from the disparity 
between individual class weights.
Although many studies have shown that active learning 
can achieve better classification results with a lower 
number of training samples, it is still rarely applied 
in practice. In fact, a recent survey on the usage of 
active learning in natural language processing revealed 
widespread skepticism about its practical utility.[7] 
Compared with passive learning, active learning 
both requires additional implementation effort and 
complicates the user interface. To answer whether the 
benefit of uncertainty sampling justifies its overhead, 
this paper performs a comparison of different sampling 
strategies in the context of histological image analysis.
In order to perform the comparison in an objective and 
practically meaningful way, we have devised an evaluation 
algorithm for sampling strategies that simulates the way 
a human interacts with a user interface. In contrast 
to most evaluations performed in the active learning 
literature, our algorithm does not select image objects 
from the total population of possible appearances. 
Instead, it successively selects samples from single images 
which corresponds to the usual workflow in practical 
histological image analysis applications. Furthermore, 
in the literature, uncertainty sampling is most often 
evaluated among other active learning strategies or 
random sampling.[8,9] For a reasonable assessment of its 
practical value, however, uncertainty sampling must be 
compared with error sampling. To enable the simulation 
of passive sampling strategies like error sampling, our 
evaluation algorithm assumes a “relaxed” scenario of 
active learning. Instead of directly querying the user for 
certain image object samples, the user can freely choose 
among all image objects from the current image and is 
merely encouraged to prioritize some objects over others. 
We have implemented the evaluation algorithm on the 
basis of an existing method for quantifying necrosis in 
histological whole-slide images and applied it to two 
image sets. The results demonstrate the superiority of 
uncertainty sampling over other sampling strategies and 
error sampling in particular.
MATERIALS AND METHODS
The training process of adaptive image analysis 
applications can be summarized in the following general 
workflow [Figure 1]. First, the user chooses an image set 
to work on and switches to the first image. Then, the 
user triggers the analysis of the first image. If the result 
is satisfactory the user will directly proceed to the next 
image. If, however, the user feels that the image needs 
more training, the user will designate the class of certain 
image objects and request an update of the classification 
model. Then, the analysis will be executed again in 
order to see the updated classification result. This loop 
of image analysis and sample selection is repeated until 
the image does not require any more training and the 
next image can be analyzed. In a semiautomated usage 
scenario, this workflow is continued until all images have 
been processed. In a fully automated usage scenario, 
this workflow is executed on a small number of training 
images in order to gain a robust classification model 
that can be applied to new images without any further 
interaction.
This general workflow can be easily translated into an 
algorithm that simulates the way a human interacts with 
an adaptive image analysis application. For this purpose, 
each of the steps depicted in Figure 1 is implemented 
by a different function. The function “Analyze image” 
implements the main image analysis algorithm. The 
functions “Training required?” and “Select sample”, on 
the other hand, represent the applied sampling strategy. 
It is the task of the “Training required?” function to 
decide whether the training process of the current image 
should be continued. The function “Select sample” 
selects additional sample image objects from a predefined 
ground-truth classification of the current image.
In this paper, we simulate different sampling strategies 
through different implementations of the “Training 
required?” and “Select sample” functions. The “Analyze 
image” function, in this case, is implemented on the basis 
Figure 1: Most adaptive image analysis applications are based 
on the depicted worklow. The main image analysis algorithm is 
executed in the step “Analyze Image” while the steps “Training 
required?” and “Select sample” represent the sampling process. 
In this paper, we compare different sampling strategies through 
different implementations of these two items
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of an existing algorithm for the quantification of necrosis 
in histological whole-slide images. This algorithm divides 
the image into a regular grid of square image objects and 
classifies each of them as either viable tissue, necrotic 
tissue or background. The classification is performed by 
a Random Forest classifier[10] on the basis of different 
spectral and textural features. The spectral features 
include the min, max, mean, standard deviation, quartiles 
and the median of the intensity distribution in the red, 
green and blue color channels. To save computing time, 
they are extracted at a low magnification of 12.5×. The 
texture features, on the other hand, are extracted at a 
high magnification of 50× that is able to resolve fine 
spatial structures. The texture features comprise local 
binary patterns[11] in an 8-neighborhood that are extracted 
from the red color channel. The algorithm incorporates a 
standard Random Forest classifier without online-learning 
capabilities that is completely retrained whenever the 
sample set changes.
Random Sampling
Obviously, the simplest sampling strategy is to select a 
fixed number of random samples per image. In a user 
interface, such a strategy could be implemented by 
highlighting a predefined set of random image objects 
that the user has to classify manually. To simulate this, 
we have implemented a sampling strategy called Random, 
where the function “Select sample” just adds one random 
object to the classification model and where the function 
“Training required?” simply checks whether a minimum 
number of 15 samples per image has been reached.
Error Sampling
The main problem of the Random strategy is that it does 
not take the current classification error into account. The 
classification error, however, provides valuable information 
on the minimum number of required samples and the 
prioritization of new samples. A user interface for an 
error sampling strategy has to provide the possibility to 
compare the current classification result with the original 
image, so that the user can identify mistakes. Then, the 
user can decide whether the current classification quality 
is sufficient or select further samples from the class that 
produces the most errors. We have implemented two 
error sampling strategies which are called Error and Error 
Min. The only difference is that the Error Min strategy 
requires a minimum number of samples per image while 
the Error strategy aborts the training process as soon as 
the classification quality is sufficient.
Both strategies rely on two statistics. The false negative 
rate of class c quantifies the error caused by falsely not 
classifying image objects as that class. The accuracy, on 
the other hand, is a class-independent measure for the 
overall classification quality. For the computation of these 
statistics, the total number of image objects is divided 
into true positive tp
c
, true negative tn
c
, false positive fp
c
, 
and false negative fn
c
 cases for each class c:
c
c
c c
fn
false negative rate =
fn tp+
accuracy
tp
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cc
C
0 0 0 0
=
=
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In both error strategies, the “Select sample” function 
selects one image object from the class with the 
maximum false negative rate:
c {1,...,C}c=argmax Î false negative ratec
The “Training required?” function of the Error strategy 
simply checks whether the accuracy exceeds a threshold 
of 0.92 which is assumed to signify a satisfactory 
classification result. The strategy Error Min extents this 
requirement by the further condition that at least 15 
samples are chosen per image.
Uncertainty Sampling
In addition to the described common sampling strategies, 
we have also implemented a more sophisticated 
strategy which exploits the uncertainty of the current 
classification. For the quantification of uncertainty 
we assume that the classification algorithm does not 
only assign a definite class to a given image object, but 
individual weights ω
c
 that quantify the confidence that 
an image object belongs to class c. The definite class is 
then simply determined as the one with the maximum 
weight (argmax
c∈{1,....C} ωc). When the weight of the 
definite class does not achieve a two-thirds majority over 
the other class weights, we consider the classification to 
be uncertain:
1 C
C
cc 1
max( ,..., ) 2
3
=
<
å
w w
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We have created a user interface that enables 
uncertainty sampling for the necrosis quantification 
method that serves as the example application in this 
paper. The main component of this user interface is 
a full-featured virtual microscope viewer, where the 
user can arbitrarily pan and zoom through the current 
image. At any time, the current classification result is 
visualized as a colored overlay on top of the original 
image. In this overlay, all image objects are filled with 
a color representing their classification, with “viable”, 
“necrotic” and “background” objects being drawn in 
green, red, and blue, respectively. During the training 
process, the user is encouraged to select both samples 
of falsely classified image objects and of those that 
are uncertainly classified. While the former can be 
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identified by changing the opacity of the classification 
visualization, the latter can be easily recognized because 
they are drawn in a darker color. The training process 
Figure 2: Uncertainty sampling by the example of an image analysis method for quantifying necrosis. The images O1 and O2 show rat liver 
sections affected by conluent necrosis. To quantify the proportion of necrotic tissue, each section is divided into square image objects that 
are classiied as either “viable tissue” (green), “necrotic tissue” (red) or “background” (blue). The images GT1 and GT2 show the respective 
ground-truth classiications provided by a human expert. Image ES1 shows the classiication result after error sampling. Although the result 
already closely resembles the ground truth, many image objects are still uncertainly classiied, as indicated by the darker color. Image US1 
shows the classiication result after uncertainty sampling. Although the selection of three additional samples has no major impact on the 
classiication quality, it reduces the overall uncertainty to a negligible level. In the images ES2 and US2, the respective classiication models 
obtained from ES1 and US1 were applied to the second section without modiication. Obviously, uncertainty sampling both improved 
the classiication accuracy and conidence
is supposed to be performed until both the number of 
falsely and uncertainly classified image objects becomes 
negligible [Figure 2].
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In order to simulate uncertainty sampling, we have 
implemented the sampling strategy Uncertainty on the 
basis of two statistics. The uncertainty rate of class c 
quantifies the respective fraction of image objects that 
are uncertainly classified. The uncertainty, on the other 
hand, is a class-independent measure of the overall 
uncertainty of the current classification. Both statistics 
incorporate u
c
, that is, the total number of uncertainly 
classified image objects of class c:
uncertainty rate =
u
uncertainty
c
c
tp fp
u
tp tn fp
c c
cc
C
+
=
+ + +
=∑ 1
0 0 0 fn0
The “Select sample” function of the Uncertainty 
strategy selects one image object from the class with the 
maximum false negative rate or uncertainty rate:
c {1,...,C}c=argmax Î max (false negative ratec, uncertainty ratec)
The “Training required?” function is similar to the one 
of the error strategies, in that it requires a minimum 
accuracy of 0.92, but, in addition, it also requires a 
negligible uncertainty value of less the 0.08.
RESULTS
We have simulated the different sampling strategies 
with two sets of histological whole-slide images. Both 
sets show Hematoxylin-Eosin stained sections of rat 
liver tissue with different amounts of confluent necrosis. 
Image set 1 comprises 12 images with sizes between 
2.6 and 5.1 gigapixels. Image set 2 comprises 24 images 
with sizes between 1.2 and 3.7 gigapixels. Each image 
is accompanied by a ground-truth classification by a 
human expert that is used to determine the classification 
accuracy and to select training samples. On a standard 
notebook computer, the initial analysis of the images, 
including the feature extraction, always took less than 
2 minutes per image. By contrast, the update of the 
classification model and the reanalysis of the image after 
a training step always took less than 1 second.
The simulation assumes a fully automated usage scenario. 
Therefore, the training process was executed with only a 
subset of the available images and the remaining images 
were used for evaluating the performance of the generated 
classification model. Each sampling strategy was simulated 
with different numbers of training images in order to 
assess the corresponding impact on the performance. To 
increase the validity of the results, each combination of 
Figure 3: The results of the training simulation. The left column shows the results for image set 1, the right column shows the results of 
image set 2. The upper row plots the number of training images against the respective mean accuracy of the generated classiication 
model. The lower row plots the number of training images against the respective mean number of samples that were selected during the 
training process
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sampling strategy and number of training images was 
simulated with 50 different subsets of images. In total, 
this resulted in 3600 runs of the simulation algorithm.
The simulation results are depicted in Figure 3. In both 
image sets, the mean accuracy improves with the number 
of training images, although the improvement decreases 
continually until the mean accuracy converges to an 
almost constant level. At the same time, the number 
of samples grows linearly with the number of training 
images for both image sets and all sampling strategies.
In both image sets, the strategy Error caused the least 
number of samples to be selected. While its accuracy 
values are comparable to the Error Min strategy in 
the first image set, it is outperformed by the Error 
Min strategy in the second image set. Obviously, the 
minimum number of samples required by the Error Min 
strategy creates a more robust classification model.
Nevertheless, it appears to be impossible to define an 
optimal number of samples per image that works for all 
image sets. Image set 2 generally achieves worse mean 
accuracy values than image set 1. This indicates that the 
second image set requires a more complex classification 
model than the first one. The only strategy that adapts 
to these requirements is the Uncertainty strategy. While 
the other three strategies select an approximately equal 
number of samples per image in both image sets, the 
strategy Uncertainty selects about 39% more samples in 
the second set than in the first.
Independent of the number of training images, the 
strategy Uncertainty consistently produced the most 
accurate results for both image sets. This, however, cannot 
solely be attributed to the increased number of samples 
per image. In image set 1, the strategy Uncertainty clearly 
outperforms the other strategies although the number of 
samples is on par with the strategies Random and Error 
Min. Obviously, the strategy Uncertainty also selects 
more informative samples that produce a more robust 
classification model. Intuitively this makes sense. The 
uncertainly classified image objects are the ones that lie 
close to the current decision boundary of the classifier. 
By providing these image objects as training samples, the 
classifier can refine its decision boundaries much more 
effectively than with samples from arbitrary positions in 
the feature space.
CONCLUSION
In this paper, we have compared different sampling strategies 
for adaptive histological image analysis. The particular aim 
of the study was to determine whether the commonly 
employed error sampling strategy can be improved through 
uncertainty sampling and whether the benefit justifies the 
overhead. In order to answer this question from a practical 
point of view, we have devised an evaluation algorithm that 
simulates the way a human interacts with a user interface. 
The different strategies were evaluated on the basis of an 
image analysis method for the quantification of necrosis 
and applied to two sets of histological whole-slide images. 
In both cases, the uncertainty strategy outperformed the 
other strategies by consistently achieving higher accuracy 
values with a lower number of training images. Obviously, 
due to its limited scope, our study does not prove that 
uncertainty sampling is beneficial in all scenarios of adaptive 
histological image analysis. Further research needs be carried 
out on the effects of different classification algorithms, 
image sets, and informativeness measures. Likewise, the 
results do not enable predictions of the number of training 
images required to achieve a given accuracy. The results do 
show, however, that uncertainty sampling can considerably 
reduce the training effort by the user and improve the 
overall classification accuracy. Since uncertainty sampling 
can be intuitively integrated in a user interface by drawing 
uncertainly classified image objects in a darker color, 
it does not significantly increase the complexity of the 
user interface. In the same way as in the fully automated 
usage scenario, uncertainty sampling will be applicable in 
semiautomated usage scenarios as well. Since our evaluation 
is based on standard methodologies, we expect that there 
are a great number of applications in histological image 
analysis where uncertainty sampling will be beneficial.
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a  b  s t  r  a  c t
Since  the histological  quantification  of  necrosis  is a common  task  in medical  research  and  practice,  we
evaluate  different  image analysis  methods  for  quantifying  necrosis  in whole-slide  images.  In  a practical
usage  scenario, we  assess  the  impact  of  different  classification  algorithms  and  feature  sets  on both  accu-
racy  and computation  time.  We  show  how  a  well-chosen  combination  of  multiresolution  features  and
an  efficient  postprocessing  step  enables  the accurate  quantification  necrosis in  gigapixel images  in less
than  a minute.  The results  are  general  enough  to  be  applied  to  other areas of  histological  image  analysis
as  well.
© 2013 Elsevier Ltd. All rights reserved.
1. Introduction
Histology, that is, the microscope-based analysis of  tissue sec-
tions reveals unique insights into the morphology and function of
cells like no other imaging modality. These qualities make histol-
ogy the ideal tool for the quantification of  necrosis. The medical
term “necrosis” refers to pathological cell death resulting from cell
injury. It  is to be distinguished from “apoptosis” which refers to  the
programmed cell death as  a  normal physiological function.
The histological quantification of necrosis is a  frequent task in
clinical research. Dirsch et  al. [7] quantify necrosis in tissue sec-
tions in order to  assess the functional liver mass after focal outflow
obstruction, with the motivation to prevent complications after
liver transplantation. Jansen et al. [12] quantify necrosis to assess
the volume of destructed liver tissue  after different minimally
invasive therapies for patients with unresectable liver tumors.
Mareninova et  al. [15] quantify necrosis to study its role in  acute
pancreatitis and to find novel therapeutic strategies. In [4], the
histological quantification of  necrosis provides the gold standard
for the validation of  radiological imaging methods as  predictors of
tumor necrosis after transcatheter arterial embolization.
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The quantification of  necrosis has important applications in clin-
ical medicine as  well. A well known and severe form of necrosis is
the infarction of  the heart muscle, induced by the blockage of  a  coro-
nary artery. This makes the quantification of  necrosis an  important
step in the post-mortem examination of heart attacks [22].  Fur-
thermore, in recent publications, necrosis has been identified as
an important prognostic marker of  survival in a  variety of  tumors,
like bowel cancer [18],  kidney cancer [19],  lung cancer [21],  pan-
creatic cancer [10],  and breast cancer [14]. Since  tumor necrosis
is an  indicator of particularly aggressive tumors, experts demand
to routinely include necrosis quantification in the pathology report
and to use it for determining appropriate follow-up procedures and
therapy [18,19,10].
Histologically, necrotic tissue can be distinguished from viable
tissue by its morphological appearance. Since necrosis is  associ-
ated with a  continuous dissolution of  the cellular architecture,
necrotic cells often appear “moth-eaten”. While viable tissue typ-
ically shows well-pronounced nuclei, the nuclei of  necrotic tissue
often appear shrinked or  are completely lacking. Necrosis is fre-
quently accompanied by  inflammation, that is, the invasion of
white blood cells that are recruited to  digest and remove dead cells
and often appear as  small dark-colored blobs. In the case of  liver tis-
sue, the capillaries of  necrotic tissue are often dilated and congested
with red blood cells. Despite these general patterns, the actual
histological appearance of necrotic and viable tissue is largely
affected by  the particular pathological and preparation conditions
and, therefore, varies considerably between different slides. Fur-
thermore, for an accurate quantification, both tissue types need to
be  distinguished from background structures and artifacts (Fig. 1).
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Fig. 1. Histological appearance of  necrosis. The  left  column shows examples of viable tissue, the center column of  necrotic tissue, and the right column of  background
structures to be excluded from  the quantification. Despite general morphological patterns, there is  great variation in the visual appearance of the different structures.
Although histology is  the gold standard for the diagnosis of  can-
cer and many other serious diseases, the manual assessment of
tissue sections is  often subject to  low accuracy and reproducibility
[8]. For one, human observers commonly have difficulties with giv-
ing reliable quantitative estimates of  the area or number of  certain
tissue structures. For another, the manual assessment commonly
implies substantial sampling error, because a  comprehensive anal-
ysis of entire tissue sections cannot be performed in a  reasonable
amount of time. Since computers are far superior to humans in
quantifying large amounts of  data, automated histological image
analysis has the potential to greatly improve the accuracy and
reproducibility of  histological investigations [9].  For this purpose,
entire histological slides are scanned at very high magnification,
resulting in  gigabyte-sized “whole-slide” images. Nevertheless, due
to the large size  of the data and the complexity and variance of
the depicted structures, automated histological image processing
is still very challenging and subject to research.
1.1. Previous work
To the best of  our knowledge, the automated quantification of
necrosis in  histological whole-slide images has not been investi-
gated before. A common approach to histological image analysis,
however, is to subdivide the entire image into square subimages
and to classify each of  these “tiles” into different tissue categories
on the basis of  certain image features. This tile-based approach is
particularly well-suited for processing large whole-slide images.
In contrast to conventional segmentation methods, it enables the
extraction of image features at smaller resolutions which are
considerably faster to process. Furthermore, the employment of
machine-learning classifiers makes tile-based analysis approaches
robust against the staining inconsistencies and many artifacts com-
monly found in histological images.
Diamond et al. [6] use tile-based image analysis to distinguish
normal, stromal and cancerous tissue in  prostate histology. Here,
tiles are classified on the basis of  texture features from a grayscale
image, thereby ignoring any  color information. In [16], tile-based
image analysis is  employed for the identification of squamous cell
carcinoma in head  and neck tissue. In contrast to the previous
method, this approach is entirely reliant on color features derived
by a  clustering algorithm, thereby ignoring any textural informa-
tion. Wiltgen et al. [23] present an  evaluation of  different texture
measures for the discrimination between benign and malignant
melanocytic skin tumors in a  tile-based image analysis framework.
It is one of the few publications that evaluate the influence of  the
tile size on the classification result.
Both  Kong et  al. [13] and Sertel et al. [20] describe a  tile-based
image analysis method for the evaluation of  neuroblastoma. In con-
trast to the previous publications, which all extract features at full
resolution, both approaches selectively consider color and texture
features at multiple scales. This does not only improve classifica-
tion performance, but it also helps to  save computation time. Alkadi
[1,2] describes a  similar multiresolution approach for the classifi-
cation of  different meningioma subtypes. Here, the classification
is  based on the fractal dimension signatures of  selected wavelet
decomposition subbands at multiple levels. Furthermore, Alkadi
[3] gives a comprehensive evaluation of  different texture features
for tile-based image analysis and their  respective variation in  the
presence of noise.
Tile-based image analysis appears to  be well-suited for the
quantification of  necrosis because the complex morphology of
necrosis cannot be recognized on the basis of single pixels. For
this reason, we  perform a  comprehensive evaluation of  tile-based
image analysis methods for quantifying necrosis in  histological
whole-slide images. To obtain practically meaningful results, the
evaluation is  carried out  in a  realistic usage scenario and perfor-
mance is assessed both with respect to  accuracy and computation
time. We  show how different machine-learning algorithms, differ-
ent color and texture features and different resolutions affect the
classification performance, and that it can be significantly improved
by a simple and inexpensive postprocessing step. Based on  this
knowledge, we describe a  general way how tile-based image anal-
ysis can be integrated into a practical and easy-to-use software
solution.
2. Methods
2.1. Image analysis framework
The methods considered in  this paper are founded on a  general
tile-based image analysis framework (Fig. 2). In this framework,
the entire whole-slide image is  divided into a lattice of  square tiles
that measure approximately 120 m × 120 m,  or 512 × 512 pixels
at 40× objective magnification. At  lower magnifications, the tile
sizes are adapted proportionally in  order to  cover the same tissue
areas.
Every tile is classified as either “viable”, “necrotic” or “back-
ground”. The relative amount of necrosis is  then simply determined
as the ratio of necrotic tiles to the total amount of non-background
tiles. While the division into quadratic tiles obviously leads to some
error in  the determination of the necrosis ratio, this appears negli-
gible with respect to the large size of  the images.
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Fig. 2. General tile-based image analysis framework. The top row depicts one example slide with two  sections and the corresponding ground truth. The lower rows depict
the  results of the different analysis steps: (1) Background elimination, (2) Feature classification, (3) Context classification and (4) Section merging. Viable, necrotic and
background tiles are  drawn in green, red  and blue, respectively. (For interpretation of  the references to color in this  figure legend, the reader is  referred to the web  version
of  this article.)
2.1.1. Background elimination
The  processing starts with a  simple and cheap procedure
that identifies all obvious background tiles. Since the following
processing steps are much more computationally expensive, the
exclusion of these tiles from further processing saves a  considerable
amount of computation time. Based on the assumption that obvious
background tiles are both exceptionally bright and homogeneous,
their identification is  performed via a minimum threshold for the
lower quartile and a  maximum threshold for the standard devi-
ation of the pixel values in  the green channel. The green channel
was chosen because it  is  directly accessible without any  color space
conversion and because it well distinguishes background from fore-
ground structures in  typical red- and blue-oriented histological
stains. To save computational effort, these statistics are extracted
at 1.25× objective magnification, at which each tile only measures
16  × 16 pixels. A  tile is  considered obviously “background” if it ful-
fills the following conditions:
lowerquartile1.25×,G >  210 ∧ stddev1.25×,G <  20 (1)
The  exact thresholds were empirically optimized on test images
in order to identify a maximum number of background tiles without
identifying any  non-background tiles.
2.1.2. Feature classification
All remaining tiles are classified as either “viable”, “necrotic”
or “background”. Despite the initial background elimination step,
the background class is still maintained to sort out  tiles with arti-
facts that cannot be  identified by  simple thresholds. In order to cope
with the complexity of  histological tissue patterns and the variation
caused by artifacts and staining inconsistencies, the classification
is performed adaptively by a  machine-learning classifier. The clas-
sification is based on color and texture features that are extracted
for  each tile at multiple magnifications (Fig. 3).  In subsequent sec-
tions, different variants of this processing step will be evaluated
with respect to accuracy and computation time.
Since histological slides are specifically stained to  highlight the
relevant cellular structures, a  significant amount of  information
is contained in  the distribution of the different color channels.
As color features, we  therefore consider 8  pixel value statistics
(PVS), consisting of  the minimum, maximum, sum, mean, standard
deviation, lower quartile, median, and upper quartile of  the pixel
values in a  particular color channel. In this paper, we  separately
consider the PVS features for each of  the R, G,  B and H, S, V chan-
nels. Furthermore, in order to study the effect of  the resolution on
their discriminatory power, the PVS features are extracted both at
1.25× and 2.5× objective magnification, at which each tile mea-
sures 16 × 16 and 32  ×  32  pixels, respectively.
Texture features, on the other hand, which describe spatial
patterns of  pixel values are capable of  characterizing the morpho-
logical appearance of  cellular structures. For  this reason, the feature
classification step also incorporates local binary patterns (LBP),
which have been shown to be very discriminative in many texture
classification problems. LBP features are  particularly interesting for
tissue classification tasks, because they are computationally very
efficient and invariant toward illumination and rotation changes.
Fig. 3. Feature classification. A  machine-learning classifier considers numerical fea-
tures of  tiles in order to  assign a  tissue class. While color features are extracted at
low  magnification to save computation time, texture features are extracted at  higher
magnification to  capture structural details.
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Fig. 4. Context classification. After the  feature classification step, three tiles were
incorrectly classified as necrosis (top left).  These tiles are part of ten uncertain clas-
sifications (bottom left).  In  the context classification step, the errors are corrected
by assigning all uncertainly classified tiles to the most common class among their
edge-connected neighbors (right).
A  detailed description of  LBP features and their merits is given in
[17]. To keep the effort at a  minimum, the LBP features are only
extracted in an 8-neighborhood and a  radius of 1, resulting in 10
features per color channel. Just  like the PVS features, the LBP fea-
tures are separately considered for each of the R, G,  B and H,  S, V
channels. However, in  order to characterize structures at different
scales, the LBP features are extracted at 1.25×,  2.5× and 5× objec-
tive magnification, at which each tile measures 16 × 16, 32  × 32,
and 64 × 64 pixels, respectively.
2.1.3. Context classification
After the feature classification step, often there remain iso-
lated tiles which were classified incorrectly. These errors typically
occur when the information contained in the tile features is too
ambiguous to perform a  certain classification. As a solution, we pro-
pose a simple and cheap postprocessing step, which reevaluates all
uncertainly classified tiles with information on their spatial con-
text. Since tiles are generally likely to resemble their neighbors, all
uncertainly classified tiles are  assigned to the most common class
among their edge-connected neighbor tiles (Fig. 4).
In order to identify uncertain classifications, the classifiers con-
sidered in  this paper compute a weight ωc for each of  the three
classes c ∈ {1, 2,  3}  that represents the confidence that a  tile belongs
to class c.  In the feature classification step, every tile is  assigned to
the class with the maximum weight max(ω1,  ω2,  ω3). When this
maximum weight is  more than twice as  big as  the sum of the other
two class weights, the result of  the feature classification is  consid-
ered certain and accepted. Inversely, uncertain classifications are
detected through the following condition:
max(ω1,  ω2,  ω3)∑3
c=1
ωc
<
2
3
While this definition of uncertainty is somewhat arbitrary, empir-
ical tests have shown that it provides a  good trade-off between
reevaluating too many already correctly classified tiles and missing
too many classification errors.
2.1.4. Section merging
Since  it is common practice in histological routine to  place mul-
tiple sections on one slide, the necrosis ratio has to be determined
for each section separately. In the presented analysis approach,
individual sections are identified by  merging all edge-connected
non-background tiles. The respective necrosis ratio is  then simply
determined by the proportion of  the contained viable and necrosis
tiles.
Table 1
Image sets used for evaluation. Three sets of  Hematoxylin and Eosin-stained (H&E)
slides  and one set of Bromdesoxyuridin-stained (BrdU) slides were scanned at 20×
or  40× objective magnification, resulting in a total of 72 gigapixel-sized images.
Set Images Stain Obj. magn.  Mean size (GP)
1 21  H&E 20× 1.13
2  22  H&E 20× 1.52
3  12  H&E 20× 3.78
4  17  BrdU 40× 4.91
2.2. Evaluation overview
In the following sections, we  evaluate different image analy-
sis methods for quantifying necrosis with respect to accuracy and
computation time. The evaluation is  performed on four sets of
histological whole-slide images showing rat liver sections with dif-
ferent amounts of confluent necrosis. Three sets were stained with
Hematoxylin and Eosin (H&E), which is  one of the most common
stains in histology, and one set was  stained with the immunohisto-
chemical stain Bromdesoxyuridin (BrdU). All  images were scanned
with a  Hamamatsu Nanozoomer Scanner at 20× or  40× objec-
tive magnification, resulting in image sizes of  multiple gigapixels.
Details and visual examples of  the different image sets are given in
Table 1 and Fig. 5.
For  each image, a  ground truth classification was  created by  an
experienced expert giving the true class of each tile. Border tiles
that contain multiple tissue classes are subjectively assigned to the
one with the largest area portion.
For an initial evaluation of  different classifiers and feature sets,
three different sets of  tiles were randomly drawn from all images.
Each tile set contains exactly 10,000 tiles, which are represented
through the color and texture features described in the previous
sections and the respective ground truth classification.
The evaluation was  carried out on a  standard personal computer
with a  single core of  an Intel Core 2  Quad 2.66 GHz CPU and 8  GB
RAM.
3.  Results
3.1. Classifier selection
The field of  machine learning has produced a  plethora of differ-
ent classification algorithms that automatically adapt to training
data. Unfortunately, there is  no general optimal solution, but the
best algorithm for a  given classification problem has to be found
through empirical evaluation. In the following, we  evaluate three
popular machine-learning algorithms by  their respective predic-
tive accuracy on the three  tile sets. For practical reasons, we  only
consider algorithms with few intuitive parameters, thereby elimi-
nating the need  for a  dedicated parameter optimization phase.
The first algorithm is  the Naive Bayes classifier which deter-
mines class membership on the basis of Bayes’ law and under
the “naive” assumption that all features are  statistically indepen-
dent [24]. The variant employed here approximates continuous
class-conditional probability distributions through equal-width
discretization of  the observed value ranges into eight bins. The
second algorithm is the k-Nearest Neighbor classifier which deter-
mines class membership on the basis of the k-nearest training
examples in feature space [24]. The used variant measures feature-
space distances the Euclidean way and normalizes all features to
their  observed value range. The parameter k was  statically set to  5
which produced the best results in tests. The third algorithm is the
Random Forest classifier which determines class membership by a
majority vote among multiple decision trees, each created with dif-
ferent, randomly chosen training examples and features [5]. Here,
the number of  trees was  empirically chosen to be 25 and feature
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Fig. 5. Images and  their ground truth classifications. Four sets of  whole-slide images were used for evaluating the  different analysis methods. For  every image, a ground truth
classification  was  created by an experienced expert.
Table 2
Three different machine-learning algorithms were independently evaluated on
three  different tile  sets through tenfold cross validation. Consistently, the Random
Forest  classifier produced higher accuracy values than the kNN classifier and the
Naive  Bayes classifier in particular.
Naive Bayes kNN Random Forest
Tile set  1 85.99 93.26 94.59
Tile set  2 86.05 93.58 94.63
Tile set  3 86.39 93.77 94.80
Mean accuracy 86.14 93.54 94.67
conditions were selected by  taking individual subsets of log 2n +  1
from the  n totally available features into account.
The classifier evaluation was carried out  with an all-
encompassing feature set of  276 features, which corresponds to
the set “All” in Table 3. The performance of  the classifiers was
independently assessed on the three tile sets through tenfold cross
validation. For  this purpose, the 10,000 tiles of  every tile set were
randomly divided into ten disjunct partitions of  1000 tiles each. In
a  single evaluation run, 9  of  the 10  partitions were used to train the
classifier and the remaining partition was used to test the resulting
predictive accuracy. To  compute a  mean accuracy for a  tile set, 10
evaluation runs were carried out, in which every partition was  used
for testing exactly one time.
The results are listed in Table 2.  On every tile set, the Random
Forest classifier produced higher accuracy values than the kNN
classifier and the Naive Bayes classifier in particular.
3.2. Feature selection
Besides the classification algorithm, the accuracy of any  pattern
recognition system is  largely dependent on the considered fea-
tures. While it is usually beneficial to exploit a  maximum amount
of information, for practical applications, the information has to
be extractable in  a  reasonable amount of  time. In  this section, we
evaluate different feature sets with respect to both accuracy and
computation time. The feature set evaluation is  carried out  on
the same three tile sets used in the classifier selection. However,
because of  its superior performance, accuracy values are only
assessed with the Random Forest classifier.
Since all PVS or LBP features from a  particular channel and
magnification can be efficiently extracted in one run, we con-
sider different combinations of these feature groups instead of
combinations of  isolated features. In order to assess the respec-
tive computational costs, the mean computation time per tile was
recorded for every feature group in the creation of  the three tile
sets.
After a  comprehensive evaluation of  different feature group
combinations, we  have identified five feature sets which delivered
the best accuracies for certain levels of  computational costs. An
overview on the composition and performance of  these five fea-
ture sets is  given in  Table 3. For comparison, this table also lists the
performance of  the combined features from all magnifications in
the RGB, HSV or both color spaces, respectively.
The results show that the performance of  the Random For-
est classifier increases steadily with the size of the feature set.
Unfortunately, any minor increase in  accuracy becomes ever more
expensive in terms of  computational costs. Furthermore, it appears
that the features from the HSV color space can be exploited more
effectively than ones from the RGB  color space, so that  the perfor-
mance of  the HSV features alone rivals the one of the combined RGB
and HSV feature set. Therefore, it appears reasonable to accept the
additional computational costs of  the color space conversion.
3.3. Practical evaluation
In  the previous section, five feature sets were identified which
delivered the best accuracy values for certain levels of computa-
tional costs. However, the results still do not  predict the best  feature
set for  practical applications. The accuracy values obtained through
cross validation are likely to overestimate the ones obtained in
practice because they assume an improbably large training set of
thousands of tiles. In practical applications, though, the classifier
often has to cope with far fewer example tiles that are provided
by the user. Furthermore, for the assessment of practicality, the
number of  images achieving a required accuracy level is far more
relevant than the mean accuracy of  individual tiles. Just like the
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Table  3
Feature set overview. The first column lists different feature groups, consisting either of  all  pixel value statistics (PVS) or local binary pattern (LBP) features from a  certain
magnification  (1.25× , 2.5 × ,  5 ×) and color channel (R, G, B,  H, S, V).  The remaining columns represent the different feature sets considered in the  evaluation. Bullets mark
the  presence of a feature group in a feature set. The  lowermost rows give the total number of features, the  mean computation time per tile  (in ms)  and the mean accuracy of
the  respective feature sets.
FS1 FS2 FS3 FS4 FS5  RGB HSV All
PVS 1.25× R  • •
PVS  1.25× G • •
PVS  1.25× B • •
PVS  1.25× H  • • • • • • •
PVS  1.25× S  • • • • • •
PVS  1.25× V  • • • • • •
PVS  2.5× R  • •
PVS  2.5× G • •
PVS  2.5× B • •
PVS  2.5× H  • •
PVS  2.5× S  • •
PVS  2.5× V  • •
LBP  1.25× R  • •
LBP  1.25× G • •
LBP  1.25× B • •
LBP  1.25× H  • •
LBP  1.25× S  • •
LBP  1.25× V  • •
LBP  2.5× R  • •
LBP  2.5× G • •
LBP  2.5× B • •
LBP  2.5× H  • • • • •
LBP  2.5× S  • • • •
LBP  2.5× V  • • • •
LBP  5× R  • •
LBP  5× G • •
LBP  5× B • •
LBP  5× H  • • •
LBP  5× S  • •
LBP  5× V  • •
Num.  features 8 24  34  54 64  138 138 276
Mean  comp. time 0.25 0.77 1.20 2.07 3.14  5.35  7.28  12.63
Mean  accuracy 88.26 92.90 93.84 94.34 94.60 93.60 94.60 94.67
accuracy, the computational costs also must be  assessed on the
basis of actual images, because the relevant runtime of the whole
analysis method depends on multiple factors, like the number of
tiles to process, the file  access speed and the performance of  the
classifier.
In this section, we evaluate different image analysis methods
for the quantification of  necrosis under practical conditions. The
methods FS1, FS2, FS3, FS4, and FS5 are different implementations
of the tile-based image analysis framework with each of  the five
feature sets from the previous section, respectively. Furthermore,
we consider the special method FS4C  which is also based on feature
set 4 but additionally implements the context classification step
described in Section 2.1.
The evaluation was carried out on all four image sets.  Thirty
runs of the evaluation were repeated on every image set, each with
a different permutation of the original image order. On the first six
images of each run, a typical training process was simulated and the
remaining images were used as test images to assess the resulting
classification accuracies (Fig. 6). For the evaluation, the different
image analysis methods were implemented as C++standalone pro-
grams that execute one evaluation run on a  particular image set
and record the resulting accuracies and runtimes.
In practical applications, training examples are not selected ran-
domly but adaptively chosen by  the user in response to  errors in the
current classification result.  Our simulated training process emu-
lates this behavior in the following way. On a  particular training
image, the process goes through a  loop of updating the classifica-
tion result and providing a further tile example to the classifier.
New tile examples are randomly selected from the class with the
current maximum false negative rate. The loop is repeated until
both the classification accuracy becomes greater than 0.92 and at
least 30  tile examples per image have been selected. The accuracy
obtained on image i in run r  of the evaluation algorithm is com-
puted on the basis of the respective numbers of  true positive tpc,
true negative tnc, false positive fpc,  and false negative fnc tiles for
each class c  ∈ {1, 2,  3}:
a(i, r) =
∑
c∈{1,2,3}
tpc
tp0 + tn0 + fp0 + fn0
The training process is successively carried out  on all six  training
images so that a training set of  at least 180 tiles has been collected
in  the end. Since each run works on a  different image order, the
respectively generated training sets contain unique combinations
of tiles.
For practically meaningful values, the evaluation results are  not
assessed in terms of mean accuracies but success rates, that is, rela-
tive numbers of  images that achieve a  certain accuracy level. Since
the required accuracy level is application-dependent, we present
the results as success rate curves that map  a  range of  accuracy lev-
els on the x-axis to the respective success rates on the y-axis. The
success rate for a particular image i is  defined as the relative num-
ber of  times when this image was evaluated as a  test image and
achieved the accuracy level a:
s(a, i) =
∑
r∈Ti
s(a, i, r)
|Ti|
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Fig. 6. Evaluation algorithm. The evaluation is carried out  in a simulated practical usage scenario. Thirty runs of the algorithm are repeated with different permutations of  the
original  image order. In each run, a new training set is  compiled by  iteratively selecting tile examples from the first  6 images of the current image order (bold).  Afterwards,
the  resulting classification accuracies are  assessed on the remaining images.
The set Ti comprises all runs in which image i was evaluated as a  test
image. The function s(a, i, r) signals whether the accuracy achieved
on image i  in  run r exceeds the level of  a:
s(a, i, r) =
{
1  if a(i, r) ≥ a,
0 otherwise
The overall success rate of a  particular method is defined as the
mean success rate of  the I  individual images:
s(a) =
1
I
I∑
i=1
s(a, i)
In addition to  the success rates, the computational costs are
assessed in terms of the mean runtime of  the individual methods
per image.
Fig. 7 shows the individual success rate curves of  the analy-
sis methods on the four image sets together with the respective
runtimes. It becomes apparent that the success rates achieved at
certain accuracy levels vary greatly between image sets. While the
method FS4C classifies more than 70% of  the images in set 3  with an
accuracy greater than 0.9, this accuracy is  achieved on only a  little
more than 40% of  the images in set 2. Also, the relative merits of  the
individual methods are largely dependent on the considered image
set. While FS4 is only marginally better than FS3 on the first three
image sets, it significantly outperforms FS3  on the fourth image
set. Obviously, the added texture features in the S  and V chan-
nels help to  exclude the many colorless artifacts found in  image
set 4.
Despite these differences, there is the general trend that success
rates increase with the number of  features considered. In summary,
the increase is significant up to the method FS4, while the high
resolution texture features of  the method FS5 offer only little added
value. Considering the high runtimes of  FS5, the method FS4 offers
the best compromise between accuracy and computation time.
The added context classification step of the method FS4C
enables significant success rate improvements at higher accuracy
levels on all image sets. Given that the improvements come at vir-
tually no additional computational costs and even surpass the ones
of the considerably more expensive FS5 method, the context clas-
sification step appears to  be a  very profitable extension in practical
applications.
3.4. Training evaluation
It is  often neglected that the performance of  machine-learning-
based algorithms is largely dependent on the training. Therefore,
we  have evaluated how the performance of the different necrosis
quantification methods is  affected by  the amount and particular
choice of  training examples.
For the evaluation, all H&E stained images from the image sets
1–3 are joined into one large image set comprising 55  images. The
basic evaluation procedure corresponds to the one described in the
previous section, except that 30 evaluation runs are  repeated for 6,
12  and 18 training images, respectively, and that the last 37  images
of  each run are  used for assessing the produced classification accu-
racies.
The results are shown in  Fig. 8. Again, the accuracy of the indi-
vidual methods is depicted in  the form of success rate curves. In
addition, we  also assess their sensitivity to the choice of  training
examples. The “training sensitivity” t(i) of  image i is  defined as  the
standard deviation of  the accuracy values obtained in different runs
of the evaluation algorithm:
a(i) =
∑
r∈Ti
a(i,  r)∣∣Ti∣∣
t(i) =
√∑
r∈Ti
(a(i, r) − a(i))2
|Ti| −  1
It becomes obvious, that the success rates increase with the
number of  training images. However, there appears to be an upper
limit to  the achievable accuracies, since the increase from 12  to  18
training images is much lower than the increase from 6  to  12 train-
ing images. At the same time, a  higher amount of training makes
all methods more robust against the particular choice of training
examples. Nevertheless, even with 18  training images, the accu-
racy on the same image often varies considerably between different
compositions of the training set.
Despite these differences, the relative performance of  the meth-
ods remains unaffected by the number of  training images, with the
method FS4C constantly producing superior results. However, in
comparison to  the methods FS4 and FS5, the superior success rates
of the method FS4C come at the expense of  a slightly increased
sensitivity to  training examples.
Compared to the results of  the individual H&E image sets
in  Fig. 7,  all methods perform considerably worse on the joint
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Fig. 7. Practical evaluation of  image analysis methods. The upper charts show the success rate curves of  the methods on different image sets. The lower charts present the
respective  mean runtimes per image. While the success rates vary greatly between the image sets, the  method FS4C consistently achieves the best results at reasonable
computational costs.
Fig. 8. Evaluation of  different training conditions. The  upper row shows the success rate curves with  6, 12, and 18  training images, respectively. The  lower row  presents the
corresponding  mean training sensitivities over all images. The method FS4C produces superior success rates independent of the number of training images, but it is  slightly
more  sensitive to  the choice of training examples than the methods FS4 and FS5.
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Fig. 9. Interactive training process. The user can easily designate training examples by  selecting a class and clicking on an image tile. After sufficient training, most of the
images  are instantly classified correctly. Nevertheless, the user can provide further  training examples if  necessary at any time.
H&E image set when trained with the same amount of 6  images.
Obviously, it requires more training to  cope with the higher vari-
ability of the joint image set.
3.5. User interface
Besides the relative merits of  different image analysis methods,
the evaluation has also revealed two further insights:
• None of the considered methods guarantees to classify any image
with a particular accuracy. Hence, the user must be capable of
validating the analysis result and correcting it if necessary.
• The required amount of training depends on the image set. Thus,
at any time, the user must be capable of specifying further tile
examples until the accuracy of  the classification model is suffi-
cient.
With these considerations in mind, we have embedded the
method FS4C into a  practical user interface for quantifying necrosis
in histological whole-slide images. Here, the user can  explore the
whole-slide image in  a  full-featured virtual microscope viewer that
allows panning and zooming to arbitrary locations and magnifica-
tions. On top of the original image, the viewer displays a  colored
visualization of  the analysis result. To enable the validation of the
analysis result by  comparison with the underlying image, the trans-
parency of the visualization can be interactively adjusted with a
slider control.
Since the majority of images are classified with sufficient accu-
racy right from the beginning, the user spends most of  the time
with confirming the result. Only when the image characteristics
change considerably, the user has to specify additional tile exam-
ples by choosing the true class and clicking on the respective tiles in
the viewer (Fig. 9). Since all of  the extracted features are  cached in
metadata files and do  not have to be  recomputed again, the update
of the analysis result after a training step occurs nearly instantly in
a few seconds.
For a quick improvement of  the classification result, the user
is advised to  concentrate on specifying example tiles that were
previously classified incorrectly, which can be easily identified
by changing the transparency of  the visualization. This kind of
error-guided sampling was simulated in  the training process of  the
evaluation. In order to accelerate the improvement even further,
the user interface also  incorporates a  more sophisticated strategy
to guide the user to maximally informative example tiles. The fea-
tures of these tiles generally lie close to the decision boundary of
the classifier and, therefore, imply maximum classification uncer-
tainty. By highlighting all uncertainly classified tiles in a  darker
color, the user interface encourages the user to not only specify
erroneously classified tiles, but also uncertainly classified tiles until
both the classification error and uncertainty become negligible. A
more detailed account on this kind of uncertainty sampling and a
comprehensive evaluation of  its merits is given in  [11].
4.  Conclusions
In  this paper, we have evaluated different analysis methods for
quantifying necrosis in  histological whole-slide images. To  cope
with the complexity of  necrotic tissue structures and the large size
of  whole-slide images, all of  the considered methods are variations
of  a  general tile-based image analysis framework, that was  shown
to  be well-suited for histological image analysis before. Practical-
ity  was a  particular focus of  the evaluation. For one, the evaluation
was carried out in a  practical scenario with simulated user interac-
tions. For  another, to  assess the true practical value of  each analysis
method, performance was measured in success rates with regard
to different accuracy levels and set in relation to the respective
computational costs.
Obviously, the performance of any analysis method depends
essentially on the considered images and the amount of  training.
Evaluating only a  single analysis method on a custom set of  images
is therefore of  little value because the respective merits cannot
be  compared to other methods. In this paper, we  have ensured
the comparability of  results by employing a  consistent evaluation
scenario with uniform image sets, amounts of  training and perfor-
mance measures.
The evaluation has revealed several insights. For the tile-based
quantification of necrosis, the Random Forest classifier appears
to  be clearly superior to  both the k-Nearest Neighbor classifier
and the Naive Bayes classifier. Also, HSV-based features appear
to  be more discriminative than features from the RGB  color
space. Furthermore, the evaluation revealed a  general connection
between the number of features and the classification performance,
with more features producing better results. A similar connec-
tion was  found for the magnification of  texture features, with
high-magnification features being more discriminative than low-
resolution features. Unfortunately, both the number of features and
their magnification also increase the computational costs. How-
ever, by  evaluating selected multiresolution feature sets both with
respect to  accuracy and computational costs, we were able to
identify one feature set with the best compromise for practical
applications.
In addition to  different methods for the initial classification of
tiles, we also evaluated a  postprocessing step to correct isolated
classification errors by utilizing contextual knowledge. Indepen-
dent of the image set and the amount of  training, this context
classification step considerably improved the success rates at vir-
tually no added computational costs and, therefore, appears to  be
a  worthwhile extension for practical applications.
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With sufficient training, a  combination of  the Random Forest
classifier, the most practical feature set and the context classifi-
cation step was able to classify the majority of  images with an
accuracy greater than 88%. Still, there is  no way  to guarantee a  cer-
tain accuracy for any image or to  predict the necessary amount of
training to achieve it. This requires a user interface that enables the
validation of analysis results and further training in an easy and
intuitive way.
A particular strength of the analysis approach is  its efficiency.
By restricting computations to  low resolutions and through the
low-cost context classification step, the method can fully process
gigapixel images in  less than a minute on standard personal com-
puters. Since pathology or research departments commonly do not
have access to  special hardware or distributed computing facilities,
this is a  crucial requirement for practical applications.
Since the method is  founded on a generic tile-based image
analysis paradigm and a  general set of features, the presented his-
tological image analysis solution is likely to be applicable to other
tissue classification problems as well.
Acknowledgements
This work was carried out as  part of the Virtual Liver project,
funded by  the German Federal Ministry of  Education and Research
(BMBF).
References
[1] Al-Kadi OS. A fractal dimension based optimal wavelet packet analysis tech-
nique for classification of  meningioma brain tumours. In: 2009 16th IEEE
international conference on  image processing (ICIP). 2009. p. 4177–80.
[2] Al-Kadi OS. Tumour grading and discrimination based  on class assignment and
quantitative texture analysis techniques. Brighton, UK: University of  Sussex;
2009 [Doctor of Philosophy in Engineering].
[3] Al-Kadi OS. Texture measures combination for improved meningioma classifi-
cation of histopathological images. Pattern Recogn 2010;43:2043–53.
[4] Braren R, Altomonte J, Settles M,  Neff F, Esposito I, Ebert O, et al. Validation of
preclinical multiparametric imaging for prediction of  necrosis in hepatocellular
carcinoma after embolization. J  Hepatol; 2011.
[5] Breiman L. Random forests. Mach Learn 2001;45:5–32.
[6] Diamond J,  Anderson N, Bartels P, Montironi R, Hamilton P. The use of  mor-
phological characteristics and texture analysis in the identification of tissue
composition in  prostatic neoplasia. Hum Pathol 2004;35:1121–31.
[7] Dirsch O, Madrahimov N, Chaudri N, Deng M,  Madrahimova F, Schenk A, et al.
Recovery of liver perfusion after focal outflow obstruction and liver resection.
Transplantation 2008;85:748–56.
[8] El-Badry A, Breitenstein S, Jochum W, Washington K,  Paradis V, Rubbia-Brandt
L, et al. Assessment of hepatic steatosis by expert pathologists: the end of  a
gold  standard. Ann Surg 2009;250:691–7.
[9] Gurcan M,  Boucheron L, Can A, Madabhushi A, Rajpoot N,  Yener B.
Histopathological image analysis: a  review. IEEE Rev Biomed Eng  2009;2:
147–71.
[10] Hiraoka N, Ino  Y, Sekine S, Tsuda H, Shimada K, Kosuge T,  et al. Tumour necro-
sis  is  a postoperative prognostic marker for pancreatic cancer patients with
a high interobserver reproducibility in histological evaluation. Brit J  Cancer
2010;103:1057–65.
[11] Homeyer A, Schenk A, Huang H, Hahn H, Dirsch O, Dahmen U. A comparison of
sampling strategies for histological image analysis. J  Pathol Inform 2011:2.
[12] Jansen M,  van Hillegersberg R, Schoots I, Levi M, Beek  J, Crezee H, et  al.
Cryoablation induces greater inflammatory and coagulative responses than
radiofrequency ablation or laser  induced thermotherapy in a  rat  liver model.
Surgery 2010;147:686–95.
[13] Kong J, Sertel O, Shimada H, Boyer K, Saltz J, Gurcan M.  Computer-aided eval-
uation  of neuroblastoma on  whole-slide histology images: classifying grade of
neuroblastic differentiation. Pattern Recogn 2009;42:1080–92.
[14] Leek R, Landers R, Harris A, Lewis C. Necrosis correlates with high vascular
density and focal macrophage infiltration in invasive carcinoma of  the breast.
Brit  J Cancer 1999;79:991–5.
[15] Mareninova O, Sung K, Hong P, Lugea A, Pandol S, Gukovsky I, et  al. Cell death
in  pancreatitis. J  Biol Chem 2006;281:3370–81.
[16] Mete M,  Xu X, Fan C,  Shafirstein G. Automatic delineation of  malignancy in
histopathological head and neck slides. BMC  Bioinform 2007:8.
[17] Ojala T,  Pietikainen M, Maenpaa T.  Multiresolution gray-scale and rotation
invariant texture classification with local binary patterns. IEEE Trans Pattern
Anal Mach  Intell 2002;24:971–87.
[18] Pollheimer M, Kornprat P, Lindtner R, Harbaum L, Schlemmer A, Rehak P, et al.
Tumor necrosis is a  new promising prognostic factor in colorectal cancer. Hum
Pathol  2010;41:1749–57.
[19] Sengupta S, Lohse C, Leibovich B,  Frank I, Thompson R, Webster W, et al.
Histologic coagulative tumor necrosis as a  prognostic indicator of  renal cell
carcinoma aggressiveness. Cancer 2005;104:511–20.
[20] Sertel O, Kong J, Shimada H, Catalyurek U, Saltz J,  Gurcan M.  Computer-aided
prognosis of neuroblastoma on whole-slide images: Classification of  stromal
development. Pattern Recogn 2009;42:1093–103.
[21] Swinson D,  Jones J, Richardson D,  Cox G,  Edwards J, O’Byrne K. Tumour necrosis
is  an independent prognostic marker in non-small cell lung cancer: correlation
with biological variables. Lung Cancer 2002;37:235–40.
[22] Thygesen K,  Alpert J, White H, et al. Universal definition of myocardial infarc-
tion.  J Am Coll Cardiol 2007;50:2525–38.
[23] Wiltgen M, Gerger A, Wagner C, Smolle J. Automatic identification of  diagnostic
significant regions in confocal laser  scanning microscopy of melanocytic skin
tumors.  Methods Inform Med  2008;47:14–25.
[24] Wu X, Kumar V, Ross Quinlan J, Ghosh J, Yang Q,  Motoda H, et al. Top  10
algorithms in data mining. Knowl Inform Syst 2008;14:1–37.
Paper 3
Fast and accurate identification of fat droplets in histological images.
Homeyer A, Schenk A, Arlt J, Dahmen U, Dirsch O, Hahn HK.
Computer Methods and Programs in Biomedicine. 2015;121(2):59-65.
© 2015 Elsevier Ireland Ltd. Reprinted with permission.
The original publication is available at:
https://doi.org/10.1016/j.cmpb.2015.05.009.
The publications is presented as published and resized to fit the page dimension.
61

c  o m p u t e r m e  t h  o d  s a n d  p r o g r a m  s i  n b i  o m e d i  c  i n e 1 2 1 (  2  0  1 5 )  59–65
jo ur nal ho me  p  ag e: www.int l .e lsev ierhea l t h.com/ journa ls /cmpb
Fast  and  accurate  identification  of fat  droplets  in
histological  images
André  Homeyera,∗,  Andrea  Schenka, Janine Arltb,  Uta  Dahmenb,  Olaf
Dirsch c,d,  Horst  K. Hahna
a Fraunhofer MEVIS, Universitätsallee 29, 28359 Bremen, Germany
b Department of General, Visceral and Vascular Surgery, Friedrich-Schiller-University Jena, Drackendorfer Str. 1,
07747 Jena, Germany
c Institute of Pathology, Jena University Hospital, Ziegelmühlenweg 1, 07747 Jena, Germany
d Institute of Pathology, Chemnitz Central Hospital, Flemmingstr. 1, 09116 Chemnitz, Germany
a  r  t  i  c  l  e  i n  f  o
Article history:
Received 20 February 2015
Received in revised form
17 April 2015
Accepted 27 May 2015
Keywords:
Steatosis quantification
Histological image analysis
Shape features
Texture features
a  b s  t r  a  c t
Background and objective: The accurate identification of fat droplets is a  prerequisite for the
automatic quantification of steatosis in histological images. A  major challenge in this regard
is  the distinction between clustered fat droplets and vessels or tissue cracks.
Methods: We  present a  new method for the  identification of fat droplets that utilizes adja-
cency  statistics as shape features. Adjacency statistics are simple statistics on neighbor
pixels.
Results: The method accurately identified fat droplets with sensitivity and specificity val-
ues  above 90%. Compared with commonly-used shape features, adjacency statistics greatly
improved the sensitivity toward clustered fat droplets by 29% and the specificity by 17%. On
a  standard personal computer, megapixel images were processed in less than 0.05 s.
Conclusions: The presented method is simple to implement and can provide the basis for the
fast and accurate quantification of steatosis.
© 2015 Elsevier Ireland Ltd. All rights reserved.
1.  Introduction
Steatosis, the abnormal retention of fat in cells, is  a com-
mon disease of the liver. Liver steatosis can have a variety of
causes, such as obesity, diabetes, and  alcohol abuse. Due to  the
growing problem of obesity among the Western population,
steatosis is expected to become ever more  widespread [13].
Severe steatosis increases the risk of liver dysfunction after
surgery. It is, therefore, frequently assessed in order to decide
whether to perform an extended liver resection or whether to
accept a liver graft.
∗ Corresponding author. Tel.: +49 421 218 59232.
E-mail address: andre.homeyer@mevis.fraunhofer.de (A. Homeyer) .
The gold standard for the assessment of steatosis is the
histological evaluation of tissue samples. Here, steatosis is
most often assessed in routine stains, such as hematoxylin
and  eosin (H&E). Under the microscope, steatosis becomes
visible as separate or clustered fat droplets in  the cytoplasm
of cells. Because fat is dissolved in  the course of the normal
histological processing, these fat droplets are actually empty
spaces within the tissue. Nevertheless, they can usually be dis-
tinguished from other empty spaces, such as vessels or  tissue
cracks, by their distinctive roundish shape (Fig. 1).
Steatosis is typically assessed in terms of a semiquantita-
tive scoring system that captures the percentage of cells with
http://dx.doi.org/10.1016/j.cmpb.2015.05.009
0169-2607/© 2015 Elsevier Ireland Ltd. All rights reserved.
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Fig. 1  – Histological images of mild steatosis (left) and severe steatosis (right). The arrows mark examples of fat droplets (d),
vessels (v) and tissue cracks (c).
Fig. 2 – Typical blob shapes of separate fat droplets, clustered fat droplets and other empty spaces.
fat droplets [2].  Recent studies have shown that the results
are often only poorly reproducible. In [5], no significant corre-
lation could be  demonstrated between 4 pathologists from 3
countries. In  [6],  nearly a  quarter of 75 specimens were scored
differently in a second assessment.
Errors in the assessment of steatosis can lead to  inap-
propriate treatment decisions. For this reason, several image
analysis methods have been proposed in order to automate
and improve steatosis measurements.
The main operation of these image  analysis methods is
the identification of fat droplets. Afterwards, the amount of
steatosis is simply quantified as the area fraction occupied by
the fat droplets. Although the resulting values differ from the
semiquantitative scoring system, they often provide a good
correlation with biochemical measurements of the fat content
of the tissue [10,4].
Most methods for the  identification of fat droplets start
with some kind of thresholding operation in order to segment
all empty spaces within the tissue. The resulting segments,
called “blobs”, are then classified into either fat droplets or
other empty spaces by their shape. Here, the existing methods
generally assume that fat droplets have a  distinctive circu-
lar shape. In  [5],  the size or arc  length of a  blob is required
to be similar to a  circle which covers its  area in order to be
classified as a fat droplet. In [11,10,9,4], fat droplets are iden-
tified by applying static thresholds to  the  size and  roundness
or eccentricity of a  blob.
The assumption of a  circular shape generally holds true for
images of mild steatosis where fat droplets are clearly sepa-
rated and every droplet is  represented by  an individual blob.
In images of severe steatosis, however, multiple fat droplets
in close proximity often coalesce into single blobs, thereby
exhibiting all kinds of complex or elongated shapes (Fig. 2).  In
these cases, the reliance on the  roundness as a classification
criterion produces severe classification errors.
The method proposed in  [9] appears to be the  only one
to  tackle this problem. Here, clustered droplets are separated
prior to the classification with a  combination of distance and
watershed transformations. When applied to whole-slides
images, these operations are computationally very expen-
sive. In [9], this problem is solved by  utilizing a  large-scale
grid-computing environment which is generally not available
in  clinical practice.
In this  paper, we  present a  new method for the identifica-
tion of fat droplets in histological images. This method directly
identifies both  separate and clustered fat droplets with high
accuracy. At the same time, this method is very fast and can
be quickly executed on standard personal computers.
2.  Methods
2.1.  Overview
Like most existing image  analysis methods for  the identifi-
cation of fat droplets, the presented method has two  main
processing steps (Fig. 3). In the  first step, individual pixels are
classified into either background or  tissue. In the second step,
blobs of connected background pixels are classified into either
fat droplets or other empty spaces by  their shape.
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Fig. 3  –  Overview of the analysis method. First, background pixels are  identified by their color. Afterwards, blobs of
background pixels that represent fat droplets are identified by  their shape. (For interpretation of the references to color in
this figure legend, the reader is  referred to the web  version of this article.)
Background pixels are generally brighter and less saturated
than tissue pixels. Therefore, we  classify the  pixels by thresh-
olds to  their brightness and saturation values. In poor quality
images, it can help to normalize the pixel values before thresh-
olding [12].  Because of its simplicity, we  do not provide a  more
detailed discussion of the pixel classification step but focus on
the more  complex blob classification step.
The blob classification step is composed of multiple
essential operations. First, a  connected-component label-
ing operation identifies locally-connected background pixels
as individual blobs. Second, a feature extraction operation
computes certain shape features of each blob.  And last,
a classification operation classifies all  blobs into either fat
droplets or other empty spaces with respect to their shape
features.
For the connected-component labeling operation, we
utilize the algorithm presented in [8].  This algorithm is
particularly fast, because it  labels pixels without extensive
computations and completes the connected-component iden-
tification in a single pass over the image.
The feature extraction operation is the key novelty in our
approach and, therefore, described in more  detail in the next
section.
For the classification operation, we use  a  Random For-
est classifier, which has  been shown to  be well-performing
and practical for many  classification tasks [1]. The Random
Forest classifier is made up of an ensemble of decision trees
that are built from different bootstrap samples of the  train-
ing data. While the classification accuracy generally grows
with the  ensemble size,  so does the execution time of
the classifier. We  utilize an  ensemble of 20 decision trees,
because we  have empirically found that this  is sufficient to
achieve the maximum accuracy for all considered feature
sets.
2.2.  Adjacency  statistics
A  look at Fig. 2 reveals that the shapes of separate fat droplets,
clustered fat droplets and other empty spaces form distinct
textures. This gave rise to the idea  to  use texture features for
the blob classification.
In order to be applicable to  shapes, the texture features
must  work on binary images of the  shape masks. In [7],
adjacency statistics were introduced as texture features to
classify binary images of subcellular structures. Because adja-
cency statistics were  shown to be very discriminative, we  have
adapted them as shape features for the identification of fat
droplets.
In our implementation, adjacency statistics describe frac-
tions of blob pixels with a specific number of other blob pixels
in their neighborhood. We consider adjacency statistics in an
8-neighborhood, that is, they comprise nine  features, each of
which counts the fraction of blob pixels with 0, 1,  2, .  .  .,  or 8
other blob pixel in their neighborhood.
Adjacency statistics are  very simple to compute. In the
following, we sketch an algorithm for computing adjacency
statistics on the output image  L of the connected-component
labeling operation. We  assume that the expression L[x][y]
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Table 1 – Accuracy measures obtained with the different features
sets. The numbers give the mean values across the repetitions of the validation. The corresponding standard deviations
are listed in brackets.
Feature set  Sensitivity SFD Sensitivity CFD Specificity Accuracy
Size, eccentricity 0.86 (± 0.02) 0.61 (± 0.04) 0.75 (±  0.02) 0.74 (± 0.01)
Adjacency statistics 0.91 (± 0.02) 0.90 (± 0.02) 0.92 (±  0.01) 0.91 (± 0.01)
Adjacency statistics + size, eccentricity 0.94 (± 0.02) 0.89 (± 0.02) 0.93 (±  0.01) 0.92 (± 0.01)
returns the label of the blob at position (x, y), or 0 if the position
is empty. For every blob, we  manage a data structure b which
summarizes its adjacency statistics b.as[0], .  .  .,  b.as[8]. Initially,
all adjacency statistics are set  to 0.  To enable the quick map-
ping from labels to blobs, the algorithm utilizes a  global label
table T which maps every blob label l to the corresponding blob
b = T[l].
for y=1 to height:
for x=1 to width:
if L[x][y] > 0:
b  = T[L[x][y]]
c = 0
for (i,j) in N:
if L[x+i][y+j] > 0:
c += 1
b.as[c] += 1
Here, the  set  N comprises the relative positions of the eight
neighbor pixels, that is, N = {(−1, −1), (0, −1), .  .  .}.  After the  pass
over the image,  all  feature values are divided by  the sum of the
adjacency statistics of the corresponding blob and, thereby,
normalized to a value between 0 and 1.
3.  Results  and  discussion
3.1.  Sample  acquisition
For  the evaluation of the presented analysis method, we have
asked an expert to give 1000 examples of blobs representing fat
droplets and 1000 examples of blobs representing other empty
spaces. The blobs representing fat droplets were  labeled as
either “separate” or “clustered”, depending on whether they
cover just one or multiple fat droplets. Other empty spaces
were considered to be all blobs representing non-droplet struc-
tures, such as  vessels or  tissue cracks. For both classes, the
selection was  aimed at covering the variability of blob shapes
and sizes to the greatest extent.
The blob examples were annotated in 32 H&E-stained rat
liver sections with mild, moderate or severe steatosis. Rat
liver sections were  used for the evaluation because they were
readily available and because fat droplets in rat liver sections
appear similar to the ones in human liver sections. In order
to induce steatosis of different degrees, the rats were  fed with
a methionine-choline-deficient plus high-fat diet between 3
days and 6  weeks. The sections were  imaged in entirety at
500 pixel/mm resolution using a  NanoZoomer 2.0-HT Slide
Scanner by Hamamatsu Photonics K.K., Japan. To enable the
distinction between separate and clustered fat droplets, the
annotation was  performed directly on the result image  of the
pixel classification step.
3.2.  Accuracy  evaluation
We  have evaluated how accurate fat droplets can be identified
by  adjacency statistics. In this  context, we  have also evalu-
ated how adjacency statistics perform in comparison to the
commonly used shape features size and eccentricity.
The accuracy evaluation was carried out independently
with three different feature sets. The first set contained only
the size and eccentricity features. The size feature was com-
puted as the number of pixels in a blob. The eccentricity
feature was computed on the basis of the raw moments of the
blobs  and yields values between 0  for circular blobs and 1 for
line-shaped ones [3].  The second set  contained only the adja-
cency statistics features. The third set contained the  adjacency
statistics, size, and  eccentricity features together.
Classification accuracy was assessed by repeated random
sub-sampling validation. For this, the example blobs were
divided into non-overlapping training and test sets of 1000
blobs each. A  Random-Forest classifier, as described in Sec-
tion 2,  was trained on the training set  and applied to the test
set. Every blob in  the test set  was classified as either fat droplet
or other empty space. Afterwards, different accuracy meas-
ures were  calculated as described below. This process was
repeated 1000 times with different randomly-selected training
and test sets. The results were summarized through the mean
value and the standard deviation of the accuracy measures
across the repetitions.
The classification accuracy was rated in  terms of the follow-
ing  measures, all  of which were supposed to be maximized:
Sensitivity SFD  The sensitivity toward separate fat droplets.
Computed as  the  fraction of separate fat droplets
that were identified correctly.
Sensitivity CFD The sensitivity toward clustered fat droplets.
Computed as the fraction of clustered fat droplets
that were identified correctly.
Specificity The specificity toward fat droplets in general.
Computed as  the fraction of other empty spaces that
were identified correctly.
The results of the accuracy evaluation are listed  in Table 1.
For completeness, this table also  lists the overall accuracy of
the classification, computed as  the  fraction of test blobs that
were identified correctly.
With  the size and eccentricity features, an  average of 86% of
separate fat droplets were identified correctly. However, only
61% of clustered fat droplets were identified as such. With
adjacency statistics, the sensitivity toward both separate and
clustered fat droplets improved to over 90%. In the case of
clustered fat droplets, this  is  a substantial increase of 29%.
The specificity also benefited from the  utilization of adjacency
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Fig. 4 – Size and eccentricity distributions of different blob types. Every dot represents one example blob.
Fig. 5  –  Accuracy measures obtained with different training set sizes. The dots show the results obtained with adjacency
statistics. The crosses show the results obtained with the size and eccentricity features.
statistics and  improved by  17%. A  combination of both feature
sets still marginally improved most accuracy measures.
Fig. 4 shows the  size and  eccentricity distributions of the
different blob types. Here, the low accuracy values obtained
with these features become plausible, because the distribu-
tions of  clustered fat droplets and other empty spaces largely
overlap.
3.3.  Training  evaluation
The performance of any classifier depends largely on its
training set. We  have, therefore, evaluated how the accuracy
measures are affected by variations in  the training set. For this,
we have performed the  accuracy evaluation, as  explained in
the previous section, with different training set sizes.
The results are plotted in  Fig. 5. Every marker represents
the mean value of an  accuracy measure across the repeti-
tions for a particular training set size. The envelopes visualize
the standard deviation around the mean. The dots show the
results obtained with adjacency statistics. The crosses show
the results obtained with  the  size and eccentricity features.
All accuracy measures increased with the training set size.
At the same time, the standard deviation decreased with
Fig. 6 – Total executions times (filled dots) and executions
times of the feature extraction operation (hollow dots) on
images with different numbers of blobs.
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Fig. 7  – Analysis results obtained with size and eccentricity features (left) or adjacency statistics (right). All  recognized fat
droplets are  highlighted in yellow. (For interpretation of the references to color in this figure legend, the reader is  referred to
the web version of this article.)
a  growing number of training examples. A lower  standard
deviation means that the results are more stable toward
variations in the  training set. While these trends were very
obvious until a  training set  size of 200, they became less
significant as  more  examples were  added to  the  training
set.
Independent of the training set size, the adjacency statis-
tics features always produced higher accuracy measures than
the size and eccentricity features. Also,  the results produced
with adjacency statistics appeared to be generally more  stable
toward  variations in the training set. The superiority of the
adjacency statistics was particularly obvious for the Sensitiv-
ity CFD and the Specificity measures.
3.4.  Execution  time  evaluation
We  have evaluated the  execution time of the presented fat
droplet identification method on typical steatosis images. For
this, we  have cut out 30  sub-images with 1000 × 1000 pixels
from the slide images described above. The sub-images were
chosen to cover areas with mild, moderate or severe steatosis.
For the evaluation, we  have implemented the presented
fat droplet identification method in C++. This implementation
was executed for every sub-image. The execution was per-
formed on a  standard personal computer with an Intel Xeon
E5430 CPU utilizing a single core. For every  sub-image, we  have
recorded the total execution time of the  method, the  execution
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time of only the feature extraction operation, and the number
of blobs identified by  the connected-component operation.
The results are plotted in Fig.  6. Every dot marks the
observed execution time of one image.  Filled dots mark
the total execution times of the method, hollow dots mark
the execution times of the feature extraction operation. The
x-coordinates of the dots represent the  number of blobs in  the
respective image.
It became apparent, that the execution time grows with the
number of blobs in  the image.  However, even on the images
with the most blobs, the method proved to  be fast and com-
pleted in less than 0.05 s. The extraction of adjacency statistics
made up only a  small fraction of the total execution time and
generally completed in less than 0.01 s.
4.  Conclusions
In  this paper, we  have presented a new method for the  iden-
tification of fat droplets in histological images. This method
is innovative in that it  utilizes adjacency statistics as  shape
features. Adjacency statistics are very simple statistics on
neighbor pixels.
In an empirical evaluation, the  method accurately identi-
fied fat droplets with sensitivity and specificity values above
90%. In addition, the method proved to be fast.  On a  standard
personal computer, megapixel images were  processed in less
than 0.05 s.
Adjacency statistics generally enabled a  more  accurate
identification of fat droplets than the commonly used size
and eccentricity features. This was particularly obvious for
clustered fat droplets that occur in images with severe steato-
sis. When adjacency statistics were used instead of the size
and eccentricity features, the  sensitivity toward clustered fat
droplets significantly improved by  29%. The specificity also
improved by 17%. The superiority of adjacency statistics was
shown to be  independent of the training set size.
Fig. 7 shows examples of image  analysis results obtained
with the  size and eccentricity features or adjacency statistics.
In both cases, the classifier was  trained with all 2000 exam-
ple blobs. All recognized fat droplets are highlighted in yellow.
With the size and  eccentricity features, clustered fat droplets
and other empty spaces are often misclassified. With adja-
cency statistics, nearly all  structures are identified correctly.
A  major advantage of the presented method is  that it
accurately identifies clustered fat droplets without separating
the individual droplets. The latter approach can significantly
increase the complexity of the method and its  execution time
[9].
The accurate identification of fat droplets is  the prerequi-
site for the accurate measurement of steatosis in histological
images. However, we  did not investigate how  well steatosis
measurements on the basis of the presented method cor-
relate with measurements obtained by  visual inspection or
biochemical analysis. Also, we  did  not investigate how the
measurements are affected by variations in the stain, or to
what extent the  measurements are predictive for postopera-
tive complications. These questions should be addressed in
future work.
Additional future work should be dedicated to evaluating
whether adjacency statistics can be beneficial in other appli-
cations where complex shapes have to be  recognized.
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Abstract
Background: Steatosis is routinely assessed histologically in clinical practice and research. Automated image
analysis can reduce the effort of quantifying steatosis. Since reproducibility is essential for practical use, we have
evaluated different analysis methods in terms of their agreement with stereological point counting (SPC) performed
by a hepatologist.
Methods: The evaluation was based on a large and representative data set of 970 histological images from human
patients with different liver diseases. Three of the evaluated methods were built on previously published
approaches. One method incorporated a new approach to improve the robustness to image variability.
Results: The new method showed the strongest agreement with the expert. At 20× resolution, it reproduced
steatosis area fractions with a mean absolute error of 0.011 for absent or mild steatosis and 0.036 for moderate or
severe steatosis. At 10× resolution, it was more accurate than and twice as fast as all other methods at 20×
resolution. When compared with SPC performed by two additional human observers, its error was substantially
lower than one and only slightly above the other observer.
Conclusions: The results suggest that the new method can be a suitable automated replacement for SPC. Before further
improvements can be verified, it is necessary to thoroughly assess the variability of SPC between human observers.
Keywords: Steatosis, Histology, Stereology, Stereological point counting, Automated image analysis, Agreement
Background
Hepatic steatosis denotes the excessive accumulation of
fat in the liver. It can be induced by different causes, in-
cluding alcohol misuse, obesity, or drug toxicity [1]. Stea-
tosis is the hallmark of fatty liver disease (FLD), the most
frequent liver disorder in Western countries [2]. Depend-
ing on the primary cause, it is common to distinguish
between alcoholic (AFLD) and nonalcoholic fatty liver
disease (NAFLD). Both share similar histological features
and, if left untreated, can progress into steatohepatitis, cir-
rhosis, hepatocelluar carcinoma and liver failure [1, 3].
NAFLD is expected to become one of the most common
indications for liver transplantation in the world [4].
The gold standard for the assessment of steatosis is the
visual analysis of histological sections taken from liver bi-
opsies or resections. Histological analysis of steatosis is
performed routinely to diagnose FLD or to decide about
the suitability of liver grafts for transplantation [5]. In
addition, it plays a vital role in research, and tissue sec-
tions are commonly analyzed for steatosis to understand
the cause and to improve the treatment of liver diseases.
Other research applications include the assessment of
drug toxicity, or the validation of non-invasive means for
analyzing steatosis [6].
Steatosis is usually assessed in paraffin-embedded,
Hematoxylin and Eosin-stained (HE) sections, where it
is visible as fat droplets in the cytoplasm of hepatocytes.
Since fat is dissolved during histological processing, fat
droplets appear as empty spaces in the tissue. Fat drop-
lets can be distinguished from other empty spaces, like
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vessels or tissue cracks, by their size and roundish shape
(see Fig. 1).
When cells are occupied by one large fat droplet,
which displaces the nucleus to the periphery, or multiple
small fat droplets one speaks of macrovesicular steatosis.
When cells are filled by innumerable tiny fat droplets,
that make the cytoplasm appear “foamy”, one speaks of
microvesicular steatosis [7, 8]. In this paper, we only
consider macrovesicular steatosis, which is most com-
mon and of main interest in the aforementioned applica-
tions [5, 7]. This includes small-droplet macrovesicular
steatosis, which is often erroneously referred to as
microvesicular steatosis [9].
It is standard practice to quantify macrovesicular stea-
tosis in terms of the proportion of hepatocytes that con-
tain fat droplets. The result is expressed as a semi-
quantitative grade from 0 to 3 (0 is <5%; 1 is 5%–33%; 2
is 34%–66%; 3 is >66%) [7]. A major problem of the cell-
based quantification is that, since individual cells are not
clearly delineated, the association between fat droplets
and cells is often arbitrary. Also, to save time, the
number of relevant cells is usually not counted, but
merely estimated. Both are reasons why the cell-based
estimation of steatosis is often only poorly reprodu-
cible [10, 11].
Stereological point counting (SPC) is an alternative
method for quantifying steatosis in histological sections.
In SPC, a region of interest is overlaid by a regular grid
of points. The points are counted as fat or no-fat de-
pending on whether they cover fat droplets or not (see
Fig. 2). The number of points covering fat droplets di-
vided by the total number of points yields an estimate of
the area fraction of fat droplets. It has been shown, that
the area-based quantification of steatosis by means of
SPC is highly reproducible [11–13]. However, since it is
much more time-consuming than the cell-based estima-
tion, it is only rarely performed in practice.
Automated image analysis can greatly reduce the
quantification effort. There are many previous publica-
tions on image analysis methods for quantifying steato-
sis. In most of them, the presented methods are
evaluated against other means for quantifying steatosis.
It is common to assess the correlation with cell-based
visual estimates by human observers. The correlation is
found to be strong in some publications [14, 15] and
weak in others [10, 16]. Many publications also assess
the correlation with biochemical analyses of the tissue
fat content. Here, the correlation is generally found to
be strong [12, 15–17].
For practical applications, it is essential that different
analysis methods agree on measured steatosis values.
Only then it is possible to define clinical diagnostic
thresholds or to compare research results. Virtually all
previous publications have only evaluated correlations
with other measurement methods. Correlation, however,
does not necessarily imply agreement [18].
Automated image analysis methods usually quantify
steatosis in terms of the area fraction of fat droplets.
This makes it impossible to assess agreement with cell-
based visual estimates or biochemical analyses, because
the methods measure different quantities [16]. For the
assessment of agreement, image analysis methods must
Fig. 1 Histological appearance of steatosis. Low-grade and high-grade steatosis are shown left and right, respectively. Fat droplets (a) and other
empty spaces (b) are marked by arrows
Fig. 2 Stereological point counting. A region of interest is overlaid
by a regular grid of points that are counted as fat (yellow) or
no-fat (gray)
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be evaluated against other area-based methods of meas-
urement, such as SPC. However, due to its high effort,
SPC-based measurements are only rarely available.
Sciarabba et al. [19] appears to be the only publication
that has evaluated the agreement between automated
image analysis and SPC. While the agreement is found
to be high, the results have limited generalizability be-
cause the evaluation was based on only a single analysis
method and four biopsies.
We have performed a comprehensive evaluation of dif-
ferent image analysis methods in terms of their agree-
ment with SPC performed by a hepatologist. The
evaluation was based on a large and representative data
set of 970 images from human patients with different
liver diseases. As described in the next section, we have
evaluated three methods built on previously published
approaches and one new method. To assess its practical
utility, we have compared the best performing method
with SPC by two additional human observers.
Methods
Data
The evaluation was based on histological images of liver
biopsies of human patients. The images were supposed
to be representative for clinical practice, both in terms
of quality and variability.
Liver biopsies were obtained from patients referred to
the Department of Gastroenterology and Hepatology at
Linköping University Hospital, Linköping, Sweden, for
evaluation of chronically (≥ 6 months) elevated levels of
serum alanine aminotransferase (ALT; elevated defined
as >71 U/L for men and >45 U/L for women) and/or as-
partate aminotransferase (AST; elevated defined as
>45 U/L for men and >36 U/L for women) and/or serum
alkaline phosphatase (ALP; defined as >106 U/L for both
sexes). A diagnostic work-up was performed and all pa-
tients who, on clinical indication, needed a liver biopsy
for diagnosis where asked to participate in our study.
The patients included in the study suffered from dif-
ferent liver diseases, such as non-alcoholic fatty liver dis-
ease (NAFLD), autoimmune hepatitis (AIH), and
hepatitis C virus infection (HCV). The biopsies, there-
fore, exhibited different degrees of steatosis, inflamma-
tion and fibrosis.
In total, 97 HE-stained slides were considered, with
each slide containing liver tissue from a different patient.
Exactly 10 field-of-view images were captured from
every slide, each measuring 0.59 mm × 0.47 mm. To be
representative for clinical practice, the images were cap-
tured using common laboratory equipment, consisting
of a Nikon Eclipse E800 microscope and Nikon DS-Ri1
digital camera.
All images were resampled to three resolutions. For sim-
plicity, we refer to each resolution by the magnification of
an objective lens that produces a similar visual impression
[20]. Table 1 lists the different resolutions and the corre-
sponding magnifications and image sizes.
In order to minimize selection bias, the positions of
the images within the slides were chosen according to a
system described by Franzén et al. [11]. The first image
was positioned at the outermost end of the biopsy. The
following images were positioned by iteratively moving
1.25 times the size of the field of view along the direc-
tion of the biopsy. In this manner any overlap between
individual fields of view was prevented.
The slides were randomly divided into disjoint training
and test sets. The images from the training slides were
used for training the analysis methods. The images from
the test slides were used for evaluating the resulting ana-
lysis performance. The training and test sets contained
25 and 72 slides, respectively, resulting in 250 training
and 720 test images.
Training set
In the 250 training images, examples of relevant image
structures were annotated for the training of machine-
learning classifiers in the analysis methods. The annota-
tion was performed by a computer scientist experienced
in histological image analysis.
Two sets of annotations were created. The first set,
called “pixel samples”, consisted of examples of fore-
ground pixels and background pixels. Foreground pixels
represent empty spaces, such as fat droplets, vessels, tis-
sue cracks or background. Background pixels represent
stained tissue. Approximately 6000 examples of each
class where annotated in total. Examples were selected
with the objective of covering the variability of colors as
much as possible, in particular, with regard to border re-
gions between fat droplets and stained tissue.
The second set, called “blob samples”, consisted of ex-
amples of fat droplets and other empty spaces, such as
vessels or tissue cracks. Approximately 500 examples of
each class were annotated. Examples were selected with
the objective of covering the variability of sizes and
shapes as much as possible.
Test set
The degrees of steatosis in the 720 test images were esti-
mated using SPC. The procedure was performed inde-
pendently by three human observers. The first counting
was performed by a resident hepatologist (Observer 1)
Table 1 Image resolutions and sizes
Magnification Resolution Image size
5× 1.84 μm/pixel 320 × 256
10× 0.92 μm/pixel 640 × 512
20× 0.46 μm/pixel 1280 × 1024
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and validated by another hepatologist with more than
14 years of experience in the morphometric quantifica-
tion of hepatic steatosis [6]. The second and third count-
ings were performed by a medical technical assistant
(Observer 2) and a computer scientist (Observer 3), who
were knowledgeable in the task and experienced in the
quantitative analysis of medical images.
SPC was performed as described by Franzén et al.
[11]. Every image was overlaid by a grid of 221 (17 × 13)
points with an equal spacing of 35 μm, so that most of
the larger vacuoles were covered by at least one point
(see Fig. 2). No distinction was being made between
small and large fat droplets. Hepatocytes in which indi-
vidual fat droplets could not be clearly distinguished
were omitted.
El-Badry et al. recommend to perform the evaluation
separately for low-grade and high-grade cases [10]. Since
low-grade steatosis covers only a small value range, its
acceptable error is smaller than that for high-grade stea-
tosis. In this regard, we have divided the test images into
a low-grade and high-grade set guided by semiquantita-
tive grades given by a liver pathologist. Absent or mild
steatosis (grade 0 or 1) was considered to be low-grade,
while moderate or severe steatosis (grade 2 or 3) was
considered to be high-grade [10].
Analysis methods
We have implemented four different automated image
analysis methods for quantifying steatosis in order to
compare their agreement with SPC.
All methods were based on a commonly employed,
unified framework of two successive pixel and blob clas-
sification steps (see Fig. 3). In the pixel classification
step, pixels are classified as foreground or background.
Foreground pixels represent bright empty spaces in the
tissue, background pixels represent the stained tissue it-
self. In the blob classification step, connected areas of
foreground pixels, called “blobs”, are classified as fat or
other empty spaces, such as vessels or tissue cracks.
The result is a map of the same size as the original
image in which pixels are labeled as either fat or no-fat.
The final steatosis score is computed as the relative frac-
tion of pixels labeled as fat.
For evaluation purposes, an additional SPC estimate of
the steatosis score is computed. This estimate is ob-
tained by sampling the map on the same grid as used by
the human observers, and then computing the relative
fraction of grid points labeled as fat. For brevity, we call
pixel-based steatosis scores “pixel scores” and point-
based steatosis scores “point scores”.
The four methods differ in their implementation of
the pixel and blob classification steps as described below.
The first three methods are built on previously pub-
lished approaches. The fourth method incorporates a
new pixel classification approach. Methods 1–4 become
successively more complex and computationally expen-
sive. All methods were implemented in C++ and run on
an Intel Xeon CPU E5430 with 8 GB working memory.
Pixel classification
Methods 1–3
Empty spaces are generally brighter and less saturated
than tissue areas. It is therefore common practice to
classify pixels by fixed thresholds to color values [12, 15,
17, 21–24] and to green channel values in particular [10,
14, 16]. Methods 1–3 employ a Random Forest Classifier
(5 trees) [25] for the pixel classification that
Fig. 3 Overview of the analysis framework. First, pixels are classified as foreground or background. Afterwards, blobs of foreground pixels are
classified as fat or other empty spaces
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automatically derives appropriate green channel thresh-
olds from the pixel samples in the training set.
Method 4
Histological images often vary so much that empty
spaces in one image appear darker or more saturated
than tissue areas in another image. In this case, the
application of fixed thresholds to color values produces
erroneous results. Method 4 incorporates a new pixel
classification approach that intends to be more robust to
such variability (see Fig. 4). This approach is based on
two common image processing operations and, there-
fore, simple to implement in software.
Instead of considering absolute pixel values, it makes
assumptions about relative pixel values with respect to
their surroundings. The first assumption is that fore-
ground pixels are generally less saturated than their sur-
rounding tissue area. In this respect, the classification
considers the difference of the saturation of individual
pixels and the mean saturation in a radius of ~60 μm
(128 pixels at 20× resolution).
The second assumption is that brightness values
within fat droplets are fairly constant. In this respect, the
classification considers the local derivative of the bright-
ness of individual pixels, computed with the 3 × 3 Sobel
operator. Again, a Random Forest classifier (5 trees) is
employed for the evaluation of both features that was
trained on the pixel samples in the training set.
Blob classification
Method 1
For simplicity, Method 1 assumes all blobs to be fat
droplets. This approach is typically used when no
specialized software for quantifying steatosis is avail-
able [12].
Method 2
Fat droplets tend to be differently sized and less elon-
gated than other empty spaces, such as vessels or tissue
cracks. It is, therefore, common practice to classify blobs
by shape features that quantify their size and their
eccentricity or roundness [14–16, 21–23]. Method 2
classifies blobs by their number of pixels and eccentri-
city. The classification itself is performed by a Random
Forest classifier (21 trees) that was trained on the blob
samples in the training set.
Methods 3 & 4
Squeezed or clustered fat droplets, compact artifacts or
cross-sectioned vessels can assume all kinds of shapes.
In these cases, fat droplets and other empty spaces can-
not be distinguished by size and eccentricity features
alone. In Homeyer et al. [26], adjacency statistics fea-
tures were shown to improve the distinction of complex
blob shapes. For this reason, Method 3 & 4 add adja-
cency statistics to the size and eccentricity features used
in Method 2. The classification itself is, again, performed
by a Random Forest classifier (21 trees) that was trained
on the blob samples in the training set.
Evaluation of agreement
We compare different image analysis methods in terms
of their error against SPC performed by a human obser-
ver. In addition to mean absolute error values, we
present success rate curves and Bland-Altman plots. The
results are presented separately for low-grade and high-
grade images.
For practical applicability, any new measurement
method must produce a smaller error than an acceptable
maximum error in a minimum percentage of cases. Two
inverse metrics are often considered in this regard: the
coverage probability (CP) and the total deviation index
(TDI) [27]. The CP describes the percentage of cases for
which the error is smaller than a given acceptable max-
imum error. The TDI describes the maximum error of a
given minimum percentage of cases.
There is no general definition of the acceptable max-
imum error or the minimum percentage of cases for the
Fig. 4 Robustness to image variability. Method 4 incorporates a new pixel classification approach to improve the robustness to image variability
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quantification of steatosis. For this reason, we present
plots where different TDIs are plotted on the x-axis
against their respective CPs on the y-axis (see Fig. 5).
Such plots depict the cumulative distribution of absolute
errors over all images. They are also called “success rate
curves” because they plot the rates of cases that succeed
in satisfying a certain quality criterion (the maximum ac-
ceptable error). Success rate curves enable the intuitive
comparison of the error of multiple measurement
methods. The superiority of one analysis method over
another is proportional to how much its success rate
curve lies left of the one of the other method.
Bland-Altman plots are another common way for
assessing agreement between two quantitative measure-
ment methods [18]. Bland-Altman plots visualize com-
bined measurements as dots. The mean of two
measurements is plotted on the x-axis against their dif-
ference on the y-axis. For easier interpretability, the me-
dian of all differences is drawn as a horizontal line. Two
further horizontal lines are drawn at the 2.5th and
97.5th percentiles, signifying the limits of agreement. If
normality can be assumed, the lines are drawn at the
mean of the differences and ±1.96 times the standard
deviation, respectively. Bland-Altman plots make it sim-
ple to assess whether there is any systematic bias in the
measurements and how the error relates to their
magnitude.
Results
Method evaluation
We have evaluated all four analysis methods in terms of
their error against SPC by Observer 1. For this, all ana-
lysis methods were trained and tested at 20× resolution.
The evaluation was based on point scores, so that the
sampling error of SPC could be ignored. Since the
practical value of any analysis method depends on both
its error and its runtime, we have measured the mean
runtime per image of all analysis methods. The results
are summarized in Table 2 and Fig. 5 (top row).
The simple threshold-based segmentation of Method 1
generally performed worst. Obviously, sorting out vessels
or tissue cracks is essential for accurate results. While
Method 2 and 3 performed similarly on high-grade im-
ages, Method 3 performed significantly better than
Method 2 on low-grade images. Here, its utilization of
adjacency statistics caused fewer vessels or tissue cracks
to be misclassified as fat droplets.
The best results on both image sets were produced by
Method 4. Its new pixel classification approach im-
proved the robustness to variability in the color values
(see Fig. 4), which had a substantial effect on the error
of high-grade images. However, the superior accuracy
came at the cost of computation time. While the mean
runtimes of Methods 1–3 were virtually the same, the
computation of two extra feature channels in Method 4
increased the runtime almost twofold.
The image resolution is a major factor in the runtime
of analysis methods. We have, therefore, additionally
evaluated two variants of Method 4 that were trained
and tested at 10× or 5× resolution. The results are sum-
marized in Table 2 and Fig. 5 (bottom row).
While all variants performed similarly on low-grade
images, the error increased substantially from 20× to
10× and from 10× to 5× on high-grade images. At
higher resolutions, the considered shape features proved
to be more discriminative for the complex blob shapes
encountered in high-grade images.
Since the pixel classification is the main contributor to
the computational costs, the mean runtime of Method 4,
along with the number of pixels in the image, was
Fig. 5 Success rate curves of different analysis methods. The x-axes show absolute error levels (in area fraction), the y-axes give the corresponding
percentage of images on which the absolute error was below or equal to that level
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divided by approx. four from 20× to 10× and from 10×
to 5× resolution.
The error of Method 4 at 10× was still lower than the
error of Method 3 at 20×. At the same time, the average
execution of Method 4 at 10× took only half as long as
Method 3 at 20× .
Observer evaluation
If SPC is considered the reference standard, then the
achievable accuracy is limited by the variability between dif-
ferent human observers. To assess the feasibility of further
improvements, we have compared the error of Method 4 at
20× resolution with the errors of Observer 2 & 3. The
evaluation was, again, based on point scores. The results
are summarized in Table 3 and in Fig. 6 (top row).
On low-grade images, the error was generally low and
Method 4 performed on par with the human observers.
On high-grade images, the error was notably higher and
more variable. Here, Method 4 was closer to the refer-
ence result than Observer 2, however, not as close as
Observer 3. Figure 7a–c visualizes the respective agree-
ment with Observer 1 as Bland-Altman plots. It be-
comes apparent that there was a general bias towards
underestimation of the steatosis scores. For Observer 2
and Method 4, this bias increased with the magnitude of
the values.
Upon visual inspection, it appeared, that neither of the
observers was systematically wrong, but that there was
often ambiguity in the classification of grid points. The
thickness of histological sections often prevents fat drop-
lets from being clearly delineated from tissue. Instead,
there is a gradient region, where tissue slowly fades into
empty space. Since the area of circular fat droplets grows
quadratically with their radius, a large portion of their
area is concentrated near the edge. Stereological grid
points are therefore very likely to lie in the gradient re-
gion. It turns out that much of the disagreement was
caused by observers being more or less restrictive in the
assignment of grid points in gradient regions to fat drop-
lets (see Fig. 8).
Sampling error evaluation
Stereological point counting considers only a subsample
of all image pixels, which naturally leads to some sam-
pling error. In the previous sections, the inherent errors
of different analysis methods and human observers were
evaluated on the basis of point scores. Here, the sam-
pling error was irrelevant because all steatosis scores
were computed on the same grid of points.
Automated analysis methods are generally unaffected
by the sampling error of SPC because they consider all
image pixels. To take this advantage into account, we
have estimated how the sampling error affects the total
error of the human observers.
Since the true sampling error of the human observers
was unknown, we have made the rough assumption that
their sampling error equals the one of Method 4 at 20×
resolution. The sampling error of Method 4 could be
easily computed by subtracting its pixel scores from its
point scores. The resulting sampling error distribution is
visualized in Fig. 7d. It turned out to be distributed sym-
metrically around 0 with its variance growing in propor-
tion to the magnitude of values. The mean absolute
sampling error amounted to 0.006 (±0.006) for low grade
and 0.015 (±0.012) for high-grade images.
The total error of the human observers equals their in-
herent error plus the sampling error of SPC. By adding
the estimated sampling error of every image to the
respective point scores of Observer 2 & 3, we have
obtained two estimates of their total error, denoted as
Observer 2 TE and Observer 3 TE. Both were compared
to the inherent error of Method 4 at 20×, under the as-
sumption that the inherent error of its point scores is a
Table 2 Method evaluation results
Method Mean Absolute Error
low-grade
Mean Absolute Error
high-grade
Mean Runtime
Method 1 20× 0.082 (±0.087) 0.083 (±0.059) 1.01 (±0.17)
Method 2 20× 0.032 (±0.037) 0.062 (±0.048) 1.01 (±0.17)
Method 3 20× 0.013 (±0.014) 0.060 (±0.052) 1.02 (±0.17)
Method 4 5× 0.011 (±0.012) 0.067 (±0.041) 0.15 (±0.01)
Method 4 10× 0.010 (±0.010) 0.050 (±0.029) 0.51 (±0.02)
Method 4 20× 0.011 (±0.011) 0.036 (±0.026) 1.90 (±0.08)
Mean absolute errors are given in area fraction and mean runtimes per image are given in seconds (± std. dev)
Table 3 Observer and sampling error evaluation results
Method Mean Absolute Error
low-grade
Mean Absolute Error
high-grade
Method 4 20× 0.011 (±0.011) 0.036 (±0.026)
Observer 2 0.010 (±0.011) 0.068 (±0.030)
Observer 2 TE 0.013 (±0.012) 0.066 (±0.036)
Observer 3 0.008 (±0.008) 0.024 (±0.017)
Observer 3 TE 0.010 (±0.010) 0.029 (±0.021)
Mean absolute errors are given in area fraction (± std. dev)
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good approximation for the inherent error of its pixel
scores. The results are summarized in Table 3 and in
Fig. 6 (bottom row).
The added sampling error caused a small but no-
ticeable increase in the total error of Observer 2 & 3.
Since the sampling error can be positive or negative
it can increase or decrease the total error on individ-
ual images. This explains the different effect on both
observers. When the sampling error was taken into
account, the total error of Method 4 was close to that
of Observer 3. However, it still was higher on both
low-grade and high-grade images.
Discussion
We have evaluated different automated image analysis
methods for quantifying steatosis in terms of their agree-
ment with SPC performed by a hepatologist. In this con-
text, we have presented a new method that intends to
improve the robustness to image variability. While most
methods had different merits for low-grade and high-
grade images, the new method achieved the best agree-
ment on both image groups.
The error of the new analysis method decreased when
it was applied to higher image resolutions. However, this
decrease came at the expense of runtime. Savings in
Fig. 6 Success rate curves of Observer 2 & 3 and Method 4. The top row compares the inherent error of Observer 2 & 3 and Method 4. The
bottom row compares the estimated total error of Observer 2 & 3, computed as the sum of the inherent error and the estimated sampling error
of SPC, with the total error of Method 4, which is unaffected by the sampling error
Fig. 7 Bland-Altman plots. a-c: Agreement with Observer 1 of Method 4 and Observer 2 & 3. d: Agreement between point scores and pixel
scores of Method 4 20×
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runtime are important when analyzing large whole slide
images. In this case, the slightly larger error at 10× reso-
lution can be more acceptable than the significantly
higher runtime at 20× resolution.
We have compared the new analysis method with SPC
performed by two additional human observers, who
were knowledgeable in the task and experienced in the
quantitative analysis of medical images. It turned out
that the error of the analysis method was substantially
lower than one observer and only slightly above the
other observer. This applied especially when the sam-
pling error of SPC was taken into account. The results
suggest that the new method can be a suitable auto-
mated replacement for SPC.
We have also seen that there is considerable vari-
ability between human observers, partly because of
general ambiguity about the edges of fat droplets due
to the thickness of tissue sections. Further reductions
in error, therefore, do not necessarily indicate actual
improvements, but can indicate over-fitting towards a
specific observer.
One limitation of the work is that, because of the high
effort of SPC, the evaluation was performed against only
one expert. Future work should be carried out to assess
the variability of SPC between multiple experts. Only if
automated methods are evaluated against this variability,
it will be possible to verify further improvements.
Another limitation is that the evaluation was per-
formed without consideration of the size of fat droplets.
The size distribution of fat droplets may hold important
diagnostic information [8, 14]. Therefore, it will also be
important to evaluate the agreement between human
observers and automated analysis methods with respect
to droplet sizes.
Conclusions
Automated image analysis methods for quantifying
steatosis should be evaluated against other area-based
measurement, such as SPC. We have presented a new
method that achieved the best agreement with SPC per-
formed by a hepatologist. The method is simple to im-
plement and showed a good trade-off between accuracy
and runtime. A comparison with additional human ob-
servers suggested that the new method can be a suitable
automated replacement for SPC. Before further improve-
ments can be verified, it is necessary to thoroughly
assess the variability of SPC between human observers.
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Focused scores enable reliable discrimination
of small differences in steatosis
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Steven Dooley2 and Andrea Schenk1
Abstract
Background: Automated image analysis enables quantitative measurement of steatosis in histological images.
However, spatial heterogeneity of steatosis can make quantitative steatosis scores unreliable. To improve the reliability,
we have developed novel scores that are “focused” on steatotic tissue areas.
Methods: Focused scores use concepts of tile-based hotspot analysis in order to compute statistics about steatotic
tissue areas in an objective way. We evaluated focused scores on three data sets of images of rodent liver
sections exhibiting different amounts of dietary-induced steatosis. The same evaluation was conducted with the
standard steatosis score computed by most image analysis methods.
Results: The standard score reliably discriminated large differences in steatosis (intraclass correlation coefficient
ICC = 0.86), but failed to discriminate small (ICC = 0.54) and very small (ICC = 0.14) differences. With an appropriate
tile size, mean-based focused scores reliably discriminated large (ICC = 0.92), small (ICC = 0.86) and very small
(ICC = 0.83) differences. Focused scores based on high percentiles showed promise in further improving the
discrimination of very small differences (ICC = 0.93).
Conclusions: Focused scores enable reliable discrimination of small differences in steatosis in histological images.
They are conceptually simple and straightforward to use in research studies.
Keywords: Automated image analysis, Fatty liver, Heterogeneity, Histology, Hotspot analysis, Steatosis, Tile-based analysis
Background
Hepatic steatosis describes the pathological accumulation
of fat in the liver. It is the defining characteristic of fatty
liver disease (FLD), one of the most common liver disor-
ders in the Western world [1]. Without treatment, FLD
can progress into steatohepatitis, cirrhosis, and hepatocel-
lular carcinoma [2]. In clinical routine, steatosis is assessed
to determine the severity of FLD or the selection of grafts
suitable for liver transplantation. In research studies, stea-
tosis is assessed in order to investigate risk factors of FLD,
like alcohol abuse, obesity, or drug toxicity, and to develop
anti-steatotic therapies [2, 3].
Histological analysis is the gold standard for assessment
of steatosis [4]. For this purpose, liver tissue samples are
processed into paraffin-embedded slides and stained with
Hematoxylin and Eosin (H&E). This paper exclusively
considers macrovesicular steatosis, which is commonly
assessed in clinical routine and research studies [5, 6].
Under the microscope, macrovesicular steatosis appears
as white roundish fat droplets in the cytoplasm of hepa-
tocytes. These fat droplets must be distinguished from
other white structures, such as vessels or tissue cracks
(see Fig. 1).
Steatosis is typically distributed heterogeneously across
the tissue. In steatotic areas, hepatocytes contain fat drop-
lets of different numbers and sizes. In non-steatotic areas,
hepatocytes do not contain any fat droplets (see Fig. 2). It
is common to distinguish between diffuse and focal distri-
butions. Diffuse steatosis often reflects the lobular struc-
ture of the liver and is concentrated near portal fields or
central veins [7]. Focal steatosis is confined to clearly de-
fined regions surrounded by large areas of non-steatotic
tissue [8].
Visual estimation by a hepatopathologist is the trad-
itional method of assessing steatosis in histological slides
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1Fraunhofer MEVIS, Am Fallturm 1, 28359 Bremen, Germany
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[4]. However, in recent years, various automated analysis
methods were developed to make the measurement of stea-
tosis in histological images more efficient and reproducible
[9–14]. These methods quantify steatosis in terms of the
steatosis area fraction, that is, the area fraction of macrove-
sicular fat droplets with respect to the total tissue area.
Spatial heterogeneity of steatosis can make the quantifi-
cation of steatosis area fractions unreliable. For one thing,
steatosis area fractions are sensitive to the proportion of
steatotic to non-steatotic tissue in the sample, which is dif-
ficult to standardize. For another thing, if non-steatotic
areas are much larger than steatotic areas, then steatosis
area fractions are often so small that they become sensi-
tive to minor image analysis errors.
Hotspot analysis is a common approach to quantify het-
erogeneously distributed tissue parameters. The idea is to
consider only regions with particularly high or abnormal
values which are assumed to be characteristic for the par-
ameter distribution [15]. Hotspot analysis is routinely per-
formed in the assessment of the Ki67 proliferation index
[16] and other quantitative tissue parameters, like PD-L1
biomarker expression [17], or tumor vascularity [18]. Its
results critically depend on both the location and the size
of the considered regions [16]. When performed manually,
the selection of both the location and the size of hotspot
regions tends to be very subjective [15, 18, 19].
Tile-based approaches make hotspot analysis more ob-
jective. They divide tissue images into a regular grid of
tiles and determine tissue parameters for each tile indi-
vidually. Both operations are performed by automated
image analysis. This makes it possible to objectively se-
lect hotspot regions based on the parameter values of
tiles. Furthermore, it enables characterization of the
spatial distribution of a tissue parameter through statis-
tics about its values across the tiles.
Plancoulaine et al. describe a tile-based approach to ob-
jectify the hotspot analysis of the Ki67 proliferation index
[19]. First, they select a stable proportion of tiles with high
proliferation values, and then they compute the Ki67 pro-
liferation index as a percentile of the values of the selected
tiles. Nawaz et al. describe an approach for the develop-
ment of novel prognostic scores for estrogen-receptor-
negative breast cancer [20]. They select clusters of tiles
containing high numbers of tumor or immune cells, re-
spectively, and subsequently they compute statistics about
the co-localization of the selected tiles.
In this paper, we present novel scores for reliable quanti-
fication of heterogeneously distributed steatosis. The idea
Fig. 1 Appearance of steatosis. In histological sections, macrovesicular steatosis appears as white fat droplets (a) in the cytoplasm of hepatocytes.
They must be distinguished from other white structures like vessels (b) or tissue cracks (c)
Fig. 2 Spatial heterogeneity of steatosis. Steatotic areas (a) and non-steatotic areas (b) are distributed heterogeneously across the tissue
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is to focus the computation of scores on steatotic tissue
areas in order to reduce their sensitivity to tissue sampling
and to image analysis errors. Hence, the scores were
named “focused scores”. For the computation of focused
scores, we adopted concepts of tile-based hotspot analysis
in order to select steatotic areas in an objective way. We
evaluated different variants of focused scores in terms of
their ability to discriminate differences in steatosis. For
comparison, the same evaluation was conducted with the
standard score computed by most image analysis methods.
Methods
Score computation
All steatosis scores considered in this paper were com-
puted in a simple two-step process. First, a whole-slide
image of a H&E-stained liver section was divided into a
grid of square tiles and the steatosis area fractions in the
individual tiles were determined by automated image
analysis (see Fig. 3). Second, the score value was com-
puted as a summary statistic about the steatosis area
fractions of selected tiles (see Fig. 4).
This process is independent of the particular method for
computing steatosis area fractions and arbitrary methods
can be used. In [9], different methods for computing stea-
tosis area fractions were compared in terms of their
agreement with human observers. One algorithm was sig-
nificantly superior to the others and suggested as a suit-
able automated replacement for manual analysis. We
created a custom software implementation of this algo-
rithm and used it for the evaluation of steatosis scores.
The algorithm for computing steatosis area fractions
was applied at an image resolution of 454 nm/pixel
(approx. 20× magnification). First, pixels were classified
as foreground or background. Afterwards, blobs of con-
nected foreground pixels were classified as fat droplets
or other white structures, such as vessels or tissue
cracks. Both operations were performed with machine-
learning classifiers, using features derived from satur-
ation and brightness values for the pixel classification,
and shape features for the blob classification.
Standard score
The steatosis score computed by most automated image
analysis methods is the steatosis area fraction within the en-
tire section. We used this “standard score” as the baseline
for the evaluation of novel steatosis scores in this paper.
When sections are divided into tiles of the same size,
the standard score roughly equals the mean of the stea-
tosis area fractions of all tiles. As long as tiles are small
enough to accurately cover the entire tissue section, the
standard score is practically unaffected by the tile size.
For this reason, we computed the standard score with a
small tile size of 8 μm.
Focused scores
In addition to the standard score derived from all tiles,
we considered focused scores that were only derived
from steatotic tiles. Steatotic tiles were required to have
a steatosis area fraction greater than zero. A minimum
of 100 steatotic tiles were required in order to obtain a
sound estimate of the statistic, or else the score was
deemed undefined.
In contrast to the standard score, focused scores are
affected by the tile size. The tile size determines the
Fig. 3 Tile-based steatosis quantification. The steatosis area fractions of tiles are visualized as colors from purple to yellow. At highest magnification,
the identified fat droplets are masked in yellow
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level of detail with which steatotic areas are selected.
We considered focused scores based on tiles with edge
lengths of 8 μm, 16 μm, 32 μm, 64 μm, or 128 μm, re-
spectively. The tile sizes cover the size range from small
macrovesicular fat droplets (8 μm) to groups of 10–20
hepatocytes (128 μm).
Furthermore, we considered focused scores based on
the mean and on certain percentiles of the steatosis
area fractions of steatotic tiles. The mean is a reason-
able statistic for characterizing symmetric and
mound-shaped distributions, such as the normal distri-
bution. Tile-based distributions of steatosis area frac-
tions, however, tend to be asymmetric and heavily
skewed to the right (see Fig. 4). This applies even when
considering only steatotic tiles.
For asymmetric and skewed distributions, percentiles
are more appropriate statistics because they make no as-
sumptions about the shape and are robust towards out-
liers. Percentiles are simple to compute and interpret.
The 50th percentile, also called median, reflects the cen-
tral tendency of a data set. Low and high percentiles,
such as the 10th or 90th percentiles, reflect its spread to
the left or right. We considered focused scores based on
the 10th, 20th, 30th, 40th, 50th, 60th, 70th, 80th, and
90th percentile.
Data sets
We evaluated the scores on three preexisting data sets
of images of H&E-stained rodent liver sections, denoted
as data set A, B, and C. Every data set was divided into
multiple groups of images, with each group representing
a distinct level of steatosis. Steatosis scores were ex-
pected to vary significantly between groups but insignifi-
cantly within groups. Also, inter-group differences were
expected to be large in data set A, small in data set B
and very small in data set C.
Data set A
Data set A contained 24 whole-slide images of rat liver
sections. The data set was divided into four groups of
six male Lewis rats each. The individual groups were fed
different diets (Ssniff Spezialdiäten GmbH, Soest,
Germany) for 3 months:
 Ctrl: Normal rat chow
 D1: Low methionine-low choline plus high starch diet
 D2: Low methionine-low choline plus high fat diet
 D3: Methionine-choline-deficient diet
At the end of the feeding periods, a 70% partial hepa-
tectomy was performed and liver tissue was collected for
further analysis. Sections of the left lateral lobe and the
median lobe were stained with H&E and scanned with a
Hamamatsu NanoZoomer HT 2.0 whole-slide scanner at
a resolution of 227 nm/pixel.
Steatosis scores were expected to vary significantly be-
tween groups because the diets differed in their capacity
to induce steatosis. However, only insignificant differ-
ences were expected within groups because the
Fig. 4 Score computation. The plots show distributions of tile-based steatotic area fractions of two example images. The columns illustrate the
computation of the standard score and a mean-based focused score, respectively. While all tiles are considered for the standard score, only steatotic
tiles are considered for the focused score. The large peak at value 0 makes the standard scores of both images indistinguishable
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respective animals were of the same strain and fed with
the same diet for the same time. The groups were sorted
according to the average steatosis level induced by the
respective diet, as determined by the mean steatosis area
fraction within sections.
Rats were obtained from the Central Animal Labora-
tory, University Hospital Essen, Germany. All procedures
were carried out in accordance with German animal
welfare legislation.
Data set B
Data set B contained 30 whole-slide images of sections
of murine left liver lobes. The data set was divided into
five groups of six mice each. All animals were male
C57BL/6J mice that were treated according to the STAM
model [21] for variable periods of time. The severity of
steatosis in this model is related to the feeding time and
includes the whole disease spectrum of FLD including
hepatocellular carcinoma.
On the second day after birth, the mice were given a
single subcutaneous injection of 200 μg streptozotocin
(Sigma, MO, USA) to induce insulin deficiency and pro-
duce a model of diabetes (first hit). Four weeks later,
four groups were fed a high fat diet (second hit; HFD32,
CLEA, Japan) for 6, 8, 12, or 20 weeks. An additional
control group was maintained on normal chow for
6 weeks. Afterwards, the animals were sacrificed and
their livers were histologically processed. Sections of the
left lobe were stained with H&E and scanned with a Ha-
mamatsu NanoZoomer HT 2.0 whole-slide scanner at a
resolution of 227 nm/pixel.
Steatosis scores were expected to vary significantly be-
tween groups because the animals were subjected to the
dietary protocol for different periods of time. However,
only insignificant differences were expected within groups
because the respective animals were of the same strain
and fed with the same diet for the same time.
Mouse livers were obtained from Stelic Institute & Co.,
Inc., Tokyo, Japan. Their transportation to Germany was
approved by LANUV NRW, Recklinghausen, Germany.
Data set C
Data set C contained 30 whole-slide images showing serial
sections of one mouse liver. The data set was divided into
five groups of six consecutive sections each. The individ-
ual groups were about 300 μm apart, so that the five
groups spanned a depth of about 1.2 mm. The consecutive
sections were about 3 μm apart.
The animal was a male C57/BL6N mouse that was fed
a methionine-choline-deficient high fat diet (Ssniff Spe-
zialdiäten GmbH, Soest, Germany) for 4 weeks. After-
wards, it was sacrificed and its liver was histologically
processed. Serial sections were cut from the center of
the liver using a rotary microtome, stained with H&E,
and scanned with a Hamamatsu NanoZoomer HT 2.0
whole-slide scanner at a resolution of 227 nm/pixel.
Even though the groups were only 300 μm apart, small
but significant differences were expected between groups
because of intra-liver heterogeneity [22]. However, only
insignificant differences were expected within groups be-
cause consecutive sections show almost the same tissue.
The mouse was obtained from Charles River Laborator-
ies, Sulzfeld, Germany. All procedures were carried out in
accordance with German animal welfare legislation.
Statistical analysis
We pursued a clinimetric approach to evaluate the con-
sidered scores, which is a common way to evaluate clin-
ical measures [23, 24]. In the clinimetric approach, the
ability to measure changes or differences in a clinical
parameter is assessed in terms of reliability and validity.
We used two descriptive statistics to quantify the reli-
ability and validity of steatosis scores, the intraclass cor-
relation coefficient (ICC) and the Kendall’s tau rank
correlation coefficient.
Reliability
Reliability represents the extent to which distinct levels
of the measured concept can be distinguished from each
other, despite measurement errors [24]. Reliability is
often used synonymously with precision and reproduci-
bility. It is typically quantified by an intraclass correl-
ation coefficient (ICC) that assumes values between 0
for poor and 1 for perfect reliability [25].
In our case, the ICC was computed as the ratio of the
variance between groups to the total variance, that is, the
variance between plus the variance within groups. The
variance within groups was assumed to represent meas-
urement errors and biological variability. ICC values were
estimated from variance components of a one-way ana-
lysis of variance (ANOVA). One-way ANOVA was used
because the groups in the data sets consisted of different,
randomly-selected animals.
Validity
Validity is defined as the degree to which a measure ac-
tually measures what it is supposed to measure [23]. It is
often used synonymously with accuracy. A measure can
be reliable without being valid. It is most straightforward
to evaluate the validity of a novel measure by compari-
son to an established gold standard [24]. However, be-
cause of their novelty, there was no gold standard for
the focused scores presented in this paper.
When no gold standard is available, validity is com-
monly assessed through correlation with other features
which are assumed to be related [24]. For data set A, we
assumed that groups were sorted according to their stea-
tosis levels. Therefore, we assessed the correlation
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between steatosis scores and diet indices. For data set B,
we assumed that steatosis increased over time with con-
tinued feeding. Therefore, we assessed the correlation
between steatosis scores and feeding time. For data set
C, we could not make reasonable assumptions about the
order of steatosis levels. Therefore, we refrained from
evaluating validity on this data set.
Correlation was quantified using Kendall’s tau rank
correlation coefficient [26], which does not depend on
linearity and can account for ties in the data, such as
multiple values per group. Kendall’s tau values range be-
tween −1 and +1, signifying negative and positive correl-
ation, respectively. A value of 0 implies no correlation.
Results
Tile size evaluation
We evaluated focused scores based on different tile sizes
in terms of their clinimetric quality and compared them
against the standard score. Like the standard score, all
considered focused scores were based on the mean. The
evaluation was conducted on all three data sets. The
resulting ICC and Kendall’s tau values are summarized
in Table 1.
Focused scores always performed comparably to or
better than the standard score. While all scores achieved
excellent reliability and validity on data set A, focused
scores performed substantially better than the standard
score on data set B and data set C. However, the per-
formance of focused scores strongly depended on the tile
size. The best reliability was obtained with tile sizes of
16 μm or 32 μm. Of these two, a tile size of 32 μm
achieved the best overall results on all data sets. The
quality gradually dropped when the tile size became
smaller or larger.
Figure 5 plots the values of the standard score and the
focused score computed with a tile size 32 μm obtained
on the three data sets. It becomes apparent that there is
substantial overlap between the standard score values of
the different groups. The focused score values, on the
other hand, tend to be better separated between groups
and more tightly clustered within groups.
Percentile evaluation
We evaluated focused scores based on different percen-
tiles in terms of their clinimetric quality and compared
them against the mean-based focused score. The evalu-
ation was conducted on all three data sets. Again, the
best results were obtained with tile sizes of 16 and
32 μm. For brevity, we only present results obtained
with a tile size of 32 μm because they consistently
ranked among the best. The corresponding ICC and
Kendall’s tau values are listed in Table 2.
Focused scores based on high percentiles tended to
perform better than focused scores based on low percen-
tiles. This applied to all data sets and both the reliability
and validity. However, on data set B and C, focused
scores based on very high percentiles (80th, 90th) proved
to be less reliable than focused scores based on some-
what smaller percentiles. The best overall results were
achieved by the focused score based on the 70th per-
centile. While its performance was comparable to the
mean-based focused score on data set A and B, its reli-
ability was considerably higher on data set C.
The values of the 70th-percentile-based focused score
are plotted in the third column of Fig. 5. Apart from be-
ing on a different scale, the value distributions of the
percentile-based and mean-based focused scores were
nearly indistinguishable on data set A. On data set B,
there appears to be less intra-group variation in the per-
centile values and the 6 week group appears to be better
separated from the control group. On data set C, the
percentile values of the last two groups were much bet-
ter separated from the values of the first three groups
than the corresponding mean values.
Discussion
Focused scores appear to be better suited for the quantifi-
cation of steatosis in histological images than the standard
score. As evidenced by their superior performance on data
sets B and C, their particular advantage is the reliable dis-
crimination of small differences in steatosis. By focusing
only on steatotic tiles, the scores become insensitive to the
sampling of non-steatotic tissue. Also, since focusing only
on steatotic tiles increases their value, the scores are less
sensitive to image analysis errors.
However, the performance of focused scores strongly
depends on the tile size. If the tile size is too small, then
most tiles lie either completely within or outside of
macrovesicular fat droplets. In this case, scores are
poorly resolved and, at the extreme, only assume the
values zero or one. If the tile size is too large, then tiles
cover substantial areas of non-steatotic tissue. In this
case, focused scores become sensitive to the spatial
Table 1 Results of the tile size evaluation on data set A, B, and
C. Kendall’s tau values were only computed for data set A and B
because validity assumptions could only be made for these data
sets. The tile size of the standard score was labeled as not
applicable (N/A) because this score is practically unaffected by
the tile size
Score Tile size Statistic ICC A ICC B ICC C tau A tau B
standard N/A mean 0.86 0.54 0.14 0.78 0.60
focused 8 μm mean 0.84 0.76 0.72 0.79 0.73
focused 16 μm mean 0.94 0.83 0.79 0.81 0.76
focused 32 μm mean 0.92 0.86 0.83 0.81 0.82
focused 64 μm mean 0.87 0.77 0.67 0.78 0.79
focused 128 μm mean 0.86 0.62 0.28 0.77 0.70
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heterogeneity of steatosis in the same way as the stand-
ard score. Interestingly, the best results were obtained
when the tile size approximately matched the size of sin-
gle hepatocytes (16 to 32 μm).
Focused scores based on percentiles can potentially
further improve the discrimination of very small differ-
ences in steatosis over mean-based focused scores. This
is suggested by the superior reliability of the focused
score based on the 70th percentile on data set C. How-
ever, in the absence of validity assumptions for data set
C, it is impossible to say whether the result is meaning-
ful in practice. The superior performance of scores based
on high percentiles over scores based on low percentiles
can be explained with the premise of hotspot analysis,
namely, that particularly high values are characteristic
for the parameter distribution [15]. Very high percen-
tiles, on the other hand, often capture inevitable arti-
facts, like vessels or cracks that were incorrectly
classified as fat droplets. This might explain why the
highest percentiles were less reliable than somewhat
smaller percentiles on data set B and C.
Our results mirror findings obtained in the tile-based
hot spot analysis of other histological parameters. Nawaz
et al. also found the tile size to be a major factor in the
Fig. 5 Score values. Distributions of score values obtained on data set A, B, and C. The horizontal axes give the groups of the respective data set,
the vertical axes give the respective score values. Every dot represents one image. For better readability, the dots where randomly displaced by
small amounts in horizontal direction
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prognostic quality of scores for estrogen-receptor-negative
breast cancer [20]. Likewise, Plancoulaine et al. elaborate
on the sensitivity of very high percentiles to artifacts in
the context of the Ki67 proliferation index [19].
Computing focused scores is conceptually simple and
straightforward to standardize, which is essential for
widespread adoption and reproducibility. Also, it re-
quires no manual interaction and virtually no additional
computational costs over the standard score. The fo-
cused scores approach is complementary to many previ-
ously published methods for computing steatosis area
fractions [9–14]. Deriving focused scores from these
methods can be a simple way to improve their reliability.
It must be pointed out, however, that the values of fo-
cused scores are on a different scale and, therefore, in-
comparable to the standard score.
Having reliable means for discriminating small differ-
ences in steatosis reduces the number of samples needed
for demonstrating significant effects in research studies.
This will not only reduce the effort of conducting studies,
but in studies using animal models, it will also reduce the
number of animal experiments required. Focused scores
are likely to be beneficial in clinical practice as well, be-
cause the microscopic appearance of steatosis in human
liver tissue is similar to the one in rodent tissue. However,
further studies are necessary that evaluate how different
states of fatty liver disease are reflected in different fo-
cused score values. Only when clinical guidelines are spe-
cifically tailored to focused scores, it will be possible to
make full use of their increased reliability.
Focused scores were superior to the standard score on
all three data sets used in the evaluation. Nevertheless,
to prove their general superiority, they must be evalu-
ated on further data sets. These should cover a broad
range of applications and ideally also include human
liver tissue. Performing a clinimetric evaluation for hu-
man tissue is much more difficult because of the impos-
sibility to evaluate reliability in controlled experiments.
Besides steatosis, there are many histological parame-
ters that are heterogeneously distributed across tissue
sections. This includes scores quantifying the expression
of biomarkers like Ki67, hormone receptors, HER2, or
PD-1/PD-L1, which are important prognostic or predict-
ive factors in the treatment of cancer. Future work
should, therefore, be invested in evaluating whether fo-
cused scores can make the assessment of these bio-
markers more reliable as well.
Conclusion
Focused scores enable reliable quantification of hetero-
geneously distributed steatosis in histological images.
They appear to be generally superior to the steatosis area
fraction across the entire tissue, which is computed by
most automated image analysis methods. Their superior-
ity was particularly evident in the discrimination of small
differences in steatosis. Focused scores are conceptually
simple and straightforward to use in research studies.
Provided that an appropriate tile size is used, their high
reliability can potentially reduce the number of samples
needed for demonstrating significant effects.
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