The aim of this paper is about the best linear unbiased predictors (BLUPs) of θ i , i = 1,...,n. BLUPs are estimates of the realized value of the random variable θ i and are linear in the sense that they are linear functions of the data, y i ; unbiased in the sense that the average value of the estimate is equal to the average of the quantity being estimated; best in the sense that they have minimum mean squared error within the class of linear unbiased estimators; and predictors to distinguish them from the estimators.
The first derivation of BLUPs seems to have been given by Henderson [8] who studied a more general version of the mixed linear model, namely, Y = Xβ + Zυ + e, where Z is a known design matrix, while e is a vector of errors which is uncorrelated with random vector υ. Henderson has described BLUPs as being "joint maximum likelihood estimates," and has assumed that υ and e are normally distributed. A number of other derivations have been given over the years. Within the classical school of thought, BLUPs have been shown to have minimum mean squared error within the class of linear unbiased estimators (see Henderson [9] and Harville [5, 6] ); in the Bayesian framework, BLUPs have been derived as the posterior mean of the parameter of interest with a noninformative prior for β (see Dempfle [2] , and Lindley and Smith [13] ); and another derivation of BLUPs has been given by Jiang [10] showing a connection between BLUP and restricted maximum likelihood. In an interesting review article, Robinson [14] has given a wide-ranging account of BLUPs in the mixed model with examples and applications. However, his discussion on empirical Bayes methods and their connection with BLUPs is rather limited-he only states that BLUPs are equivalent to one of the techniques of parametric empirical Bayes methodology, see Robinson [14, Section 5.7] . Commenting on Robinson's paper, Harville [7] has demonstrated a connection between BLUP and empirical Bayes estimators for a one-way random effects model given by y ij = µ + a i + e ij (i = 1,...,n; j = 1,...,J i ). The purpose of this paper is to investigate the connection between BLUPs and empirical Bayes estimators more closely. In this paper, our discussion is focused on the general model described by (i), (ii), and (iii) at the beginning of the introduction. We first show the nonexistence of BLUPs under certain situations, and then we present a general empirical Bayes technique for deriving BLUPs. Briefly, our claim is as follows: for i = 1,...,n, suppose δ i (Y i 
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We now derive BLUPs using an empirical Bayes technique. 
First, assume that the conditions of Theorem 2.1 hold. Then observe that
Suppose now that µ i = µ for all i ≥ 1. Then, the BLUE of the common µ is given by
Substituting µ for µ in (2.7) yields the empirical Bayes estimator
Note that (2.9) is the same as the BLUP (2.3) derived in Corollary 2.2. Suppose now that µ i = t i β, where t i is some known constant, i = 1,...,n, and β is an unknown parameter. Then, the BLUE of µ i is given by
where
is the weighted least squares estimator of β. Substituting µ i of (2.10) for µ i in (2.7) yields the empirical Bayes estimator 12) which is the same as the BLUP (2.4) given in Corollary 2.3. Finally, suppose that µ i = x i β, where x i and β are as defined in Corollary 2.4. Then, the BLUE of µ i is given by
the weighted least squares estimator of β. Substituting µ i of (2.13) for µ i in (2.7) yields the empirical Bayes estimator We now present a multivariate extension of Theorem 2.1 to the case that Y i 's and θ i 's are real-valued random vectors. As a generalization of the univariate case, we assume that θ 1 ,...,θ n are i.i.d. p × 1 random vectors with a common distribution G having a second moment. For given θ i , assume that Y i have a distribution F θ i , which also has a finite second moment. For a given estimator δ(y), the mean squared error of δ(y) is defined as
where tr(·) denotes the trace of the corresponding matrix and expectation E is with respect to all the random variables involved. θ 1 ) ,...,(Y n , θ n ) be independent random vector pairs satisfying the following: We now give three examples to illustrate BLUPs obtained using the empirical Bayes (EB) method described above.
Example 2.6 (normal hierachy). Consider estimation of θ i in the model
2 ) for i = 1,...,n, independent, and
where µ is unknown. Then the linear Bayes estimator of θ i based on X i is
The BLUE of µ is µ = X. Now, replacing µ by X in the preceding expression yields the EB estimator
It is easy to show that the preceding EB estimator of θ i is also the BLUP (2. [12] ; Efron and Morris [3, 4] )
which is no longer a best linear predictor; indeed, it is not even linear in X i 's.
Example 2.7 (Poisson hierachy). Suppose that
..,n, independent, and θ i ∼ Gamma(α, β), i = 1,...,n, independent. Then the linear Bayes estimator of θ i based on X i is
where µ = E(θ i ) = αβ. The BLUE of µ is µ = X. Thus, replacing αβ in the equation for the Bayes estimator, we obtain the EB estimator 
2 ) for i = 1,...,n, independent, and θ i ∼ N(α + βt i ,τ 2 ) for i = 1,...,n, where α and β are unknown parameters. Then the linear Bayes estimator of θ i is
where µ i = α + βt i . Recall that the BLUEs of α and β are the least squares estimators given by
where t = n −1 t i . Therefore, the BLUE of µ i is µ i = α + βt i . Substituting µ i for µ i in the Bayes estimator yields the EB estimator
It is easy to see that the EB estimator (2.26) is also the BLUP (2.4) of θ i under the present setup. Again, the EB estimator (2.26) can also be obtained as a hierachical Bayes predictor, by appending the specification (α, β) ∼ Uniform(−∞, ∞) × (−∞, ∞) to the hierachy in the present example. If τ 2 is unknown, we can use the fact that
which is, again, neither linear nor unbiased for θ i .
Remark 2.9. Generally speaking, an empirical Bayes estimator can be thought of as a two-stage estimator. Specifically, consider the Bayes model Note that our argument, however, make no reference to normality assumptions and can be applied for more general models.
Proofs.
In this section, we provide proofs of the results presented in Section 2.
Proof of Theorem 2.1. Write
The first term of the right-hand side of (3.1) can be evaluated as
3)
The second term on the right-hand side of (3.1) is equal to 
Now combining (3.4) to (3.6), we obtain
The proof of (2.1) is now completed by combining (3.1), (3.3), and (3.7). In order to find the values of c ij that minimize r i (c) subject to the restriction n j=1 c ij µ j = µ i , we use the Lagrange multiplier method. Write (3.12)
The proof is now completed by combining (3.10), (3.11), and (3.12). 
Proof of Corollary

