In recent years a fashion has grown up to ascribe great importance to "quantum critical points" at T = 0, at the boundary between the basins of attraction to the stable fixed points of ordered ground states. I argue that more physical significance in connecting microscopic interactions with observed phenomena lies in the common phenomenon of partially ordered "liquid" states at higher temperatures, unstable phases which define the relevant degrees of freedom and may order in many different ways as the temperature is further lowered.
is the Quantum Critical Point. [1] (See Fig. 1 .) This is defined as a point (along a line representing different values of some control parameter) where two ground states with different symmetries and different order parameters meet. The argument is that in the neighborhood of such a point we can show that the Ginzburg-Landau equations of the system have a higher symmetry and also have the scale-invariance appropriate to such a critical point. Any unusual behavior such as unexpected power laws and absence of conventional excitation spectra may be thus ascribed to the baleful influence of such a critical point. The "effective action" (I don't know why such theories are always Lagrangian rather than Hamiltonian) which controls the low-energy behavior is restricted to being a functional of the appropriate "relevant variables": the order parameters of the ordered phases. The world, then, is seen to be controlled "from the bottom up": everything is described in terms of the low-energy degrees of freedom of the ground states, as in Fig. 1 . The QCP is often mysterious, or hidden by the intrusion of yet another phase, but its influence expands as T is raised until its critical region encompasses the whole high T phase diagram. All relevant behavior is controlled by some (D+Z) dimensional field theory; i.e., all we need to do is find what crank to turn on some universal dream machine. I would argue here that the physics of real condensed matter systems is quite otherwise. Fig. 1 is backwards. The spirit of the RNG is indeed correct: One wants to start at high energies and temperatures, and integrate out high frequency degrees of freedom in stages in order to build low-temperature models with manageable complexity and, hopefully, understandable behavior. But actual systems almost invariably fail to flow smoothly from high energy to T = 0. There is a strong tendency to hesitate in the neighborhood of an infrared-unstable fixed point, which is hopefully described by some effective "model"
Hamiltonian which still has a large number of relevant degrees of freedom. This model is often the result of a projective transformation of the problem, removing certain highenergy degrees of freedom and replacing them with constraints. But it cannot be correctly viewed as a functional of the limited degrees of freedom of an order parameter with a point symmetry, no matter how complex. As we shall see, such phases are liquids, paramagnetic insulators, rare earth metals at normal temperatures, even the metallic Fermi liquid. I use the word "phase" advisedly because in many cases we recognize these as thermodynamically distinct phases-as e.g. the liquid state, which has no symmetry distinction from the gaseous state but is physically different.
So the world is more frequently described by a diagram like Let me illustrate this general structure in a number of cases of decreasing simplicity and familiarity. Fig. 3 shows the structure which is familiar to us in thousands of materials: molecular gases, organic and polymer systems, and the like. Starting from electrons and nuclei, one eliminates electronic degrees of freedom via the Born-Oppenheimer approximation, arriving at molecules with given intermolecular forces. (In relatively rare cases, perhaps arriving at a covalently bonded network such as amorphous silicon or S i O 2 .) Thus one is left with no electronic degrees of freedom at all. In general, the attractive parts of these forces produce a dense phase without crystalline order, which at lower temperature orders, generally, into one of the hundreds of possible crystal structures. The only relevance to our further reasoning is to observe how meaningless it is to think of the liquid phase as arising out of quantum criticality at one or more of the (first-order) phase transitions between different crystal structures. 
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Now we come to a more complex case: "Mixed valence" (see Fig. 5 ). We start with actinide or lanthanide ions and metal electrons. We bypass the complications of the true "mixed valence" state, which renormalizes to a relatively simple metal (as shown by Haldane).
That is, in Fig. 5 renormalization paths near 
