Abstract-Cloud services have changed the way computing power is delivered to customers, by offering computing and storage capacity in remote data centers on demand over the Internet. The success of the cloud model, however, has not come without challenges. Cloud providers have repeatedly been related to reports of major failures, including outages and performance degradation. The internal network of cloud data centers has frequently been identified as a root-cause of these problems, showing that network provisioning and monitoring is still a major challenge for the deployment of cloud services. This paper argues that today's technologies for measuring and monitoring Internet traffic could be applied in the context of the internal network of cloud data centers as well. To support that, we first show the suitability of flow-based traffic measurements for monitoring cloud services. Then, we present a case on bandwidth capacity provisioning to exemplify how flow-based measurements can be used to guarantee the performance of cloud services. Finally, we discuss future directions we believe will guide the development of new cloud services. We advocate that next generation cloud services will not only rely on the Internet as a means to reach users, but also influence how the Internet itself is organized. We illustrate this trend by describing our ongoing research on mobile clouds.
I. INTRODUCTION
Cloud services have changed the way computing power is delivered to customers. Cloud services abstract away the complexity of system management, by offering computing and storage capacity in remote data centers on demand. In retrospective, this advent can be seen as a natural step in the evolution of the Internet [1] . The extreme growth of Web services popularity in the early 2000's led cloud providers, such as Amazon, Google and Microsoft, to invest both in data center provisioning for their own services and in the development of scalable software solutions [1] . Even though the later conversion of this infrastructure into a utility may have involved major technical challenges, the way for a new computing model was certainly starting to be paved.
It is not surprising that many companies are considering to migrate services to the cloud [14] . Outsourcing to the cloud is deemed advantageous given the gains obtained from the reduced costs, flexible provisioning and high scalability. However, this migration also has drawbacks. Cloud providers have been repeatedly related to reports of major failures [6] . Among the most common causes, network failures have been pointed as a recurring problem, e.g., because of internal reconfigurations in cloud data center networks [6] . Addressing the problems in the cloud internal networks is, therefore, essential for the deployment of dependable cloud services. It is known that some cloud providers (e.g., Google) engineer their own networks starting from hardware components, making the data center application-specific. However, the tendency is to generalize data centers to well-known topologies, thus enabling the evolution of such infrastructure as the application mix changes [3] . Therefore, such a generic internal cloud network would have a topology similar to the one presented in Fig. 1 . In this simplified 3-tiered topology, the edge switches -also known as Top-of-Rack (ToR) switchesinterconnect servers that host the services. The ToR switches are interconnected by switches at the aggregation level, and these are interconnected by devices (e.g., IP routers) in the core tier. The core tier also connects the data center to external networks (e.g., the Internet). In the topology of Fig. 1 , traffic between services running in the same rack goes via a two-hop path: from the server to the ToR switch and back. Communication between services running in different racks, however, may require up to six hops.
As one can see, internal networks of cloud data centers closely resemble those supporting the Internet itself. Therefore, we believe that widely-deployed technologies to measure and monitor Internet traffic could be brought to the context of internal cloud networks as well. This paper illustrates this point of view by discussing the use of flow-based measurements to monitor and provision networks for cloud services. Flowbased measurements are typically exported by network devices, such as routers and dedicated probes, using protocols such as Cisco NetFlow [4] or IPFIX [5] . We first review the suitability of such measurements for monitoring cloud services [17] , describing common pitfalls that need to be avoided for successfully employing the flow data. Then, we show how flow measurements can be used to provision the capacity of network links [8] and discuss how these provisioning approaches could be applied to internal cloud networks, in order to guarantee the performance of cloud services.
Finally, we will discuss what we believe to be a future direction in the development of cloud services. Cloud services have succeeded partly because they rely on the Internet to reach a larger user base. The resulting gains of scale allow cloud providers to offer competitive services. In the current scenario, network operators act solely as enablers, providing the infrastructure to connect users to services. In the future, we foresee a paradigm shift, in which network operators will also be able to allocate computing and network capacity on demand relying on cloud services, according to the workload faced by the network.
The remainder of the paper is organized as follows. Section II introduce the fundamentals of cloud services, including a definition for the term as well as key characteristics and current usage of such services. Section III illustrates how customers are exposed to dependability challenges when migrating to the cloud, showing examples of both Service Level Agreements (SLAs) offered by major providers and recent cases of dependability problems. Section IV and V show that flow measurements can be applied in the context of cloud networks, by reviewing the suitability of flow data to monitor cloud services and by using flow data for the capacity provision of cloud networks, respectively. After that, we will introduce our vision of the future of clouds and discuss a motivating example, namely mobile clouds, in Section VI. Finally, Section VII concludes the paper.
II. CLOUDS NOWADAYS

A. Definition and Key Characteristics
Cloud services have been interpreted in several manners. Terminology is many times fuzzy and, therefore, a consistent definition is needed. In this paper, we follow the conservative point of view of [1] and consider a cloud service to be any application that relies on utility computing to be delivered on demand over the Internet. In its turn, utility computing is the model of offering computing resources and charging customers based on the utilization [23] .
Recent surveys, for example [1] , have identified a multiplicity of aspects that characterize cloud services. Given the above definition, we consider the following five aspects to be key characteristics of cloud services [9] :
• Shared resources or multi-tenancy: resources are shared among several customers in a cloud environment. In contrast, customers of conventional data centers normally do not share the same pool of resources.
• Scalability, elasticity or dynamic provisioning: users can allocate resources on-the-fly, without providers' assistance. For example, in a cloud storage service customers can increase their storage space by requesting it from the pool of resources. Some authors refer to this property as "the appearance of infinity computing resources" [1] .
• Abstract infrastructure or virtualization: cloud customers do not know the details of the infrastructure and systems providing the services, but instead, control them using well-defined interfaces. Note that abstraction and virtualization do not necessarily mean that virtual machines are in place (e.g., as it is the case when a platform is offered as a service).
• Pay-per-use or utility-based pricing: although the units used to charge customers vary greatly, cloud services adopt the pricing model of a utility, with customers paying based on usage.
• Connectivity, ubiquitous accesses or Internet centric:
by definition, cloud services are delivered via the Internet. As a consequence, private enterprise systems are not considered cloud services in this paper. The importance of provisioning and monitoring networks in cloud data centers is clear from these characteristics. For example, multi-tenancy and the Internet centric nature of cloud services imply that the performance of a customer's application can be negatively impacted by the workload of other customers. Similarly, virtualization, elasticity and utility-based pricing imply that mechanisms must be in place to provision resources to services, in order to minimize customers' costs while delivering well-performing services.
B. Current Usage
The success of the cloud service model is reflected by the increasing traffic to the biggest cloud providers. In a measurement study covering around 25% of the Internet interdomain traffic between 2007 and 2009, [18] showed that a very small number of networks is involved in most Internet traffic. Among more than 30,000 Autonomous Systems (AS), only 30 are responsible for around 30% of all inter-domain exchanges. The top 150 AS are already involved in more than 50% of the transfers. Major cloud providers are topping the list, with Google being responsible for around 5% of the traffic and others, like Microsoft and Akamai, among the ones with fastest growth.
Other works [12] , [13] reported a similar strong concentration (in 2012) when measuring from edge networks, with up to 65% of the HTTP and HTTPS traffic going to the top 10 providers. Fig. 2 illustrates this trend using traffic flows that crossed the border routers of the University of Twente. The remote IP addresses of these flows were translated into IP owners using the MaxMind GeoIP Organization dataset 1 and the top organizations exchanging traffic with the university were calculated. Two datasets are plotted: Fig 2(a) shows the distribution of traffic among several Internet Service Providers (ISP) in Sept. 2008; Fig. 2(b) shows that four years latter (Oct.-Dec. 2012) the traffic at the university has become much more concentrated around a few remote organizations, including the ones offering cloud services, such as Google, Akamai and Amazon. III. DEPENDABILITY OF CLOUD SERVICES In [2] , dependability is defined as the ability to deliver service that can justifiably be trusted or, in another words, the ability to avoid service failures that are more frequent and more severe than is acceptable. Therefore, in this paper, we consider that a system is dependable when reliance can justifiably be placed on the services it delivers.
Cloud providers have been involved in numerous performance incidents. A recent survey of media articles, in [6] , revealed evidence of 49 outages in 20 providers worldwide during the 6-year period ending in 2011. The causes are various, ranging from power outages to software updates. Given that this study has only considered events that received media attention, the frequency of such problems is likely to be much higher. Moreover, due to shared resources and multitenancy, these problems impact much more people than similar outages in private data centers.
Considering that the loss of turnover in case of failure can be remarkable, dependability has become a key issue for cloud providers. Despite modern networks are usually transparent to the end user, a poorly managed network can severely impact the performance of the service. For example, in data centers deadlines may be assigned to flows. If congested links are found at any tier of the cloud data center network, they may cause performance degradation and, consequently, flows deadlines may be missed. These problems directly affect data centers credibility and, ultimately, the performance perceived by the end users. A recent study in [16] showed that delays of 100 ms on flows completion time can cost Amazon 1% of its sales, and that an increase of 500 ms in search page generation time can drop Google's traffic by 20%. It is often assumed that customers are backed by SLAs. However, current SLAs of cloud services are weak at best and, in general, written to protect the providers. Table I gives examples of SLAs for popular cloud providers. This limited list shows how customers have very little protection when accepting the standard contracts of large cloud providers. The table shows that some cloud providers do not offer any guarantees. Others include terms to make it harder for customers to request refunds, for example. Amazon calculates violations on a monthly basis and only refunds a customer when (i) the customer has instances in more than one Availability Zone; 2 and (ii) all customer's instances in at least two Availability Zones have no external connectivity. Google has a similar strict policy, accounting downtime only if the service has more than 5% of "user error rate" (which is poorly defined in the contract) in a 1-minute interval. While these terms might not be a problem to individuals who use the cloud for non-critical tasks, enterprise customers need assurance before migrating any essential application or content. In the next section we argue how cloud providers can monitor their networks as a first step towards ensuring the performance of their cloud services.
IV. TRAFFIC MONITORING & MEASUREMENTS
Monitoring is of utmost importance for network operators to learn about the status of their network; not only for monitoring uptime and diagnosing problems, but also for monitoring all the aspects covered in SLAs. The widespread use of cloud services puts even higher constraints on uninterrupted availability of both the service as a whole, and the facilitating networks.
Key to network monitoring is performing measurements, such as the utilization of network links or the round-trip time between two devices. A widely used manner of monitoring traffic, especially in high-speed networks, is by means of passively measuring flows. In this method, traffic flows are exported, collected, and analyzed, rather than individual packets. A flow is defined in [5] as a set of IP packets passing an observation point in the network during a certain time interval; All packets belonging to a particular flow have a set of common properties. In more practical terms, flow data usually provides an overview of who communicated with whom, when, how (using which protocol), and how much (number of packets and bytes). A typical flow monitoring architecture is shown in Fig. 3 . A flow exporter, which is often part of a packet forwarding device, exports flow data to a flow collector using technologies as Cisco NetFlow or IPFIX. It is the task of the flow collector to store and process this data, after which it can be made available to analysis applications. Besides providing great advantages in terms of processing requirements and low hardware costs, flow export technologies are widely available in packet forwarding devices such as routers and switches (as they may be used in data center networks - Fig. 1 ). This makes flow monitoring a relatively simple and cost-effective solution for large-scale monitoring of cloud networks.
Flow export technologies have received much attention mainly because of their major advantages in terms of scalability and wide availability in packet forwarding devices. As a result, a large spectrum of monitoring applications has been developed in the field of performance, security, and accounting, among others. However, our experience in the area of flowbased measurements also has shown that flow data should always be considered with great care, before deriving any (potentially misleading or even invalid) conclusions from it.
In the case of flow measurements, we have researched how implementation details and protocol design choices might lead to artifacts that affect the accuracy of monitoring data. For example, timing errors have been identified in NetFlow data that limit the accuracy of the data to the level of seconds (rather than the advertised millisecond accuracy) [20] . As a result, no meaningful conclusions can be derived about the response time of cloud services, which should normally be in the order of tens of milliseconds [10] . Also, some flow export devices were found to export no flag information about TCP flows [17] . In situations where the transport-layer is monitored, rather than the cloud service or the application itself, it is a common practice to rely on TCP flags for monitoring TCP connections. For example, many reset connections (i.e., TCP flag RST) often indicate an overloaded application. When TCP flags are not present in the monitoring data, however, this cannot be observed by network managers and signals of performance problems might remain unseen.
Monitoring networks is a task that is far from trivial. However, once monitoring systems have been calibrated and set up properly, the monitoring data -flow data in our case -can be used for many more applications, such as intrusion detection [15] and link provisioning. The latter is discussed in the next section.
V. LINK CAPACITY PROVISIONING
An important task of network operators is to properly provision their links such that QoS metrics defined by SLAs are met. In practice, the rule-of-thumb operators use to provision their links is based on 5 to 15-minute traffic averages obtained from SNMP counters. Clearly, such approach lacks accuracy since traffic averages over large periods completely overlook fluctuations that happen at shorter timescales (e.g., 1 s or shorter). Although alternative provisioning approaches, such as our proposal in [19] , are much more accurate because they can capture short-term traffic fluctuations, they often require continuous packet capturing. However, packet capturing is neither operationally nor financially scalable when considering high-speed links or large networking infrastructure.
Aiming at efficiency and practicality, recent work has proposed link provisioning approaches that use passive traffic measurements found at today's operators networks. These measurements are more scalable than continuous packet capturing and subtler than SNMP counters. For example, in [8] we propose a procedure for link provisioning using flow-level measurements, and in [7] we demonstrate the feasibility of using sFlow (packet sampling) to compute the required link capacity from sampled packets. These approaches are able to timely calculate accurate estimations of required capacity at timescales as low as 1 ms. The main goal of these two works is to inherit the accuracy from the provisioning approach from [19] while minimizing efforts on traffic measurements.
As mentioned in Section III, dependability of cloud services rely directly on the performance of the cloud data center network. Failure on completing flows within deadlines may strongly impact cloud providers credibility and revenue. Considering the generic topology presented in Fig. 1 , devices misconfiguration or improper allocation of link resources may cause congested links in the interconnection between tiers. Therefore, provisioning approaches could be used to dimension links for the entire traffic aggregate or even to dimension capacity of Virtual LANs established to transfer traffic of specific (and priority) applications inside the data center.
Only few recent work addresses the problem of resource allocation and usage within data center networks. For example, [21] proposes a congestion control mechanism for data centers that focuses, among others, on high utilization of network links to maximize throughput of flows with deadlines. Briefly, this approach allocates network resources according to the rates of incoming flows. Hence, it behaves quite similarly to the above mentioned rules-of-thumb.
To allow for more flexibility on the allocation of network resources, efficient and practical provisioning approaches from, for example, our proposals [8] , [7] could be brought into the context of data center networks. Furthermore, with the advent of Software Defined Networks (SDN) and the increasing adoption of tools such as OpenFlow, we envision that scalable per-flow-based traffic measurements will be feasible even at large network infrastructures. Initiatives, such as [22] , show the viability of using SDN-based tools to monitor and measure network traffic. However, although promising these works still lack the accuracy of link provisioning approaches such as [19] , [8] , [7] . Fig. 4 illustrates what we believe to be a direction to which clouds will evolve. Today's clouds depend on the infrastructure solely provided by network operators. However, due to the fast-growing popularity of virtualized services in clouds, we expect that in the future the network infrastructure itself will also be part of the application mix offered by cloud providers. This means that several network operators may have their infrastructure virtualized on top of a common underlying physical network. This will bring many advantages to the operators, such as improved elasticity and flexibility. However, we also foresee additional challenges on the control and management of virtualized networks in order to guarantee good performance of the whole system. In this respect we can point out SDN as a potential direction for cloud providers to monitor and manage the virtualized infrastructure. SDN enables the decoupling of control and data planes, facilitating the management of virtualized services on top of the physical networks, paving the way for the highly dynamic scenarios of future clouds. There are many initiatives from academia and industry on the future of clouds, for example the EU FP7 Mobile Cloud Networking (MCN) project 3 . MCN conceptualizes that mobile network systems can be partially or fully virtualized in the cloud. That is, MCN proposes to join the two worlds of mobile cellular networks and clouds. The former exploits the virtualization capabilities from the latter to get additional on-demand applications and services to mobile customers without the need of setting up and operating additional physical infrastructure. In this view, as shown in Fig. 5 , cloud services would span from isolated data centers to several network parts, such as core and radio access networks.
VI. FUTURE OF CLOUDS
As an example of an MCN scenario, we can think of a situation in which a mobile operator (e.g., KPN, AT&T, TMobile or Vodafone) needs to temporarily increase service capacity in a specific location due to an event that will result in an increase on the number of mobile users (e.g., a festival). Such situations already happen, as reported in [11] . Today, the mobile operator's infrastructure need to be physically upgraded with new devices and connections to support the increasing number of users. In the future, however, this extra capacity can be provided by a virtualized infrastructure in the cloud. same topology found in general purpose networks. We have discussed how cloud providers can take advantage of traffic monitoring technologies available in today's network devices, such as flow export technologies, to enhance performance of data center networks and, ultimately, improve dependability of the offered services. Furthermore, we have also discussed how cloud providers can profit from flow measurements to efficiently provision the internal network of cloud data centers. We envision that future clouds will be comprised of even more complex services than today. Virtualized networks will be provided on demand, without the need for extending any physical infrastructure, for example, to mobile operators that need to dynamically increase their capacity. This will bring additional challenges to the control and to the management of the cloud infrastructure, so that performance is guaranteed and service dependability is achieved.
