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臨床心理学を学ぶ「その4」：心理学における研究法と統計法
ー主に碁礎知識を整理する一
I . はじめに
大学や大学院にて臨床心理士や公認心理師の
養成・訓練に必要な内容を取り上げ、臨床心理
学の歴史、精神医学、発達心理学と教育心理学、
対人支援技能、心理アセスメントとして本紀要
に報告 してきた（長谷川， 2014,2015, 2016, 
2017, 2018)。公認心理師の養成は、平成30(2018) 
年度から取得要件について認定を受けた心理学
専攻の大学にて本格的に始まり、第 1回公認心
理師試験が実施され、公認心理師が誕生した。
公認心理師法第二条第四項には、 「心の健康に
関する知識の普及を図るための教育及び情報の
提供を行うこと」と示されている。公認心理師
には、国民に向けて心理学の専門職として心の
健康に関する心理学の知見を適切に取り上げて、
教育や情報を提供することが業務の一つなって
いる。公認心理師が、生涯にわたって専門瞭と
して従事することを前提として、次々と発表さ
れる研究知見を吟味する能力や研究知見を産出
する能力を有することが法律に包含していると
考えられる。これらを踏まえて公認心理師の蓑
成カリキュラムには、「心理学研究法」と「心理
学統計法」が学部指定科目となっている。
本論は、心理学における研究法（統計法含む）
の中でも基本的な事項を中心にまとめることを
目的とする。前半は、研究法を紹介し、後半で
は統計法を取り上げる。本論については、 箪者
が参考文献から整理しなおした内容である。本
分野は、関連する書籍が多数出版され、さらに
改訂版が発刊され続けている。本論の末尾には、
さらに理解を深めたい方に向けた請書案内を載
せておく 3 なお追加資料として「心理専門職に
関する適性の堪準」「不適格の要素」を示した。（付
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録1.2)
Il . 研究法
本論の前半では研究法の概略を述べる。心理
学の研究法としては、面接法、観察法、質問紙法、
実験計画法、 検査法、事例研究法が挙げられる。
臨床心理学では、特に面接法と検査法そして質
問紙法に加えて、事例研究法に習熟しておくこ
とが求められる。面接法の中でも臨床心理面接
の基礎訓練（長谷川， 2014) と検査法を含む心
理アセスメ ント（長谷川， 2016)は既に論じた。
A)面接法
面接法 (interviewmethod)とは、 人と人が一
定の目的を持って、特定の環境（時間と場所）
の中で相互に話し合う こと。面接者(interviewer)
と面接対象者 (interviewee または informant)
の間の話し合いを通じて、情報、考えや意志、
惑情などが交換され、相互作用が伴う。個人だ
けでなく躾団で実施することができる。面接法
は、 言語を媒介として理解することが必要にな
るので、ある程度の言語表出能力を有する年齢
でないと適用できない。面接者は、面接対象者
の回答内容を方向付けない訓練を充分に受けて
おく必要がある。
面接とはいえ、面接対象者の言語面だけでな
く非言語面に注目して観察を行いながらデータ
収躾を行う 。面接法は、時間や場所にかける労
力を多く必要とするが質問紙法に比べて無回答
項目が出現しにくく、未回答 ・回答拒否なのか
回答不能なのかの判断が行えて、回収率が高く
なることが利点であり、実験法や観察法に比べ
て柔軟な対応が可能である分、統制された条件
下でのデータ収集に困難さを伴い、言語が主で
あるが故に、その信憑性が幾分か保障しにくい
短所を持つ。
B) 観察法
観察法 (observationalmethod) とは、対象の
行動 （言語 ・非言語含む） を客観的に記録、分
析 して、行動の質 ・景の特徴を明らかにする こ
とである。観察法におけるデータ記録の仕方は、
記述だけでなく、写真や映像によって集めるこ
とができる。観察法には、対象を自然のままの
状況で観察を行って行動が生起することを取り
上げる自然的観察法や、目的とする行動が発生
しやすいように条件を統制して観察を行う実験
的観察法がある。
観察の仕方は大きく 2つに分かれる＇参与観
察法 (participantobservation) は、観察者が観
察対象者と対面して観察者の存在を示しながら
観察を行う方法である非参与観察法
(nonparticipant observation) は、ビデオ記録や
ワンウェイミラーなどという道具を用しヽること
で、観察者の存在を観察対象者に示さないで観
察を行う方法である，フィールドワーク (field
work) は、研究者が調査対象者の生活の場に出
向いて、行動や活動を共にする体験を通じて、
その場や社会、文化に参与して観察して、デー
タを収躾して分析する方法である:
観察法では、データを集める中で、 1)行動の
ありのままを記述したり記録したり、 2)観察可
能な頻度を数える行動測定を行ったり、 3)予め
決めた行動指標に基づいた評価を行う行動評定
をしたり、 4)対象者の行動から受ける印象を評
定する印象評定が行われる2 観察法のデータの
活用には、観察は単に対象の行動を記録するだ
けではないので、主観性を極力取り除くために
観察者や評定者の訓棟といった］．．夫や配慮が求
められるこ
言語を姪介にしないので、他の研究法に比べ
て乳幼児から観察法を用いることが可能である。
しかし観察の中でH的とした行動が牛起 しない
場合があるので、長時間データ収集に携わるこ
とが求められるという労力を要する場合がある。
C)質問紙法
質問紙法 (questionnairemethod)は、言語を
媒介にした質問項目を用意することにな る。質
問紙法は、個人が意識している内容を幅広く集
めることができ、他の研究法に比べてコストが
抑えられ、実施条件を統一した躾団を対象にし
て短時間に大量にデータを集められる点が利点
であるっ謂査に回答する人のペースで［口l答する
ことができ、個人の内面を幅広く取り上げられ
るが、深く掘り下げられないつまた虚偽の回答
が生じうる可能性がある＇さらに言語を媒介と
するので、用いる年齢に制限がある。
質問紙法は、社会調査法や心理尺度法の大き
く2つに分かれる社会調在法は、社会事象の
実態を把据する事を目的としており、大規模な
社会調査で用いられる，心理尺度法は、心理学
で用いられ、人間の行動や意識の測定を試みる
ことを目的としてしヽる：
心理尺度作成の手順は、 1)測定対象を明確に
する構成概念 (construct)と讃査対象を定義し、
母躾団を設定する必要がある c 構成概念は、直
接観察できないが理論を構築する上で、観察可
能な事象から導き出されて構成された概念のこ
とである構成概念がどのようなものであるか、
具体的な質問項目で尋ねることが出来るように
することが菫要である 2)項Hの候補をなるべ
く多く収集 ・用意するつ3)f備調育を実施する c
4)項目を決定する。平均値 ・分散・相関係数、
t検定などの統計的分析によって行う。｛言頼性を
高める項目を選ぶC 5) 本調杏を実施するっ
6)信頼性の検討をする C 7) 妥当性の検討をする —
8)データ蓄積と評価基準の作成
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後半で紹介する統計手法の中では、記述統計
学に加えて推測統計学の中でも分散分析や因子
分析そして共分散構造分析などの理解が求めら
れる。
D)実験法
実験法 (experimentalmethod) は、心理学の
発端に強い関係がある。学問分野として心理学
の独立は、 1879年にヴントによる実験室の設立
に始まる。心理学における実験は、統制された
環境下（主に実験室）で、実験者が一定の手続
きを取りながら、実験参加者に働きかけて、変
化した行動を記録する過程である。日常生活か
ら切り離した条件統制下の実験室で、実験者か
らのどのような処理・操作（原因）から、実験
参加者がどのような行動 （結果）が生じたのか
を検証することを可能にしている。その代わり
に実験室や測定機器に費用を要する場合がある。
後半で紹介する統計手法の中の分散分析の理
解が特に求められる。なお臨床心理学は、日常
生活の中での事象を取り上げており統制された
実験室で行われるものではない。臨床心理学が
心理学の一分野である以上、方法論として実験
法にも馴染んでおく事が望ましい。心理学的支
援は、支援前後の変化を把握することによる実
験的な枠組みで現象を理解しようとすることが
できうる。例えば、支援者が観察した現象から
事例の中で仮説を立てて、その検証を行うとい
う姿勢での面接展開を心がける 「仮説検証型臨
床実践」の発想で行う際に実験法の考え方は参
考にできるかもしれない。
E)検査法
検査法 (testmethod) とは、実験や質問を用
いた適切な測定や試験によって、検有対象が一
定の基準を満たしているか、系統的に評価でき
るように構成された手続きのこと。心理学では、
心理検育法 (Psychologicaltest) を指している。
検査法を含む心理アセスメント（長谷川，2016)
は既に本誌に収録されている。
皿統計学の歴史と心理統計学
A)統計学の歴史
統計学 (statistics) は、人間が現象に関心を
持つ中で始ま って数学を用いて法則性を整理し
-74 -
ていく試みから学際的に体系化されたものであ
る。フローレンス ・ナイチンゲール (Florence
Nightingale : 1820-1910) は、統計学に基づいた
実践活動をしていた。クリミア戦争 (1854-56)
に看護師として赴いて負傷した兵士の死亡率を
下げるために統計手法を用いて病院内の衛生状
態の改善の必要性を訴え、戦地病院での死亡率
を低下させた。
ナイチンゲールのように現場で起きている事
象を説明するために統計を用いて死亡率を低下
させるという成果を上げるなど、統計は専門職
にとって有益な道具であることが分かる。本論
の後半では、心理統計や心理測定法の甚礎知識
を整理する。
B)心理統計の基礎知識ーデータ解析
人間が組織的に集めた素材であるデータ
(data) をもちいて、数学的に細かく分析して、
良質な意志決定を下 したり仮説検証のための客
観的な基盤を引き出すことをデータ解析 (data
analysis)という。心理学の研究は、経験科学に
含まれている（服部 ・海保， 1996)。経験科学は、
質の保証されたデータに甚づいた議論が求めら
れる。経験が出発点であるが、どのような経験
でも科学的研究の出発点になるとは限らない。
質が保証されたデータを収集して議論の俎上に
載せる必要があろう。
C)信頼性と妥当性
信頼性 (reliability)は、測定の精度に関する
度合いのこと。一貫して測定値が変動しない。
正確さ。測定値は、誤差の少ない安定した値で
あることが望ましい。測定用具としての心理検
査を評価する基準として信頼性係数 (coefficient
of reliability) を算出する。信頼性係数を推定す
る方法には、 a)再検査法（再テスト法）、 b)里
行検査法（代替形式法）、 c)折半法、 d) a係数
が代表的である。
妥当性 (validity)は、測定しようとしている
ものを本当に測っているのかという度合いのこ
とである。心理測定では、直接観察できない対
象を測定するように求められるc 直接観察でき
ないが理論を構築する上で、観察可能な事象か
ら祁き出されて構成された概念である構成概念
(construct)を設定して測定を試みる妥当性は、
i)内容的妥当性 (contentvaliditv)、i)基塁墨g
連妥当性 (criterion-relatedvalidi tv)、ii)膳座
概念妥当性 (constructval idi tv) に大きく分けら
れる
D)測定尺度の水準
測定尺度の水準は 4つに区分される。1) 名義
尺度 (nominal scale) は同— 竹性 （＝會キ） を備
えている。等しい対象にはすべて同じ数が割り
当てられるっ「数は単なる名称」に過ぎない，性
別や国籍、背番号などが名義尺度に該当する。
2)順序尺度 (ordinalscale)は、順序性（＜，＞）
と同一性を備えていを大小という関係を有す
る対象間に、その順序を指定するような数が割
り当てられる。数の大きさは「大小関係さえ示
されれば問題なし」。効果測定（良い、変わらず、
悪化）や身長の順番や鉱石の硬度などが順序尺
度に相当する 3)間隔尺度 (intervalscale)は
加法性 （＋，ー）と順序性、そして同一性を備え
ている取ったり加えたりすると対象がその分
だけ増減する性質を示すときに、加減算が可能
な数値を割り当てる。任意の値をゼロとするこ
とが可能となるが、存在しないことを意味しな
ぃ3 成績の得点が間隔尺度に該当するが、ゼロ
点であ っても成績が存在している 0 4) 比率尺度
(ratio scale)は、等比性 (X,-;-)、加法性、順
序性、同一性を備えている。一方が他方の何倍
という記述をする対象に対して、比が意昧をす
る数値が割り当てられる。何もない状態には 0
（ゼロ）という絶対原点が与えられる。抽象的な
概念となる金銭は、比率尺度が該当している。
尺度の水準は、比率尺度を順序尺度や名義尺度
として取り扱うことが可能であるが、その逆は
困難となる。
変数は、分類別変数 (categorical) や離散変
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数 (discrete) と連続変数 (continuous) の大き
く2種類に分けられる。分類別変数や離散変数
は、性別など種類 (categories)で数えられるも
のであるこれは名義尺度と順序尺度に相当し、
質的に処理される c 円グラフや棒グラフが用い
られる連続変数は、身長や体重など定惜的
(quantities) に測定できるものであり、間隔尺
度や比率尺度に相当し、量的に処理される。ヒ
ストグラムが用いられる＾
E)統計法やデータ解析の種類
記述統計 (descriptivestatistics)は、データ
の持つ種々の特性を少数値の指標で表現するため
の手法である。推測統計(inferentialstatistics)は、
限られた標本の背後にある母集団の特性を推論
して結論を得ようとする手法である。多変量解
析 (multivariateanalysis)は、 一つの対象が多
くの互いに関連する特性を持つときに、特性間
の関連構造を考應しながら対象の特性を簡潔に
記述・説明するための手法である。データ収躾
の前の手順を吟昧する実験計画や得られたデー
タがどのようなものであるかを把握しようとす
る探索的データ解析があるごデータを一目で分
かりやす<_[夫するための方法として、代表値
や散布度に置き換えたり、散布図やグラフといっ
た図を作成したり、距離を考咆して似たものを
まとめるクラスター分析 (clasteranalysis)や多次
元尺度構成法 (multidimensionalscaling; MDS) 
を用いることが挙げられる＾尺度構成は、人間を
物差し （測定手段）として対象を順序づけたり、
配置したりするための尺度を作り出す方法であ
る。図 1は、統計処理法の種類について示した（海
保， 1985)
F)記述統計
項目分析
SP表
ガットマンスケー ル
多次元尺度構成法
多変量グラフ舷析法
テスト理論
重回帰分析
因子分析
共分散構造分析
正規分布・2項分布
平均・慣準偏差
情報量
図 1: 統計処理法の種類
a)代表値
実験計画
探索的データ解析
対数線型モデル
海保，1985
を一部改変
記述統計は、データの特徴を記述することで
ある。データから作成される経験的な分布は位
置と広がりで決定される（服部 ・海保， 1996)。
代表値 (measureof central tendency)は、
分布の特徴を知る上での代表となる値を指して
おり、位置を示す指標となっている（表 1参照）。
最頻値 (mode)、中央値 (median)、（算術）平均
(mean,average)、閤整平均（トリム平均、刈り
込み平均 trimmedmean)が挙げられる。
表 1: 代表値
指 適用できる尺度の水準
最頻値(mode) 名義順序間隔比率
中央値(median) 順序間隔比率
（算術）平均(mean.average) 間隔比率
開整平均（トリム平均、刈り込み平均 trimmedmean) 
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記号 定義
Mo 
M, 
度数が最大の値あるいは
クラスの値のこと。質的な
変数で多く用いられる指標
である。最頻値が複数あ
る場合は、他の指標の値
を用いることが多いp
度数分布の頻度を左右に
二等分する値（データが偶
数個の場合は、中央の二
つの得点の平均を中央値
とする）。 データに外れ値
（他のデータの値から極端
に離れた値）がある場合に
用いられることがある。
x = (L x,)/n 
データの値を合計してデー
て 夕の個数(n)で割って算出
する。量的変数のデータで
用いられることが多い。
データを大きさの順に並ペ
て、最大値側からと最小値
側からそれぞれ何個かを
取り除いて平均値を算出
する方法。ct%ずつのデー
タを取り除いて調整平均を
求めることをct%調整平均
と呼ぶ。特に25%調整平均
のことを中央平均と呼ぶ。
これは外れ値の影響を受
けない。
b)散布度
散布度 (dispersion)は、分布の散らばり具合
や広がりを示す指標のこと（表 2参照）c 得点が
代表値の近くに集中しているのかどうかをあら
わす。
分散 (variance)、標準偏差 (standarddeviation, 
躙、平均偏差 (meandeviation, Md)、範囲 (range)、
四分位偏差 (quartile deviation,semi-interquartile 
range四分領域 quartile range)、四分位範囲
(interquartile range:IQR)が挙げられる。他にも
尖痩 (skewness)や歪度 (kurtosis) を用しヽ て、母
集団の正規性を検定することができる。
表2:散布度
指 適用できる尺度の水準記号 定義
分散(vononce)
不煽分散
標本分散
標準偏差(standarddev,at,on. SD) 
平均偏差(meandeviation. Md) 
範囲(range)
データや分布のパラッキを
示す量のこと。固有値と一
閤隔比率 致したり、情報量を意味し
間隔比率 U2(x)
間隔比率 S召x)
たりする。標本分散と不偏
分散とがある。
データの背後に母集団を
想定し、母集団の値を推
定する場合に用いる,'ノフ
トウェアで分散というと不
偏分散が算出されることが
多い。
U2(x)=L (x,=x戸/(n-1)
なお各データの値から平
均を引いたものを「平均か
らの偏差」と呼ぶ。
手元にすぺてのデータが
あり、そのデータ自体がど
の程度散らばっているの
かとデータを記述する場合
に用いる。
2 2 S (x)=L (x, —x) /n 
標本分散の平方根で算出
間隔比率 0 する。言い換えると標準偏
差の二乗は分散になる。
平均からの偏差の絶対値
を足して平均を求めたもの
R データの最大値と最小値の差のこと
四分位偏差(quartile deviation四分領域 quartilerange Q 
得点の小さい方から25ヽの
値（最小値と中央値の中央
値）をo,<第1四分位数）、大
きい方から25ヽの値（中央
値と最大値の中央値）を
O,(第3四分位数）として
四分位範囲(1nterquart1lerange:IQR) 
c)確率分布
確率分布 (probabilitydistribution)は、ある
確率変数がどのような値をどのような確率でと
るかを示した分布のこと c 例えば、 6面のサイ
コロを振ったときに出る目は各値がとる確率は
1/6になる。確率分布は、実際に測定して得られ
たデータからではなく、理論的に決められるっ確
率分布には、二項分布 (Binomialdistribution)、
ポアソン分布 (Poissondistribution)、正規分布
Q=(0,-01)/2として定義さ
れる。必ず中央値を明記
すること。これは外れ値の
影響を受けないc
第3四分位と第2四分位の
!QR 差で散らばり具合の指橿
としたもの
(l¥'ormal distribution)、カイニ乗分布 (Chi-square
distribution)、t分布 (tdistribution)、F分布 (F
distribution)の6種類がよく使用される c その
中でも正規分布が代表的で、その数式と曲線に
ついては図 2に示した正規分布から、カイ ニ
乗分布、 t分布、 F分布が導き出されている 3
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知）＝ぶ叫喜，：ヽ）・') 正規分布曲線
R =3 !416(円周率） ~ ; 
.. p=27183(自然対数の底） こ―
I 
N(μ,oり
Nは正規分布の英語 マ』
表記の頭文字から
。4
:-
Xが含まれる確率 " 
I 
~ 
土10以下の範囲68.26%
V 
c・
（片側で34.13%) " C•, 
士2a以下だと9544% 応 ＝― 
（片側で47.72%) E_ I 
士3aだと 99.74% ;. 
（片側lで49.87%) :e E 
で
-1 
I 
~J ~ /' 
¥ 
¥、|
-- -
正規分布からx2
分布、t分布、 F分
布が導き出され
ている。
., .,μ-aμ>μ+a , 
（） 
+o 
X 
図2:正規分布曲線と正規分布の数式
d)適合度検定
適合度検定 (testof goodness of fit)は、デー
タが正規分布やカイ ニ乗分布といった理論分布
にどの程度したがっているのかを検討すること
であり、カイ ニ乗分布が多用されている。
e) 2変数の関係の種類と解析・分析手法 （服部・
海保 ，1996; Magnello, and Loon, 2009) 
関数関係 (function; 函数）は、ある変数が決
まった時に依存して決まる値あるいはその対応
を表す関係のこと。
因果関係 (causation) は、原因と原因に起因
する結果を認める関係のこと。独立変数
(independent variable)は、原因となる変数の
こと。 説明変数とも呼ばれる。 従属変数
(dependent variable) は、影響を受ける変数の
こと。目的変数とも呼ばれる。実際は、 2変数
のみで説明できないので残差あるいは誤差を設
定する因果関係を認めるには、 1)独立変数が
従属変数よりも時間的に先行しており、 2)理論
的な観点から因果関係に必然性と整合性を備え
ており、 3)他の変数の影響を除いても、変数間
に共変関係があることが必要である。統計のモ
デル上は因果関係を想定していても、実際には
因果関係を認めない場合があるので解釈の際に
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は充分注意する必要がある。パス解析 (Path
Analysis)は因果関係を想定した分析手法であ
る。
共通の原因によって生じる共変関係は、 3つ
以上の観測変数の関係を検討した中で一つの変
数が残り 二つの変数からの因果関係を想定した
関係が認められることがある。
因果連鎖は、想定した 2変数の因果関係の他
に第 3の変数を媒介にした間接的な因果関係が
成り 立つこと。研究者がモデルを考案する際に
媒介変数を想定するかどうかを決める。媒介変
数は、直接測定した観測変数だけでなく、直接
測定できなくて研究者が概念を仮定した讃直五姜
数（構成概念）の場合もある。双方向の因果関
係は、2つの変数が相互に影評し合う関係のこと。
共分散構造分析は、因果連鎖や双方向の因果関
係を検討することを可能とする手法である。直
接測定した値（観測変数）の背後に因果関係が
仮定される潜在変数が想定される関係を分析す
る場合に用いられる。
相関関係は、共変関係が想定される関係のこ
とであるが、因果関係とは異なる。因子分析は、
変数間の相関関係を潜在変数によって説明しよ
うとする手法である。
f)二つ変数の関係を検討する手法
散布図 (scatterdiagrams)を描いて、変数間
の関係を視覚的に把捏することができる c
関連 (association)とは、正規分布を仮定で
きない離散変数間の関係について変数間の関係
の強さと方向を表現するご連関があると表記す
ることがある。関連がない場合は、独立である
という。巫倍遠匁が（カイ ニ乗）検定、ユール
のQ統計砿
2変数間の共変関係を表す際に用いる統計量
について、連続変数と連続変数の組み合わせの
場合は、共分散 S、積率相関係数 r、偏相関係数
I、部分相関係数が用いられる。離散変数と連続
変数の組み合わせの場合は、点双列相関係数、
相関比 T/ (イータ）が用いられる。離散変数と
離散変数の組み合わせの場合は、順位相関係数、
連関係数、が（カイニ乗）、 <f; (ファイ） 係数が
用いられるこ
0.0 
0.2 
0.4 
0.7 
r¥X,y) ＝ 
~lr{x,y)I~ 
< lr{x,y)I~ 
< lr{x.y)I~ 
< lr{x.y)I~ 
0.2 
0.4 
0.7 
1.0 
共分散 (covariance) は、 2変数間の共変関係
の強さを示す統計械で「偏差の積の平均」のこと。
1対のデータの中で 1方の変数が大きいと他方
の変数が大きければ、正の値を取り、反対に 1
方の変数が大きく他}jの変数が小さい値をとれ
ば、負の値をとる 2変数間に共変関係がなけ
れば0に近づく c
相関 (correlation)とは、正規分布が仮定で
きる鑓的変数間の関係について変数間の関係の
強さと方向を表現するc ピアソンの積率相関係
数、重相関、部分相関、 3系列（多分系列）相関、
四分相閲、双列相関、ユールの偏相関が用いら
れな相関係数 (correlationcoeficient) は、 X
とyの共分散を xとyの標準偏差の積で割って
算出する（図3参照）つ相関係数と記載されてい
たら 1896年に考案したピアソンの (Pearson's)
積率相関係数を指すc
S(x,y) 
S(x)S(y) 
l (x, —x)(y,-y)/n 
S(x)S(y) 
L z,.zy/n 
ほとんど相関がない(.OOは無相関）
弱い相関がある
中程度の相関がある
強い相関がある
図3:相関係数と解釈の目安
変数の一つが離散型でもう一つが連続型とい
う混合型では、ケンドールの順位相関係数て （タ
立、スピアマンの順位相関係数 p (ロー ）、叉
ン・ホイットニーの U検定やウィルコクソンの
符号順位検定、クラスカル ・ウォリスの順位検
定、多分相関 (polvchoriccorrelation)が用し、
られる ）
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G)推測統計
ピアソンの方法をフィッシャーが発展させて
推測統計学の甚礎を築いた。推測統計は、非常
に大規模なデータ（母梨団）の統計的性質につ
いて一部を取り出したデータ（標本）から推測
すること推測統計は、 i) 推定と i) 仮説検
定に分けられる。 i) 推定は、標本から具体的
な母数の値を考えようとする，推定は、 さらに
点推定と区間推定に分けられる：点推定は、 1つ
の値で推定する結果を示すために、例えば後述
する母集団の平均である母平均の点推定を行う
ことは、データの平均値を求めることを行うこ
とで、母平均の推定を行うことになる。なお．記
述統計では、データの数値を要約するために代
表値を求めることをする。区間推定は、ある程
度の幅を持った区間で結果を表す。 i)仮説検
定とは、母集団についての異なる立場を持った
2つ主張（仮説）のどちらを採択するかを決め
ることである。
母集団 (population) とは、研究テーマに則し
た観測可能な全ての分析対象のこと。整凶5
(sample)は、母集団の中から一部を取り出した
実際に分析を行う対象のこと。サンプルサイズ
(sample size) とは、標本に含まれるデータの個
数のことであり、標本の大きさを表す。母躾団
から標本を取り出すことを標本抽出 (sampling)
と呼ぶ。母集団の統計的性質を本当は知りたい
が、データを全て揃えて統計的性質を示すのが
難しいことから標本抽出を行った上で推測する
ことになる。母集団の性質を表す統計的指標を
母数と呼ぶ。母数を推定するために、用いられ
る標本統計量の ことを、母数の推定量と呼ぶ。
例えば、標本平均は母平均の推定鼠として用い
られる。推定値とは、標本データを用いて計算
された推定醤のことであり、また計算の結果得
られた数値のことである。実際の母数の値にど
れくらい近い推定値を得ることが出来るか、推
定値がどれくらい母数に近いかが璽要である。
母数の推定には、どんな推定鼠を用いるのかは
決まっていない。母分散の推定量として不偏分
散を用いたり、標本分散を用いることがある。
不偏推定熾 (unbiasedistmator) か最尤推定量
(maximum-likelihood estimator) のどちらかを優
先するかによって変わる。
単純無作為抽出 (randomsampling)は、母集
団の中から平等にデータが選ばれる可能性を
持った標本抽出の仕方のこと。推測統計では抽
出する手順が重要とな ってくる。実際には、無
作為とするために乱数表やコンピュータで生成
した乱数が用いられる。
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a)統計的検定
統計的検定 (statisticaltest)は、標本から無
作為に得られたデータが母集団に当てはまるか
どうかを確率的に判定することである。手順は、
1) 母集団に対して帰無仮説 HOを立てる。2)
検定統計量 (teststatistic) を計算する。3)検
定統計量が棄却域に入っていたら、帰無仮説を
捨てる（対立仮説が採択される）となっている。
b)帰無仮説と対立仮説
帰無仮説 (nullhypothesis)は、 「偶然生じた
ものだ」という仮説が捨てられることを暗に期
待して立てられる仮説なので帰無仮説と呼ばれ
る。対立仮説 (alternativehypothesis)は、 帰
無仮説に対して「偶然生じたのではない」と反
対する仮説のことであり、研究者の主張を記述
している。
c)有意水準と有意確率
有意水準 (significancelevel)は、帰無仮説
を薬却する確率 aのことで、危険率とも呼ばれ
る。「この事象が偶然生じたものではない」と判
定するための基準のことである。a= 0.05と
5%水準に設定するのが一般的である。他に 0.01
(1%水準）や 0.001(0.1 %水準）もよく用いら
れる。0.10(10%)水準を有意傾向とすることも
ある。有意ではない場合、 n.s.(non significant) 
と表現する。有意確率 (observedsignificance 
level of the test)は、検定統計量の外側の確率
のこと。叫直とも呼ぶ。値が棄却域に含まれてい
たらその帰無仮説は捨てられる（乗却される）。
d)第 1種の過誤と第 2種の過誤
第 1種の過誤 (Type I error ; 偽陽性 ：False 
positive; a過誤 ：a error)は、帰無仮説が正し
いにもかかわらず、誤って棄却する間違いをし
てしまうことである。例えば、裁判などで被告
人が、実際は嘘をついていないのに、 「嘘をつい
ている」と解釈してしまうこと。
第 2種の過誤 (Type1 error; 偽陰性：False 
negative; 13過誤：13 error)は、対立仮説が正し
いのに誤って葉却する間違いをしてしまうこと
である。例えば、裁判などで被告人が、実際は、
嘘をついているのに、「嘘を見抜けない」で見逃
してしまうこと。
e)検定カ
検定力 (power,power of test) は、見逃しな
く統計的有意と主張できる確率 (1-/3)のこと
で研究の持つハワーとも言われる'aは5%し
か認めていないが、 Bは通常 20%以下に設定す
る。見逃しの碁準を甘めに設定している。
f)回帰分析
回帰分析 (regressionanalysis)は、 一つの変
数 (X) からもう一方の変数 (Y) を説明するこ
とを H的として、変数間の関数関係を分析する
手法のこと。分析の前に散布図を描き、合わせ
て相関係数を産出して確認しておくと良い＾こ
の場合、 [nj帰式 （予測式） Y=a+bx1を求める
aや bのような定数をパラメーター (parameter)
と呼ふ‘つバラメーター bを回帰係数 (rei;?;ression
coefficient)、aを切片 (intercept) と呼ぶ説
明する変数を Xは、予測変数、独立変数、説咀
麟、外生変数などと呼んで、説明される変数
Yは、目的変数、従属変数、基準変数、内生変
数などと呼ぶ。予測変数 Xが一つの場合は、壁
回帰分析と呼び、二つ以上の場合は頂回帰分析
と呼ぶ菫相関係数 (multiplecorrelation 
coefficient) は、 3つ以上の連続変数（目的変数
と複数のf測変数）の関係を測定するために、
同時並行で相関係数を算出する必要件から生ま
れ、 Rと表記される，決定係数 (coefficient
determination)もしくは説明率R'を求め、回帰
式の当てはまりの良さを調べる'R'が 1に近い
ほど当てはまりがよいV
なお 目的変数が、離散変数の場合に、ロジス
テック回帰分析が用いられる。正準相関分析
(canonical correlation analvsis) は、複数の目的
変数がある場合に用いられる回帰分析の一つで
あるc
g)クロス集計表とカイニ乗検定、自由度
クロス集計表は、且囲以ふ連関表と呼ばれる。
縦に r個のカテゴリー、横に c個のカテゴリー
があるとする。rXc分割表と呼ぶ。表の縦を表側、
横を表頭と呼ぶ。分割表の独立性の検定の際に、
隅辺度数を固定し、かつ 2変数の独立性を仮定
したときに期待される度数と観測度数とのズレ
が大きいとき、関連がある」と表記するo 2X2 
のクロス表とカイ 〗ー乗統計量の数式は、図 4 に
示した。
カイ ニ乗検定では、自由度と有意水準を元に、
カイニ乗分布 (chi-suare distribution)表と照
合するカイニ乗検定が有意であっ た場合は、
残差分析を行う e なお既に記したが適合度検定
の場合は、帰無仮説が採択されなければならな
し、 自巾度 (degreeof freedom) とは、所定の
統計量を算出する際に、自由にその値を変えう
る要因の数のこと 互いに独寸ーに動けるデータ
の個数のようなものこ自由度は 1つのパラメー
タを推定するたびに 1つだけ減るっ論文には自
由度を記述する必要がある~
?
? ? ? ? ?
?
? ? ?
?
??
b 
d 
b+d 
??
x2 ＝ N(ad-bc) 
2 
(a+b)(c+d)(a+c)(b+d) 
図4:2x2のクロス表とカイニ乗統計量
h) t検定
t検定 (t-test)は、母集団が正規分布から導
き出された t分布に従うと仮定した条件の下で
実施する統計的検定である C 2つの母平均の茅
の検定、スチューデントの t検定 (Student's
t-tes t) と呼ばれている。独立標本で平均値の差
の検定をしたり、属性が共通する標本間で平均
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値の差を検定したり、回帰係数を検定したりす
る。
i)主成分分析と因子分析
主成分分析 (principalcomponent analysis) 
は、相互に相関を認める複数の説明変数から、
相関の低い可能な限り少ない指標で散らばり具
合を適切にあわらしている合成変数として算出
した主成分を抽出する解析手法の一つである。
主成分の抽出は、データは減らないことから次
元の縮約や次元圧縮と呼ばれている。
因子分析 (factoranalysis)は、相互に相関を
認める複数の説明変数から各変数間の背後に共
通して存在する仮説的な構成概念や仮定される
要因（共通因子） を探索して、変数間の関係や
構造を分析する解析手法である（松尾・中村，
2002)。測定されたデータが合成されていると仮
定していて共通する因子を得ようとしている。
j)クラスター分析
クラスター分析 (clusteranalysis, clustering) 
は、分類基準を設定せずにデータの類似度と非
類似度によ って分類を進める解析手法である。
分析結果は，デンドログラム（樹状図や階層図）
として表現されることが大きな特徴である。分
類対象を、個別のデータとするか変数とするか
が順要となる。似たものを一つのクラスターに
まとめていくことになる。一般には個別のデー
タを分類する。しかし傾向が見つけにくいので
参考のために変数を最初に分類対象とした上で、
データを層別したグループ平均を用いてグルー
プを分類した上で個体の分類をすることもある。
k)判別分析とコンジョイント分析
測定データからどちらのグループに判別でき
るのかを甚準を設け、新しいデータを得た場合
に区別を試みる際に役立てられる 判別分析
(discriminant analysis)、名義尺度の要因間の相
対重要度を明らかにできる コンジョイント分析
(conjoint analysis)がある。
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I) 共分敵構造分析もしくは構造方程式モデリング
共分散構造分析 (CovarianceStructure 
Analysis)もしくは構造方程式モデリング(Structural
Equiation Modeling : SEM)は、測定したデータ（聾
掴）とその背後に共通して存在する仮説的な
構成概念（潜在変数）の関係や観測変数と潜在
変数の相互の構造を解析する統計手法である。
研究者が構造の仮説モデルを構築しての検証が
可能で、算出される数値からより適切なモデル
を構築していくことができる。また相互の変数
の影響度の大きさを推定できる。因子分析と重
回帰分析（パス解析）を合わせたような統計手
法である。
m)実験計画法と分敬分析
1919年から 1926年にかけてフィッシャーは
実験計画法 (Experimentaldesign, Design of 
experiments)の基礎を作った。実験計画法は、
より精度の高い実験方法を計画して結果を解析
する場合に、原因と考えられる要因（因子）や
標本をどのように割り当てるのかを工夫してよ
り効率的にかつ説得力を高めていくために用い
られる。また 1916年にフィ ッシャ ーは分散分析
(analysis of variance, ANOVA)を開発した。こ
の開発の背景には、小麦の品質に影響を与える
要因を天候や作物の収穫量、肥料のデータを統
計的に解析するために手法を考案した。3グルー
プ以上のデータや 1グループでも 2水準以上の
要素を測定したデータの母平均の差について、
原因とされる要因と交互作用の効果を検討する
仮説検定手法である。つまり分散分析では、平
均からの平方和 (Sumof Squares) を計算し、
グループ毎（水準毎）のデータの散らばり具合（分
散）を元に、 F分布を用いて検定を行う。帰無
仮説は「各群の母平均は等しい」となる。要因
で有意差を認めたら多重 比 較 (multiple
comparison)を用いて水準の間の差を明らかに
する。
N. おわりに ：理解を深めて、実践を進めるには
ー読書案内一
これまで研究法と統計法に関して基本知識と
思われることを示してきた。以下には、専門瞭
やその蓑成課程にいる学生がさらに理解と実践
を進めていく卜-での専門書や参考書を紹介する。
統計全般は、岩原 (1965) と東京大学教養学
部統計学教宰（編） (1991) が評判の高い教科書
である。これらの書籍は、数式を示し、順を追っ
て理解を進めていける。また Magnelloand Loon 
(2009) は、イラストとともにわかりやすい解説
がある。 さらには仮説検定ばかりではない統計
の使い方を取り七げる事の必要性が最近注目さ
れている（大久保• 岡田， 2012)。統計解析‘ノフ
トウェアは、フリーソフトである Rの使用を勧
める。山田ら (2008)、辺見 (2018)、緒賀 (2010)
は、 Rを用いた統計の基礎から応用までの使い
方がわかりやすく示してあり、他書と併せて数
式の理解をしながら読み進めていけるだけでなく、
後述する SPSSのようにクリック操作でソフト
ウェアの利用を可能にする「Rコマンダー」につ
いての解説も行われている。因子分析や回帰分析、
クラスター分析、共分散構造分析などは、豊田(2008
; 2009 ; 2012a, b; 2014)や新納 (2007)、小杉・
清水(2014)が丁寧に説明されているつ分散分析は、
渡辺 (2018) が数式とプログラムを示しており理
解が深められる。もしも IBM社が取り扱っている
SPSSならびに AMOSが使える環境ならば小塩
(2012 ; 2015 ; 2018)が心理統計や研究について
図を交えて丁寧にわかりやすく解説している。
研究法や研究法の理解を深めるには、池田
(1971)が古典的名著ともいえ、 Meltzoff(1998) 
が論文を批判的に読む訓練に適しており、山田
(2015) が論文を読み進めなが らRの使用 と合
わせて理解を深められる c 尺度構成では、堀洋・
山本 ・松井 (1994) と堀洋 (2001) は、心理尺
度がカタログのように多数載せてあり引用元ま
で遡れる情報が載せてあるだけでなく、質問紙
を新たに作成する際や研究を計画する中で一連
の書籍を活用できる。また尺度構成の手順が解
説されている 3
続いて実践的研究法に関して解説をしておく 。
メタ分析 (Metaanalysis)は、既に報告された
複数の研究成果を統計的に統合する方法である。
1976年にグラスが提唱し、 効果量 (effectsize) 
という共通の指標として相関係数などが用いられ
る（山田• 井上， 2012),質的な研究法には様々な
手法が開発されている (Flock.2000 : 岩壁.2010) 0
グラウンデッド ・セオリー (GroundedTheory : 
Glaser & Strauss, 1967 ; Strauss & Corbin, 1998) 
やKJ法 （川喜田， 1967)が質的研究法の代表で、
面接法や観察から得られたデータと対話するよう
にして岬論を構築していく方法である。複線径路
等至性アプローチ (TrajectoryEquifinality 
Approach : TEA)は、ベルタランフィの一般シス
テム理論に遡る理論背景を持った質的研究法で、
複数の径路を経て一つの目標に至るということを
想定しており、その目標が等至点 (Equifinalitv
Point : EFP)と呼ばれている（安田・滑田ほか，
2015),PAC分析(PersonalAttitude Construct)は、
面接法とクラスター分析などを組み合わせて個人
別の態度やイメージを明らかにしようとする手法
である（内藤，2002)。テキストマイニング (text
mining)は、テキストつまり文字をデータとして解
析することで背後に存在する有益な情報を探し当
てようとする手法である （石田， 2008; 小林，
2017), 
末尾になるが多種多様なアプローチが存在す
る心理療法やカウンセリングといった心理支援
でも利用者に合ったアプローチを適用したり、
心理アセスメントで目的に適った手法を適用し
たりするのと同じように、研究法と統計法でも、
研究手法や統計モデル （堀.2017)を適切に用
いることは何ら変わらない，本論とは別に付録
として 「心理専門職に関する適性の甚準」「心理
専門職に関する不適格な要索」を載せてお く，
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付録として、心理専門瞭に関して 「適正の某準」
と 「不適格な要素」 を載せておく 2 活躍してい
る専門職や箪者の内省からまとめたc
付録 1: 心理専門職に関する適性の基準
1)他者が話すことに、あたかも 自分のことのよ
うに聴くことが出来るc
2)他者の責任と自己の責任を区別することが出
来る c
3) 臨床実践活動を通じて自らの特徴や癖を知
り、それを踏まえた対応を取ることが出来るっ
4) 自己と他者の特徴を受け入れることが出来
るc
5)継続して自己理解に努める中で、精神的な健
康さを維持することが出来る。
6)専門職としての技能向上・維持を継続してい
くことが出来る。
付録2:心理専門職に関する不適格な要素
a) 自己に注目しすぎる。
b) 他者からの自己に関する率而な惑想、意見や
考えを受け入れようとしないc
c) 自己顕示欲が強すぎる。
d)他者との関係の中で、威圧的に接したり、要
求だけを行う 。
e) 他者のあら探しをする。
f) 指導的立場の人や他の対人支援専門職からの
助言をそのまま追従しようとして、忠考停止
状態となる c
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