INTRODUCTION
In early multiprocessor systems, a crossbar switch was used to connect the processors to the common memory. For example, a widely known crossbar system is C.mmp multi-minicomputer 0]. The performance of a crossbar multiprocessor system has been analyzed in recent years [2] - [6] . However, crossbar interconnection networks are becoming less and less interesting due to their complexity and their cost. Recent proposals and implementations show that a more attractive alternative would be a bus-structured interconnection network [7] , [8] .
The performance of bus-oriented multiprocessor systems has been studied by many researchers. Fung and Torng [9] developed a deterministic model for the analysis of memory contention and bus conflicts in multiple-bus multiprocessor systems. Goyal and Agerwala [10] proposed two generic classes of multiple-bus systems, and they analyzed the performance of these systems using the independence approximation introduced by Hoogendoorn [4] . In a way similar to that suggested by Enslow [11] , a multiple-bus multiprocessor system, as depicted in Figure 1 , can be described by its characteristics as follows:
The multiprocessor system contains two or more processors of comparable capabilities. Each processor has its own local memory unit.
All processors share access to a common memory, which consists of several modules.
Processors and common memory modules are connected by multiple buses. [17] . (6) and (7) 
A Special Case
If <x~ ----= a, g 1 /r then equations (8) and (9) . Equation (12) shows that f[Y] is contained in the interval with probability (1 -a First, a pilot run was made by using Ns = 100,000 (N~ = 10,000) sample points for the 2 x 2 x 2 system with p = 'Alp. = 1 and Cs = 1 / 2, which is the coefficent of variation for the service time Sof the common memory: PE = 45.37 % and QPE = 35.80 % were obtained. This yields L = 0.91 % for a 1 % simulation error with 95 % confidence, and by equation (13), we obtain Ns -24,000.
However, Ns = 50,000 with Nt = 5,000 were selected to obtain more precise results. The values of 0 PE in Tables 3 and 4 show that for 1 < CS < v,&dquo;2, the error in approximating the service time of the common memory is less than 8 %. The values in Tables 1-4 with 95% confidence.
