For a free surface problem of a highly subsonic heat-conducting inviscid flow, motivated by a geometric approach developed by Christodoulou and Lindblad in the study of the free surface problem of incompressible inviscid flows, the a priori estimates of Sobolev norms in 2-D and 3-D are proved under the Taylor sign condition by identifying a suitable higher order energy functional. The estimates for some geometric quantities such as the second fundamental form and the injectivity radius of the normal exponential map of the free surface are also given. The novelty in our analysis includes dealing with the strong coupling of large variation of temperature, heat-conduction, compressibility of fluids and the evolution of free surface, loss of symmetries of equations, and loss of derivatives in closing the argument which is a key feature compared with Christodoulou and Lindblad's work. The motivation of this paper is to contribute to the program of understanding the role played by the heat-conductivity to free surface motions of inviscid compressible flows and the behavior of such motions when the Mach number is small.
Introduction
Fluids free surface problems have been receiving much attentions due to their physical importance and challenge in the mathematical analysis. For incompressible inviscid flows, the local-in-time well-posedness in Soblev spaces was obtained first in [41, 42] for the irrotational case, and then in [2, 3, 6, 7, 12, 18, 24, 29, 35, 38, 46] for some extensions; the global or almost global existence was achieved recently in [13, 40, 43, 44] ; and the singularity formation was proved in [5, 45] . One may refer to the survey [24] for more references. For compressible inviscid flows, the local-in-time wellposedness of smooth solutions was established for liquids in [27, 39] ; while for gases with physical vacuum singularity (cf. [30, 31] ), the related results can be found in [8, 9, 14, 20, 21, 32] for the local-in-time theories, and in [16, 17, 33, 47] for the global-in-time ones. Most of the above results are either for incompressible or isentropic fluids without taking the effect of heat-conductivity into account. In many physical situations, the heat-conductivity is an important driving force to motions of fluids free surfaces, for example, for a gaseous star. As noted in [25] , the heat-conductivity plays an important role to driving the evolution of a star in the phase of secular evolution, while the viscosity plays much less role. In general, it is important and necessary to understand the role played by heat-conductivities to the dynamics of fluids free surfaces. However, as far as we know, there have been no results on the free surface problem of heat-conductive inviscid flows, though some results are available for viscous and heat-conductive flows, for example, in [34] , where the viscosity plays an essential role to the regularity of solutions. If the effect of heat-conductivities is taken into account, the analysis will become difficult due to the strong coupling among the large variations of temperature, heat-conduction, entropy, velocity fields and evolutions of free surfaces, while no much difficulties will be created compared with isentropic flows if heat-conductivities are ignored, because entropy is transported along particle paths. This is analogue to the low Mach number limit problem of compressible fluids. As a step towards an understanding of the role played by heat-conductivity to the well-posedness of free surface problems for inviscid fluids, we consider in this paper the problem of a highly subsonic flow which is used to approximate general heat-conductive compressible inviscid flows when the Mach number is small (cf. [1] ).
We consider the following problem: for n = 2 and n = 3 Let D t = {x ∈ R n : (t, x) ∈ D}. We require the boundary conditions on the free surface ∂D t , p = 0, T = T b and v N = ̟ on ∂D t (1.3)
for each t, where T b is a positive constant, N is the exterior unit normal to ∂D t , v N = N i v i , and ̟ is the normal velocity of ∂D t . For the derivation and physical background of system (1.1), one may refer to [1] . Another motivation of this article is to serve as a step to understand the behavior of free surface motions of inviscid heat-conducting compressible flows for small Mach numbers. When the effect of heat-conductivity is ignored, it is well-known that the incompressible Euler equations can be derived from the compressible Euler equations when the Mach number is small. System (1.1) can be derived in the same spirit, by taking the effect of the heat conductivity into account however. The low Mach number limit was rigorously justified in [1] for the initial value problem in entire R n -space or the periodic problem of heat-conducting flows (see also [11, 22] for the related results). For fluids free surface problems, the only available result on the low Mach number limit is quite recent due to Lindblad and Luo [28] for isentropic flows where the the low Mach number limit equations are incompressible since the effect of heat-conductivity is ignored for an isentropic flow. However, as observed in [1] , the low Mach number limit equations are not incompressible anymore for heat-conducting flows, and limit problem becomes more complicated and subtle. Toward to this direction of low Mach number limit problems with free surfaces for heat-conducting flows, it is important to gain a good understanding of solutions to limiting flows since they may be used as the leading order approximation. This is one of motivations for us to study problem (1.1)-(1.3).
We will prove a priori estimates for problem (1.1)-(1.3) in Sobolev spaces when the initial data satisfies min ∂D 0 (−∂ N p) > 0, (1.4) which implies, as we will prove, that for some T > 0 and 0 ≤ t ≤ T , 5) where ∂ N = N j ∂ j , and ǫ b = 2 −1 min ∂D 0 (−∂ N p). (1.5) is a natural stability condition called the physical condition or the Taylor sign condition for an incompressible inviscid fluid in literatures (cf. [4, 6, 7, 12, 23, 24, 29, 35, 41, 42, 46] ), excluding the possibility of the Rayleigh-Taylor type instability (cf. [12] ). Since system (1.1) keeps unchanged when a constant is added to p, the condition p = 0 on ∂D t is equivalent to that of p being a constant on ∂D t . Therefore, the boundary conditions p = 0 and T = T b on ∂D t is to match the exterior media with the constant pressure and temperature. The boundary condition p = 0 on ∂D t is commonly used for incompressible flows without surface tensions in literatures (cf. [5, 6, 7, 12, 13, 15, 18, 26, 29, 35, 41, 44, 46] and references therein).
Main results
We will prove that the temporal derivative of the constructed higher order energy functional is controlled by itself. This higher order functional consists of a boundary part and an interior part. In order to define the boundary integral, we project the equations to the tangent space of the boundary as in [6] . The orthogonal projection Π to the tangent space of the boundary of a (0, r) tensor α is defined to be the projection of each component along the normal as follows:
The orthogonal projection Π to the tangent space of the boundary of a (0, r) tensor α is defined to be the projection of each component along the normal:
(Πα) i 1 ···ir = Π The tangential derivative of the boundary is defined by∂ i = Π j i ∂ j , and the second fundamental form of the boundary is defined by θ ij =∂ i N j .
As in [6] , we also need a positive definite quadratic form Q(α, β) for tensors α and β of the same order which is the inner product of the tangential components when restricted to the boundary, and Q(α, α) increases to the norm |α| 2 in the interior. For this purpose, we extend the normals on the boundary to the interior as follows: Definition 1.2 Let ι 0 be the injectivity radius of the normal exponential map of ∂D t , i.e., the largest number such that the map ∂D t × (−ι 0 , ι 0 ) → {x ∈ R n : dist(x, ∂D t ) < ι 0 } : (x, t) → x =x + ιN (x)
is an injection.
As in [6] , we also need the definition of ι 1 as follows: Definition 1.3 Let 0 < ǫ 1 ≤ 1/2 be a fixed number, and let ι 1 = ι 1 (ǫ 1 ) be the largest number such that
As shown in [6] , ι 1 is equivalent to ι 0 in conjunction with a bound of the second fundamental form θ. We do not need it for the statement of the main theorem, but we will need it when we illustrate the main idea of the proof of our theorem, so we give its definition here, together with ι 0 .
where
In particular, ̺ gives the the induced metric on the tangential space to the boundary:
With this setting, the above mentioned quadratic form Q(α, β) for (0, r) tensors is defined by
We are concerned with the problem for the fixed κ in this paper, so we set κ = 1 from now on for the simplicity of the presentation. The energy functionals of each order are then defined by
The higher order energy functional is defined by n+2 r=0 E r (t). In order to state the main result of the paper, we set
(1.8a)
The initial pressure p 0 (x) = p(0, x) is determined by the following Dirichelet problem:
where D t divv| t=0 can be given in terms of initial values v 0 and T 0 via the equations divv = ∆T and D t T = T ∆T . With these notations, the main theorem of the present work is stated as follows:
Then there are continuous functions T n such that if
then any smooth solution of the free surface problem
for a certain constant C, where VolD t = Dt dx.
was not needed in [6] to show their result for the problem of incompressible Euler equations with a free surface, because it could be controlled by initial values of their higher order energy functional, VolD 0 and ι 1 (0, x) via Sobolev lemmas and elliptic estimates. We need this bound, which cannot be controled as in [6] , to prove Theorem 1.5, which reflects the subtlety of our problem due to the complicated coupling of variation of temperature, heat-conduction, and compressibility of the fluid in our analysis.
We give some remarks on the choice of the higher order energy functional, and explain briefly the reason why we need n + 2 derivatives in this functional, while only n + 1 derivatives were needed in [6] when n = 2, 3. Let
(1.10)
Note that E a r (r ≥ 1) correspond to the energy functionals employed in [6] for the study of an incompressible flow when T is constant. In order to control the L 2 -norm of ∂ r v for compressible flows, one may attempt to use the following:
However, (1.11) does not work for the study the problem (1.1)-(1.3). In fact, divv satisfies the following parabolic type equation:
which requires a control of one more spatial derivative of divv, besides ∂ r v. Here and thereafter, "other terms" means something that does not affect the terms we single out to discuss. So, one may try to include the L 2 -norm of ∂ r divv into the r-th order energy functional:
Due to (1.12) and the boundary condition that divv = 0 on ∂D t , it is more convenient to include the L 2 -norm of ∂D r−1 t divv, instead of ∂ r divv, into the r-th order energy functional (1.7b). This is one of reasons why we choose such an energy functional. Indeed, one can see from the proof that it is not sufficient to study the problem (1.1)-(1.3) even adopting (1.13).
The choice of the higher order energy functional n+2 r=0 E r enables us to prove that the temporal derivative of it can be controlled by itself under the following a priori assumptions:
It should be noted that the a priori assumptions adopted in [6] for incompressible flows are the following:
In closing the argument, the a priori assumptions, for example, on the L ∞ -bounds for ∂(v, p) in D t and θ on ∂D t , need to be verified both in [6] and this article. In fact, these L ∞ -bounds could be controlled in [6] by their higher order energy functional, VolD 0 , min ∂Dt (−∂ N p) and max ∂Dt (ι −1 1 ) via Sobolev lemmas, elliptic estimates and projection formulae. But this is not the case for the problem studied in this paper, that is, we do not have such simple and neat control of ∂(v, p) and θ. This is a key feature for the problem studied here. Instead of using the method adopted in [6] , we employ the evolution equations for ∂(v, p) and θ, which causes the loss of derivatives. For example, in order to control θ L ∞ (∂Dt) , we will need the control of ∂ 2 v L ∞ (∂Dt) , while a projection formula was used in [6] to control θ L ∞ (∂Dt) for which there is no need to control ∂ 2 v L ∞ (∂Dt) . This loss of derivative in the control of the L ∞ -bound for θ forces us to use n + 2 derivatives in the higher order functional, while only n + 1 derivatives were needed in [6] for n = 2, 3. We will address these issues in more details in the next subsection.
Main issues and novelty in analysis
We first highlight the main issues in extending the analysis in [6] to problem (1.1)-(1.3) and then present the main strategy of the proof of Theorem 1.5. The big obstacle in the analysis lies in the strong coupling of large variation of temperature, heat-conduction and compressibility of fluids due to the non-zero divergence of the velocity filed, which creates essential and new challenges in the analysis. It should be noted that the analysis in this work for T =constant or divv = 0 reduces to that in [6] . Indeed, the sharp estimates in [6, 28] use all the symmetries of the incompressible or isentropic Euler equations, which are missing for (1.1) we consider here. The loss of symmetries of the equations we study is reflected by the following facts: for the problems of incompressible or isentropic Euler equations studied in [6, 28] , the zero-th order energy functional is conserved in time, and the temporal derivative of the r-th (r ≥ 1) order energy functional can be controlled by lower order functionals under some suitable a priori assumptions. However, in our case, the temporal derivatives of the zero-th and the first order energy functionals E 0 and E 1 depend on the higher order ones. The fact that E 0 is not conserved indicates some kind of loss of symmetries of the equations studied in this paper.
Another difficulty in our analysis is to deal with the problem of loss of derivatives when we work on evolution equations for some quantities in the a priori assumptions to obtain the bounds for them to close the argument. The first one is on the second fundamental form θ for free surfaces. The projection formula, 15) was used to estimate the L ∞ -bound for θ in [6] . The reason that this can work in [6] is because one may obtain the L ∞ -bound for ∂ 2 p on ∂D t independent of the L ∞ -bound for θ, which, together with the lower bound for −∂ N p due to the Taylor sign condition, gives the L ∞ -bound for θ. Indeed, it was proved in [6] that 16) where E 0 = E 0 and E r = E a r (r ≥ 1) with T = 1, K 1 is the upper bound for 1/ι 1 on ∂D t with ι 1 given in Definition 1.3. In the same spirit, the L ∞ -bound for θ was obtained in [28] for isentropic Euler equations by replacing the pressure p in (1.15) by the enthalpy h. However, we can only obtain, for problem ( 17) from which it is clear that the projection formula used in [6] to give the L ∞ -bound for θ cannot work directly for our problem. Indeed, (1.17) follows from Sobolev lemmas and the following estimates:
Here (1.18), (1.19) and (1.20) follow from elliptic estimates, the equation T ∆p = −(∂T ) · ∂p+other terms, and the projection formula, respectively. Instead of using the projection formula, we need to use the evolution equations for θ. By doing so, we are led to the following estimate:
from which it is clear that we need to get the L ∞ -bounds for both ∂v and ∂ 2 v on ∂D t , while only the L ∞ -bound for ∂v was sufficient in [6] . Thus, the L ∞ -bound for one more derivative of the velocity field than that in [6] is needed. This causes the loss of one more derivative than that in [6] . Hence, we need to estimate n + 2 derivatives in the energy functionals to close the argument, while only n + 1 derivatives were needed in [6] for n = 2, 3. It should be noted that only ∂v enters equations (1.1), but not ∂ 2 v, and thus one may think that the estimate of ∂v may be sufficient to close the argument as done in [6] . But the above argument suggests that this is not the case for the problem (1.1)-(1.3) which reflects the subtlety of this problem . It is extremely involved to bound ∂ 2 v before one obtains the L ∞ -bound for θ in our case, due to the strong coupling of variation of temperature, heat-conduction, compressibility of the fluid and the evolution of the free surface. In fact, even for the L ∞ -bound for ∂v in D t , we will have to use the evolution equation of ∂v, while it was obtained by the Sobolev lemma in [6] :
For the problem considered in this paper, we do not have such a simple and neat estimate due to the complicated coupling as mentioned above. Indeed, if we try to use the Sobolev lemma as in [6] , we can only get a bound depending on the L ∞ -bound for θ that cannot be controlled by n + 1 derivatives, as shown in the following: 22) which follows from Sobolev lemmas and the following estimates:
Here (1.23), (1.24) , and (1.25) follow from the divergence-curl decomposition, the equation T ∆divv = ∂ 2 T ·∂v+other terms, and (1.20), respectively. The evolution equation D t ∂v = −T ∂ 2 p+other terms and the Sobolev lemma lead to 26) from which it is clear again that n + 2 derivatives are needed to obtain the L ∞ -bound for ∂v in the case of n = 2.
The strategy of the proof
Next, we present the strategy of the proof. We want to prove that the temporal derivative of the higher order energy functional n+2 r=0 E r can be bounded by itself under the a priori assumptions (1.14). For E a r given in (1.10), we can prove that
+ other terms, r = 2, · · · , n + 2, (1.27b)
where and thereafter C r (·) stands for a constant depending continuously on the bounds in the a priori assumptions (1.14). We need to control the quantities on the right-hand side of (1.27) by the energy functionals. We will mainly discuss the estimates for the pressure p which appear also in [6] but require additional works in our problem due to the involvement of divv in these estimates. It follows from the definition of the energy functional E a r that for r ≥ 2,
Since −T ∆p = D t divv+other terms, one can use elliptic estimates to control all components of ∂ r p from the tangential components Π∂ r p in the energy:
(1.28)
Under the physical condition −∂ N p ≥ ǫ b > 0, we can use the higher order version of the projection formula to get
(1.29)
Once we have the bound for the second fundamental form, we can get estimates for solutions of any Dirichlet problem of elliptic equations. So, we can get estimates for T , divv and D t p, which satisfy elliptic equations: ∆T = divv, T ∆divv = D t divv+other terms, and T ∆D t p = −D 2 t divv+other terms. Since the equation for D t p involves the highest order temporal derivative of divv, we show here how to control D t p.
(1.30)
Since the terms involving divv on the right-hand side of (1.28) and (1.30) cannot be controlled by s≤r E a s , we introduce
so that
It can be proven that the terms on the right-hand side of (1.27) can be controlled by C r (·) s≤r E s when r ≥ 2. For example, the idea of the estimates for ∂ r divv can be illustrated as follows:
+ other terms
where (1.29) has been used to derive the last inequality. Using the equation T ∆divv = D t divv+other terms, we may obtain
Here the equation T ∆D t divv = D 2 t divv+other terms has been used to obtain the last inequality for r = 4, 5.
We need to estimate the temporal derivative of E d r . One may get
The task is then to control
It should be pointed out that we need the bound of
by energy functionals. This is why the a priori assumptions (1.14) we made for the case of n = 3 include the bound of
, which was not needed in [6] . Similarly, it can be seen from (1.30) that the a priori assumption on the bound of
is also needed when n = 3. The verification of the a priori assumptions on these bounds is difficult, even on that for ∂ N D t p L ∞ (∂Dt) , which will be discussed later.
We may conclude, under the a priori assumptions (1.14), that there are continuous functions
In order to close the arguments, we need to get the estimates for the a priori bounds in terms of the energy functionals E r (0 ≤ r ≤ n + 2), for which the clear and detailed dependence of C r (·) on the quantities in the a priori assumptions is crucial. The lower and upper bounds for VolD t , the L ∞ -bound for θ and the lower bound for ∂ N p on ∂D t , and the L ∞ -bound for ∂(p, v, T ) in D t can be obtained by looking at the evolution of these quantities. The estimate for the lower bound for ι 0 follows from the same idea as in [6] . The estimates for other quantities in the a priori assumptions follow from Sobolev lemmas, the projection formula, and elliptic estimates. Here we point out some main differences compared with [6] . The estimate on ∂ N D t p L ∞ (∂Dt) given by [6] cannot work for our problem. Indeed, the bound for ∂ N D t p L ∞ (∂Dt) was obtained in [6] by use of the following fact: If q = 0 on ∂D t , then
This can be found in Proposition 5.10 of [6] . If we apply (1.31) to our problem, we get
which cannot give the bound of ∂ N D t p L ∞ (∂Dt) for our problem. In fact, (1.32) follows from the equation T ∆D t p = −(∂T ) · ∂D t p+other terms, and
To overcome the difficulty appearing in (1.32), we refine (1.31) to show: If q = q b on ∂D t with q b being a constant, then for any δ > 0,
can be obtained by use of (1.33).
Preliminaries
In this section, we introduce Lagrangian transformation, the metric and covariant differentiation associated with it, the induced metric on the boundary, the geometry and regularity of the boundary, Sobolev lemmas, interpolation inequalities and estimates for the boundary. Those materials are basically from [6] . We list them here for the convenience of readers and the easier reference.
Lagrangian coordinates, the metric, and covariant differentiation in the interior
Let x = x(t, y) be the change of variables given by
Initially, when t = 0, we can start with either the Euclidean coordinates in Ω = D 0 or some other coordinates x 0 : Ω → D 0 where x 0 is a diffeomorphism in which the domain Ω becomes simple. For each t we will then have a change of coordinates
on Ω for each fixed t.
The covariant differentiation of a (0, r) tensor w(t, y), is the (0, r + 1) tensor given by
where Γ c ab are the Christoffel symbols given by
with g ab being the inverse of g ab . If ω(t, x) is the (0, r) tensor expressed in the x-coordinates, then the same tensor w(t, y) expressed in the y-coordinates is given by
and by the transformation properties for tensors,
So that the norms of tensors are invariant under change of coordinates:
Since the curvature vanishes in the x-coordinates, it must do so in the y-coordinates, and hence
The material derivative is defined as
Let α be a (0, s) tensor and β be a (0, r) tensor. Then α ⊗β is used to denote some partial symmetrization of the tensor product α ⊗ β, i.e., a sum over some subset of the permutations of the indices divided by the number of permutations in that subset. Moreover α · β is used to denote a partial symmetrization of the dot product α·β, which in turn is defined to be a contraction of the last index of α with the first index of β:
The following lemmas are for temporal derivatives of the change of coordinates and commutators between temporal derivative and spatial derivatives, which are Lemmas 2.1 and 2.4 in [6] , and will be used to calculate the higher order equations in Lagrangian coordinates.
Lemma 2.1 Let x = x(t, y) be the change of variables given by (2.1), and let g ab be the metric given by (2.2).
Lemma 2.2 Let w a 1 ···ar be a (0,r) tensor, q be a function, and
7)
Furthermore,
The geometry and regularity of the boundary
As in [6] , we extend the normal to the boundary to the interior by a geodesic extension, which enables us to define a pseudo-Riemann metric in the whole domain whose restriction on the boundary is then the induced metric on the tangential space to the boundary. Using this induced metric, we can define the orthogonal projection of a tensor to the boundary, the covariant differentiation on the boundary, and the second fundamental form of the boundary as follows:
∂Ω) be the geodesic distance to the boundary, which is the same as the Euclidean distance in the x-variables, and η be the smooth cut-off function given by
In particular, ζ gives the induced metric on the tangent space to the boundary:
The orthogonal projection of a (0, r) tensor w(t, y) to the boundary is given by
The covariant differentiation on the boundary ∇ is given by ∇ a = ζ c a ∇ c . The second fundamental form of the boundary is given by θ ab (t, y) = ∇ a N b .
It follows from Definitions 1.1, 1.4 and 2.3 that
Lemma 2.4 Let N be the unit normal to ∂Ω and dµ ζ = detg/( N 2 a )dS with dS being the Euclidean surface measure. On [0, T ] × ∂Ω we have
9)
10)
This is Lemma 3.9 in [6] , where the proof can be found.
Definition 2.5 For the multi-indices
Then for the projection (Πβ)
Moreover, we define the following notations: 
This is Lemma 3.11 in [6] , where the proof can be found.
The following Lemma which is Lemma 3.6 in [6] shows that ι 1 given in Definition (1.3) is equivalent to ι 0 in conjunction with a bound of the second fundamental form.
Lemma 2.7 Suppose that |θ| ≤ K, and let ι 0 and ι 1 be as in Definitions 1.2 and 1.3. Then
The advantage to using ι 1 , instead of ι 0 , is that it is easier to control the evolution off.
Sobolev lemmas, interpolation inequalities and estimates for the boundary
Lemma 2.8 (Lemmas A.1-A.4 in [6] ) Let α be a (0, r) tensor and ι 1 ≥ 1/K 1 . Assume k, m are positive integers, and p ≥ 1. We have
Lemma 2.9 Let q = q b on ∂Ω with q b being a constant, then for r = 2, 3, 4,
where C is a positive number. If, in addition, |∇ N q| ≥ ǫ and |∇ N q| ≥ 2ǫ| ∇ N q | L ∞ on ∂Ω for a certain positive constant ǫ, then there exists a positive number C such that
Proof. Simple calculations give that on ∂Ω,
where we have used the facts that
Clearly, (2.19) and (2.20) hold for r = 2, 3, because of ∇∇ N q = N e ∇∇ e q and
For r = 4, we first derive from (2.13), Hölder's inequality and Young's inequality that for any positive constant δ,
which, together with ∇ 2 N q = N e ∇ N ∇ e q and |∇ 2 ∇ N q| ≤ |∇ 3 q| + 3|θ||∇ 2 q|, gives that for any positive constant δ,
Here C is a positive number. Clearly, choose δ = 1 in (2.23) to prove (2.19) . Note that
we then prove (2.20) by choosing δ = ǫ in (2.23). ✷ Lemma 2.10 Let q = q b on ∂Ω with q b being a constant, then
Proof. This lemma can be shown in a similar way to proving Lemma 2.9 by noticing the following fact:
for any positive constant δ, and
Here (2.26) follows from (2.13), Hölder's inequality and Young's inequality, and (2.27) follows from (2.16). ✷ Remark 2.11 ǫ appearing on the right-hand side of (2.20) and (2.25) can be chosen as
In particular, it follows from (2.21) and (2.22) that 
Indeed, the proof of (2.31)-(2.32) can also be found in [26] . The proof of (2.33)-(2.37) are based on the divergence theorem, and (2.36)-(2.37) are based additionally on (2.32).
Lemma 2.13 (Lemma A.5 in [6] ) Suppose that q = 0 on ∂Ω. Then
As a consequence of Lemmas 2.12 and 2.13, we have Corollary 2.14 Let q = q b on ∂Ω with q b being a constant. If |θ| + 1/ι 0 ≤ K, we have for any r ≥ 2 and δ > 0,
39)
40) 
Proof. When n = 3, it follows from (2.22) and (2.16) that for any δ > 0,
In view of (2.41), (2.33) and (2.39), we see that for any δ 1 > 0,
Substitute (2.44) and (2.45) into (2.43) and choose suitable small δ 1 to obtain for any δ > 0,
This, together with (2.40), gives 
Higher Order Equations
Let u(t, y) be the same tensor of the velocity v(t, x) expressed in the y-coordinates, i.e.,
Then, system (1.1) can be rewritten as
It follows from (3.1a) and (2.6) that
which implies
3)
Moreover, we can derive from (3.1b) and (2.7) that
Lemma 3.1 Let q be any given function. Then for any integer r ≥ 2,
Proof. This lemma can be proved in a similar way to deriving Lemma 6.1 in [6] , so we sketch the proof and omit the details. First, we can apply the following fact
to (1.1) and change coordinates to obtain
The estimate for curlu can be shown similarly. For any r ≥ 0, take ∇ r of (3.4) to get
This proves (3.6). Clearly, (3.7) and (3.8) follow directly from (2.8). ✷ Lemma 3.2 For r ≥ 0 and s = 0, 1, 2, we have
Proof. It follows from (3.1b) that
which, together with (3.7), proves (3.10)-(3.12). ✷
14)
Proof. Clearly, (3.14) follows from (3.2). It follows from (3.2) and (2.8) that
and
which, together with (2.5), (3.10), (3.11) and (3.6), imply (3.15) and (3.17). Choose r = 2 in (3.9) to get
Taking D t of (3.19) and noticing (2.5), (3.3), (3.6), (3.7) and (3.10), we prove (3.16). ✷ Lemma 3.4 We have
20)
Proof. By repeat use of (2.6), we have for any given function q,
which, together with (2.5), implies 
Proof. Take D r t (r = 1, 2, 3) of (3.3) and use (3.10) and (3.11) to get 
where L 3 is given by (3.27) . It follows from the definition of ∆ that
which, together with (2.5), implies
With this, the lemma can be proved by noting (3.6), (3.15), (3.31) and (3.32). ✷ Lemma 3.6 We have for r ≥ 0, 
|T ∆D
where L 1 is defined by (3.18),
Proof. In view of (2.7) and (3.4), we see that
38)
which means
Clearly, (3.33) can be derived directly from (3.39). (3.34) can be proved by taking ∇ r of (3.39) and using (3.14) and (3.10). It follows from (2.7) that
which, together with (3.13), implies
Take D t of (3.39) and use (2.5), (3.7), (3.10), (3.11), (3.14), (3.15), (3.24) and (3.38) to get 
Proof. Clearly, (3.42) follows directly from (3.5). Take D t of (3.5) and use (2.7) to get
Taking ∇ i (i = 1, 2) of (3.44) and noticing (2.5), (3.10), (3.6), (3.14) and (3.24), we can obtain (3.43). ✷ Lemma 3.8 We have
Proof. Take D r t (r = 1, 2) of (3.44) and use (2.7) to get
With these two equations, we can obtain (3.45) and (3.46) by simple calculations and noticing (2.5), (2.7), (3.7), (3.23), (3.10), (3.11), (3.14), (3.15) , (3.20) , (3.24) and (3.25) . ✷ 4 Proof of Theorem 1.5
where Q(α, β) = ς IJ α I β J . Suppose that the following a priori assumptions are true: 
Before stating the result, let us notice the boundary conditions and maximum principle, which are due to (1.3) and (3.1b), as follows: Proposition 4.1 Let n = 2, 3 and 1 ≤ r ≤ n + 2. Then there are continuous functions F r with F r t=0 = 1, such that for any smooth solutions of (1.1)-(1.3) for 0 ≤ t ≤ T satisfying (4.2), we have
Proposition 4.2 Let VolD 0 , K 0 , ǫ 0 and M 0 be defined by (1.8), and n = 2, 3. Then there are continuous functions T n such that if
then any smooth solutions of the free surface problem
(4.13)
Clearly, Theorem 1.5 is a conclusion of this proposition. (Indeed, the compatibility condition T (0, y) = T b on ∂Ω implies that T = min y∈Ω T (0, y) and T = max y∈Ω T (0, y).)
Energy estimates
In the proof we make use of a fact, which follows from (2.5), that for a function f = f (t, y),
First, we deal with the temporal derivatives of Ω |∇D r t divu| 2 dµ g , which can be bounded as follows:
for r = 1, 2, 3, 4, where σ(r) = 1 for r = 1, 2, and σ(r) = 0 for r = 3, 4. However, various quantities that the constants C r in (4.15) depend are quite different for different values of r. Identifying clearly the quantities that the constants C r depend will be important to closing the arguments.
Lemma 4.3 We have
(4.20)
Proof. Notice the following identity: for r ≥ 0,
This, together with (4.14), (4.4) and (2.5), implies that, for r ≥ 0,
By virtue of (3.5), we have
which, together with (4.21), yields (4.16). It follows from (3.43) that
which, together with (4.21), gives (4.17).
It follows from (3.45), (2.14), Hölder's inequality and Young's inequality that 24) which, together with (4.21), yields (4.18). Indeed, the following type of estimates have been used to derive (4.24).
( 25) and
(4.26)
By virtue of (3.45), (2.18), (2.14), Hölder's inequality and Young's inequality, we have 27) which, together with (4.21), gives (4.19) . In addition to (4.25) and (4.26), the following type of estimates have been used to derive (4.27).
(∇D
Similarly, we can obtain (4.20) . ✷
Lemma 4.4 It holds that
(4.32)
Proof. It follows from (3.1a), (3.1b) and (3.2) that 1 2
which, together with (4.14), (4.4), (2.5) and (2.12), imply that
It follows from (4.14), (2.5) and (3.3) that
This, together with (4.33) and (4.34), gives (4.31) and (4.32) . ✷ Lemma 4.5 For r ≥ 2, we have
Proof. When r ≥ 1, simple calculations give that
Moreover, it follows from (2.11) that
Notice that on ∂Ω,
because of (2.9) and (4.4). We then obtain, with the help of (4.36)-(4.38), (4.14), (2.5), (2.10) and (2.12), that for r ≥ 2,
It follows from (4.14) and (2.5) that for r ≥ 2
which, together with (4.40), gives (4.35) . ✷ Lemma 4.6 For r = 2, 3, 4, 5, we have
Proof. It follows from (3.6) and Hölder's inequality that
which, together with (2.14) and Young's inequality, implies for r = 2, 3, 4, 5,
It follows from (3.8) and (4.4) that
(4.43)
We then obtain, with the help of Hölder's inequality, (2.13) and Young's inequality, that
Elliptic estimates
Before starting with the proof of (4.6), let us first see what a bound for the energy (4.1) implies. 
Lemma 4.7 We have
Proof. The bound for ∇ 2 u in (4.51) follows from (2.31). The bound for | ∇u | in (4.51) follows from (2.33), (4.49) and the bound just obtained for ∇ 2 u . The bound for ∇ 2 divu in (4.53) follows from (4.22), (2.39), (4.51) and Lemma 4.7. The bound for | ∇divu | in (4.53) follows from (2.33) and the bound just obtained for ∇ 2 divu . Let q be a function satisfying q = 0 on ∂Ω, we have for any δ > 0,
Due to (2.38), we can then choose a suitably small δ to obtain
It follows from (3.4) that 
65) 
With (4.71), we can obtain (4.68) by use of a similar way to the derivation of (4.67). ✷ Lemma 4.10 We have
72)
Proof. It follows from (3.35), (2.14), Hölder's inequality and Young's inequality that 
Due to (2.18), we have 
It follows from (4.16), (4.32), and Lemmas 4.7 and 4.8 that
It follows from (4.17), (4.41), and Lemmas 4.7 and 4.8 that
(4.98)
It follows from (4.18), (4.41), and Lemmas 4.7-4.9 that
It follows from (2.18) that
which, together with (4.19), (4.41), and Lemmas 4.7-4.10, implies that
This concludes the proof of Proposition 4.1.
Proof of Proposition 4.2
Let us now show how Proposition 4.2 follows.
Lemma 4.12 Let n = 2, 3. Then there are continuous functions T n1 > 0 such that
Proof. The cases n = 2 and n = 3 can be shown in the same manner, so we present here only the proof of the case of n = 2. Let n = 2 in the rest of this proof.
It follows from (4.14) that 
113)
(4.114)
Notice that 
Here (4.115) (or respectively, (4.116)) follows from (3.2) (or respectively, (3.10)), (4.5) and (4.2e). Then we have from (1.8a), (1.8c), the fact that |∂p| = |∇p|, |∂v| = |∇u| and |∂T | = |∇T |, (4.113) and (4.114) that there is a continuous function T 5 > 0 such that Proof. The proof consists of two cases of n = 2 and n = 3. Case 1. Let n=2. It follows from (2.42) and (4.56) that Similarly, we have that for t ≤ T 21 , ✷
