The No-go Theorem of Purification by Raeisi, Sadegh
The No-go Theorem of Purification
Sadegh Raeisi1, ∗
1Department of Physics, Sharif University of Technology, Tehran, Iran
The Shannon’s bound for compression is believed to be one of the key restrictions for compression
of quantum information. Here we show that the unitarity of the compression operation imposes
significant restrictions on the compression of the entropy of quantum states that are more limiting
than the Shannon’s compression bound. This translates to a no-go theorem for purification of
quantum states. For a specific case of two-qubit system, our results indicates that it is not possible
to distil purity beyond the initial purity of the two qubits. We also show that this no-go theorem
results in the cooling limit of the heat-bath algorithmic cooling techniques.
Quantum mechanics predicts some peculiar and fasci-
nating phenomena that have been demonstrated with so-
phisticated experiments. Some of these quantum effects
have even been utilized for applications and technolo-
gies such as quantum computing and quantum sensing.
However, realization of these quantum experiments and
technologies are challenging, mainly because quantum ef-
fects are often fragile and highly sensitive to the slightest
implementation imperfections [1].
Techniques like quantum error correction and fault tol-
erance [2] were invented to counteract some of these im-
perfections. These solutions usually focus only on the
implementation of operations and not the state prepara-
tion. Also they often rely on large supplies of high-quality
quantum states. Yet, one of the main challenges is the
inability to prepare high-quality quantum states. These
states are referred to as “pure” states and make one of
the key ingredients of many quantum experiments and
applications [3]. Pure states are the least entropic quan-
tum states that can demonstrate quantum superposition
[4] and quantum coherence [5], to their highest degree.
For quantum computing, a vast majority of quantum al-
gorithms like Shor’s algorithm [6] or even quantum error
correction and fault tolerance techniques require pure an-
cillary qubits [2]. Similarly for quantum sensing applica-
tions, purity of the quantum states of the probe is often a
major limiting factor for the signal-to-noise ratio (SNR)
and the imaging resolution [7]. This is because often the
probe is in a state with high entropy, called “mixed state”.
One approach to improve the purity, is to extract the
entropy from the target system, which is known as “pu-
rification”. This requires an auxiliary system and the pos-
sibility of compressing and transferring the entropy from
the target to the auxiliary element. Figure (1-A) gives a
schematic picture of the purification for qubit target and
auxiliary elements.
Here we investigate the purification bounds in both
closed- and open-system settings. For the closed-system
setting, the limit is expected to be dictated by the Shan-
non’s compression bound. However, we establish a no-go
theorem which shows that the compression of the entropy
of quantum states is in fact restricted beyond the Shan-
non’s bound. We start with the two qubit case and prove
B
Figure 1. Purification: (A) Schematic picture of purification.
We start with two qubits in the state of ρT ⊗ ρA . After the
purification, we trace out the state of the auxiliary element
and get the reduced density matrix of the target with polar-
ization outT . The goal is to reach outT ≥ max (T , A). Our
no-go theorem in theorem (1) and (2) shows that this is im-
possible. (B) Random simulations of the purification process
with a qubit target and auxiliary element with d = 5. The
plots is comprised of simulations of 100 random density ma-
trices and 100 random purification unitaries. On the y−axis
is the output polarization and on the x−axis the minimum
polarization, both normalized to the maximum polarization
of the target and auxiliary element. It demonstrates there is
no point beyond y = 1 which means that the purity cannot
be increased beyond the maximum of initial polarizations and
numerically confirms the resutls in theorem (2).
that it is not possible to compress entropy and purify be-
yond the initial purity of the two qubits. We then extend
this result to a multi-level auxiliary element which cov-
ers a multi-partite auxiliary element too and establish
the purification bound for the general auxiliary element
in the closed system setting.
We then extend these bounds to the open-system set-
ting which coincide with HBAC cooling limit established
by Raeisi and Mosca in [14]. We also show that roots
of the limit of HBAC can be traced back to our no-go
theorem of purification.
We begin by introducing our notation and the formal
statement of the problem and assumptions. The state of
the target and auxiliary elements are described by non-
negative density matrices in Hilbert spaces HT and HA
respectively. We also assume that the target element is
a qubit and that HA has dimension d. We use λ (ρ) for
the eigenvalues of the density matrix ρ, λ¯ (ρ) to represent
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2the sorted array of λ (ρ) in decreasing order and λi for
the ith element of λ¯ (ρ).
We need a quantitative notion for purity. For the most
of this paper, we are concerned with a qubit target ele-
ment which simplifies finding a notation for purity. The
state of a qubit in its diagonal form can be written as
ρ =
1
e + e−
(
e 0
0 e−
)
. (1)
We use  as the measure of purity and refer to this as the
“polarization”. For a maximally mixed state  = 0 and
for a pure state  → ∞. This quantity is motivated by
its connection to the Gibbs distribution. The definition
of polarization can be extended to a d-level system as
ε (ρ) =
1
2
log(
λ¯1
λ¯d
). (2)
Note that for d > 2 this is not a good purity measure
and it is in general more challenging to define a measure
of purity for qudits [17].
The task of purification is, given some initial state for
the target and auxiliary elements, to compress and trans-
fer the entropy of the target to the auxiliary element. The
purification can be mathematically described as
E (ρT,A) = TrA
(
UρT,AU
†) , (3)
where U is a unitary operation and TrA is the partial
trace taken over the auxiliary element. We refer to U
as the “purification unitary” and use subscripts T and A
to refer to the target and auxiliary elements respectively.
Also, we use the superscript out to refer to the quantites
after the purification, e.g. ρout refers to the state after the
purification operation. Figure (1-A) gives a schematic
picture of the process.
To find the purification bound, we first investigate the
optimal purification unitary, i.e. any operation that max-
imizes the purity of the output reduced density matrix
of the target element ρoutT .
For any unitary purification operation, there is a class
of unitary operations that give the same purity for the
output target state. This class is generated by multi-
plying the purification unitary with local unitary opera-
tions. So to find the purification bounds, without loss of
generality, we can focus on channels which preserve the
diagonal basis of the target element and keep the output
state ρoutT diagonal. In other words, for any purification
unitary that gives a non-diagonal density matrix for the
target element, it is always possible to combine it with
a local unitary on the target that keeps ρT diagonal and
leads to the same purity for the target element.
To get to our main result, we use the following lemma
which indicates that the optimal purification unitary can
be chosen to be a permutation.
Lemma .1. Assume that we are given a target and an
auxiliary system with dimensions 2 and d respectively.
Also assume that their initial states are given by λ¯
(
ρT
)
=
{α, 1− α} and λ¯ (ρA) = {β1, β2, · · · , βd}. Given the pu-
rification channel in equation (3), the optimal purifica-
tion operation can always be chosen to be a permutation.
For the proof, see the SM.
This lemma indicates that, there exists an optimal pu-
rification such that starting from a diagonal density ma-
trix, the purification operation keeps the density matrix
diagonal and only the order of diagonal elements would
change. Note that this permutation is not unique. One
clear choice is the sort operations, i.e. the operation that
sorts λi. We will use the sort operation for the rest of
this paper.
Now we proceed to the no-go theorem for the two qubit
purification setting.
Theorem 1. The two-qubit purification no-go the-
orem: Assume that we are given two qubits for the tar-
get and the auxiliary systems with λ¯ (ρT ) = {α, 1−α} and
λ¯ (ρA) = {β, 1−β} and that the state of the target element
after purification is given by λ¯ (ρoutT ) = {αout, 1− αout}.
Then
αout ≤ max(α, β). (4)
Proof. Without loss of generality, we assume that the ini-
tial state is diagonal. We have
λ (ρT,A) = {αβ, α(1− β), (1− α)β, (1− α)(1− β)}.
Considering that the optimal unitary operator should
place the larger elements of λ (ρT,A) in the first block,
there are two possibilities, if
α(1− β) ≥ (1− α)β,
λ (ρT,A) is already sorted and we get αout = α((1− β) +
β) = α. And if α(1− β) < (1− α)β, then αout = β((1−
α) + α) = β. So the optimal purification gives αout =
max (α, β).
Figure (1-B) numerically verifies the content of the
Theorem (1).
It is easy to see that the condition in equation (4) im-
plies that

(
ρoutT
) ≤ max ( (ρT ) ,  (ρA)) , (5)
i.e. the polarization of the output target qubit is bounded
by the maximum of the initial polarization of the target
and auxiliary elements.
The result of Theorem (1) can be generalized for d > 2
which is the content of the following theorem.
For the general case where d ≥ 2, the eigenvalue string
is of the form
λ (ρT,A) =
{α× {β1, β2, · · · , βd}︸ ︷︷ ︸
Block 1
, (1− α)× {β1, β2, · · · , βd}︸ ︷︷ ︸
Block 2
}.
3Figure 2. Schematic picture of crossings. The top panel is
the array before the sort operation and the one below is after
the sort is applied. The two boxes represent the first and the
second block of the diagonal elements of the density matrix
λ (ρT,A). The elements in the first and the second box are
multiplied by α and 1−α respectively. Some of the elements
from the second block are larger and the optimal purification
places them in the first block to increase the probability of the
state |0〉 for the target qubit (lower panel). These crossings
represents a key part of the purification dynamics.
This array is not necessarily sorted, i.e. there could exists
indices i and j such that αβi < (1 − α)βj . The optimal
purification operation would switch the orders of these
elements and makes sure that the first block contains
the largest ones. More precisely, the optimal purification
operation would replace the m last elements of the first
block with the m first elements of the second block, with
m some integer that is less than d/2 and that depends
on the order of the array. We refer to this as “crossing”s.
Figure (2) gives a schematic description of the crossings.
We break λ¯ (ρA) in to three groups and for simplicity,
we introduce the following parameters
δ1 = (β1 + · · ·+ βm)
δ2 = (βm+1 + · · ·+ βd−m)
δ3 = (βd−m+1 + · · ·+ βd). (6)
Note that δ1 + δ2 + δ3 = 1.
After the optimal purification operation, the first ele-
ment of ρT changes to
αout =
d−m∑
i=1
αβi +
m∑
i=1
(1− α)βi = αδ2 + δ1. (7)
Now we get to the generalization of the theorem (1).
Theorem 2. The general purification bound:
Assume that we are given a target and an auxiliary sys-
tem with dimensions 2 and d respectively. Also assume
that their initial states are given by λ¯ (ρT ) = {α, 1 − α}
and λ¯ (ρA) = {β1, β2, · · · , βd} and that the state of the
target element after purification is given by λ¯ (ρoutT ) =
{αout, 1− αout}. Then
αout ≤ max
(
α,
β1
β1 + βd
)
. (8)
Proof. Without loss of generality, we assume that the ini-
tial state is diagonal.
First, consider the situation where
α ≥ β1
β1 + βd
→ αβd ≥ (1− α)β1.
This indicates no crossing, i.e. m = 0 for which equation
(7) of the main text gives αout = α. This is in agreement
with equation (8) of the main body.
For the case of α ≤ β1β1+βd , we start with pointing that
βj ≤ β1 and βd ≤ βd−j+1 for all j. Multiplying these two
inequalities gives
βjβd ≤ β1βd−j , ∀j. (9)
If we sum over the first m values of j, we get
(β1 + · · ·+ βm)βd ≤ β1(βd−m+1 + · · ·+ βd)
or
δ1βd − β1δ3 ≤ 0
→βdδ1 − β1δ3 + β1(δ1 + δ2 + δ3) =
(β1 + βd)(δ1 +
β1
β1 + βd
δ2) ≤ β1 (10)
Since α ≤ β1β1+βd , we get
(β1 + βd)(δ1 + αδ2) ≤ (β1 + βd)(δ1 + β1
β1 + βd
δ2). (11)
From equation (7) of the main text, we get
αout ≤ β1
β1 + βd
,
and this concludes the proof.
The result of theorem (2) can be rewritten as

(
ρoutT
) ≤ max ( (ρT ) , ε (ρA)) , (12)
with  (ρT ) and ε (ρA) the polarization of the target and
auxiliary elements. This indicates that only the ratio of
the largest to the smallest element of λ (ρA) affects the
purification bound. This also illustrates the relevance of
the ε (ρA) for the purification bound, although it is not
a purity measure.
A common situation is one where the auxiliary element
is comprised of multiple qubits. We refer to this setting
as “purity distillation”. For the purity distillation in a
system of n qubits, the auxiliary element is composed of
n − 1 qubits, i.e. ρ()⊗(n−1). Thm (2) gives a bound of
(n− 1) for the purity of the target qubit. But for large
enough n, purity distillation could improve the purity of
more than the one target qubit.
We index the qubits from 1 to n and refer to them as
Qj for the jth qubit. We take Qn to be the main target,
4for which all the qubits with index 1 to n − 1 serve as
the auxiliary element. Next, we can take qubit Qn−1 and
then qubits 1 to n−2 would be the auxiliary element and
similarly for the rest of the qubits. We use j to refer to
the polarization of qubit Qj . Theorem (2) results in the
following bound for each qubit:
j ≤ (j − 1) (13)
for the purity of Qj (with j > 1) in the purity distillation
process.
For the closed system, multiple applications of the
channel would not help improving the purity in the sense
that the bound from theorem (2) would still hold after
multiple applications of any purification operation. But
if we allow for some part of the auxiliary element to inter-
act with a heat-bath to loose the accumulated entropy at
the end of each iteration, it would be possible to extract
more entropy by repeating the purification process. This
brings us to the open-system setting.
In the open-system setting, part of the auxiliary el-
ement is in contact with a heat-bath that can extract
entropy from the auxiliary elements. The application of
the purification channel accumulates the entropy to some
of the auxiliary qubits and would make them less pure
compared to their initial state. This is the cost of purifi-
cation of the target qubit. In contact with a heat-bath,
these entropic qubits would loose the accumulated en-
tropy. We distinguish these qubits from the rest of the
auxiliary ones and refer to them as the “reset” qubits.
This terminology is similar to the one used for Heat-Bath
Algorithmic Cooling. One optimal strategy for purifica-
tion of the target qubit is to recursively purify all the
qubits. Assume that we have only one reset qubit, with
reset polarization of 0 and assume it is the first one, Q1.
The recursive algorithm starts with the first two qubits,
Q1 and Q2. For the first part, we swap the state of Q1
and Q2 which polarizes Q2 to its limit of 0. We then
reset Q1. Now we use the combination of Q1 and Q2 as
the auxiliary element for the next qubit. We apply one
round of purification. This would reduce the purity of
Q1 and Q2. So they should be re-polarized. Now the pu-
rification of Q3 with Q1 and Q2 as the auxiliary can be
repeated. We keep doing this until Q3 reaches its limit
of 20 or gets close enough (in some δ distance). Now we
can move to the next qubit. Similarly, all the qubits can
be polarized. This is recursive because at each step of the
purification, all the previous qubits should be recursively
purified. This gives a bound of 2n−20 for qubit Qn. See
figure (3) for a schematic depiction of the open-system
purity distillation bound.
The resulting bound coincides with the cooling limit
of the Heat-Bath Algorithmic cooling techniques estab-
lished in [14]. This also indicates that the algorithm de-
scribed above, presents a new method for HBAC that
converges to the HBAC limit, although it is not efficient
Figure 3. Schematic depiction of the open-system purity
distillation: The circles and boxs represent target qubits and
auxiliary elements. As we move to the left, target qubits be-
come part of the auxiliary element for the next target qubit.
This figure shows how the bound for the open system is de-
rived. Each box (except for the most inner one) includes a
qubit, which is the target, and another box which serves as
the auxiliary element. From theorem (2), from each qubit to
the next one, the polarization bound of the auxiliary element
doubles which gives the exponential growth of the bound.
nor practical [15]. For more details about this algorithm
see the SM.
Interestingly, this result also presents an explanation
for the existence of the cooling limit of HBAC. Note that
although the limit was proved to exist in [13] and later
established in [14], the origin of the limit has never been
clear. Intuitively, one would expect that with the heat-
bath, gradually all the entropy of the system should be
extracted with more and more applications of the pu-
rification operation. However, it was proved that the
optimal HBAC technique known as “Partner Pairing Al-
gorithm (PPA)” cannot arbitrarily cool the target sub-
system [13] and here we see that this is in fact because
of the no-go theorem established in theorem (2) and any
changes to the tight bounds in theorems (1) and (2 )
would result in a change of the HBAC limit. This can
be seen from the recursive algorithm and figure (3). This
shows how the tight bounds established for the closed-
system setting would affect the ones for open-system and
explains the HBAC limit.
In conclusion, we investigated the problem of purity
distillation and purification and established a new no-go
theorem. For the case of two qubits, we showed that it is
not possible to compress the entropy and the purification
is always limited by the maximum of the purity of the
target and auxiliary elements. We also showed that these
bounds are tight.
We also extended our results to a multi-level auxiliary
element as well as to an open-system setting and estab-
lished the purification limit for them. In the case of the
open system setting, we recovered the cooling limit of
HABC and presented a new cooling algorithm that con-
verges to the HBAC limit. This shows that the roots
of the cooling limit of HBAC can be traced back to the
no-go theorem of purification.
These results have both fundamental and practical sig-
5nificance in quantum computing. These bounds can be
used to set thresholds for the number of qubits that are
needed for state preparation and the required thresholds
for reliable and robust quantum computing.
It is also interesting to investigate the implications
of our no-go theorems in quantum thermodynamics and
specifically in the bounds on extractable works in quan-
tum thermodynamic processes [22].
This work is done under the assumption that the com-
pression operations, i.e. quantum gates can be applied
perfectly. Similar setting has been investigated in the
heat-bath algorithmic cooling where purification is trans-
lated to cooling and it aims at compressing and transfer-
ring the entropy of the target element to the auxiliary one
[12–15]. But this is a key caveat, namely the assumption
that purification operations can be applied perfectly [21].
Further investigations are required to understand the ef-
fect of noise on the purification and to see how robust
the purification can be done. Specifically it would be
interesting to see how these bounds would change with
imperfect operations.
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1Supplemental Materials
Proof of Lemma (1)
Proof. Without loss of generality, we can assume that
the initial state of the full system is diagonal. Also as
explained above, the optimal purification operator can
be chosen such that it keeps the reduced density matrix
of the target diagonal.
We write the purification unitary U as
U =
∑
i,j
ui,j |i〉T,A 〈j|
with i and j ∈ {1, 2, · · · , 2d}, enumerating over the full
basis of the target and auxiliary elements. For the first
d elements (first block), |i〉T,A = |0〉T |i〉A and for the
second d elements (second block), |i〉T,A = |1〉T |i− d〉A.
The outcome of the purification can be calculated as
ρoutT,A =
∑
i,j
(∑
z
ui,zλz (ρT,A)u
∗
j,z
)
|i〉 〈j| .
Since the output state of the target element is diagonal,
we can focus on the diagonal density matrices for calcu-
lations of the purity. The diagonal elements are given by
i = j, i.e.
(
ρoutT,A
)
i,i
=
(
2d∑
z
| ui,z |2 λz (ρT,A)
)
.
For the output target density matrix we get
αout =
d∑
i=1
2d∑
z=1
| ui,z |2 λz
(
ρoutT,A
)
=
2d∑
z=1
ωzλz
(
ρoutT,A
)
,
(S1)
where
ωz =
d∑
i=1
| ui,z |2
defines some weights. Note that the sum goes over the
first d elements. To maximize the purity 
(
ρoutT,A
)
, the
purification unitary or more specifically the weights ωz
should be set such that the αout in equation (S1) is max-
imized.
The unitarity of U implies that 0 ≤ ωz ≤ 1. Also the
sum over all 2d weights would be
2d∑
z=1
ωz =
d∑
i=1
2d∑
z=1
| ui,z |2=
d∑
i=1
1 = d.
This has an important implication. The optimal purifica-
tion operation U should be chosen such that in equation
(S1), the larger elements get the largest possible weights.
Considering ωz ≤ 1 and that
∑2d
z=1 ωz = d, the weights
of the first d elements of λ¯ (ρT,A) should be one and the
rest should be zero. So the optimal operation would be
a unitary with either zero or one elements which makes
a permutation matrix.
Lowerbound for the Polarization
It is not easy to lowerbound the output polarization
in terms of the initial polarization of the target and the
auxiliary element.
As a simple example, let’s consider the two qubit
case. Assume that we are given two qubits for the tar-
get and the auxiliary systems with λ¯ (ρT ) = {α, 1 − α}
and λ¯ (ρA) = {β, 1 − β} and that the state of the tar-
get element after purification is given by λ¯ (ρoutT ) =
{αout, 1− αout}.
The initial state of the full system is
λ (ρT,A) = {αβ, α(1− β), (1− α)β, (1− α)(1− β)}.
Now consider a unitary purification that takes this to
λ
(
ρoutT,A
)
= {αβ, (1−α)(1−β), α(1−β), (1−α)β}. (S2)
It is easy to see that αout = αβ+(1−α)(1−β) and it can
be smaller than the minimum of α and β. Figure (S1)
shows αout − min (α, β) and it is clear that it is mostly
negative.
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Figure S1. Lower-bound of purification: It may seem that
the output polarization should be lower-bounded by the min-
imum of the initial polarization of the target and auxiliary
elements. This plot shows that this is not true. It gives a
specific example of two qubit purification with the purifica-
tion operator explained in the equation (S2). On the axes are
the largest eigenvalue, α, β of the initial density matrix of the
target and the auxiliary elements. The color-bar shows the
αout −min (α, β) . The negativity of the plot shows that the
output polarization is, for the most part, less than both the
initial target and auxiliary element.
2Tightness of the bounds
Next we discuss the tightness of the bounds.
For the two qubits, the bound in theorem (1) is tight.
If the polarization of the auxiliary element is greater than
the target, the states can be swapped and otherwise, the
target is already at the bound of the purification.
The bound in theorem (2), is also tight. In figure (1-b)
of the main text, the points on y = 1 represent instances
where the output polarization is equal to the maximum
of the initial polarizations of the target and auxiliary el-
ements.
However, for theorem (2) the bound is tight only
when the initial polarization of the target is greater
than or equal to the auxiliary element. However, if
 (ρT ) < ε (ρA), then we can back-track the steps of the
proof and show that the output polarization is always
less than the polarization of the auxiliary element, i.e.
 (ρoutT ) < ε (ρA). For this we can go back to the equa-
tion (11), where there is at least one value of j for which
the inequalities is strict. Otherwise, all the βj should be
equal which gives a maximally mixed state for the aux-
iliary element and therefore it cannot have higher polar-
ization than the target element. This means that the
inequality in equation (12) of the main text and the fi-
nal result should also be strict and as a result, for the
situation where the auxiliary element is initially more
polarized, the bound is no longer tight. It is also con-
firmed that all the points in figure (1-B) that saturate
the limit (y = 1), are cases where the target element is
initially more polarized.
For the open-system setting, Raeisi and Mosca showed
in [S14] that HBAC asymptotically converges to this limit
which indicates that the bound is asymptotically tight
and it is possible to get arbitrarily close to the bound.
For the proof of convergence see [S14] .
Recursive Purification Algorithm for the
Open-system Setting
Here we give a pseudo-code for the algorithm for recur-
sive open-system purification. Assume that we are given
n qubits and the reset qubit has a reset polarization of
0.
Since the algorithm only asymptotically gets to the
limit, we need to add a parameter, δ to specify how close
we want to get to the asymptotic state. We refer to the
asymptotic state of HBAC as ρ∞ (n, 0). This is a recur-
sive algorithm which can be specified with the following
function. We assume that n > 1 and | A |1 for the norm
one of an operator.
Data: Number of qubits n, Polarizatoin of the reset
qubit 0, δ
Result: Final state after recursive purification
RecursivePurify Main(n, 0, δ):
ρT,A = ρ
⊗n
0
if n=2 then
return ρ⊗20
else
while | ρT,A − ρ∞ (n, 0) |1≥ δ do
ρT,A = sort(ρT,A)
ρT = TrA (ρT,A)
ρT,A = ρT ⊗ RecursivePurify (n− 1, 0, δ)
return ρT,A
end
end
