A matrix A is called normal if AA *= A * A , wher e A * is t he transposed and con ju gate mat rix of A . It is kno,,·n t hat for a pair of commuting matricef<, A , B , there exists an ordering of the characteri stic roots "'I , . .. , "' n of A and fll, ... ,fin of B , s uch that every polynomial p (A,B ) has a s characteristic roots the 11L1mbers p (a t.fl i) . This proper ty is, in genera l, weaker than commutativity , but does imply it if B = A*. I t is sh o" ·n that t his property a lready impli es commutativity of A and A* if it is assumed t.o hold for o nly one polynomial, provid ed the latte r is suitably chosen . Polynomials of first and second degree are examined for t heir suitability .
Normal matrices can be characterized in many ways . In the original definition [1] 2 a matrix A is called normal if AA* = A*A, wher e A* i the trftn sposed and conj ugate matrix of A. It is known that for a pair of co mmuting matri ces A , B, there exi ts an ordering of the characteri tic roots ai, ... , a n of .l1 and f31 •... , f3" of B , sLlch that every polynomial p(A,B,) ha as characteri tic roots the numbers p (a i,f3i), see [2] . This property is, in general, weaker than commutativity, but does imply it if B = A *. This follows from the fact that two matrices with this property can be transformed to upper triangular form simultaneously by a unitary similarity transformation [3] . Even if the property is ass umed only for linear polynomials p(A,A *), commutativity follow. Thi is a consequ en ce of the fact that A is the sum of two normal matrices,
For the matrices (A + A *) /2, ( 1-A *) /2 will agam have the above prop erty with respect to linear polynomials; this, however , implies that they commute [4, 5] . Hence A and .11* commute.
It will now be shown that the above property already implies the commutativity of A and A * if it is assumed to hold for only one polynomial, provided the latter is suitably chosen. Two special rcsults in this direction were obtained earlier [6] ; th e polynomials considered then were A + A * and AA *, and it was assumed that the special ordering of the characteristic roots implied that f3 i= ai. Certain polynomials of first and second degr ee are cxamined for their suitability. The r esult is that any polynomial of first degree is suitable, while not every polynomial of second degree is, although a large class among them is suitable.
In what follows we assume that A = (aik ) is an n X n matrix with complex numbers as elements. THEOREM 1. Ij aI, . . ., a n are the eigenvalues oj an n X n matrix A, a and {3 a1'e two complex numbers different from 0, and the eigenvalues oj aA + {3A * are emi + f3ap i, where P is a permutation oj the integers
PROOF. It is clearly no restriction to aSS Llme {3 = 1. Further , since the hypothesis and conclusion of the theorem arc concerned with eigenvalues of an operator A in unitary n -space, we ma.y assume th at an orthonormal basis has been chosen in the unitary n-space, 0 
Second. since 8 2 is also the sum of all principal 2 X 2 minors M ik of aA + A *, we have (3) As i and k range over all possible distinct ordered pairs of elements of the set {I , .. . ,n }, so do P i and 
The same argument will apply to the M'S , and hence (6) will be established. N ow for fixed i,
Hence (7) is equivalent to (8) Inequality (8) is a special case of a known inequality ( [7] 
Since aika ik ~ 0, the only way for (12 ) and (13) 
O).
For case (ii) , the situation is somewhat more complicated. For example, if ala2 is real and n egative, the theorem fails, as one can see from the counterexample where a 2 ci = -a1a2.
On the other hand, if (14) is formally Hermitian, the theorem does hold. Specifically, we have 
. ,n) .
Continuing in this way, one sees easily that i~lc implies aik= 0 ; h ence, A is normal.
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