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Abstract
This work reports on model-independent lifetime measurements of the 2+1 states
in 62,64,66Fe at the National Superconducting Cyclotron Laboratory. While con-
firming the known value for 62Fe, the experiment on 64Fe could reduce the exper-
imental error on 64Fe significantly. The lifetime of the 2+1 state in
66Fe was not
known beforehand. Excited states were populated by inverse kinematics Coulomb
excitation after projectile fragmentation.
To account for Doppler shift attenuation in target and degrader, relativistic
Lorentz Boost and solid angle related effects, a dedicated simulation tool was
written. The program reproduces the line-shape of detected γ-rays using a dis-
cretisation approach.
Collectivity around N = 40 is discussed based on the new and on older B(E2)
data. The new values confirm the rising collectivity in iron isotopes at N = 38,
that was recently reported. More so, the drastic reduction of the experimental
error puts this statement on a sound footing. The present data on 66Fe were the
first to show the persistence of enhanced collectivity in the iron chain at N = 40.
While numerical calculations for this region of the nuclear chart were not suc-
cessful in the past, the purely phenomenological approach of the modified Va-
lence Proton Symmetry yields a rather good description of collective nuclei around
N = 40.
The state-of-the-art effective LNPS interaction is basis for a beautiful shell-
model description of the new data set. Improvements on the interaction and on the
computational power side allow for a very detailed description of collective nuclei




Im Rahmen dieser Arbeit wurden Lebensdauermessungen der 2+1 Zustände in
62,64,66Fe durchgeführt. Neben einer Bestätigung des bekannten Wertes für 62Fe,
war es möglich, den vorliegenden Wert für 64Fe mit einem erheblich kleineren ex-
perimentellen Fehler zu messen. Die 2+1 Lebensdauer in
66Fe wurde erstmals im
Rahmen der hier beschriebenen Experimente bestimmt.
Alle drei Kerne wurden als schnelle Fragmente am National Superconducting
Cyclotron Laboratory, Michigan State University zur Verfügung gestellt. Die 2+1
Zustände wurden durch inverse Coulomb Anregung bevölkert.
Zur Auswertung der gewonnenen γ-Spektren wurde eine Linienformsimula-
tion geschrieben. Sie berücksichtigt die Abschwächung der Dopplerverschiebung
in Target und Degrader, den relativistischen Lorentz Boost und die Änderung des
vom Detektor bedeckten Raumwinkels. Die Zahl der Diskretisierungsschritte ist
nunmehr frei wählbar. Im vorliegenden Fall waren 36 Schritte ausreichend.
Auf Basis der neuen und den in der Literatur vorhandenen B(E2) Werten wird
die Kollektivität in der Massenregion um N = 40 diskutiert. Die zunehmende
Kollektivität in der Eisenreihe bei N = 38, 64Fe, kann durch den neuen Mess-
wert bestätigt werden. Durch den drastisch kleineren Fehler ist diese Ausage nun
deutlich belastbarer als zuvor. Die dieser Arbeit zugrunde liegenden Experimente
ermöglichen erstmals eine Aussage über die Kollektivität bei N = 40. Tatsächlich
zeigt auch der 2+1 Zustand in
66Fe stark kollektive Züge.
Diese Massenregion entzog sich bis dato weitgehend (erfolgreichen) funda-
mentalen numerischen Ansätzen. Als rein phänomenologische Beschreibung liefert
die modifizierte Valence Proton Symmetry (VPS) eine vollständig parameterfreie
Beschreibung der kollektiven Kerne der Region.
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Die Übereinstimmung mit Schalenmodellrechnungen unter Verwendung der
modernsten effektiven Wechselwirkung für diese Region (LNPS) wird zum Ab-
schluss der Arbeit betrachtet. Die Resultate beider Ansätze werden mit den ex-
perimentellen Werten verglichen. Die VPS zeigt eine gute Übereinstimmung mit
dem Experiment und ist in der Lage, das generelle Verhalten in der Massenregion
um N = 40 zu beschreiben. Zukünftige Messungen werden zeigen, ob dieser rein
phänomenologische Ansatz Vorhersagekraft hat. Die Schalenmodellrechnungen
auf Basis der LNPS-Wechselwirkung liegen in nie dagewesener Nähe zu den ex-
perimentellen Daten in einer Region der Nuklidkarte, die zuvor nicht erfolgreich
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The nuclear shell model provides a basis for the description of nuclear structure.
Densely packed nucleons move quasi freely at distances of the nuclear force’s
range in an average potential. While the parameters describing the average poten-
tial and therefore the ordering of the shells, including collective mode and defor-
mation, have been known for half a century [35], the details are still on empirical
grounds.
The energies of nuclear orbits, single-particle energies, have been known to
change over the nuclear landscape for some time, as do the magic numbers in exot-
ic nuclear matter [13, 41, 49]. Consequently, the community’s focus has shifted
towards more and more exotic, that is less stable, nuclei. The prevalent produc-
tion methods for such nuclei are projectile fragmentation and isotope separation
online (for a brief overview please see [12]. For a detailed review of fragmentation
see [38]).
Nuclear level lifetimes are next to level energy, spin and parity key observables
for nuclear structure studies. The experiments discussed in this work aimed at
measuring level lifetimes of the first excited states in the exotic nuclei 62,64,66Fe.
The following chapters give a detailed account of the measurement, the analysis
and the interpretation of the obtained results.
Chapter 2 presents the experimental setup used at the National Superconduct-
ing Cyclotron Laboratory to perform the experiments described in this work. The
particles of interest were produced by projectile fragmentation. Fragmentation
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reactions yield so called cocktail-beams that make purification and particle iden-
tification methods necessary. Production and purification are discussed in Sec-
tion 2.1. The first 2+ states were excited by projectile Coulomb excitation. γ-rays
emitted by the nuclei of interest were detected by the Segmented Germanium Ar-
ray (SeGA), discussed in Section 2.2. The method of choice to measure level
lifetimes in the picosecond-range is the Recoil Distance Doppler Shift (RDDS)
method. A detailed discussion is given in Section 2.3. Further experimental pa-
rameters to be addressed are the reaction targets. The RDDS method uses two, a
target and a degrader, their choice is not trivial, cf. Section 2.4.
The starting point of any data analysis—in the sense of extracting the desired
quantities out of a data set—is the data preparation which is described in detail
in Chapter 3. Although the cocktail beam has basically only two components
(cf. Figures 3.3, 3.4) and the reaction is very simple (there is no other reaction
channel), the offline identification of particles is not trivial. The data stream is
first separated on incoming (Section 3.1.2) and then on outgoing particles (Sec-
tion 3.1.3) while applying a series of calibrations and empirical corrections to the
data (Section 3.1.1). The purity of the final result compared to the raw data is
striking. So far the focus of this work has been on particle spectroscopy even
though it actually deals with γ-spectroscopy. This will change from now on start-
ing with Section 3.2 discussing the energy and efficiency calibration of the used
γ-ray spectra and the applied Doppler-correction.
Finally, Chapter 4 addresses the main purpose of this work, the lifetime ana-
lysis. Based on previous work of Starosta et al. [43] and Dewald et al. [17], a
dedicated lineshape simulation for the analysis of RDDS experiments at interme-
diate beam energies was used to extract lifetimes of the 2+1 states in
62,64,66Fe.
Further details of the analysis procedure are given in Appendix A. The new com-
puter code written in this work for the analysis at hand is the first to implement this
simulation in its full generality. Chapter 4 leads through the analysis procedure,
from the discretisation of target and degrader (Section 4.1) over the calibration
of detector angles (Section 4.2) up to the normalisation of data taken at different
distances. The latter is an exercise appearing in any RDDS analysis, details of the
present solution are discussed in Section 4.3. A topic worth of serious considera-
tion is addressed in Section 4.4, the ratio between excitations on the target and on
8
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the degrader. Finally, Section 4.6 summarises the final procedures that led to the
final lifetimes of the 2+1 states for the individual nuclei.
Chapter 5 places the new results in their nuclear neighbourhood. A discussion
of possible trends in terms of shell structure is given in Section 5.1. Phenomeno-
logically, the data may be described with a modification of the Valence Proton
Symmetry (cf. 5.2.1). A comparison to recent shell model results from Lenzi et al.






The experiments discussed in this work were performed during a six-week pe-
riod in January, February and March 2009 at the National Superconducting Cy-
clotron Laboratory (NSCL) in East-Lansing, Michigan, USA. Lifetimes of the first
2+states in 62,64,66Fe were measured using Coulomb excitation in inverse kinemat-
ics at intermediate beam energies [50].
Central to these experiments is the measurement of Doppler shifted γ-rays
emitted from decaying excited states in exotic nuclei. A detailed analysis of these
γ-rays will yield the lifetime of the state under investigation (cf. Chapter 4). Beams
of the nuclei of interest are produced by fragmenting high energy stable ion beams
on a primary target (production target). The result is a so called cocktail beam con-
taining a wide range of nuclear species. Subsequent purification in a fragment sep-
arator supplies beams of the desired fragments (cf. Section 2.1). These are steered
towards the secondary target (reaction target) mounted inside a γ-ray spectrometer
optimised for the spectroscopy at large Doppler shifts (cf. Section 2.2). Lifetime
measurements use a more complicated secondary target, a so called plunger de-
vice, introduced in Section 2.3. Recoils from the secondary reaction are identified
in a subsequent spectrometer. Their trajectory may also be traced back to identify
interaction point and angle on the secondary target (cf. Section 2.5).
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2.1 Beam Preparation
In all three cases the coupled cyclotron facility [36] provided primary beams of
76Ge at 130 AMeV. Fragmentation occurred on 9Be production targets at the
entrance of the A1900 fragment separator [37]. Target thicknesses were opti-
mised for production and transmission using LISE++[46, 47] finding 235, 282
and 352 mg/cm² for 62,64,66Fe, respectively. The A1900 device is illustrated in
Figure 2.1. The resulting cocktail beams were purified in the A1900 yielding
beams of respectively ≈ 85% of 62Fe at a typical rate of 3.6× 104 pps and an
incident energy of 97.8 AMeV, ≈ 65% of 64Fe at a typical rate of 6×103 pps and
an incident energy of 95.0 AMeV, ≈ 25% of 66Fe at a typical rate of 1× 103 pps
and an incident energy of 88.3 AMeV. The main contaminant in the beams was
the corresponding Co isotope with the same neutron number. A summary of the
quality of the Fe beams delivered to the target position of the S800 spectrometer











Figure 2.1: Schematic view of the A1900 fragment separator. Only dipoles are
shown. The primary beam fragments on the production target, the resulting cock-
tail beam is separated by Bρ in the first dispersive part in combination with the
aperture at the centre of the device. Degradation of energy in the wedge is Z
dependent, in combination with the second dispersive beamline this provides iso-
topic separation. (For details on particle separation cf. Section 2.5). The extended
focal plane holds a plastic scintillator (126 µm) named XFP used for time of flight
measurements.
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62 235 85 36 97.8
64 282 65 6 95.0
66 352 25 1 88.3
Table 2.1: Beams delivered to the secondary reaction target. dBe is the thickness of
the (primary) production target. The remaining fraction of the beam is dominated
by the cobalt isotope with the corresponding A+1.
2.2 The Segmented Germanium Array
The Segmented Germanium Array (SeGA) is a spectrometer dedicated to the γ-
ray spectroscopy of fast secondary beams from fragmentation reactions. The array
was conceived such that the high segmentation would allow for a Doppler correc-
tion of sufficient detail to provide for satisfyingly resolved γ-ray spectroscopy at
beam velocities as high as 40%c [39].
SeGA is built out of up to 18 high-purity germanium detectors. Each detector
crystal is cylindrical in shape and 32-fold segmented. The circular base is divided
into four equal sectors and the cylinder is divided lengthwise into eight equal inter-
vals (cf. Figure 2.2). The segmentation’s purpose is the accurate determination of
the first photon interaction to allow for a correct Doppler reconstruction. Unique
characteristic of SeGA is the alignment of the detectors with respect to the source.
While segmented capsules are typically aligned towards the source, SeGA cap-
sules are aligned perpendicular to the source and parallel to the azimuthal spher-
ical angle. A sketch of segmentation and alignment is given in Figure 2.2. The
longitudinal segmentation provides sensitivity to the azimuthal angle and is the
basis for the Doppler correction discussed in Section 3.2. The experiment at hand
used SeGA in combination with the new Digital Data Acquisition System [44].
SeGA was used in the “plunger” configuration with angles optimised for a
maximum Doppler shift (cf. Figure 2.3). This assembly has only room for 15
detectors, arranged in two rings, 7 at 30◦, 30 cm from the centre of the degrader,
8 at 140◦, 23 cm from the centre of the degrader1. The forward ring (30◦) is
1As the degrader is static in this configuration, this is the reference.
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Figure 2.2: Schematic view of a segmented SeGA detector capsule mounted under
thirty degrees with respect to the beam. Different γ-ray emission angles ϑ are
shown to illustrate the azimuthal resolution of the detector.
constrained by the gate valve of the S800 spectrometer and holds one detector less
than the backward ring (140◦).
2.3 The Recoil Distance Doppler Shift Method and
the Köln Plunger for Intermediate Energies
The recoil distance Doppler shift method (RDDS) [2] is a well established tech-
nique for the measurement of nuclear level lifetimes in the picosecond range. A
typical setup consists of a reaction target and a stopper. Target and stopper are
flat, parallel foils or plates and mounted at a variable distance with respect to each
other.
The concept of the experiment is as follows. In this work, projectile Coulomb
excitation is used to excite the 2+1 states in the nucleus of interest. Depending
on where the excited state decays—whether it decays at a point in the target, be-
tween target and degrader, in the degrader or after the degrader—the nucleus will
be at a characteristic velocity and a characteristic angle to the detector. Thus, the
Doppler-shift of the emitted γ-ray is related to the position of the nucleus at the
time of its decay. As the velocity is well known, this position is uniquely related to
14
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Figure 2.3: The Segmented Germanium Array in the plunger configuration
mounted at the target position of the S800 spectrometer. Picture courtesy of Dirk
Weisshaar, NSCL.
the flight-time of the recoiling nucleus and the lifetimes of excited states may be
derived. Typical target degrader separations are rather long compared to the thick-
ness of the targets. Here, targets from 300 µm to 400 µm were used, distances were
mostly longer than 2000 µm. The lineshape of the decay in γ-ray spectra shows
two characteristic peaks, one originating mostly from decays between target and
degrader2 and the other one originating from decays in and after the degrader. The
principle is illustrated in Figure 2.4. This method was first adopted to radioactive
ion beams at intermediate energies by Chester et al. [14].
A dedicated plunger device was designed by A. Dewald for RDDS measure-
ments at intermediate beam energies [43, 17]. Mounted at the target position of
the S800 spectrometer (cf. Section 2.5), the plunger device itself is shoved into an
2Some decays might already take place whilst in the target
15
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Figure 2.4: The Recoil Distance Doppler Shift Method (backward angles). The
cocktail nature of the beam necessitates a particle identification (PID).
adopted S800 beam pipe where it is aligned using a sextuplet of screws. Distances
can be set by means of a motor with an accuracy of a few fractions of a micron3
which compares to typical distances of a few millimetres. Distance information is
either read from an inductive probe or directly from the motor device, measured
optically in that case. A capacitive feedback control system [3]—suitable for very
short distances—is implemented but has not been used in the experiment as only
rather long distances have been considered.
2.4 Relativistic Coulomb Excitation and the Choice
of Target and Degrader Combinations
Coulomb excitation at relativistic beam energies was discussed in great detail by





excitation strengths4 in a wide range of nuclei. For a review,
please be referred to [25] and [23]. The analysis of these experiments is not model
3In practice the limit on this is set by the flatness of the foils itself. As those are typically rather
thick for this kind of experiment—rather sheets than foils—they cannot be stretched. This limits
the determination of “absolute” distances to several tenth of microns in many cases.
4The reduced transition probability B(E2) is directly related to the lifetime τ via the level
energy E in MeV through:
1/τ = 1.22 ·109 ·E5 ·B(E2)
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(a) Schematic
(b) Photography
Figure 2.5: The Köln Plunger for Intermediate Beam Energies.
independent and may suffer from systematic errors in the assumptions being made.
A detailed study on the resilience of the prevalent method is given by Gade et al.
[21]. An important difference between conventional Coulomb excitation and rela-
tivistic Coulomb excitation is that the latter is a fast process. The average interac-
tion time between a given projectile nucleus and a given target nucleus is so short
that multiple excitation can be excluded. Relativistic Coulomb excitation is a pure
one step process. Therefore, only the lowest lying nuclear level will be excited
leading to a direct feeding of the 2+1 level.
The RDDS method measures level lifetimes directly in a model independent
17
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way. Combining Coulomb excitation at relativistic energies with the RDDS method
[14, 17] has the advantage of direct population over other excitation methods (e.g.
knock-out reactions). Apart from that, cross sections are usually rather large (a
few hundred mb).
We will outline now general considerations on the choice of targets and de-
graders followed by an example based on the proposal for the experiments dis-
cussed in this work.
In an idealisation of the present experiment, RDDS using Coulomb excitation,
targets and degraders are infinitesimally thin. Any process occurring in the foil
will occur instantaneously. A very thin target allows for a lot of very convenient
assumptions. All nuclei get excited in the middle of the target. All nuclei get
excited at the same speed. Virtually no nuclei start decaying in the target. Slowing
down is an instantaneous, discontinuous process. Especially no velocity profile
will be observed. The same arguments apply to the processes in the degrader.
Foremost, the degradation of velocity is instantaneous in a very thin degrader.
Again, no velocity profile is observed. Furthermore, excitations take place in the
middle of a thin degrader. No excited states—whether they were excited in target
or degrader—decay in a very thin degrader.
An infinitely thin target and degrader would simplify the observed spectra.
The velocity profile resulting from a gradual stopping procedure and the resulting
Doppler-broadening of the observed γ-ray spectra (cf. Section 3.2) would disap-
pear. The present reaction mechanism, however, Coulomb excitation, is dom-
inated by Rutherford scattering. Even though a thin target localises this pro-
cess, the scattering nature of the process prevails. Within the acceptance of the
S800 spectrograph (cf. Section 2.5) particles may be scattered up to 5◦ from the





1−v/c cos(θ) , cf. Section 3.2). Thus, for an infinitely thin target, the lower
limit to the peak width is the Doppler corrected Rutherford cross section folded
with the spectrograph acceptance.
18
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The target material should have a high Z to provide a high Coulomb excitation
cross section which scales with Z2. It is in the nature of the experiment that the
projectile will be slowed down in the target. In an idealised experiment, this would
proceed instantaneously. To make this stopping process as fast as possible, the
target should have a high density. Gold is a typical choice. It is more easy to
machine than lead or bismuth, which would offer a higher Z but a lower density.
The thickness of the target has to be chosen carefully. A thicker target will provide
a higher yield of the desired reaction product. A thin target is even more important
if very short lifetimes are to be measured. The goal of an RDDS experiment is the
observation of a fast and a slow component. Therefore, it is necessary that the
excited nuclei can leave the target.
For the degrader another compromise has to be found. The degrader’s main
purpose is to degrade the velocity of the recoils from the target, as explained in
Section 2.3. States that decay after the degrader shall do so at a considerably
lower velocity. The emitted photons have to be observed at a distinctly Doppler
shifted energy to provide well separated fast (between target and degrader) and
slow (after the degrader) peaks in the recorded γ-ray spectra. The stopping power
of the material scales with the electron density, that is n = NA·ZρA·Mu , where ρ is the
density, Mu = 1g/mol and NA is Avogadro’s constant. Ideally, the stopping should
be instantaneous as discussed above. However, this is not sufficient to find an
optimal ZρA ratio. In addition, the Coulomb excitation cross section on the degrader
itself has to be taken into consideration. We have strong interest to keep this as
low as possible in order to keep the lifetime information from γ-rays emitted after
the degrader meaningful (cf. Section 4.4).
The production rate of 62,64,66Fe was estimated in the proposal for experiment
060225 based on calculations with LISE++[46, 47]. Assuming a transmission of
50% from the A1900 fragment separator to the target position of the S800 spec-
trometer (cf. Section 2.5), a rate of 5700, 3450 and 650 particles per second was
expected to hit the secondary reaction target6, respectively for 62,64,66Fe. As noted
5The NSCL running number for the experiment at hand
6When the proposal was written, this rate seemed to be limited by the cathode readout drift
chambers in the S800 spectrometer (cf. Section 2.5). During the experiment it turned out that they
were not necessary for the particle identification.
19
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above, gold is the favourable material for Coulomb excitation targets. It is easy
to machine, very dense and has a high Z. An optimal thickness is estimated by
calculating the reaction rate. The Coulomb excitation cross sections on gold were
expected to be 300, 300 and 250 mb, again respectively for the three isotopes
in ascending order. The interaction probability, w, is related to the cross sec-
tion σ via w = σ DTρTAT u , where DT is the thickness of the target, ρT represents
the corresponding density, AT is the mass number and u is the atomic mass unit.
The interaction probability times the incoming beam rate is the quantity labelled
RateT in Table 2.2. This is the actual γ-ray production rate. Significant for the
choice of the target is the fraction RateTDT , the rate normalised on the target thick-
ness. The estimates from the proposal yielded 10.5, 6.33 and 1.76 Hz · 105/µm.
Combining these values with an expected transmission of 86% for the S800 spec-
trometer (cf. Section 2.5) and a photopeak efficiency, εGe of about 1% for the 30◦
ring of SeGA, a rate estimate, RateTDT ΘS800εGe, is available. Based on these num-
bers and an idea of the amount of beam time that might be allocated to the project
(less than six days) it is now possible to approach the choice of target thickness.
The rate estimate for 66Fe was extremely low as a result of poor production
rate. It was therefore proposed to measure the absolute Coulomb excitation cross
section to the 2+1 state to deduce the B(E2;0
+→2+) value for this nucleus using a
500 µm Au target and no degrader. This would also have significantly reduced the
measurement time for this nucleus as only one “distance” would have had to be
measured. As discussed in the last part of this section these plans were changed
during the experiment. The rate estimates for 62,64Fe were more promising, a
plunger experiment seemed possible. In the proposal a 300 µm Au target was
found suitable for 64Fe. For the case of 62Fe a shorter lifetime was expected, to
reduce the number of decays in the target 200 µm of gold were chosen. This leads
to expected rates of 2.1, 1.9 and 0.88 γ-rays per second for 62,64,66Fe, respectively.
The original proposal proposed iridium degraders for 62,64Fe. Iridium as a
degrader for Coulomb excitation experiments has the advantage of a very high
density (higher than gold) and the disadvantage of a high Z, thus a high exci-
tation cross section itself. Furthermore, iridium is brittle and therefore difficult
to machine. This compromise was made to allow for a fast stopping process in
20
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the degrader so that a thinner degrader could be chosen. The necessary thick-
ness can be derived from the resolution of SeGA which was expected to be about
2% for decays after the target. To allow for an appropriate peak separation, the
Doppler-shifted γ-ray energy, E ′ = E0
√
1−(v/c)²
1−(v/c) cos(θ) (cf. Section 3.2), should differ by
6%= 1.5(2%+2%) for decays before and after the degrader. Using LISE++, this
lead to the conclusion that it is possible to use the same 200 µm iridium degrader
for both cases. A full summary of all the parameters is given in Table 2.2.
Unfortunately, no ready-made iridium foils of 200 µm thickness were on the
market in the fall of 2008 and custom-made foils were too expensive. After stop-
ping power calculations revealed the velocity loss in 250 µm Ir (available as ready-
made foils) to be too large (v/cD = 0.299 instead of 0.320), plans were changed.
It was decided to go for an easily available and machinable foil. Based on positive
experience in the past, the choice was on Nb and Mo. They come with the ad-
vantage of a significantly lower Coulomb excitation cross section due to the lower
Z and the disadvantage of a density of ρ ≈ 10 mgcm3 , roughly half of the Ir value.
This lead to choosing a degrader of 400 µm of the isotopically pure niobium, the
velocities for 62,64Fe agree within 2% with the values calculated for the iridium
degrader (cf. Table 2.3).
The group participated in the experiment published in [33], in which lifetimes
of the 2+1 states in
62,64Fe were measured at GANIL. When the experiment at
hand was performed no preliminary results from [33] were available. This made
66Fe the primary goal of the campaign. Table 2.3 gives a 400 µm degrader for this
case. The new schedule previewed to reduce the time allocated to 62Fe, which was
treated in sufficient quality by the French group leading later to [33], in favour of a
very robust and sound RDDS measurement of 66Fe. Beamtime allocated for 64Fe
was not to be changed. As the quality of the French data is lower and there was a
definite interest in confirmation and improvement. Apart from that, going for 66Fe
was still a risky endeavour.
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CHAPTER 2. EXPERIMENTAL SETUP 2.4. TARGET AND DEGRADER
A Au-Target v/cT Nb-Degrader v/cIr v/cNb
[µm] [µm]
62 200 0.381 400 0.320 0.325
64 300 0.359 400 0.284 0.290
66 300 0.362 400 - 0.299
Table 2.3: Degrader alternatives. The velocities after the degrader agree within
2%. In terms of stopping power, 400 µm of niobium are equivalent to 200 µm of
iridium.
The measured experimental parameters are shown in Table 2.4. The velocities
given stem from the Bρ settings of the spectrometer7. The uncertainty for the
given velocities is about 1% in root mean square. The rates differ from the values
in the proposal. This is mainly due to improvements made in the meantime to the
sources and the transmission of the system. As the system was tuned for rates,
the v/c values are different from the proposal as well, so a revision of degrader
settings was performed just before the experiment. 64Fe was measured first, the
peak separation was found to be more than sufficient and therefore 300 µm of
niobium were chosen for 66Fe following the philosophy that a foil should always
be as thin as possible. The degrader was not removed again till the end of the
campaign. No further optimisation was made for 62Fe due to time limitations.




62 36 0.426(4) 300 0.368(4) 300 0.322(3)
64 6 0.420(4) 300 0.364(4) 400 0.298(3)
66 1 0.407(4) 300 0.346(3) 300 0.291(3)
Table 2.4: Targets and degraders used in this work and the resulting v/c values
with errors in root mean square. v/c values are discussed in Section 4.1.
7Except for the v/c value after degrader for 62Fe as discussed in 4.1.
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2.5 Particle Identification and
the S800 Spectrograph
Particle Identification
The reaction will take place at the target position of the S800 spectrograph. The
mechanism is uniquely defined by the incoming and outgoing particles. The cock-
tail nature of the incoming beam makes an analysis of its composition indispens-
able. Incoming and outcoming particles have to be identified. The straightforward
approach to particle identification is particle separation. By applying a magnetic
field B to charged particles of a given kinetic energy, the bending radius ρ defines












A magnetic separation with an appropriate trigger condition behind the spec-
trometer can thus grant an identification of the quotient of Aq , where q is the overall
charge of the ion of interest. The velocity of the incoming particles is measured as
their time of flight through the spectrometer as the spectrometer length is fixed8.
In order to fully identify the nucleus—that is gain access to Z or A directly—a
strong dependence on one of the two has to be introduced into the system. One
approach could be electrostatic deflection. Here, the quadratic dependency of the
stopping power on the projectile’s Z is used (dEdx ∝−Z
2
E , [8]).
A typical setup consists of a ∆E−E telescope, i.e. a stack of calorimetric de-
tectors of increasing thickness. The first measures a fractional energy deposition,
the last is thick enough to stop the particle and measures the remnant of the en-
ergy. Two detectors are enough, the setup gets closer to a dE−E telescope if more
8This will in fact allow for a bundle of trajectories as discussed in Chapter 3
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detectors are used. Z is accessible now by comparing the coincident information
of the detectors with each other. A two dimensional plot of ∆E over E will have
a significant structure. Combining this with the Aq information allows for an iden-
tification of the particles of interest. The exact procedure used in the experiments
at hand is discussed in Chapter 3.
Furthermore, the spectrograph might be equipped with position and momen-
tum sensitive detectors. The latter is realised by combining two pairs of the first
kind (giving the trajectory) with the energy information from the ∆E −E tele-
scope. In combination with an inverse map of the ion optics in use, the particle’s
trajectory can be tracked back to the point of interaction to deduce the scatter-
ing angle. This is not necessary for the identification itself but may increase the
resolution of secondary detectors. In the case of 66Fe this was used to improve
the Doppler corrections of the detected γ-rays. Tracking is absolutely necessary
when measuring absolute Coulomb excitation cross sections, as these depend on
the scattering angle.
The S800
The experimental tool performing the particle identification is the S800 spectro-
graph [6, 51], sketched in Figure 2.6. The device has two major parts, the ana-
lysis line and the spectrograph itself. The former is used to tune the beam on
target and to implement various optical modes. It takes also part in the tracking.
Apart from focusing quadrupoles, the main component of the spectrograph is a
three storeys high superconducting dipole magnet arrangement. The apparatus’
focal plane consists of two position sensitive Cathode Readout Drift Chambers
(CRDCs) measuring the direction of a particle’s trajectory, a segmented ionisation
chamber measuring energy loss and a series of scintillators working calorimetri-
cally. Combining the reading of all devices, particle momenta can be calculated
on an event-by-event basis. This allows also for the reconstruction of each par-
ticle’s trajectory back to the position of the secondary reaction target using the
optical map of the spectrograph. This procedure, called tracking, can improve the
Doppler correction of measured γ-ray spectra.
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Analysis Line
The major purpose of the analysis line is beam tuning and implementation of op-
tical modes. The analysis line is symmetric around the intermediate image and
allows for a maximum magnetic rigidity of about 5 Tm which corresponds to
800 MeV protons, naming the spectrograph. The experiments discussed in this
work were run in the focused mode meaning that the beam was focused on the
target. The analysis line is achromatic9. This mode offers the highest momen-
tum acceptance of the spectrograph, ±2%. The spectrograph itself will run in
chromatic mode meaning that the intrinsic momentum spread of the beam folded
with the momentum change induced by the reaction in target and degrader will be
mapped on the focal plane. The image on the focal plane is therefore not focused
which is why this mode allows for the highest count rates.
The particle identification procedure discussed in Chapter 3 requires a scintil-
lator at the object position of the spectrograph for time of flight measurements.
Here, a plastic scintillator (1 mm) was used. It can withstand rates up to 1MHz.
It is also possible to place more sophisticated detectors in the object box to ana-
lyse the beam composition for short periods, usually they cannot support the full
desired rate. The double bend structure following the object box (cf. Figure 2.6)
makes it highly probable that eventual contaminants produced in reactions on the
object scintillator will be filtered out before reaching the focal plane of the spectro-
graph. Furthermore, a large variety of tracking detectors are available to be placed
at intermediate image and target position. Those were not used in the experiments
at hand.
Spectrograph
The spectrograph’s main building blocks are two superconducting dipole magnets
and the focal plane box. The maximum magnetic rigidity reached is about 4 Tm.
A main concept of the construction is to use as little trim magnets as necessary.
Instead, the magnetic fields are measured, the aberrations are calculated and ana-
lytically corrected on an event-wise basis in the analysis code based on [7]. The
9Achromatic lenses focus light of different wavelength in the same plane.
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whole device can rotate up to 90◦. This feature has not been used in this work. The
de facto resolution is 1 part in 2000 in energy and 10 mrad in scattering angle. The
nominal resolutions are higher but can only be reached under very restrictive con-
ditions. The spectrograph offers a huge acceptance of 20 mSr with an ellipsoidal
shape (±3.5◦ in the dispersive plane, ±5◦ in the non-dispersive plane).
Focal Plane Box The focal plane box of the spectrograph is illustrated in the
inset in Figure 2.6. Its purposes are the identification of incoming particles and
the reconstruction of their trajectories which is optional in the case at hand. As
mentioned above, it holds two position sensitive cathode readout drift chambers
(CRDC), an ionisation chamber and a series of stacked scintillators. The timing
resolution is about 100 ps.
Cathode Readout Drift Chambers The purpose of the Cathode Readout
Drift Chambers (CRDCs) is to provide the particle’s trajectory. They are placed
1 m apart, by simple trigonometric operations two positions yield a vector. Ex-
tending ±28 cm in the dispersive and ±13 cm in the non-dispersive direction at
a depth of 1.5 cm they reach a nominal resolution of 0.5 mm that is not reached
in focused mode. Technically we are facing single wire drift detectors filled with
80% CF4 and 20% C4H1010 at 6.6 kPa . The position along the wire is obtained
by induced cathode readout. As the drift velocity of electrons in gas is slow, these
detectors cannot be run at high count rates. The CRDCs cannot be used without
at least one scintillator signal as a timing reference for the drift time. For reasons
under investigation efficiency losses appear above 5000 Hz.
Ionisation Chamber The ionisation chamber is a ∆E measurement device
used in the particle identification procedure described in detail in Chapter 3. The
chamber is a standard Frisch-gridded [20] model filled with P1011 at 18.7 kPa.
At this pressure particles up to Z = 30 can be separated, higher pressure and a
thicker window are necessary for larger Z. The chamber is segmented into 16
anodes of 1 inch length. The electronic noise grows with the detector capacitance,
10Isobutane
1190% argon and 10% methane
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segmenting the anode reduces the capacitance and therefore the noise. As the
segments are independent, their noise adds quadratically.
Scintillators Final part of the focal plane box is a stack of four large plastic
scintillators of 3 mm, 5 cm, 10 cm and 20 cm thickness labelled E1, E2, E3 and
E4 in the same order. Their purpose is timing and energy loss, respectively total
energy measurement of incoming particles. Each is read out by two photodiodes.
The E1 scintillator was used as trigger signal in the experiments discussed in this
work. This scintillator doubles as downstream window of the ionisation chamber.


















The experiments discussed in this work comprise about 750 GB of raw data, that
reduce quite quickly to 50 GB when merged to proper events. Nonetheless, it is
obvious that some preprocessing is necessary before the actual lifetime analysis
can be tackled. This chapter interweaves sorting, separation and calibration in
the natural way prescribed by the analysis procedure. The particle identification
procedure will be discussed first, including the necessary calibrations applied to
the different focal plane components of the S800 spectrograph (cf. Section 2.5).
The second part of this chapter deals with the preparation of γ-ray spectra and the
calibration of the SeGA spectrometer (cf. Section 2.2).
3.1 Particle Identification
The cocktail nature of the beam delivered to the S800 spectrograph makes a de-
tailed analysis of the beam’s composition necessary. Particle identification (PID)
of incoming particles and outgoing particles, i.e. particles entering and particles
leaving the plunger device, determines the reaction mechanism uniquely. In the
case at hand, the PID is simplified as desired incoming and outgoing particles are
identical and abundant in the beam.
The identification procedure is divided into two main stages, the identification
of the incoming beam and the identification of the outgoing particles after the
reaction. After each step the data stream is separated using the acquired gate. This
29
3.1. PARTICLE IDENTIFICATION CHAPTER 3. DATA PREPARATION
makes subsequent sorting runs significantly faster and keeps the sorting codes
neater.
As discussed in Section 2.5, a separation on Aq can be obtained by apply-
ing a magnetic field to travelling charged particles according to Aq =
Bρ
v (Equa-
tion 2.1). Isobaric resolution is obtained by calorimetric means, also discussed in
Section 2.5, that will provide sensitivity to Z via the quadratic dependence of the
stopping power on the nuclear charge (dEdx ∝−Z
2
E ).
The scintillators at the object position of the S800 spectrograph and in the focal
plane box (cf. Section 2.5) measure the time of flight through the whole device.
Knowing the length of the apparatus, this makes the magnetic rigidity Bρ a direct
selector for Aq . As the length of the spectrograph is fixed, particles of different mass
to charge ratios will have a different velocity and therefore a different time of flight
for a given magnetic rigidity. Apart from this time of flight, the passage time from
the A1900 extended focal plane to the S800 object scintillator was measured, also
on an event-wise basis. Isobaric resolution is based on the energy deposition in the
ionisation chamber. By correlating any and all of these event-wise measurements,
a unique identity could be assigned to every particle involved in the experiments at
hand. Due to the simple reaction used for all three nuclei, the particle identification
could mainly be done on a time of flight basis for 62,64,66Fe.
A detailed account of the identification of incoming and outgoing beams is
given in the respective sections 3.1.2 and 3.1.3.
3.1.1 S800-Calibrations
Apart from four stacked scintillators that were used for timing in the present ex-
periment, the focal plane box of the S800 spectrograph houses two Cathode Read-
out Drift Chambers (CRDCs) and an ionisation chamber (cf. Section 2.5) . The
CRDCs are placed 1 m apart and are position sensitive. As a doublet they yield
the trajectory of incoming particles. The ionisation chamber is a ∆E detector that
plays an important role in the particle identification procedure discussed in Sec-
tion 3.1.3. CRDCs and ionisation chamber need to be calibrated.
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CRDC The x-y CRDCs (cf. Section 2.5) in the focal plane are hard wired
in one dimension (in the dispersive plane, labelled X), the position information on
the other axis is calculated from the drift time of the charge carriers through the
gas and needs to be calibrated. As the gas pressure changes (very slowly) during
the experiment, this was repeated for all three nuclei individually, twice for 66Fe.
In the case of 66Fe the PID was found to be independent of the calibration used.
The calibration is performed by moving a metal plate with a well defined hole
and slit pattern (mask) into the fanned out beam directly in front of the CRDC in
question1. The well defined image of a mask is shown in Figure 3.1. Assigning
metric values to electronic channels to first order is sufficient.
Figure 3.1: CRDC-Calibration X is the dispersive plane and hard-wired. The
colour scale gives the number of counts.
1There are two identical masks, one for each CRDC.
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Ionisation Chamber The ionisation chamber (cf. Section 2.5) at the S800
focal plane is 16-fold segmented. Each segment is read out through its own elec-
tronics channel. Typically these require gain and offset matching. For all three
nuclei, gains and offsets were literally matched to the channel with the smallest
reading assuming a constant ionisation rate over the full volume of the chamber.
In that sense, the word calibration is misleading, the ionisation chamber is gain
matched.
Following the first assumption, the calibrated channel readouts are samples of
the same normal energy loss distribution. Calculating centroid and standard devi-
ation for each event, the energy loss is taken to be the average of those channels
that are closer than one σ to the centroid of the normal distribution. The other
channel readings are ignored.
3.1.2 PID-IN
As introduced in Sections 2.5 and 3.1, the identification of particles is based to
a large part on the selectivity of the magnetic rigidity Bρ over the Aq ratio of the
incoming particles, Aq =
Bρ
v . In a first step, the data stream shall now be separated
on the incoming beam (PID-IN). This selection cannot be based on the magnetic
rigidity Bρ , as the velocity of the beam is due to change at the target position. It is
not possible (at least not under reasonable conditions) to optimise the spectrograph
for the undegraded and the degraded beam. Thus, any preselection of the data
stream on the incoming beam has to be based on a quantity that is the same for
reacted and unreacted beam. This means that it has to be measured before the
beam hits the target. An easily accessible quantity that differs sufficiently for
the components of the beam cocktail is their velocity when exiting the A1900
fragment separator. Measuring the time a particle takes to pass the transfer hall
between the A1900 vault and the S800 vault—using the scintillators introduced in
Sections 2.1 and 2.5—yields the desired velocity, as the path length is fixed. A
schematic of the position of the timing devices and the times and time differences
described in the following is given in Figure 3.2.
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Thus, the identification of incoming particles is performed event-wise solely
on a time of flight basis. The relevant times are:
1. TXFP, the time from the extended focal plane scintillator (XFP, cf. Sec-
tion 2.1) outside of the A1900 separator to the compulsory check-point of
every particle taken into consideration, the E1 scintillator of the S800 spec-
trograph (cf. Section 2.5, the E1 scintillator serves as main trigger).
2. TOS, the time from the object scintillator (OS, cf. Section 2.5) at the entrance
to the S800 spectrograph to the E1 scintillator.
3. TPID = TXFP−TOS, the quantity actually considered for the particle identi-
fication. This is the time it takes a given particle to pass through the transfer
hall between the A1900 and the S800 (cf. Figure 3.2)
Figure 3.2: Schematic of the time-of-flight differences used
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Figure 3.3: TPID for all runs of 66Fe. Clearly, a single gate can be used to separate
67Co from 66Fe. Plots of similar quality are obtained for 62,64Fe.
Histograms of TPID for all runs of 66Fe are overlayed in Figure 3.3. Clearly,
66Fe and the main contaminant 67Co can be separated by the same gate for all runs.
Applying this gate to the data stream reduces the event data files2 from 6.4 GB to
2.1 GB.
As an illustration Figure 3.4 shows TOS plotted over TPID for a run of 66Fe
with no target mounted. The y-axis is proportional to Aq counting downwards,
while the x-axis relates to the particle’s velocity when leaving the A1900 fragment
separator, increasing from right to left. The structure to the right of 66Fe has not
been identified as it is statistically not significant for this analysis.
2Those are the files that have to be processed every single time the data are sorted.
34
CHAPTER 3. DATA PREPARATION 3.1. PARTICLE IDENTIFICATION
Figure 3.4: Typical PID-IN plot. Run 242, empty beam pipe, 66Fe. The colour
scale gives the number of counts.
3.1.3 PID-OUT
By the procedure described in Section 3.1.2, most of the disturbing cocktail com-
ponents can be removed. A swift glance ahead at Figure 3.7—showing the data
stream separated on incoming 66Fe—will reveal that the desired Fe isotope is now
by far the most abundant fraction in the beam.
The selection of particles based on magnetic rigidity Bρ over the Aq ratio of
the incoming particles, Aq =
Bρ
v , was discussed in Sections 2.5 and 3.1. The iden-
tification of particles is based to a large part on the selectivity of the magnetic
rigidity. Again, as the length of the spectrograph is fixed, the particle velocity
v is measured as TOS, introduced in Section 3.1.2, the timing difference between
S800 object scintillator and E1 focal plane scintillator (cf. Section 2.5). For a
fixed spectrograph Bρ this time scales directly with the particles Aq . Simultane-
ously, the energy loss in the focal plane ionisation chamber is measured, scaling
with Z2 (cf. Section 2.5). Correlating both, ionisation chamber readout and TOS,
yields isobaric resolution and the missing link to unique particle identification of
the outgoing beam (PID-OUT).
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Nonetheless, some ambiguity remains: a given magnetic rigidity of the spec-
trograph allows for a set of slightly different trajectories with corresponding slightly
different velocities. These trajectories can be observed as correlations between the
time of flight TOS and the CRDC readings. Analogously, the energy loss in the
ionisation chamber is correlated to the CRDCs. By empirically removing these
correlations the quality of the separation can be improved significantly.
Correlation between TOS and CRDCs / Ionisation Chamber and CRDCs
The finite diameter of the S800 spectrograph and its wide acceptance permit a
limited bundle of curves at fixed Bρ . Different paths and different velocities are
manifest in a correlation between TOS (cf. Section 3.1.2) and CRDCs (cf. Sec-
tion 2.5) and ionisation chamber (cf. Section 2.5) and CRDCs.
The correlation between the time of flight TOS and the CRDC readings is illus-
trated in Figure 3.5a for a typical run of 66Fe. Here, X is the position in the disper-
sive plane for CRDC1, ∆X is the difference in X between CRDC1 and CRDC2.
Y and ∆Y are defined analogously in the non-dispersive plane. RF is the radio
frequency of the cyclotron. In all cases, the abscissa gives TOS.
X , ∆X , Y, ∆Y are indeed correlated with TOS. A linear correction of the corre-
lation, replacing X , ∆X , Y, ∆Y respectively by
ΞX ,∆X ,Y,∆Y = aX ,∆X ,Y,∆Y +bX ,∆X ,Y,∆Y TOS (3.1)
yields a significant improvement of the corresponding spectra. Figure 3.5b
shows the same data as Figure 3.5a after linear correlations have been removed
empirically. The improvement is that, based on the corrected result, it is possible
to gate out contaminants that were not visible before.
TOS of the same run is shown as histograms with and without correction in
Figure 3.6. Only the correction of TOS makes a significant, background reducing
identification of outgoing particles possible.
The correlations between the ionisation chamber and the CRDCs were pro-
cessed in a strictly analogous way yielding results of similar quality.
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(a) Raw
(b) Corrected
Figure 3.5: Raw and corrected plots of CRDC and RF readings over TOS, Run 171
(3500 µm), 66Fe. The colour scale gives the number of counts. For more details
please see text.
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Figure 3.7: Typical PID-Out plot, 66Fe, 1490 µm. The colour scale gives the
number of counts. The data stream has been separated on 66Fe beforehand on a
pure TPID basis. Note the suppression of the former main contaminant 67Co.
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Identification
Removal of correlations (cf. Section 3.1.3) brings more structure in TOS to light,
that could not have been observed beforehand, as shown in Figure 3.6.
TOS is the flight time from object scintillator to E1 scintillator of the S800
spectrograph (cf. Section 2.5). As the path length is fixed, this is equivalent to a
measurement of a given particle’s velocity.




v . Therefore, the
correction presented in Section 3.1.3 enhances the resolution of the particle sepa-
ration significantly. An improvement of equal quality is reached for the correlation
of ionisation chamber and CRDCs (cf. Sections 2.5 and 3.1.3).
As sketched above (cf. Section 3.1), the particle identification is completed by
combining the TOS reading with the energy loss data from the ionisation chamber.
These grant access to the projectile’s nuclear charge over the Z2 dependence of the
stopping power. A two dimensional plot of ∆E over TOS is shown in Figure 3.7.
Identification of outgoing particles is performed by setting a two dimensional gate,
an example is given. At the same time, this illustrates the success of the separation
on the incoming beam by highlighting the remnants of the former main contam-
inant 67Co. The separation could also have been done in nearly the same quality
based solely on the TOS information. This degree of beam purity is a unique ad-
vantage of inverse kinematics Coulomb excitation experiments.
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3.2 Calibration of γ-Spectra
As the experimental aim is essentially based on γ-spectroscopy, only events in-
volving a hit in the E1 scintillator and the detection of a γ-ray with the SeGA
detector (cf. Section 2.2) within a narrow time window3 were written to disk. The
SeGA detectors were time matched as shown in Figure 3.8 and a gate was set on
the prompt peak to suppress background.
Figure 3.8: Time Spectra. 62Fe, 700 µm
Energy and Efficiency Calibration
Energy and efficiency of SeGA were calibrated using a 152Eu source. The effi-
ciency calibration is based on two continuously differentiable continued polyno-
mials of second order, as illustrated in Figure 3.9. The source was issued by the
3a few 100 ns
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National Bureau of Standards as Standard Reference Material 4218-C [10]. Spe-
cial care was taken to account for dead time losses in the data acquisition system4
to allow for an absolute efficiency calibration. In combination with data taken
with only one target5 this calibration may be used to calculate absolute Coulomb
excitation cross sections in a forthcoming work.
Figure 3.10: γ-ray spectrum of fast and slow component of the 2+1 → 0+1 transition
in 64Fe at 3000 µm distance, with and without Doppler correction in the detector
ring under 30◦.
4K. Starosta, private communication
5without degrader in our case, to measure the beam velocity after the target
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Doppler Correction
High beam velocities during γ-emission and large detector volumes lead to dras-
tic Doppler broadening of observed γ-lines. The Segmented Germanium Array
(SeGA), introduced in Section 2.2, was conceived for experiments with fast ra-
dioactive ion beams. The detector segmentation is optimised for azimuthal angu-
lar resolution as illustrated in Figure 2.2. Equation 3.2 gives the relation between
the rest frame energy of the emitted γ-ray E0, the speed of the particle emitting v/c





1− v/c cos(θ) (3.2)
E0 is known from previous experiments and the data sheets [34, 18], v/c is
known from the spectrograph Bρ . Thus, the crucial quantity for a meaningful
Doppler reconstruction is the azimuthal angle θ .
Assuming that all γ-rays are emitted from the centre of the degrader (that is
the only possible assumption at this stage as this is the only static part in the con-
figuration, cf. Section 2.3) and that the angle of emission of the γ-ray is defined by
this point and the SeGA segment with the first interaction, a Doppler correction is
possible as illustrated in Figure 3.10 for the case of 64Fe at a distance of 3000 µm.
64,66Fe were Doppler corrected using the spectrograph Bρ from runs with the tar-
get only. As such runs were not taken for 62Fe, the corresponding γ-spectra are
corrected using the Bρ from runs with target and degrader.
The cathode readout drift chambers in the S800 spectrograph’s focal plane box
allow for the tracking of a particle’s trajectory through the spectrograph (cf. Sec-
tion 2.5). Using this information, the angle of the particle’s trajectory with respect
to the degrader can be calculated. This improves the Doppler correction. The pri-
mary beam rate for 62,64Fe was so high, that the CRDCs could not be used during
the experiment (cf. Section 2.5), tracking was therefore only possible for 66Fe.
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(a) Efficiency calibration for the detectors at 30◦
(b) Efficiency calibration for the detectors at 140◦
Figure 3.9: Efficiency calibration used in the analysis. The solid line represents
a fit with continuously differentiable continued polynomials of second order. The
dashed line indicates the boundary between the two polynomials.
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In conventional (slow beam) recoil distance Doppler shift experiments the ar-
eas under the peaks of fast and slow component (cf. Figure 2.4) are integrated.
These—normalised—intensities are fit in τ with a function1 of the target-degrader-
separation distance. When beam velocity, target and degrader thickness or target-
degrader separation increase, several effects contribute significantly to the line-
shape of the peaks. Thus, new sources of systematic errors arise and with them the
need of a dedicated approach to analyse experiments with radioactive ion beams
from fragmentation reactions.
• Fragmentation products are fast (e.g. 40% c for the 66Fe beam used in this
work), the relativistic Lorentz boost [30] cannot be neglected any more.
• Target-degrader separation distances are not negligible compared to the de-
tector size. Thus, a continuously changing emission angle and a continuous
change of the solid angle subtended by the detector crystal have to be con-
sidered.
• To compensate for low beam rates, the targets have to be very thick in com-
parison to stable beam experiments. If the target is not very thin compared
to the separation distances the stopping process cannot be assumed to be in-
stantaneous. Thus, a velocity profile in target and degrader has to be consid-
ered. This effect becomes dominant when very short distances of the order
1Nowadays, the function of choice is given by the Differential Decay Curve Method [15], in
cases with a known feeding pattern one may also use a combination of exponential functions [5].
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of the target thickness are measured. This effect has been incorporated in
the analysis procedure for the experiments at hand (cf. Section 4.1).
A lineshape simulation for recoil distance Doppler shift experiments, especially
at intermediate energies, has been written in FORTRAN and PYTHON to analyse
the data set at hand. The code implements the lineshape simulation described in
Appendix A in its full generality, representing a generalisation of the procedure
used in [43, 17]. This chapter shall focus on the determination of the lineshape
parameters that are fed into the lineshape function, leading ultimately to the fit of
the lifetime. The lineshape function itself is derived in full detail in Appendix A
and defined in Equation A.24.
The main features of the lineshape simulation can be summarised as follows:
• Target, separation between target and degrader, degrader and the pathway
behind were discretised and velocities at each sampling point were calcu-
lated as discussed in Section 4.1 to treat the relativistic Lorentz Boost in a
quasi continuous fashion.
• The solid angle subtended by the SeGA capsules was respected as discussed
in Section 4.5 in the same quasi continuous fashion.
• Feeding: As addressed in Section 2.4, Winther and Alder [50] showed that
Coulomb excitation at intermediate beam energies is almost completely a
one-step process. This assures, that only the first 2+ state in the projectile
and no higher lying states are populated. This makes the analysis highly
robust as no assumptions on feeding—however weekly—from other transi-
tions have to be made. Apart from yielding a high cross section this is one
of the major advantages that led to the choice of this type of reaction.
• In analyses similar to the one at hand [43, 17], it was found suitable to
summarise energy and angular straggling of the projectiles in four different













in the two rings . We
followed this procedure. As discussed in Section 4.3, a rigid normalisation
condition demands these parameters to be free fit parameters.
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The lineshape function is fit simultaneously to all distances and both rings in the
lifetime τ , the target-degrader excitation ratio D (cf. Section 4.4), the global scal-
ing parametersN30◦,140◦ (cf. Section 4.3) and the four width parameters σ30
◦,140◦
T,D .
A detailed description of the procedure can be found in Section 4.6.
4.1 Discretisation and Velocities
The main feature of the lineshape simulation is the correct treatment of the gradual
stopping of the projectile in target and degrader and the resulting changes in the
relativistic Lorentz Boost [30].
The simulation discretises target, separation between target and degrader, de-
grader and the (user-defined) run out zone into a finite number of steps. The
present implementation of the simulation allows for an arbitrary step number. In
the experiment at hand the values of 10, 10, 6 and 10, respectively, yielded a very
good description. These step numbers are above the lower limit for a smooth de-
scription. They are not canonical; increasing the number of steps will do no harm.
For the cases at hand it will not bring any further improvement in the description.
The velocities at the steps in target and degrader have to be estimated using a
stopping power calculation based on the measured sampling points. For 64,66Fe
three sampling points of the velocity are available (before the target2, after the
target and after the degrader). The other velocities were interpolated using the
software LISE++ [47, 46].
The measured velocity after the target is reproduced by this calculation within
≈ 2h(5h) for 66Fe (64Fe), starting from the measured velocity before the target.
The measured velocity after the degrader agrees with the calculated velocity after
the degrader on the same order of magnitude, starting from the measured veloc-
ity after the target. To bring the calculation in agreement with the experimental
stopping power, the difference between measured and calculated values was dis-
tributed linearly on the steps in between, separately for target and degrader. The
case of 62Fe is more complicated and will be discussed in Section 4.2. All veloci-
ties used for the simulation are summarised in Table 4.1.
2measured with empty beam tube
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66Fe 64Fe 62Fe
Step [mm] v/c [mm] v/c [mm] v/c
before the target
0 0.0 0.407(4)m 0.0 0.420m 0.0 0.425(4)m
in the target
1 0.03 0.400 0.03 0.413 0.03 0.416
2 0.06 0.395 0.06 0.409 0.06 0.411
3 0.09 0.389 0.09 0.404 0.09 0.407
4 0.12 0.384 0.12 0.399 0.12 0.402
5 0.15 0.379 0.15 0.394 0.15 0.397
6 0.18 0.373 0.18 0.388 0.18 0.391
7 0.21 0.367 0.21 0.383 0.21 0.386
8 0.24 0.360 0.24 0.377 0.24 0.380
9 0.27 0.353 0.27 0.371 0.27 0.374
after the target
10 0.30 0.346(3)m 0.30 0.364(4)m 0.30 0.368(4) f
in the degrader
11 0.05 0.335 0.07 0.357 0.05 0.360
12 0.10 0.327 0.13 0.347005082 0.10 0.353
13 0.15 0.319 0.20 0.337 0.15 0.346
14 0.20 0.311 0.27 0.325 0.20 0.339
15 0.25 0.301 0.33 0.312 0.25 0.330
after the degrader
16 0.30 0.291(3)m 0.40 0.298(3)m 0.30 0.322(3)m
Table 4.1: Velocity Set. m : Measured, from spectrograph Bρ . f : Fit, extracted
from spectrum as described in Section 4.2. All other values are interpolated using
LISE++. All velocities are given at the entry to the corresponding section. Errors
are given—for measured values only—in root mean square.
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The Nb foils were rolled at the IKP from a 0.5 mm foil. Measurements with
a micrometer screw showed variations between 0.29 mm and 0.31 mm over the
accessible area for the 0.3 mm foil. The variations are due to the intrinsic skew-
ness of the rolling setup. The variation of the 0.4 mm foil—rolled with the same
device—is therefore of the same absolute number but of lesser relative impact.
The variations of both foils are at least a factor of five smaller than the step sizes
(cf. Table 4.1) used in the simulation. The gold foil was bought from a commercial
supplier at the design thickness. The production of large sheets of metal necessi-
tates a high parallelism of the rolling setup. As this foil was cut from a rather large
sheet, little variation in its thickness are to be expected.
4.2 Calibration of Angles
The setup has a limited degree of freedom in the positioning of the plunger device.
This liberty becomes manifest in the simulated peak positions. These do not over-
lap with the γ-ray spectra from SeGA when simulation and spectra are prepared
with the nominal angles of 30◦ and 140◦. The Doppler correction is calculated
with respect to the degrader. If the degrader is misplaced, the correction needs to
be changed (cf. Section 3.2). The position of the plunger device inside the beam
tube can in praxis only be validated3 up to ≈ 1 mm. However, the necessary ad-
justment of angles is small. It was found suitable to include the angle offset as a
free parameter in the fit of the lineshape description to the data set, resort the data
with the angles found and then to refit the data set with fixed angles to cross check.
Calibration of Angles and Velocities, the Case of 62Fe
For 62Fe the velocity set obtained analogously to Section 4.1 with LISE++ was
based on only one Bρ sampling point, due to limitations in available beam time. It
was impossible to find an angle offset that allowed a description of fast and slow
component in the spectra of 62Fe. To solve this issue, the angle was fit to the slow
3The contact of collar and fence is verified by hand. The insertion depth is cross checked,
however carefully, with a tape measure of a 1/16 Inch scale. 1 mm is about half of that scale. It is
unlikely that such a heavy device as the plunger will slide back.
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component only for 62Fe. The data set was resorted with the calibrated angle, the
v/c after the target was determined from the fast component’s position and then
used as a second sampling point for the velocity set calculation in Section 4.1.
Subsequently, all parameters were fit to both components. The calibrated angles
are summarised in Table 4.2.




Table 4.2: Calibrated Angles. All angles can be varied by ≈ 0.2◦ before a mis-
alignment between simulation and measured data is observed with the naked eye.
The numerical error of the fit is of the order of the last digit given.
4.3 Normalisation
Normalisation of the Spectra
A requirement for any recoil distance Doppler shift lifetime measurement is that
the number of γ-rays observed for the transition of interest for each distance must
be equal. Experimentally this cannot be realised. Different measurement times at
different distances and fluctuations in the beam current make a normalisation of
data sets from different distances necessary. The most elegant choice is to nor-
malise the γ-spectra on the rate of the incoming particles of interest. This rate is
proportional to the integral of particles in the outgoing PID gate described in Sec-
tion 3.1.3. Spectra taken at different distances and normalised to this rate should
have the same integral number of γ-events in fast and slow component after back-
ground subtraction. As the application of the same background subtraction to
different spectra is virtually impossible an additional factor ℵ30◦,140◦ was intro-
duced for each ring of detectors4 and each distance to correct the normalisation
within the region of interest. ℵ30◦,140◦ are set once and for all during the analysis.
4only for the 30◦ ring in the case of 62Fe. As discussed later on, the ring at 140◦ suffers from a
contamination. Here, it served only as a cross check for results obtained from the forward ring.
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They are especially not free fit parameters but directly read from the γ-spectra.
They are independent of the lineshape analysis. The results are summarised in
Tables 4.3, 4.4 and 4.5.
Normalisation of the Lineshape
A main gauge for the quality of a lineshape simulation is the correct description of
the integral of fast and slow component. By default, the lineshapes from the simu-
lation have an exactly identical integral for all distances for a given ring (as do the
experimental γ-ray spectra after the normalisation using ℵ30◦,140◦ in Section 4.3).
The initial value of this integral in the lineshape simulation is not related to the
experimental value. Therefore, the value of this integral for each ring has to be a
free fit parameter.
This global5 scaling parameter for each ring (N30◦,140◦ , not related to ℵ30◦,140◦)
is part of the set of fit parameters. The unconstrained fit may converge into a χ2-
minimum that does not necessarily match the integral condition at the beginning
of this section. To force the algorithm to prefer solutions describing the integral
content correctly, the lineshape is integrated numerically after each iteration and
renormalised via the global scaling parameters N30◦,140◦ . These are not free, but
strongly constrained fit parameters.
The integral condition can only be fulfilled, if sufficient degrees of freedom
are available. It proved impossible to find a sensible agreement between lineshape
simulation and experimental data set by fitting only through scaling parameters,
D and τ while the rigorous normalisation condition was in place. At this point it
became necessary to include the width parameters σ1,2T,D as free parameters into the
fit.
4.4 Excitation Ratio
Coulomb excitation of the projectile occurs on the target and on the degrader.
The latter one is a disturbing effect that needs to be corrected in the analysis.
The fast component, originating from decays in the target and between target and
5applying to all distances
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66Fe
[mm] Particles ℵ30◦ ℵ140◦
1.49 63749 1. 1.
3.5 105250 1.0952 1.1939
6.0 72625 1.0794 1.125
9.0 79422 1.2305 1.0833
20 97436 1.2456 1.13592
Table 4.3: Normalisation Factors for 66Fe
64Fe
[mm] Particles ℵ30◦ ℵ140◦
0.4 227912 1.150 1.028
1.0 168274 1.023 1.13125
1.8 210642 1.198 1.034
3.0 151459 1. 1.
4.5 211895 1.102 1.077
6.0 179812 1.130 1.110
12 239229 1.232 1.058
Table 4.4: Normalisation Factors for 64Fe
degrader, cannot be affected. The slow component, originating from decays in
and after the degrader will be affected at short and intermediate distances. At long
distances, however, practically all projectile particles that were initially excited in
the target will have emitted γ-rays before hitting the degrader. Therefore, the slow
component in spectra taken at long distances should originate almost completely
from projectile Coulomb excitation on the degrader.
For each nucleus, a longer distance was measured to gain sensitivity for the
ratio between Coulomb excitation on target and degrader, D, as defined in Equa-
tion A.23. The distances are tabulated in Table 4.6, given in µm and in relation to
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Table 4.5: Normalisation Factors for 62Fe
the state’s lifetime. The parameter D is fit simultaneously with the lifetime, τ , to
all distances in both rings of detectors.
The final lineshape is shown unfolded into its target and degrader component
in Figure 4.1. In forward rings (here 30◦), γ-rays emitted from faster particles are
shifted to higher energies (cf. Equation 3.2). Photons emitted between target and
degrader—stemming solely from excitations on the target, solid black line—are
therefore contributing only to the right peaks in Figure 4.1. The left peak is a sum
of excitations on the degrader, solid red line and excitations on the target. At the
shortest distance measured for 66Fe, 3500 µm, target and degrader excitations con-
tribute equally to this slow component on the left side of the spectrum. At 6000 µm
the share of degrader excitations contributing to the slow component is already
way larger. When the separation increases, more and more particles that are ex-
cited on the target decay before reaching the degrader. Finally, at 20000 µm ≈ˆ5τ ,
the fraction of excitations from the target contributing to the slow component in
the spectrum is nearly at zero.
4.5 Solid Angle Coverage
This work considers for the first time the change of solid angle subtended by a
SeGA detector capsule over the flight path of an excited projectile. Based on the
work of Guest [26] the lineshape is corrected for the solid angle by a cylindrical
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Figure 4.1: Lineshape description of γ-spectra of the fast and slow component of
the 2+1 → 0+1 transition in 66Fe taken with detectors under 30◦. The lineshape is
unfolded into excitation on target and degrader for three typical distances. Excita-
tion on target: black solid line. Excitation on degrader: red solid line. The sum is
plotted with an arbitrary offset of a few counts as a blue dashed line.
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A v/cT µm/psT τ [ps] Distance [µm] Distance [τ]
62 0.368(4) 110.324 8.0(10) 4000 4.53
64 0.364(4) 109.124 10.3(10) 12000 10.7
66 0.346(3) 103.728 39.4(40) 20000 4.89
Table 4.6: The long distances measured in order to gain sensitivity to the excitation
ratioD. The distance is given in µm and as the flight time in multiples of the state’s
lifetime τ , cf. Section 5.1.
detector capsule (cf. εΩ in Section A.3). The solid angle is evaluated for every
of the discrete steps defined in Section 4.1. Figure 4.2 illustrates the solid angle
subtended by a single SeGA capsule in forward and backward angles.
4.6 How to Obtain the Final Results
As discussed in the previous sections, the fitting parameters of the lineshape are
apart from the lifetime τ , the target-degrader excitation ratio D (cf. 4.4), the global
scaling parametersN30◦,140◦ (cf. 4.3) and the four width parameters σ30
◦,140◦
T,D .
After an initial simultaneous fit to all rings and all distances6, that brought the
lineshape into the right shape and moved the parameters within the range of the
present numerical errors, the sensitivity of the fit for the lifetime was tested. It was
found, that the region around the peak summits is most susceptible to changes in
the lifetime, whereas the tails of the peaks are—as expected—hardly sensitive at
all. The final χ2 fit of the parameter set was therefore restricted to the peak’s sensi-
tive ranges. These are are given in Table 4.7 and highlighted in Figures 4.3, 4.4, 4.5
as the values given with errorbars. The ultimate fit results are summarised in Ta-
ble 4.7.
6for 64,66Fe, the 140◦ ring for 62Fe suffers from a contamination and was only used as a cross
check
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Emission Position   [cm]
Figure 4.2: Calculated solid angle subtended by a SeGA detector crystal for differ-
ent emission positions. The distances measured in the case of 66Fe are indicated.
66Fe
The fit to 66Fe was performed completely unconstrained, simultaneously to both
rings in all distances. The results are given in Table 4.7 and plotted in Figure 4.3.
A magnificent agreement between the lineshape description and the experimental
data, both to the naked eye and numerically, can be clearly seen.
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Slow[keV] [721,742] [938,973] [1134,1160]
Range30
◦
Fast[keV] [758,780] [999,1028] [1180,1212]
Range140
◦
Fast [keV] [422,436] [537,554] [627,643]
Range140
◦
Slow[keV] [446,454] [575,590] [659,674]
τ[ps] 39.4(40){35} 10.3(10){8} 7.8(10)
D 0.40(5) 0.77(5) 0.49
N30◦ 12.2(20) 3.4(7) 6.4
N140◦ 2.2(2) 4.1 1.8
σ30◦T 6.75(0.37) 9.5(4) 10.7
σ30◦D 6.66(0.88) 9.0(4) 7.1
σ140◦T 4.30(0.44) 5.7(3) 5.8
σ140◦D 2.57(0.37) 5.0(3) 3.5
Table 4.7: Fit parameters. The errors given are the numerical errors from the
χ² minimisation except for the error on τ . This represents the limits set by eye
on τ when all other parameters are kept constant at the numerical optimum. For
comparison the error from the χ² minimisation is given in curly braces.
64Fe
In the case of 64Fe the fit algorithm did not converge. That made it necessary to
divide the overall simultaneous fit into an automated and a manual part. First,
all applying parameters were fit in an unconstrained way to all distances under
30◦. In a second step, the parameters specific to the ring at 140◦ were fit in an
unconstrained way to the corresponding data, while keeping τ and D constant.
In a final step, a variation of τ showed that a global minimum in χ2 exists for
both rings at the τ value of the ring at 30◦. As the crucial parameter, τ , has
been treated in a statistically sufficient way, this fit is—apart from minor technical
constraints—in no way different from the one of τ in 66Fe.
The results are summarised in Table 4.7 and plotted in Figure 4.4.
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62Fe
62Fe suffered from an unidentified contamination in the data taken at 140◦. It
proved impossible to use this ring in the fitting procedure. The applicable param-
eters were fit to the ring at 30◦ and the ring specific parameters for 140◦ were
determined within the limitations of the experimental data. In Figure 4.5, the re-
sults are plotted. For the 140◦ ring, the results obtained with 30◦ were plotted as a
cross check. As before, all parameters are summarised in Table 4.7.
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720 780E[keV]
























































(b) 66Fe, all distances at 140◦
Figure 4.3: 66Fe, all distances. Simultaneous fit.
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(b) 64Fe, all distances at 140◦
Figure 4.4: 64Fe, all distances. Simultaneous fit.
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(b) 62Fe, all distances at 140◦
Figure 4.5: 62Fe, all distances. Simultaneous fit to the data taken at 30◦, results
are also shown in comparison to the data taken at 140◦.
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5.1 Placement of Results
The level lifetime τ is related to the reduced transition probability B(E2) via
1/τ = 1.22 ·109 ·Eγ5 ·B(E2)
where the B(E2) is defined as
B
(








Being a quantitative measure for E2 or electric quadrupole transition strength,
the B(E2) can serve as an indicator of the “collectivity” of a given transition.
Hardly any transition rates were known in the highly interesting N = 40 region
around 68Ni when the experiments presented in this work were undertaken, as
shown in Figure 5.1. Only recently, Ljungvall et al. [33] reported lifetimes of the
2+1 states in
62,64Fe hinting at an increase of collectivity in neutron rich iron nuclei
towards N = 40. This work confirms this trend and the experiments presented
state for the first time that the enhanced collectivity persists at N = 40 for 66Fe.
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Figure 5.1: Experimental results and the nuclear neighbourhood. [1, 4, 9, 18, 22,
28, 29, 32, 33, 34, 40, 42, 45, 48]









66 39.4(40) 332(34) —
64 10.3(10) 344(33) 470+210−110
62 8.0(10) 198(25) 214(26)
Table 5.1: Experimental results compared to the values previously made available
by Ljungvall et al. [33].
As illustrated in Figure 5.1 and Table 5.1, the present results agree very well
within the errors given with the ones cited previously for 62Fe. Ljungvall’s major
point is the increased collectivity at N = 38, here the new data present a significant
improvement in terms of accuracy. The persistence of collectivity at 66Fe, first
reported based on this data set in [42], sheds a new light on the whole area. The
present data set represents state of the art research on a statistically very sound and
robust basis.
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5.2 Interpretation of Results
Figures 5.2 and 5.3 show the experimental situation around N = 40 in terms of 2+1
energy and B(E2) values where available. The first figure summarises the avail-
able energy information, the second one all that is known in terms of transition
strength. The canonical shell closures at N = 28 and N = 50 can be observed as
peaks in the 2+1 energy for all nuclei in the region, more explicitly for the doubly
magic 5628Ni28. Similarly, a drop of transition strengths can be observed towards
N = 28 and N = 50, while the latter one has still to be confirmed at a large neutron
excess.



















Figure 5.2: 2+1 Energies around N = 40 for Cr, Fe, Ni, Zn, Ge, Se, Kr. [1, 4, 9,
18, 22, 28, 29, 32, 34, 40, 42, 45, 48].
Apart from the magic numbers 2, 20, 28, 50, 82, 126, solutions of the three
dimensional harmonic oscillator (2, 8, 20, 40, 70, ...) are still present in the un-
derlying shell structure. The respective gaps are—apart from 2, 8 and 20—way
smaller than the canonical ones, more steps than gaps, nonetheless they exist. The
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harmonic oscillator “gap” at N = 40 and its evolution through the isotopic chains
of the nuclear region is a subject of open debate [31]. Under pseudo doubly magic
conditions1, 6828Ni40, a clear peaking of the 2
+
1 energy is observed, similarly, the
transition strength drops towards N = 40 for the Ni isotopes. None of these ten-
dencies is observed in the neighbouring chains. Energies pass smoothly over the
gap or show a reciprocal behaviour compared to that found in Ni. The rise in col-
lectivity observed for neutron rich Fe, proton rich Kr and mid-shell Se, seems to
contradict a subshell closure at N = 40.
























values around N = 40 for Cr, Fe, Ni, Zn, Ge, Se, Kr.
[1, 4, 9, 18, 22, 28, 29, 32, 34, 40, 42, 45, 48].
1shell-model magic in one species and harmonic oscillator magic in the other
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5.2.1 Valence Proton Symmetry
The Valence Proton Symmetry (VPS) was introduced by Dewald et al. [17]. As
a special case of the Valence Correlation Scheme [11], the VPS is a purely phe-
nomenological approach to describe and predict transition probabilities in collec-
tive nuclei2 at large and small isospin, respectively. The basic idea is to compare
nuclei that have the same number of neutrons and the same number of valence
protons, be it particles or holes. A schematic drawing is shown in Figure 5.4.
For example, this makes (48Cd, 52Te), (46Pd, 54Xe), (44Ru, 56Ba), (42Mo, 58Nd)
VPS partners. In the past, the symmetry has been applied to the region around
Z = 50. Here, a very similar trend was observed for the behaviour of 2+1 energies
of VPS partners, wherever there is an overlap. The partner’s B(E2) values need





p,h indicate respectively the partner with proton holes and proton particles. This
leads to a more than pleasing description for the Pd/Xe pair [17].
Shell Gap
# Neutrons = # Neutrons
# Valence Proton Particles
Shell Gap =
# Valence Proton Holes
Figure 5.4: Both nuclei have the same number of neutrons. The number of valence
proton particles, that is valence proton holes on the left hand side (open circles)
or valence protons on the right hand side (red circles above the shell gap) is the
same.
2where collective may be defined as complying to this description
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Application to Z = 28
A short glance on the energies in Figure 5.2, leaves doubt in the canonical VPS
partners around Z = 28, (26Fe, 30Zn), (24Cr, 32Ge). Obviously, the 2+1 energies do
not align pairwise around 28Ni. But from the same plot, it becomes obvious that
(26Fe, 34Se), (24Cr, 36Kr), (30Zn, 32Ge) align perfectly in their energy trend [28].
This leads to the assumption that a modified Valence proton symmetry with re-
spect to Z ≈ 30 is observed. Indeed, rescaling the partner’s B(E2) values accord-





agreement between the partner’s trends in collectivity, wherever an overlap exists.
The results are plotted in Figure 5.5. It has to be noted that this description is
completely parameter free. Taking that into consideration, the lighter Se isotopes
follow the trend given by 60,62Fe quite well. For heavier iron nuclei, overall scale
and trend are depicted correctly. So far, no transition probabilities for heavy Cr
isotopes are known, no overlap between the scaled Kr and measured Cr data exists.

















Figure 5.5: The modified Valence Proton Symmetry applied to Kr and Se in com-
parison to Cr and Fe [1, 4, 9, 18, 22, 28, 29, 32, 34, 40, 42, 45].
3where L,H indicate respectively the lighter/heavier partner
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Symmetry with respect to Z ≈ 30
The shift of the symmetry by two protons may be understood by studying the
deformed shell structure [27] between Z = 28 and Z = 50 (cf. Figure 5.6 for a
schematic drawing).
Figure 5.6: Schematic of the relevant Nilsson orbits. The vertical axis gives the
level energy, the horizontal axis the deformation, centred around the spherical
shape, both in arbitrary units. A detailed account can be found in the table of
isotopes [19].
The following general observations can be made:
• The 2p3/2 shell lies isolated between 1 f 5/2 and 1 f 7/2. Nuclei occupying states
in the 2p3/2 are expected to be dominated by the shell and are not expected
to show collective behaviour. This is confirmed by the behaviour of the
scaled B(E2) for the supposed (30Zn,32 Ge) pair shown in Figure 5.7, the
agreement is less pleasing than the paragon pairs (26Fe,34 Se), (24Cr,36 Kr).
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Collectivity is the prime prerequisite for the VPS to apply, the isolation of
the 2p3/2 shell makes it less suitable for this kind of phenomenology.
• However, a fully occupied 2p3/2 shell has no influence on deformation what-
soever, deformation driving and inhibiting effects cancel out to a large ex-
tent. This shifts the symmetry axis by two protons, making Fe and Se VPS
partners, as highlighted in Figure 5.6.
The modified Valence Proton Symmetry with respect to Z ≈ 30, first presented
in [42], is a parameter free phenomenological description of the structure around
N = 40 in Fe, Se, Cr and Kr. The scaled selenium values represent a prediction
for the behaviour of even heavier iron nuclei. Analogously are the scaled krypton
values a prediction for the behaviour of heavy chromium nuclei.













Figure 5.7: The modified Valence Proton Symmetry applied to Ge in comparison
to Zn[18, 48].
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5.2.2 Shell Model
The nuclear shell-model delivers excellent descriptions of nuclear structure.
Calculations are based on an inert core and nucleons occupying orbits outside of
this core, the valence nucleons and valence orbits (forming the valence space).
Basically, a Hamiltonian of the form
H = HCore+HValence
is considered. The spherical core has one of the canonical magic numbers 2, 20,
28, 50, 82, 126 [35] for protons and neutrons. The interactions in the valence
space lead to collectivity, deformation and even to shifts in magic numbers [13]
(redefining the core, of course).
To show its full power, the shell-model needs a large valence space and a
realistic effective interaction between the valence nucleons. Increasing the size
of the valence space is a problem of computation time and machine power. With
increasing computing power this problem is reduced. Anticipating the discussion
below, the valence space nowadays available to Lenzi et al. [31] was out of reach
at the time of the calculations from [13]. The shaping and use of state-of-the-art
nucleon-nucleon interactions is a skill on its own. It requires experience and a
high degree of familiarity with the specific computer code in use.
The main feature of the interaction introduced in [31], named LNPS, is to be a
so called hybrid. A hybrid interaction becomes necessary because a main focus of
the work is to use a large valence space. This hybrid combines no less than three
sets of realistic two-body interactions. Each is shaped to cover a subspace of the
desired valence space. Special care was taken to match the effective single-particle
energies to experimental constraints of the target region around N = 40 that were
known before. The interaction was not fit to the present data for 62,64,66Fe.
Previous attempts to describe this region theoretically failed. On Hartree-Fock
[24] and on shell-model basis [13] it was not possible to reproduce the experi-
mentally observed rapid onset of deformation when removing proton pairs from
semi-magic 64Ni. The necessity to include the 1d5/2 orbital into the valence space
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to describe the heavier Fe isotopes properly was first discussed in [13]. As hinted
above, limitations in machine power forced Caurier et al. [13] to truncate the
valence space further when including the high-lying 1d5/2 shell. A semi-magic
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20Ca32 core was used. When choosing a core, double-magicity is a prime crite-
rion. So, the doubly-magic 4820Ca28 core would have been the first choice. It allows
neutron excitations from the 1p3/2 shell into the valence space.
The last years brought great advances in computing power. Nowadays, up to
14 particle-14 hole excitations are possible on a 48Ca core. This encompasses the
full p f shell for protons an the p f gd space (i.e. 0 f 5/2, 1p3/2, 1p1/2, 0g9/2, 1d5/2) for
neutrons. The dimensions of the matrices involved may reach up to 1010.
S. M. Lenzi contributed shell-model calculations for 62,64,66Fe using the LNPS
interaction to [42]. The results are summarised in Table 5.2 and compared to




















66 39.4(40) 575 570 332(34) 421
64 10.3(10) 746 747 344(33) 344
62 8.0(10) 877 835 198(25) 270
Table 5.2: Present experimental results compared to the shell model calculations




values were taken from [34], B(E2)LNPS
are from [42].
The agreement for the level energies of the more collective nuclei 64,66Fe is
tremendous. 62Fe agrees within 5%. The B(E2) for 64Fe is reproduced exactly.
66,62Fe agree within two, respectively three sigma. The rapid change of collectiv-
ity and the large valence space makes shell model calculations in this mass region
extremely difficult. As the present data were neither considered in the fitting pro-
cedure nor in the modelling of the LNPS interaction, this is felt to be a particularly
successful description.
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Figure 5.8: Recent shell model results (SM) compared to the present experimental
data and the modified Valence Proton Symmetry applied to Kr and Se [1, 4, 9, 18,
22, 28, 29, 32, 34, 40, 42, 45].
Comparing shell model results with VPS predictions we find a striking agree-
ment, as shown in Figure 5.8. The calculations for 68Fe coincide exactly with the
VPS prediction for scaled Se nuclei at N = 42. The LNPS value for 60Cr fits per-
fectly into the scaled Kr chain at N = 36. Thus, we find fundamental support for
our phenomenological description from the shell-model calculations.
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5.3 Summary
Lifetimes of the 2+1 states in
62,64,66Fe were measured model independently at
the National Superconducting Cyclotron Laboratory. The previously known value
for 62Fe could be confirmed, for 64Fe the experimental error was significantly
reduced (compared to Ljungvall et al. [33]). The lifetime of the 2+1 state in
66Fe
was measured for the first time in this experiment [42]. This represents state of
the art experiments on the very cutting edge of science.
A dedicated lineshape simulation tool implementing the Doppler shift attenu-
ation effects in target and degrader, the relativistic Lorentz Boost and the solid
angle subtended by the detectors was written. The program can deal with an ar-
bitrary order of discretisation, in the case of this work a total of 36 steps was
sufficient.
On the basis of the new and previously available B(E2) data the development
of collectivity throughout the mass region was discussed. The onset of collectivity
for neutron rich iron isotopes at N = 38 reported by Ljungvall et al. could be
confirmed whilst significantly improving the experimental error. Furthermore, it
could be shown for the first time ([42]), that the collectivity persists at N = 40.
The scarceness of data for nuclei so far from stability inhibits our understand-
ing of nuclear structure in this region. It is difficult to access with computational
approaches. The straight forward modified Valence Proton Symmetry yields a de-
scription of collective nuclei in the region, except for the Zn/Ge pair for the reasons
given. The level of agreement reached between a parameter free phenomenologi-
cal approach and a shell-model calculation is astonishing. The LNPS shell model
calculation is in beautiful agreement with the experimental data presented in this
work, considering that this region of the nuclear chart proved so far particularly
resistant to calculational approaches.
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Appendix A
Lineshape Simulation of Plunger
Data
A.1 General Considerations
We consider four different regimes, where the projectile is:
• in the target (nT,∆T )
• in flight between target and degrader (nF,∆F)
• in the degrader (nD,∆D)
• behind the degrader (afterwards) (nA,∆A).
Each of these is divided in n∗ intervals of length ∆∗ as illustrated in Figure A.1.
Figure A.1: Discretisation of target, degrader and run-out path
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The projectile’s velocity is assumed to be constant over the length of each of
these. The intervals are consecutively numbered starting from zero. (The m-th
element of the “Afterwards” will have the number nT + nF + nD+m− 1). The
first point of the first interval is called s0, the first point of the second interval s1
and so on.
The velocity in interval i is the velocity the projectile has when entering that
interval. Thus, the velocity in the very first interval (i = 0) is the velocity of the
original beam. Velocities1 are given in terms of βi = vi/c. . The lifetime τ must
not be confused with the observed lifetime τlab in the laboratory frame. Their
relation is of course given by τ =
√
1−β 2i τlab. Decays we observe are of the




The basic concept of the simulation is to populate a unit number of nuclei in each
interval of target and degrader and let it subsequently start to decay.
A.2.1 Excitation
A.2.1.1 Excitation in the target
Decay in the target To keep the notation simple we introduce the following





= argTi (τ) = argTi (A.1)
The amplitude originating from decays in the first segment of the target is
given by:
a0 = decays on the line segment sos1
= 1− e−argT0
1Calculation of velocities is discussed in 4.1
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where 1 is the initial population in the segment and e−argT0 is the remainder
of the population after the passage. Their difference is obviously the number of
nuclei that decayed.
Analogously the amplitude originating from decays in the second segment of
the target is given by:
a1 = decays on the segment s1s2
= 1− e−argT1 +
[
1− e−(argT0+argT1)− (1− e−argT0)]




where 1 is the initial population from the segment s1s2 and e−argT1 is the re-
mainder of that population after the passage through that segment.
1− e−(argT0+argT1) (A.2)
is the number of nuclei populated in the segment s0s1 minus the number of nuclei
that are remaining after the passage though s0s2.(
1− e−argT0) (A.3)
gives, as indicated above, the number of nuclei that were populated and decayed
in s0s1. The difference between equation A.2 and equation A.3 is the number of
nuclei that were populated in s0s1 and decayed in s1s2.
Consequently, the amplitude originating from decays in the i-th segment—
where i ∈ [0, nT −1]—of the target is given by:
ai = decays in the segment sisi+1 (A.4)
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To obtain the unit population in the i-th segment, ∑0k=i argTk = 0 must be ful-
filled in the software implementation of the last line. This may be circumvented
by using the penultimate equation.
Decay in flight For each segment of the flightpath we consider decays from
population in each segment of the target individually. This leads to nT ∗ nF ex-
pressions bi, j, where i ∈ [0, nF−1], j ∈ [0, nT −1] and:
bi, j = decays in the segment s(nT+i)s(nT+i+1)
of nuclei that were excited in s js j+1





= argF (τ) = argF (A.7)
The number of decays in the first segment of the flight path originating from
nuclei that were populated in the first segment of the target is:
b0,0 = decays in the segment s(nT )s(nT+1)











i=0 argTi − e−(∑nT−1i=0 argTi)−argF
where the first expression in the second line is the number of nuclei that have
been populated in segment one of the target and have not decayed after the passage
through the first segment of the flight path. The second expression is the number
of nuclei that were populated in the first segment of the target and had not decayed
at the beginning of the first segment of the flight path. The difference between the
two is the number of nuclei that have been populated in the first segment of the
target and decayed in the first segment of the flight path.
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In general terms:
bi, j = decays in the segment s(nT+i)s(nT+i+1)




















Decay in the degrader For each segment of the degrader we consider decays
from population in each segment of the target individually. This leads to nT ∗nD
expressions ci, j, where i ∈ [0, nD−1], j ∈ [0, nT −1].





= argDi (τ) = argDi (A.8)
which will be used with i ∈ [0,nD]
We obtain in general terms:
ci, j = decays in the segment s(nT+nF+i)s(nT+nF+i+1)
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Decay afterwards For each segment after the degrader we consider decays from
population in each segment of the target individually. This leads to nT ∗ nA ex-
pressions di, j, where i ∈ [0, nA−1], j ∈ [0, nT −1].





= argA (τ) = argA (A.9)
We obtain in general terms:
di, j = decays in the segment s(nT+nF+nD+i)s(nT+nF+nD+i+1)



























A.2.1.2 Excitation in the degrader
Decay in the degrader Excitation and subsequent decay of nuclei in the de-
grader is treated in strict analogy to paragraph A.2.1.1. Using equation A.8 the
amplitude originating from decays in the i-th segment of the degrader—where
i ∈ [0, nD−1]—is given by:
fi = decays on the segment s(nT+nF+i)s(nT+nF+i+1)
of states that were excited in the degrader
















k= j argDk − e−∑ik= j argDk
]
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To obtain the unit population in the i-th segment, ∑0k=i argDk = 0 must be ful-
filled in the software implementation of the last line. This may be circumvented
by using the penultimate equation.
Decay afterwards The decay of states excited in the degrader after having passed
the degrader is again treated analogously to the reaction on the target (cf. para-
graph A.2.1.1). Using equation A.9 the amplitude originating from decays in the
i-th segment of the path after the degrader of states populated in the j-th segment—
where i ∈ [0, nA−1] and j ∈ [0, nD−1]—is given by:
hi, j = decays in the segment s(nT+nF+nD+i)s(nT+nF+nD+i+1)





















The length of the flight path is significant in intermediate beam energy exper-
iments. Therefore emission angles cannot be assumed to be constant over the
whole path. As target and degrader are thin compared to their separation it is le-
gitimate to assume that the emission angle is constant over target and degrader,
respectively.
Let the degrader centre be the origin, let z0 be the projection of the detector
position on the beam axis (positive in forward, negative in backward angles), x0
the projection on the horizontal axis and z = nF ∗∆F be the separation between
target and degrader. y0 may be assumed to be zero without loss of generality.
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Target and degrader angles
The angle between target and detector is given by:
cos(θT ) =
















There is no sign ambiguity left here, as z0 has a different sign for forward
and backward angles. The obtained angle is always counted with respect to the
positive z-axis.
Angles on flightpath and afterwards









)− ∆F2 +(nF−1− i) ∆F) ²+ x0² (A.12)
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A.2.3 Energies
Emission in the target





1−βi cos(θT ) (A.14)
Emission in flight







Emission in the degrader






1−β (i+nT ) cos(θD)
(A.16)
Emission afterwards
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A.2.4 Efficiencies
The detection efficiency is depending on:
• Lorentz boost
• Solid Angle, εΩ (z)
• Detector efficiency, εGe (E)
Lorentz boost [30] and solid angle [26] are calculated, the detector efficiency is
fit. In analogy to A.2.3 the Lorentz boost is given below:
Emission in the target
For emission from the i-th segment of the target:
εTi =
1−βi²
(1−βi² cos(θT )) ² (A.18)
Emission in flight







Emission in the degrader
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A.3 Spectra
A.3.1 Individual segments
A.3.1.1 Excitation in the target





























Emission in the degrader
gci, j =




















A.3.1.2 Excitation in the degrader















































































g(E,x,N ,D,σT ,σD) = gTarget+gDegrader (A.24)
g(E,x,N ,D,σT ,σD) is the lineshape function that is fit to the data set for
a given ring, preferably simultaneously to all distances and all rings. N is the
scaling factor and D is the ratio between excitation on degrader and target. This
is especially not the ratio between the yields from these two. Typically, N , D,
σT and σD will be fit parameters. ∆T∆D is the ratio between target and degrader
thicknesses. Remember, that in each interval a unit number of nuclei is populated.
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