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Abstract
For the direct sum of several copies of sln, a family of Lie brackets com-
patible with the initial one is constructed. The structure constants of these
brackets are expressed in terms of θ-functions associated with an elliptic
curve. The structure of Casimir elements for these brackets is investigated.
A generalization of this construction to the case of vector-valued θ-functions
is presented. The brackets define a multi-hamiltonian structure for the ellip-
tic sln-Gaudin model. A different procedure for constructing compatible Lie
brackets based on the argument shift method for quadratic Poisson brackets
is discussed.
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Introduction
Two Lie brackets [·, ·]1 and [·, ·]2 defined on the same finite dimensional vector space V are
said to be compatible if
[·, ·]u = [·, ·]1 + u[·, ·]2 (0.1)
is a Lie bracket for any constant u. As a matter of fact, this notion coincides with the concept
of two compatible linear Poisson structures (see [1]). Indeed, the formula
{xi, xj} = c
k
ijxk, i, j = 1, . . . , N (0.2)
defines a Poisson bracket iff ckij are structural constants of a Lie algebra and the compatibility
of two Poisson brackets of this form is equivalent to the compatibility of the two corresponding
Lie structures.
The Casimir functions of the Poisson bracket {·, ·}u corresponding to (0.1) are polynomials in
u, whose coefficients commute with respect to both Poisson brackets. This way for constructing
completely integrable Hamiltonian dynamical systems of compatible Poisson brackets is called
the Lenard-Magri scheme [1, 2]. Pairs of compatible Lie brackets have been considered in this
context in [3, 4].
However, possible applications of compatible pairs of Lie algebras in the integrability theory
are not exhausted by this construction. For example, it was shown in [5] that the system of
non-linear hyperbolic equations
Ux = [U, V ]1, Vy = [V, U ]2, U, V ∈ V
is integrable for compatible Lie brackets. If the brackets [·, ·]1,2 coincide, this system is just the
principal chiral model.
Compatible Lie brackets also are closely related to decompositions of infinite-dimensional
Lie algebras into a vector direct sum of two subalgebras [6, 7, 8]. Furthermore, it was shown
in [9] that any pair of compatible Lie brackets having a common quadratic Casimir function
produces a (non-constant) solution of the classical Yang-Baxter equation.
The following classification problem arises: to describe all possible brackets [·, ·]2 on a vector
space V, compatible with a given semi-simple bracket [·, ·]1. Since any semi-simple Lie algebra
is rigid, the bracket (0.1) is isomorphic to [·, ·]1 for almost all values of the parameter u. It is
well known that for the semi-simple case the second bracket [·, ·]2 is given by the formula
[X, Y ]2 = [R(X), Y ]1 + [X, R(Y )]1 −R([X, Y ]1),
where R is a linear operator on V.
Some examples of compatible brackets are known (see [4, 5]). Similar to solutions of classical
Yang-Baxter equations ([10]), these examples are (in some sense) rational, trigonometric or
elliptic.
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In this paper, we construct a class of compatible semi-simple Lie brackets related to elliptic
curve. By analogy with other ”elliptic” models in integrability theory, one can expect that a
very wide class of compatible Lie brackets can be obtained by different degenerations of these
basic ”elliptic” pairs and by deformations of degenerate pairs, which are usually not so rigid as
the elliptic models.
The paper is organized as follows. In Section 1 we present a construction of compatible
elliptic ⊕mi=1sln-Lie brackets. The initial date for our construction is a pair of θ-functions of
order m without common zeros on an elliptic curve E . To demonstrate the main idea, let us
consider a slightly different situation of two compatible associative structures.
Let V be the k-dimensional vector space of all polynomials of degree ≤ k−1 in one variable,
let µ1 and µ2 be given polynomials of degree k without common roots. It is clear that any
polynomial Z, where degZ ≤ 2k− 1, can be uniquely represented in the form Z = µ1P + µ2Q,
where P,Q ∈ V. The explicit form of P and Q can be found with the help of the Lagrange
interpolation formula. Let us define two multiplications ◦ and ⋆ on V by the formula
X Y = µ1(X ◦ Y ) + µ2(X ⋆ Y ), X, Y ∈ V.
It can be checked that any linear combination of these two products is associative. We consider
an analog of this construction for Lie algebras replacing polynomials by θ-functions on E with
values in sln.
In Section 2 we investigate properties of the Lie algebra Gu with the bracket (0.1) constructed
in Section 1. Since for generic u the Lie algebra Gu is isomorphic to ⊕
m
i=1sln, we know that the
center of the universal enveloping algebra U(Gu) is generated by m(n− 1) elements of U(Gu).
More precisely, we have m generators of degree p, where p = 2, 3, . . . , n. Usually the elements
of the center are called the Casimir elements.
Since (0.1) is linear in u, the Casimir elements can be chosen to be polynomial in u. It turns
out that for each p there exists one Casimir element Kp,1 of degree p− 2 in u, m− 2 Casimir
elements Kp,2, . . . , Kp,m−1 of degree p − 1 and one element Kp,m of degree p. In particular,
there exists one quadratic Casimir element, which does not depend on u. This element can be
regarded as an invariant bilinear form, common for both brackets [·, ·]1,2.
This picture is in accordance with general results and conjectures by Gelfand and Zakhare-
vich [11] about ”good” bi-Hamiltonian structures that in our case states, in particular, that∑
i,j(2deguKij + 1) should be equal to dimGu = m(n
2 − 1).
In Section 2 we find explicit formulas for of all these Casimir elements Kij.
In Section 3 we generalize the results of Section 1 to the case of vector-valued θ-functions
or, which is the same, to the case of l-dimensional indecomposable holomorphic vector bundles
over the elliptic curve. As the result, we get an (l + 1)-dimensional vector space of pairwise
compatible Lie brackets.
In Section 4 we discuss a different way for constructing compatible linear Poisson brackets
starting with a quadratic Poisson bracket of Sklyanin type. This construction is based on the
3
argument shift method. We conjecture that the family of compatible brackets thus obtained
coincides with the brackets constructed in Section 3.
1 Compatible Lie brackets related to scalar θ-functions
Let Γ ⊂ C be a lattice generated by 1 and τ, where Im τ > 0. Let m ∈ N. We denote by Θm(τ)
the vector space of holomorphic functions φ : C→ C such that
φ(z + 1) = φ(z), φ(z + τ) = (−1)m exp (−2πim z) φ(z).
Elements of this vector space are called θ-functions of order m. Properties of θ-functions are
described, for example, in the Appendix to the review [12]. In particular, the dimension of
Θm(τ) is equal to m. We fix a generator of Θ1(τ) and denote it by θ(z). It is known that any
element f ∈ Θm(τ) has m roots modulo Γ and the sum of these roots is equal to zero modulo Γ.
In particular, θ(z) has only one root modulo Γ at z = 0. If x1, ..., xm are all roots of f ∈ Θm(τ),
then f(z) = c θ(z − x1) · · · θ(z − xm), where c is a constant.
Let us fix relatively prime natural numbers k and n such that 1 ≤ k < n. Let a and b be
n× n-matrices such that
an = bn = 1, ba = exp
(
2πik
n
)
ab. (1.1)
Note that such a pair of matrices (a,b) is a necessary ingredient of several “elliptic” con-
structions related to sln (see [10, 13, 14]). It is clear that the matrices a
α bβ, where α, β =
0, . . . , n − 1, (α, β) 6= (0, 0), form a basis in sln. The commutator relations between these
matrices are given by
[aα1 bβ1, aα2 bβ2] =
[
exp
(
2πikβ1α2
n
)
− exp
(
2πikβ2α1
n
)]
aα1+α2bβ1+β2. (1.2)
We denote by Vm the vector space of holomorphic functions f : C → sln satisfying the
following quasi-periodic conditions:
f(z + 1) = af(z)a−1, f(z + τ) = (−1)m exp (−2πim z) bf(z)b−1. (1.3)
Note that if f1 ∈ Vm1 and f2 ∈ Vm2, then f1f2 ∈ Vm1+m2 . It follows from (1.3) that if
f(z) =
∑
fα,β(z) a
α bβ,
then
fα,β(z + 1) = exp
(
−
2πik β
n
)
fα,β(z),
fα,β(z + τ) = (−1)
m exp
(
−2πimz +
2πik α
n
)
fα,β(z).
(1.4)
4
These identities imply that
fα,β(z) = exp
(
−
2πik β
n
z
)
gα,β
(
z −
kα
mn
−
kβ
mn
τ
)
, (1.5)
where gα,β(z) belongs to Θm(τ).
Lemma 1. Let µ1, µ2 ∈ Θm(τ) be a pair of θ-functions that have no common zeros. Then
any element Z ∈ V2m can be uniquely represented in the form
Z = µ1P + µ2Q, P,Q ∈ Vm.
Proof. Consider a linear mapping L : Vm ⊕Vm → V2m given by the formula
L(P,Q) = µ1P + µ2Q.
We should prove that L is an isomorphism. Since dim(Vm ⊕Vm) = dimV2m = 2m(n
2 − 1), it
suffices to prove that KerL = 0. Substituting
P =
∑
Pα,β(z) a
α bβ, Q =
∑
Qα,β(z) a
α bβ
into L(P,Q) = 0, we find that µ1(z)Pα,β(z) + µ2(z)Qα,β(z) = 0 for all (α, β) 6= 0. Since µ1(z)
and µ2(z) have no common roots, we see that any root of µ1(z) is a root of Qα,β(z). We know
that µ1(z) ∈ Θm(τ) has exactly m zeros modulo Γ and the sum of all these zeros equals 0. It
follows from (1.5) that if Qα,β(z) 6≡ 0, then Qα,β(z) also has exactly m zeros, but their sum is
equal to kα
n
+ kβ
n
τ. Hence Qα,β(z) ≡ 0, which implies that Q ≡ P ≡ 0. 
Using Lemma 1, for any f1, f2 ∈ Vm we define [f1, f2]1 and [f1, f2]2 by the formula
[f1, f2] = µ1[f1, f2]1 + µ2[f1, f2]2. (1.6)
Proposition 1. The bilinear operations [f1, f2]1 and [f1, f2]2 are compatible Lie brackets
on Vm.
Proof. It is clear that the standard bracket [f1, f2] = f1f2 − f2f1 is a Lie bracket on the
vector space ⊕p>0Vp. Lemma 1 shows that [·, ·]1,2 are well-defined brackets on Vm. Substituting
(1.6) into the antisymmetricity condition [f1, f2] + [f2, f1] = 0 for the standard bracket, we get
µ1([f1, f2]1 + [f2, f1]1) + µ2([f1, f2]2 + [f2, f1]2) = 0. It follows from Lemma 1 that [f1, f2]i +
[f2, f1]i = 0 for i = 1, 2. Substituting (1.6) into the Jacobi identity for the standard bracket, we
obtain an identity of the form µ21P +µ1µ2Q+µ
2
2R = 0 for some P,Q,R ∈ Vm. Using the same
argument as in the proof of Lemma 1, one can prove that P ≡ Q ≡ R ≡ 0. It is easy to verify
that the identities P = 0 and R = 0 coincide with the Jacobi identity for the brackets [·, ·]1 and
[·, ·]2, respectively. The identity Q = 0 is equivalent to the compatibility of the brackets [·, ·]1,2.

Let xi(u) be all roots of µ2(z)− u µ1(z):
µ2(z)− u µ1(z) = c(u)θ(z − x1(u)) · · · θ(z − xm(u)).
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If x1(u), . . . , xm(u) are distinct modulo Γ, we say that u is regular. For brevity, we use the
notation xj instead of xj(u).
Now we are going to prove that the linear combination
[f1, f2]u = [f1, f2]1 + u [f1, f2]2 (1.7)
of brackets (1.6) is isomorphic to ⊕mi=1sln for all regular values of u.
Consider the following elements vα,β,γ(u, z) ∈ Vm defined by
vα,β,γ(u, z) = Pα,β,γ(u) gα,β,γ(u, z), (1.8)
where
Pα,β,γ(u) =
µ1(xγ)
θ(xγ − x1) · · · γˆ · · · θ(xγ − xm)θ(−
kα
n
− kβ
n
τ)
(1.9)
and
gα,β,γ(u, z) = exp
(
−
2πik β
n
z
)
θ(z − x1) · · · γˆ · · · θ(z − xm)×
θ
(
z − xγ −
kα
n
−
kβ
n
τ
)
aα bβ
(1.10)
Here the symbol γˆ means that the factor θ(z−xγ) is omitted in the product, α, β = 0, . . . , n−1,
where (α, β) 6= (0, 0) and γ = 1, . . . , m.
Theorem 1. The elements vα,β,γ(u) satisfy the following commutator relations
[vα1,β1,γ1 , vα2,β2,γ2 ]u = 0 (1.11)
for γ1 6= γ2 and (cf. (1.2))
[vα1,β1,γ, vα2,β2,γ ]u =
[
exp
(
2πikβ1α2
n
)
− exp
(
2πikβ2α1
n
)]
vα1+α2,β1+β2,γ. (1.12)
The proof of Theorem 1 is based on the following
Lemma 2. Suppose x1, . . . , xm ∈ C are distinct modulo Γ and x1 + · · · + xm 6=
kα
n
+ kβ
n
τ
modulo Γ for 0 ≤ α, β < n, (α, β) 6= (0, 0). Then for any σ1, . . . , σm ∈ sln there exists a unique
element f ∈ Vm such that f(xδ) = σδ for δ = 1, . . . , m.
Proof of Lemma 2. Consider a linear mapping M : Vm → ⊕
m
i=1sln given by the formula
M(f) = (f(x1), . . . , f(xm)). Since dimVm = dim⊕
m
i=1 sln = m(n
2− 1), it suffices to prove that
KerM = 0. Suppose M(f) = 0, where f =
∑
α,β fα,β(z)a
αbβ . Then fα,β(xδ) = 0 for all α, β, δ.
But it follows from (1.5) that if fα,β 6≡ 0, then the sum of all zeros for fα,β is equal to
kα
n
+ kβ
n
τ.

Proof of Theorem 1. The basic idea is to verify that the identities (1.11), (1.12) hold if
we substitute z = xδ, δ = 1, . . . , m. Then Lemma 2 concludes the proof. It is easy to check
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that
[gα1,β1,γ1 , gα2,β2,γ2] = exp
(
−
2πik(β1 + β2)
n
z
)
θ(z − x1) · · · γˆ1 · · · θ(z − xm)×
θ(z − x1) · · · γˆ2 · · · θ(z − xm)× θ
(
z − xγ1 −
kα1
n
−
kβ1
n
τ
)
×
θ
(
z − xγ2 −
kα2
n
−
kβ2
n
τ
) [
exp
(
2πikβ1α2
n
)
− exp
(
2πikβ2α1
n
)]
aα1+α2bβ1+β2.
(1.13)
Using the formula
[·, ·] = µ1[·, ·]u + (µ2 − uµ1)[·, ·]2, (1.14)
we find that
[gα1,β1,γ1, gα2,β2,γ2 ]u(xδ) = 0
for γ1 6= γ2, which implies (1.11) by Lemma 2. If γ1 = γ2 = γ, then it follows from (1.13),
(1.14) that
[gα1,β1,γ, gα2,β2,γ]u(xδ) = 0
for δ 6= γ. This proves that (1.12) holds for z = xδ, δ 6= γ. A simple straightforward computation
shows that (1.12) also holds for z = xγ . 
Remark 1. It is possible to construct ’trigonometric’ and ’rational’ degenerations of the
elliptic brackets described above. Namely, in the trigonometric case one should replace θ(z) by
1− exp(2πiz), the space Θm(τ) by the space of functions of the form
a0 + a1 exp(2πiz) + . . .+ am exp(2πimz)
such that am = (−1)
ma0, and the space Vm by the space of sl(n)-valued functions of the form
∑
cα,β exp
(
2πi
β
n
z
)
aα bβ, 0 ≤ α ≤ n, 0 ≤ β ≤ mn,
where cα,0 = (−1)
mcα,mn. In this formula we assume that a
n = bn = 1, ba = exp
(
2pii
n
)
ab.
In the rational case θ(z) is replaced by z, the space Θm(τ) by the space of polynomials of the
form
∑m
i=0 cαz
α, cm−1 = 0, and Vm by the space of polynomials
∑m
i=0 gαz
α, gα ∈ sln, gm−1 = 0.
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2 Structure of Casimir elements
2.1 Casimir elements for sln
Let eα, α = 1, . . . , n
2 − 1, be a basis in sln, and let e
α be the dual basis with respect to the
invariant form < X, Y >= tr(XY ). Then the Casimir elements
Cp =
∑
1≤α1,...αp≤n2−1
tr(eα1 · · · eαp) eα1 ◦ · · · ◦ eαp , p = 2, . . . , n,
where ◦ denotes the multiplication in the universal enveloping algebra U(sln), generate the
center of U(sln).
Let us take tα,β = a
α bβ for a basis in sln, where a,b are defined by (1.1), 0 ≤ α, β < n,
and (α, β) 6= (0, 0). Then, up to a common multiplicative constant, the dual basis is given by
tα,β = exp
(
2πikαβ
n
)
t−α,−β.
In this basis the Casimir elements have the form
Cp =
∑
Dp
exp
(
2πik
n
∑
1≤j1≤j2≤p
αj1βj2
)
tα1,β1 ◦ · · · ◦ tαp,βp,
where
Dp = { (α1, . . . , αp, β1, . . . βp) | 0 ≤ αi, βj < n, (αj , βj) 6= (0, 0),
α1 + · · ·+ αp ≡ 0 modn, β1 + · · ·+ βp ≡ 0 modn }.
In particular, the quadratic Casimir element is given by
C2 =
∑
α,β
exp
(
2πikαβ
n
)
tα,β ◦ t−α,−β.
2.2 Polynomial Casimir elements for Gu
In the previous section, we have equipped the vector space Vm with the Lie bracket (1.7). For
generic u the corresponding Lie algebra Gu is isomorphic to ⊕
m
i=1sln .
It was shown that the vector space Vm is isomorphic to ⊕α,βFα,β, where Fα,β is the vector
space of holomorphic functions satisfying (1.4). Denote by Fα1,β1,...,αp,βp the vector space of
holomorphic functions of variables z1, . . . , zp satisfying the conditions
f(z1, . . . , zj + 1, . . . , zp) = exp
(
−
2πik βj
n
)
f(z1, . . . , zp),
f(z1, . . . , zj + τ, . . . , zp) = (−1)
m exp
(
−2πimzj +
2πik αj
n
)
f(z1, . . . , zp).
(2.1)
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Calculating the number of free coefficients in the Fourier decomposition of a function satisfying
(2.1), we find that dimFα1,β1,...,αp,βp = m
p. In particular, dimFα,β = m. Hence the vector space
Fα1,β1,...,αp,βp is spanned by the products f1(z1) · · ·fp(zp), where fi(z) ∈ Fαi,βi. In other words,
Fα1,β1,...,αp,βp is isomorphic to Fα1,β1 ⊗ · · · ⊗ Fαp,βp.
We use functions from Fα1,β1,...,αp,βp to represent elements of the universal enveloping al-
gebra U(Gu). Namely, to the product f1(z1) · · ·fp(zp) ∈ Fα1,β1,...,αp,βp we assign the element
f1(z)tα1,β1 • · · · • fp(z)tαp,βp ∈ U(Gu), where • is the multiplication in U(Gu). Denote the
corresponding linear mapping from ⊕DpFα1,β1,...,αp,βp to U(Gu) by σp.
Suppose u is regular, that is, all roots x1, . . . , xm of the function µ2(z)−uµ1(z) are distinct.
Let vα,β,γ(u, z) = sα,β,γ(u, z) tα,β be the basis of Vm given by (1.8) - (1.10).
By Theorem 1, for each γ the elements of this basis satisfy the same commutator relations
as tα,β. Hence the center of U(Gu) is generated by
Cγ,p =
∑
Dp
exp
(
2πik
n
∑
1≤j1≤j2≤p
αj1βj2
)
σp
(
fα1,β1,...,αp,βp,γ
)
, (2.2)
where fα1,β1,...,αp,βp,γ(z1, . . . , zp) = sα1,β1,γ(u, z1) · · · sαp,βp,γ(u, zp).
Now our goal is to find linear combinations of generators (2.2) that are polynomial in
u. Let Wα1,β1,...,αp,βp ⊂ Fα1,β1,...,αp,βp be the vector subspace spanned by fα1,β1,...,αp,βp,γ , where
γ = 1, . . . , m. The following statement gives us an inner description of this subspace.
Lemma 3. The vector space Wα1,β1,...,αp,βp consists of holomorphic functions f(z1, . . . , zp)
satisfying (2.1) and vanishing on the surfaces {zj1 = xδ1 & zj2 = xδ2} for all j1 6= j2 and δ1 6= δ2.
Proof. It is clear that the functions fα1,β1,...,αp,βp,γ(z1, . . . , zp) enjoy these properties. On the
other hand, since {sα,β,γ(z), γ = 1, . . . , m} is a basis in Fα,β , the products sα1,β1,γ1(z1) · · · sαp,βp,γp(zp),
where γj = 1, . . . , m, j = 1, . . . , p, form a basis in Fα1,β1,...,αp,βp. Suppose a function
f(z1, . . . , zp) =
∑
aγ1,...,γp sα1,β1,γ1(z1) · · · sαp,βp,γp(zp) (2.3)
satisfies the conditions of Lemma 3. We have to prove that aγ1,...,γp = 0 if γj1 6= γj2. To show
this, it suffices to substitute xγj1 and xγj2 for zj1 and zj2 in (2.3) and to take into account
formulas (1.8) - (1.10). 
LetWp ⊂ ⊕DpWα1,β1,...,αp,βp be the vector space spanned by {⊕Dpfα1,β1,...,αp,βp,γ, γ = 1, . . . , m}.
Similarly to the proof of Lemma 3, one can prove the following
Lemma 4. The vector space Wp consists of elements of the form ⊕Dpgα1,β1,...,αp,βp, where
gα1,β1,...,αp,βp(z1, . . . , zp) satisfies the conditions of Lemma 3 and, in addition,
exp
(
2πik
n
xγ(β1 + · · ·+ βp)
)
gα1,β1,...,αp,βp(xγ , . . . , xγ) =
exp
(
2πik
n
xγ(β
′
1 + · · ·+ β
′
p)
)
gα′
1
,β′
1
,...,α′p,β
′
p
(xγ , . . . , xγ)
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for any α1, β1, . . . , αp, βp, α
′
1, β
′
1, . . . , α
′
p, β
′
p and γ = 1, . . . , m.
Using Lemmas 3,4, we construct polynomials in u that span Wp for generic u.
Theorem 2. For arbitrary g(z) ∈ Θm(τ), put
fα1,β1,...,αp,βp(z1, . . . , zp) = exp
[
−
2πik
n
(β1z1 + · · ·+ βpzp)
] ∑
1≤t≤p
g(zt) θ
(
kαt
n
+
kβt
n
τ
)
×
∏
1≤j≤p, j 6=t
θ(zt − zj +
kαj
n
+
kβj
n
τ)
θ(zt − zj)
∏
1≤j≤p, j 6=t
(µ2(zj)− u µ1(zj)).
(2.4)
Then ⊕Dpfα1,β1,...,αp,βp belongs to Wp and, therefore, the formula
∑
Dp
exp
(
2πik
n
∑
1≤j1≤j2≤p
αj1βj2
)
σp
(
fα1,β1,...,αp,βp
)
defines a Casimir element in U(Gu).
Proof. We must prove that fα1,β1,...,αp,βp satisfies the assumptions of Lemmas 3,4. Using
the quasi-periodic properties of the functions µ1(z), µ2(z) ∈ Θm(τ) and θ(z) ∈ Θ1(τ), one can
verify condition (2.1) by a simple computation. To prove that fα1,β1,...,αp,βp is holomorphic,
one can check that the only possible pole at zt = zj is canceled after summation. It is clear
that if we put zj1 = xδ1 and zj2 = xδ2 , where δ1 6= δ2, then all summands in (2.4) vanish.
Thus the assumptions of Lemma 3 hold. The assumption of Lemma 4 can be checked by a
straightforward computation. 
Remark 2. If g(z) ∈ Θm(τ) does not depend on u, then the function (2.4) is polynomial
in u, of degree p− 1.
Remark 3. Since the Casimir function given by (2.4) is linear in g(z), we have constructed
a linear map T : Θm(τ)→ center of U(Gu).
Lemma 5. The kernel of T is generated by the element g(z) = µ2(z)−u µ1(z) and, therefore,
dim Ker T = 1.
Proof. It follows from (2.4) that
T (µ2(z)− u µ1(z)) =
∏
1≤j≤p
(µ2(zj)− u µ1(zj)) exp
[
−
2πik
n
(β1z1 + · · ·+ βpzp)
]
×
∑
1≤t≤p
θ
(
kαt
n
+
kβt
n
τ
) ∏
1≤j≤p, j 6=t
θ(zt − zj +
kαj
n
+
kβj
n
τ)
θ(zt − zj)
.
Consider the function
T (µ2(z)− u µ1(z))∏
1≤j≤p(µ2(zj)− u µ1(zj))
.
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It can be checked that this function is holomorphic and satisfies (2.1) with m = 0. Analyzing
its Fourier decomposition, we see that such a function is identically zero. Hence T (µ2(z) −
u µ1(z)) = 0. Suppose now that T (g(z)) = 0. Substituting a root x of µ2(z) − u µ1(z) for z
in (2.4), we see that g(x) = 0. Since g(z) has exactly m zeros modΓ, the function g(z) is
proportional to µ2(z)− u µ1(z). 
It follows from Lemma 5 that T (µ2) is a polynomial of degree p−2 in u. Therefore, formula
(2.4) yields an (m− 1)-dimensional subspace in the m-dimensional vector space Wp such that
one generator of this subspace is the polynomial T (µ2) of degree p − 2 and m − 2 generators
are polynomials of degree p− 1 in u.
In the following statement we construct a remaining generator of Wp.
Theorem 3. Let
hα1,β1,...,αp,βp(z1, . . . , zp) =
∑
1≤t≤p
At × (µ
′
2(zt)− uµ
′
2(zt))
∏
1≤j≤p, j 6=t
(µ2(zj)− u µ1(zj)) −
B ×
∏
1≤j≤p
(µ2(zj)− u µ1(zj)),
where At is given by
At = exp
[
−
2πik
n
(β1z1 + · · ·+ βpzp)
]
θ
(
kαt
n
+
kβt
n
τ
) ∏
1≤j≤p, j 6=t
θ(zt − zj +
kαj
n
+
kβj
n
τ)
θ(zt − zj)
and B is defined by the formula
B =
m
n
exp
[
−
2πik
n
(β1z1 + · · ·+ βpzp)
]
(B1 +B2) ,
where
B1 =
∑
1≤t≤p, 1≤j≤p, j 6=t
θ
(
kαt
n
+
kβt
n
τ
)
θ′(zt − zj +
kαj
n
+
kβj
n
τ)
θ(zt − zj)
×
∏
1≤l≤p, l 6=j,t
θ(zt − zl +
kαl
n
+ kβl
n
τ)
θ(zt − zl)
B2 =
∑
1≤t≤p
θ′
(
kαt
n
+
kβt
n
τ
) ∏
1≤l≤p, l 6=t
θ(zt − zl +
kαl
n
+ kβl
n
τ)
θ(zt − zl)
.
Then the formula ∑
Dp
exp
(
2πik
n
∑
1≤j1≤j2≤p
αj1βj2
)
σp
(
hα1,β1,...,αp,βp
)
defines a Casimir element in U(Gu).
Proof is similar to the proof of Theorem 2.
Remark 4. It is clear that the Casimir element constructed in Theorem 3 is polynomial in
u, of degree p.
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3 Families of compatible Lie brackets associated with
vector θ-functions
In this section we generalize the construction in Section 1 replacing the usual θ-functions by
vector-valued θ-functions. All proofs are similar to those in Section 1.
Let Γ ⊂ C be a lattice spanned by 1 and τ, where Im τ > 0. Our general construction will
depend on d, l,m ∈ N such that 1 ≤ l < m and m, l are relatively prime. Denote by VΘdm/l
the vector space consisting of holomorphic functions f : Cl+1 → C of variables z, x0, . . . , xl−1,
possessing the following properties:
• f(z, x0, . . . , xl−1) is a homogeneous polynomial of degree d in variables x0, . . . , xl−1,
•
f(z + 1, x0, . . . , xl−1) = f(z,p(x0), . . . ,p(xl−1)),
•
f(z + τ, x0, . . . , xl−1) = exp
[
−2πi
(
m
l
z +
m− l − 1
2l
)
d
]
f(z,q(x0), . . . ,q(xl−1)),
where
p(xα) = exp
(
−2πi
m
l
α
)
xα, q(xα) = xα+1, α ∈ Z/lZ.
Lemma 6.
dimVΘdm/l = m
(l + 1) · · · (l + d− 1)
(d− 1)!
.
It follows from this formula that in the case d = 1, which is of most importance for us,
dimVΘ1m/l = m.
Remark 5. Our space VΘdm/l is a space of holomorphic sections of an indecomposable
vector bundle of degree m and rank l on the elliptic curve. The classification of holomorphic
vector bundles on elliptic curves was obtained in the paper [15].
Let 1 ≤ k < n and let k, n be relatively prime. Denote by Vdm,l the vector space of all
holomorphic functions f : Cl+1 → sln such that
• f(z, x0, . . . , xl−1) is a homogeneous polynomial of degree d in variables x0, . . . , xl−1,
•
f(z + 1, x0, . . . , xl−1) = a f(z,p(x0), . . . ,p(xl−1)) a
−1
•
f(z + τ, x0, . . . , xl−1) = exp
[
−2πi
(
m
l
z +
m− l − 1
2l
)
d
]
b f(z,q(x0), . . . ,q(xl−1))b
−1,
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where a and b satisfy (1.1).
Lemma 7. Suppose µ1, . . . , µl+1 ∈ VΘ
1
m/l have no common zeros for (x0, . . . , xl−1) 6= 0.
Then any element Z ∈ V2m,l can be uniquely represented in the form
Z = µ1P1 + · · ·+ µl+1Pl+1, Pi ∈ V
1
m,l.
It is clear that if f, g ∈ V1m,l, then fg − gf belongs to V
2
m,l. Using Lemma 7, we define
[·, ·]1, . . . , [·, ·]l+1 by the formula
f1f2 − f2f1 = µ1[f1, f2]1 + · · ·+ µl+1[f1, f2]l+1, f1, f2 ∈ V
1
m,l.
Proposition 2. The bilinear operations [·, ·]1, . . . , [·, ·]l+1 are Lie brackets on the m-dimen-
sional vector space V1m,l. All these Lie brackets are pairwise compatible.
It is clear that any linear combination of brackets from Proposition 2 is a Lie bracket. We
call a d-dimensional vector space of pairwise compatible Lie brackets a d-Lie structure.
Remark 6. Suppose that one of the sections µ1, . . . , µl+1 ∈ VΘ
1
m/l, say, µl+1, is nonzero for
each z. In this case the subbundle generated by µl+1 is trivial. Consider the quotient bundle
modulo this subbundle. It has degree m and rank l − 1. It is clear that the l-Lie structure
obtained from this quotient bundle is a substructure of our (l + 1)-Lie structure. Counting of
parameters shows that any generic l-Lie structure is obtained in this way. Therefore, any (l+1)-
Lie structure constructed in this section is embedded into an m-Lie structure corresponding to
l = m− 1.
4 Argument shift method for quadratic Poisson brackets
The standard argument shift method allows one to get a family of constant Poisson brackets
compatible with any linear Poisson bracket (0.2). Namely, if we perform a shift of coordinates
xi 7→ xi + uai, where ai are arbitrary constants, we will have as the result an inhomogeneous
linear bracket of the form {·, ·}u = {·, ·} + u{·, ·}1, where the operation {·, ·}1 is a constant
Poisson bracket depending on the shift vector a = (a1, . . . , aN). Moreover, since the shift vector
a is arbitrary, we have got an N -dimensional vector space of constant Poisson brackets such that
each of these brackets is compatible with (0.2) and any two of them are pairwise compatible.
Consider now the case of a finite-dimensional quadratic Poisson bracket. Suppose we have
a Poisson bracket of the form
{xi, xj} = Γ
p,q
i,j xpxq, i, j = 1, . . . , N (4.1)
The shift xi → xi + uai yields a Poisson bracket of the form {·, ·}u = {·, ·}+ u{·, ·}1+ u
2{·, ·}2.
If the coefficient of u2 is equal to zero, then this formula defines a compatible pair consisting
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of the quadratic bracket (4.1) and a linear Poisson bracket. This means that the shift vector a
is not arbitrary one but satisfies the following overdetermined system of algebraic equations:
Γp,qi,j apaq = 0, i, j = 1, . . . , N. (4.2)
Such a vector is said to be admissible. It is clear that the set of admissible vectors coincides
with the set of zero-dimensional symplectic leaves of the Poisson structure (4.1). Note that
if the set of admissible vectors contains a p-dimensional vector space, then shifting by vectors
from this space we obtain p compatible linear brackets and each of them is compatible with
the quadratic bracket (4.1).
Let us apply this construction to quadratic elliptic Poisson structures (see [12]). For most
of these brackets, the system of equations (4.2) has no non-trivial solutions. Nevertheless, for
some important brackets of Sklyanin type non-trivial admissible vectors exist.
Example. Consider the following quadratic Poisson brackets between variables x0, . . . , x7
(subscripts are taken modulo 8):
{xi, xi+1} = p1xixi+1 + k1xi+2xi+7 − 2k2xi+3xi+6 + p2xi+4xi+5,
{xi, xi+2} = p3(x
2
i+1 − x
2
i+5),
{xi, xi+3} = p1xixi+3 + k1xi+5xi+6 − 2k2xi+1xi+2 + p2xi+4xi+7,
{xi, xi+4} = p4(xi+1xi+3 − xi+5xi+7),
(4.3)
where
p1 = −
1
2
k
1/2
1 k
−1/2
2 (4k
2
2 + k
2
1)
1/2, p2 = k
1/2
2 k
−1/2
1 (4k
2
2 + k
2
1)
1/2,
p3 = k
1/4
2 k
1/4
1 (4k
2
2 + k
2
1)
1/4, p4 = k
−1/4
2 k
−1/4
1 (4k
2
2 + k
2
1)
3/4
k1, k2 are arbitrary parameters. These brackets depend on the only essential parameter k1/k2.
Brackets (4.3) possess the following four Casimir functions
Ci = k2(x
2
i + x
2
i+4) + p3(xi+3xi+5 + xi+1xi+7) + k1xi+2xi+6, i = 0, 1, 2, 3.
The admissible vectors are given by
a± = (t1, 0, t2, 0,±t1, 0,±t2, 0), b± = (0, t1, 0, t2, 0,±t1, 0,±t2),
where t1, t2 are arbitrary parameters. We see that the admissible vectors form four 2-dimensional
vector spaces such that R8 is their direct sum.
Consider the shift of coordinates defined by a+. As the result, we get a linear bracket
{·, ·}a = t1{·, ·}1 + t2{·, ·}2. Hence, we obtain a pair of compatible linear Poisson brackets
{·, ·}1,2. For generic t1, t2, the bracket {·, ·}a is isomorphic to gl2 ⊕ gl2. It is easy to verify
that the bracket {·, ·}a has two linear Casimir functions K1 = x0 + x4 and K2 = x2 + x6.
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After reducting the linear brackets to the surface K1 = K2 = 0, we get a pair of compatible
sl2 ⊕ sl2 brackets. It is important to mention that the initial quadratic bracket (4.3) cannot
be restricted to the surface K1 = K2 = 0 since Ki are not Casimir functions for (4.3). One
can check that the Lenard-Magri scheme applied to the reduced brackets {·, ·}1,2 produces the
so(4) Schottky-Manakov top.
In the paper [12], the Poisson algebra (4.3) is denoted by q8,3(τ). It turns out that the
situation is the same for a wide class of quadratic elliptic Poisson algebras.
Theorem 4. For the quadratic Poisson algebras qmn2,kmn−1(τ) (in the notations of [12]), the
set of admissible vectors is a union of n2 components which are m-dimensional vector spaces.
The space of generators of the algebra is the direct sum of these spaces.
Theorem 4 can be proved using the so-called functional realization of these Poisson algebras
(see [16, 12]). The proof will be given in another publication. The case m = 1 was considered
in details in [19].
It is clear that for any m-dimensional vector space of admissible vectors of the Poisson
algebra qmn2,kmn−1(τ) one obtains after shifting by these vectors, m compatible linear Poisson
structures.
Conjecture 1. Each of the corresponding Lie algebras is isomorphic to ⊕mi=1gln. Moreover,
all these Lie algebras have a common center. After factorization with respect to the center
one obtains m compatible ⊕mi=1sln brackets. These m-Lie structures are isomorphic to the one
constructed in Section 3, where l = m− 1.
Conjecture 2. Each of the (l+1)-Lie structures constructed in Section 3 is a substructure
of this m-Lie structure.
Remark 7. The Lenard-Magri scheme applied to the pair of compatible linear brackets
described in Section 1,2 gives rise to an integrable model with the ⊕mi=1sln Poisson brackets.
Probably this integrable system is nothing but the elliptic Gaudin model [17, 18]. However,
the family of integrals for the ⊕mi=1sl2-Gaudin model considered in [18] contains one parameter
related to the elliptic curve plus m−1 additional constant parameters. In our construction, we
have 2m−2 additional parameters. But if Conjectures 1 and 2 are true, then all these additional
parameters are inessential in the following sense. The complete set of integrals is given by the
Casimir functions of the quadratic brackets. These integrals depend on the elliptic curve only.
Furthermore, there exist linear brackets {·, ·}1, . . . , {·, ·}m that depend on the elliptic curve only
such that any linear combination of these brackets is a Poisson bracket as well. The integrals
commute with respect to the whole family of these brackets. If we choose two generic brackets
m∑
i=1
ci{·, ·}i, and
m∑
i=1
c¯i{·, ·}i
and bring the first one to the canonical form ⊕mi=1sln by a linear transformation, then the
coefficients ci appear as parameters in the integrals and the second bracket becomes dependent
on parameters ci, c¯i.
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Remark 8. One more construction of families of compatible linear Poisson brackets is
known [6]. It would be interesting to understand whether these families coincide with those
described in our paper or not.
Acknowledgments. The paper has been written during the visit of both authors to the
Max Planck Institute (Bonn). The authors are grateful to MPI for hospitality and financial
support. The authors are grateful to G. Falqui, S. Lando and M A Semenov-Tian-Shansky for
useful discussions. The research was partially supported by short visit grant ESF-643, RFBR
grant 05-01-00189, NSh 1716.2003.1 and 2044.2003.2.
16
References
[1] F. Magri, A simple model of the integrable Hamiltonian equation, J. Math. Phys., 19,
1156–1162, 1978.
[2] P. Olver, Applications of Lie groups to differential equations, Springer-Verlag, New-York,
1986.
[3] A.V. Bolsinov, Compatible Poisson brackets on Lie algebras and the completeness of a
family of functions in involution, Izvestiya of AN SSSR. Ser. Math., 55(1), 69–89, 1991.
[4] A.V. Bolsinov and A.V. Borisov, Lax representation and compatible Poisson brackets on
Lie algebras, Math. Notes, 72(1), 11-34, 2002.
[5] I.Z. Golubchik and V.V. Sokolov, Compatible Lie brackets and integrable equations of the
principle chiral model type, Func. Anal. and Appl., 36(3), 172–181, 2002.
[6] A.G. Reyman and M.A. Semenov-Tian-Shansky, Compatible Poisson structures for Lax
equations: an r-matrix approach, Phys. Lett. A , 130(8-9), 456–460, 1988.
[7] T. Skrypnyk, Deformations of loop algebras and classical integrable systems: finite-
dimensional Hamiltonian systems, Rew. Math. Phys, 7, 823–849, 2004.
[8] I.Z. Golubchik and V.V. Sokolov, Factorization of the loop algebra and integrable top-like
systems, Theor. and Math. Phys., 141(1), 3–23, 2004.
[9] I.Z. Golubchik and V.V. Sokolov, Compatible Lie brackets and integrable equations of the
principle chiral model type, Theor. and Math. Phys., 2005 (to appear).
[10] A.A. Belavin and V.G. Drinfeld, On solutions of the classical Yang-Baxter equation for
simple Lie algebras, Func. Anal. and Appl. 16(3), 1-29, 1982.
[11] I.M. Gelfand and I.W. Zakharevich, Webs, Lenard schemes, and the local geometry of
bi-Hamiltonian Toda and Lax structures, Selecta Math. (N.S.), 6, no. 2, 131–183, 2000.
[12] A.V. Odesskii, Elliptic algebras, Russian Math. Surveys, 57(6), 1127–1162, 2002.
[13] A.G. Reyman and M.A. Semenov-Tian-Shansky, Integrable system. Theoretically-group
approach, Izhevsk: R&C Dynamics, 2003, 351 .
[14] A.V. Odesskii, Set-Theoretical Solutions to the Yang–Baxter Relation from Factorization
of Matrix Polynomials and θ-Functions, Moscow Mathematical Journal, 3(1), 97–103, 2003
[15] M.F. Atiyah, Vector bundles over an elliptic curve, Proc. London Math. Soc. (3) 7,
414-452, 1957.
17
[16] B.L. Feigin and A.V. Odesskii, Functional realization of some elliptic Hamiltonian struc-
tures and bozonization of the corresponding quantum algebras, Integrable Structures of
Exactly Solvable Two-Dimensional Models of Quantum Field Theory (S.Pakuliak et al,
eds.), NATO Sci. Ser. II Math. Phys. Chem., Klumer, Dordrecht, 35, 109-122, 2001.
[17] M. Gaudin, Diagonalization d’une classe d’hamiltoniens de spin., J. de Physique, 37,
1087–1098, 1976.
[18] E.K. Sklyanin and T. Takebe, Separation of variables in the elliptic Gaudin model, Comm.
Math. Phys. 204(2), 17–38, 1999.
[19] B. Khesin, A. Levin and M. Olshanetsky, Bihamiltonian structures and quadratic algebras
in hydrodynamics and on non-commutative torus., Comm. Math. Phys., 250, 581-612,
2004.
18
