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Samenvatting 
Kinetische modellering is van het allergrootste belang voor het begrijpen en het ontwikkelen 
van chemische reacties, met inbegrip van de volgende generatie radicalaire polymerisatie 
processen, zoals gecontroleerde radicalaire polymerisatie (CRP) en klikchemie. De 
bruikbaarheid van dergelijke kinetische modellen voor procesoptimalisatie en -innovatie is 
afhankelijk van de nauwkeurigheid van de parameters die het kinetische gedrag van de 
chemische reacties kenmerken: de snelheidscoëfficiënten. Het gebruik van computationele 
chemie om deze parameters te verkrijgen is een aantrekkelijk alternatief voor experimentele 
technieken, want deze zijn vaak duur en tijdrovend en gaan vaak gepaard met het gebruik van 
gevaarlijke chemicaliën en laten afvalproducten na. In het geval van meer complexe 
reactiemechanismen is het vaak zelfs niet mogelijk om een welbepaalde reactiestap geïsoleerd 
te bestuderen via een experimentele techniek. Zogenaamde ab initio technieken vormen dan de 
enige mogelijkheid om informatie te verkrijgen over een welbepaalde elementaire reactiestap.  
In het Laboratorium voor Chemische Technologie (LCT), heeft deze methodiek zijn succes al 
bewezen in, onder andere, de berekening van de snelheidscoëfficiënten in gasfase reacties in 
stoomkraken en pyrolyse, en reacties in heterogene katalyse met zeolieten en edelmetalen. In 
dit werk wordt een volgende stap gezet met de ab initio gebaseerde kinetische modellering 
van vloeistoffase reacties van macromolecules die relevant zijn voor (i) reversibele additie-
fragmentatie keten overdracht (RAFT) polymerisatie, één van de belangrijkste 
gecontroleerde radicalaire polymerisatie processen en (ii) post-polymerisatie modificaties van 
het verkregen RAFT-polymeer in het kader van thiol-een klikchemie, een populaire en 
veelzijdige reactie die vaak gebruikt wordt om macromolecules te koppelen of te 
functionaliseren. Dit leidt tot de synthese van goed gedefinieerde polymeerarchitecturen zoals 
lineaire polymeren, blok-copolymeren, ster polymeren en dendritische polymeren met 
toepassingen in bijvoorbeeld dunne films, hydrogels en oppervlakte modificaties. 
Geavanceerde computationele procedures worden gebruikt om de nodige intrinsieke 
snelheidscoefficienten te verkrijgen en omvatten gasfase berekeningen met de ab initio 
methodes CBS-QB3 of M06-2X, alsook solvent modellen zoals COSMO-RS theorie, teneinde 
het effect van het solvent accuraat te beschrijven. Reacties die plaats vinden in de vloeistof fase 
waarvan de intrinsieke snelheidscoëfficiënten heel hoog zijn, zijn gecontroleerd door de 
onderlinge diffusie van de reactanten naar elkaar. Dit wordt in rekening gebracht via het 
gebruik van 'schijnbare' snelheidscoëfficiënten die berekend worden door gebruik te maken van 
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het gekoppeld-ontmoetingspaar-model, waarbij de diffusie coëfficiënten worden verkregen 
met behulp van moleculaire dynamica. Dit is een veelbelovende aanpak om schijnbare 
snelheid coëfficiënten voor kinetische modellen te bepalen, die tot op heden nog niet eerder 
onderzocht was. 
Hoofdstuk 1 geeft een beknopte introductie van enerzijds de gebruikte theorieën en modellen 
en anderzijds gecontroleerde radicalaire polymerisatie en klikchemie. Op deze manier wordt 
de lezer die niet vertrouwd is met deze onderwerpen een beeld geschetst van de context waarin 
dit werk is uitgevoerd. Voor de geïnteresseerde lezer zijn er veelvuldig referenties aangebracht 
naar meer gedetailleerde naslagwerken bij elk van de onderwerpen. 
In hoofdstuk 2 worden de propagatie snelheidscoëfficiënten berekend voor styreen, methyl 
methacrylaat, methylacrylaat en vinylacetaat, in goede overeenstemming met 
literatuurwaarden gebaseerd op experimentele gegevens verkregen via gepulste laser 
polymerisatie. Er wordt aangetoond dat solventmodellen noodzakelijk zijn voor een correcte 
beschrijving van enthalpische en entropische factoren. Verder is ook de copropagatie van 
vinylacetaat met styreen beschreven. Reactiviteitsverhoudingen worden berekend op basis 
van de snelheidscoëfficiënten van homo- en copropagatie en gebruikt om de instantane 
polymeersamenstelling en de gemiddelde propagatie-snelheidscoëfficiënt als functie van de 
monomeerverhouding te beschrijven. Door vergelijking met experimentele data werd de 
nauwkeurigheid van de quantumchemische procedure geverifieerd. Vervolgens kunnen ook 
elementaire reacties die niet experimenteel toegankelijk zijn onderzocht worden. Dit wordt 
gedaan voor de nevenreacties die optreden bij de polymerisatie van vinylacetaat, zoals 
enerzijds kop-kop propagatie in plaats van de gebruikelijke kop-staart propagatie – wat leidt 
tot een geïnverteerde radicaal structuur – en anderzijds 1,5 intramoleculaire ketentransfer. 
PLP SEC chromatogrammen worden gesimuleerd met een kinetisch Monte Carlo model waarin 
de ab initio berekende snelheidscoëfficiënten geïmplementeerd zijn. Hieruit blijkt dat kop-kop 
propagatie vaak voorkomt, en de verkregen primaire radicaalstructuren kunnen ofwel verder 
propageren in een staart-staart additie, waardoor de reactie slechts beperkt vertraagd wordt, of 
ze kunnen 1,5 intramoleculaire ketentransfer ondergaan, waarbij een gestabiliseerd tertiair 
radicaal gevormd wordt, wat een aanzienlijke vertraging van de polymerisatie veroorzaakt. 
Vervolgens wordt er overgeschakeld naar de beschrijving van gecontroleerde radicalaire 
polymerisatie in hoofdstuk 3. Er wordt een kinetisch model gepresenteerd voor de RAFT-
polymerisatie van styreen met 2-cyano-2-propyl dodecyl trithiocarbonaat als RAFT agens 
en geïnitieerd door azobisisobutyronitrile, waarvan de additie-fragmentatie 
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snelheidscoëfficiënten zijn verkregen met ab initio berekeningen. Conversies zijn bepaald als 
functie van de tijd en de gemiddelde ketenlengte en dispersiteit als functie van de conversie in 
goede overeenkomst met de experimentele gegevens. Een beperkte inhibitie van de 
polymerisatie kan verklaard worden door de nevenreactie van het 2-cyano-2-propyl radicaal 
met het initiële RAFT agens. Verder wordt ook aangetoond dat de controle over de dispersiteit 
niet optimaal is, en een initiële stijging in het begin van de reactie kan verklaard worden doordat 
de additie-fragmentatie van de macro RAFT species niet snel genoeg verloopt, voornamelijk 
doordat de snelheidscoëfficiënten voor additie met het macro RAFT species relatief laag zijn. 
De volgende stap is het functionaliseren van macromolecules met een RAFT-eindgroep, het 
product van de RAFT-polymerisatie besproken in hoofdstuk 3. Om gebruik te kunnen maken 
van thiol-een klikchemie, moet de RAFT-eindgroep eerst omgezet worden in een thiol, wat in 
hoofdstuk 4 aan bod komt. Voor de eerste maal wordt een gedetailleerd reactie netwerk voor 
de aminolyse van een RAFT-eindgroep voorgesteld. De thermodynamische en kinetische 
parameters voor de elementaire stappen worden berekend voor reacties tussen kleine 
modelverbindingen en gebruikt in een kinetisch model. Snelheidsanalyse onthult een dominant 
pad met meerdere intermediaire structuren. Vele van de elementaire reacties omvatten amine 
geassisteerde protonoverdracht, wat betekent dat een amine molecule in het reactiemengsel 
optreedt als een proton "shuttle": het aanvaardt het proton van een proton donerende groep en 
geeft vervolgens een eigen proton aan een andere, proton accepterende groep, ofwel op dezelfde 
molecule, ofwel op een andere. De vorming van een complex intermediair wordt gehinderd 
door diffusie, wat in rekening is gebracht via het gekoppeld-ontmoetingspaar_model. Een 
vergelijkende kinetische analyse van de aminolyse van veelgebruikte RAFT agentia toont 
de volgende volgorde, van snel naar langzaam: alkaandithioaten > dithiobenzoaten > 
trithiocarbonaten ≥ xanthaten >> dithiocarbamaten. Voor xanthaten is de nevenreactie waarbij 
de Z-groep wordt afgesplitst aanzienlijk langzamer dan de hoofdreactie. Kinetische modelering 
bevestigt tevens dat de kleine modelverbindingen gebruikt kunnen worden om representatieve 
kinetische en thermodynamische data voor de macro RAFT species te verkrijgen.  
Vervolgens wordt in hoofdstuk 5 een analoge reactie bestudeerd: met name de aminolyse van 
γ-thiolactonen, omdat deze ook vaak gebruikt worden als thiol precursors in 
polymeertoepassingen. Er worden twee concurrerende reactiepaden beschreven: een 
geconcerteerd en een neutraal stapsgewijs pad. Net zoals bij de aminolyse van RAFT agentia 
is protonenoverdracht in beide paden ook hier cruciaal en bepalend voor de hoogte van de 
reactiebarrière. Deze barrière wordt wederom significant verlaagd door assistentie van een 
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andere amine of, en dit in tegenstelling tot de aminolyse van RAFT agentia, ook door het 
gevormde thiol. Vooral de eerste stap van het neutraal stapsgewijs pad wordt begunstigd door 
deze assistentie bij de protonenoverdracht. Een kinetisch model gebaseerd op de ab initio 
berekende snelheidscoëfficiënten toont aan dat ongeassisteerde proton transfer praktisch niet 
voorkomt en dus kan genegeerd worden bij (quasi-) equimolaire initiële concentraties van 
amine en thiolacton. Onder deze experimentele condities levert niet enkel assistentie van een 
amine maar ook van een thiol een belangrijke bijdrage aan de totale conversie van het 
thiolacton. 
Hoofdstuk 6 bestaat uit een onderzoek van de thiol-Michael additie van ethanethiol aan 
ethylacrylaat, vinylsulfon en maleïmide geïnitieerd door ethyl-, diethyl-, triethylamine en 
triëthylfosfine in tetrahydrofuraan. Dit is de eerste studie die een experimenteel gevalideerd 
mechanisme voorstelt van de thiol-Michael additie gebaseerd op accurate quantumchemische 
berekeningen op model verbindingen en in een solvent relevant voor toepassingen in 
polymeerchemie. Schijnbare snelheidscoëfficiënten worden verkregen met behulp van CBS-
QB3 berekeningen gecorrigeerd voor solvatatie door COSMO-RS. Voor veel protontransfer 
reacties zijn diffusiebeperkingen van toepassing en die worden in rekening gebracht met 
behulp van het gekoppelde ontmoetingspaar model. Gesimuleerde conversies zijn in 
uitstekende overeenkomst met de experimentele gegevens die zijn verkregen met behulp van 
GC en FTIR. In vergelijking met vorige theoretische studies in de literatuur konden een aantal 
nieuwe inzichten in het mechanisme van de thiol-Michael reactie geformuleerd worden 
voornamelijk doordat in dit werk het meer  geavanceerde solventmodel COSMO-RS gebruikt 
wordt. Een analyse van de reactiesnelheden onthult een anionische propagatie cyclus 
bestaande uit de nucleofiele aanval van een thiolaat-anion op het één, gevolgd door de 
snelheidsbepalende diffusiegelimiteerde protonentransfer van het gevormde anionische product 
naar een thiol, daarbij het thiol-Michael product en een nieuwe thiolaat vormend. De nucleofiele 
aanval van het thiolaat is in quasi-evenwicht bij acrylaten en vinyl sulfonen, bij maleïmides is 
er een drijvende kracht naar de rechterkant van de reactie, wat de hoge reactiviteit van 
maleïmides in thiol-een reacties verklaart. Om onderscheid te maken tussen base katalyse en 
nucleofiele initiatie kunnen de netto snelheden niet rechtstreeks vergeleken worden omdat base 
katalyse onmiddellijke in quasi-evenwicht is en nucleofiele initiatie kinetisch gecontroleerd is. 
Wat wel kan vergeleken worden is de concentratie van de intermediaire kationen horende bij 
elk van de mechanismen. Het microkinetische model toont dat bij de thiol-Michael additie van 
ethaanthiol aan ethylacrylaat het gebruik van triethylamine leidt tot basische katalyse en het 
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gebruik van triethylfosfine tot nucleofiele initiatie. In het geval van ethyl- en diethylamine 
vinden beide mechanismen plaats. Verder speelt ook het type van onverzadigde verbinding een 
belangrijke rol: voor de thiol-Michael additie van ethanethiol gekatalyseerd door ethylamine 
reageert maleïmide uitsluitend door een base gekatalyseerd mechanisme terwijl bij 
ethylacrylaat ook nucleofiele initiatie plaats vindt, en bij methyl vinyl sulfon nog meer 
nucleofiele initiate plaats vindt. Hieruit blijkt dat het gevolgde reactiemechanisme afhankelijk 
is van een complexe wisselwerking tussen de chemische structuren van alle reactiepartners, en 
zoals aangetoond in andere studies, ook van het solvent.  
In hoofdstuk 7 wordt een kinetisch model voor de aza-Michael additie van primaire en 
secundaire amines met ethylacrylaat in tetrahydrofuraan voorgesteld. Evenals bij 
aminolysereacties kunnen protontransfer reacties ook hier amine-geassisteerd plaatsvinden. 
Een ab initio gebaseerd microkinetisch model wordt gebruikt om de conversie te simuleren in 
uitstekende overeenkomst met experimentele data. Het dominante mechanisme is 1,2-additie, 
waarbij er eerst een quasi-geëquilibreerd zwitterionisch intermediair gevormd wordt, gevolgd 
door een diffusie-gecontroleerde amine geassisteerde protonenoverdracht tot het product, het 
aza-adduct. Bijdragen van een alternatief pad, een 1,4-additie die bestaat uit de vorming van 
een enolisch intermediar gevolgd door amine geassisteerde keto-enol tautomerisatie blijven 
beperkt. Het gevormde, enkelvoudig gesubstitueerde aza-adduct, is een secundair amine, dat 
op zijn beurt ook kan gaan adderen met ethylacrylaat, en als dusdanig een dubbel 
gesubstitueerde aza-adduct vormen.  
Tenslotte worden in hoofdstuk 8 de belangrijkste conclusies van dit werk gegeven, evenals een 
aantal perspectieven en een vooruitblik op mogelijk toekomstig werk.  
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Summary 
Kinetic modeling is of paramount importance for understanding and developing chemical 
reactions, including the next-generation radical polymerization processes, such as controlled 
radical polymerization and click chemistry. The successful use of such a kinetic model is 
crucially depending on the accuracy of the parameters which characterize the kinetic behavior 
of the different reactions: the rate coefficients. The use of computational chemistry to obtain 
these parameters is an attractive alternative to experimental techniques as the latter often 
involve hazardous or expensive chemicals, time-consuming procedures and leave waste 
products. Sometimes these so-called ab initio techniques even present the only viable option to 
obtain rate coefficients, in particular for complex reaction mechanisms which cannot readily be 
studied via experiments.  
At the Laboratory of Chemical Technology (LCT), this methodology has already proven its 
success in e.g. the calculation of rate coefficients in gas phase reactions involved in steam 
cracking and pyrolysis, and reactions in heterogeneous catalysis with zeolites and noble metals. 
In this work, a next step is made towards the ab initio based kinetic modeling of condensed 
phase reactions of macromolecules relevant for (i) reversible addition-fragmentation chain 
transfer (RAFT) polymerization, an important controlled radical polymerization process and 
(ii) post-polymerization modifications of the obtained RAFT-polymer in the scope of thiol-ene 
click chemistry, a popular and versatile reaction methodology often used for linking 
macromolecules or functionalizing them, opening up access to well-defined polymer 
architectures such as linear polymers, block copolymers, star polymers and dendritic polymers 
with applications in e.g. thin films, hydrogels and surface modifications. 
Advanced computational procedures are used to obtain the intrinsic rate coefficients and 
involve gas phase calculations using CBS-QB3 or M06-2X as well as COSMO-RS theory, in 
order to describe the solvent effect. Reactions in solution phase with very high intrinsic rate 
coefficients can become controlled by the mutual diffusion of the reactants towards each other. 
This is taken into account via apparent rate coefficients using the coupled encounter pair 
model, for which the diffusional coefficients are obtained using molecular dynamics 
simulations. This is a promising approach that has hitherto not been explored as a way of 
obtaining apparent rate coefficients for kinetic modeling. 
Chapter 1 of this PhD provides a brief introduction on the used theories and models on the 
one hand, and on controlled radical polymerization and click chemistry on the other hand. 
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This should give the unfamiliar reader at least a basic idea of the context in which this work is 
performed. For the interested reader, many references are provided for more in-depth 
considerations and specifics of the presented subjects. 
In Chapter 2, propagation rate coefficients are obtained for the radical homopolymerization 
of styrene, methyl methacrylate, methyl acrylate vinyl acetate, in excellent agreement with 
experimental data obtained using pulsed laser polymerization reported in literature. It is 
shown that the use of advanced solvent models is necessary in order to have an accurate 
description of enthalpic and entropic factors. Furthermore, also the copropagation of vinyl 
acetate with styrene has been described, using a terminal and a penultimate model. Reactivity 
ratios are calculated and used to describe the instantaneous polymer composition and the 
average rate coefficient of propagation as a function of the feed ratio. Having validated the 
accuracy of the computational procedure via comparison of the calculated values with 
experimental data, the occurrence of side reactions in the polymerization of vinyl acetate, such 
as head-to-head addition and backbiting, is scrutinized. PLP SEC traces are simulated with a 
kinetic Monte Carlo model using ab initio calculated rate coefficients. This reveals that head-
to-head additions occur frequently, causing the formation of primary tail radicals. These can 
either propagate further in a tail-to-tail addition, in which case retardation of the polymerization 
is only minor, or they can undergo 1,5 intramolecular chain transfer. This leads to the formation 
of stabilized tertiary radicals, causing a significant retardation of the polymerization which 
is a new insight into the polymerization of vinyl acetate. 
Subsequently, controlled radical polymerization is described in Chapter 3. A kinetic model for 
RAFT polymerization of styrene using 2-cyano-2-propyl dodecyl trithiocarbonate (CPDT) 
initiated by azobisisobutyronitrile is presented, of which the addition-fragmentation rate 
coefficients have been determined using ab initio calculations. Conversion have been 
determined as a function of time, and average chain length and dispersity as a function of 
conversion in excellent agreement with experimental data. A slight inhibition of the reaction 
is caused by the side reaction of the fragmented 2-cyano-2-propyl radical with the initial 
RAFT agent. This side reaction has hitherto not been considered as a possible cause of 
inhibition in RAFT polymerization. Furthermore, control over the dispersity is not perfect for 
the styrene – CPDT system, and there is an initial rise early in the reaction because addition-
fragmentation of the maco RAFT agent is not occurring sufficiently fast. 
The next step is the functionalization of the obtained macromolecules with the RAFT-endgroup, 
of which conversion into a thiol is a first necessary step. In Chapter 4, a detailed reaction 
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network for the aminolysis of a RAFT agent is presented for the first time. Thermodynamic 
and kinetic parameters were calculated for small model compounds and used in a microkinetic 
model. Rate analysis in relevant reaction conditions reveals a dominant path involving several 
intermediate structures. Many of the elementary reactions involve proton transfer and are amine 
assisted, meaning that an amine molecule in the reaction mixture acts as a proton shuttle: it 
accepts the proton of the proton donating group and donates one of its own to the proton 
accepting group of the molecule. The formation of a complex intermediate is limited by 
diffusional constraints, which is modeled via the coupled encounter pair model in which the 
diffusion coefficients were calculated using molecular dynamics. Furthermore, a comparative 
kinetic analysis for the aminolysis reaction of commonly used RAFT agents shows the 
following order, from fastest to slowest: alkanedithioates > dithiobenzoates > trithiocarbonates 
≥ xanthates >> dithiocarbamates. For xanthates, the side reaction in which the Z-group is split 
off, is considerably slower than the main reaction. Kinetic modeling also confirmed that the 
small model compounds can be reliably used to represent the macro RAFT species used in 
polymer chemistry.   
Chapter 5 deals with a similar type of reaction; i.e. the aminolysis of γ-thiolactones, as these 
are also often used as thiol precursors in polymeric applications. The first quantitative 
theoretical results are provided for two competing reaction paths, a concerted and a neutral 
stepwise path. Similar as to the aminolysis of RAFT agents, proton transfer in both paths is 
crucial and determines the height of the reaction barrier. This barrier is lowered significantly 
via assistance by another amine or, contrary to the aminolysis of RAFT agents, also by the 
formed thiol. Especially the first step of the neutral stepwise mechanism is favored by this 
assistance and, while hugely unfavorable in the unassisted case, becomes the dominant 
mechanism. A kinetic model is constructed and used to demonstrate that the unassisted 
concerted mechanism only significantly contributes in the case of very low amine 
concentrations and that it can safely be ignored in the practically relevant case of (quasi-) 
equimolar initial concentrations of amine and thiolactone. However, under the latter practical 
conditions, the contribution of thiol assistance to the total thiolactone conversion is significant 
and cannot be ignored.  
Chapter 6 consists of an investigation of the thiol-Michael addition of ethanethiol to ethyl 
acrylate, methyl vinylsulfone and maleimide initiated by ethyl-, diethyl-, triethylamine and 
triethylphosphine in tetrahydrofuran. This is the first study that presents a fully experimentally 
validated mechanism for the thiol-Michael addition based on high-level quantum chemistry 
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calculations on model compounds that are relevant for application in polymer chemistry in a 
frequently used solvent. For these model compounds, apparent rate coefficients are obtained 
using CBS-QB3 calculations and solvation is taken into account using COSMO-RS. For many 
proton-transfer reactions, diffusional limitations are taken into accounted using the coupled 
encounter pair model. Simulated conversions are in excellent agreement with experimental data 
obtained using GC and FTIR. Comparing to previous theoretical studies in literature, some new 
insights in the mechanism of the thiol-Michael reaction were obtained due to the fact that in our 
work, the more advanced solvent model COSMO-RS is used, which accounts for local 
interactions between solute and solvent. Rate analysis reveals an anionic propagation cycle 
consisting of the nucleophilic attack of the thiolate to the ene followed by the rate determining 
diffusion limited proton transfer reaction of the formed anionic product with a thiol towards the 
thiol-Michael product and a new thiolate. The nucleophilic attack of the thiolate is quasi-
equilibrated in case of acrylates and vinyl sulfones, in case of maleimides there is a driving 
force towards the right hand side of the reaction, rationalizing the high reactivity of maleimides. 
Furthermore, in order to differentiate between base catalysis and nucleophilic initiation, one 
cannot simply compare net rates, since the former is in an instantaneous quasi-equilibrium and 
the latter is rate-controlled. Instead, comparison of the concentration of the intermediate cations, 
which can only be accessed by microkinetic modeling, shows that, for the thiol-Michael 
addition of ethanethiol to ethyl acrylate, the use of triethylamine leads to base catalysis as the 
operative mechanism and triethylphosphine to nucleophilic initiation. In case of ethyl- and 
diethylamine both mechanisms take place. Furthermore, also the type of ene plays a significant 
role: for the thiol-Michael addition of ethanethiol catalyzed by ethylamine, maleimide reacts 
exclusively through a base catalyzed mechanism while for ethyl acrylate also nucleophilic 
initiation occurs, for methyl vinylsulfone even more. This shows that the followed reaction 
mechanism depends on a complex interplay between the chemical structures of all reaction 
partners, the reaction conditions and, as presented in other studies, also of the solvent.  
In Chapter 7, a kinetic model of the aza-Michael addition of primary and secondary amines to 
ethyl acrylate in THF is constructed based on a detailed reaction scheme. Similarly as to 
aminolysis reactions, also here amine-assisted reactions are found to take place. Using 
advanced computational methods, accurate rate coefficients for all elementary steps are 
presented and used to simulate conversion profiles in excellent agreement with experimental 
data. The dominant mechanism is determined to be a 1,2-addition, involving the quasi-
equilibrated formation of a zwitterionic intermediate followed by a diffusion controlled amine-
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assisted proton transfer towards the keto-product. Contributions from an alternative path, 
involving a 1,4-addition which consists of the formation of an enolic intermediate followed by 
amine assisted keto-enol tautomerization remains limited. The formed singly substituted aza-
adduct, being a secondary amine, successfully competes for the ene with the primary amine to 
form a doubly substituted aza-adduct. 
Finally, in Chapter 8, the most important conclusions of this work are given, as well as some 
perspectives and an outlook to possible future work. 
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Chapter 1  
Introduction 
This PhD thesis deals with the study of chemical reactions relevant to polymer science using 
computational chemistry. Such investigations invoke the construction of models that accurately 
describe the kinetics: a not-to-be-underestimated accomplishment, and arguably the most 
complete way to gain a full comprehension of a chemical system. In this introductory chapter, 
first, the concepts of theory and model are presented and placed in a brief chronological context, 
as I believe it is important to be aware of the temporality of things, which is arguably more 
applicable to science and chemistry than to any other discipline. Second, a cursory introduction 
to the theories of quantum chemistry and thermodynamics and the use of solvation models is 
given in a way that a reader familiar with the basic principles of mathematics, physics and 
chemistry should be able to comprehend conceptually how they are used. Third, a brief outline 
of the development of the polymerization processes relevant to this work is sketched. Fourth, 
the objective of this thesis is outlined with explicit references to the following chapters. 
1.1 The use of models in science 
The most common misunderstanding about science is that scientists seek and find truth. 
They don’t, they make and test models. Making sense of anything means making models that 
can predict outcomes and accommodate observations. Truth is a model. 
Neil Gershenfeld - American physicist 
1.1.1 Theory and model 
A fundamental characteristic of mankind is its resort to the use of theories and models to explain 
and understand the universe around us. Before going more into detail on the development and 
current interpretation of  how mankind comprehends the world, it is useful to consider the words 
‘model’ and ‘theory’, as they do not have clear cut definitions and their common use and 
meaning is overlapping for the larger part. Merriam-Webster1 defines a theory as ‘a plausible 
or scientifically acceptable general principle or body of principles offered to explain 
phenomena’ and a model as either ‘a description or analogy used to help visualize something 
(as an atom) that cannot be directly observed’ or ‘a system of postulates, data, and inferences 
presented as a mathematical description of an entity or state of affairs’. A theory is regarded 
as ‘plausible or scientifically acceptable’ and ‘general’. The former means that a theory should 
be able to be verified experimentally; while the latter specifies that this should be preferably 
done to an extent as general as possible. As a matter of fact, the quest for ever-more general 
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theories has been a driving force throughout the history of modern science and a ‘Grand Unified 
Theory’ is currently the holy grail.2 Ironically, the more general a theory is, the less applicable 
it seems to become.a This is where models come into play, which deliberately make use of 
simplifying assumptions in order to solve practical questions within a well-defined area. Hence, 
we can view a good model as an application of a theory for a more or less specific case, with 
the intent of providing a prediction, often making use of mathematics to quantify certain 
features.  
1.1.2 The search for fundamental answers 
In early history, models and theories about the universe were largely intertwined with the 
mythology found in many of the traditional polytheistic religions. For example, in ancient 
Greece (ca. 800 – 150 BC) it was believed that the change of the seasons was explained based 
on the myth of the goddess of agriculture Demeter and her daughter Persepone: because 
Persepone had eaten some pomegranate seeds in Hades’ underworld, she had to spend half of 
the year down there causing a great sadness in her mother Demeter, resulting in the cold and 
rainy seasons of the autumn and winter. In the other half of the year, in spring and summer, 
Persepone could be with her mother, making Demeter happy and therefore causing the world 
to bloom.3 
On the other hand, it was also in ancient Greece, and throughout the Classical Antiquity, that 
systematic inquiries into the functioning of the universe took place, a practice known as natural 
philosophy which can be seen as the precursor to the modern natural science.4 Thales of Miletus 
(ca. 624 - 546 BC), who is sometimes called the ‘father of science’5 and generally regarded as 
the first to step away from the then governing mythological worldviews, searched instead 
explanations for the existence of natural things and phenomena via hypotheses based on sensory 
observations, i.e. empiricism. Noteworthy are also Leucippus and his pupil Democritus (ca. 460 
- 370 BC) who introduced the theory of atomism:6 matter consists of very small, indivisible 
portions. The most famous and influential natural philosophers, however, are arguably Plato 
(ca. 428 – 348 BC) and Aristotle (ca. 384 – 322 BC).7 It is interesting to note that the theory of 
atomism was rejected by Aristotle as ‘pure speculations’; the classification of the material world 
was instead explained using the ‘classical elements’ of earth, water, air, fire (and aether), a 
viewpoint which would persist until the Renaissance. 
                                                 
a While the theory of general relativity allows the calculation of motion at any speed, for most applications 
Newtonian mechanics are more than sufficient. 
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Throughout the Middle Ages, the perception of the universe in western civilization was heavily 
determined by Christianity,8,9 at least up until the scientific revolution in the 16th century10 
which culminated in the age of Enlightenment (18th century)11 in the scientific method, 
consisting of the systematic observation, measurement and experiment, and the formulation, 
testing and modification of hypotheses.12 Much more ‘scientific’ theories, some of them taught 
until today, started to appear: the foundations of classical mechanics were laid by Isaac 
Newton’s ‘Philosophiae naturalis principia mathematica’ in 1687,13 Antoine Lavoisier wrote 
with his ‘Traité Élémentaire de Chimie’ in 1789 the first modern chemical textbook,14 James 
Clerk Maxwell formulated the classical theory of electromagnetism in ‘A Dynamical Theory 
of the Electromagnetic Field’ in 1865,15 and Dmitri Mendeleev published the periodic table of 
the elements in 1869.16 In the beginning of the 20th century, developments came into a 
maelstrom and huge scientific steps were made by, among others, Albert Einstein, Max Planck, 
Niels Bohr, Werner Heisenberg and Erwin Schrödinger towards the current fundamental 
theories with which we nowadays comprehend the universe: general relativity17 and quantum 
field theory.18 Even a brief introduction of these two theories would be way outside the scope 
of this work. Suffice it to say that quantum field theory provides the necessary framework for 
the quantum mechanical model of atoms and moleculesb known as quantum chemistry which 
is the basis of this work. This usually implies the necessity of powerful computers in which 
case the term 'computational chemistry' is applicable. Since this contrasts with the synthetic 
chemistry practiced in a laboratory, and the structural and dynamic properties of molecules are 
instead investigated using theory and models (1.1.1), also the term theoretical chemistry is 
often used. 
 
1.2 Theoretical chemistry 
I think I can safely say that nobody understands quantum mechanics. 
Richard Feynman - American physicist 
The results in this thesis are based on the fundamental theories of quantum chemistry as well 
as on statistical thermodynamics. For an extensive explanation of those theories, the reader is 
referred to one of many excellent monographs.20-25 In the next paragraphs, however, a brief 
introduction is provided with the intent of providing the unfamiliar reader the basic notions and 
                                                 
b Although in the strict definition of the word, a molecule is defined as an electrically neutral group,19 in this work 
also polyatomic ions are encompassed in the term. 
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a conceptual insight in order to understand what is meant when an ‘ab initio calculation’ is 
performed. 
1.2.1 Quantum chemistry 
The basis postulate of quantum mechanics is that every system has a wave function, Ψ which 
contains all possible information of the system. Physical observable of the system can be 
obtained via the application of an operator ϑ to this wave function:25 
𝝑𝛹 = 𝑝𝛹 (1.1) 
For the values of Ψ where this equation holds, Ψ is a stationary state or eigenfunction and the 
scalar p is an eigenvalue, representing a certain property of the system, i.e. energy, momentum, 
position, … Note that Ψ in itself is uninterpretable: it does not have any direct physical meaning. 
However, the product with its complex conjugate ΨHΨ represents the probability density. 
When the systems energy E is returned as an eigenvalue, the operator is the so-called 
Hamiltonian, and the resulting equation is known as the Schrödinger equation.26 
𝑯𝛹 = 𝐸𝛹 (1.2) 
It is important to realize that there are many possibilities for 𝛹 for which equation (2) holds. 
However, there is one stationary state of the wave function for which E is minimal: this is the 
ground state. Other wave functions will necessarily lead to a higher energy, which is known as 
the variational principle. 
When we speak of quantum chemistry, the Schrödinger equation is applied to a chemical 
system, consisting of atoms. In this case the Hamiltonian operator H consists of elements for 
the kinetic energy of the electrons (Te) and nuclei (Tn) and the potential energy between nuclei 
and electrons (Vne), electrons and electrons (Vee) and nuclei and nuclei (Vnn), respectively, and 
is defined as: 
𝑯 = 𝑻𝒆 + 𝑻𝑵 + 𝑽𝒏𝒆 + 𝑽𝒆𝒆 + 𝑽𝒏𝒏 (1.3) 
which is mathematically formulated as follows: 
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(1.4) 
where i and j run over the electrons (to N), k and l over the nuclei (to M), ∇2 is the Laplacian 
operator, ħ the reduced Planck’s constant  Planck’s constant h divided by 2π, me the mass of 
the electron, mn the mass of the nucleus, e the elementary charge of the electron, Z the atomic 
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number, rab the distance between a and b in meter and ke is Coulomb’s constant, the inverse of 
4πε0, where ε0 is the permittivity of the vacuum. 
An algebraic solution of this differential equation is only possible for the simplest of chemical 
systems: the one electron hydrogen-like atom,c leading to the well-known atomic orbitals, 
which are the eigenfunctions classified using their so-called quantum numbers, as shown in 
Figure 1-1. The eigenfunction for which E is minimal, the ground state, corresponds to the 1s-
orbital. 
 
Figure 1-1. Illustration of the 1s, 2p and 3d orbital in the hydrogen-like atom, are characterized by their 
quantum numbers (n, l and m).  
For atoms or molecules possessing more electrons, the so-called many-body problem prevents 
an exact solution: there is an interaction between the motion of the individual bodies. 
Fortunately, numerical solutions are possible for these many-body problems: these procedures 
are commonly known as ab initio or first principles methods and are based on two 
approximations. Note that, next to ab initio methods, there are two other common approaches 
to calculate molecular properties: i) in molecular-mechanics, molecules are regarded as a 
collection of atoms connected by bonds with specific (parameterized) force constants for 
bending and stretching and ii) in semi-empirical methods, a simplified Hamiltonian is applied, 
with parameters to fit experimental data.20 Although these methods are usually significantly 
                                                 
c A hydrogen-like atom is an atom consisting of a nucleus and just 1 electron. This can be the hydrogen atom itself, 
but for example also the He+ or Li2+ ion. 
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less calculation-intensive and often deliver good results for specific problems, they stand or fall 
on the parameterization used and hence lack the generality and fundamental rigor of the ab 
initio methods. 
A first approximation made to solve the Schrödinger equation is the Born-Oppenheimer 
approximation,27 which states that the motion of the electrons and the nuclei, the latter being 
approximately 1800 times more heavy than the former, can be uncoupled. This means that the 
second term of the right hand side of equation 1.3, describing the motion of the nuclei, can be 
separated and for a given set of nuclear coordinates, or clamped nuclei, only the electronic wave 
function needs to be solved. This is usually done in atomic units, which implies that the 
fundamental physical constants: electron mass, elementary charge, reduced Planck’s constant 
and Coulombs constant are set to unity by definition, leading to the following equation for the 
electronic Hamiltonian in atomic units: 
𝑯𝒆 = −∑
1
2
𝛁𝒊
𝟐
𝑖
−∑∑
𝑍𝑘
𝒓𝒊𝒌
𝑘
+∑
1
𝒓𝒊𝒋
𝑖<𝑗𝑖
+∑
𝑍𝑘𝑍𝑙
𝒓𝒌𝒍
𝑘<𝑙
 (1.5) 
1.2.1.1 Solving the electronic clamped nuclei Hamiltonian 
The fourth term of the electronic Hamiltonian (equation 1.5) is readily evaluated using 
Coulomb’s law and can thus be seen as a constant, depending on the nuclear coordinates.. The 
remaining terms, however, still constitute a many-body problem. Therefore a second 
approximation, known as Molecular Orbital Theory, is invoked, which states that the 
electronic wave function, corresponding to many electrons, can be approximated as a product 
of one-electron functions: the molecular orbitals (MOs). These MOs are expressed as linear 
combinations of atomic orbitals (LCAO), which in turn are being constructed using basis 
functions which are formed by a linear combination of Gaussians. The collective of basis 
functions is referred to as the basis set (cf. 0). Molecular Orbital Theory can be implemented 
using the Hartree-Fock (HF) or Density Functional Theory (DFT) model.20 Both these 
approaches are used to obtain an electronic energy as a function of the nuclear coordinates, 
leading to a potential energy surface (PES). The minimum of the potential energy surface is 
referred as the minimum energy conformation. Sometimes, multiple local minima can be 
distinguished, the one with the lowest energy is the global minimum. Furthermore, a saddle-
point on the PES is referred to as a transition state. Knowledge of these stationary points is 
usually sufficient to characterize a chemical system. 
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1.2.1.2 Hartree-Fock 
In the Hartree-Fock model, the many-body problem is transformed into a pseudo one-particle 
system by considering the average electron–electron repulsion. Pseudo one-particle solutions 
are often a first step in conceptual understanding of the system and form the basis for more 
refined computational approaches to account for the electron-electron interactions. 
Each electron is described by an orbital and the total wave function is written as a product of 
orbitals. However, electrons are indistinguishable fermions (i.e. particles with a spin of |1/2|), 
meaning that no observable physical property of the system can change by renaming or 
renumbering the electrons. This rule is called the Pauli principle and the manner in which it 
manifests itself mathematically is that the total wave function of an atom or molecule must be 
antisymmetric, i.e. change sign upon interchanging any two electrons. This can conveniently 
be achieved by arranging the orbitals in a so-called Slater determinant.  
The N-electron wave function Ψ is thus approximated by such a Slater determinant Φ of N  
1-electron spin orbitals, φi: these are the product of a spatial orbital ϕ and a spin function α or 
β. For a so-called closed-shell problem, the number of α- and β-orbitals is equal, meaning that 
all electrons are occupying the orbitals pairwise. This case is referred to as restricted Hartree-
Fock (RHF) and the problem is redefined into solving the set of N/2 Hartree-Fock equations for 
the spatial orbitals i:22 
𝑭𝒊𝜙𝑖(𝑟) = 𝜀𝑖𝜙𝑖(𝑟) (1.6) 
Where Fi is the Fock-operator, represented as : 
𝑭𝒊 = −
1
2
𝛁𝟐 +∑
𝑍
𝒓𝒊𝒌
𝒌
+ 𝑽𝒊
𝐻𝐹 
𝑽𝒊
𝐻𝐹 = 𝟐𝑱𝒊 −𝑲𝒊 
(1.7) 
The first term of the right hand side of equation 1.7 corresponds to the kinetic energy of the 
electron, the second to the potential energy between the nuclei and the electron. These two 
terms are one-electron integrals, depending only on the spatial coordinates, and reflect the 
kinetic energy of an electron in orbital i and its attraction to the various nuclei. The third term 
derives from the electron-electron repulsion and relates to the potential energy between the 
electrons: it consists of a Coulomb operator (Ji), representing the classical repulsion between 
two like charges and an exchange operator (Ki), which is a quantum mechanical consequence 
of the wave-like behavior of an electron. The Coulomb and exchange operator are two-electron 
integrals, one integral for each electron of the pair over all space. The Coulomb integrals 
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correspond to the classical Coulomb repulsion between two electron clouds i and j. This term 
is destabilizing and, hence, has a positive sign. The exchange integrals are non-classical terms, 
meaning that they are a direct consequence of the Pauli principle that prevents two electrons of 
the same spin from occupying the same region of space. The exchange integrals can be viewed 
as terms that correct the wave function for the fact that electrons of the same spin do not move 
independently. 
Solving the Hartree-Fock equations involves evaluating the two-electron integrals to calculate 
the repulsion that each electron experiences due to the presence of all the other electrons. 
However, since the other electrons are represented by their respective orbitals, the HF equations 
depend on their own solutions. Therefore, an iterative solution procedure is applied to determine 
the best set of orbitals making use of the variational principle. The molecular orbitals obtained 
in this way are said to be self-consistent with the field generated by all the electrons, hence the 
term self-consistent field (SCF) calculations. When the molecular orbitals are expanded in a 
basis set, the equations can be rewritten as a matrix eigenvalue problem and the HF equations 
in a basis set can then be obtained by repeated diagonalizations of the so-called Fock matrix.  
In the case of an open-shell system, which means that there are 1 or more unpaired electrons, 
the situation becomes slightly more complex, due to the fact that the spin of unpaired electrons 
have an influence on the electrons in the doubly occupied orbitals. These open shell-system can 
be described via either restricted open-shell HF, where pairwise electrons are treated as double 
occupied orbitals and unpaired electrons as single occupied orbitals, or using unrestricted HF, 
where all electrons are treated in separate orbitals. Similar Hartree-Fock equations as for RHF 
are obtained, however, with slightly altered expressions for the Fock operator in the part dealing 
with the interelectronic interaction, i.e. the Coulomb and the exchange operators. Detailed 
expressions can be found in most quantum chemical textbooks.20,21 
In either case, the Fock operator necessarily expresses the interelectronic repulsion as the 
interaction between an electron with the average charge distribution of the other electrons. This 
‘mean field’ approximation causes the neglect of correlation between the motion of the different 
electrons which usually implies serious inaccurateness. Methods that correct for this are known 
as post-Hartree-Fock methods and include Møller-Plesset (MP) perturbation theory28 or 
coupled cluster theory.29,30  
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In MP perturbation theory, a so-called perturbation factor H’ is added to the unperturbed 
Hamiltonian H0 to which the reference wave function Ψ0, typically calculated using Hartree-
Fock, is an exact solution:20 
𝑯 = 𝑯𝟎 + 𝜆𝑯′ (1.8) 
where λ is a dimensionless parameter. The energy and wave function of the system 
corresponding to the Schrödinger equation with the perturbed Hamiltonian (equation 1.8) can 
be written as a Taylor expansion in powers of the parameter λ. 
𝛹 = 𝜆0𝛹0 + 𝜆
1𝛹1 + 𝜆
2𝛹2 + 𝜆
3𝛹3 + 𝜆
4𝛹4 + … (1.9) 
𝐸 = 𝜆0𝐸0 + 𝜆
1𝐸1 + 𝜆
2𝐸2 + 𝜆
3𝐸3 + 𝜆
4𝐸4 + … (1.10) 
The value for the exponent of λ at which this series is truncated is referred to as the order. 
Commonly used are second (MP2) and fourth (MP4) order Møller-Plesset calculations. A 
popular variant of MP4 where triply excited determinants are not considered is known as 
MP4(SDQ). Higher level orders are possible but rarely used because of the computational cost. 
In coupled cluster theory, the wave function is constructed as follows:29 
𝛹𝐶𝐶 = 𝑒
𝑇𝛹0 (1.11) 
where T is the cluster operator that acts on the reference wave function to produce a linear 
combination of excited Slater determinants. In practice, this cluster operator is usually 
approximated to only consider double excitations (CCD), single and double excitations 
(CCSD), or single, double and triple excitations (CCSDT). In the latter approximation, the 
considered triple excitations are commonly estimated non-iteratively using perturbation theory, 
which is known as CCSD(T).22 
Via the use of these higher-order post-HF methods, electron correlation can be increasingly 
taken into account, provided that also the basis set is large enough to allow a properly accurate 
description. This means that, in principle, the calculation of the wave function and the electronic 
energy of the system can systematically be refined. 
1.2.1.3 Density Functional Theory 
Density Functional Theory is based on the two Hohenberg-Kohn theorems31 which state that 
(i) the ground state of a system is uniquely determined by the electron density ρ, which only 
depends on 3 spatial coordinates instead of the 3N coordinates of the electronic wave function 
and (ii) there is a variational principle for the energy with respect to the electron density: the 
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density that minimizes the energy is the ground state density. The mathematical formulation of 
(i) takes the following form: 
𝐸[𝜌] = 𝑇𝑒[𝜌] + 𝑉𝑛𝑒[𝜌] + 𝑉𝑒𝑒[𝜌] (1.12) 
Since ρ is a function itself, the energy E is a function of a function: this is known as a functional. 
Te is the functional delivering the kinetic energy, Vne the potential energy between nuclei and 
electrons and Vee the potential energy between electrons. 
In order to practically compute equation 1.12, the Kohn-Sham method32 is used which makes 
use of a system of fictitious, non-interacting electrons moving in a potential, for which the 
ground state density is the same as for the real system. For such a system, the kinetic energy 
can be calculated, as it can be treated as N independent 1-body systems, and described by the 
operator Ts[ρ]. 
With this in mind, equation 1.12 can be rewritten as follows: 
𝐸[𝜌] = 𝑇𝑆[𝜌] + 𝑉𝑛𝑒[𝜌] + 𝐽[𝜌] + 𝐸𝑥𝑐[𝜌] (1.13) 
where the third term on the right hand side, J[ρ], is the functional resulting in the Coulomb 
interaction between the different electrons and the fourth term, Exc[ρ] is called the exchange-
correlation functional which encompasses the quantum-chemical effects. There is no exact 
expression for this term, it can only be approximated. However, the big advantage for rewriting 
the energy equation in this form is that the first three terms of the right hand side of equation 
1.13 contain the largest contributions. Studies using DFT for the comparison of similar 
chemical systems can thus give very accurate results, due to the (partial) cancellation of the 
error on Exc[ρ].25 
In order to evaluate equation 1.13 the ground state electron density is required, which we can 
obtain using the fictitious Kohn-Sham system that is defined to have the same ground state 
electron density, by using the so-called Kohn-Sham orbitals. 
𝜌(𝑟) =∑|𝜑𝑖
𝐾𝑆(𝑟)|²
𝑁
𝑖
 
(1.14) 
The Kohn-Sham orbitals can be obtained via minimization of the Slater determinant using the 
variational principle from the Hohenberg-Kohn theorem, leading to the Kohn-Sham 
equations:22 
(−
𝟏
𝟐
𝛁𝟐 + 𝑽𝒆𝒇𝒇(𝑟))𝜑𝑖
𝐾𝑆(𝑟) = 𝜀𝑖𝜑𝑖
𝐾𝑆(𝑟) 
(1.15) 
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𝑽𝒆𝒇𝒇(𝑟) = 𝑽𝒏𝒆(𝑟) + ∫
𝜌(𝑟′)
|𝑟 − 𝑟′|
d𝑟′ + 𝑽𝒙𝒄(𝑟) 
 
Where Veff(r) is the operator corresponding to the local potential in which the electrons of the 
fictitious system move and includes (i) the potential between nuclei and electrons, (ii) the 
potential between electrons and electrons and iii) the correlation-exchange potential defined as: 
𝑽𝒙𝒄(𝑟) =
𝜕𝐸𝑥𝑐[𝜌]
𝜕𝜌(𝑟)
 
(1.16) 
Typically, the correlation-exchange functional is split into two terms, one relating to exchange 
and one to correlation. There exists an abundance of approaches in which they are calculated, 
leading to a jungle of different DFT methods, typically abbreviated by the first letters of their 
developers.d The methods can generally be classified into one of three approaches. In the local 
density approximation (LDA), it is assumed that locally the electrons in the system constitute 
a homogeneous, uniform electron gas. When instead there is a gradient present in the electron 
gas, the so-called generalized gradient approximation (GGA) is applicable.22 Most 
commonly however, so-called hybrid functionals33 are used, which make use of HF 
expressions for the exchange energy next to terms calculated in both the LDA and the GGA 
approach. Typically, the used parameters are fitted for a specific property and have a dedicated 
field of application.  
It is often said that HF is an approximate model for the Schrödinger equation which is exactly 
solved, while DFT is an exact model that is approximately solved, due to the uncertainty about 
one of its terms. The approximate nature of this correlation-exchange term implies that DFT 
methods do not have a systematical way to improve their accuracy. However, despite of this, 
they are wildly popular because of the relatively favorable scaling of the computational cost 
with the size of the system, which is of the order of roughly N3. This in sharp contrast with 
some post-HF methods such as higher order coupled cluster calculations, which scale 
asymptotically up to the order of N7. 
1.2.1.4 Basis sets 
As mentioned previously, the basis set is the assembly of mathematical functions from which 
the wave function is constructed.25 Typically, these mathematical functions are a linear 
combination of Gaussian functions. The most simple of these assemblies are arguably the 
contracted basis sets, in which there is only one basis function for each type of atomic orbital. 
                                                 
d A popular DFT method, for example, is B3LYP, which combines the exchange-correlation functional B3, named 
after Becke “with three parameters”, with the correlation functional LYP, named after Lee, Yang and Parr.  
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However, this can give serious limitations in the description of the valence orbitals, since these 
can vary widely in shape depending on the nature of possible bonding partners. Therefore, the 
basis functions of the valence orbitals are often ‘decontracted’, leading to split-valence basis 
sets.  
Split-valence basis sets that are widely used are the ones developed by the group of John Pople, 
e.g. 6-31+G*;34 indicating that an atomic core orbital is represented by one basis function 
constructed out of six primitive Gaussians, and a valence orbital by two basis functions, one 
constructed out of three primitive Gaussians and one constructed out of one. Additionally, the 
* and the + indicate that polarization and diffusion functions, respectively, have been added. 
These auxiliary functions add extra flexibility in the description of the orbitals. 
A complete description of the wave function would require an infinite amount of basis 
functions, this is referred to as the complete basis set limit. So-called complete-basis-set (CBS) 
methods35,36 account for this using an extrapolative scheme. The popular and highly accurate 
CBS-QB337 method attempts to approximate CCSD(T) calculations in the complete-basis-set 
limit via extrapolation using MP4(SDQ) and MP2 calculations at increasingly larger basis sets.e  
1.2.1.5 Solving the harmonic nuclear motion Hamiltonian 
In order to solve the full molecular Schrödinger equation (equation 1.3), the outcome of the 
electronic Hamiltonian, as a function of the nuclear coordinates, can now be used as a potential 
in a Schrödinger equation containing only the nuclei. This is usually only done for the minimum 
energy conformations and the transition states as it is assumed that the location of these 
stationary points remains the same, an assumption which is referred to as classical transition 
state theory.f The problem of nuclear motion can be classified into one of three types: 
translation, involving the motion of the center of mass; rotation, involving the motion around 
the center of mass and vibration, involving the motion of different parts within the system. By 
assuming that (i) no collisions take place, translation can be treated independently from 
vibration and rotation and (ii) vibrations are small enough not to significantly influence the 
mass distribution of the system, external rotations can be treated independently from 
vibrations.38 
                                                 
e Also electron correlation is extrapolated, to the so-called full CI limit, meaning that an infinite amount of Slater 
determinants is used to construct the wave function. 
f In variational transition state theory, the full molecular Schrödinger equation is solved for every nuclear 
configuration. 
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The translational energy is obtained by considering the Schrödinger equation of a particle of 
mass m in a box of sides a, b and c, and takes the following values: 
𝜀𝑡𝑟𝑎𝑛𝑠 =
ℎ2
32𝜋²𝑚
(
𝑛𝑥
2
𝑎²
+
𝑛𝑦
2
𝑏²
+
𝑛𝑧
2
𝑐²
) (1.17) 
where 𝑛𝑥
2,𝑛𝑥
2,𝑛𝑥
2 are the three independent quantum numbers and take integer values from 1 to infinity. 
The rotational energy is obtained by considering the system under the rigid rotor 
approximation, thus assuming the distances between the atoms to stay fixed. The Schrödinger 
equation for a diatomic rigid-rotor leads to the following values for the allowed energies: 
𝜀𝑟𝑜𝑡 =
ħ2
8𝜋²𝐼
𝐽(𝐽 + 1) (1.18) 
Where J is the total angular momentum quantum number, taking integer values from 1 to 
infinity and I is the moment of inertia, which is obtained using classical mechanic. There is a 
degeneracy of (2J+1)² per energy level. In case of an arbitrary polyatomic rigid-rotor, the three 
main moments of inertia are required and approximate solutions are used.g 
The vibrational energy is obtained under the harmonic oscillator approximation, thus the 
vibration between two atoms is governed by Hooke’s law. The Schrödinger equation for a 
diatomic system leads to the following solution: 
𝜀𝑣𝑖𝑏 = 𝜈(𝑖 +
1
2
) (1.19) 
Where i runs over the different vibrational energy levels, starting at zero and ν is the vibrational 
frequency calculated by:  
𝜈 =
1
2𝜋
√
𝑘
𝜇
 (1.20) 
𝜇 =
𝑚1𝑚2
𝑚1 +𝑚2
  
where m1 and m2 are the masses of the two atoms and k is the force constant which is the second 
derivative of the potential energy surface at the equilibrium bond length. The lowest energy 
level, for i=0, is known as the zero-point energy of the harmonic oscillator. 
                                                 
g Analytical solutions can still be found in certain cases, e.g. when two of the moments of inertia are equal and 
larger than the third, i.e. for a so-called prolate (cigar shaped) top. 
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In case of polyatomic systems, the motion of the different vibrations refer to the so-called 
normal modes, in which the motion of several atoms can be coupled. These normal modes are 
independent harmonic oscillators with frequency νj, and the vibrational energy is hence: 
𝜀𝑣𝑖𝑏 = ∑𝜈𝑗(𝑖𝑗 +
1
2
)
𝑛𝑣𝑖𝑏
𝑗=1
 (1.21) 
Where ij runs over the different vibrational levels and nvib is the amount of normal modes, equal 
to 3M-5 or 3M-6, for a linear or non-linear M-polyatomic system, respectively. Note that a 
minimum energy conformation has all its vibrational frequencies larger than 0, while a 
transition state has one imaginary frequency. 
1.2.2 Statistical thermodynamics 
The previous paragraph on quantum chemistry (1.2.1) explained how the energies of single 
molecules can be determined. However, the vast majority of chemical research, such as this 
work, requires models which relate to much larger amounts of molecules.h Such a large 
collection of molecules is called an ensemble. If the total number of molecules N, the volume 
V and the temperature T remain constant, a so-called canonical ensemble is obtained. The 
fundamental function describing such a canonical ensemble is the partition function:38  
𝑄(𝑁, 𝑉, 𝑇) =∑𝑒
−𝐸𝑗(𝑁,𝑉)
𝑘𝐵𝑇
𝑁
𝑗
 (1.22) 
where j runs over all the possible energy states Ej of the system, kB is the Boltzmann constant 
and T the absolute temperature. The partition function is, just as the wave function in quantum 
mechanics, in itself rather incomprehensible, it can however be directly used to calculate the 
probability P that a system is occupying a certain state, according to: 
𝑃 =
1
𝑄
𝑒
−𝐸𝑗
𝑘𝐵𝑇 (1.23) 
So the partition function can be interpreted as a normalization constant for the probability that 
the system will be found in a certain state. 
                                                 
h Much larger indeed, as a typical unit for the quantity of molecules is the mole, relating to 6.022 . 1023 individual 
molecules, a number known as the Avogadro number (NA), an unfathomably large number. 
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1.2.2.1 Construction of the partition function 
By assuming that the molecules in the ensemble do not interact with one another, i.e. the ideal 
gas assumption, the partition function can be rewritten in function of the molecular partition 
functions: 
𝑄(𝑁, 𝑉, 𝑇) =
[𝑞(𝑉, 𝑇)]𝑁
𝑁!
 (1.24) 
where the factor N! can be understood due to the fact that the particles are indistinguishable. 
The molecular partition functions can now be constructed based on their molecular energies: 
𝑞(𝑉, 𝑇) =∑𝑔𝑖𝑒
−𝜀𝑖(𝑉)
𝑘𝐵𝑇
𝑖
 (1.25) 
Where i runs over all energy levels, and gi is the degeneracy; i.e. a different arrangement with 
the same energy. Taking into account the Born-Oppenheimer approximation, the molecular 
energy can be separated into an independent electronic, translational, rotational and vibrational 
part: 
𝑞(𝑉, 𝑇) =∑𝑔𝑖𝑒
−(𝜀𝑒,𝑖+𝜀𝑡𝑟𝑎𝑛𝑠,𝑖(𝑉)+𝜀𝑟𝑜𝑡,𝑖+𝜀𝑣𝑖𝑏,𝑖)
𝑘𝐵𝑇
𝑖
 
=∑𝑔𝑘𝑒
−𝜀𝑒,𝑘
𝑘𝐵𝑇
𝑘
∑𝑔𝑙𝑒
−𝜀𝑡𝑟𝑎𝑛𝑠,𝑙(𝑉)
𝑘𝐵𝑇
𝑙
∑𝑔𝑚𝑒
−𝜀𝑟𝑜𝑡,𝑚
𝑘𝐵𝑇
𝑚
∑𝑔𝑛𝑒
−𝜀𝑣𝑖𝑏,𝑛
𝑘𝐵𝑇
𝑛
 
(1.26) 
= 𝑞𝑒(𝑇)𝑞𝑡𝑟𝑎𝑛𝑠(𝑉, 𝑇)𝑞𝑟𝑜𝑡(𝑇)𝑞𝑣𝑖𝑏(𝑇)  
 
qe(T) is the molecular electronic partition function and, since typically the excited states only 
start to contribute significantly at temperatures over thousands of degrees, this term is easily 
evaluated if the ground state energy εe is known: 
𝑞𝑒(𝑇) = 𝑔𝑘𝑒
−𝜀𝑒
𝑘𝐵𝑇 (1.27) 
The degeneracy of the electronic energy is the spin multiplicity. 
qtrans(T,V) is the molecular translational partition function and is evaluated based on the 
translational energies (equation 1.17). Since the energy levels for a box of macroscopic 
dimensions become very closely spaced, the partition function summation can be replaced by 
an integral, which can be analytically evaluated as follows: 
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𝑞𝑡𝑟𝑎𝑛𝑠(𝑉, 𝑇) = (
2𝜋𝑀𝑘𝐵𝑇
ℎ²
)
3
2
𝑉 (1.28) 
This is the only partition function which is dependent on the reference volume V. In evaluating 
partition functions, one should thus be aware in which volume they are evaluated. This is 
depending on the reference state, also known as standard state, which can theoretically be 
chosen completely arbitrarily. However, conventionally this is either a pressure p of 1 bar for 
reactions evaluated in the gas phase, which equals to a volume of nR/pT by applying the ideal 
gas law, or a concentration of 1 mol L-1, which thus equals a volume of 1 liter (10-3 m3) for 
reactions evaluated in the liquid phase.  
qrot(T) is the molecular rotational partition function and is evaluated based on the rotational 
energies (equation 1.18). Also here the partition function summation can be well approximated 
by an integral for linear molecules: 
𝑞𝑟𝑜𝑡(𝑇) =
8𝜋²𝐼𝑘𝐵𝑇
𝜎ℎ²
 (1.29) 
where σ refers to the rotational symmetry number, equal to the number of ways a molecule can 
be rotated to overlap itself in an indistinguishable way. 
For non-linear, molecules, a generalization of the classical rigid-rotor problem leads to an 
approximate solution:  
𝑞𝑟𝑜𝑡(𝑇) =
√𝜋𝐼𝐴𝐼𝐵𝐼𝐶
𝜎
(
8𝜋²𝑘𝐵𝑇
ℎ²
)
3/2
 (1.30) 
qvib(V) is the molecular vibrational partition function. For a diatomic molecule, this is evaluated 
based on the vibrational energies under the harmonic oscillator approximation (equation 1.19) 
as follows:  
𝑞𝑣𝑖𝑏(𝑇) =∑𝑒
−𝜀𝑣𝑖𝑏,𝑛
𝑘𝐵𝑇
𝑛
=∑𝑒
−ℎ𝜈(𝑛+
1
2)
𝑘𝐵𝑇
𝑛
 
= 𝑒
−ℎ𝜈
2𝑘𝐵𝑇∑𝑒
−ℎ𝜈𝑛
𝑘𝐵𝑇
𝑛
=
𝑒
−ℎ𝜈
2𝑘𝐵𝑇
1 − 𝑒
−ℎ𝜈
𝑘𝐵𝑇
 
(1.31) 
In a similar fashion, the molecular vibrational partition function for a polyatomic molecule is 
constructed based on the vibrational energies given in equation 1.21, recognizing that the 
normal modes are independent from one another, leading to: 
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𝑞𝑣𝑖𝑏(𝑇) =∏
𝑒
−ℎ𝜈
2𝑘𝐵𝑇
1 − 𝑒
−ℎ𝜈𝑛
𝑘𝐵𝑇
𝑛𝑣𝑖𝑏
𝑛=0
 
 
(1.32) 
Where nvib is the amount of vibrational degrees of freedom, and equal to 3M - 5 or 3M - 6 for a 
linear or non-linear molecule, respectively, with M the number of atoms. 
1.2.2.2 Use of the partition functions to compute the thermodynamic properties 
The canonical partition function can be directly used to obtain the observable thermodynamics 
properties of the ensemble, i.e. the internal energy U, the enthalpy H, the entropy S and the 
Gibbs free energy G, according to the following formulas:39 
𝑈 = 𝑘𝐵𝑇² (
𝜕ln 𝑄
𝜕𝑇
)
𝑁,𝑉
 (1.33) 
𝐻 = 𝑈 + 𝑃𝑉 (1.34) 
𝑆 = 𝑘𝐵 ln 𝑄 + 𝑘𝐵𝑇 (
𝜕ln 𝑄
𝜕𝑇
)
𝑁,𝑉
 (1.35) 
𝐺 = 𝐻 − 𝑇𝑆 (1.36) 
Considering an arbitrary reaction from a reactant A to a product C via a transition state B, we 
can follow the Gibbs free energy as a function of the reaction coordinate, as shown in Figure 
1-2. 
 
Figure 1-2. Gibbs free energy as a function of the reaction coordinate for an arbitrary reaction A → C. 
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The difference in Gibbs free energy between the products and the reactants evaluated at 
standard conditions,i is the standard reaction Gibbs free energy ΔrG°, while the difference in 
Gibbs free energy evaluated at standard conditions between the transition state and the reactants 
is the standard Gibbs free energy barrier Δ‡G°. The equilibrium coefficient K and the forward 
and reverse rate coefficients k+ and k- are then evaluated as follows: 
𝐾 =  𝑒
−𝛥𝑟𝐺°
𝑅𝑇  (1.37) 
𝑘+ =
𝑘𝐵𝑇
ℎ
𝑒
−∆‡G° 
𝑅𝑇  (1.38) 
𝑘− =
𝑘+
𝐾
 (1.39) 
The units of K, k+ and k- are shown in Table 1-1 for typically used reactions and standard states. 
Table 1-1. Units of the equilibrium coefficient K and the forward and reverse rate coefficients k+ and k-, 
depending on their reference state and the type of reaction. Note that for equilibrium coefficients using a 
standard state of 1 mol L-1  also Kc is used. 
  reference state = 1 bar reference state = 1 mol L-1 
reaction type K k+ k- K k+ k- 
A ⇌ C   - s-1 s-1  - s-1 s-1 
A+B ⇌ C  bar-1 bar-1 s-1 s-1 L mol-1 L mol-1 s-1 s-1 
A+B ⇌ C+D  - bar-1 s-1 bar-1 s-1 - L mol-1 s-1 L mol-1 s-1 
A ⇌ C+D bar s-1 bar-1 s-1 mol L-1 s-1 L mol-1 s-1 
 
1.2.3 Solvation 
Dealing with molecules in the condensed phase is a challenging task. A quantum chemical 
approach in which each individual solvent molecule is explicitly represented is practically 
impossible due to the high computational cost this would incur. Many other methods, however, 
have been developed to model the influence of solvation on a molecule.  
The conceptually most obvious way is by treating a solute together with a large number of 
solvent molecules using Molecular Dynamics40 or Monte Carlo simulations,41 in which the 
intermolecular interactions are purely governed by force fields. For non-polar molecules, such 
as alkanes, this gives reasonable results. However, for more polar molecules, the approximate 
nature of force fields is not sufficient to model the intermolecular interactions accurately. This 
is partially solved by the Car-Parrinello method42,43 which uses an approximate DFT method 
                                                 
i This means that the partition functions relate to their standard state and does not put a restriction on the 
temperature. Usually though, if no temperature is specified, a temperature of 298.15 K is implied. 
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for the intermolecular reactions. However, this comes at a computational cost, restricting the 
studied system to a relatively small ensemble.44 
Another approach is found in the use of Group Contribution Methods (GCM):45,46 the free 
energy of solvation is composed of the different contributions of the structural atom groups of 
which the solute is composed. However, very large datasets are required for a successful 
application. Moreover, the basic assumption underlying this model, that different functional 
groups have the same interaction properties, independent on the chemical environment, can be 
questioned. For example, steric factors, hydrogen bonding and electronic push-pull effects can 
have a severe influence.44 
1.2.3.1 Dielectric continuum models 
The concept of approximating the solvent as a dielectric continuum model dates back to 1920, 
when Max Born presented a model to determine the solvation free energy for ions.47 In this so-
called Born model, the solvation free energy is approximated as the free energy of polarization, 
Gp, determined as the work done by transferring an ion in vacuum to a cavity in a continuum 
defined by the dielectrical constant ε (see Figure 1-3, left), leading to the following formula (in 
atomic units): 
𝐺𝑝 = −
𝑄²
2𝑅
(1 −
1
𝜀
) 
(1.40) 
where ε is the dielectric constant of the solvent and Q and R are the charge and radius of the 
ion, respectively. 
 
Figure 1-3. Left: Bohr model for an ion. Right: Onsager model for a dipole. 
The concept of having the solute in a dielectric continuum was extended to polarizable dipoles 
by Onsager (see Figure 1-3, right).48 However, dipoles induce a potential Φ in the surrounding 
medium, which on its turn induces a potential in the cavity which interacts with the dipole µ. 
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𝐺𝑝 = −
1
2
Φ𝜇 = −
1
2
(
𝜀 − 1
𝜀 +
1
2
)
𝜇²
𝑅³
 (1.41) 
The Onsager model can be taken into account quantum chemically, where this potential is a 
first-order perturbation of the Hamiltonian. 
𝐻𝑡𝑜𝑡 = 𝐻0 +Φ (1.42) 
An extra level of iteration is thus required in order to solve the Schrödinger equation as also the 
dipole moment μ needs to reach a stationary state. Since the gradient of the electrical potential 
Φ is the electrical field E, also known as the reaction field, this approach is referred to as a self-
consistent-reaction-field (SCRF) calculation.48 More advanced models employing higher 
order multipoles are known as multipole expansion methods.49 
However, the applicability of the Onsager model suffers from the fact that only spherical 
cavities can be used, which led to the development of molecular-shaped cavity SCRF models, 
formed by multiple overlapping spheres with the radii of the constituting atoms. The sharp 
crevices and cusps inherent to such a construction, need to be smoothed out as this would lead 
to mathematical artifacts. Such a smoothing can be performed by creating a so-called solvent-
accessible surface, via a solvent probe which is rolled over the atomic spheres, as described by 
Connolly50 and shown in Figure 1-4 (left). The most widely used approach, however, is the 
GEPOL algorithm,51-53 which makes use of auxiliary spheres which are added in between 
existing spheres until all sharp crevices are removed, as shown in Figure 1-4 (right). 
 
Figure 1-4. Molecular cavity construction in dielectric continuum models. Left: smoothing using the method 
by Connolly via rolling over the surface with a solvent probe. Right: smoothing using the GEPOL algorithm, 
via the use of auxiliary spheres. 
Once a proper cavity has been defined, the polarization free energy is then calculated as the 
interaction between the charge density of the solute and the electrostatic potential:  
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𝐺𝑝 = −
1
2
∫𝜌(𝑟)Φ(𝑟)𝑑𝑟 (1.43) 
In order to obtain the electrostatic potential, the basic equation which relates the potential to the  
charge density, i.e. the Poisson equation, is invoked:j 
∇(ε∇Φ) = −4𝜋𝜌 (1.44) 
Where ρ is the charge density and Φ the potential. The dielectric constant ε is zero within the 
molecular cavity and equal to the dielectric constant of the solvent outside. 
Note that the Born and the Onsager model can be derived from this equation using spherical 
cavities, where the charge density is expressed as a function of the charge and the dipole, 
respectively. There are a number of ways to solve the Poisson equation, the three most 
commonly used are shortly discussed in what follows.  
A first method is known as the Generalized Born (GB) approach,54 in which the Poisson 
equation is approximated in order to be solved analytically, leading to the following expression: 
𝐺𝑝 = −
1
2
(1 −
1
𝜀
)∑𝑄𝑘𝑄𝑙
𝑘,𝑙
𝛾𝑘𝑙 (1.45) 
Where k and l run over the atoms and 𝛾𝑘𝑙 is a parameter with units of reverse length. The charge 
distribution of the solute is thus described based on atom centered partial charges Qk and Ql. 
Popular models employing the GB approach are the SMx (with x a number) models from 
Cramer and Truhlar.55,56 These methods are generally fast and are efficiently used in force-field 
and semi-empirical methods. On the other hand, they are not always very accurate, especially 
for less-common molecular shapes, due to the coarse approximations made. 
A second approach to solve the Poisson equation is by simply creating a three dimensional  grid 
around the solute and solve the Poisson equation numerically in every grid point, using e.g. a 
finite differences or a finite element method.57 However, such an approach suffers from the fact 
that the grid needs to be very fine near the solute as well at stretch far out in space in order to 
avoid artifacts at the cut-off distance.44 
A third, and for this work most relevant, approach is the numerical integration of the Poisson 
equation using a boundary element method. By considering an infinitely spread out continuum, 
the only boundary is the surface of the cavity which is divided into surface elements, known as 
                                                 
j The Poisson equation is valid under conditions of zero ionic strength, otherwise a second term is added to the left 
hand side of the equation and the Poisson-Boltzmann equation is obtained. 
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tesserae. These methods are known as apparent surface charge models, since, instead of 
working out the electrostatic potential distributed throughout space, only the charges on the 
surface are required for having an equivalent representation.  
A first approach is the application of the exact dielectric boundary condition for each surface 
element i: 
4𝜋𝜎𝑖 =
𝜀 − 1
𝜀
[𝐸𝑖𝑋⃗⃗⃗⃗  ⃗ + 𝐸𝑖
𝐶(𝜎)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ] 𝑛𝑖⃗⃗  ⃗ (1.46) 
Where 𝐸𝑖𝑋⃗⃗⃗⃗  ⃗is the electrical field generated by the solute X and 𝐸𝑖
𝐶(𝜎)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   by the polarizable 
continuum, generated as a response on the surface charges (and thus dependent on it). This 
dielectric polarized continuum model (D-PCM) was first implemented by Tomasi and 
coworkers in 1981 and has found ample use.58,59 A computationally more efficient 
implementation makes use of integral equation formalism and is known as IEF-PCM.60 
Alternatively, another boundary condition can be applied, assuming that the continuum is 
conductive and that there is no potential present in the medium. Expressed for the different 
surface elements this leads to:57 
𝑓(𝜀)Φ𝑖
𝑋 +Φ𝑖
𝐶 = 0 
𝑓(𝜀) =
𝜀 − 1
𝜀 + 0.5
 
(1.47) 
Where ΦX is the potential generated by the charge distribution of the solute X and ΦC by the 
polarizable continuum. The dielectric scaling factor f(ε) is used to take into account that the 
solvent is not an ideal conductor. This approach is known as the conductive polarizable 
continuum (C-PCM) model61 or, in its original formulation by Klamt, the conductor-like 
screening model (COSMO).62 
1.2.3.2 COSMO-RS 
Instead of using the interaction of the solute with a continuum, the conductor-like screening 
model for real solvent (COSMO-RS) attempts to calculate the effects of solvation using the 
interaction of the molecular surface charges of solute and solvent via statistical 
thermodynamics.44,63,64 COSMO calculations are used to obtain the so-called screening charge 
density σ over the surface of the solute and solvent molecules. The obtained ‘ideally screened’ 
molecules are then brought together in a closely packed environment, representing the liquid 
state. Since the molecular surfaces are now being in close contact with one another there will 
be an electrostatic interaction, which in COSMO-RS theory is defined as the misfit energy: 
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𝐸𝑀𝐹(𝜎, 𝜎
′) = 𝛼𝑒𝑓𝑓
𝛼′
2
(𝜎 + 𝜎′)² (1.48) 
where αeff is the effective contact area between the two surface elements with screening charge 
densities σ and σ’ and α’ is an adjustable parameter. So in case σ equals -σ’, the misfit energy 
vanishes. 
Furthermore, COSMO-RS takes hydrogen bonding into account according to: 
𝐸𝐻𝐵(𝜎, 𝜎
′) = 𝛼𝑒𝑓𝑓𝑐𝐻𝐵min(0;min(0; 𝜎𝑑𝑜𝑛𝑜𝑟 + 𝜎𝐻𝐵)max(0; 𝜎𝑎𝑐𝑐𝑒𝑝𝑡𝑜𝑟 − 𝜎𝐻𝐵)) (1.49) 
where cHB and σHB are adjustable parameters. 
And van der Waals interaction according to: 
𝐸𝑣𝑑𝑊(𝜎, 𝜎
′) = 𝛼𝑒𝑓𝑓(𝜏𝑣𝑑𝑊 + 𝜏′𝑣𝑑𝑊) (1.50) 
Where τvdW and τ’vdW are element specific parameters. 
Since all the molecular interactions consist of local pair wise interactions, statistical averaging 
can be done for the ensemble of interaction surface pieces. This is done via the probability 
distribution functions of σ for solute and solvent species: the σ-profile. This is illustrated in 
Figure 1-5 for styrene.  
 
Figure 1-5. Left: screening charge density σ on the surface of a styrene molecule. Right: probability 
distribution function of the screening charge density of styrene: the σ-profile. 
In case the solvent consists of multiple components, the σ-profile of the solvent is simply the 
sum of the σ-profiles of the components weighted with their mole fraction. 
A rather advanced statistical thermodynamic treatment, of which the details can be found in the 
reference work by Klamt,44 leads to a formula for the σ-potential of the solute X, which is a 
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measure for the affinity of X towards a surface of the solvent characterized by its screening 
charge density:  
𝜇𝑋(𝜎) = −
𝑅𝑇
𝛼𝑒𝑓𝑓
ln [∫𝑝𝑋( 𝜎′)exp (
𝛼𝑒𝑓𝑓
𝑅𝑇
(𝜇𝑋(𝜎
′) − 𝑒(𝜎, 𝜎′)))𝑑𝜎′] (1.51) 
𝑒(𝜎, 𝜎′) =
𝐸𝑀𝐹(𝜎, 𝜎
′) + 𝐸𝐻𝐵(𝜎, 𝜎
′) + 𝐸𝑣𝑑𝑊(𝜎, 𝜎
′)
𝛼𝑒𝑓𝑓
 
 
Note the formal analogy with a canonical partition function inside the square brackets of 
equation 1.51. Furthermore, this equation is an implicit equation and needs to be solved 
iteratively. The chemical potential of the solute can then be obtained via integration of 
equation 1.51 over the screening charge densities in the solvent S: 
𝜇𝑋
𝑆 = 𝜇𝑋
𝑆,0 +∫𝑝𝑋(𝜎)𝜇𝑋(𝜎)𝑑𝜎 (1.52) 
where 𝜇𝑋
𝑆,0
is a combinatorial contribution, depending on the area and volume of the compounds  
An expression for the Gibbs free energy of solvation of the solute X is then obtained simply 
via taking the difference between the chemical potential in the gas and in the condensed phase: 
𝛥𝑠𝑜𝑙𝑣𝐺°𝑋 = 𝜇𝑋
𝑆 − 𝜇𝑋
𝐺 
 
(1.53) 
where 𝜇𝑋
𝐺 is the chemical potential in the gas phase and which is defined by COSMO-RS as 
follows:  
𝜇𝑋
𝐼𝐺 = 𝐸𝑋
𝑔𝑎𝑠 − 𝐸𝑋
𝐶𝑂𝑆𝑀𝑂 + 𝜔𝑟𝑖𝑛𝑔𝑛𝑟𝑖𝑛𝑔,𝑋 + 𝜂𝑔𝑎𝑠 
 
(1.54) 
𝐸𝑋
𝑔𝑎𝑠
 and 𝐸𝑋
𝐶𝑂𝑆𝑀𝑂are the quantum chemical energies of the solute X in the gas phase and using 
the COSMO approach, respectively. The third term on the right hand side of the equation is a 
correction term for ring-shaped molecules, nring is the amount of ring atoms and ωring is an 
adjustable parameter. The last term ηgas provides the link between the reference states of the 
free energies in the gas phase and in the liquid phase. In this work, Gaussian calculations are 
performed using the reference state of 1 atm. Since the goal is to obtain parameters for reactions 
performed in the liquid state, Gibbs free energies should be referred to a standard state of 1 mol 
L-1 (Table 1-1). In this case, the term ηgas is equal to RT ln (R’T), where the universal gas 
constant R is equal to 8.314 J mol-1 K-1  and R’ to 0.08206 L mol-1 atm-1. 
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1.3 Advanced polymerization techniques 
I just want to say one word to you - just one word ...“plastics!” ...  
There's a great future in plastics. 
Buck Henry - American actor, writer and director 
1.3.1 Radical polymerization 
It is hard to imagine our contemporary society without polymers, as they are the constituting 
materials of many plastics found in every aspect of modern life, ranging from toilet seats over 
cell phones to artificial implants. Arguably, one of the earliest descriptions of a polymer goes 
back to 1839,65 where Simon66 described the polymerization of styrene, which, at the time, he 
termed styroloxid. Little was understood of the obtained product, let alone the underlying 
process, and it was only in 1922 when Staudinger published his paper ‘Uber Polymerisation’67 
that the concept of a polymer, or macromolecule was introduced: a long chain consisting of 
repeating monomeric units. The first industrial manufacturing of a polymer can be allocated to 
the Belgo-American scientist Leo Baekeland, with the synthesis of Bakelite in 1907.68 The 
original incentive towards polymer research was to more easily and cheaply procure materials 
which could replace natural resources such as wood, stone, natural fibers, etc. We have come a 
long way since then in our understanding of how polymerization processes work, and 
nowadays, the enormous potential of synthetic polymers to be tailor-made for a wide range of 
applications is commonly recognized.69 
Among the most prominent polymerization techniques is free radical polymerization 
(FRP),70,71 of which the general mechanism is shown in Figure 1-6.  
 
Figure 1-6. Simplified schematic representation of a free radical polymerization. I2 = initiator, 
M = monomer, Pi = macroradical with length i, Di+j = polymer chain with length i+j, kd = rate coefficient of 
dissociation, ki = rate coefficient of initiation, kp = rate coefficient of propagation, kt = rate coefficient of 
termination (e.g. by combination or disproportionation). 
The FRP process thus consists of i) the dissociation of an initiator (I2) into initiator fragments 
(I.), ii) radical addition of the initiator fragments onto the double bond of the monomer, which 
typically is allylic or vinylic, iii) propagation of this obtained initiated monomer radical by 
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multiple consecutive additions to more monomer units, forming a macroradical and iv) 
termination by combination or disproportionation between two macroradicals.72 Additionally, 
also chain transfer reactions between a macroradical and another molecule in the reaction 
system or another site on the same site are possible. Transfer to a monomer molecule leads to 
the formation of a new macroradical while transfer to another site on the same molecule or a 
macromolecule leads to branched species. Transfer to deliberately introduced chain transfer 
agents can be used to lower the molecular weight, e.g. in the synthesis of styrene-butadiene 
rubber – a copolymer from styrene and butadiene. 
However, although these mechanistic facets are generally well understood now, this was not 
the case when the first industrial manufacturing processes in the 1930 - 40s were introduced. 
Indeed, the development of FRP was driven by a technological advancement and its 
commercialization frequently preceded scientific understanding. The industrial attractiveness 
of free radical polymerization in the manufacturing of both commodity and high-technology 
applications is credited to its broad operating window (-80 up to 250 °C), high monomer 
flexibility and compatibility with benign solvents such as water, both in homogeneous and 
heterogeneous mixtures such as emulsion and suspension polymerization.73 Until today, free 
radical polymerization is still the most common industrial polymerization technique, being 
responsible for the manufacturing of approximately 40 - 45 % of all synthetic polymers,73 
totaling a volume of roughly 100 million tons. Some of the main industrially used monomers 
used in free radical polymerization include ethene, acrylic acid, acrylate, methacrylate, 
acrylamide, vinylchloride, acrylonitrile, vinyl acetate, butadiene and styrene, which are shown 
in Figure 1-7. 
 
Figure 1-7. Common classes of monomers encountered in free radical polymerization: 1) ethene, 2) acrylic 
acid, 3) acrylate, 4) methacrylate, 5) acrylamide, 6) vinylchloride, 7) acrylonitrile, 8) vinyl acetate, 9) 
butadiene and 10) styrene. 
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Although these monomers might differ considerably in their properties, the main mechanistic 
aspects of their radical polymerization are rather similar and in general very well understood. 
However, there are still some controversial issues. One of these is the nature of the so-called 
defects, which might have a significant influence of the properties of the resulting polymeric 
material.74-76 which originate when the normal order of monomer to monomer bonding is 
reversed. This is shown in Chapter 2 for the specific case of head-to-head additions in the 
polymerization of vinyl acetate. 
1.3.1.1 Controlled radical polymerization 
The main disadvantage in FRP is the lack of control over the macromolecular structure, 
typically leading to broad chain length distributions (CLD) and thus a highly inhomogeneous 
product. This led to a shift in attention in the early 1980s towards cationic and especially 
anionic, so-called living polymerization, allowing the synthesis of polymers with a narrow 
CLD, predetermined average chain lengths and controlled chain-end functionalities.77 
However, these processes have serious limitations as they are very intolerant to impurities and 
certain functionalities and so, implementation as an economically viable industrial 
manufacturing process never really took off. Nevertheless, the search for precise control over 
the polymerization mechanism and macromolecular architecture remained and led in the mid-
1980s to the development of controlled radical polymerization (CRP), also known as 
reversible deactivation radical polymerization (RDRP). These techniques allow for an 
enhanced control over the molecular structure of the macromolecule in terms of CLD, chain-
end functionality and macromolecular architecture but under far less stringent reaction 
conditions than for living ionic polymerization. 
All CRP techniques are based on the temporal deactivation of the growing macroradicals via 
addition of a reversible deactivating agent. Under controlled conditions, this gives each chain 
an equal probability to grow, leading to very narrow CLDs. In general, three main classes of 
CRP techniques can be differentiated based on the nature of the reversible deactivation of the 
macroradical:78 (i) nitroxide mediated polymerization (NMP),79 (ii) atom transfer radical 
polymerization (ATRP),80,81 and (iii) reversible addition-fragmentation chain transfer 
(RAFT) polymerization.82 NMP and ATRP are based on the persistent radical effect,83-85 as 
schematically shown in Figure 1-8, where the reversible deactivating agent is a so-called 
persistent radical.  
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Figure 1-8. Illustration of the persistent radical effect. Pi-Y is the dormant species of length i, Pi the 
propagating radical, Y the persistent radical, kact = rate coefficient of activation, kdeact = rate coefficient of 
deactivation. 
In NMP, this persistent radical takes the form of a nitroxide, while in ATRP this is a halogen 
which is, however, not stable by itself but is instead coupled with a transition metal complex,k 
e.g. a Cu(I) halide.92 
Contrary to NMP and ATRP, RAFT polymerization, first reported in 1998 by Chiefari et al.,93 
occurs via an exchange mechanism, as shown in Figure 1-9. 
 
Figure 1-9. The RAFT process. Deactivation of a propagating radical occurs via addition to a thiocarbonyl 
compound, the so-called chain transfer agent (CTA,) creating an intermediate carbon centered radical. 
When this intermediate radical fragments, the R-group is released, initiating a new propagating radical. 
kadd = rate coefficient of addition, kfrag = rate coefficient of fragmentation. 
This causes the number of growing radicals at every instant during the reaction to be essentially 
equal as in FRP process,l and therefore similar reaction rates can be obtained, giving RAFT 
polymerization arguable the highest potential for large scale industrial application. Successful 
application in the synthesis of novel materials with advanced physicochemical properties have 
already been reported in a range of technological applications, such as light-harvesting 
polymers,94,95 light-emitting nanoporous films,96 optoelectronic applications97,98 and self-
assembling and stimuli responsive polymeric micelles for drug delivery applications,99,100 all 
while maintaining the versatility and economic advantages of conventional free radical 
polymerization.71,82,101-103 
RAFT polymerization is also the most versatile CRP technique in terms of monomer 
compatibility, due to the possibility of tuning the chain transfer agent (CTA) to the functional 
end-group of the monomer. This CTA is a thiocarbonylthio compound, characterized by its Z-
                                                 
k Also Cu(0) can be used, in so-called copper(0)-mediated living radical polymerization86,87 offering superior 
control over the molecular weight distribution. The mechanism is, however, still a matter of debate.88-91  
l Under the condition that the intermediate RAFT radical (middle in Figure 1-9) is not too stable. If this is the case, 
rate retardation occurs. 
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group and the following classes can be discerned: dithiobenzoates, dithioalkanoates, 
trithiocarbonates, xanthates and dithiocarbamates (Figure 1-10).104  
 
Figure 1-10. General structural formula of the thiocarbonylthio compounds used as a chain transfer agent 
in RAFT polymerization. Typical Z-groups are dithiobenzoates, dithioalkanoates, trithiocarbonates, 
xanthates and dithiocarbamates. The R-group, or leaving group, can be e.g. a cyanoisopropyl or 
cyanomethyl group.  
The so-called addition-fragmentation reactions between the growing macroradical and the CTA 
are the key parameters which distinguish a successful RAFT polymerization from FRP. 
Especially computational investigations by Coote et al.105-112 have provided a good 
understanding of the factors governing these addition-fragmentation reactions, because 
fundamental information independent from model-based assumptions is hard to obtain 
experimentally. This is further elaborated in Chapter 3 where the RAFT polymerization of 
styrene with a trithiocarbonate is investigated via the quantitative ab initio calculation of 
addition-fragmentation rate coefficients.  
A fundamental complication with RAFT polymerization is the appearance of thiocarbonylthio 
end groups in the polymer product, as these moieties are prone to decomposition into 
malodorous sulfur-containing compounds. However, using thermolysis or aminolysis reactions, 
they are easily converted into thiols. For a more detailed account on the aminolysis of RAFT 
agents, the reader is referred to Chapter 3. 
1.3.2 Click-chemistry 
Having obtained a well-defined polymer using RAFT polymerization, the facile conversion of 
the RAFT end groups into thiols opens the realm of subsequent thiol ‘click’ reactions (cf. 
1.3.2.1), a strategy which has been abundantly applied.113-115 Before going specifically to the 
thiol ‘click’ reactions, it is interesting to contemplate upon the concept of click chemistry, as 
it is not limited to a specific type of reaction, but rather reflects a philosophy comprising a ‘set 
of powerful, highly reliable, and selective reactions for the rapid synthesis of useful new 
compounds and combinatorial libraries,’ as defined by Sharpless et al.116 in 2001. These 
reactions are assumed to meet the following criteria: i) high yielding, ii) wide in scope, iii) 
creating only inoffensive byproducts which can be easily removed, iv) stereospecific and v) 
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simple to perform and able to be carried out in easily removable or benign solvents. This 
concept of having a modular synthetic approach to the assembly of new molecules was 
originally envisaged for bioconjugation,117,118 pharmaceutical sciences119 and drug 
discovery.120 However, it was not for long that the concept of click chemistry was picked up by 
nearly all areas of modern chemistry,121 including polymer chemistry.122,123 To better suit this 
macromolecular context, Sharpless’ original definition was adapted by Barner-Kowollik et 
al:124 click reactions should also meet the requirements of i) equimolarity, ii) possibility of large 
scale purification and iii) short timescale. Archetypical example are the copper(I) catalyzed 
azide-alkyne Huisgen cycloadditions, Diels-Alder transformations to unsaturated hydrogen 
carbon substrates with e.g. triazolinediones,125 strain-promoted alkyne-nitrone 
cycloadditions,126 and the thiol-ene additions.127,128 
1.3.2.1 Thiol-ene reactions 
The last-mentioned thiol-ene additions (cf. Figure 1-11) are especially interesting, because 
they do not require a metal catalyst and tend to go to completion very rapidly under mild 
reaction conditions with a wide variety of substrates. 
 
Figure 1-11. Global thiol-ene reaction involving the addition of a thiol to an unsaturated compound forming 
a thioether. 
The discovery of the addition of a thiol to an unsaturated compound by Posner dates back to 
1905.129 In 1938, the currently accepted radical reaction mechanism was proposed by Kharasch 
et al.,130 and is shown in Figure 1-12. In this radically mediated reaction, the ene is required to 
be electron-rich and typical examples include molecules such as norbornenes, vinyl silanes, 
allyl and vinyl ethers, propene and maleimides.131 
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Figure 1-12. Radical thiol-ene mechanism. The radical species I●, R-S●,  R-SCH●CH2-R’ lead to side 
products. 
Initiation occurs either thermally or photochemically,132 and the resulting thiyl, also known as 
sulfenyl, adds to the ene with anti-Markovnikov regioselectivity. The propagation cycle is 
closed with a hydrogen abstraction by the formed secondary radical from another thiol, leading 
to the thioether product and a new thiyl radical. Termination occurs through recombination of 
the sulfenyl or carbon radicals leading to a number of side-products. The radical thiol-ene 
reaction is widely used and often referred to as a click reaction, because it certainly meets some 
of its criteria. However, studies by Koo et al.133 and by Derboven et al.134 showed that the 
appearance of the mentioned side-products can significantly affect the coupling efficiency and 
therefore the radical thiol-ene reaction should be disregarded as a true ‘click’ reaction. 
Next to the radical mechanism, thiol-ene addition is also possible via a nucleophilic mechanism, 
known as the thiol-Michael addition, resulting in similar anti-Markovnikov addition products. 
Part of the larger class of conjugate additions, named after Arthur Michael,135 this reaction 
requires electron-poor enes, the so-called Michael acceptors, including acrylates,136 
methacrylates,137 maleimides138 and vinyl sulfones.139 Since the first publication by Allen et al. 
in 1966,140 the thiol-Michael addition has become an important tool in organic synthesis.141 Due 
to its ‘click’ characteristics: i.e. the fast reaction rates, mild reaction conditions, high functional 
group tolerance and high yields, but also due to the absence of a metal catalyst, the thiol Michael 
addition is now widely used in polymer chemistry, e.g. in the synthesis of thin films,142,143 
hydrogels,144-146 linear polymers,147 block copolymers,148 star polymers,149 dendritic 
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polymers150 and surface modification.151 For an in-depth discussion on the mechanistic aspects 
of the thiol-Michael addition, the reader is referred to Chapter 6.  
1.3.2.2 Thiol protection groups 
Despite the above mentioned advantages of thiol-Michael reactions, an important drawback, 
especially for large-scale purposes in polymer science, is the inherent difficulty of working with 
thiols. Next to a pungent odor and a limited commercial availability, also their reactivity is an 
issue: (i) thiols are prone to disulfide formation152 severely limiting their shelf life, and (ii) their 
ability to act as a chain transfer agent153 in polymerization reactions interferes in the synthesis 
of well-controlled macromolecules using CRP techniques.154 These shortcomings are severe 
and have led to a significant body of literature exploring the use of thiol protecting group 
strategies,155 e.g. photosensitive protection groups,156,157 disulfides,158 thioethers,159 
thioesters160 and thiocarbonylthio compounds such as RAFT agents, as discussed above. 
Especially interesting thiol protecting groups are thiolactones,161 as, in contrast to the 
abovementioned examples, the cleavage of thiolactones towards thiols via an aminolysis 
reaction does not yield any byproduct, and, moreover, implies the possibility to introduce an 
extra functionality via the amine. An extensive investigation of the mechanism of the 
aminolysis of thiolactones is presented in Chapter 5. Applications of the use of thiolactones as 
thiol precursors in polymer chemistry are manifold, and have been reported in the synthesis of 
macromonomers,162 cyclic polymers,163 the preparation of polymers bearing thiolactones in 
their sidechains164-166 and the synthesis of functionalized sequence-defined oligomers.167,168 
1.3.2.3 One pot amine-thiol-ene coupling strategies 
An especially interesting feature of thiolactone-based chemistry is the possibility to perform a 
one pot amine-thiol-ene coupling. In this synthetic protocol the aminolysis of the thiolactone 
is followed by the reaction of the in-situ generated thiol with an ene, already present in the same 
reaction vessel. This subsequent thiol-ene reaction can be radically mediated,169 or catalyzed 
by the amine,170 depending on the nature of the ene. This protocol relies (i) on the orthogonality 
of the reaction of the amines with the thiolactones (ii) the orthogonalitym of the reaction of the 
in-situ generated thiols with the enes. Possible side-reactions which could hinder this are i) the 
aza-Michael addition of an amine to an ene 171 or ii) disulfide-formation between two thiols.  
                                                 
m Orthogonality in this context means that only the desired products are being formed, i.e. no side-reactions are 
occurring.  
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A mechanistic and kinetic investigation of the former mentioned aza-Michael addition is 
therefore presented in Chapter 6. The study of this aza-Michael addition prior to the thiol-
Michael addition in the next chapter (Chapter 7) is important as it allows verification and 
rationalization of the experimentally observed selectivity of the thiol over the amine for the 
available enes, as experimentally observed.170  
The second side-reaction, namely oxidation of the thiols to disulfides is known to occur by a 
number of different mechanisms, of which auto-oxidation by molecular oxygen and photo-
oxidation are the most relevant in the scope of one-pot amine-thiol-ene conjugation. Since auto-
oxidation is known to be catalyzed by bases,172 careful control over the amine concentration is 
required. However, it has been reported that if amine concentrations remain below 1.1 
thiolactone molar equivalents, disulfide formation is relatively insignificant.170 As for photo-
oxidation, this is a potential problem in case of aminolysis followed by a radical thiol-ene 
reaction, since the formation of disulfides will be unavoidable.134 It is, however, important to 
note that the formation of disulfides is reversible by using reducing agents.155  
1.4 Objective of this work 
A straight path never leads to anywhere expect to the objective 
Andre Gide – French writer 
The purpose of this research is to reliable describe the kinetics of RAFT-polymerization and 
the subsequent post-polymerization modification using aminolysis and thiol-Michael 
addition. In order to achieve that, computational chemistry is used: first, via the application 
of the theories and models described in section 1.2.1, commonly put under the denominator of 
ab initio, to predict equilibrium and rate coefficients and second, via the construction of kinetic 
models to follow the course of the reactions and determine the importance of each individual 
elementary step. Such a fundamental description is vital for the further development of 
advanced polymerization techniques, since, on the one hand, a mechanistic insight in the role 
of the various elementary steps is obtained, allowing explanations of experimentally observed 
phenomena and on the other hand, both the qualitative and quantitative prediction of reaction 
kinetics becomes possible, which is vital for both process design and optimization. 
In practice, this PhD has taken the form of a compilation of journal papers that are already 
published or that will be submitted in the near future. Chapter 2 deals with the prediction of 
rate coefficients of propagation, arguably the most important influential rate coefficient in 
radical polymerization, and the effect of possible side reactions. In Chapter 3 the addition-
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fragmentation rate coefficients of a typical RAFT-polymerization process are calculated and 
used to describe the reaction via kinetic modeling. Results are compared with experimental 
data. The subsequent aminolysis of the RAFT-end group towards a thiol-functionalized 
polymer is studied in Chapter 4. A reaction mechanism is proposed and used to describe the 
aminolysis of various RAFT-macromolecules. A second way to obtain a thiol-functionalized 
polymer is via the aminolysis of thiolactones incorporated in the polymer backbone (cf. 
paragraph 0) which is discussed in Chapter 5. As the discussed aminolysis reactions take place 
in aprotic polar solvents, typically used in polymer chemistry, the influence of assisting 
molecules is of special interest. Before studying the possible subsequent reaction of the thiol-
functionalized polymer with an unsaturated compound, or ene, the reaction of an amine with an 
ene, or the so-called aza-Michael addition is investigated in Chapter 6. This reaction can 
potentially endanger the orthogonality of the thiol-Michael reaction or of the aminolysis 
reaction if a one-pot protocol is followed. Having rationalized the much larger timescale of the 
aza-Michael addition, and thus the selectivity of the thiols for the enes, the thiol-Michael 
addition with an ene is investigated in Chapter 7. A solution for the long standing problem 
whether this reaction is initiated by base catalysis or by nucleophilic initiation is formulated for 
some often used thiol-Michael additions. Finally, conclusions and prospects for future work are 
given in Chapter 8. 
 
1.5 References 
There are no answers, only cross references. 
Norber Wiener- American mathematician 
(1) Merriam-Webster Merriam-Webster's collegiate dictionary; Merriam-Webster, 2004. 
(2) Weinberg, S. Dream of a final theory, the scientist’s search for the ultimate laws of nature; Vintage, 
1994. 
(3) Hard, R. The Routledge Handbook of Greek Mythology: Based on HJ Rose's Handbook of Greek 
Mythology; Routledge, 2003. 
(4) Cahan, D. From natural philosophy to the sciences: writing the history of nineteenth-century science; 
University of Chicago Press, 2003. 
(5) Singer, C. A Short History of Science to the 19th century; Oxford, 1949. 
(6) Gregory, J. C. A short history of atomism: from Democritus to Bohr; A. & C. Black, ltd., 1931; Vol. 
25. 
(7) Lloyd, G. E. R. Aristotle: the growth and structure of his thought; Cambridge University Press, 1968. 
(8) Brown, C. Christianity and Western Thought: A History of Philosophers, Ideas and Movements: 
From the Ancient World to the Age of Enlightenment; InterVarsity Press, 1990; Vol. 1. 
(9) Holy Bible; Holman Bibles, 2014. 
(10) Shapin, S. The scientific revolution; University of Chicago Press, 1996. 
(11) Hankins, T. L. Science and the Enlightenment; Cambridge University Press, 1985. 
Chapter 1  35 
 
(12) Stevenson, A. Oxford dictionary of English; Oxford University Press, USA, 2010. 
(13) Newton, I. Principia mathematica; Harvard University Press: Cambridge, 1972. 
(14) Lavoisier, A. L. Traité élémentaire de chimie: présenté dans un ordre nouveau et d'après les 
découvertes modernes; avec figures; Chez Cuchet, Libraire, 1789; Vol. 1. 
(15) Maxwell, J. C. Philosophical transactions of the Royal Society of London 1865, 155, 459. 
(16) Mendelejeff, D. Z Chem 1869, 12, 405. 
(17) Carroll, S. M. Spacetime and geometry. An introduction to general relativity, 2004; Vol. 1. 
(18) Itzykson, C.; Zuber, J.-B. Quantum field theory; Courier Corporation, 2006. 
(19) McNaught, A. D.; Wilkinson, A. 1997. 
(20) Levine, I. N. Quantum chemistry; Pearson Prentice Hall Upper Saddle River, NJ, 2009; Vol. 6. 
(21) Szabo, A.; Ostlund, N. S. Modern quantum chemistry: introduction to advanced electronic 
structure theory; Courier Corporation, 1989. 
(22) Jensen, F. Introduction to computational chemistry; John Wiley & Sons, 2013. 
(23) Kauzmann, W. Quantum chemistry: an introduction; Elsevier, 2013. 
(24) Lewars, E. G. Computational chemistry: introduction to the theory and applications of molecular 
and quantum mechanics; Springer Science & Business Media, 2010. 
(25) Cramer, C. J. Essentials of computational chemistry: theories and models; John Wiley & Sons, 
2013. 
(26) Schrödinger, E. Phys Rev 1926, 28, 1049. 
(27) Born, M.; Oppenheimer, R. Annalen der Physik 1927, 389, 457. 
(28) Møller, C.; Plesset, M. S. Phys Rev 1934, 46, 618. 
(29) Bartlett, R. J. Annu Rev Phys Chem 1981, 32, 359. 
(30) Čížek, J. J Chem Phys 1966, 45, 4256. 
(31) Hohenberg, P.; Kohn, W. Phys Rev 1964, 136, B864. 
(32) Kohn, W.; Sham, L. J. Phys Rev 1965, 140, A1133. 
(33) Becke, A. D. J Chem Phys 1993, 98, 1372. 
(34) Ditchfield, R.; Hehre, W. J.; Pople, J. A. J Chem Phys 1971, 54, 724. 
(35) Nyden, M. R.; Petersson, G. A. J Chem Phys 1981, 75, 1843. 
(36) Petersson, a.; Bennett, A.; Tensfeldt, T. G.; Al‐Laham, M. A.; Shirley, W. A.; Mantzaris, J. J Chem 
Phys 1988, 89, 2193. 
(37) Montgomery, J. A.; Frisch, M. J.; Ochterski, J. W.; Petersson, G. A. J Chem Phys 1999, 110, 2822. 
(38) McQuarrie, D. A.; Simon, J. D. Physical chemistry: a molecular approach; Sterling Publishing 
Company, 1997; Vol. 1. 
(39) Greiner, W.; Neise, L.; Stöcker, H. Thermodynamics and statistical mechanics; Springer Science 
& Business Media, 2012. 
(40) Jorgensen, W. Chemtracts Org Chem 1991, 4, 91. 
(41) van Gunsteren, W. F.; Berendsen, H. J. Angew Chem Int Ed 1990, 29, 992. 
(42) Car, R.; Parrinello, M. Phys Rev Lett 1985, 55, 2471. 
(43) Hafner, J. Nat Mater 2010, 9, 690. 
(44) Klamt, A. COSMO-RS: From Quantum Chemistry to Fluid PhaseThermodynamics and Drug 
Design; Elsevier, 2005. 
(45) Hansch, C.; Leo, A. Substituent constants for correlation analysis in chemistry and biology; Wiley, 
1979. 
(46) Fredenslund, A. Vapor-liquid equilibria using UNIFAC: a group-contribution method; Elsevier, 
2012. 
(47) Born, M. Z Phys 1920, 1, 45. 
(48) Onsager, L. J Am Chem Soc 1936, 58, 1486. 
(49) Rinaldi, D.; Rivail, J. Theo Chim Acta 1973, 32, 57. 
(50) Connolly, M. L. Science 1983, 221, 709. 
(51) Pascual‐Ahuir, J. L.; Silla, E. J Comput Chem 1990, 11, 1047. 
(52) Silla, E.; Tunon, I.; Pascual‐Ahuir, J. L. J Comput Chem 1991, 12, 1077. 
(53) Pascual‐ahuir, J.-L.; Silla, E.; Tunon, I. J Comput Chem 1994, 15, 1127. 
(54) Tomasi, J.; Persico, M. Chem Rev 1994, 94, 2027. 
(55) Cramer, C. J.; Truhlar, D. G. Acc Chem Res 2008, 41, 760. 
36  Chapter 1 
(56) Cramer, C. J.; Truhlar, D. G. Trends and Perspectives in Modern Computational Science 2006, 6, 
112. 
(57) Tomasi, J.; Mennucci, B.; Cammi, R. Chem Rev 2005, 105, 2999. 
(58) Miertuš, S.; Scrocco, E.; Tomasi, J. Chem Phys 1981, 55, 117. 
(59) Cossi, M.; Barone, V.; Cammi, R.; Tomasi, J. Chem Phys Lett 1996, 255, 327. 
(60) Tomasi, J.; Mennucci, B.; Cancès, E. J Mol Struc-THEOCHEM 1999, 464, 211. 
(61) Barone, V.; Cossi, M. J Phys Chem A 1998, 102, 1995. 
(62) Klamt, A.; Schuurmann, G. J Chem Soc, Perkin Trans 2 1993, 799. 
(63) Klamt, A.; Eckert, F. Fluid Phase Equilib 2000, 172, 43. 
(64) Klamt, A.; Eckert, F.; Hornig, M. J Comput Aided Mol Des 2001, 15, 355. 
(65) Braun, D. Int J Pol Sci 2009, 2009. 
(66) Simon, E. Justus Liebigs Ann Chem 1839, 31, 267. 
(67) Staudinger, H. Ber Dtsch Chem Ges 1920, 53, 1073. 
(68) Baekeland, L. H. Industrial & Engineering Chemistry 1909, 1, 149. 
(69) Flory, P. J. Principles of Polymer Chemistry; Cornell University Press, 1953. 
(70) Odian, G. Principles of polymerization; John Wiley & Sons, 2004. 
(71) Matyjaszewski, K.; Davis, T. P. Handbook of radical polymerization; Wiley Online Library, 2002. 
(72) Vana, P.; Barner-Kowollik, C.; Davis, T. P.; Matyjaszewski, K. In Encyclopedia of Polymer 
Science and Technology; John Wiley & Sons, Inc.: 2002. 
(73) Nesvadba, P. In Encyclopedia of Radicals in Chemistry, Biology and Materials; John Wiley & 
Sons, Ltd: 2012. 
(74) Solomon, D. H.; Cacioli, P.; Moad, G. Pure Appl Chem 1985, 57, 985. 
(75) Wieme, J.; Reyniers, M.-F.; Marin, G. In Annual meeting 2005, Reaction Path Analysis (AIChE-
2005) 2005. 
(76) Wieme, J.; Reyniers, M.-F.; Marin, G. B. Macromolecules 2009, 42, 7797. 
(77) Hadjichristidis, N.; Pitsikalis, M.; Pispas, S.; Iatrou, H. Chem Rev 2001, 101, 3747. 
(78) Braunecker, W. A.; Matyjaszewski, K. Prog Polym Sci 2007, 32, 93. 
(79) Nicolas, J.; Guillaneuf, Y.; Lefay, C.; Bertin, D.; Gigmes, D.; Charleux, B. Prog Polym Sci 2013, 
38, 63. 
(80) Wang, J.-S.; Matyjaszewski, K. J Am Chem Soc 1995, 117, 5614. 
(81) Kato, M.; Kamigaito, M.; Sawamoto, M.; Higashimura, T. Macromolecules 1995, 28, 1721. 
(82) Barner-Kowollik, C. Handbook of RAFT polymerization; John Wiley & Sons, 2008. 
(83) Fischer, H. Macromolecules 1997, 30, 5666. 
(84) Fischer, H. Chem Rev 2001, 101, 3581. 
(85) Fischer, H. J Polym Sci, Part A: Polym Chem 1999, 37, 1885. 
(86) Alsubaie, F.; Anastasaki, A.; Nikolaou, V.; Simula, A.; Nurumbetov, G.; Wilson, P.; Kempe, K.; 
Haddleton, D. M. Macromolecules 2015, 48, 6421. 
(87) Boyer, C.; Corrigan, N. A.; Jung, K.; Nguyen, D.; Nguyen, T.-K.; Adnan, N. N. M.; Oliver, S.; 
Shanmugam, S.; Yeow, J. Chem Rev 2016, 116, 1803. 
(88) Matyjaszewski, K.; Coca, S.; Gaynor, S. G.; Wei, M.; Woodworth, B. E. Macromolecules 1997, 
30, 7348. 
(89) Percec, V.; Guliashvili, T.; Ladislaw, J. S.; Wistrand, A.; Stjerndahl, A.; Sienkowska, M. J.; 
Monteiro, M. J.; Sahoo, S. J Am Chem Soc 2006, 128, 14156. 
(90) Percec, V.; Popov, A. V.; Ramirez-Castillo, E.; Monteiro, M.; Barboiu, B.; Weichold, O.; Asandei, 
A. D.; Mitchell, C. M. J Am Chem Soc 2002, 124, 4940. 
(91) Konkolewicz, D.; Wang, Y.; Krys, P.; Zhong, M.; Isse, A. A.; Gennaro, A.; Matyjaszewski, K. 
Polym Chem 2014, 5, 4396. 
(92) Patten, T. E.; Xia, J.; Abernathy, T.; Matyjaszewski, K. Science 1996, 272, 866. 
(93) Chiefari, J.; Chong, Y. K.; Ercole, F.; Krstina, J.; Jeffery, J.; Le, T. P. T.; Mayadunne, R. T. A.; 
Meijs, G. F.; Moad, C. L.; Moad, G.; Rizzardo, E.; Thang, S. H. Macromolecules 1998, 31, 5559. 
(94) Chen, M.; Ghiggino, K. P.; Launikonis, A.; Mau, A. W. H.; Rizzardo, E.; Sasse, W. H. F.; Thang, 
S. H.; Wilson, G. J. J Mater Chem 2003, 13, 2696. 
(95) Chen, M.; Ghiggino, K. P.; Mau, A. W. H.; Rizzardo, E.; Sasse, W. H. F.; Thang, S. H.; Wilson, 
G. J. Macromolecules 2004, 37, 5479. 
(96) Barner‐Kowollik, C.; Dalton, H.; Davis, T. P.; Stenzel, M. H. Angew Chem Int Ed 2003, 42, 3664. 
Chapter 1  37 
 
(97) Moad, G.; Rizzardo, E.; Thang, S. H. Chem Asian J 2013, 8, 1634. 
(98) Moad, G.; Chen, M.; Häussler, M.; Postma, A.; Rizzardo, E.; Thang, S. H. Polym Chem 2011, 2, 
492. 
(99) Smith, A. E.; Xu, X.; Kirkland-York, S. E.; Savin, D. A.; McCormick, C. L. Macromolecules 2010, 
43, 1210. 
(100) Hu, Y. Q.; Kim, M. S.; Kim, B. S.; Lee, D. S. Polymer 2007, 48, 3437. 
(101) Destarac, M. Macromol React Eng 2010, 4, 165. 
(102) Chauvin, F.; Alb, A. M.; Bertin, D.; Tordo, P.; Reed, W. F. Macromol Chem Phys 2002, 203, 
2029. 
(103) Gregory, A.; Stenzel, M. H. Prog Polym Sci 2012, 37, 38. 
(104) Chiefari, J.; Mayadunne, R. T. A.; Moad, C. L.; Moad, G.; Rizzardo, E.; Postma, A.; Skidmore, 
M. A.; Thang, S. H. Macromolecules 2003, 36, 2273. 
(105) Coote, M. L. J Phys Chem A 2005, 109, 1230. 
(106) Coote, M. L. Macromolecules 2004, 37, 5023. 
(107) Coote, M. L.; Henry, D. J. Macromolecules 2005, 38, 5774. 
(108) Coote, M. L.; Krenske, E. H.; Izgorodina, E. I. Macromol Rapid Commun 2006, 27, 473. 
(109) Izgorodina, E. I.; Coote, M. L. J Phys Chem A 2006, 110, 2486. 
(110) Izgorodina, E. I.; Coote, M. L. Macromol Theory Simul 2006, 15, 394. 
(111) Lin, C. Y.; Coote, M. L. Aust J Chem 2011, 64, 747. 
(112) Lin, C. Y.; Coote, M. L. Aust J Chem 2009, 62, 1479. 
(113) Boyer, C.; Granville, A.; Davis, T. P.; Bulmus, V. J Polym Sci, Part A: Polym Chem 2009, 47, 
3773. 
(114) Qiu, X.-P.; Winnik, F. M. Macromol Rapid Commun 2006, 27, 1648. 
(115) Abel, B. A.; McCormick, C. L. Macromolecules 2016. 
(116) Kolb, H. C.; Finn, M. G.; Sharpless, K. B. Angew Chem Int Ed 2001, 40, 2004. 
(117) Van Dijk, M.; Rijkers, D. T.; Liskamp, R. M.; van Nostrum, C. F.; Hennink, W. E. Bioconjugate 
Chem 2009, 20, 2001. 
(118) Nwe, K.; Brechbiel, M. W. Cancer Biother Radiopharm 2009, 24, 289. 
(119) Hein, C. D.; Liu, X.-M.; Wang, D. Pharm Res 2008, 25, 2216. 
(120) Kolb, H. C.; Sharpless, K. B. Drug Discov Today 2003, 8, 1128. 
(121) Moses, J. E.; Moorhouse, A. D. Chem Soc Rev 2007, 36, 1249. 
(122) Hawker, C. J.; Fokin, V. V.; Finn, M. G.; Sharpless, K. B. Aust J Chem 2007, 60, 381. 
(123) Golas, P. L.; Matyjaszewski, K. Chem Soc Rev 2010, 39, 1338. 
(124) Barner-Kowollik, C.; Du Prez, F. E.; Espeel, P.; Hawker, C. J.; Junkers, T.; Schlaad, H.; Van 
Camp, W. Angew Chem Int Ed 2011, 50, 60. 
(125) De Bruycker, K.; Billiet, S.; Houck, H. A.; Chattopadhyay, S.; Winne, J. M.; Du Prez, F. E. Chem 
Rev 2016, 116, 3919. 
(126) MacKenzie, D. A.; Sherratt, A. R.; Chigrinova, M.; Cheung, L. L.; Pezacki, J. P. Curr Opin Chem 
Biol 2014, 21, 81. 
(127) Hoyle, C. E.; Bowman, C. N. Angew Chem Int Ed 2010, 49, 1540. 
(128) Hoyle, C. E.; Lowe, A. B.; Bowman, C. N. Chem Soc Rev 2010, 39, 1355. 
(129) Posner, T. Ber Dtsch Chem Ges 1905, 38, 646. 
(130) Kharash, M. S.; Read, A. T.; Mayo, F. R. Chem and Ind 1938, 57, 752. 
(131) Northrop, B. H.; Coffey, R. N. J Am Chem Soc 2012, 134, 13804. 
(132) Hoyle, C. E.; Lee, T. Y.; Roper, T. J Polym Sci, Part A: Polym Chem 2004, 42, 5301. 
(133) Koo, S. P. S.; Stamenović, M. M.; Prasath, R. A.; Inglis, A. J.; Du Prez, F. E.; Barner-Kowollik, 
C.; Van Camp, W.; Junkers, T. J Polym Sci, Part A: Polym Chem 2010, 48, 1699. 
(134) Derboven, P.; D’hooge, D. R.; Stamenovic, M. M.; Espeel, P.; Marin, G. B.; Du Prez, F. E.; 
Reyniers, M.-F. Macromolecules 2013, 46, 1732. 
(135) Michael, A. J Prakt Chem 1887, 35, 349. 
(136) Chan, J. W.; Hoyle, C. E.; Lowe, A. B.; Bowman, M. Macromolecules 2010, 43, 6381. 
(137) Lin, H.; Ou, J.; Liu, Z.; Wang, H.; Dong, J.; Zou, H. J Chromatogr A 2015, 1379, 34. 
(138) Northrop, B. H.; Frayne, S. H.; Choudhary, U. Polym Chem 2015, 6, 3415. 
(139) Wang, C.; Qi, C. Tetrahedron 2013, 69, 5348. 
(140) Allen, C.; Humphlett, W. Can J Chem 1966, 44, 2315. 
38  Chapter 1 
(141) Nair, D. P.; Podgorski, M.; Chatani, S.; Gong, T.; Xi, W. X.; Fenoli, C. R.; Bowman, C. N. Chem 
Mater 2014, 26, 724. 
(142) Khire, V. S.; Benoit, D. S. W.; Anseth, K. S.; Bowman, C. N. J Polym Sci, Part A: Polym Chem 
2006, 44, 7027. 
(143) Kim, J.; Wacker, B. K.; Elbert, D. L. Biomacromolecules 2007, 8, 3682. 
(144) Rizzi, S. C.; Hubbell, J. A. Biomacromolecules 2005, 6, 1226. 
(145) Tam, R. Y.; Cooke, M. J.; Shoichet, M. S. J Mater Chem 2012, 22, 19402. 
(146) Li, Y.; Rodrigues, J.; Tomas, H. Chem Soc Rev 2012, 41, 2193. 
(147) Vandenbergh, J.; Ranieri, K.; Junkers, T. Macromol Chem Phys 2012, 213, 2611. 
(148) Li, M.; De, P.; Gondi, S. R.; Sumerlin, B. S. J Polym Sci, Part A: Polym Chem 2008, 46, 5093. 
(149) Chan, J. W.; Yu, B.; Hoyle, C. E.; Lowe, A. B. Polymer 2009, 50, 3158. 
(150) Ma, X.; Sun, Q.; Zhou, Z.; Jin, E.; Tang, J.; Van Kirk, E.; Murdoch, W. J.; Shen, Y. Polym Chem 
2013, 4, 812. 
(151) Tedja, R.; Soeriyadi, A. H.; Whittaker, M. R.; Lim, M.; Marquis, C.; Boyer, C.; Davis, T. P.; 
Amal, R. Polym Chem 2012, 3, 2743. 
(152) Capozzi, G.; Modena, G. In The Thiol Group (1974); John Wiley & Sons, Ltd.: 2010, p 785. 
(153) Valdebenito, A.; Encinas, M. Polymer 2005, 46, 10658. 
(154) Heuts, J. P. A.; Mallesch, R.; Davis, T. P. Macromol Chem Phys 1999, 200, 1380. 
(155) Goethals, F.; Frank, D.; Du Prez, F. Prog Polym Sci 2016. 
(156) Liu, Z.; Liu, T.; Lin, Q.; Bao, C.; Zhu, L. Chem Commun 2014, 50, 1256. 
(157) Klán, P.; Šolomek, T.; Bochet, C. G.; Blanc, A.; Givens, R.; Rubina, M.; Popik, V.; Kostikov, A.; 
Wirz, J. Chem Rev 2013, 113, 119. 
(158) Gyarmati, B.; Némethy, Á.; Szilágyi, A. Eur Polym J 2013, 49, 1268. 
(159) Johnston, H. J.; Hulme, A. N. Synlett 2013, 24, 591. 
(160) Alferiev, I. S.; Fishbein, I. Biomaterials 2002, 23, 4753. 
(161) Espeel, P.; Du Prez, F. E. Eur Polym J 2015, 62, 247. 
(162) Driessen, F.; Du Prez, F. E.; Espeel, P. Acs Macro Lett 2015, 4, 616. 
(163) Stamenovic, M. M.; Espeel, P.; Baba, E.; Yamamoto, T.; Tezuka, Y.; Du Prez, F. E. Polym Chem 
2013, 4, 184. 
(164) Espeel, P.; Goethals, F.; Stamenovic, M. M.; Petton, L.; Du Prez, F. E. Polym Chem 2012, 3, 1007. 
(165) Rudolph, T.; Espeel, P.; Du Prez, F. E.; Schacher, F. H. Polym Chem 2015, 6, 4240. 
(166) Goethals, F.; Martens, S.; Espeel, P.; van den Berg, O.; Du Prez, F. E. Macromolecules 2013, 47, 
61. 
(167) Espeel, P.; Carrette, L. L. G.; Bury, K.; Capenberghs, S.; Martins, J. C.; Du Prez, F. E.; Madder, 
A. Angew Chem Int Ed 2013, 52, 13261. 
(168) Yan, J.-J.; Wang, D.; Wu, D.-C.; You, Y.-Z. Chem Commun 2013, 49, 6057. 
(169) Espeel, P.; Goethals, F.; Du Prez, F. E. J Am Chem Soc 2011, 133, 1678. 
(170) Espeel, P.; Goethals, F.; Driessen, F.; Nguyen, L.-T. T.; Du Prez, F. E. Polym Chem 2013, 4, 2449. 
(171) Mather, B. D.; Viswanathan, K.; Miller, K. M.; Long, T. E. Prog Polym Sci 2006, 31, 487. 
(172) Wallace, T. J.; Schriesheim, A. J Org Chem 1962, 27, 1514. 
Chapter 2  39 
 
 
Chapter 2  
Ab Initio Calculation of Propagation Rate Coefficients in Free 
Radical Polymerization 
2.1 Abstract 
The propagation rate coefficients for the homopolymerization of styrene, methyl acrylate, 
methyl methacrylate and vinyl acetate and for the copolymerization of vinyl acetate and styrene 
have been calculated using M06-2X/6-311+G(d,p) for electronic energies, B3LYP/6-31G(d) 
for thermal and COSMO-RS for solvent contributions. Both a unimer and a dimer model have 
been employed to and show excellent agreement with literature data from literature obtained 
pulsed laser polymerization (PLP). Reactivity ratios are calculated both for a unimer terminal 
and a dimer penultimate copolymerization model and are in good agreement with reported 
experimental data. For vinyl acetate, the influence of side reactions on the propagation has been 
further scrutinized via the application of ab initio calculated rate coefficients in the kinetic 
Monte Carlo modeling of PLP SEC traces. Head-to-head additions occur frequently, causing 
the formation of primary tail radicals. These can either propagate further in a tail-to-tail 
addition, without significant retardation of the reaction,  or they can also undergo 1,5 
intramolecular chain transfer, leading to the formation of a stabilized tertiary radical, which 
does cause a significant retardation of the polymerization. 1,5 intramolecular chain transfer, or 
backbiting, is much more favorable for such an primary tail radical than for a regular head 
radical due to reduced torsional tension in the six-membered transition state structure.  
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2.2 Introduction 
Free radical polymerization (FRP) is used in the production of approximately 40 - 45 % of all 
synthetic polymers1 and is, as such, one of the most important commercial polymerization 
processes, mainly thanks to the broad range of monomer functionalities, tolerance to impurities, 
mild reaction conditions and ease of operation. The mechanism consists of several steps, 
including initiator dissociation, chain initiation, propagation and termination, as shown in 
Figure 2-1.2,3 It is possible to use multiple monomers during the reaction, which is referred to 
as copolymerization.3,4 
Despite its wide industrial use, FRP suffers from limited control over the molecular weight 
distribution, end-group functionality and other aspects of the polymer microstructure.3 This 
triggered developments in controlled radical polymerization (CRP),5 including atom transfer 
radical polymerization (ATRP),6,7 nitroxide mediated polymerization (NMP)8-10 and reversible 
addition fragmentation chain transfer (RAFT) polymerization.11-15 While the mechanisms of 
these processes are significantly different from one another, they share the fact that their 
effectiveness relies on a delicate balance between the rates of CRP specific reactions and the 
rates of the reactions which commonly take place in FRP.16 Hence, kinetic modeling is a central 
tool in the further development of these radical polymerization methods, both for optimization 
of existing procedures and for the design of more efficient control agents.17 Construction of 
such a kinetic model requires accurate knowledge of rate coefficients. 
Over the last decades, developments in pulsed laser polymerization (PLP)18-20 have allowed an 
accurate determination of propagation rate coefficients for most of the free-radical 
homopolymerizations.21-24 In such a PLP experiment, periodic laser irradiation is applied on a 
sample of monomer and photoinitiator. In well-chosen reaction conditions, photoinitiator 
radicals are generated via laser pulses with a frequency . During the dark time in between the 
laser pulses, with a duration of Δt = ν-1, part of the photoinitiator radicals propagate until they 
are terminated with newly formed photoinitiator radicals generated in the next pulse. The size 
exclusion chromatography (SEC) trace will thus display characteristic peaks at chain lengths 
that correspond to the number of pulses a growing chain survived. The propagation rate 
coefficient is then derived from the low-molecular weight side inflexion point of the primary 
peak in the molecular weight distribution. However, there are a number of important problems 
related to this technique which might significantly affect its accuracy: i) absorbance of the laser 
irradiation by monomer or solvent,16 ii) chain broadening, both due to the fact that 
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polymerization is a random process and after a time t0 its length will never be exactly equal to 
t0
.kp
.[monomer] and due to ‘dead’ polymer,25 which was terminated in between pulses and iii) 
chain transfer of radicals to surrounding monomer, solvent or polymer, leading to branching.26 
Furthermore, the determination of individual rate coefficients in more complicated processes 
such as copolymerization or CRP are not possible without resort to model-based assumptions.27 
 
 
Figure 2-1. Mechanism of free radical propagation. kd, ki, kp, kt,comb, kt,disp and kt,ct are the rate coefficients for 
dissociation, initiation, propagation, termination by combination, termination by disproportionation and 
termination by chain transfer, respectively. 
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First principles, or ab initio, calculations offer a valuable alternative. Up to one decade ago, the 
calculation of intrinsic kinetic parameters within chemical accuracy (± 4 kJ/mol) was typically 
restricted to gas-phase reactions with small reactants.28 During the last few years, the 
continuous advances and fine-tuning of quantum chemical methods and the exponential 
increase in computational power opened up the possibility to obtain thermodynamics and 
kinetics for reactions involving larger species. Accurate theoretical prediction for large systems, 
even in the condensed phase, have become a real possibility, as witnessed by the increasing 
number of publications reporting ab initio calculated rate coefficients.27,29-33 
It is important to note that even the most advanced PLP procedures only allow determination 
of global, stereo-aspecific rate coefficients, which are a simplified presentation of all the 
different propagation reactions that are actually happening, as is schematically shown in Figure 
2-2. 
 
Figure 2-2. Left: Stereo- and chain length-specific rate propagation reactions. Note that the terminal unit 
of the macroradical has a prechiral center, hence the stereoregularity is not fixed. Right: Global, stereo-
aspecific prsentation of a propagation reaction, as it is typically presented and as experimentally measured. 
Ab initio calculations, on the other hand, are necessarily performed on a defined reaction that 
needs to be specified in terms of chain length and stereo regularity (Figure 2-2, left). Obviously, 
the choice of the model reaction will play a significant role in obtaining an rate coefficients that 
compares agreeably with experimental data. Chain length effects usually converge fast, which 
is discussed in more detail in section 2.3.1. However, in order to deal with the stereo regularity, 
one has two options: i) taking only 1 fixed stereo regularity, which significantly reduces the 
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computational workload and is done often in literature, or ii) calculating all stereoisomers and 
derive expressions for global, stereo-aspecific rate coefficients based on the individual, 
stereospecific rate coefficients; thus much more rigorous and computationally-intensive and 
worked out in more detail in section 2.3.1. 
In this chapter, three case studies are investigated. Whereas the theoretical results from the first 
two can be directly compared to experimental data – and hence serve also a benchmarking 
purpose for the used methodology– the third presents kinetic data on reactions that are not 
experimentally accessible using the benchmarked methods. 
First, the propagation rate coefficients for styrene, methyl methacrylate, methyl acrylate and 
vinyl acetate are calculated, with special attention to the stereochemistry, which is often 
overlooked in the existing literature, and compared with experimental data from literature 
(Section 2.3). 
Second, the copropagation between vinyl acetate and styrene is investigated, both using a 
unimer terminal and a dimer penultimate model, allowing the determination of monomer and 
radical reactivity ratios. These are compared with experimental values taken from literature and 
used to predict instantaneous polymer composition and average rate coefficients (Section 2.4). 
Third, the influence of head-to-head propagation and backbiting on the propagation kinetics of 
poly(vinyl acetate) is scrutinized. Ab initio calculations for all propagation and side reactions 
are performed, and the obtained rate coefficients are used in a kinetic Monte Carlo model to 
simulate PLP spectra in order to explain experimental observations. (Section 2.5) 
2.3 Homopropagation 
2.3.1 The use of truncated oligomer models 
Although the propagation of macroradicals is in reality dominated by species which are 
relatively long, typically well over 100 repeating monomer units, it has been indicated that the 
chain length dependence of the intrinsic propagation rate coefficient is characterized by a high 
value for the first addition step followed by an approximately exponential decay to the long 
chain value, which is typically reached for oligomeric species with a chain length of ca. ten34,35 
Ab initio studies on propagation typically employ truncated oligomer models,36-43 such as the 
unimer and dimer models shown in Figure 2-3, with an indication of the chiral centers (R/S). 
Noble and Coote16 recently provided an excellent overview of the different theoretical 
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techniques to calculate intrinsic rate coefficients in radical polymerization processes, including 
an assessment of their reliability. These authors concluded that dimers, trimers or tetramers are, 
in general, suitable model molecules to retrieve gas phase thermodynamic and kinetic 
information on important reactions such as propagation and addition/fragmentation involving 
RAFT CTA species. 
 
Figure 2-3. Truncated oligomer model for head-to-tail propagation, used for the ab initio calculation of a 
propagation rate coefficient (kp) in radical polymerization of a vinylic monomer. R/S: orientation of the 
chiral center. Typically either a unimer (n = 1) or a dimer (n = 2) model is used. 
As already indicated in Figure 2-3, it is important to realize that a new chiral center is formed 
during each head-to-tail propagation step. Depending on the truncated oligomer that is used as 
a model compound, rate coefficient might therefore depend on the stereochemistry. In most 
cases, one is interested in a overall, stereo-aspecific rate coefficient, since these are the ones 
that are used in a kinetic model. The relation between the stereo-aspecific rate coefficient and 
the stereospecific rate coefficients is depending on the used truncated oligomer model and is 
given in the following subsections for normal head-to-tail propagation using the unimer 
(2.3.1.1) and dimer model (2.3.1.2). 
2.3.1.1 Unimer model 
In case the unimer model (Figure 2-4) is used to calculate the propagation rate coefficient, one 
has to take into account that two enantiomeric product structures are obtained upon addition of 
the unimer radical to the monomer. Thus the formation rate of P2 is the sum of the formation 
rate of the two enantiomers P2,R and P2,S, leading to the following expression: 
𝑟𝑓 = 𝑅𝑃2 = 𝑅𝑃2,𝑅 + 𝑅𝑃2,𝑆 = 𝑘𝑝,𝑅 [𝑃1][𝑀] + 𝑘𝑝,𝑆 [𝑃1][𝑀] (2.55) 
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Figure 2-4. Unimer model for the propagation of a vinylic monomer.  
Taking into account that [P2,R] = [P2,S] = 0.5 [P2] and kp,R=kp,S, because the rate coefficients 
refer to enantiomeric transition states with the same Gibbs free energy, leads to: 
𝑟𝑓 = 2𝑘𝑝,𝑅 [𝑃1] [𝑀] (2.56) 
Hence in order to obtain the stereo-aspecific kp for the unimer model, the theoretically 
calculated value (e.g. kp,R) needs to be multiplied by 2. This is equal to the number of optical 
isomers created during the reaction. 
2.3.1.2 Dimer model 
When a dimer model is used to calculate the propagation rate coefficient, the situation becomes 
more complicated, since for typical vinylic monomers, a dimer model has two enantiomeric 
reactants leading to four stereoisomers as products, as shown in Figure 2-5. 
 
Figure 2-5. Dimer model for the propagation of a vinylic monomer. 
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The formation rate for P3 is the sum of the formation rate of the different stereoisomers: 
𝑟𝑓 = 𝑅𝑃3 = 𝑅𝑃3,𝑅𝑅 + 𝑅𝑃3,𝑅𝑆 + 𝑅𝑃3,𝑆𝑅 + 𝑅𝑃3,𝑆𝑆 (2.57) 
Since P3,RR and P3,RS are formed from P2,R and P3,SR and P3,SS are formed from P2,S, the following 
equations can be written: 
𝑅𝑃3,𝑅𝑅 + 𝑅𝑃3,𝑅𝑆 = (𝑘𝑝,𝑅𝑅 + 𝑘𝑝,𝑅𝑆) [𝑃2,𝑅][𝑀] (2.58) 
𝑅𝑃3,𝑆𝑅 + 𝑅𝑃3,𝑆𝑆 = (𝑘𝑝,𝑆𝑅 + 𝑘𝑝,𝑆𝑆) [𝑃2,𝑆][𝑀] (2.59) 
 
And since i) (kRR+kRS) = (kSR+kSS) because kRR = kSS and kRS = kSR and ii) [P2,R] = [P2,S] = 0.5 
[P2] it follows that: 
𝑟𝑓 =
(𝑘𝑝,𝑅𝑅 + 𝑘𝑝,𝑅𝑆 + 𝑘𝑝,𝑆𝑅 + 𝑘𝑝,𝑆𝑆)
2
 [𝑃2][𝑀] = (𝑘𝑝,𝑅𝑅 + 𝑘𝑝,𝑅𝑆)[𝑃2][𝑀] (2.60) 
Hence, the stereo-aspecific rate coefficient kp for the dimer model is equal to the sum of the 
different diastereomeric rate coefficients: 
𝑘𝑝 = 𝑘𝑝,𝑅𝑅 + 𝑘𝑝,𝑅𝑆 (2.61) 
Note that this derivation was possible because the population of the different reactant-
stereoisomers was fifty-fifty due to the fact that they are enantiomers. In case of a trimer or 
higher order model, this is no longer the case and, hence, knowledge the distribution of the 
reactant stereoisomers is required. For a trimer model, the distribution of the trimer-reactants 
can be obtained from a dimer model, where the trimers are the corresponding products. 
Overall, it is important to highlight that up to very recently, ab initio predicted and experimental 
kinetic parameters still differed by one or more orders of magnitude and the neglect of the 
reaction stereochemistry had no significant influence. Nowadays, this paradigm is no longer 
valid and accounting for the stereochemistry becomes relevant. Many studies in literature only 
take into account the lowest energy stereoisomer. For a unimer model, this leads to an error of 
a factor 2, while for dimer and higher order truncated models to an error of maximum a factor 
2 if all stereoisomeric transition states are approximately equal in energy. 
2.3.2 Homopropagation of styrene, methyl methacrylate, methyl acrylate and vinyl acetate 
Ab initio calculations have been performed for styrene (St), methyl methacrylate (MMA), 
methyl acrylate (MA) and vinyl acetate (VA) using a unimer (cf. Figure 2-6) and a dimer model 
(cf. Figure 2-7). Standard reaction enthalpies and entropies; activation energies and pre-
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exponential factors, and rate coefficients at 298 K are shown in Table 2-1 in the gas phase and 
in the bulk phase (using the respective monomer as solvent) for all the stereoisomeric distinct 
reactions.  
 
 
Figure 2-6. Propagation reactions for styrene, methyl methacrylate, methyl acrylate and vinyl acetate 
according to the unimer model. 
 
For the dimer model reactions, in case of an RR configuration, the substituents are present on 
the same side of the chain (cf. Figure 2-5), which is known as a meso dyad. For an RS 
configuration, the substituents are on opposite sides of the chain and a racemo dyad is 
obtained.44 When only meso addition occurs, an isotactic polymer is obtained. Vice versa, only 
racemo addition leads to a syndiotactic polymer. Usually, in free radical polymerization both 
racemo and meso addition occur, leading to atactic polymers. 
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Figure 2-7. Propagation reactions for styrene, methyl methacrylate, methyl acrylate and vinyl acetate 
according to the dimer model. 
 
In the case of styrene, we see that both the racemo and meso addition have a very similar rate 
coefficient (36 mol L-1 s-1 and 51 mol L-1 s-1, respectively): the free radical polymerization of 
styrene is indeed known to lead to atactic poly(styrene). The data presented here (Table 2-1, at 
333 K) would lead to a meso fraction of approximately 41 % (kRR/(kRS + kRR) ). Smith and 
Coote45 have shown that the meso fraction for poly(styrene) obtained via a free radical bulk 
polymerization at 333 K is around 35 % and Uemura et al46 reported a value of 37 % at 343 K, 
which are both in excellent agreement. 
  
Chapter 2  49 
 
 
Table 2-1. Standard reaction enthalpy and entropy at 298 K (ΔrH° in kJ mol-1 and ΔrS° in J mol-1 K-1), 
activation energies and pre-exponential factors determined in the interval 298 – 393 K (Ea in kJ mol-1 and 
A in L mol-1 s-1) and rate coefficients at 298 and 333 K (k, in L mol-1 s-1) for the homopropagation of styrene 
(St), methyl methacrylate (MMA), methyl acrylate (MA) and vinyl acetate (VA) using a unimer and a dimer 
model (cf. Figure 2-6 and Figure 2-7, respectively). The standard state is 1 mol L-1. 
reaction phase ΔrH° ΔrS° Ea A k (298 K) k (333 K) 
St* + St → 2St gas -88.8 -151.2 23.1 4.5E+05 4.1E+01 1.1E+02 
 bulk -84.7 -134.8 28.6 6.2E+06 6.0E+01 2.0E+02 
2St* + St → 3StRR gas -89.9 -161.0 25.0 1.1E+06 4.5E+01 1.3E+02 
 bulk -82.2 -144.3 32.2 1.5E+07 3.6E+01 1.4E+02 
2St* + St → 3StRS gas -96.2 -161.6 22.5 1.2E+06 1.3E+02 3.4E+02 
 bulk -87.4 -143.1 33.0 3.1E+07 5.1E+01 2.1E+02 
MMA* + MMA→2MMA gas -94.7 -175.2 13.3 2.4E+05 1.1E+03 2.0E+03 
 bulk -88.3 -155.8 20.5 5.1E+06 1.3E+03 3.1E+03 
2MMA* + MMA → 3MMA gas -86.8 -172.7 10.9 8.6E+04 1.1E+03 1.7E+03 
 bulk -79.8 -153.6 19.1 1.9E+06 8.6E+02 1.9E+03 
MA* + MA → 2MA gas -97.7 -139.5 11.3 9.4E+05 9.8E+03 1.6E+04 
 bulk -92.1 -121.9 17.5 1.5E+07 1.3E+04 2.7E+04 
2MA* + MA → 3MARR gas -98.7 -152.7 9.0 1.2E+05 3.2E+03 4.6E+03 
 bulk -93.1 -135.7 14.3 1.8E+06 5.7E+03 1.0E+04 
2MA* + MA → 3MARS gas -103.4 -160.3 7.0 6.3E+05 3.8E+04 5.1E+04 
 bulk -97.2 -142.4 14.4 1.1E+07 3.3E+04 6.0E+04 
VA* + VA → 2VA gas -111.6 -160.3 9.0 1.0E+05 2.8E+03 4.1E+03 
 bulk -106.0 -140.1 17.9 2.7E+06 2.0E+03 4.2E+03 
2VA* + VA → 3VARR gas -111.5 -180.0 16.7 1.2E+05 1.5E+02 3.0E+02 
 bulk -103.0 -160.2 27.5 3.5E+06 5.3E+01 1.7E+02 
2VA* + VA → 3VARS gas -117.6 -173.2 13.0 6.3E+05 3.2E+03 5.6E+03 
 bulk -111.5 -155.4 20.3 1.3E+07 3.7E+03 8.7E+03 
 
For methyl methacrylate, it is not possible to differentiate between racemo and meso using the 
calculated values since a higher order truncated oligomer model is required. For methyl 
acrylate, meso fractions of 52 % are reported for radical polymerization in toluene at 313 K47 
while the data of Table 2-1 only predicts a meso fraction of 14 %. The difference in solvent 
might play an important part in this difference, as solvent effects are known to have a large 
influence44 and there is a significant different in polarity between toluene (ε = 2.37) and methyl 
acrylate (ε = 7.03).48 Note, however, that the calculated stereo-specificity is due to entropic 
factors, since the activation energies of both RR and RS addition is very similar (14.3 and 14.4 
kJ mol-1, respectively). A more advanced treatment of low energy modes might hence lead to 
more nuanced picture. 
Also for poly(vinyl acetate) the discrepancy between experiment and theory is large. Studies 
on the tacticity show varying results, with meso fractions of 30 % for radical polymerization in 
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(CF3)2CHOH
49 to 35 % in methanol.50 Uemura et al.46 reported meso fractions of 47 % for 
poly(vinyl acetate) obtained via bulk polymerization, however, the polymer product had a 
hyperbranched structure and extremely large polydispersity (Mw/Mn > 20). Indeed, the 
polymerization of vinyl acetate is known to be difficult as it is particularly violent and the 
polymerization process is hence typically performed in solution, suspension or emulsion.51 The 
experimental error on the reported bulk values could therefore be rather large. Using the data 
of Table 2-1, the meso fraction is predicted to be only 2 % (bulk, 333 K), which is most likely 
a severe underestimation. Possibly, there is a lower Gibbs free energy transition state for racemo 
addition and a more advanced conformational search procedure should be used. Alternatively, 
a more advanced treatment of low energy modes or a higher level of theory could also lead to 
improved results. However, since the goal of the ab initio calculations is to obtain of rate 
coefficients to be used in kinetic models for the description of the overall kinetics, this issue 
has been left for future work. Activation energies and pre-exponential factors for the stereo-
aspecific rate coefficients are calculated using Equation 2.61 and shown in Table 2-2, alongside 
the ratio of the calculated to the experimentally obtained rate coefficient23,52-54 at 333 K. 
Table 2-2. Activation energies and pre-exponential factors (Ea in kJ mol-1 and A in L mol-1 s-1) for the 
propagation of styrene, methyl methacrylate, methyl acrylate and vinyl acetate in the gas phase and in the 
bulk phase, calculated using a unimer and a dimer model, and compared with experimental data. The ratio 
of the rate coefficients is given at 333 K. 
  unimer dimer experimental   
monomer phase Ea A Ea A Ea A kp,uni/kp,exp kp,dim/kp,exp 
St gas 23.1 9.1E+05 23.2 2.1E+06 32.5 4.3E+07 0.64 1.38 
 bulk 28.6 1.2E+07 32.7 4.6E+07 32.5 4.3E+07 1.18 1.01 
MMA gas 13.3 2.4E+05 10.9 1.7E+05 22.3 2.6E+06 2.33 4.08 
 bulk 20.5 5.1E+06 19.1 3.8E+06 22.3 2.6E+06 3.71 4.62 
MA gas 11.3 1.9E+06 7.1 7.3E+05 17.3 1.4E+07 1.17 2.05 
 bulk 17.5 3.0E+07 14.4 1.3E+07 17.3 1.4E+07 1.98 2.60 
VA gas 9.0 2.1E+05 13.2 7.1E+05 20.5 1.6E+07 0.85 0.61 
 bulk 17.9 5.4E+06 20.4 1.4E+07 20.5 1.6E+07 0.87 0.91 
 
The rate coefficients calculated in gas phase (Table 2-2), without the inclusion of any solvent 
effect, are already in good agreement with the experimentally determined rate coefficients, both 
using the unimer and the dimer model. It has been stated before that, unless high polarity 
solvents are used, ab initio calculations of the rate coefficients of free radical polymerization 
are not very sensitive to the solvent,39,55,56 which is a conclusions that is supported by our data. 
However, including a solvent model does improve the calculation of the enthalpic and entropic 
contributions and activation energies and pre-exponential factors are now in better agreement 
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with experimental data. A solvent model is necessary to account for the so-called entropic 
solvent effect: the large rotational and translational entropy loss for a bimolecular reaction in 
the gas phase becomes much less significant in the condensed phase due to interactions with 
the solvent.57 Furthermore, in the condensed phase, certain solvent-solute interactions will have 
to be broken in order for propagation to occur, hence causing a higher enthalpic barrier. The 
calculated values of the rate coefficients at 298 K in bulk are shown in Figure 2-8 in comparison 
with the experimental values. 
In general, the used computational methodology (cf. 2.7) with a truncated oligomer model 
(2.3.1) is able to predict the kinetic parameters for radical propagation very well. Based on the 
presented data, using a dimer model or a unimer model does not have a significant effect on the 
accuracy of the calculations. Furthermore, when comparing the calculated rate coefficients with 
the experimentally measured ones in Table 2-2, it is important to realize that the theoretically 
calculated value is based on ideal ‘head-to-tail’ addition. Possible effects of intramolecular 
chain transfer or other modes of propagation might have an influence on the experimentally 
measured data. 
 
Figure 2-8. Absolute values for the propagation rate coefficient at 298 K (logarithmic) for styrene (St), 
methyl methacrylate (MMA), methyl acrylate (MA) and vinyl acetate (VA), calculated using a unimer model 
and a dimer model including solvent effects and compared with experimental values. 
 
Although dimer models perform slightly better, their associated computational cost is also 
significantly larger: electronic energy calculations take approximately 2.5 times more time and 
conformational searches are also much more intensive. In this work, the dihedral angles were 
rotated with a resolution of 120 °, an extra rotatable bond thus causes a threefold increase of 
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the number of conformations to be scanned. The two extra bonds in the dimer model as 
compared to the unimer model thus causes the conformational space to enlarge by a factor of 
nine. 
2.4 Copropagation 
2.4.1 Terminal and penultimate model 
An extra monomer in the reaction mixture significantly increases the complexity of a 
polymerization reaction. During each propagation step, the growing chain now has a choice 
between two different monomers, quickly leading to a bewildering amount of macroradicals 
differing in chemical composition. Assuming that only the immediate chemical environment of 
the propagating radical center has an influence on the reactivity, the kinetics of copropagation 
are usually described either in a terminal model or in a penultimate model.3,4,58  
In the terminal model, only the last monomer unit is assumed to influence the reactivity of the 
macroradical and the possible influence of remote substituents is ignored. Hence, four possible 
(co)propagation reactions are considered: 
𝑅𝑀𝑖 +𝑀𝑗
𝑘𝑝,𝑖𝑗
→  𝑅𝑀𝑖𝑀𝑗    for 𝑖, 𝑗 = 1,2 (2.62) 
Where R represents the polymer chain except for the last monomer unit and does not influence 
the value of the rate coefficient. 
By considering the consumption of the monomer M1 and M2: 
𝑅𝑀1 = −𝑘𝑝,11[𝑅1][𝑀1] − 𝑘𝑝,21[𝑅2][𝑀1] 
𝑅𝑀2 = −𝑘𝑝,12[𝑅1][𝑀2] − 𝑘𝑝,22[𝑅2][𝑀2] 
(2.63) 
and dividing both expressions by each other, the following equation is obtained: 
𝑅𝑀1
𝑅𝑀2
=
𝑘𝑝,11[𝑅1][𝑀1] + 𝑘𝑝,21[𝑅2][𝑀1]
𝑘𝑝,12[𝑅1][𝑀2] + 𝑘𝑝,22[𝑅2][𝑀2]
 (2.64) 
By applying the pseudo steady state approximation on the type of radical end-group, which 
means that the rate at which a macroradical with a terminal M1 is transformed in a radical with 
a terminal M2 is equal to the rate at which a macroradical with a terminal M2 is transformed in 
a radical with a terminal M1: 
𝑘𝑝,12[𝑅1][𝑀2] = 𝑘𝑝,21[𝑅2][𝑀1] (2.65) 
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[𝑅1] =
𝑘𝑝,21[𝑅2][𝑀1]
𝑘𝑝,12[𝑀2]
 
Substitution into Equation 2.64 leads to: 
𝑅𝑀1
𝑅𝑀2
=
[𝑀1]
[𝑀2]
(
𝑟1[𝑀1] + [𝑀2]
[𝑀1] + 𝑟2[𝑀2]
)  with 𝑟1 =
𝑘𝑝,11
𝑘𝑝,12
, 𝑟2 =
𝑘𝑝,22
𝑘𝑝,21
 (2.66) 
where the reactivity ratios, r1 and r2, have been introduced: 
Now, the monomer feed fractions (f1 and f2) and the instantaneous copolymer composition, (F1 
and F2) can be defined as: 
𝑓1 =
[𝑀1]
[𝑀1] + [𝑀2]
; 𝑓2 = 1 − 𝑓1 (2.67) 
𝐹1 =
𝑅𝑀1
𝑅𝑀1 + 𝑅𝑀2
; 𝐹2 = 1 − 𝐹1 (2.68) 
Which, when inserted into Equation 2.66 leads to the so-called Mayo-Lewis Equation: 59,60 
 
𝐹1
𝐹2
=
𝑓1
𝑓2
∙
𝑟1𝑓1 + 𝑓2
𝑟2𝑓2 + 𝑓1
 (2.69) 
 
An average value for the copolymerization propagation rate coefficient can be deduced by 
considering the rate of propagation (only forward contributions are considered): 
 𝑟𝑝 = 𝑘𝑝,11[𝑅1][𝑀1] + 𝑘𝑝,12[𝑅1][𝑀2] + 𝑘𝑝,21[𝑅2][𝑀1] + 𝑘𝑝,22[𝑅2][𝑀2] (2.70) 
Which should formally be equal to: 
𝑟𝑓 = 〈𝑘𝑝〉[𝑅1 + 𝑅2][𝑀1 +𝑀2] (2.71) 
From which follows that: 
〈𝑘𝑝〉 =  𝑘𝑝,11
[𝑅1]
[𝑅1] + [𝑅2]
𝑓1 + 𝑘𝑝,12
[𝑅1]
[𝑅1] + [𝑅2]
𝑓2 + 𝑘𝑝,21
[𝑅2]
[𝑅1] + [𝑅2]
𝑓1
+ 𝑘𝑝,22
[𝑅2]
[𝑅1] + [𝑅2]
𝑓2 
= 𝑘𝑝,11
1
1 +
[𝑅2]
[𝑅1]
𝑓1 + 𝑘𝑝,12
1
1 +
[𝑅2]
[𝑅1]
𝑓2 + 𝑘𝑝,21
1
[𝑅1]
[𝑅2]
+ 1
𝑓1 + 𝑘𝑝,22
1
[𝑅1]
[𝑅2]
+ 1
𝑓2 
(2.72) 
Applying the pseudo steady state approximation, Equation 2.65, leads to: 
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〈𝑘𝑝〉 =  𝑘𝑝,11
1
1 +
𝑘𝑝,21[𝑀1]
𝑘𝑝,12[𝑀2]
𝑓1 + 𝑘𝑝,12
1
1 +
𝑘𝑝,21[𝑀1]
𝑘𝑝,12[𝑀2]
𝑓2 + 𝑘𝑝,21
1
𝑘𝑝,12[𝑀2]
𝑘𝑝,21[𝑀1]
+ 1
𝑓1
+ 𝑘𝑝,22
1
𝑘𝑝,12[𝑀2]
𝑘𝑝,21[𝑀1]
+ 1
𝑓2 
(2.73) 
= 
𝑘𝑝,11𝑘𝑝,12𝑓1[𝑀1] + 𝑘𝑝,21𝑘𝑝,12𝑓1[𝑀2] + 𝑘𝑝,12𝑘𝑝,21𝑓2[𝑀1] + 𝑘𝑝,22𝑘𝑝,12𝑓2[𝑀2]
𝑘𝑝,21[𝑀1] + 𝑘𝑝,12[𝑀2]
 
And dividing both numerator and denominator by [M1] + [M2], this leads to the formula for the 
average propagation rate coefficient, first proposed by Fukuda et al.:61 
 〈𝑘𝑝〉 =
𝑟1𝑓1
2 + 2𝑓1𝑓2 + 𝑟2𝑓2
2
[𝑟1𝑓1 𝑘𝑝,11⁄ ] + [𝑟2𝑓2 𝑘𝑝,22⁄ ]
 (2.74)  
In the penultimate model, also the second-to-last monomer unit influences the reactivity of the 
macroradical, which leads to 8 possible (co)propagation reactions: 
𝑅𝑀𝑖𝑀𝑗 +𝑀𝑘
𝑘𝑝,𝑖𝑗𝑘
→   𝑅𝑀𝑖𝑀𝑗𝑀𝑘     for 𝑖, 𝑗, 𝑘 = 1 or 2 (2.75) 
Taking the ratios between these rate coefficients now leads to four different monomer reactivity 
ratios (r1 and r2 ; r1’ and r2’ ) and to two radical reactivity ratios (s1 and s2):  
 
𝑟𝑖 =
𝑘𝑝,𝑖𝑖𝑖
𝑘𝑝,𝑖𝑖𝑗
;    𝑟𝑖
′ =
𝑘𝑝,𝑗𝑖𝑖
𝑘𝑝,𝑗𝑖𝑗
;   𝑠𝑖 =
𝑘𝑝,𝑗𝑖𝑖
𝑘𝑝,𝑖𝑖𝑖
          𝑤ℎ𝑒𝑟𝑒  𝑖 ≠ 𝑗   𝑎𝑛𝑑   𝑖, 𝑗
= 1 𝑜𝑟 2 
(2.76) 
In a similar way as for the terminal model, also for the penultimate model expressions for the 
instantaneous polymer composition and the average propagation can be constructed based on 
applying the pseudo steady state approximation on the four radical types. These are 
conveniently expressed by implementing the following adjusted reactivity ratios (Equation 
2.77) and adjusted homopropagation rate coefficients (Equation 2.78) into the Mayo-Lewis 
Equation (Equation 2.69) and the equation for the average propagation rate coefficient 
(Equation 2.74): 
 ?̅?𝑖 = 𝑟𝑖
′ (
𝑓𝑖𝑟𝑖 + 𝑓𝑗
𝑓𝑖𝑟𝑖
′ + 𝑓𝑗
)                 𝑤ℎ𝑒𝑟𝑒  𝑖 ≠ 𝑗   𝑎𝑛𝑑   𝑖, 𝑗 = 1 𝑜𝑟 2 (2.77) 
 ?̅?𝑖𝑖 = 𝑘𝑖𝑖𝑖 (
𝑟𝑖𝑓𝑖 + 𝑓𝑗
𝑟𝑖𝑓𝑖 + 𝑓𝑗 𝑠𝑖⁄
)       𝑤ℎ𝑒𝑟𝑒  𝑖 ≠ 𝑗   𝑎𝑛𝑑   𝑖, 𝑗 = 1 𝑜𝑟 2 (2.78) 
It was shown by Fukuda et al.61 that the terminal model does not always lead to a correct 
description of both the instantaneous copolymer composition (Equation 2.69) and the average 
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rate coefficient (Equation 2.74). Nevertheless, the reactivity ratios used in the terminal model 
are widely used to describe copolymerization systems.62 
In order to computationally obtain the parameters necessary to describe a copolymerization 
according to the penultimate model, an approach where the radical is modelled as a dimer is 
necessary, while for the terminal model, a unimer suffices. 
2.4.2 Copropagation of styrene with vinyl acetate 
Ab initio calculations were performed for the possible copropagation reactions of styrene with 
vinyl acetate using a unimer (Figure 2-9) and a dimer (Figure 2-10) model.  
 
Figure 2-9. Copropagation reactions for styrene (1) with vinyl acetate (2) according to the unimer model. 
Standard reaction and activation enthalpies, entropies and Gibbs free energies and equilibrium 
and rate coefficients are shown at 298 K in Table 2-3 calculated in the bulk phase, which was 
modeled as a 50/50 mol % styrene-vinyl acetate mixture. Values in the gas phase can be found 
in Section A1 of Appendix A. Note that changing the solvent composition (from pure styrene 
to pure vinyl acetate) does not cause any substantial changes, with absolute variations in the 
rate coefficients being less than 13 %. Therefore this aspect is further ignored in this study. 
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Figure 2-10. Copropagation reactions for styrene (1) with vinyl acetate (2) according to the dimer model. 
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Table 2-3. Standard reaction and activation enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG° and 
Δ‡H°, Δ‡S°, Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1); equilibrium coefficients (K, in L-1 mol-1) 
and rate coefficients of propagation (k, in mol L-1 s-1) at 298 K in the bulk phase, consisting of a  
50/50 mol% styrene-vinyl acetate mixture (standard state is 1 mol L-1) for the copropagation reaction in the 
copolymerization of vinyl acetate and styrene, using a unimer model (Figure 2-9) and a dimer model (Figure 
2-10). 
reaction ΔrH° ΔrS° ΔrG° Δ‡H° Δ‡S° Δ‡G° K k 
VA* + VA → 2VA* -104.9 -136.4 -64.3 11.2 -143.9 54.1 1.6E+25 2.0E+03 
VA* + St → VASt* -133.8 -151.4 -88.7 6.7 -129.3 45.2 4.4E+22 7.4E+04 
St* + St → 2St* -82.7 -130.4 -43.8 24.6 -126.5 62.3 1.5E+22 7.6E+01 
St* + VA → StVA* -54.9 -116.8 -20.1 37.6 -116.3 72.3 2.4E+20 1.4E+00 
2VA* + VA → 3VA*RR -101.7 -154.8 -55.5 20.3 -142.8 62.9 1.0E+25 6.0E+01 
2VA* + VA → 3VA*RS -110.5 -151.8 -65.2 13.7 -130.6 52.7 7.5E+22 3.7E+03 
StVA* + VA → St2VA*RR -104.9 -158.8 -57.6 11.1 -149.1 55.5 1.3E+26 1.2E+03 
StVA* + VA → St2VA*RS -102.5 -144.1 -59.6 20.9 -118.0 56.0 4.7E+20 9.4E+02 
2VA* + St → 2VASt*RR -129.2 -139.3 -87.6 11.5 -118.6 46.8 6.0E+20 3.9E+04 
2VA* + St → 2VASt*RS -133.1 -151.8 -87.9 6.7 -127.1 44.5 1.8E+22 9.7E+04 
StVA* + St → StVASt*RR -131.6 -154.5 -85.6 7.1 -128.9 45.5 3.8E+22 6.6E+04 
StVA* + St → StVASt*RS -133.5 -153.1 -87.9 7.6 -131.1 46.7 9.3E+22 4.1E+04 
2St* + St → 3St*RR -80.9 -138.4 -39.7 25.5 -128.3 63.7 3.0E+22 4.2E+01 
2St* + St → 3St*RS -85.9 -136.4 -45.2 24.1 -125.0 61.4 7.8E+21 1.1E+02 
VASt* + St → VA2St*RR -80.8 -119.3 -45.2 31.8 -112.6 65.3 5.3E+19 2.2E+01 
VASt* + St → VA2St*RS -79.8 -122.0 -43.4 26.9 -123.5 63.7 4.4E+21 4.3E+01 
2St* + VA → 2StVA*RR -52.9 -120.4 -17.0 38.5 -118.3 73.8 5.3E+20 7.4E-01 
2St* + VA → 2StVA*RS -50.8 -113.4 -16.9 38.4 -117.5 73.4 3.9E+20 8.4E-01 
VASt* + VA → VAStVA*RR -52.1 -115.3 -17.7 36.9 -114.8 71.1 1.3E+20 2.1E+00 
VASt* + VA → VAStVA*RS -49.2 -144.9 -6.0 44.7 -133.7 84.6 2.7E+23 9.3E-03 
 
Based on the results in Table 2-3 and using Equation 2.61 to obtain overall stereo-aspecific rate 
coefficients, the reactivity ratios according to the terminal model (cf. Equation 2.66), and the 
monomer and radical reactivity ratios according to the penultimate model (cf. Equation 2.76) 
are calculated and shown in Table 2-4 in gas phase and in bulk phase. The monomer reactivity 
ratios in both the terminal and penultimate model correspond with the experimental data62 
within a factor of 2. 
Kinetic Monte Carlo simulations65 have been performed to simulate the copolymerization 
behavior of styrene and vinyl acetate, as is shown in Figure 2-11. Used parameters for 
propagation were either from literature, based on experimental data (blue dots) or calculated ab 
initio using the terminal model (red dots), as given in Table 2-2 (rate coefficients for 
homopropagation, dimer model) and Table 2-4 (reactivity ratios). Other parameters related to 
initiation and termination were taken from literature.66,67 
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Table 2-4. Reactivity ratios at 298 K according to the terminal model (cf. Equation 2.66), and the monomer 
and radical reactivity ratios according to the penultimate model (cf. Equation 2.76) calculated using the 
data from Table 2-3 and Table A1 in Appendix A in the copolymerization of styrene (1) with vinyl acetate 
(2). 
  gas phase bulk phase 
Terminal model r1 60.37 55.72 
 r2 0.05 0.03 
Penultimate model r1 91.97 95.90 
 r'1 52.91 30.45 
 r2 0.03 0.03 
 r'2 0.03 0.02 
 s1 0.43 0.43 
 s2 0.87 0.56 
Experimental data63,64 r1  50 
 r2  0.05 
 
In all graphs of Figure 2-11, the different parameter sets lead to very similar results, both for 
the kinetic Monte Carlo simulations as for the analytical expressions. The top left graph shows 
the immediate incorporation of styrene in the copolymer chain as a function of the styrene 
present in the monomer mixture; already for low percentages of styrene monomer, the 
immediate incorporation of styrene in the copolymer is high. The homopropagation of styrene 
is strongly favored over cross-propagation with vinyl acetate (high value for r1) and vice versa 
for vinyl acetate, where cross-propagation is strongly favored over homopropagation (low value 
for r1). Comparison of the results from the kinetic Monte Carlo simulations (blue dots with 
literature parameters and red dots with parameters calculated using ab initio - terminal model) 
with the Mayo-Lewis equation (Equations 2.69) – using the experimental reactivity ratios from 
literature (blue) and the ab initio calculated values as shown in Table 2-4, both for the terminal 
(red) and the penultimate model (green), where the adjusted reactivity ratios were used 
according to Equation 2.77 – shows an excellent agreement. 
The graph on the top right shows that the kinetic Monte Carlo simulations predict that all styrene 
monomer is consumed slightly after the 50 % total conversion mark, while the graph on the 
bottom left shows that during the first 50 % conversion virtually only styrene homo-polymer is 
being created. Furthermore, in the bottom right graph, the average rate coefficient as a function 
of the feed fraction styrene according to Equation 2.74 is shown, again using the three sets of 
parameters. In order to use the penultimate model, the adjusted reactivity ratio according to 
Equation 2.77 and the adjusted rate coefficients for homopropagation according to Equation 
2.78 have been used.  
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Both the values calculated according to the terminal and the penultimate model correspond well 
with the experimental values. Since there is also an error associated with the experimental 
data23,62,68 (not reported), it is not possible to differentiate between the accuracy of the terminal 
model and the penultimate model. 
 
 
Figure 2-11. Top left: Instantaneous fraction styrene, FSt,inst, in the copolymer as a function of the feed 
fraction styrene, fst. lines = Equation 2.69. Top right: Feed fraction styrene as a function of conversion. 
Bottom left: Instantaneous fraction styrene in the copolymer as a function of conversion. Bottom right: 
Average rate coefficient at 298 K, as a function of the feed fraction vinyl acetate, lines = Equation 2.74. Dots 
in the first three graphs are obtained using a kinetic Monte Carlo simulation65 in a 50:50 molar ratio with 
a 1 mol% initiator. Blue: experimental parameters, red: parameters from ab initio calculations using a 
unimer terminal model, green: parameters from ab initio calculations using a dimer penultimate model. 
Values for the parameters related to propagation are coming from Table 2-4 and Table 2-2, parameters 
related to initiation and termination from literature.66 
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2.5 The influence of side reactions in vinyl acetate homopropagation 
The occurrence of structural defects in the form of head-to-head defects in poly(vinyl acetate) 
(PVA) has been known for a long time,69 and is a known cause for a reduced thermal stability. 
Similar defects can also be found in, e.g. poly(methyl methacrylate),70 poly(styrene)71 and 
poly(vinyl chloride).72 However, while for these polymers head-to-head defects were found to 
exclusively be formed because of termination by recombination, for PVA it is believed that 
these are caused by head-to-head additions and a propagation scheme such as shown in Figure 
2-12, reactions a - d, needs to be considered. Typically, up to 1 - 2 % head to head defects69,73 
are detected, implying that the rate coefficient corresponding to head-to-head addition (b in 
Figure 2-12) should be approximately 50 to 100 times smaller than the one for the head-to-tail 
addition (a in Figure 2-12).  
Monyatsi et al.66 stated that this occurrence of head-to-head additions has a significant influence 
on the propagation kinetics. This conclusion is based on a series of PLP experiments, where it 
was found that, upon increasing the laser pulse frequency from 100 Hz to 500 Hz at 50 °C, an 
increase in kp
app from approximately 5500 to 7550 L mol-1 s-1 is observed. They hypothesized 
that the influence of head-to-head addition should vary with the targeted chain length, which is 
controlled by the laser pulse frequency, thus explaining the reported dependency of kp
app. 
Another study by Junkers et al.24 showed a similar trend: when the pulse frequency was 
increased from 100 to 500 Hz at 40.5 °C, kp
app increased from 4850 to 6450 L mol-1 s-1. 
However, Junkers et al.24  hypothesized that this was due to the occurrence of intramolecular 
chain transfer to polymer, or so-called backbiting, as shown in Figure 2-12, reactions e - f. This 
causes the formation of stabilized tertiary radicals on the polymer backbone, and these 
propagate much slower, (Figure 2-12, reactions g - h), as is known already for the 
polymerization of acrylates.74,75  
The original goal of this work was hence to use ab initio based kinetic modeling to provide a 
model-independent approach to discriminate between these two hypotheses: is polymerization 
retarded due to head-to-head propagation (section 2.5.1) as postulated by Monyatsi et al.66, or 
due to backbiting (2.5.2), as mentioned by Junkers et al.24 
Chapter 2  61 
 
 
 
Figure 2-12. Reactions calculated in this study. A dimer model was used for reactions a - d and h, a trimer 
model was used for reactions e - f, an extended trimer(+methyl) model was used for reaction g, as shown in 
Section A4 of Appendix A. Ac = acetate group. 
 
62  Chapter 2 
However, it was found that neither hypothesis on its own could explain the experimentally 
observed effect in a consistent manner and, hence, a third hypothesis (2.5.3) is presented. Using 
ab initio based kinetic Monte Carlo simulations it is shown that both head-to-head propagation 
and backbiting – but from a primary tail radical formed by head-to-head propagation – are 
needed to explain the experimental observations. 
2.5.1 Hypothesis 1: The retardation is due to head-to-head propagation 
The scenario given by Monyatsi et al.66 only takes into account head-to-head, head-to-tail, tail-
to-tail and tail-to-head propagation to explain the observed decrease in kp
app  for lower 
frequencies.  
In such a case, an analytical expression for the average rate propagation coefficient, kp
av can be 
derived by considering the net rate of formation of polymeric species by the individual modes 
of propagation (a,b,c and d in Figure 2-12, only forward contributions): 
𝑟𝑓 = 𝑘𝑝
ℎ𝑡[𝑅ℎ][𝑀] + 𝑘𝑝
ℎℎ [𝑅ℎ][𝑀] + 𝑘𝑝
𝑡ℎ[𝑅𝑡][𝑀] + 𝑘𝑝
𝑡𝑡 [𝑅𝑡][𝑀] (2.79) 
where [Rh] and [Rt] are the concentration of macroradicals where the radical is located on the 
‘head’ and on the ‘tail’ of the ultimate repeating unit, respectively. This is formally equal to: 
𝑟𝑓 = 𝑘𝑝
𝑎𝑣[𝑅ℎ + 𝑅𝑡][𝑀] (2.80) 
from which it follows that: 
𝑘𝑝
𝑎𝑣 = 𝑘𝑝
ℎ𝑡
[𝑅ℎ]
[𝑅ℎ] + [𝑅𝑡]
+ 𝑘𝑝
ℎℎ  
[𝑅ℎ]
[𝑅ℎ] + [𝑅𝑡]
+ 𝑘𝑝
𝑡ℎ
[𝑅𝑡]
[𝑅ℎ] + [𝑅𝑡]
+ 𝑘𝑝
𝑡𝑡  
[𝑅𝑡]
[𝑅ℎ] + [𝑅𝑡]
 
= 𝑘𝑝
ℎ𝑡
1
1 +
[𝑅𝑡]
[𝑅ℎ]
+ 𝑘𝑝
ℎℎ  
1
1 +
[𝑅𝑡]
[𝑅ℎ]
+ 𝑘𝑝
𝑡ℎ
1
[𝑅ℎ]
[𝑅𝑡]
+ 1
+ 𝑘𝑝
𝑡𝑡  
1
[𝑅ℎ]
[𝑅𝑡]
+ 1
 
(2.81) 
Applying the pseudo steady state approximation on the radical types, which means that the rate 
at which ‘head’ radicals switch to ‘tail’ radicals is equal to the rate at which ‘tail’ radicals switch 
to ‘head’ radicals: 
𝑘𝑝
ℎℎ [𝑅ℎ][𝑀] = 𝑘𝑝
𝑡𝑡 [𝑅𝑡][𝑀] (2.82) 
From which it follows that: 
𝑘𝑝
ℎℎ
𝑘𝑝
𝑡𝑡  =  
[𝑅𝑡]
[𝑅ℎ]
 (2.83) 
Substitution into Equation 2.81 leads to: 
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𝑘𝑝
𝑎𝑣 = 𝑘𝑝
ℎ𝑡
1
1 +
𝑘𝑝
ℎℎ
𝑘𝑝
𝑡𝑡
+ 𝑘𝑝
ℎℎ  
1
1 +
𝑘𝑝
ℎℎ
𝑘𝑝
𝑡𝑡
+ 𝑘𝑝
𝑡ℎ
1
𝑘𝑝
𝑡𝑡
𝑘𝑝
ℎℎ + 1
+ 𝑘𝑝
𝑡𝑡  
1
𝑘𝑝
𝑡𝑡
𝑘𝑝
ℎℎ + 1
 
(2.84) 
which can be rearranged to Equation 2.85: 
𝑘𝑝
𝑎𝑣 =
𝑘𝑝
ℎ𝑡𝑘𝑝
𝑡𝑡 + 2𝑘𝑝
ℎℎ𝑘𝑝
𝑡𝑡 + 𝑘𝑝
𝑡ℎ𝑘𝑝
ℎℎ
𝑘𝑝
ℎℎ + 𝑘𝑝
𝑡𝑡  
(2.85) 
Monyatsi et al.66 postulated parameters, shown in Table 2-5 for the individual modes of 
propagation, taking into account that the ratio of kp
hh to kp
ht should be between 0.01 and 0.02 in 
order to match the amount of head-to-head defects in the polymeric product. Under these 
assumptions, at 50 °C, a value of 6750 L mol-1 s-1 is obtained for kp
av, which is indeed a 
significant decrease (28 %) compared to the value of 9400 L mol-1 s-1 for kp
ht  (only head-to-tail 
addition). However, these values were chosen arbitrarily, and the value for the pre-exponential 
factor A of kp
tt is more than a factor 10 lower than for the other reactions, which is not a 
reasonable assumption.  
 
Table 2-5. Activation energies and pre-exponential factors determined in the interval 298 – 333 K (Ea in kJ 
mol-1 and A in L mol-1 s-1 or s-1) and rate coefficients at 323 K (k, in L mol-1 s-1 or s-1) for the different reactions 
occurring during propagation in vinyl acetate polymerization as shown in Figure 2-12. 
  ab initio Monyatsi et al.
66 
entry Reaction Ea A k (50 °C) Ea A k (50 °C) 
a head-to-tail 20.1 1.2E+07 7.0E+03 23.7 6.3E+07 9.4E+03 
b head-to-head 27.2 4.6E+06 1.9E+02 28.1 3.6E+06 1.0E+02 
c tail-to-tail 22.5 5.4E+06 1.3E+03 16.2 9.9E+04 2.4E+02 
d tail-to-head 35.5 1.6E+07 2.9E+01 28.1 3.6E+06 1.0E+02 
e backbiting head radical 58.4 4.2E+09 1.5E+00 - - - 
f backbiting tail radical 42.1 2.0E+10 3.1E+03 - - - 
g tertiary radical-to-tail 25.8 2.9E+06 2.0E+02 - - - 
h tertiary radical-to-head 39.1 1.1E+07 5.3E+00 - - - 
 
Hence, activation energies and pre-exponential factors for head-to-tail, head-to-head, tail-to-
tail and tail-to-head propagation are calculated using the model reactions shown in Figure 2-12 
(a – d) and are given in Table 2-5. Details on the different stereochemical distinct reactions and 
values in gas phase can be found Sections A2 of Appendix A. 
Using these ab initio calculated parameters kp
av  is evaluated to be 6400 L mol-1 s-1  (Equation 
2.85). Compared to the value of 7000 L mol-1 s-1 for kp
ht this is a much less significant decrease 
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(only 8%). This is despite the fact that head-to-head addition is occurring more frequently with 
the ab initio calculated parameters than with the parameters of Monyatsi et al.,66 corresponding 
to a ratio of head-to-head defects in the polymeric product of approximately 2.6 %, which might 
be a slight overestimation of what is experimentally found (1 - 2 %),69,73 but still in reasonable 
agreement. However tail-to-tail propagation is occurring much faster: the ab initio calculated 
data in Table 2-5 predict that the rate coefficient for tail-to-tail propagation is approximately a 
factor 5.5 lower than the rate coefficient for head-to-tail propagation while Monyatsi et al.,66 
assumed this to be almost 40 times. 
Furthermore, PLP SEC traces have been simulated using kinetic Monte Carlo at a temperature 
of 323 K and are shown in Figure 2-13 for various frequencies. In general, there is only a very 
small difference between the PLP SEC trace for a kinetic model where only head-to-tail 
propagation occurs (blue line, coinciding with the green line) as compared to a model where 
also head-to-head, tail-to-tail and tail-to-head take place. 
 
Figure 2-13. Simulated PLP SEC traces for four different frequencies (from top left to bottom right: 25, 
100, 500 and 2000 cm-1) and for four different reaction models: blue line: 'normal' head-to-tail propagation, 
reaction a; red line: head-to-head included, reactions a-d; green line: backbiting included, but no head-to-
head, reactions a, e, g and h; orange line: both head-to-head and backbiting included, reactions a – h. Note 
that the green and blue line are coinciding. T = 323 K; ∆[R0] = 10-5 mol L-1; σvb = 0.04; Npulse = 200. 
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The inflection points of the PLP SEC have been determined to obtain the apparent propagation 
rate coefficient, kp
app, according to Equation 2.96 and are shown in Figure 2-14 as a function of 
the frequency for the case where only head-to-tail (reaction a) has been taken into account (blue 
squares – coinciding with the green triangles) and for the case where also head-to-head, tail-to-
tail and tail-to-head has been taken into account (red circles, reaction a – d). The results from 
the model as determined by Monyatsi et al.,66 is almost coinciding with the data they had 
experimentally measured and will hence be used as the "experimental" benchmark (purple 
stars). While head-to-head effects do cause kp
app to decrease for decreasing laser pulse 
frequency, the effect is relatively minor and is not of the same magnitude as the experimental 
data indicate. 
 
Figure 2-14. Simulated kp,app as calculated from the inflection point of the PLP-SEC traces as a function of 
the frequency for different reaction models. Blue squares: 'normal' head-to-tail propagation, reaction a in 
Figure 2-12; red circles: head-to-head included, reactions a-d; green triangles: backbiting included, but no 
head-to-head, reactions a, e, g and h; orange diamonds: both head-to-head and backbiting included, 
reactions a - h; purple stars: experimental points from PLP experiments in literature.66 T = 323 K; ∆[R0] = 
10-5 mol L-1; σvb = 0.04; Npulse = 200. 
 
2.5.2 Hypothesis 2: The retardation is due to backbiting 
1,5 intramolecular chain transfer of the regular head radical formed by conventional head-to-
tail propagation is shown in Figure 2-12, reaction e. Note that also other forms of intramolecular 
chain transfer are possible, such as 1,6 backbiting. However, Van Cauter et al.37 found that for 
poly(vinyl chloride) the corresponding rate coefficient for 1,6 backbiting was more than a factor 
103 lower than for 1,5 backbiting. In a first approximation, these will hence be further ignored.  
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Contrary to the radical addition reactions, quantum tunneling is found to make a significant 
contribution to the rate coefficient of hydrogen abstraction reactions, such as backbiting, due to 
the large imaginary frequencies ( 1500 cm-1) and the low mass of the hydrogen atom. This is 
shown in Section A.3 of Appendix A by comparison of the data with and without tunneling 
coefficients as obtained using the Eckart tunneling model (Tables A3 and A4). Especially the 
activation energy Ea decreases significantly upon taking tunneling into account (by 
approximately 30 - 35 kJ mol-1), which is partially compensated by a decrease of the pre-
exponential factor A by approximately a factor 102 - 103. Other authors have calculated kinetic 
parameters for 1,5 backbiting for other polymers, e.g. for poly(vinyl chloride):37 Ea = 73.2 kJ 
mol-1 and A = 2.7 1011 s-1 and for poly(methyl acrylate):76 Ea = 57.3 kJ mol
-1 and A = 1.5 1012 
s-1. Taking into account that the polymer structures are very different, these values agree 
reasonably well, although one would expect the pre-exponential factors to be more similar. This 
might be due to the fact that the referred literature did not take quantum tunneling into account37 
or the more coarse, Wigner approximation was used.76  
The backbiting reaction leads to a stabilized tertiary radical and the rate coefficient of the 
corresponding 'tertiary radical-to-tail' propagation reaction is significantly slower than for 
'head-to-tail' or 'tail-to-tail' propagation (compare reaction e with a or c in Table 2-1). A 
somewhat larger model compound was used to model this reaction (g in Figure 2-12) since 
steric effects of the surrounding groups have a significant influence, as shown in Section A.4 
of Appendix A. Note that such a tertiary radical can also attack the head of a vinyl acetate 
monomer, in a 'tertiary radical-to-head' propagation, leading to a tail radical. Using a smaller 
model compound, the rate coefficient for this reaction was already found to be very low and 
therefore not significant. Extra steric effects from a larger model compound would likely only 
reduce that further. 
PLP SEC traces corresponding to a kinetic model containing 'normal' head-to-tail propagation, 
backbiting from regular head radicals and the subsequent addition from tertiary radicals have 
been simulated (Figure 2-13). After determining the inflection points for the various 
frequencies, the resulting kp
app as a are shown in Figure 2-14 (green triangles, reactions a, e, g 
and h). Backbiting from regular head radicals clearly does not have any significant influence 
on the apparent propagation rate coefficient because it is not occurring frequently enough to 
cause a sufficiently large amount of tertiary radicals to retard the polymerization. 
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2.5.3 Hypothesis 3: Both head-to-head and backbiting are required to explain the observed 
retardation for decreasing pulse frequencies 
Next to 'head' macroradicals, also 'tail' macroradicals – formed after a head-to-head addition – 
are able to undergo 1,5 intramolecular chain transfer (reaction f in Figure 2-12). The values in 
Table 2-5 show that tail radicals are much more reactive towards backbiting than the head 
radicals (compare reaction f with e in Table 2-5). This can be rationalized by the structure of 
the six-membered transition states, as shown in Figure 2-15 for the lowest Gibbs free energy 
diastereomers of both the 3VA head (left) and tail (right) radical. In the case of head radicals, 
there is much more torsional tension present between C2 and C3 (numbering going from the α 
to the ω end of the chain, as indicated in Figure 2-15): the dihedral angle between C1 and the 
hydrogen on C3 is only 16 ° whereas for the tail radicals this is 35 °, considerably closer to the 
value of 60 ° for an ideal, relaxed structure. 
 
Figure 2-15. Transition states for 1-5 intramolecular chain transfer of a 3VA(h) (left) and a 3VA(t) radical 
(right). 
If both head-to-head propagation and backbiting are combined in a kMC model that considers 
all the reactions shown in Figure 2-12 (reaction a – h), kpapp shows a clear dependency on the 
frequency (orange diamonds in Figure 2-14), to a similar extent as the experimentally obtained 
data (purple stars). It should be stressed that no parameter fitting of any kind has been 
undertaken and that the observed deviation between the experimental and the simulated data is 
well within the margin of computational error. 
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The presented hypothesis of a combined effect of head-to-head propagation and backbiting to 
explain the observed decrease of kp
app in PLP experiments for lower frequencies is more 
reasonable than the hypotheses of either one of these effects being solely responsible. The 
model-independent ab initio data show that head-to-head propagation occurs frequently, and 
hence leads to a rather high incorporation of head-to-head defects, as experimentally observed. 
Subsequent tail-to-tail propagation of the of the formed primary tail radical is rather fast, and 
does only partially explain the observed decrease in kp
app for lower frequencies. However, next 
to tail-to-tail propagation, the tail-radicals can also undergo backbiting, leading to the formation 
of tertiary radicals. The transition state corresponding to the backbiting reaction of these tail 
radicals is benefitting from an advantageous geometry and is hence occurring relatively fast. 
The obtained tertiary radicals after such a backbiting reaction propagate significantly slower 
than the 'head' or 'tail' radicals and cause a significant retardation. Note that the propagation of 
these tertiary radicals also causes branch formation, which is also what is experimentally 
observed for the radical bulk polymerization of vinyl acetate.46 
2.6 Conclusions 
Over the last decade, ab initio methods have reached a stage of sufficient maturity to be able to 
predict propagation rate coefficients in radical homo- and copolymerization with chemical 
accuracy (differences on Δ‡G° < 4 kJ mol-1), enabling it as a valuable tool to generate 
parameters for kinetic models. This has been demonstrated via computation of the propagation 
rate coefficients in four different homopolymerization systems: styrene, methyl methacrylate, 
methyl acrylate and vinyl acetate and for the copolymerization system of styrene and vinyl 
acetate, using both a unimer and a dimer model. Computational results obtained using a dimer 
model, and therefore including penultimate effects, are corresponding slightly better with 
experimental data than results obtained using a unimer model, which only includes terminal 
effects. However, the associated computational cost is also much larger. 
Furthermore, for the case of vinyl acetate homopolymerization, the different modes of 
propagation: head-to-tail, head-to-head, tail-to-tail and tail-to-head, have been scrutinized. It is 
shown that the average propagation rate coefficient is not significantly influenced by head-to-
head addition, because the tail-to-tail addition following a head-to-head addition is sufficiently 
fast. However, the tail radicals – formed by a head-to-head addition – are very reactive towards 
1,5 intramolecular chain transfer. These backbiting reaction result in the formation a tertiary 
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radicals that are sufficiently stable to retard the propagation, explaining the observed decrease 
of kp
app for lower pulse repetition rates in pulsed laser polymerization. 
2.7 Methods 
2.7.1 Ab initio calculations 
Electronic structure calculations were performed using the Gaussian-09 package.77 Minimum 
energy conformations for reactants, products and intermediates are determined by rotating all 
dihedral angles at the B3LYP/6-31G(d) level of theory. Transition state structures were 
optimized using the Berny algorithm,78 where the starting geometry was based on the 
corresponding minimum energy product. All minimum energy and transition state geometries 
were confirmed to have 0 or 1 imaginary frequency, respectively. Single-point calculations 
using M06-2X/ 6-311+G(d,p)79 were performed to obtain electronic energies. Thermal 
contributions were calculated in the harmonic oscillator approach at the B3LYP/6-31G(d) level 
of theory. The standard thermodynamic formulas were then used to obtain standard enthalpies, 
entropies and Gibbs free energies in the gas phase:80 
𝐻°𝑔𝑎𝑠 = 𝐸 + 𝑅𝑇
2 (
𝜕 ln 𝑞
𝜕𝑇
)
𝑉
+ 𝑃𝑉 
(2.86) 
𝑆°𝑔𝑎𝑠 = 𝑅 + 𝑅 ln 𝑞 +𝑅𝑇 (
𝜕 ln 𝑞
𝜕𝑇
)
𝑉
 
(2.87) 
𝐺°𝑔𝑎𝑠 = 𝐻°𝑔𝑎𝑠 − 𝑇𝑆°𝑔𝑎𝑠 (2.88) 
Where E is the electronic energy calculated using M06-2X/6-311+G(d,p), P the pressure equal 
to 1 atmosphere, V the volume equal to 1 L, R the universal gas constant, T the temperature 
equal to 298 K and q the total molecular partition function including the contribution due to the 
zero-point energy vibration at the B3LYP/6-31G(d) level of theory, and defined as: 
𝑞𝑖 = 𝑞𝑒𝑙𝑞𝑟𝑜𝑡𝑞𝑡𝑟𝑎𝑛𝑠𝑞𝑣𝑖𝑏 (2.89) 
where qel is the partition function for electronic motion, and formally equal to the degeneracy, 
qrot for external rotation, qtrans for translation. qvib is the partition function for vibration including 
contributions from zero-point vibrations, in the harmonic oscillator approximation in which 
internal rotations are approximated as harmonic vibrations. Note that the number of optical 
isomers is not included in the partition function. 
Standard Gibbs free energies of solvation, ∆𝑠𝑜𝑙𝑣𝐺°(𝑇), were then calculated using COSMO-
RS81 theory as implemented in the COSMOtherm82 software package, version C30_1601, based 
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on BP86/TZVP calculations using the B3LYP/6-31G(d) optimized geometries. Standard 
enthalpies and entropies of solvation were calculated by using the following thermodynamic 
functions:33 
∆𝑠𝑜𝑙𝑣𝐻°(𝑇) = −𝑇
2
𝜕 (
∆𝑠𝑜𝑙𝑣𝐺°(𝑇)
𝑇 )
𝜕𝑇
≈ −𝑇2 [
(
∆𝑠𝑜𝑙𝑣𝐺°(𝑇2)
𝑇2
) − (
∆𝑠𝑜𝑙𝑣𝐺°(𝑇1)
𝑇1
)
𝑇2 − 𝑇1
] (2.90) 
∆𝑠𝑜𝑙𝑣𝑆°(𝑇) =
∆𝑠𝑜𝑙𝑣𝐻°(𝑇) − ∆𝑠𝑜𝑙𝑣𝐺°(𝑇)
𝑇
 
(2.91) 
Standards enthalpies, entropies and Gibbs free energies in the condensed phase were then 
calculated by adding the respective standard enthalpy, entropy or Gibbs free energy of solvation 
to the respective gas phase equivalent. 
Subsequent application of classical transition state theory83 allows to calculate the rate 
coefficient k as follows: 
𝑘(𝑇) = 𝜅(𝑇)
𝑘𝐵𝑇
ℎ
(𝑐0)1−𝑚exp (
−∆𝐺0
‡
𝑅𝑇
) (2.92) 
in which κ(T) is the quantum tunneling correction factor,  𝑘𝐵 the Boltzmann constant (1.381 
. 
10-23  J mol-1 K-1), h the Planck constant (6.626 . 10-34 J s), 𝑐0 the standard unit of concentration  
(mol L-1) and m the molecularity of the reaction (1 for a unimolecular and 2 for a bimolecular 
reaction). 
For hydrogen abstraction reactions, the quantum tunneling correction factors κ(T) has been 
taken into account using the Eckart tunneling scheme84 at the B3LYP level of theory, since the 
thermal analysis has been done at that level of theory. Eckart quantum tunneling correction 
factors have proven their reliability before for reactions involving hydrogen radicals.85,86 For 
other reaction, such as radical additions, κ(T) has been chosen equal to 1. 
Using two rate coefficients at different temperatures, the activation energies Ea and pre-
exponential factors A are obtained via regression of the Arrhenius equation: 
𝐸𝑎 = −𝑅(
ln 𝑘(𝑇2) − ln 𝑘(𝑇1)
1
𝑇2
−
1
𝑇1
) (2.93) 
ln 𝐴 = ln 𝑘(𝑇) +
𝐸𝑎
𝑇 ∙ 𝑅
 (2.94) 
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2.7.2 Kinetic modeling 
Kinetic Monte Carlo (kMC) modeling, based on the stochastic simulation algorithm developed 
by Gillespie,87 was used to describe the copolymerization of styrene with vinyl acetate in a 
similar fashion as described earlier by Van Steenberghe et al. for other copolymerization 
systems.65,88 
Kinetic Monte Carlo was also used to simulate PLP SEC traces in the homopolymerization of 
vinyl acetate, using the reaction scheme described in Section A5 of Appendix A. 
The simulated molar mass distributions were corrected for SEC broadening according to: 
𝑤𝑆𝐸𝐶(log𝑀) =
1
(2𝜋)0.5𝜎𝑣𝑏
∫ exp (−
(log(𝑀) − log(?̃?))2
2(𝜎𝑣𝑏)2
)𝑤(log  ?̃?) 𝑑𝑙𝑜𝑔(?̃?)
+∞
0
 (2.95) 
where σvb is taken equal to 0.04, in agreement with Monyatsi et al. 66  
The apparent rate coefficient, kp
app is then obtained from the repetitive inflection points Lj (j = 
1, 2, ...) in the PLP SEC trace according to: 
𝑘𝑝
𝑎𝑝𝑝 =
𝐿𝑗
[𝑀]0(𝑗∆𝑡)
 (2.96) 
where [M]0 is the initial monomer concentration, which can be used in a good approximation 
since PLP simulations (and experiments) are performed only for limited monomer conversion  
(<5 mol%), and Δt is the dark time in between the laser pulses, and equal to the inverse of the 
frequency. Further details are elaborated in earlier work described by Mariën et al.75  
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Chapter 3  
Ab initio Based Kinetic Modeling of the RAFT Polymerization of 
Styrene 
3.1 Abstract 
The kinetics of the RAFT polymerization of styrene with 2-cyano-2-propyl dodecyl 
trithiocarbonate (CPDT) initiated by azobisisobutyronitrile (AIBN) are described with a 
microkinetic model. The addition-fragmentation rate coefficients are obtained via a single-point 
electronic energy calculation using M06-2X/6-311+G(d,p) on a B3LYP/6-31G(d) optimized 
geometry. Thermal contributions are accounted for using the quasi-harmonic oscillator model 
with frequencies obtained at the B3LYP/6-31G(d) level of theory and solvation free energies 
using COSMO-RS. A dimer radical was used to represent the macroradical to include possible 
penultimate effects. To properly account for the contribution of the various stereochemically 
distinct reactions a set of equations is presented to obtain over-all rate addition-fragmentation 
rate coefficients that can easily be implemented in the microkinetic model. Conversions, 
number average molar mass, polydispersity and end-group functionality are simulated in a wide 
range of conditions and in excellent agreement with experimental data obtained using GC and 
GPC experiments. Although the addition-fragmentation with the initial RAFT agent (CPDT) is 
occurring efficiently, reinitiation – and hence initiation as well since the structures of both 
initiation and reinitiation radical species are the same in this case – is slightly delayed due to 
the side reaction of the 2-cyano-2-propyl fragment with the original RAFT agent. Addition-
fragmentation with the macro RAFT species is not occurring fast enough to keep perfect control 
over the dispersity, causing it to spike in the beginning of the reaction.  
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3.2 Introduction 
The aspiration for more control over the polymer properties, i.e. chemical composition, 
architecture, molecular mass distribution, … has driven the development of controlled radical 
polymerization (CRP) techniques,1 such as reversible addition-fragmentation chain transfer 
(RAFT) polymerization.2,3 A general scheme for a radical polymerization controlled with 
RAFT agents is given in Figure 3-1.  
 
Figure 3-1. Reaction scheme summarizing the reactions occurring during a RAFT polymerization. RAFT 
cross-termination, termination by disproportionation and by chain transfer and side reactions with the 
initiator fragment I are not shown. In this work, a dodecyl trithiocarbonate is used as a RAFT agent and 
hence Z = - S(CH2)CH3. 
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The rate coefficients related to the addition-fragmentation are the crucial parameters for control 
over the polymerization because these reactions are responsible for the rapid exchange of chains 
between active and dormant state. In case the concentration of the intermediate RAFT-radicals 
(PTR0 and PTP in Figure 3-1) are i) in a quasi-equilibrium – and hence the pseudo steady state 
approximation (PSSA) can be applied – and ii) cross-termination involving these radicals can 
be ignored, the mechanism is degenerative,4 as shown in Figure 3-2.  
 
Figure 3-2. Simplified RAFT degenerative transfer mechanism for the pre-equilibrium and the main 
equilibrium based on the assumption that cross-termination does not occur and the pseudo steady state 
approximation on PTP and PTR0 in Figure 3-1.v 
The transfer rate coefficients shown in Figure 3-2 can be deduced from applying the pseudo 
state approximation on the intermediate RAFT radicals PTP and PTR0 in Figure 3-1: 4,5 
𝑘𝑡𝑟,0 = 𝑘𝑎𝑑𝑑0,𝑃
𝑘𝑓𝑟𝑎𝑔𝑃,0
𝑘𝑓𝑟𝑎𝑔0,𝑃 + 𝑘𝑓𝑟𝑎𝑔𝑃,0
 (3.97) 
𝑘−𝑡𝑟,0 = 𝑘𝑎𝑑𝑑𝑃,0
𝑘𝑓𝑟𝑎𝑔0,𝑃
𝑘𝑓𝑟𝑎𝑔0,𝑃 + 𝑘𝑓𝑟𝑎𝑔𝑃,0
 (3.98) 
𝑘𝑡𝑟 =
𝑘𝑎𝑑𝑑𝑃,𝑃
2 
 (3.99) 
Where the labels of the rate coefficients relate to the reactions shown in Figure 3-1. These are 
then used to obtain the chain transfer coefficients:  
𝐶𝑡𝑟,0 =
𝑘𝑡𝑟,0
𝑘𝑝
 (3.100) 
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𝐶−𝑡𝑟,0 =
𝑘−𝑡𝑟,0
𝑘𝑟𝑖
 (3.101) 
𝐶𝑡𝑟 =
𝑘𝑎𝑑𝑑𝑃,𝑃
2 𝑘𝑝
 (3.102) 
A high initial forward transfer coefficient 𝐶𝑡𝑟,0 indicates that chain transfer with the initial 
RAFT agent is faster than propagation, which is necessary for fast consumption of the initial 
RAFT agent. Also, the RAFT agent-derived radical (R0) should preferentially add to the 
monomer instead of adding back to the RAFT agent, which corresponds to a low reverse 
transfer coefficient 𝐶−𝑡𝑟,0. The transfer coefficient 𝐶𝑡𝑟 quantifies the exchange between the 
growing chains, and imparts the control on the polymerization: high values indicate efficient 
chain transfer agents. 
While knowledge of the transfer coefficients certainly aids in the understanding and design of 
RAFT polymerization, a more fundamental insight on the interplay between the various 
reactions and the control of the polymerization can only be gained by kinetic modeling,6 which 
requires accurate parameters for all the elementary reactions. For propagation, rate coefficients 
can be measured reliably from well-defined experiments such as pulsed laser polymerization.7,8 
However, for the addition- fragmentation reactions specific to RAFT polymerization, rate 
coefficients are more difficult to obtain experimentally without resort to model-based 
assumptions. Therefore, the use of first principles techniques offers an attractive alternative.9 
Ab initio calculations of RAFT equilibrium and rate coefficients have already been used to 
study rate retardation in RAFT polymerization,10,11 design of new RAFT-agents12 and to 
develop structure-reactivity relations.13 Coote et al.14 constructed an ab initio based kinetic 
model for the RAFT polymerization of a dithiobenzoate (Z=C6H5). While in principle every 
possible radical structure gives rise to potentially different addition-fragmentation rate 
coefficients, in practice chain-length convergence can be assumed and the number of rate 
coefficient that need to be calculated can hence be drastically reduced. Coote et al., 14 chose I 
and R0 to have the same chemical structure, and considered 4 remaining radical structures in 
addition-fragmentation reactions with 2 possible RAFT agents, as shown in Figure 3-3. For 
these reactions, the equilibrium coefficients were calculated and rate coefficients of additions 
were set to a typical order of magnitude value of 106 mol L-1 s-1. Hence, the influence of the 
radical structure and RAFT-substituent was assumed to be entirely contained in the 
fragmentation rate coefficient. 
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Figure 3-3. Addition-fragmentation reactions considered by Coote et al.14  
In this work, we aim to evaluate the use of ab initio calculations to deliver quantitative rate 
coefficients for the addition-fragmentation reactions using a trithiocarbonate that can be 
implemented in an earlier developed microkinetic model15 for the bulk RAFT polymerization 
of styrene with 2-cyano-2-propyl dodecyl trithiocarbonate (CPDT), initiated with 
azobisisobutyronitrile (AIBN). The microkinetic model is used to obtain conversion profiles, 
as well as average chain lengths and dispersities. The accuracy of the calculated kinetic 
parameters is validated by comparing the simulations to experimental data obtained using gas 
chromatography (GC) and gel permeation chromatography (GPC). 
3.3 Methods 
3.3.1 Computational details 
The Gaussian-09 package16 was used for all electronic structure calculations. Global minimum 
energy conformations for reactants, products and intermediates are determined by rotating all 
dihedral angles17 at the B3LYP/6-31G(d) level of theory. Gas phase electronic energies were 
then calculated using single-point calculations using the M06-2X level of theory with a  
6-311+G(d,p) basis set. Thermal contributions were calculated in the quasiharmonic oscillator 
approach18, meaning that frequencies lower than 30 cm-1 were raised to this value. The 
recommended scaling factor of 0.99, as determined by Scott and Radom19 was applied. The 
standard thermodynamic formulas were then used to obtain standard enthalpies, entropies and 
Gibbs free energies in the gas phase:20 
𝐻°𝑔𝑎𝑠 = 𝐸 + 𝑅𝑇
2 (
𝜕 ln 𝑞
𝜕𝑇
)
𝑉
+ 𝑃𝑉 
(3.103) 
𝑆°𝑔𝑎𝑠 = 𝑅 + 𝑅 ln 𝑞 +𝑅𝑇 (
𝜕 ln 𝑞
𝜕𝑇
)
𝑉
 
(3.104) 
𝐺°𝑔𝑎𝑠 = 𝐻°𝑔𝑎𝑠 − 𝑇𝑆°𝑔𝑎𝑠 (3.105) 
Where E is the electronic energy calculated using M06-2X/6-311+G(d,p), P the pressure equal 
to 1 atmosphere, V the volume equal to 1 L, R the universal gas constant, T the temperature and 
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q the total molecular partition function including the contribution due to the zero-point energy 
vibration at the B3LYP/6-31G(d) level of theory, and defined as: 
𝑞𝑖 = 𝑞𝑒𝑙𝑞𝑟𝑜𝑡𝑞𝑡𝑟𝑎𝑛𝑠𝑞𝑣𝑖𝑏 (3.106) 
where qel is the molecular partition function for the electronic degrees of freedom, and formally 
equal to the degeneracy, qrot for external rotation, qtrans for translation. qvib is the partition 
function for vibration including contributions from zero-point vibrations, in the harmonic 
oscillator approximation in which internal rotations are approximated as harmonic vibrations.  
Standard Gibbs free energies of solvation in styrene, ∆𝑠𝑜𝑙𝑣𝐺°(𝑇), were then calculated using 
COSMO-RS21 theory as implemented in the COSMOtherm22 software package, version 
C30_1601, based on BP86/TZVP calculations using the B3LYP/6-31G(d) optimized 
geometries. Standard enthalpies and entropies of solvation were calculated by using the 
following thermodynamic functions:23 
∆𝑠𝑜𝑙𝑣𝐻°(𝑇) = −𝑇
2
𝜕 (
∆𝑠𝑜𝑙𝑣𝐺°(𝑇)
𝑇 )
𝜕𝑇
≈ −𝑇2 [
(
∆𝑠𝑜𝑙𝑣𝐺°(𝑇2)
𝑇2
) − (
∆𝑠𝑜𝑙𝑣𝐺°(𝑇1)
𝑇1
)
𝑇2 − 𝑇1
] 
(3.107) 
∆𝑠𝑜𝑙𝑣𝑆°(𝑇) =
∆𝑠𝑜𝑙𝑣𝐻°(𝑇) − ∆𝑠𝑜𝑙𝑣𝐺°(𝑇)
𝑇
 
(3.108) 
Standard enthalpies, entropies and Gibbs free energies in styrene were then calculated by adding 
the respective standard enthalpy, entropy or Gibbs free energy of solvation to the respective gas 
phase equivalent. Note that the standard state of the gas phase thermodynamic quantities is 
chosen to be equal to 1 mol L-1. In case 1 bar is chosen as  the standard state for the gas phase 
thermodynamics, an extra term corresponding to the change in standard state has to be 
accounted for. 
Equilibrium coefficients and intrinsic forward and reverse rate coefficients were calculated 
using classical transition state theory:20 
𝑘+ =
𝑘𝐵𝑇
ℎ
𝑒
−𝛥‡𝐺° 
𝑅𝑇  
(3.109) 
𝐾𝑐 =  𝑒
−𝛥𝑟𝐺°
𝑅𝑇  (3.110) 
𝑘− =
𝑘+
𝐾
 
 
(3.111) 
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Where kB is the Boltzmann constant, h the Planck constant, 𝛥‡𝐺° is the difference in standard 
Gibbs free energy between the transition state j and the reactant(s), and ΔrG° the difference in 
standard Gibbs free energy between the product and the reactant(s). 
3.3.2 Kinetic model 
In previous work,15 a detailed microkinetic model for the RAFT polymerization of styrene was 
constructed. Using the method of moments24 a deterministic model was derived for the full 
reaction mechanism as shown in Figure 3-1. Integration was performed using the Livermore 
Solver for Ordinary Equations (LSODA) code.25 Diffusional effects on initiation efficiency and 
termination were accounted for. To calculate the apparent initiation efficiency, free volume 
theory with parameters reported by Buback et al.26 was used. The apparent termination reaction 
rate coefficients were calculated using the composite model described by Johnston-Hall et al.27  
3.3.3 Experimental procedures 
The polymerization of styrene was carried out using azobisisobutyronitrile (AIBN) as initiator 
and 2-cyano-2-propyl dodecyl trithiocarbonate (CPDT) as RAFT agent. Monomer conversion 
was measured using gas chromatography (GC) and number average chain length, mass average 
chain length and dispersity were measured using gel permeation chromatography (GPC). Batch 
isothermal RAFT polymerizations of styrene were performed in the presence of 5% decane 
(v/v, with respect to monomer), which is used as an internal standard for gas chromatography. 
A typical RAFT experiment was performed as follows: decane was added to 50 ml (43.4 mmol) 
styrene, 0.376 g (1.09 mmol) CPDT, 0.179 g (1.09 mmol) AIBN and 2.5 ml (12.8 mmol). Two 
three-neck flasks with a magnetic stirrer were each filled with 25 ml of this mixture and 
degassed three times using a freeze-pump-thaw cycle. The temperature of the reaction mixture 
was constantly monitored and kept at 70°C via immersion in an oil bath. The reaction mixture 
was stirred at 300 rpm. The reaction was kept under argon atmosphere and samples were taken 
at distinct times with a syringe by degassing the needle three times before taking a small volume 
(1 ml) out of the reaction mixture. Samples were quenched using liquid nitrogen and stored in 
vials at -5°C. In this way, each experiment was performed in duplicate so that reproducibility 
could be verified. 
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3.4 Results 
3.4.1 Model reactions 
A proper choice of the model compounds to be used in the ab initio calculation of addition 
fragmentation rate coefficients is of the utmost importance. Previous investigations by Coote et 
al.28,29 have established that penultimate effects for the attacking radical have largely converged 
by the dimer stage, while for the substituent (R-group) of the RAFT agent, typically a unimer 
suffices. In case of the RAFT polymerization of styrene with 2-cyano-2-propyl dodecyl 
trithiocarbonate (CPDT) initiated by AIBN, this means that four addition-fragmentation 
reactions can be distinguished: i) between a cyano isopropyl radical (R0) and TR0, ii) between 
R0 and TP, iii) between a propagating polystyrene chain (P) and the original RAFT agent (TR0) 
and iv) between P and a macro RAFT agent (TP). These reactions are shown in Figure 3-4, 
respectively.  
 
Figure 3-4. Model reactions to calculate the addition-fragmentation rate coefficients for the RAFT 
polymerization of styrene with CPDT initiated by AIBN. Chiral centers are designated with R/S. 
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Because of computational constraints the dodecyl group in CPDT has been replaced by an ethyl 
group. The validity of this assumption has been investigated for the model reaction shown in 
Figure 3-5. 
 
Figure 3-5. Addition of a styrene dimer radical (P) on 2-cyano-2-propyl alkyl trithiocarbonate (TxR0). 
Reaction electronic energies and Gibbs free energies in the gas phase and in styrene have been 
calculated and are shown in Table 3-1. 
Table 3-1. Reaction electronic energies (ΔrEE) and standard reaction Gibbs free energies at 298.15 K in the 
gas phase and in styrene (ΔrG°gas and ΔrG°styrene, respectively) for the reaction shown in Figure 3-5 for 
different alkyl groups (X in Figure 3-5): ethyl, butyl, octyl and dodecyl. Standard state = 1 mol L-1. 
 ΔrEE ΔrG°gas ΔrG°styrene 
X= kJ mol-1 kJ mol-1 kJ mol-1 
ethyl -84.6 -9.1 -10.7 
butyl -85.1 -9.2 -9.9 
octyl -85.1 -7.7 -8.1 
dodecyl -85.2 -7.3 -7.8 
 
The influence of the alkyl group on the electronic energy is less than 1 kJ mol-1. The influence 
on the Gibbs free energy (both gas phase and in bulk) is slightly larger. However, going from 
ethyl to dodecyl, the deviation is still less than 3 kJ mol-1, and therefore, in a first approximation, 
we can assume this effect not to be significant. 
Note that in a previous study by Coote et al.,14 the initiated monomer-radical (ISt) has been 
considered as a separate species in the construction of the kinetic model. In their investigation, 
the RAFT-agent is a dithiobenzoate and the equilibrium coefficient for the addition of the 
initiated monomer-radical ISt with the initial RAFT agent TR0 (cf. Figure 3-6) was found to 
be a factor 103 smaller than the addition of the macro radical P (Table 3-2).  
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Figure 3-6. Reaction of the initiated styryl radical (ISt) with the 2-cyano-2-propyl dithiobenzoate (BR0), 
used in the study by Coote et al.14 
Because of this large difference in reactivity, this reaction was explicitly accounted for. 
However, in this work, for the addition of styrene to the trithiocarbonate CPDT, the difference 
in equilibrium coefficient for the addition of the initiated monomer-radical ISt with the addition 
of the macroradical P is less than a factor 10 (Table 3-2). Moreover, the small difference is 
mainly due to the addition of the small species occurring slower, hence this reaction will take 
place less frequently. Therefore, in a first approximation, this species has been included as being 
part of the macroradicals P. 
Table 3-2. Comparison of equilibrium coefficients (Kc, in L mol-1) and rate coefficients for addition and 
fragmentation (kadd and kfrag, in L mol-1 s-1 and s-1, respectively) in styrene at 70 °C for the RAFT exchange 
between BR0 and TR0. Symbols are according to Figure 3-5 and Figure 3-6. For the reaction of P + TR0 ⇌ 
PTR0, the overall equilibrium and rate coefficients, including contributions from all stereoisomers, are 
reported (see Equations 3.114 and 3.123). 
reaction Kc kadd kfrag 
ISt + BR0 ⇌ IStBR014 3.5E+08 1.0E+06 2.9E-03 
P + BR0 ⇌ PBR014 2.1E+11 1.0E+06 4.9E-06 
ISt + TR0 ⇌ IStTR0 1.3E+01 2.3E+05 1.8E+04 
P + TR0 ⇌ PTR0 9.4E+01 3.3E+06 3.5E+04 
 
3.4.2 Ab initio stereospecific thermodynamic and kinetic parameters 
It is important to realize that a chiral center arises upon addition of a styrylic radical to the 
double bonded sulfur of the RAFT-agent. Taking into account this stereochemistry (indicated 
by R/S in Figure 3-4), standard reaction and activation enthalpies, entropies and Gibbs free 
energies at 298.15 K are obtained and shown in Table 3-3 (cf. Table B1 in Appendix B for 
values in gas phase).  
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Table 3-3. Standard reaction enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG°, in respectively  
kJ mol-1, J mol-1 K-1, kJ mol-1); standard activation enthalpy, entropy and Gibbs free energy (Δ‡H°, Δ‡S°, 
Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1) at 298.15 K in the bulk phase (styrene). Labelling of 
the reactions is according to Figure 3-4 and as described in the text. Standard state = 1 mol L-1. 
Reaction orientation ΔrH° ΔrS° ΔrG° Δ‡H° Δ‡S° Δ‡G° 
R0 + TR0 ⇌ R0TR0  -38.4 -143.0 4.2 3.0 -150.0 47.7 
R0 + TP ⇌ R0TP  -31.4 -137.2 9.5 15.0 -138.1 56.2 
P+TR0 ⇌ PTR0 RR -54.5 -146.9 -10.6 26.5 -129.5 65.1 
 RS -57.1 -133.9 -17.2 -6.0 -142.1 36.4 
P+TP ⇌ PTP RRR -37.3 -138.2 3.9 30.7 -135.2 71.1 
 RRS -45.1 -136.1 -4.5 4.8 -141.0 46.9 
 RSR -47.7 -146.0 -4.1 4.7 -145.9 48.2 
 RSS -38.2 -138.4 3.1 10.1 -140.8 52.0 
 
Analysis of the data in Table 3-3 shows that the addition to TR0 has a significantly lower barrier 
than the addition to TP, both for R0 and P (RS conformation). Also, there are stereoselective 
restrictions on the addition of P to both TR0 and TP: the RR (or SS) and RRR (or SSS) 
conformations, respectively, have significantly higher reaction barriers than the other 
conformations. Based on the data in Table 3-3, it can thus be predicted that the stereochemistry 
of the end group of the RAFT-polymer (TP) will be mainly RRS (and SRR), followed by RSR 
(and SRS) and RSS (and SRR). Classical transition state theory (Equations 3.109, 3.110 and 
3.111) can then be applied on the Gibbs free energies to determine the forward and reverse rate 
coefficients for the stereochemically distinct reactions (see Table B2 and Table B3 in Appendix 
B for values in gas phase and in styrene, respectively). 
3.4.3 Overall stereoaspecific rate coefficients 
The used microkinetic model15 does not discriminate between stereochemically distinct 
reactions. Hence, in case of reactions involving P (reactions iii and iv in Figure 3-4), overall 
stereoaspecific kinetic parameters, encompassing contributions from the various diastereomers 
are required. 
The addition rate of the dimer to the original RAFT agent, TR0, is given by (labels according 
to Figure 3-4): 
𝑟𝑎𝑑𝑑0,𝑃 = (𝑘𝑎𝑑𝑑0,𝑃,𝑅𝑅 + 𝑘𝑎𝑑𝑑0,𝑃,𝑅𝑆)[𝑃𝑅][𝑇𝑅0] + (𝑘𝑎𝑑𝑑0,𝑃,𝑆𝑅
+ 𝑘𝑎𝑑𝑑0,𝑃,𝑆𝑆)[𝑃𝑆][𝑇𝑅0] 
(3.112) 
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The dimer molecule is a racemic mixture of both the R and the S enantiomer, and therefore: 
[𝑃] = [𝑃𝑅] + [𝑃𝑆] = 2[𝑃𝑅]. Because also 𝑘𝑎𝑑𝑑0,𝑃,𝑅𝑅 = 𝑘𝑎𝑑𝑑0,𝑃,𝑆𝑆 and 𝑘𝑎𝑑𝑑0,𝑃,𝑅𝑆 = 𝑘𝑎𝑑𝑑0,𝑃,𝑆𝑅, 
the following equation is obtained: 
𝑟𝑎𝑑𝑑0,𝑃 = (𝑘𝑎𝑑𝑑0,𝑃,𝑅𝑅 + 𝑘𝑎𝑑𝑑0,𝑃,𝑅𝑆)[𝑃][𝑇𝑅0] (3.113) 
Therefore, the overall addition rate coefficient of the dimer styrene radical to TR0 is the sum of 
the two stereochemically distinct rate coefficients: 
𝑘𝑎𝑑𝑑0,𝑃 = 𝑘𝑎𝑑𝑑,0,𝑃,𝑅𝑅 + 𝑘𝑎𝑑𝑑,0,𝑃,𝑅𝑆 (3.114) 
When the dimer adds to a macro-RAFT agent, TP, which also has a chiral center, the rate of 
addition is: 
𝑟𝑎𝑑𝑑,𝑃 = (𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑅𝑅 + 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑆𝑅)[𝑃𝑅][𝑇𝑃𝑅] + (𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑅𝑆
+ 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑆𝑆)[𝑃𝑅][𝑇𝑃𝑆] + (𝑘𝑎𝑑𝑑𝑃,𝑃,𝑆𝑅𝑅 + 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑆𝑆𝑅)[𝑃𝑆][𝑇𝑃𝑅]
+ (𝑘𝑎𝑑𝑑𝑃,𝑃,𝑆𝑅𝑆 + 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑆𝑆𝑆)[𝑃𝑆][𝑇𝑃𝑆] 
(3.115) 
Again, because [𝑃] = [𝑃𝑅] + [𝑃𝑆]; [𝑇𝑃] = [𝑇𝑃𝑅] + [𝑇𝑃𝑆]; 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑅𝑅 = 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑆𝑆𝑆; 
𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑆𝑅 = 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑆𝑅𝑆; 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑅𝑆 = 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑆𝑆𝑅 and 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑅𝑆 = 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑆𝑆𝑅, the 
following is obtained: 
𝑘𝑎𝑑𝑑𝑃,𝑃 =
1
2
(𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑅𝑅 + 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑆𝑅 + 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑅𝑆 + 𝑘𝑎𝑑𝑑𝑃,𝑃,𝑅𝑆𝑆) 
(3.116) 
 
For the fragmentation rate of PTR0 into P and TR0, we can write: 
𝑟𝑓𝑟𝑎𝑔0,𝑃 = 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑅[𝑃𝑇𝑅0,𝑅𝑅] + 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑆[𝑃𝑇𝑅0,𝑅𝑆] + 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑆𝑅[𝑃𝑇𝑅0,𝑆𝑅]
+ 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑆𝑆[𝑃𝑇𝑅0,𝑆𝑆] 
(3.117) 
Because [𝑃𝑇𝑅0,𝑅𝑅] = [𝑃𝑇𝑅0,𝑆𝑆]; [𝑃𝑇𝑅0,𝑅𝑆] = [𝑃𝑇𝑅0,𝑆𝑅]; 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑅 = 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑆𝑆 and 
𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑆 = 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑆𝑅, this rearranges to: 
𝑟𝑓𝑟𝑎𝑔0,𝑃 = 2 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑅[𝑃𝑇𝑅0,𝑅𝑅] + 2 𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑆[𝑃𝑇𝑅0,𝑅𝑆] (3.118) 
The following expressions for the equilibrium coefficients of addition-fragmentation, Kaf0,P, 
between TR0 and P with PTR0, are valid: 
𝐾𝑎𝑓0,𝑃,𝑅𝑅 =
𝑘𝑎𝑑𝑑0,𝑃,𝑅𝑅
𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑅
=
[𝑃𝑇𝑅0,𝑅𝑅]
[𝑃𝑅][𝑇𝑅0]
=
2[𝑃𝑇𝑅0,𝑅𝑅]
[𝑃][𝑇𝑅0]
 (3.119) 
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𝐾𝑎𝑓0,𝑃,𝑅𝑆 =
𝑘𝑎𝑑𝑑0,𝑃,𝑅𝑆
𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑆
=
[𝑃𝑇𝑅0,𝑅𝑆]
[𝑃𝑅][𝑇𝑅0]
=
2[𝑃𝑇𝑅0,𝑅𝑆]
[𝑃][𝑇𝑅0]
 (3.120) 
𝐾𝑎𝑓0,𝑃,𝑅𝑅 + 𝐾𝑎𝑓0,𝑃,𝑅𝑆 =
2[𝑃𝑇𝑅0,𝑅𝑅] + 2[𝑃𝑇𝑅0,𝑅𝑆]
[𝑃][𝑇𝑅0]
=
[𝑃𝑇𝑅0,𝑃]
[𝑃][𝑇𝑅0]
 (3.121) 
Substituting these in Equation 3.118 leads to: 
𝑟𝑓𝑟𝑎𝑔0,𝑃 = (𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑅𝐾𝑎𝑓0,𝑃,𝑅𝑅 +  𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑆𝐾𝑎𝑓0,𝑃,𝑅𝑆)[𝑃][𝑇𝑅0]
=
𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑅𝐾𝑎𝑓0,𝑃,𝑅𝑅 +  𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑆𝐾𝑎𝑓0,𝑃,𝑅𝑆
𝐾𝑎𝑓0,𝑃,𝑅𝑅 + 𝐾𝑎𝑓0,𝑃,𝑅𝑆
[𝑃𝑇𝑅0] 
(3.122) 
The overall rate coefficient for fragmentation of PTR0 into P and TR0  is hence equal to: 
𝑘𝑓𝑟𝑎𝑔0,𝑃 =
𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑅𝐾𝑎𝑓0,𝑃,𝑅𝑅 +  𝑘𝑓𝑟𝑎𝑔0,𝑃,𝑅𝑆𝐾𝑎𝑓0,𝑃,𝑅𝑆
𝐾𝑎𝑓0,𝑃,𝑅𝑅 +𝐾𝑎𝑓0,𝑃,𝑅𝑆
 (3.123) 
A very similar procedure can be followed to obtain expressions for the overall fragmentation 
rate coefficient of PTP into P and TP: 
𝑘𝑓𝑟𝑎𝑔𝑃,𝑃 = 
𝑘𝑓𝑟𝑎𝑔𝑃,𝑃,𝑅𝑅𝑅𝐾𝑎𝑓,𝑃,𝑅𝑅𝑅 +  𝑘𝑓𝑟𝑎𝑔𝑃,𝑃,𝑅𝑆𝑅𝐾𝑎𝑓0,𝑃,𝑅𝑆𝑅 + 𝑘𝑓𝑟𝑎𝑔𝑃,𝑃,𝑅𝑅𝑆𝐾𝑎𝑓,𝑃,𝑅𝑅𝑆 +  𝑘𝑓𝑟𝑎𝑔𝑃,𝑃,𝑅𝑆𝑆𝐾𝑎𝑓,𝑃,𝑅𝑆𝑆
𝐾𝑎𝑓𝑃,𝑃,𝑅𝑅𝑅+ 𝐾𝑎𝑓𝑃,𝑃,𝑅𝑆𝑅 + 𝐾𝑎𝑓𝑃,𝑃,𝑅𝑅𝑆 + 𝐾𝑎𝑓𝑃,𝑃,𝑅𝑆𝑆
 
(3.124) 
 
The overall stereoaspecific rate coefficients at temperatures of 298 and 393 K are then used to 
obtain the activation energies Ea and pre-exponential factors A according to the following 
equations: 
𝐸𝑎 = −𝑅(
ln 𝑘(393 𝐾) − ln 𝑘(298 𝐾)
1
393 −
1
298
) (3.125) 
ln 𝐴 = ln 𝑘(298 𝐾) +
𝐸𝑎
298 𝐾 ∙ 𝑅
 (3.126) 
 
These are shown in Table 3-4 for the addition (+i, +ii, +iii and +iv) and the fragmentation 
reactions (-i, -ii, -iii and -iv) shown in Figure 3-4. 
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Table 3-4. Activation energies (Ea, in kJ mol-1) and pre-exponential factors (A, in L mol-1 s-1 or s-1) in styrene 
are determined in the temperature interval from 298.15 K to 393.15 K. Stereoaspecific intrinsic rate 
coefficients (k, in L mol-1 s-1) at 60 °C, calculated using Ea and A determined in this work, and from the 
work of Houshyar et al. 30 Labeling of the reactions is according to Figure 3-4. 
  
 
This work Literature30 
 label Reaction Ea  A k (60 °C) k (60 °C) 
A
d
d
it
io
n
 
+i R0 + TR0 → R0TR0 13.9 7.4E+06 4.9E+04 1.0E+04 
+ii R0 + TP → R0TP 24.2 1.6E+07 2.6E+03 1.0E+04 
+iii P + TR0 → PTR0 3.0 9.4E+06 3.2E+06 1.0E+07 
+iv P + TP → PTP 15.4 1.7E+07 6.8E+04 1.0E+07 
F
ra
g
m
en
ta
ti
o
n
 -i R0TR0 → R0 + TR0 44.6 9.4E+12 9.6E+05 2.0E+04 
-ii R0TP → R0 + TP 48.3 1.2E+13 3.2E+05 2.0E+04 
-iii PTR0 → P + TR0 51.7 2.6E+12 2.1E+04 4.0E+03 
-iv PTP → P + TP 53.2 1.2E+13 5.3E+04 4.0E+03 
 
Rate coefficients at 60 °C (calculated using the obtained Ea and A) are also explicitly shown to 
allow comparison with earlier reported values used in a study by Houshyar et al.,30 in which the 
sequential insertion of single monomer units (styrene) into a RAFT agent (CPDT) was 
investigated. In that study, the synthesis of single unit adducts was modeled using these 
parameters, and no difference in reactivity was assumed between the original and the macro 
RAFT agent. In general, the rate coefficients for the fragmentation reactions are an order of 
magnitude larger, while the rate coefficients for addition are more or less of the same order of 
magnitude, except for the addition of P to TP, which is two orders of magnitude lower for the 
ab initio calculated values. Note the consistency in the ab initio values, for both types of radicals 
the addition to TP is lower than to TR0.  
The calculated RAFT-specific rate coefficients are fed to the microkinetic model, together with 
well-established rate coefficients for initiation, propagation and termination as reported in 
literature31,32 and shown in Table 3-5.  
Table 3-5. Activation energies (Ea, in kJ mol-1), pre-exponential factors (A, in L mol-1 s-1 or s-1) and intrinsic 
rate coefficients (k, in L mol-1 s-1) at 60 °C for dissociation, initiation, propagation and termination. 
Reaction Ea A k (60 °C) reference 
I2 → 2 I 129 1.58E+15 9.38E-06 33 
I + M → P 26.1 4.90E+07 3.96E+03 31 
P + M → P 32.5 4.24E+07 3.40E+02 32 
P + P → D 0 5.01E+08 5.01E+08 27 
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Note that the experimental value for propagation used in the kinetic model is almost identical 
as the ab initio calculated value reported in Chapter 2 (Ea = 32.7 kJ mol
-1, A = 4.3E+07).  
Based on the data of Tables 3-4 and 3-5, the chain transfer coefficients (Equations 3.4, 3.5 and 
3.6) are calculated and shown in Table 6. 
Table 3-6. Chain transfer coefficients at 60 °C calculated using Equations 3.4, 3.5 and 3.6 based on the data 
of Tables 3-4 and 3-5 using both the parameters calculated in this work and the ones reported in literature. 
 This work Literature
30 
Ctr,0 8.8E+03 2.5E+04 
C-tr,0 4.0E-02 4.2E-01 
C,tr 1.0E+02 1.5E+04 
 
For both sets of parameters, Ctr,0 is high and C-tr,0 is low, indicating an efficient consumption of 
the initial RAFT agent and release of R0. All chains can thus be expected to be initiated during 
the start of the reaction, leading to a simultaneous growth over the course of the polymerization. 
For Ctr on the other hand, there is a difference of a factor 100 between the two datasets. In case 
of the literature values, the RAFT exchange is thus predicted to occur much faster. 
3.4.4 Comparison of simulated conversion, chain length and dispersity with experiment 
Microkinetic simulations are performed using the data in Tables 3-4 and 3-5 for the RAFT 
polymerization of styrene with CPDT initiated by AIBN under four widely differing sets of 
reaction conditions, and used to obtain conversions as a function of time, chain length as a 
function of conversion, dispersity as a function of conversion and end group functionality as a 
function of conversion, as shown in Figure 3-7. Both the ab initio calculated addition-
fragmentation rate coefficients and the ones obtained from literature lead to a good agreement 
with the experimental data for the simulation of the conversion, the chain length and the end 
group functionality. However, for the dispersity, only the ab initio calculated rate coefficients 
lead to a rather good agreement.  
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Figure 3-7. Conversion as a function of time (left), chain length as a function of conversion (middle) and 
dispersity as a function of conversion (right) for the RAFT polymerization of styrene with CPDT initiated 
by AIBN under four different sets of reaction conditions: various temperatures (T), targeted chain lengths 
(TCL) and ratios of chain transfer agent to initiator (CTA:AIBN), as indicated per row. Lines in green are 
simulated with the microkinetic model using the ab initio calculated rate coefficients from Table 3-4, lines 
in red with literature values. Markers (blue) are experimental points. 
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3.5 Discussion 
In order to clarify and rationalize the results obtained by the simulations from the two parameter 
sets (Figure 3-7), the concentrations of selected intermediates and rates during the first 20 min 
of the reaction are shown in Figure 3-8 and Figure 3-9.  
 
Figure 3-8. Concentrations of R0, P, TR0, TP, PTR0 (logarithmic) and PTP (logarithmic) as a function of 
time, simulated using the parameters from Table 3-4. Full green line: the ab initio calculated rate 
coefficients, dashed red line: literature values,30 dotted blue line: ab initio calculated rate coefficients 
without reaction R0 + TR0 ⇌ R0TR0 (kadd0,0=0). T=343.15 K, TCL=200, CTA:AIBN=5:1. 
 
 
Figure 3-9. Rates (logarithmic) of propagation, addition of P to TR0, addition of P to TP, fragmentation of 
PTP, fragmentation of PTR0 to TP and R0 and of reinitiation (from left to right, top to bottom), simulated 
using the parameters from Table 3-4 Full green line: the ab initio calculated rate coefficients, dashed red 
line: literature values,30 dotted blue line: ab initio calculated rate coefficients without reaction R0 + TR0 ⇌ 
R0TR0 (kadd0,0=0). T=343.15 K, TCL=200, CTA:AIBN=5:1 
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3.5.1 Inhibition of the conversion 
A first apparent difference between the simulations obtained using the two parameter sets is the 
time it takes for PTP to reach quasi equilibrium (Figure 3-8): for the ab initio values (full green 
line) this is after approximately 6 minutes while for the literature values (dashed red line) this 
is already after 2 minutes. This phase is the so-called RAFT pre-equilibrium which coincides 
with the time it takes for the concentration of TR0 to reach ≈ 0. This means that the ab initio 
parameters predict a slower release of R0 and therefore a slight inhibition of the rate of 
propagation. Hence, conversion is also inhibited, as shown in Figure 3-10 (left). Note that this 
is not clearly visible on Figure 3-7 due to the much larger timescale shown there. 
In literature,11,34 a typical reason for inhibition is the slow fragmentation of PTR0 into to TP 
and R0 (reaction –ii) caused by a low rate coefficient of fragmentation. While the rate of 
fragmentation of PTR0 for the ab initio values is lower than for the literature values (Figure 
3-9), the observed effect cannot be due to differences in the rate coefficient of fragmentation of 
PTR0 (reaction –ii in Table 3-4), since the ab initio value is higher. 
A second possibility that could lead to inhibition which is often stated in literature35 is the 
preferential addition of R0 back to the macro RAFT agent TP (reaction ii). instead of adding to 
the monomer (reinitiation). However, the ab initio value for this reaction (reaction ii in Table 
3-4) is lower. This implies that also this side reaction cannot be the reason for the observed 
inhibition with the ab initio parameters. 
Hence, the addition of R0 to TR0 (reaction i) has been analyzed, since also this reaction is 
competing with the (re)initiation reaction R0 + M → P. Since the ab initio calculated rate 
coefficient (kadd0,0) for this reaction is approximately five times higher than for the literature 
values, this could explain the slowdown of reinitiation (Figure 3-9), a slower built-up of P 
(Figure 3-8) and hence a lower rate of propagation in the beginning of the reaction (Figure 3-9).  
In order to verify whether this reaction is indeed responsible for the observed delay of the RAFT 
pre-equilibrium, simulations have been done with the ab initio calculated parameters where 
kadd0,0 was set to zero (blue dotted line in Figure 3-8 and Figure 3-9). The initial RAFT agent 
TR0 is consumed much faster now (after ca. 1 min) and there is no longer any inhibition. 
To the best of our knowledge, this side reaction has never been suggested before as a reason for 
the origin of inhibition effects in RAFT polymerization,34 and although in this case the overall 
effect is limited, it might possibly also play a role in other systems where inhibition effects are 
more prominent and for which the addition of R0 to TR0 has hitherto been ignored. 
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Figure 3-10. Conversion, monomers incorporated per addition-fragmentation cycle (logarithmic) and 
dispersity as a function of time, simulated using the parameters from Table 3-4. Full green line: the ab initio 
calculated rate coefficients, dashed red line: literature values,30 dotted blue line: ab initio calculated rate 
coefficients without reaction R0 + TR0 ⇌ R0TR0 (kadd0,0=0). T=343.15 K, TCL=200, CTA:AIBN=5:1 
3.5.2 Dispersity 
The prominent difference in dispersity between the ab initio and the literature values is found 
in the stage of the main RAFT equilibrium, when TR0 is fully consumed and RAFT exchange 
occurs only with the macro-RAFT agent TP. The RAFT exchange between the growing chains 
is occurring much faster with the literature values than with the ab initio values (cf. the rates of 
addition and fragmentation in Figure 3-9), leading to an ‘ideal’ RAFT behavior. This is also 
reflected in the number of monomers incorporated per addition-fragmentation cycle (Figure 
3-10, middle), calculated by dividing the rate of propagation by the total rate of addition (both 
to TR0 and to TP), which is much lower for the literature values.  
Although these values were successfully used in the original article30 to simulate the addition 
of single unit adducts, they significantly overestimate the RAFT exchange between 
macroradicals, which is also reflected in the value for Ctr (Table 3-6). The experimental data 
clearly show that the RAFT-exchange between the poly(styryl) macroradicals using a 
trithiocarbonate in not perfect, leading to an initial rise of the dispersity. The ab initio calculated 
parameters in this work predict this behavior well.  
More reactive RAFT-agents towards radical addition such as dithiobenzoates36 can be expected 
to allow better control over the dispersity throughout the reaction. However, these systems are 
also prone to retardation, which is typically explained to be caused by slow fragmentation of 
the intermediate RAFT radicals or due to cross-termination.37,38  
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3.6 Conclusions 
It is shown that current computational techniques are powerful enough to quantitatively 
determine addition-fragmentation rate coefficients in RAFT polymerization. A microkinetic 
model for the RAFT polymerization of styrene using CPDT using ab initio calculated rate 
coefficient shows much better agreement with experiment than when literature values are used. 
The addition of a poly(styryl) macroradical (P) to 2-cyano-2-propyl-trithiocarbonate (TR0) 
occurs much faster (>40 times) than to the styryl-trithiocarbonate, which is used as a model for 
the macro-RAFT agent (TP). In the RAFT intermediate (PTR0), fragmentation towards R0 
occurs much faster than fragmentation towards P. However, the reaction of R0 with TR0 causes 
a slight inhibition of the polymerization. Furthermore, once the main RAFT equilibrium is 
reached and all the original RAFT agent TR0 has been consumed, the RAFT-exchange between 
the macroradicals is not occurring sufficiently fast, causing the dispersity to spike in the 
beginning of the reaction.  
Hence, the appropriate choice of a RAFT agent for a specific monomer involves an intricate 
selection process. The Z-group should be chosen such that the RAFT exchange is fast enough, 
or control over the dispersity during the polymerization will be lost. As known from 
literature4,15 and shown in this work, this therefore means that a successful RAFT 
polymerization requires kaddP,P >> kp. The R0-group should be chosen such that it preferentially 
adds to the monomer instead of to the macro-RAFT agent34,39 or to the original RAFT agent, as 
shown in this work, and hence: krein >> kaddP,0 + kadd0,0. Especially this second term might be 
important and could be the cause for inhibition in systems in which it has hitherto been ignored. 
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Chapter 4  
Computational Investigation of the Aminolysis of RAFT 
Macromolecules 
This work has been published in The Journal of Organic Chemistry 2016, 81, 11626-11634 
References to the Supporting Information that are made in this work are available on the ACS 
Publications website at DOI: 10.1021/acs.joc.6b01844 and can be directly accessed via the 
following hyperlink: http://pubs.acs.org/doi/suppl/10.1021/acs.joc.6b01844  
4.1 Abstract 
This work presents a detailed computational study and kinetic analysis of the aminolysis of 
dithioates, dithiobenzoates, trithiocarbonates, xanthates and thiocarbamates, which are 
frequently used as chain transfer agents for reversible addition-fragmentation chain transfer 
(RAFT) polymerization. Rate coefficients were obtained from ab initio calculations taking into 
account a diffusional contribution according to the encounter pair model. A kinetic model was 
constructed and reveals a reaction mechanism of four elementary steps: i) formation of a 
zwitterionic intermediate, ii) formation of a complex intermediate in which an assisting amine 
molecule takes over the proton from the zwitterionic intermediate, iii) breakdown of the 
complex into a neutral tetrahedral intermediate with release of the assisting amine molecule and 
iv) amine assisted breakdown of the neutral intermediate to the products. Furthermore, a 
comparative analysis indicate that the alkanedithioates and dithiobenzoates react the fastest, 
followed respectively by xanthates and trithiocarbonates, which react almost equally fast, and 
dithiocarbamates, which are not reactive at typical experimentally used conditions.  
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4.2 Introduction 
Reversible addition-fragmentation chain transfer (RAFT) polymerization process has 
revolutionized the field of radical polymerization.1 It enables precise control over the molecular 
weight and architecture, leading to the synthesis of complex macromolecular structures, such 
as block copolymers, star-shaped polymers, brush polymers, comb polymers, dendrimers and 
cross-linked polymer networks. This control is achieved by suppressing bimolecular 
termination via reversible trapping of the propagating radicals with a thiocarbonylthio type of 
compound, as shown in Figure 4-1: 
 
Figure 4-1. The RAFT process: the propagating macroradical, Pn, is deactivated upon addition to a RAFT-
agent, forming a RAFT intermediate radical. This RAFT intermediate radical can then fragment, either 
releasing the original macroradical, or the R-group, which can then reinitiate the propagation of a new 
macroradical. Pn: macroradical of length n, kp: rate coefficient of propagation, M: monomer, kadd: rate 
coefficient of radical addition, kβ:rate coefficient for β-scission, kri: rate coefficient of reinitiation. Typical 
examples for Z-groups include alkyl, aryl, alkoxy, thio or amino groups. 
The effectiveness and versatility of this process depends crucially on the reactivity of the 
polymeric radical with these so-called RAFT agents. While these compounds lay at the core of 
the RAFT process, they constitute, at the same time, one of the main complications because the 
resulting thiocarbonylthio end groups of the polymers are prone to decomposition into 
malodorous sulfur-containing compounds.2 Hence, an important property of RAFT-
macromolecules is the ease with which their functional end group can be transformed. This is 
typically done by aminolysis with either primary or secondary amines to a thiol.2-6 as is shown 
in Figure 4-2. 
Chapter 4  99 
 
 
  
Figure 4-2. Aminolysis of a RAFT macromolecule leading to a thiol functionalized polymer. Pn represents 
the polymer chain, Z the characterizing group for the RAFT agent. In the case a primary amine is used, R1 
or R2 is a hydrogen atom. The obtained thiol can be further functionalized via a thiol-ene reaction. 
Once a thiol has been formed, a realm of thiol-ene reactions opens (cf. Figure 4-2), either via a 
radical mechanism,7,8 or via a Michael addition.9,10 These strategies can thus not only be used 
to transform the RAFT end-group, but can also be applied advantageously to obtain a wealth of 
functionalized polymers.11-13 
Notwithstanding the plentitude of experimental studies and the many possible applications of 
the aminolysis of RAFT end-groups, a kinetic analysis in terms of elementary steps has, to the 
best of our knowledge, never been presented before. Therefore, this work presents an ab initio 
based kinetic analysis of the aminolysis of four classes of commonly used RAFT-agents, i.e. 
dithiobenzoates, trithiocarbonates, xanthates and dithiocarbamates. To identify the governing 
reaction mechanism of the aminolysis, first the rate coefficients are calculated for all elementary 
reactions in a detailed reaction network that considers several competing reaction mechanisms 
for the aminolysis of a model RAFT agent with ethylamine. As model RAFT agent, methyl 
ethane dithioate (MEDT; see Figure 4-3) is used. MEDT is typically not experimentally used, 
but due to its small size it enables the use of highly accurate computational methods and 
therefore it has been used before as model compound in computational studies on RAFT 
agents.14-16 In a next step, rate analysis of the aminolysis of MEDT over a broad range of 
reaction conditions is performed to determine the governing reaction mechanism. 
Once the operative mechanism is determined for this model compound, the thermodynamic and 
kinetic parameters for experimentally more representative RAFT agents are calculated, i.e. 
ethyl dithiobenzoate (EDTB), diethyl trithiocarbonate (DETTC), diethyl xanthate (DEX) and 
ethyl dimethyl dithiocarbamate (EDMDTC), as shown in Figure 4-3. 
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Figure 4-3. Chemical structures of the RAFT agents used in this study: methyl ethane dithioate (MEDT), 
ethyl dithiobenzoate (EDTB), diethyl trithiocarbonate (DETTC), diethyl xanthate (DEX) and ethyl dimethyl 
dithiocarbamate (EDMDTC) 
The calculated parameters are then used in a microkinetic model and simulated conversions are 
compared with experimental data reported in literature. Furthermore, the reactivity of the 
different classes of RAFT-agents are compared under similar conditions. 
4.3 Results and Discussion  
4.3.1 Identification of the aminolysis mechanism using MEDT as model compound 
Based on the aminolysis mechanism of analogous molecules,17 a detailed reaction scheme for 
the aminolysis of a RAFT macromolecule (T) with ethylamine (EA) in an apolar solvent (THF) 
is presented in Figure 4-4.  
  
Figure 4-4. Reaction network for the aminolysis of a RAFT macromolecule T (in case of MEDT, R and Z = 
CH3) with EA. Reactions 5, 6, 7 and 8 are assisted by ethylamine (EA) and are shown in blue, while reactions 
9, 10 and 11 are assisted by the thiol (P2) and are shown in pink. 
The reaction scheme considers several competing mechanisms and a comprehensive search of 
possible intermediates and transition state structures for the different reaction mechanisms was 
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performed at the B3LYP/6-31G(d) level of theory using MEDT as a model compound (R and 
Z = CH3). Note that in the macromolecular analogous reaction, R would be the polymer chain. 
For transition states involving proton transfer, the participation of amines and generated thiols 
is of major importance. It is known that the rate of aminolysis is second order in the 
concentration of amine, indicating that next to being a reactant, the amine also functions as a 
catalyst.18,19 Additionally, generated products that contain a group which can both be proton 
donating and proton accepting, such as for instance the formed thiol (P2), are able to assist in 
proton transfer reactions, effectively resulting in an autocatalytic type of reaction.17,20 Note that, 
while the reacting primary amine and the generated thiol (P2) are able to assist in proton transfer 
reactions due to their free electron pair and bonding with hydrogen, the generated thioamide 
(P1) does not have this capacity, since the electrons on its nitrogen are delocalized. Reaction 
and activation enthalpies, entropies and Gibbs free energies for all elementary reactions for the 
aminolysis of MEDT at 298.15 K were calculated in THF using M06-2X/6-311G(d,p) with 
solvent contributions accounted for using COSMO-RS and are given in Table 4-1; the 
corresponding values in the gas phase are presented in Table S3 in the Supporting Information. 
Note that the Gibbs free energy barriers for R6 is slightly negative. For reactions with these 
kind of flat potential energy surfaces, variational transition state theory21 should actually be 
applied to get more accurate values for the intrinsic parameters. However, since for these 
reactions the apparent reaction parameters will be dominated by diffusional limitations (see 
further), the intrinsic parameters are of little influence and for the further calculation of the rate 
coefficients (Table 4-2), Δ‡G° of R6 is set at 0. 
Table 4-1. Standard reaction enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG°, in respectively 
kJ mol-1, J mol-1 K-1, kJ mol-1); Standard activation enthalpy, entropy and Gibbs free energy (Δ‡H°, Δ‡S°, 
Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1) at 298.15 K in THF (reference state is 1 mol L-1) for all 
elementary reactions in the reaction network of the aminolysis of MEDT with EA, as presented in Figure 
4-4. 
reaction ΔrH° ΔrS° ΔrG° Δ‡H° Δ‡S° Δ‡G° 
R1 -25.0 -198.4 34.2 -6.4 -187.4 49.5 
R2 -42.5 173.2 -94.1 101.6 26.3 93.8 
R3 -9.1 69.0 -29.6 86.0 50.8 70.9 
R4 -33.4 104.1 -64.4 98.0 -19.0 103.6 
R5 -42.5 173.2 -94.1 40.2 -65.3 59.7 
R6 -23.6 -72.9 -1.9 -31.1 -97.1 -2.1 
R7 14.5 141.9 -27.8 -0.4 -2.2 0.2 
R8 -33.4 104.1 -64.4 -2.2 -146.1 41.4 
R9 -42.5 173.2 -94.1 86.7 -68.0 107.0 
R10 -9.1 69.0 -29.6 8.4 -85.0 33.7 
R11 -33.4 104.1 -64.4 74.9 -39.6 86.7 
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The Gibbs free energy diagram shown in Figure 4-5 further illustrates the relation between the 
reactants, intermediates and transitions states involved in the various competing mechanisms 
considered for the aminolysis of MEDT with EA. 
 
Figure 4-5. Gibbs free energy diagram at 298.15 K for the various species occurring during the aminolysis 
of MEDT with EA. Species are labelled according to the reaction scheme shown in Figure 4-4 and the Gibbs 
free energies are shown between brackets in kJ mol-1 and refer to the reactant level. The bold line shows the 
minimum Gibbs free energy path. 
The first elementary reaction (R1) is the formation of a zwitterionic intermediate (ZI) via 
nucleophilic attack of the amine (EA) on the thioate (MEDT). These zwitterionic intermediates 
have been reported to be involved in the aminolysis reactions of esters as well.22,23 Although 
this reaction is exothermic, the large loss in entropy makes it endergonic overall. Once the 
zwitterionic intermediate is formed, it can react to the products (P1 and P2), via a direct 
intramolecular proton transfer (R2), or via an amine assisted (R5) or thiol assisted (R9) proton 
transfer. As illustrated inFigure 4-6, in the transition states for these two latter cases, the 
assisting molecule accepts a proton from the attacking amine nucleophile and donates one of 
its own protons to the sulfur. 
Alternatively, the zwitterionic intermediate (ZI) can react further to a neutral intermediate (NI), 
via an intramolecular proton transfer (R3), or via a thiol assisted transition state (R10). In the 
case of amine assistance, a local minimum is detected corresponding to a stable complex 
intermediate (CI) in between the first proton transfer of the attacking nucleophile to the 
assisting amine (R6) and the second proton transfer of the assisting amine to the thiocarbonylic 
sulfur (R7). The neutral intermediate (NI) can then finally react to the final products via an 
unassisted (R4), amine assisted (R8) or thiol assisted (R11) reaction. All the assisted reactions 
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(R5-11) have considerably lower enthalpy barriers than the analogous unassisted reactions. 
Although the loss in entropy is also substantially higher in these reactions, mainly due to the 
loss of translational entropy of the assisting molecule, this nevertheless leads to Gibbs free 
energy barriers of the amine assisted reactions (R5-9) that are significantly lower than those of 
the analogous unassisted reactions (R2-4). This lower free energy barrier is due to the formation 
of a six-member transition state which allows proton transfer to occur much more favorable 
than over the four membered transition states found in case of unassisted reactions. This is 
illustrated in Figure 4-6 for the unassisted (R4), amine assisted (R8) and thiol assisted (R11) 
transition states for the reactions going from the neutral intermediate NI to the products P1 and 
P2. 
 
Figure 4-6. Top: transition states for the reactions R2, R5 and R9, going from the zwitterionic intermediate 
(ZI) towards the products P1 and P2: unassisted (TS2), amine assisted (TS5) and thiol assisted (TS9). 
Bottom: transition states for the reactions R4,R8 and R11, going from the neutral intermediate to the 
products P1 and P2: unassisted (TS4), amine assisted (TS8) and thiol assisted (TS11). 
Using classical transition state theory, rate coefficients were calculated from the Gibbs free 
energies reported in Table 4-1, leading to the intrinsic rate coefficients shown in Table 4-2. 
Given that some of the rate coefficients of proton transfer reactions have a very large value, the 
rate of these reactions could become diffusion controlled. Hence, a proper evaluation of the 
observed kinetics requires that diffusional contributions (cf. Table 4-2) are explicitly taken into 
account, which is done via the coupled encounter pair model (see Section S2 in the Supporting 
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Information) in agreement with previous work.24 This leads to the  forward and reverse apparent 
rate coefficients, kapp,+ and kapp,-, respectively, shown in Table 4-2.  
Table 4-2. Equilibrium coefficients (K, either in L mol-1 or dimensionless), intrinsic chemical forward and 
reverse rate coefficients (k+ and k-, either in L mol-1 s-1 or in s-1), diffusional contributions (kdiff in  
L mol-1 s-1) and apparent forward and reverse rate coefficients (kapp,+ and kapp,-, either in L mol-1 s-1 or in  
s-1) at 298.15 K in THF, for all elementary reaction steps as shown in Figure 4-4. 
reaction K k+ k- k,diff kapp,+ kapp,- 
R1 1.0E-06 1.3E+04 1.3E+10 2.9E+09 1.3E+04 1.3E+10 
R2 3.0E+16 2.3E-04 7.5E-21 3.1E+09 2.3E-04 7.5E-21 
R3 1.6E+05 2.4E+00 1.5E-05  - 2.4E+00 1.5E-05 
R4 1.9E+11 4.3E-06 2.2E-17 3.1E+09 4.3E-06 2.2E-17 
R5 3.0E+16 2.2E+02 7.2E-15 3.2E+09 2.2E+02 7.2E-15 
R6 2.1E+00 6.2E+12 2.9E+12 2.1E+09 2.1E+09 1.0E+09 
R7 7.4E+04 5.6E+12 7.6E+07 2.8E+09 5.5E+12 7.4E+07 
R8 1.9E+11 3.4E+05 1.8E-06 3.1E+09 3.4E+05 1.8E-06 
R9 3.0E+16 1.1E-06 3.6E-23 3.1E+09 1.1E-06 3.6E-23 
R10 1.6E+05 7.8E+06 5.0E+01 3.1E+09 7.8E+06 5.0E+01 
R11 1.9E+11 4.0E-03 2.1E-14 3.1E+09 4.0E-03 2.1E-14 
 
A kinetic model considering all forward and reverse elementary steps has then been used to 
simulate the aminolysis reaction of MEDT with EA in THF at experimentally relevant 
conditions (cf. Figure S4 in the Supporting Information for concentration profiles). The 
operative reaction mechanism can readily be determined by analysis of the net rates, r, which 
are calculated based on the forward, r+, and reverse rates, r-, of reaction, according to Equations 
(1) - (3): 
  
i
iapp
iRkr

,
 (1) 
  
i
v
iapp
iPkr ,  
(2) 
  rrr  (3) 
Where [Ri] and [Pi] refer to the concentrations of reactants and products of the corresponding 
elementary reaction with νi their respective stoichiometric coefficient. 
Forward, reverse, and net rates at 50 % conversion are shown in Figure 4-7 (left) for relevant 
reactant concentrations. 
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Figure 4-7. Results of the microkinetic modeling of the aminolysis of MEDT with ethylamine. Left: Forward, 
reverse and net rates (logarithmic) of all the elementary reactions at 50% conversion. Right: Chemical 
affinity of the elementary reactions involved in the operative reaction mechanism. The reaction are 
numbered according to Scheme 4 in the main manuscript. cEA,0 = 5 mM; cMEDT,0 = 1 mM, T = 298.15 K. 
Clearly, the mechanism consisting of the elementary steps R1, R6, R7 and R8 is dominating 
and is illustrated in Figure 4-8. The aminolysis of a RAFT agent in an aprotic polar solvent is 
thus occurring via four elementary steps over three intermediate structures: i) the formation of 
a zwitterionic intermediate ZI, ii) the formation of a complex intermediate CI, in which an 
assisting amine molecule has taken over the proton from the zwitterionic intermediate, iii) the 
breakdown of the complex into a neutral tetrahedral intermediate NI with release of the assisting 
amine molecule, and iv) the amine assisted breakdown of the neutral intermediate NI into the 
products P1 and P2. 
This is further supported by analyzing the relative contributions of every sequence of 
elementary steps leading to the formation of the products (cf. Figure S6 and S7 in the 
Supporting Information for a range of amine and RAFT agent concentrations). Additionally, 
analysis of the Gibbs free energy diagram (Figure 4-5) shows that the dominant mechanism 
coincides with the minimum Gibbs free energy path. Note that this is mostly the case, although 
not necessarily, since concentration effects are not taken into account in the latter., More 
information on the nature of the individual elementary steps can be obtained via analysis of the 
chemical affinities, which can be calculated using the De Donder relation24 as shown in the 
following equation (4): 


r
r
RTA ln  
 (4) 
The quasi-equilibrated steps are then identified as those having a chemical affinity equal to 
zero.25,26 This is the case for reaction R1, as is shown in Figure 4-7 (right). Note that reaction 
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R6 and R7 are in the diffusion controlled regime because their apparent rate coefficients are 
smaller than their intrinsic ones (cf. Table 4-2) . For reaction R8, the chemical affinity is 
significantly larger than zero over the whole course of the reaction, which implies that this 
reaction is the furthest from equilibrium and can be considered to proceed only in the forward 
direction in the considered range of conditions. 
 
Figure 4-8. Dominant reaction mechanism for the aminolysis of a RAFT agent.  
In an earlier experimental study by Deletre et al.,27 the authors assumed a mechanism 
comprising of three steps: i) equilibrated formation of a zwitterionic intermediate, ii) amine 
catalyzed proton transfer forming a neutral intermediate and iii) rapid breakdown of this neutral 
intermediate. The theoretical results from this study support this hypothesis very well, with the 
added nuance that the amine assisted proton transfer from the zwitterionic intermediate to the 
neutral intermediate occurs in two diffusion controlled steps (R6 and R7). 
4.3.2 Kinetic analysis of commonly used RAFT agents 
Having determined the operative reaction mechanism for the aminolysis of a model RAFT 
agent, the thermodynamic and kinetic parameters for this mechanism are calculated for 
practically used types of RAFT agents, such as dithiobenzoates, trithiocarbonates, xanthates 
and dithiocarbamates. For the aminolysis of xanthates or dithiocarbamates (Z = OR’ or NR’’R’, 
respectively), an alternative reaction exists,28 in which the Z-group is cleaved off instead of the 
SR group (or, for macromolecular analogous reactions, the polymeric thiol). This side reaction, 
leading to a dithiocarbamate and an alcohol (in the case of xanthates) or an amine (in the case 
of dithiocarbamates), is competing with the desired breakdown of the neutral intermediate (NI) 
into a thiol and a thioamide, as shown in Figure 4-9. Similar to the breakdown of the neutral 
intermediate to the desired products (P1 and P2), this side reaction is also assumed to be amine 
assisted. 
In the case of trithiocarbonates (Z=SR’), there is the possibility that not the polymeric thiol is 
cleaved off, but the thiol corresponding to the Z-group. In that case the macro-RAFT agent will 
convert to a macro-dithiocarbamate (Section S8 in the Supporting Information). Reaction and 
activation enthalpies, entropies, Gibbs free energies and forward and reverse rate coefficients 
at 298.15 K in THF are calculated along the dominant path for a dithiobenzoate (EDTB), a 
trithiocarbonate (DETTC), a xanthate (DEX) and a dithiocarbamate (EDMDTC) and are shown 
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in Table 4-3. For the latter two RAFT agents (DEX and EDMDTC), these data are also 
presented for the side reaction (R12). 
 
 
Figure 4-9. Side reaction occurring during the aminolysis of xanthates (Z = OR’) and dithiocarbamates 
(Z = NR’R’’), in which the Z-group of the RAFT-agent is cleaved off from the neutral intermediate (NI) 
instead of the thiol, and a dithiocarbamate (P3) and an alcohol or amine (P4) are formed. 
 
Table 4-3. Standard reaction enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG°, in respectively  
kJ mol-1, J mol-1 K-1, kJ mol-1); standard activation enthalpy, entropy and Gibbs free energy (Δ‡H°, Δ‡S°, 
Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1) and intrinsic chemical forward and reverse rate 
coefficient (kapp,+ and kapp,-, in mol L-1 s-1 or s-1) at 298.15 K in THF (reference state is 1 mol L-1) for the 
elementary reactions along the dominant path (R1, R6, R7, R8) for the aminolysis of DTB, DETTC,DEX 
and EDMDTC with EA, as well as for the side-reaction (R12) for DEX and EDMDTC. 
reaction ΔrH° ΔrS° ΔrG° Δ‡H° Δ‡S° Δ‡G° 
EDTB-R1 -11.7 -162.9 36.9 1.1 -162.2 49.5 
EDTB-R6 -35.3 -102.6 -4.7 -33.1 -104.7 -1.9 
EDTB-R7 22.5 145.8 -21.0 4.2 10.7 1.0 
EDTB-R8 -42.7 97.4 -71.8 -5.6 -141.4 36.5 
DETTC-R1 -1.8 -163.0 46.8 23.6 -154.6 69.7 
DETTC-R6 -40.2 -98.8 -10.7 -37.8 -97.8 -8.7 
DETTC-R7 32.7 144.6 -10.4 9.5 13.2 5.5 
DETTC-R8 -52.3 99.5 -81.9 -16.3 -166.0 33.2 
DEX-R1 -6.6 -163.5 42.1 30.3 -140.5 72.2 
DEX-R6 -23.6 -95.2 4.8 -24.8 -93.3 3.0 
DEX-R7 23.4 150.8 -21.6 9.1 15.0 4.6 
DEX-R8 -59.8 104.7 -91.0 -1.4 -144.2 41.6 
DEX-R12 -64.3 61.5 -82.6 13.1 -151.2 58.2 
EDMDTC-R1 39.1 -165.6 88.5 49.6 -164.4 98.7 
EDMDTC-R6 -28.4 -100.7 1.6 -26.3 -98.0 2.9 
EDMDTC-R7 9.6 140.0 -32.1 6.7 14.7 2.4 
EDMDTC-R8 -61.1 122.7 -97.7 -8.0 -139.6 33.7 
EDMDTC-R12 -29.7 120.0 -65.4 -14.3 -155.9 32.1 
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As expected, the Z-group plays a significant influence on the energy barrier of the formation of 
the zwitterionic intermediate. This is reflected in the energy of the lowest unoccupied molecular 
orbitals (LUMO) in the gas phase of the various RAFT agents, as shown in Figure 4-10. When 
this value is compared with the activation enthalpy in the gas phase (cf. Table S5 in the 
Supporting Information), a qualitative correlation can be obtained as is shown in Figure 4-11.  
Additionally, there is also a relation between the activation enthalpy and the reaction enthalpy 
in gas phase (Figure 4-11). Hence, the LUMO is also qualitatively correlated with the reaction 
enthalpy of the first elementary reaction. 
 
Figure 4-10. Lowest unoccupied molecular orbitals (LUMO) for MEDT, EDTB, DETTC, DEX and 
EDMDTC calculated at the M06-2X/6-311+G(d,p) level of theory in the gas phase. 
 
Figure 4-11. Left: Standard activation enthalpy (Δ‡H°) of the formation of the zwitterionic intermediate 
(TS1) versus the energy of the LUMO of the RAFT agent in the gas phase (R²=0.84). Right: Standard 
activation enthalpy (Δ‡H°) of the formation of the zwitterionic intermediate (TS1) versus the standard 
reaction enthalpy for the aminolysis reactions of the different RAFT agents in the gas phase (R²=0.90). 
The other steps, involving proton transfer, are less influenced by the nature of the Z-group, 
since it is known that proton transfer reactions are heavily influenced by the angle over which 
they take place,29 and this is largely unaffected by the type of Z-group. 
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Apparent rate coefficients based on the ab initio parameters (Table 4-3) and including the 
relevant diffusional contributions ( Table 4-2) are shown in Table 4-4.  
Table 4-4. Equilibrium coefficients (K, either in L mol-1 or dimensionless), intrinsic chemical forward and 
reverse rate coefficients (k+ and k-, either in L mol-1 s-1 or in s-1), diffusional contributions (kdiff in L mol-1  
s-1) and apparent forward and reverse rate coefficients (kapp,+ and kapp,-, either in L mol-1 s-1 or in s-1) at 
298.15 K in THF, for the elementary reactions along the dominant path (R1, R6, R7, R8) for the aminolysis 
of EDTB, DETTC, DEX and EDMDTC, as well as for the side-reaction (R12) for DEX and EDMDTC. 
reaction K k+ k- kdiff kapp,+ kapp,- 
EDTB-R1 3.5E-07 1.3E+04 3.8E+10 3.1E+09 1.3E+04 3.8E+10 
EDTB-R6 6.7E+00 6.2E+12 9.3E+11 1.5E+09 1.5E+09 2.2E+08 
EDTB-R7 4.8E+03 4.2E+12 8.7E+08 1.4E+09 2.5E+12 5.3E+08 
EDTB-R8 3.8E+12 2.5E+06 6.5E-07 6.4E+08 2.5E+06 6.5E-07 
DETTC-R1 6.2E-09 3.9E+00 6.2E+08 3.1E+09 3.9E+00 6.2E+08 
DETTC-R6 7.6E+01 6.2E+12 8.2E+10 1.5E+09 1.5E+09 1.9E+07 
DETTC-R7 6.7E+01 6.7E+11 1.0E+10 1.4E+09 8.0E+10 1.2E+09 
DETTC-R8 2.3E+14 9.6E+06 4.3E-08 6.4E+08 9.5E+06 4.2E-08 
DEX-R1 4.2E-08 1.4E+00 3.4E+07 3.1E+09 1.4E+00 3.4E+07 
DEX-R6 1.5E-01 1.8E+12 1.3E+13 1.5E+09 1.5E+09 1.0E+10 
DEX-R7 6.0E+03 9.7E+11 1.6E+08 1.4E+09 8.7E+11 1.5E+08 
DEX-R8 8.9E+15 3.2E+05 3.5E-11 6.4E+08 3.2E+05 3.5E-11 
DEX-R12 3.0E+14 4.0E+02 1.3E-12 6.4E+08 4.0E+02 1.3E-12 
EDMDTC-R1 3.1E-16 3.2E-05 1.0E+11 3.1E+09 3.2E-05 1.0E+11 
EDMDTC-R6 5.3E-01 1.9E+12 3.6E+12 1.5E+09 1.5E+09 2.8E+09 
EDMDTC-R7 4.3E+05 2.4E+12 5.6E+06 1.4E+09 2.4E+12 5.6E+06 
EDMDTC-R8 1.3E+17 7.9E+06 5.9E-11 6.4E+08 7.8E+06 5.8E-11 
EDMDTC-R12 2.9E+11 1.5E+07 5.0E-05 6.4E+08 1.4E+07 4.9E-05 
 
These kinetic parameters are again used in a microkinetic model, now to simulate the reaction 
at experimental conditions used in literature in good agreement with the reported findings (cf. 
Table S10 in the Supporting Information for details).3,4,30,31 In particular, comparison with 
kinetic experiments on xanthates and dithiobenzoates by Kabachii and Kochev30 show that 
simulated conversions deviate less than a factor 2. Taking into account that the reaction 
parameters are solely obtained using theoretical methods, this is a very satisfactory result and 
exemplifies the predictive power of theoretical modelling. It should be mentioned that the other 
comparisons involve experimental studies,3,4,31 that where aimed at obtaining complete 
conversions and, unfortunately, these experimental studies provided no details on the kinetics 
of the reaction. The simulated results indicated that in these cases complete conversion was 
obtained well within the reported times. 
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Furthermore, for xanthates the formation of side product has been simulated and is shown to be 
considerably slower than the formation of the main product. The forward apparent rate 
coefficient at room temperature, kapp,+, for DEX-R12 is 4.0E+02 L mol
-1 s-1 while for DEX-R8 
this is 3.2E+05 L mol-1 s-1 (Table 4-4). The yield of side product is hence ignorable and the 
simulations show a ratio of 1.25 10-3:1 to the main products at 100 % conversion. (Figure S19 
in the Supporting Information for concentration profiles). This can be rationalized by the fact 
that thiolates are better leaving groups than alkoxides. 
No conversion was found to take place for the aminolysis of dithiocarbamates in a range of 
conditions. (cf. Figure S23 in the Supporting Information for cEA,0 = 5 mM; cEDMDTC,0 = 1 mM, 
T = 298.15 K), as could have been predicted based on the correlations shown in Figure 4-11. 
This is validated by earlier experimental results of Le Neindre et al.,32 who found that at room 
temperature dithiocarbamates indeed do not undergo aminolysis at experimentally practical 
conditions. In that study, it was thus concluded that dithiocarbamates were found unfit to serve 
as thiol-protecting groups. As far as the reaction path analysis goes, similar conclusions can be 
drawn as for MEDT, except for DEX, where R6 is no longer rate controlling. Lastly, the 
conversion profiles of each of the RAFT agents has been simulated at the same set of conditions, 
i.e. starting concentrations of 1 mM RAFT agent and 5 mM amine, (cf. Figure S12 in the 
Supporting Information). The order of reactivity is shown to be dithioate  dithiobenzoate > 
xanthate  trithiocarbonate >> dithiocarbamate, correlating with the equilibrium coefficient of 
the first elementary reaction, the formation of the zwitterionic intermediate. 
4.4 Conclusion 
A detailed complete reaction network for the aminolysis of a model RAFT agent (Z=CH3) has 
been presented together with kinetic and thermodynamic data for every step. An ab initio based 
kinetic model has been constructed, revealing a dominant path involving several intermediate 
structures: a zwitterionic intermediate, a complex intermediate with another amine which 
facilitates the proton transfer, and a neutral tetrahedral intermediate. Except for the formation 
of the zwitterionic intermediate, all the other steps that involve proton transfer are amine 
assisted, confirming earlier conclusions on the aminolysis reactions in aprotic solvents of other 
molecules, such as thiolactones17 or anhydrides.20 In this reaction mechanism, the formation of 
the complex intermediate is diffusion controlled. Furthermore, a kinetic analysis for the 
aminolysis reaction of four other, commonly used, RAFT agents was performed. 
Alkanedithioates were found to react the fastest, closely followed by dithiobenzoates, 
Chapter 4  111 
 
 
trithiocarbonates and xanthates react already considerably slower and for dithiocarbamates no 
reaction takes place at experimentally relevant concentrations (1 - 100 mM). This order of 
reactivity approximately correlates with the reaction Gibbs free energy of the zwitterionic 
intermediate formed during the first elementary step. Furthermore, for xanthates, the side 
reaction in which the Z-group is cleaved off, was found to be considerably slower than the main 
reaction. This corresponds with the fact that alkoxide groups are known to be poor leaving 
groups. Overall, the presented study not only offers qualitative insight in the reaction 
mechanism of a widely used synthetic procedure, but also delivers quantitative thermodynamic 
and kinetic parameters of all the elementary steps for various RAFT agents. 
4.5 Computational Methods 
All the electronic structure calculations are performed using the Gaussian-09 package.33 Global 
minimum energy conformations for reactants, products and intermediates are determined by 
rotating all dihedral angles at the B3LYP/6-31G(d) level of theory. All thermal contributions 
were calculated in the harmonic oscillator approach. Electronic energies were calculated using 
a single point calculation at the M06-2X/6-311+G(d,p) level of theory on the B3LYP/6-31G(d) 
optimized geometries. M06-2X is a hybrid meta density functional designed for main-group 
thermochemistry and kinetics,34 and has been used for the calculation of aminolysis 35,36 and 
similar37,38 reactions before. For the optimization of transition states, the Berny algorithm is 
applied.39 Minimum energy conformations and transition states are confirmed to have zero and 
one imaginary frequency, respectively. Gibbs free energies of solvation in THF, ΔsolvG°, were 
calculated using COSMO-RS40 theory as implemented in the COSMOtherm41 software, version 
C30_1301, based on BP86/TZVP calculations on the B3LYP/6-31G(d) optimized structures, 
as this is the level of theory to which COSMO-RS is parameterized. 
A detailed procedure explaining the ab initio calculation of enthalpies, entropies, Gibbs free 
energies, equilibrium coefficients and intrinsic chemical rate coefficients in this work can be 
found in section S1 of the Supporting Information. Furthermore, in order to obtain apparent rate 
coefficients, diffusional contribution were taken into account according to the encounter pair 
model,24,42 which is further elaborated in section S2 of the Supporting Information.  
The microkinetic model was constructed based on the reaction scheme shown in Figure 4-4 
including the side reaction shown in Figure 4-9 for DEX and EDMTC (see Section S10 in the 
Supporting Information for the corresponding continuity equations). Integration was performed 
using the LSODA algorithm (i.e. Livermore Solver for Ordinary Equations).43  
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Chapter 5  
Computational Study and Kinetic Analysis of the Aminolysis of 
Thiolactones 
This work has been published in The Journal of Organic Chemistry 2015, 80, 8520-8529 
References to the Supporting Information that are made in this work are available on the ACS 
Publications website at DOI: 10.1021/acs.joc.5b01446 and can be directly accessed via the 
following hyperlink: http://pubs.acs.org/doi/suppl/10.1021/acs.joc.5b01446 
5.1 Abstract 
The aminolysis of three differently α-substituted γ-thiolactones (C4H5OSX, X = H, NH2 and 
NH(CO)CH3) is modeled based on CBS-QB3 calculated free energies corrected for solvation 
using COSMO-RS. For the first time, quantitative kinetic and thermodynamic data are provided 
for the concerted path and the stepwise path over a neutral tetrahedral intermediate. These paths 
can take place via an unassisted, an amine assisted or a thiol assisted mechanism. Amine 
assistance lowers the free energy barriers along both paths, while thiol assistance only lowers 
the formation of the neutral tetrahedral intermediate. Based on the ab initio calculated rate 
coefficients, a kinetic model is constructed that is able to reliably describe experimental 
observations for the aminolysis of N-acetyl-DL-homocysteine thiolactone with n-butylamine in 
THF and in CHCl3. Reaction path analysis shows that for all conditions relevant for applications 
in polymer synthesis and post-polymer modification, an assisted stepwise mechanism is 
operative in which the formation of the neutral tetrahedral intermediate is rate determining, and 
which is mainly amine assisted at low conversions and thiol assisted at high conversions.  
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5.2 Introduction 
The aminolysis of γ-thiolactones, a class of five-membered cyclic thioesters, has witnessed an 
increasing interest over the last couple of years in the fields of (bio)medicine,1-6 drug design,7 
peptide science8,9 and polymer science.10-25 The biomedical importance of thiolactones is 
predominantly due to the homocysteinilation of proteins, which is an important risk factor in 
the study of vascular diseases, such as atherosclerosis.26 Homocysteinilation occurs when 
homocysteine thiolactone, a cyclic thioester of the non-protein α-amino acid homocysteine, 
reacts with the ε-amine group of lysine residues. This biochemical reaction has been mimicked 
in many different fields. One of the first applications was the introduction of sulfhydryl groups 
in natural proteins in peptide synthesis.8,9 More recent applications are found in synthetic 
polymer science, in which the aminolysis of thiolactones is used for the in-situ formation of 
thiols, which opens a realm of possible thiol based polymer modifications.11,16-18 Thiol 
chemistry is efficient, fast and capable to be conducted under mild conditions in different 
environments27 and therefore highly applicable in polymer science as evidenced by its 
successful application for the functionalization of a variety of polymers to prepare for instance 
thin films, hydrogels, crosslinked networks, self-healing coatings, patterned surfaces and 
biomaterials.28-33 Thiols can react with e.g. enes, ynes, acrylates and epoxy functions.34-39 For 
example, one-pot aminolysis of a thiolactone followed by a thiol-ene reaction is known as 
amine-thiol-ene conjugation.11,16,17 In this approach, thiolactones are effectively used as 
precursor molecules to circumvent inherent complications with the direct use of thiols, due to 
their high reactivity, bad odor and limited commercial availability. 
Notwithstanding the numerous applications of thiolactone aminolysis, the mechanistic details 
of this reaction have not been fully investigated, although an adequate description of the 
aminolysis of thiolactones, in reaction conditions relevant for applications in polymer chemistry 
and material science, would be quite relevant for future developments. Garel and Tawfik1 have 
investigated the mechanism of both the hydrolysis and the aminolysis of homocysteine 
thiolactone in terms of pH dependency, as their main perspective was to investigate the 
reactivity towards various protein amino groups because of the biomedical importance of this 
reaction. However, a reaction mechanism in terms of elementary reaction steps has, to the best 
of our knowledge, not been established before. Fortunately, a number of reactions which can 
be expected to share many characteristics with the aminolysis of thiolactones, such as the 
aminolysis of esters,40-47 lactones,48 phosphonothiolates,49 oxazolinones,50 anhydrides51 and 
thioesters,52,53 have already been extensively studied. Based on these studies, a reaction scheme 
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consisting of three different paths can be put forward for the aminolysis of γ-thiolactones with 
a primary amine, which is depicted in Figure 5-1. In the first path (top), both the formation of 
the N-C bond and the cleavage of the C-S bond occur simultaneously with a proton transfer 
from the amine nitrogen to the sulphur. The second path (middle) passes over a tetrahedral 
zwitterionic intermediate (ZI), resulting from the nucleophilic attack of the amine nitrogen at 
the carbonyl carbon of the thiolactone. In the third path (bottom), first the formation of the N-
C bond and a proton transfer from the amine nitrogen to the carbonyl-oxygen take place, 
forming a neutral tetrahedral intermediate (NI), which then reacts further to the thiol product 
via cleavage of the C-S bond and proton transfer from the hydroxyl-oxygen to the sulphur. 
 
 
Figure 5-1. Possible reaction paths for the aminolysis of a thiolactone (TL) with a primary amine (A), based 
on analogous aminolysis reactions of 2-benzoxazolinone,50 oxoesters and thioesters: 53 concerted, stepwise 
via a zwitterionic intermediate (ZI) or stepwise via a neutral intermediate (NI). 
It should be noted that most computational studies reported so far only support the concerted 
and the neutral stepwise mechanism. In one study,51 computational evidence for the existence 
of a zwitterionic intermediate in the aminolysis of anhydrides has been mentioned, but the 
zwitterionic intermediate could only be located as a stable minimum on the potential energy 
surface if a polarizable continuum model for water is considered during the geometry 
optimization. However, for benzoxazolinones a similar approach did not result in stable 
zwitterionic geometries50 and neither for esters nor thioesters such zwitterionic intermediates 
have been reported. 
In contrast to mechanisms involving anionic nucleophiles, aminolysis reactions are 
considerably more complex since proton transfer needs to occur at a given stage in the reaction. 
53 Unfavorable geometries for proton transfer are found to form a major contribution to the 
energy barrier.43 Notably, for esters, transition states in which a second amine molecule is 
assisting in the proton transfer are distinctively lower in energy.44 In these termolecular 
transition states, the assisting amine first accepts a proton from the nucleophilic amine, before 
donating one of his own to the oxygen, all in a synchronised movement. Experimental 
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investigations indeed show that the observed rate for the aminolysis reactions of esters in aprotic 
solvents also shows a quadratic dependence on the amine concentration (1):41 
𝑟𝑜𝑏𝑠 = 𝑘1[𝑎𝑚𝑖𝑛𝑒][𝑒𝑠𝑡𝑒𝑟] + 𝑘2[𝑎𝑚𝑖𝑛𝑒]
2[𝑒𝑠𝑡𝑒𝑟]  (1) 
where k1 and k2 are the observed apparent rate coefficients. 
Additionally, for the aminolysis of anhydrides catalysis by an acid molecule has been 
discussed,51 leading to an autocatalytic reaction. The situation becomes even more complex in 
protic solvents, such as water. The solvent itself can then assist in the formation of the transition 
state, significantly lowering its energy,53 but additionally the pH of the solution can also have 
an influence on the observed rate.1,52,54 
The present investigation is a combined experimental and theoretical study of the aminolysis 
of saturated γ-thiolactones in aprotic solvents. For the computational study, three differently 
substituted thiolactones (Figure 5-2) are selected as model compounds.  
 
 
Figure 5-2. Chemical structures of the thiolactones investigated in this study: a) γ-thiobutyrolactone (γTBL), 
b) homocysteine thiolactone (tHcy) and c) N-acetyl-DL-homocysteine thiolactone (ActHcy).  
Tetrahydrofuran (THF) and chloroform (CHCl3) are chosen as aprotic solvents, as these are 
also typically used in polymeric applications in general, and in amine-thiol-ene conjugation in 
particular.11 The three aforementioned paths, i.e.: concerted, zwitterionic stepwise and neutral 
stepwise, are considered, as well as the possible assistance by stable nucleophilic species 
present in the reaction mixture, such as amines or thiols. High level computational methods 
(CBS-QB355 and COSMO-RS56) are used to investigate the different mechanisms and to obtain 
the relevant thermodynamic and kinetic parameters, using ethylamine as a model compound for 
the nucleophilic agent, and ethanethiol as a model compound for the ring-opened thiolactone in 
the thiol assisted mechanisms. Next, a kinetic model is constructed, based on the 
computationally obtained rate coefficients. The kinetic model is  validated by comparison with 
experimental data for the aminolysis of the practically most relevant thiolactone, ActHcy, with 
n-butylamine in THF and CHCl3. Finally, the kinetic model is used to assess the relative 
importance of the different paths and the extent of amine and thiol assistance. 
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5.3 Results and Discussion 
Since γ-thiolactones are not symmetric, two sides for nucleophilic attack can be distinguished 
(Figure 5-3). These sides are termed syn and anti, with respect to the position of the equatorial 
substituent on C2. Conformers where the substituent is in axial position are less stable (see 
Section S3 of the Supporting Information). 
 
Figure 5-3. Syn or anti mode of nucleophilic attack at the carbonyl carbon (C1) of a γ-thiolactone.  
 
5.3.1 Investigation of a zwitterionic intermediate 
The existence of the zwitterionic intermediate, ZI in Figure 5-1, has been investigated for the 
three selected thiolactones by scanning the structures appearing along the N1-C1 coordinate in 
steps of 0.1 Å. In Figure 5-4 the calculated results for γTBL and ActHcy are shown. For γTBL 
and tHcy (not shown), there is a continuous rise in energy as the N1-C1 distance shortens, until 
at a distance of 1.4 - 1.5 Å the C1-S1 bond breaks and a proton transfer occurs between N1 and 
S1, leading to the ring opened reaction product. The energy rise becomes less pronounced with 
increasing value of the dielectric constant used in the continuum model.  
For the three thiolactones, all attempts to identify a zwitterionic intermediate as a minimum on 
the potential energy surface in the gas phase failed. Since this paper focusses on a quantitative 
analysis of the aminolysis in the gas phase and in aprotic media and since zwitterionic species 
are not reported to be involved in the aminolysis of ester,44 thioesters53 or oxazolinones,50 it has 
been opted to defer the study of the stepwise zwitterionic path till later. Hence, in this paper we 
choose to follow a uniform approach starting from gas-phase calculations to which corrections 
for solvation are added afterwards using COSMO-RS. 
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Figure 5-4. Scan along the anti N1-C1 coordinate for the reaction of ethylamine with γTBL (left) and ActHcy 
(right) at the B3LYP/6-311G(2d,d,p) level of theory in vacuum (squares), in CHCl3 (empty circles, εr=4.71), 
in THF (filled circles, εr=7.43) and in water (triangles, εr=78.36). The zwitterionic intermediate appears as 
a very shallow local minimum on the potential energy surface for ActHcy, when the dielectric constant of 
the solvent is large enough (εr > 7.43), but not for γTBL. In the case of ActHcy, however, a shallow minimum 
is appearing at a N1-C1 bond length of approximately 1.7 Å, provided a sufficiently large dielectric constant 
is used (THF, εr=7.43). 
 
5.3.2 Thermodynamics 
Reaction energies, enthalpies, entropies and free energies are given in Table 5-1 for the neutral 
intermediate and product structures appearing in Figure 5-1.  
Table 5-1. Reaction energies, ΔEr, enthalpies, ΔH°r, Gibbs free energies, ΔG°r (kJ mol-1) and entropies, ΔSr 
(J mol-1 K-1), calculated at the CBS-QB3 level of theory for the products (T) and neutral intermediate (NI) 
structures appearing in the aminolysis of three γ-thiolactones with ethylamine as shown in Figure 5-1. 
Reaction energies are given at 0 K and contain zeropoint vibrational energy corrections. Reaction 
enthalpies, entropies and Gibbs free energies are given at 298 K. Reaction Gibbs free energies in THF and 
CHCl3 are corrected for solvation using COSMO-RS. 
 Product (T) gas phase THF CHCl3 
 α-substituent  ΔEr ΔH°r ΔS°r ΔG°r ΔG°r ΔG°r 
 H   -56.0 -56.5 -159.0 -25.0 -36.9 -31.8 
 NH2  -66.4 -68.6 -182.1 -30.2 -35.4 -29.1 
 NH(CO)CH3  -64.7 -65.8 -178.3 -28.5 -38.1 -30.0 
         
Intermediate (NI) gas phase THF CHCl3 
 α-substituent Orientation ΔEr ΔH°r ΔS°r ΔG°r ΔG°r ΔG°r 
 H  - -10.8 -15.4 -213.8 32.5 20.3 30.4 
 NH2 trans -15.3 -19.9 -214.5 28.3 15.2 25.2 
  cis -4.3 -8.3 -210.1 38.5 24.0 34.5 
 NH(CO)CH3 trans -16.0 -20.0 -204.6 25.2 17.8 27.6 
  cis -9.9 -14.7 -220.6 35.3 18.9 31.1 
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The aminolysis of the α-substituted thiolactones is more exothermic, which is, however, 
partially compensated by a higher decrease in entropy making it only slightly more exergonic. 
The formation of the tetrahedral intermediates formed in the stepwise mechanism is also 
exothermic, however, the even bigger loss in entropy makes this an endergonic reaction. 
The side of nucleophilic attack, syn or anti, determines whether in the formed tetrahedral 
intermediate the incoming amine group is cis or trans relative to the equatorial substituent X. 
Note, however, that when X = H, as in the case of γTBL, syn or anti nucleophilic attack results 
in different conformers which can interconvert into each other over a lowly activated transition 
state (18.5 kJ mol-1, in vacuum). The intermediate resulting from the anti attack has a lower 
energy and has consequently been used. Solvation only has a minor influence on the reaction 
thermodynamics. The global reactions becomes slightly more exothermic, in THF by 5 - 10 kJ 
mol-1, and in chloroform by 0 - 5 kJ mol-1. 
5.3.3 The concerted path 
A first possibility for the aminolysis of thiolactones is given by the concerted reaction path, in 
which creation of the N1-C1 bond, cleavage of the C1-S1 bond and a proton transfer from N1 
to S1 occur simultaneously (Figure 5-5, syn). As discussed previously, there are two possible 
sides of attack, giving rise to two different transition states, C-syn and C-anti, of which the 
Newman projections are given in Figure 5-6. All the transition state structures and their 
important geometrical parameters can be found in Section S4 of the Supporting Information. 
 
Figure 5-5. B3LYP/6-311G(2d,d,p) optimized geometries of reactants, transition states and product along 
the unassisted, amine assisted and thiol assisted concerted path for the aminolysis of γTBL (only syn-paths 
shown). 
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Figure 5-6. Newman projection along the C1 (proximal) - C2 (distal) axis of the transition state for the syn 
(left) and anti (right) attack in the concerted path. 
 
The atomic rearrangement occurring along the concerted path can be monitored closely by 
following the intrinsic reaction coordinate (IRC), and is shown for γTBL in Figure 5-7, a and 
b. Similar plots for tHcy and ActHcy can be found in Section S4 of the Supporting Information. 
Analysis of the geometrical parameters and of the reaction trajectory show that, regardless of 
the substituent or the orientation of nucleophilic attack, both the formation of the N1-C1 bond 
(1.5 – 1.6 Å) and the rupture of the C1-S1 (2.7 – 2.9 Å) bond are substantially advanced in the 
transition state. The N1-H1 bond (1.1 Å) on the other hand is only very slightly elongated, 
indicating that proton transfer still has to take place. Furthermore, the reaction trajectory also 
shows that the formation of the N1-C1 bond and the scission of the C1-S1 bond occur gradually 
and simultaneously, while the elongation of the N1-H1 and the shortening of the H1-S1 
distances occur more abruptly along the reaction coordinate. The reaction profile clearly 
illustrates that the concerted path is characterized by asynchronous bond breaking and 
formation.  
In the transition states of tHcy and ActHcy, there is the additional possibility of internal 
hydrogen bonding between the amine proton of the attacking nucleophile amine and a hydrogen 
bond acceptor on the substituent (N for tHcy and O for ActHcy). For tHcy, this is possible in 
the syn transition state, while for ActHcy this is possible for both orientations of attack (Figure 
S1 in Section S4 of the Supporting Information). Transition state structures in which hydrogen 
bonding occurs, show slightly more advanced formation of the N1-C1 bond and cleavage of the 
C1-S1 bond. Analysis of the IRC for these structures (see Section S4 of the Supporting 
Information) reveals additionally that the free energy barrier is lower and less steep.  
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Figure 5-7. Evolution of bond lengths and energy profiles along the intrinsic reaction coordinate for the 
aminolysis of γTBL with ethylamine via the concerted path. Unassisted: a) syn and b) anti, amine assisted:  
c) syn and d) anti, and thiol assisted: e) syn and f) anti. Thiol assistance is modeled using ethanethiol as a 
model for the ring-opened thiolactone. The atom numbering corresponds to Figure 5-5. 
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The concerted path can also occur via an amine assisted mechanism in which a second amine 
molecule intervenes in the formation of the transition state (Figure 5-5). This mechanism 
involves a double proton transfer over a six-membered ring, which causes less ring strain than 
in the case of the four-membered ring structure formed in the unassisted mechanism, as has 
earlier been reported for the aminolysis of esters.43 Study of the IRC further reveals the nature 
of this proton shuttle (Figure 5-7, c and d). First, H1 is transferred from N1 of the attacking 
amine to N2 of the assisting amine, at which point the energy barrier reaches its maximum. 
Second, a proton from the assisting amine molecule, H2, is transferred from N2 to the sulphur 
of the thiolactone ring, S1. A direct relationship between the development of the N1-C1 bond 
and the height of the energy barrier can be observed for the unassisted concerted mechanism. 
Although the overall reaction profile is quite similar for all three thiolactones, the energy and 
Gibbs free energy barrier clearly depends on the type of thiolactone. This is mainly related to 
the possibility of hydrogen bonds being formed in the transition state. In most cases, assistance 
by either an amine or a thiol significantly reduces the gas phase energy barrier at 0 K, ΔE‡, and 
much more so for amine assistance than for thiol assistance. However, this effect is much less 
pronounced for the Gibbs free energy barriers at 298 K, ΔG‡, which, of course, is a consequence 
of the large entropy penalty due to the involvement of three molecules in the formation of the 
transition state. In the case of thiol assistance, at 298 K this entropy penalty even exceeds the 
decrease in the activation enthalpy ΔH‡, effectively rising the Gibbs free energy barrier as 
compared to the unassisted case. In contrast to the thermodynamics of the reactions (Table 5-1), 
solvation does have a significant influence on the barrier heights and reduces these on average 
with 25 kJ mol-1 in THF and with 15 kJ mol-1 in CHCl3.  
In summary, the computational results indicate that for the concerted path in aprotic media, the 
amine assisted mechanism is energetically favored over the thiol assisted and unassisted 
mechanism. In general, in the concerted mechanisms, the preferred mode of attack of the amine 
is anti relative to the X substituent. 
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 Table 5-2. Reaction barriers at 0 K, ΔE‡, activation enthalpies, ΔH‡,  Gibbs free energy barriers ΔG‡ (kJ mol-1) and activation entropies, ΔS‡ (J mol-1 K-1), calculated at 
the CBS-QB3 level of theory for the concerted and the neutral stepwise path of the aminolysis of three γ-thiolactones with ethylamine. Reaction barriers at 0 K contain 
zeropoint vibrational energy corrections. Activation enthalpies and Gibbs free energy barriers are given at 298 K. Gibbs free energy barriers in THF and CHCl3 are 
corrected for solvation using COSMO-RS. 
     gas phase THF CHCl3 
     ΔE
‡ (0 K) ΔH‡ (298 K) ΔS‡ (298 K) ΔG‡ (298 K) ΔG‡ (298 K) ΔG‡ (298 K) 
 Reaction pathway Reactant syn anti syn anti syn anti syn anti syn anti syn anti 
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Unassisted γTBL 100.8 103.1 95.8 98 -213.4 -212.9 143.5 145.7 116.4 118.7 126.8 129.4 
   tHcy 87.4 120.1 82.2 115.6 -214.5 -207.8 130.3 161.7 113 132.8 120.2 146.3 
   ActHcy 80.1 73.6 74.8 68.8 -222.7 -218.4 125.3 118.1 106 100.5 116.6 110.3 
 Amine assisted γTBL 48.3 50.9 42.1 44.1 -387.3 -400.5 125.9 131.8 99.3 107.9 103.7 117.5 
   tHcy 46.8 34.7 40.4 27.5 -393.4 -407.1 126 117.1 97.0 90.3 105.8 102.5 
   ActHcy 50.1 31.5 43.5 24.5 -402.8 -408.4 131.9 114.6 99.6 87.3 112.2 108.3 
 Thiol assisted γTBL 76.3 65.2 70.0 58.9 -395.2 -395.6 156.1 145.1 127.7 115.5 143.6 131.4 
   tHcy 63.8 62.0 57.1 55.6 -399.9 -397.1 144.7 142.3 125.0 123 134.9 134.4 
   ActHcy 61.5 39.9 54.9 33.4 -407.6 -405.7 144.7 122.7 121.1 97.2 136.4 110 
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Unassisted γTBL 142.6 137.2 137.2 132.4 -219.2 -209.9 186.8 179.1 175.3 163.8 174.5 164.2 
  tHcy 114.3 127.7 108.4 122.7 -226 -212.4 159.9 170.2 149.7 149.1 150.4 151.9 
  ActHcy 118.2 106.9 112.9 101.2 -225.3 -226.8 164.2 152.9 150.5 146.1 154.9 149.6 
Amine assisted γTBL 39.2 35.9 31.4 28.6 -408.1 -400.8 121.4 116.4 100.6 97.1 105.9 101.7 
  tHcy 38.0 21.4 29.9 13.3 -415.4 -410.1 122 103.9 102.3 88.2 111.6 94.6 
  ActHcy 43.3 12.6 35.4 4.9 -418.1 -410.2 128.4 95.5 105.2 79.8 117.8 93.2 
Thiol assisted γTBL 43.1 36.3 35.6 28.6 -409.7 -403.4 126 117.1 96.0 92.5 101.7 105.6 
  tHcy 34.6 25.2 26.7 17.3 -411.6 -408.6 117.7 107.5 94.5 86.1 106.5 97.8 
  ActHcy 34.6 17.4 26.8 9.7 -412.6 -406.9 118.1 99.3 95.0 77.8 104.8 89.4 
S
te
p
 I
I 
Unassisted γTBL 100.0 86.9 99.5 86.3 4.3 1.82 98.2 85.8 90.0 88.6 88.7 86.6 
  tHcy 85.2 109.2 84.2 108.9 7.4 2.54 82.0 108.2 83.1 100.1 79.4 99.7 
  ActHcy 94.1 79.8 93.3 78.3 -2.3 -16.3 94.0 83.2 88.9 77.8 87.1 77.3 
Amine assisted γTBL 7.8 6.5 5.2 3.9 -185.0 -184.2 44.5 42.9 41.6 40.5 41.2 41.6 
  tHcy 2.2 15.7 -0.6 13.6 -189.1 -179.9 39.9 51.4 37.6 48.0 37.4 47.3 
  ActHcy 16.3 4.1 14.5 1.5 -176.0 -185.8 51.1 41.0 46.5 25.6 48.2 28.9 
Thiol assisted γTBL 53.3 48.2 51.5 46.3 -180.9 -180.3 89.5 84.2 85.0 82.8 85.4 85.7 
   tHcy 51.5 55.3 49.1 53.5 -185.8 -180.1 88.6 91.3 86.2 92.2 86.4 94.4 
    ActHcy 53.3 49.7 51.7 47.6 -181.2 -189.9 89.9 88.3 88.2 84.1 91.4 87.6 
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5.3.4 The neutral stepwise pathway 
A second possibility for the aminolysis of thiolactones is given by the neutral stepwise pathway, 
shown in Figure 5-8. 
 
Figure 5-8. Unassisted, amine assisted and thiol assisted mechanism for the neutral stepwise aminolysis of 
a thiolactone. Thiol assistance is modeled using ethanethiol as a model for the ring-opened thiolactone. 
This path can be characterized as an addition/elimination reaction.51 In the first step, the N1-C1 
bond is formed and a proton of the attacking amine, H1, is transferred to the carbonyl-oxygen 
O. Likewise as for the concerted path, there are two possible sides of attack, resulting in a 
neutral intermediate, NI. In the case of substituted thiolactones this intermediate can be either 
cis or trans in terms of the orientation of the incoming amine with respect to the X substituent. 
Analysis of the geometrical parameters and the IRC (see Section S4 of the Supporting 
Information) shows that in the first step, regardless of the substituent or the orientation of the 
nucleophilic attack, the energy maximum coincides with the proton transfer between N1 and 
O. The formation of the N1-C1 bond occurs gradually, as in the case of the unassisted concerted 
mechanism. The C1-S1 bond is only slightly stretched, while the C1-O bond lengthens as the 
double bond character vanishes and the hybridization of C1 and O changes from sp2 to sp3. 
Similar to the assisted concerted mechanisms, six-membered ring structures can be formed by 
assistance of an amine or thiol molecule to facilitate the proton transfer. The assisting amine 
first takes up a proton, H1, from the incoming amine nucleophile, before releasing one of its 
protons, H2, to the carbonyl oxygen, O. The inverse situation is the case when the assisting 
molecule is a thiol. Both the formation of the N1-C1 bond and the rupture of the C1-S1 bond 
are not affected significantly. 
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After formation of the tetrahedral intermediate, a second transition is required to break the C1-
S1 bond and move the proton from the carbonyl-oxygen to the thiolactone sulphur S1. The 
geometrical parameters and the IRC (see Section S4 of the Supporting Information) indicate 
that in the transition states of the unassisted mechanism, cleavage of the C1-S1 bond is already 
far advanced, while the proton H1 is still present on the carbonyl oxygen. The C1-O double 
bond character is regained when this second proton transfer takes place. Again, this proton 
transfer can be assisted by an amine or thiol molecule, which occurs in a similar fashion as 
already discussed previously. 
Gas phase energy barriers at 0 K (ΔE‡), activation enthalpies (ΔH°‡), entropies (ΔS°‡), and 
Gibbs free energies (ΔG°‡) for the neutral stepwise path are given in Table 5-2. For the three γ-
thiolactones, the second step in this stepwise mechanism is significantly less activated as 
compared to the first step. 
The involvement of an amine or a thiol molecule in the stepwise mechanism lowers the energy 
barrier of the first step, to an even larger extent than was the case for the concerted mechanism. 
Moreover, while for the concerted path assistance by an amine is clearly more effective than by 
a thiol, this is not the case here and both types of assistance lower the energy barrier of the first 
step almost equally. On the other hand, for the second step, assistance by an amine is much 
more efficient that assistance by a thiol. 
Although qualitatively, the profiles of the atomic rearrangements, as shown in the IRC plots 
(see Section S4 of the Supporting Information) are similar for all three thiolactones, significant 
differences in activation barriers can be noticed depending on the substituent as well as on the 
orientation of attack in those cases where internal hydrogen bonding becomes possible. 
Solvation in a polar aprotic solvent affects this stepwise path to a somewhat lesser extent than 
it does for the concerted path, although the decrease in barrier height is still significant for the 
first step. The effects of solvation on the second step, however, are only minor due to the 
structural similarity of the transition state and the intermediate structure. 
By comparing the general free energy profiles of the neutral stepwise and the concerted path, 
some general conclusions can be made, irrespective of the substituent on the thiolactone and 
the solvent. The free energy barrier of the unassisted concerted mechanism is significantly 
lower than for the unassisted neutral stepwise mechanism. However, once assisting molecules 
come into play, the energetics of the assisted neutral stepwise mechanisms improve 
dramatically, especially for the first step, and to a much larger extend than for the assisted 
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concerted mechanisms. Apparently, the six-membered ring structures formed for proton 
transfer are more stable if they involve the carbonyl-oxygen O instead of the sulphur S1. Thiol 
assistance only seems to favor the first step of the stepwise mechanism, concerted transition 
states even increase in energy when thiols are involved. 
When looking at the difference between syn and anti attack, the type of thiolactone does play a 
significant role. For γTBL, differences in orientation are rather small in all mechanisms, and 
usually amount to a value around 5 - 10 kJ mol-1. For tHcy and ActHcy, however, significant 
differences in reactivity occur as the substituents could both cause steric hindrance, as well as 
open the possibility for hydrogen bond formation. This is especially the case for ActHcy, 
distinctively lowering its energy barrier as compared to the unsubstituted thiolactone. 
5.3.5 Kinetic analysis of the aminolysis of ActHcy 
Envisioning future applications of thiolactones in a macromolecular context, ActHcy is the 
most interesting model compound due to its substituent being a good model for a urethane 
bond.11 To obtain a complete understanding of the reactivity and the relative importance of the 
different mechanisms, it becomes pertinent to construct a kinetic model. Using the ab initio 
obtained Gibbs free energies of reaction and Gibbs free energy barriers in both THF and CHCl3, 
equilibrium coefficients and rate coefficients for all elementary steps as given in Table 5-2 are 
calculated at 298.15 K via the standard statistical thermodynamic formulas (2-4): 
𝐾(𝑇) =  𝑒−𝛥𝐺𝑟 𝑅𝑇⁄  (2) 
 𝑘𝑓(𝑇) =  
𝑘𝐵𝑇
ℎ
 𝑒−𝛥𝐺
‡ 𝑅𝑇⁄  (3) 
𝑘𝑏(𝑇) =
𝑘𝑓(𝑇)
𝐾(𝑇)
 (4) 
where 𝐾, kf and kb are the equilibrium, the forward rate and the backward rate, respectively, for 
the appropriate elementary step.  
Conversion profiles of  the aminolysis of ActHcy with n-butylamine in a range of initial 
conditions (see Table 5-3) are monitored using online-FTIR and GC, in both THF and CHCl3. 
It has been verified that the calculated thermodynamic and kinetic parameters for ethylamine 
and n-butylamine are very similar (see Section S5 of the Supporting Information). 
Nevertheless, preliminary results from the kinetic simulations using the ab initio calculated rate 
coefficients show small systematic discrepancies with the experimental data. This can be 
rationalized by the fact that: i) ethanethiol is used in the ab initio calculations as a model 
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compound instead of the ring-opened ActHcy, and ii) although both CBS-QB3 and COSMO-
RS are among the most accurate computational methods available, deviations with 
experimental values in the order of a few kJ mol-1 are still possible.57 Therefore, to allow 
comparison of the simulated conversion profiles obtained with the experimentally obtained 
ones, the Gibbs free reaction energy barriers, ΔG‡, of all reaction steps are adjusted in THF with  
+6 kJ mol-1 and in CHCl3 with -3 kJ mol
-1. Figure 5-9 shows the results of the simulations using 
this approach, versus the experimental data for different initial conditions. 
 
Figure 5-9. Conversion profiles for the aminolysis of ActHcy with n-butylamine in THF and in CHCl3. 
Experimental points are given for the aminolysis of ActHcy by n-butylamine at 298 K (squares=FTIR, 
circles=GC). The lines represent the simulation results with the kinetic model parameters based on the ab 
initio data (see text). 
Having established the validity of the kinetic model in a range of conditions, it can now be used 
to get more insight into the mechanism of the aminolysis. As discussed previously, for the 
unassisted mechanisms, the concerted path is energetically favored over the neutral stepwise 
path, while for both the amine and the thiol assisted case the stepwise path is the energetically 
preferred route. The relative contributions of each mechanism to the total conversion of ActHcy 
in both THF and CHCl3 are provided in Section S6 of the Supporting Information for a range 
of conditions relevant for applications in polymer chemistry.11 In Figure 5-10 the main relative 
contributions for the principally occurring mechanisms to the aminolysis of ActHcy in THF are 
shown. 
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Figure 5-10. Relative contributions to the conversion in a range of initial amine to thiolactone ratios (A0:TL0) 
of the main contributing mechanisms to the aminolysis of 0.5 M ActHcy in THF: the unassisted concerted 
mechanism (left), the amine assisted stepwise mechanism (middle) and the thiol assisted stepwise mechanism 
(right). Relative contributions to the conversion for the other mechanisms in THF and in CHCl3 are given 
in Section S6 of the Supporting Information. 
Clearly, at low thiolactone conversion, aminolysis preferentially occurs via the amine assisted 
stepwise mechanism while the thiol assisted stepwise mechanism gradually takes over as the 
reaction progresses and the thiol concentration in the reaction mixture steadily increases. Note 
that for both the amine and thiol assisted stepwise mechanisms, there is an overwhelming 
preference for anti attack (see Figure S9 in Section S6 of the Supporting Information) implying 
a stereoselective ring opening of ActHcy. The unassisted concerted mechanism only starts to 
contribute significantly when the initial amine concentration is some hundred times smaller 
than the initial thiolactone concentration. This is the case both in THF and in CHCl3 (see Figures 
S8 and S11 in Section S6 of the Supporting Information), although in CHCl3 the contribution 
from the unassisted reaction mechanism is higher than in THF for similar conditions. Note that 
the ratios in which the amine and thiol assisted mechanisms contribute depend on the solvent, 
since the difference in free energy barrier between the thiol and the amine assisted transition 
state might vary in different solvents. Furthermore, in the stepwise path, the formation of the 
intermediate is rate determining, as is evidenced by the much greater affinity,58 shown in section 
S7 of the Supporting Information. 
In summary, the kinetic analysis clearly reveals that in practically relevant reaction conditions, 
the contribution of the thiol assisted stepwise mechanism is substantial while the unassisted 
concerted mechanism can be safely ignored. Hence, it can be concluded that rate laws of the 
form of equation (1) will not be able to provide an adequate description of the aminolysis of 
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thiolactones in reaction conditions relevant for applications in polymer chemistry and instead a 
rate law in the form of equation (5) is proposed:  
𝑟𝑜𝑏𝑠 = 𝑘1[𝑎𝑚𝑖𝑛𝑒]
2[𝑡ℎ𝑖𝑜𝑙𝑎𝑐𝑡𝑜𝑛𝑒] + 𝑘2[𝑎𝑚𝑖𝑛𝑒][𝑡ℎ𝑖𝑜𝑙𝑎𝑐𝑡𝑜𝑛𝑒][𝑡ℎ𝑖𝑜𝑙] (5) 
where k1 and k2 are the observed apparent rate coefficients. The first term corresponds to the 
amine assisted path and the second to the thiol assisted path. 
5.4 Conclusions 
The aminolysis of γ-thiolactones is investigated via ab initio calculations at the CBS-QB3 level. 
The first quantitative theoretical results are provided for the two competing reaction paths, a 
concerted and a neutral stepwise path. The involvement of proton transfer in both paths is 
crucial in determining the height of the reaction barrier. This barrier is lowered significantly via 
assistance by another amine, or by the formed thiol. Both forms of assistance are characterized 
by the introduction of an additional proton transfer and differ in the order of the proton transfers: 
the assisting amine first accepts a proton from the incoming amine before donating one of its 
protons to the thiolactone sulphur, while the thiol first donates its proton before accepting one 
from the incoming amine.  Especially the first step of the neutral stepwise mechanism is favored 
by this assistance and, while hugely unfavorable in the unassisted case, becomes the dominant 
mechanism. The presence of aprotic solvents, such as THF or CHCl3, has been modeled using 
COSMO-RS and substantially lowers the Gibbs free energy barriers along all paths.  
A kinetic model is constructed using the CSB-QB3 calculated thermodynamic and kinetic 
parameters, which are corrected for solvation using COSMO-RS and adjusted slightly, well 
within the margin of computational error, to match experimental data. The presented kinetic 
model helps to understand the role of the assisting amine and thiol molecules during the 
reaction. It is demonstrated that the unassisted concerted mechanism only significantly 
contributes in the case of very low amine concentrations and  that it can safely be ignored in 
the practically relevant case of (quasi-)equimolar initial concentrations of amine and 
thiolactone. However, under the latter practical conditions, the contribution of thiol assistance 
to the total thiolactone conversion is significant and cannot be ignored.  
Both the ab initio and kinetic modeling results provide a theoretical framework to 
fundamentally understand the different factors determining the reaction kinetics of the 
aminolysis of gamma-thiolactones, which is vital for their further application as thiol precursors 
in, for instance, polymerization. 
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5.5 Experimental Section 
5.5.1 Computational methods 
All the electronic structure calculations are performed using the Gaussian-09 package.59 Global 
minimum energy conformations for reactants, products and intermediates are determined in 
vacuo by a first thorough scan of all freely rotating dihedral angles at the HF/6-31G(d) level of 
theory followed by a further scanning at the B3LYP/6-31G(d) level of theory of the conformers 
which were within a 25 kJ mol-1 bracket of the lowest energy conformer, after which a full 
geometry optimization and free energy calculation is performed using the CBS-QB3 composite 
method.55 All thermal contributions were calculated in the harmonic oscillator approach. For 
the optimization of transition states, the Berny algorithm is applied.60 Minimum energy 
conformations and transition states are confirmed to have zero and one imaginary frequency, 
respectively. Additionally, the reaction trajectory path has been monitored by following the 
intrinsic reaction rate (IRC) at the B3LYP/6-31G(d) level of theory. Correction terms for 
solvation are calculated using COSMO-RS56 theory as implemented in the COSMOtherm61 
software. The input structures for COSMOtherm are calculated by Gaussian using the 
SCRF=COSMORS keyword, based on the B3LYP/6-311G(2d,d,p) optimized structures which 
are recalculated at the BP86/TZVP level of theory, for which COSMOtherm is parameterized. 
Solvent models for THF and chloroform are used as implemented in the COSMOtherm 
software. All enthalpies, entropies and free energies are calculated  with respect to a standard 
state of 1 mole per liter. Note that free energies in solution cannot be split up in terms of 
enthalpy and entropy due to the degree of parameterization present. Additionally, for the 
identification of stable zwitterionic species, scans along the N-C reaction coordinate are carried 
out at the B3LYP/6-311G(2d,d,p) level of theory in conjunction with an implicit solvation 
model, COSMO62 (COnductor like Screening MOdel), which is termed C-PCM63 in the 
Gaussian-09 package, using the parameterized values for CHCl3, THF and water as 
implemented in the model. 
5.5.2 Kinetic Model 
A reaction scheme containing all the elementary steps for the concerted and stepwise paths, 
both unassisted and assisted, has been considered. For each elementary step, the forward and 
backward rates are calculated based on the ab initio calculated rate coefficients. Integration of 
the continuity equations was performed using the DASPK algorithm, implemented as a double-
precision Fortran code (DDASPK). This code uses backward differentiation formulas and is 
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based on the integration methods of the solver DASSL (Differential-Algebraic System Solver), 
combined with preconditioned Krylov methods for solving the linear systems at each time 
step.64 The selectivity for each reaction mechanism is recorded explicitly during the simulations 
to allow assessment of the relative contribution to the total rate of reaction. 
5.5.3 Experimental Methods 
N-acetyl-DL-homocysteine thiolactone (ActHcy, >99% pure), n-butylamine (99.5% pure)  and 
the solvents tetrahydrofuran (THF, 99.9% pure) and chloroform (CHCl3, >99.8% pure) are 
purchased from Sigma-Aldrich and used as received. The aminolysis reaction of ActHcy with 
n-butylamine is monitored using online Fourier transform infrared (FTIR, Mettler Toledo 
ReactIR 4000), and conversion profiles are obtained by deconvolution of the C=O stretch 
vibration band (1650-1750 cm-1, see Section S1 of the Supporting Information). Gas 
chromatography (see Section S2 of the Supporting Information) is used for concentrations too 
low to follow with FTIR (< 0.5 M). The initial experimental conditions are summarized in Table 
5-3. 
 
Table 5-3. Overview of initial reaction conditions used for the aminolysis of ActHcy with n-butylamine. 
entry [ActHcy]0 (M) [n-butylamine]0 (M) solvent 
1 1.0 0.5 CHCl3 
2 1.0 1.0 CHCl3 
3 1.0 1.5 CHCl3 
4 0.5 0.55 THF 
5 0.5 0.75 THF 
6 0.5 1.0 THF 
7 0.1 0.1 THF 
8 0.1 0.15 THF 
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Chapter 6  
Thiol-Michael Addition in Polar Aprotic Solvents: Nucleophilic 
Initiation or Base Catalysis? 
This work has been published in Polymer Chemistry 2017, DOI: 10.1039/C7PY00005G 
References to the Supporting Information that are made in this work are available on the RSC 
Publications website at DOI: 10.1039/C7PY00005G and can be directly accessed via the 
following hyperlink: http://www.rsc.org/suppdata/c7/py/c7py00005g/c7py00005g1.pdf 
6.1 Abstract 
The thiol-Michael addition of ethanethiol to ethyl acrylate, methyl vinylsulfone and maleimide 
initiated by ethyl-, diethyl-, triethylamine and triethylphosphine in tetrahydrofuran (THF) is 
investigated at room temperature for concentrations ranging from 0.5 to 2 mol L-1 for the 
reactants and 0.03 to 0.3 mol L-1 for the initiators. Rate coefficients for all elementary steps in 
a reaction scheme consisting of both the base catalyzed and the nucleophile initiated mechanism 
are calculated using CBS-QB3 corrected for solvation with COSMO-RS. Diffusional 
limitations are taken into account using the coupled encounter pair model. The ab initio 
apparent kinetic parameters are used in a microkinetic model and simulated conversions agree 
well with experimental data. Competition with the aza-Michael addition is shown to be 
insignificant. Regardless of the choice of ene or catalyst, conversion is governed by an anionic 
cycle in which first an addition from the thiolate to the ene occurs, followed by a rate-controlling 
proton transfer to the obtained Michael adduct anion from another thiol. For acrylates and 
vinylsulfones, the addition of the thiolate to the ene is quasi-equilibrated, while for maleimides 
this elementary reaction has a positive affinity, explaining their large reactivity. The choice of 
catalyst or ene strongly affects the initiation mechanism. Using tertiary phosphines only 
nucleophilic initiation takes place while with tertiary amines, only base catalysis occurs. For 
primary and secondary amines both initiation mechanisms contribute. The presented kinetic 
parameters and the insights on diffusional limitations are critical for the further optimization of 
thiol-Michael additions for polymer conjugation. 
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6.2 Introduction 
The coupling of molecules using thiol-ene chemistry has resulted in many successful polymeric 
applications over the last decade including the synthesis of monomers1-3 and polymers4-9 and 
surface modifications.10-12 Due to the high thermodynamic driving force, wide range of 
reactants, rapid reaction rates in easily removable or benign solvents, insensitivity to oxygen or 
water, mild conditions and regioselectivity,13-15 the thiol-ene addition is put forward as a ‘click’ 
reaction.16 
Two mechanisms15 can be distinguished to accomplish a thiol-ene addition: i) the radical-
mediated anti-Markovnikov addition if the unsaturated compound is electron rich and ii) the 
thiol-Michael addition for an electron poor unsaturated compound and a catalyst, such as an 
amine. Due to the occurrence of side-reactions and the low coupling efficiency, kinetic 
modeling results confirmed that the pure ‘click’ concept does not hold for the radical thiol-ene 
reaction, in particular in case macromolecular species are coupled.17,18 Also for the thiol-
Michael addition catalyzed by primary and secondary amines side reactions can take place,19 
although this has never received much attention because byproduct concentrations are typically 
very small.20 Nevertheless, in the strict sense of the definition by Sharpless et al.,16 the amine 
catalyzed thiol-Michael reaction should thus be excluded as a ‘true’ click reaction as well, since 
it is not straightforward to remove the aza-Michael byproducts. However, in the scope of 
polymer science, as in the present work, small amounts of byproducts can typically be 
tolerated21 and the thiol-Michael addition can be identified as an important method for the 
development of advanced polymeric materials.22 Typical examples of electron-poor enes used 
in thiol-Michael additions, the so-called Michael acceptors, include maleimides,23,24 
acrylates,19,25-27 methacrylates,19,28,29 acrylamides30,31 and vinyl sulfones.25,32,33 
Two mechanisms are considered to explain the thiol-Michael addition: nucleophilic initiation 
and base catalysis,34 as shown in Figure 6-1 with a primary amine as initiating agent. In case of 
nucleophilic initiation (blue in Figure 6-1), the reaction starts by the nucleophilic attack (2) of 
the amine (A) on the ene (E), leading to a zwitterion (NZ). The strongly basic carbanion of NZ 
takes up a proton (3) from a thiol (T), resulting in a cation (NC) and a thiolate-anion (TA). 
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Figure 6-1. Schematic illustration of the two reaction mechanisms for the thiol-Michael addition, with a 
primary amine as an initiating agent. The base catalyzed mechanism is shown on the left in red while the 
mechanism corresponding to nucleophilic initiation is presented on the right in blue. Common species are 
shown in black and the targeted product in pink. (EWG = electron withdrawing group) 
Note that NZ can also undergo internal proton transfer: a reaction known as the aza-Michael 
addition.35 TA is a potent nucleophile and attacks an ene (4), leading to the anionic form of the 
desired product (PA). Deprotonation of another thiol by the latter species (7) generates the 
targeted neutral product (P) and a new thiolate, triggering an anionic chain process, responsible 
for the rapid reaction rates. To terminate the chain mechanism, NC, the cation formed in 
reaction 3 can react with PA (6), leading to the thiol-Michael adduct P and a side product (NP), 
which is the same as the product of the aza-Michael addition. Alternatively, in the base 
catalyzed path (red in Figure 6-1), the reaction is initiated by a direct proton transfer (1) between 
the amine and the thiol leading to the necessary thiolate and an amine cation (AC). In this case, 
the catalytic cycle is closed by reaction of AC with PA, leading to the thiol-Michael adduct P 
with regeneration of the amine catalyst (5). 
A number of experimental25,36 and theoretical studies32,37 have been reported in which either 
the base catalyzed or nucleophile initiated mechanism has been suggested as the governing 
mechanism. Such studies are relevant for the further design of thiol-Michael addition reactions 
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in view of their potential in polymeric and biomedical applications. A recent publication by 
Northrop et al.20 specifically presents a detailed mechanistic and kinetic study on the thiol-
Michael addition to maleimides using intrinsic rate coefficients obtained from DFT calculations 
employing the PCM dielectric continuum model to account for solvent effects. The influence 
of the used thiol, initiating agent and solvent were explained based on simulation of the 
conversion profiles, ignoring for simplicity a possible impact of diffusional limitations.  
In the present work, thermodynamic and kinetic parameters are presented for the elementary 
reactions in the Michael addition of ethanethiol to ethyl acrylate, methyl vinylsulfone and 
maleimide for different initiation agents, i.e. primary, secondary and tertiary amines and 
phosphines (Figure 6-2) in tetrahydrofuran (THF), which is a commonly used solvent for thiol-
Michael reactions in polymer conjugation.38-40 
 
Figure 6-2. Structural formulas of the model thiol, enes and initiation agents used in this study. a) 
ethanethiol (BT), b) ethyl acrylate (EAc), c) maleimide (MI), d) methyl vinylsulfone (MVS), e) ethylamine 
(EA), f) diethylamine (DEA), g) triethylamine (TEA) and h) triethylphosphine (TEP). 
 
Calculations are performed using the CBS-QB341 composite method and COSMO-RS,42 an 
advanced solvation model that goes beyond the representation of the solvent as a dielectric 
continuum since it accounts for the local interaction between the surface charges of solute and 
solvent. Furthermore, since some of the proton transfer reactions can be expected to proceed 
without a significant intrinsic barrier,20 diffusional limitations, which hitherto have been 
ignored in kinetic studies, are accounted for. Diffusion coefficients are calculated based on 
molecular dynamics calculations. Previous kinetic studies involving similar reactions have 
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shown that, in general, diffusion limitations cannot be ignored.35,43 Feeding the apparent 
parameters to a kinetic model allows for an unbiased experimental validation via comparison 
of conversion profiles. Moreover, it is demonstrated that fundamental mechanistic insight can 
be gained via analysis of the concentrations of the ionic species, net reaction rates and 
thermodynamic affinities. 
6.3 Results and Discussion 
6.3.1 Thiol-Michael addition of ethanethiol to ethyl acrylate initiated by ethylamine 
Standard reaction and activation enthalpies, entropies and Gibbs free energies for all the 
elementary steps (Figure 6-1) in the thiol-Michael addition of ethanethiol to ethyl acrylate 
initiated by ethylamine in THF are presented in the first seven entries in Table 6-1, where the 
addition of the thiolate anion to the ene (4) and proton transfer with ethanethiol (7) are 
independent of the used initiating agent. Values in gas phase can be found in Table S3 in the 
Supporting Information. Reactions 1, 5 and 6 are bimolecular proton transfer reactions 
involving ionic species, for which transition states could either not be located (5 and 6, cf. 
Section S3.2 in the Supporting Information) due to the flatness of the potential energy surface, 
or the fact that their gas phase electronic energy was lower than that of the final products (1, 
see further, Figure 6-3). These reactions are considered to be barrierless, in agreement with the 
study of Northrop et al.20 
For such a barrierless reaction, not the intrinsic chemical kinetics but diffusion is governing the 
reaction rate, which is taken into account via the coupled encounter pair model44 (Equation 13-
14) making use of apparent rate coefficients, kapp in Table 6-1. 
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Table 6-1. Standard reaction and activation enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG° and 
Δ‡H°, Δ‡S°, Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1); equilibrium coefficients (Kc, dimensionless 
or in L mol-1), intrinsic chemical rate coefficient (k+ and k- in L mol-1 s-1 or s-1) and apparent rate coefficients 
(kapp,+ and kapp,-, in L mol-1 s-1 or s-1) at 298.15 K in THF (reference state is 1 mol L-1) for the thiol-Michael 
addition of ethanethiol to various enes (EAc, MVS and MI), using various catalysts (EA, DEA, TEA and 
TEP). Reactions are labelled according to Figure 6-1. Apparent rate coefficients are calculated according 
to the coupled parallel encounter pair model: Equation 10-11 for reactions 2 and 4 and Equation 12-13 for 
reactions 1,3, 5,6 and 7. In case no transition state could be located (see text), there is no intrinsic rate 
coefficient and the apparent rate coefficient can be described based on the diffusional contributions only. 
ene initiator reaction ΔrH° Δ‡H° ΔrS° Δ‡S° ΔrG° Δ‡G° Kc k+ k- kapp,+ kapp,- 
EAc  4 13.0 25.3 -122.4 -133.8 49.5 65.2 2.2E-09 2.3E+01 1.1E+10 2.3E+01 1.1E+10 
  7 -85.3 -21.1 5.5 -123.9 -86.9 15.9 1.7E+15 1.0E+10 6.0E-06 5.0E+09 2.9E-06 
 EA 1 2.2  - -100.1  - 32.0  - 2.4E-06  -  - 2.7E+03 1.1E+09 
  2 22.4 47.0 -170.6 -160.5 73.3 94.9 1.4E-13 1.5E-04 1.0E+09 1.5E-04 1.0E+09 
  3 -47.9 -9.2 16.0 -126.3 -52.7 28.5 1.7E+09 6.4E+07 3.7E-02 6.3E+07 3.6E-02 
  5 -87.5  - 105.6  - -119.0  - 7.0E+20  -  - 1.6E+09 2.3E-12 
  6 -127.9  - 33.6  - -137.9  - 1.4E+24  -  - 5.9E+09 4.1E-15 
 DEA 1 25.8  - -56.9  - 42.8  - 3.2E-08  -  - 8.2E+01 2.6E+09 
  2 32.9 46.5 -142.7 -147.9 75.4 90.6 6.1E-14 8.4E-04 1.4E+10 8.4E-04 1.4E+10 
  3 -29.0 -3.3 35.3 -117.6 -39.5 31.8 8.3E+06 1.7E+07 2.0E+00 1.7E+07 2.0E+00 
  5 -111.2  - 62.4  - -129.8  - 5.4E+22  -  -  1.6E+09 3.0E-14 
  6 -154.3  - -21.9  - -147.8  - 7.8E+25  -  - 5.9E+09 7.5E-17 
 TEA 1 90.5  - 33.8  - 80.5  - 8.0E-15  -  - 2.5E-05 3.1E+09 
  5 -175.9  - -28.3  - -167.4  - 2.1E+29  -  - 4.6E+09 2.1E-20 
 TEP 1 68.0 65.6 22.6 -103.9 61.3 96.6 1.8E-11 7.3E-05 4.0E+06 7.3E-05 4.0E+06 
  2 15.1 54.0 -132.7 -130.4 54.7 92.9 2.6E-10 3.2E-04 1.2E+06 3.2E-04 1.2E+06 
  3 -48.2 -19.4 39.5 -115.6 -60.0 15.1 3.2E+10 1.4E+10 4.4E-01 4.0E+09 1.2E-01 
  5 -153.4  - -17.1  - -148.3  - 9.4E+25  -  - 2.2E+09 2.4E-17 
  6 -37.1 -5.0 14.4 -181.1 -27.0 48.9 5.3E+04  -  - 8.0E+08 1.5E+04 
MVS  4 14.7 22.7 -103.1 -116.6 45.4 57.4 1.1E-08 5.4E+02 4.8E+10 5.4E+02 4.8E+10 
  7 -101.9 -30.4 -21.7 -126.0 -95.4 7.1 5.2E+16 3.5E+11 6.7E-06 5.6E+09 1.1E-07 
 EA 2 25.6 48.1 -153.6 -120.6 71.4 84.0 3.1E-13 1.2E-02 3.8E+10 1.2E-02 3.8E+10 
  3 -82.8 -22.1 -79.3 -132.4 -59.2 17.4 2.3E+10 5.5E+09 2.4E-01 1.9E+09 8.4E-02 
  6 -124.0  - 85.4  - -149.4  - 1.5E+26  -  - 7.3E+08 4.8E-18 
MI  4 -8.2 19.9 -84.8 -93.9 17.1 47.9 1.0E-03 2.6E+04 2.5E+07 2.6E+04 2.5E+07 
  7 -75.3 -20.5 -27.1 -119.8 -67.2 15.2 5.9E+11 1.3E+10 2.3E-02 3.1E+09 5.2E-03 
 EA 2 15.1 37.4 -176.7 -141.3 67.8 79.5 1.3E-12 7.2E-02 5.5E+10 7.2E-02 5.5E+10 
  3 -53.7 -7.5 -44.5 -163.4 -40.4 41.2 1.2E+07 3.7E+05 3.1E-02 3.7E+05 3.1E-02 
  6 -114.5  - 85.7  - -140.1  - 3.5E+24  -  - 7.1E+08 2.0E-16 
 
In order to verify whether the assumption that the electronic barrier of reaction 1 also implies 
that there is no Gibbs free energy barrier, the reaction coordinate was scrutinized more closely, 
and it was found that the proton exchange between ethylamine (A) and ethanethiol (T) occurs 
via the following stationary points: i) a complex between ethylamine and ethanethiol [A-T], ii) 
the actual transition state (TS) and iii) a complex between the ethanethiolate anion and the 
ethylammonium cation [AC-TA] (Figure 6-3). 
On the electronic energy surface, the transition state has a lower energy than the final state 
involving separated ions: according to classical transition state theory the global reaction 1 is 
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barrierless. The Gibbs free energy surface, on the other hand, does show a maximum. However, 
for the reverse reaction this barrier is less than 10 kJ mol-1, implying an intrinsic rate coefficient 
larger than 1011 mol L-1 s-1. Since diffusional limitations are typically of the order of 109 mol L-
1 s-1 (see Table 6-1), it is safe to assume such a reaction is practically barrierless. 
In the study by Northrop et al.,20 the reaction between an amine and a thiol is described in 
chloroform, ethanethiol and DMF using a polarizable continuum model (PCM). They reported 
that the reaction Gibbs free energy of the amine cations and thiolate anion (AC and TA) was 
too high for the reaction to occur, but that instead the ethylammonium-ethanethiolate ion-pair 
[AC-TA] is formed in all three solvents. Hence, these authors formulated a mechanism for the 
thiol-Michael addition based on initiation with this ethylammonium-ethanethiolate ion-pair 
([AC-TA]). However, in this current study, the use of the more advanced COSMO-RS model, 
which takes into account local solute-solvent interactions, leads to different picture: a much 
lower reaction Gibbs free energy in THF for the formation of the isolated ionic species (AC 
and TA) and a slightly higher Gibbs free energy for the ethylammonium cation – ethanethiolate 
anion ion-pair ([AC-TA]). Hence, the results of this study indicate a mechanism where the 
thiolate anion plays a crucial role.  
 
Figure 6-3. CBS-QB3 electronic energy (blue) and Gibbs free energy at 298.15 K (orange) corrected for 
solvation using ΔsolvG(298.15 K) calculated with COSMO-RS along the reaction coordinate for reaction 1 
(in Figure 6-1), the proton transfer between ethylamine (A) and ethanethiol (T). 
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For proton transfer reaction 7 a distinct transition state could be located, but the resulting Gibbs 
free energy barrier is very low, causing this reaction also to be limited by diffusion. In case of 
proton transfer reaction 3 on the other hand, the Gibbs free energy barrier is significant and the 
main contribution to the apparent rate coefficient is intrinsic.  
The parameters given in Table 6-1 are limited to the reactions occurring according to the 
mechanism as shown in Figure 6-1. However, as mentioned in the introduction, amines can also 
directly react with acrylates towards a single and, in the case of primary amines, a double 
substituted aza-Michael adduct,45 as shown in Figure 6-4. This single substituted aza-Michael 
adduct is the same molecule as the product from reaction 6 in Figure 6-1. A comprehensive 
kinetic analysis was done elsewhere35 and delivered a detailed reaction mechanism and accurate 
kinetic parameters, as shown in Section S3.3 of the Supporting Information. Note that the first 
step of the nucleophilic initiation of the thiol-Michael addition (2) is the same as the first step 
of the aza-Michael addition (Figure S8 in the Supporting Information). 
 
Figure 6-4. The Aza-Michael addition of an amine (A) to an ene (E) leading to the aza-Michael product 
(NP). In the case of primary amines, this aza-Michael product is a secondary amine which can react with 
another ene towards a double substituted product (NP2). 
To determine the possible competition towards the available enes, a complete microkinetic 
model including all the elementary reactions corresponding to both the thiol-Michael and the 
aza-Michael addition is constructed. On the other hand, a simplified microkinetic model is 
constructed consisting solely of the elementary reactions corresponding to the thiol-Michael 
addition. 
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Concentration profiles for the reactants and products obtained via those two models (Figure S9 
in the Supporting Information) show a qualitative influence on the concentration profiles of the 
amine, the aza-Michael product and the aza-Michael double product. These products are also 
detected experimentally (Section S1 of the Supporting Information). However, absolute 
differences in concentration are very small and the concentration profiles of the ene, thiol and 
Michael product practically coincide for the two models. Therefore it can be concluded that 
under typical experimentally used conditions, the competition between the thiol- and the aza-
Michael addition to the ene can be ignored. Hence, the reaction scheme presented in Figure 6-1 
is sufficient to describe the conversion of ene and thiol and the formation of the thiol-Michael 
product. Having excluded the possibility of significant competition by the aza-Michael 
addition, the microkinetic model is used to determine the conversion of the ene for the thiol-
Michael addition of ethanethiol to ethyl acrylate catalyzed by ethylamine (the various reaction 
paths are summarized in a Temkin table in Section S3.4 of the Supporting Information). 
Conversion profiles for various initial concentrations (Table 6-2) are obtained in excellent 
agreement with experimental data obtained using GC and FTIR, as shown in Figure 6-5. 
Conversion profiles for the reaction intermediates can be found in Figure S10 in the Supporting 
Information. Note that, due to the difficulty of handling ethylamine and ethanethiol, 
experimental data were obtained using n-butylamine and n-butanethiol, respectively. Earlier 
work for comparable reactions has shown that no significant difference in rate coefficients are 
obtained between ethyl and n-butyl substituents provided that no steric constraints come into 
play.46 This is also confirmed for the system under investigation as shown in Section S3.6 in 
the Supporting Information. To obtain more information about the dominant reaction 
mechanisms, the net rates and the thermodynamic affinities for the thiol-Michael addition of 1 
mol L-1 ethanethiol to 1 mol L-1 ethyl acrylate catalyzed by 0.3 mol L-1 ethylamine are presented 
in Figure 6-6. Reaction 4, the addition of the thiolate anion (TA) to the ene (E) and reaction 7, 
the ensuing proton transfer, are clearly dominating as they are occurring many times faster than 
the other reactions. 
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Figure 6-5. Concentration of ethyl acrylate (EAc, blue full line), ethanethiol (ET, red dotted line) and the 
thiol-Michael product (P, green dashed line) as a function of time for the thiol-Michael addition of 
ethanethiol to ethyl acrylate in THF at 298.15 K, catalyzed by ethylamine for four different combinations 
of starting concentrations. a) camine,0 = 0.03 M, cthiol,0 = 1.0 M, cene,0 = 1.0 M; b) camine,0 = 0.3 M, cthiol,0 = 1.0 M, 
cene,0 = 1.0 M; c) camine,0 = 0.3 M, cthiol,0 = 1.0 M, cene,0 = 2.0 M; d) camine,0 = 0.03 M, cthiol,0 = 1.0 M, cene,0 =0.5 M. 
Markers: experimental points. Lines: simulations with the apparent parameters in Table 6-1 and the 
continuity equations in Section S6 in the Supporting Information.  
The affinity of reaction 4 is nearly zero, which implies that this reaction is in a quasi-equilibrium 
and thus reversible, which is of considerable interest for Michael additions in the scope of 
dynamic combinatorial chemistry for biomedical applications: in a slightly basic aqueous 
environment this has been demonstrated by the experimental observation of an equilibrium 
between the thiol and the ene on the one hand and the thiol-Michael-adduct on the other hand.47 
However, in the conditions studied in this work, reaction 7, the proton transfer from a thiol (T) 
to the product anion (PA) is far from equilibrium and can be considered as proceeding only 
forward. Furthermore, this reaction is influenced by diffusional limitations since its apparent 
rate coefficient is much lower than its intrinsic one (cf. Table 6-1).  
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In the path corresponding to nucleophilic initiation, the addition of the amine (A) to the ene 
(E), reaction 2 is quasi-equilibrated and the proton transfer from the thiol (T) to the zwitterionic 
intermediate (NZ), reaction 3, is rate-controlling. 
For reaction 1, the initiation via the base catalyzed mechanism, the quasi-equilibrium between 
amine (A) and thiol (T), is set immediately as the reaction starts, and, since thiols are consumed 
at a rapid rate through reaction 7, reaction 1 maintains its quasi-equilibrium concentration by 
going in the reverse direction, resulting in negative net rates. 
 
Figure 6-6. Microkinetic simulation data of the thiol-Michael addition of ethanethiol to ethyl acrylate 
catalyzed by ethylamine in THF at 298.15 K using the apparent parameters of Table 6-1. Left: Net rates 
(logarithmic scale) at different conversion levels (0% blue, 10% red, 50% green and 90% cyan). Right: 
Thermodynamic affinities as a function of the conversion. Elementary reactions are labeled according 
Figure 6-1. c0, ethylamine = 0.3 mol L-1, c0, ethanethiol = 1 mol L-1, c0, ethyl acrylate = 1 mol L-1 
In principle, an evaluation of the relative contribution of the two initiation mechanisms can be 
obtained from the individual rates of the different elementary reactions that contribute to the 
formation of the thiolate anions that start the anionic propagation chain. The forward, reverse 
and net rates for reaction 1, corresponding to base catalysis and for reaction 3, the rate 
controlling step in nucleophilic initiation are shown in Figure 6-7 (left).  
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Figure 6-7. Left: Forward (red), reverse (dark green) and net rate (blue) for reaction 1 (top) and reaction 3 
(bottom). Right: Concentration as a function of time for the cations generated by base catalysis (AC, brown) 
and nucleophilic initiation (NC, dark green) and for the thiolate anion (TA, dark blue) and the product 
anion (PA, pink). Numbering and labeling of reactions and species is according to Figure 6-1 for the thiol-
Michael addition of ethanethiol to ethyl acrylate in THF at 298.15 K catalyzed by ethylamine. c0, ethylamine = 
0.3 mol L-1, c0, ethanethiol = 1 mol L-1, c0, ethyl acrylate = 1 mol L-1 
However, based on the rates of these elementary reactions, it is not possible to come to an 
unambiguous conclusion. Base catalysis (reaction 1) is quasi-equilibrated from the start, while 
nucleophilic initiation (reaction 2-3) is only going forward, generating additional thiolate 
anions over time. Therefore, an evaluation of the dominating source of the thiolate anions over 
the course of the reaction is obtained from analysis of the concentrations of the ionic species in 
the reaction mixture, as shown in Figure 6-7 (right). Since the amount of cations and anions has 
to be equal throughout the reaction and the concentration of PA is nearly zero, the concentration 
of TA can be assumed equal to the concentration of the counter cations formed by nucleophilic 
initiation (NC) and base catalysis (AC). In the case of the thiol-Michael addition of ethanethiol 
to ethyl acrylate catalyzed by ethylamine, as shown in Figure 6-7, the concentration of AC is 
clearly higher and the main contributing initiation mechanism can therefore be identified as 
base catalysis.  
However, nucleophilic initiation cannot be ignored and its role increases towards the end of the 
reaction. This is also shown in Figure 6-8 (brown line), which shows the ratio of amine cations 
(AC) to the total amount of cations, which can be used as a measure to evaluate the relative 
contributions of both mechanisms throughout the reaction. 
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Figure 6-8. Ratio of the amount of amine cations to the total amount of cations as a measure for the 
contribution of base catalysis (100 % = only base catalysis, 0 % =only nucleophilic initiation) in the thiol-
Michael addition of ethanethiol to ethyl acrylate for different catalysts: ethylamine (EA, brown), 
diethylamine (DEA, dark green), triethylamine (TEA, dark blue) and triethylphosphine (TEP, pink). 
ccatalyst,0 = 0.3 M, cthiol,0 = 1.0 M, cene,0 = 1.0 M 
 
6.3.2 Influence of the initiation agent on the thiol-Michael addition to ethyl acrylate 
Similarly as for ethylamine, intrinsic thermodynamic and kinetic parameters, as well as 
apparent rate coefficients for the thiol-Michael addition catalyzed by diethylamine (DEA), 
triethylamine (TEA) and triethylphosphine (TEP) are presented in Table 6-1. 
Note that in these cases the actual addition of the ethanethiolate anion to ethyl acrylate (4) and 
the proton abstraction of the thiol-Michael product anion of another ethanethiol molecule (7) 
remain the same. For triethylamine, no stationary point corresponding to the zwitterionic 
intermediate (NC) could be located: the nucleophilic initiation mechanism is not possible here.  
ΔrG° for the proton exchange of the initiator (A) with ethanethiol (T), reaction 1, is lower for 
EA (32.4 kJ mol-1) than for DEA (42.8 kJ mol-1) which in its turn is lower than for TEA (80.5 
kJ mol-1). This is counterintuitive, since in the gas phase basicity increases in the order: EA < 
DEA < TEA (as can be seen in Table S3 in the Supporting Information, where the respective 
Gibbs free energies are: 576.4 kJ mol-1, 540.4 kJ mol-1 and 537.5 kJ mol-1).  However, it is 
known that the order of nucleophilicity or basicity is very dependent on the solvent, e.g. in 
acrylonitrile, propylamine is more nucleophilic than dipropylamine.48 
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Also in THF this is the case, because the relative solvation Gibbs free energy of the ammonium 
cation as compared to the neutral parent amines is higher for EA (298.2 kJ mol-1) than for DEA 
(251.4 kJ mol-1) and TEA (210.9 kJ mol-1). This can be rationalized by analysis of the surface 
charges, as shown in Figure 6-9: the positive charges of the ethylammonium cations are very 
well solvated as the negative partial charges of THF molecules can easily align with them. For 
the positive charges of the diethyl- and triethylammonium cations this becomes harder due to 
the increased steric hindrance of the substituent alkyl groups. To evaluate the effect on the 
overall kinetics of the initiation agent, conversion profiles have been simulated using the 
apparent rate coefficients in Table 6-1 for the thiol-Michael addition of ethanethiol to ethyl 
acrylate initiated by EA, DEA, TEA and TEP, as shown in Figure 6-10. For EA, DEA and TEA 
the simulated conversion profiles are in good agreement with the experimental data. 
 
Figure 6-9. Surface charge distribution on the corresponding ammonium cations of ethylamine, 
diethylamine and triethylamine, respectively. Green corresponds to a neutral and blue to a positive surface 
charge. 
This order of reactivity has also been reported earlier by Chan et al.36 for the addition of 
hexanethiol to hexylacrylate in bulk. These authors reported also that when using TEA as an 
initiator no significant conversion takes place, similarly as in this work where THF is used. 
Note that, in other, more polar solvents such as N,N-dimethylformamide (DMF), conversion is 
reported to take place when TEA is used, although it has been hypothesized that this could also 
be due to DMF taking the role of a base.49 In this work, no experiments were performed with 
this compound, but earlier studies36 indeed show that phosphines are more reactive than the 
considered amines, as qualitatively supported by the theoretical data presented here. 
Note that the reaction mechanism of initiation via TEP is slightly different: reaction 6 does not 
result in the formation of NP, as there are no protons present on the phosphor; but instead NZ 
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is formed again (cf. Figure S16 in the Supporting Information). Furthermore, contrary to 
amines, reaction 1, the direct proton exchange between ethanethiol and triethylphosphine has a 
significant intrinsic barrier. Similarly as to the thiol-Michael addition catalyzed by EA, also for 
DEA, TEA and TEP the addition (4) and ensuing proton transfer (7) are occurring many times 
faster than the other reactions (cf. Section S4 in the Supporting Information). 
Also the quasi-equilibrated and rate controlling elementary reactions are similar, except in the 
case of the thiol-Michael addition initiated by TEP: reaction 2 is no longer in a quasi-
equilibrium but now possesses a positive thermodynamic driving force (cf. Figure S18 in the 
Supporting Information). Since reaction 3 has a favorable thermodynamic driving force as well, 
the nucleophilic path has a much more negative reaction Gibbs free energy (-5.3 kJ mol-1) than 
the base catalyzed path (61.3 kJ mol-1). 
 
Figure 6-10. Conversion as a function of time for the thiol-Michael addition of 1 M ethanethiol to 1 M ethyl 
acrylate in THF at 298.15 K, catalyzed by ethylamine (brown), diethylamine (dark green), triethylamine 
(dark blue) and triethylphosphine (pink). ccatalyst,0 = 0.3 M, cthiol,0 = 1.0 M, cene,0 = 1.0 M. Markers: 
experimental data obtained using GC Lines: simulations with the apparent parameters in Table 6-1 and the 
continuity equations in Section S6 in the Supporting Information. 
The relative contributions of the initiation mechanisms, represented by the ratio of AC to the 
total cationic concentration is presented in Figure 6-8 for each initiating agent. For DEA 
nucleophilic initiation is considerably more contributing than in the case of a primary amine. 
Interestingly, the relative amount of amine cations to the total amount is increasing again to the 
end of the reaction. 
152  Chapter 6 
This is attributed to the reaction reaching a stage where the aza-Michael cations (NC) are being 
consumed faster through reaction 6 than that they are created by reaction 3 (Figure S14 in the 
Supporting Information. For TEA only base catalysis is possible, which can be rationalized in 
terms of steric hindrance for TEA to perform a nucleophilic attack on the ene. For TEP on the 
other hand, Figure 6-8 illustrates that initiation exclusively takes place via nucleophilic 
initiation, indicated already by the mentioned positive affinity of reaction 2. Phosphines are 
indeed strong nucleophiles50 and are known to be excellent catalysts for Michael additions.51,52 
6.3.3 Influence of the ene on the thiol-Michael addition initiated by ethylamine 
The influence of the Michael acceptor, the ene, on the total reaction rate has been the subject 
of a number of studies,49,53 and its order of reactivity is well established. Intrinsic 
thermodynamic kinetic parameters for the reaction of ethanethiol catalyzed by ethylamine to 
ethyl acrylate (EAc) are compared to those for addition to methyl vinyl sulfone (MVS) and 
maleimide (MI) in Table 6-1 (values in gas phase are shown in Table S3 in the Supporting 
Information). Compared to EAc, MVS and especially MI are better Michael acceptors towards 
both amines and thiols, demonstrated by the lower activation and reaction Gibbs free energy 2 
and 4, respectively. 
Earlier calculations of reaction and activation Gibbs free energies (ΔrG° and Δ‡G°) have been 
performed for the addition of methanethiolate to methyl-maleimide in DMF20 and of 
methanethiolate to divinylsulfone in dichloromethane.37 The reported values, 27.6 and 46.9 kJ 
mol-1 and 12.1 and 42.2 kJ mol-1, respectively, can be compared with the values of 17.1 and 
47.9 kJ mol-1 and 45.4 and 57.4 kJ mol-1, respectively, found in THF in this work (reaction 4). 
Since the effect of solvation is arguably more pronounced on the thiolate anion than on the 
product anion (being internally stabilized due to resonance), the differences for the thiol-
Michael addition to the vinyl sulfone can be rationalized in terms of the higher polarity of THF 
as compared to dichloromethane. Better solvated reactants will indeed lead to higher reaction 
and activation Gibbs free energies. Vice versa for the addition to the maleimide: compared to 
DMF, THF has a lower polarity so ΔrG° is indeed lower. However, one would also expect Δ‡G° 
to be lower, which is instead slightly higher. It is suspected that this deviation is again an effect 
of the used solvent model. As mentioned earlier, COSMO-RS (used this work) is based on the 
local interaction between the surface charges of solute and solvent, which is a more advanced 
representation of the solvent as compared to the dielectric continuum-based of a PCM (used in 
the referenced literature20,32). 
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Next to intrinsic values, also diffusional limitations, which are of crucial influence for the 
reactions in which proton transfer occurs (1,3,5-7), have been calculated for the thiol-Michael 
addition to MVS and MI (Table 6-1). Contrary to the intrinsic kinetic values, diffusional 
limitations are rather similar to the thiol-Michael addition to EAc and deviate no more than 
about a factor 2 for comparable reactions. Microkinetic simulations of the conversion of the 
ene, using common experimental conditions (cEA,0 = 0.3 mol L
-1, cthiol,0 = 1.0 mol L
-1, cene,0 = 1.0 
mol L-1), show the same order of reactivity as reported before in DMF using TEA as catalyst,49 
as shown in Figure 6-11 (left). Note the almost instantaneous conversion of MI: maleimides are 
known to be excellent Michael acceptors54 and their rapid conversion in thiol-Michael additions 
at room temperature has also been experimentally observed.49,55 Analysis of the affinities for 
the thiol-Michael addition to MVS and MI (section S5 in the Supporting Information) shows a 
largely similar picture as for the thiol-Michael addition to EAc. However, there is one notable 
exception: in the case of MI, the addition of the thiolate to the ene (4) is no longer quasi-
equilibrated but has instead a slight positive affinity (cf. Figure S22 in the Supporting 
Information), rationalizing the high reactivity of maleimides.49 
The microkinetic model has also been used to investigate the dominant mechanism of initiation 
by analyzing the relative amount of formed cations, as shown in Figure 6-11 (right) and it is 
immediately apparent that the structure of the ene has a strong influence on the inititation 
mechanism. Using ethylamine as a catalyst, the thiol-Michael reaction with maleimide occurs 
exclusively through base catalysis. The formation of the product anion (PA) is no longer 
equilibrated but now has a positive driving force: the anionic propagation chain of reactions 4 
– 7 is occurring very fast, rapidly consuming all the present enes, excluding them from being 
attacked by an amine.  
For ethyl acrylate and methyl vinyl sulfone both initiation mechanisms are taking place, with a 
higher contribution of nucleophilic initiation for vinyl sulfones. This also causes more 
formation of the side product NP (Figure S21 in the Supporting Information), however, final 
yields of this side product remain limited to 0.5 %, only marginally compromising the 
selectivity. 
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Figure 6-11. Simulated results (using data from Table 6-1 and continuity equations from section S6) for the 
thiol-Michael addition of ethanethiol catalyzed by ethylamine in THF at 298.15 K to ethyl acrylate (EAc, 
brown), methyl vinyl sulfone (MVS, dark green) and maleimide (MI, dark blue). Left: Conversion of the 
ene as a function of time. Right: Ratio of the amount of amine cations to the total amount of cations as a 
measure for the contribution of base catalysis (100 % = only base catalysis, 0 % =only nucleophilic 
initiation). cEAt,0 = 0.3 M, cthiol,0 = 1.0 M, cene,0 = 1.0 M 
6.4 Conclusions 
An ab initio based microkinetic model for the thiol-Michael addition of ethanethiol to ethyl 
acrylate, methyl vinylsulfone and maleimide catalyzed by ethylamine, diethylamine, 
triethylamine and triethylphosphine in a polar aprotic solvent, THF, is constructed and 
successfully used to simulate conversions in excellent agreement with experimental data 
obtained using GC and FTIR.  
The apparent rate coefficients are obtained using an advanced fundamental computational 
procedure: i) intrinsic rate coefficients are calculated using classical transition state theory 
based on CBS-QB3 calculations corrected for solvation using COSMO-RS, an advanced 
solvation model based on the local interaction of surface charges of solute and solvent and ii) 
possible diffusional limitations are taken into accounted using the coupled encounter pair model 
based on diffusion coefficients obtained from molecular dynamics simulations. 
Rate analysis reveals a propagating anionic cycle consisting of the nucleophilic attack of the 
thiolate to the ene followed by the rate determining diffusion limited proton transfer reaction of 
the formed anionic product with a thiol towards the thiol-Michael product and a new thiolate. 
The nucleophilic attack of the thiolate is quasi-equilibrated in case of acrylates and divinyl 
sulfones, in case of maleimides there is a driving force towards the right hand side of the 
reaction, rationalizing the high reactivity of maleimides. In order to differentiate between base 
catalysis and nucleophilic initiation, one cannot simply compare net rates, since the former is 
in an instantaneous quasi-equilibrium and the latter is rate-controlled . Instead, comparison of 
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the concentration of the intermediate cations, as only accessible by the microkinetic model, 
shows that, for the thiol-Michael addition of ethanethiol to ethyl acrylate, the use of 
triethylamine leads to base catalysis as the operative mechanism and triethylphosphine to 
nucleophilic initiation. In case of ethyl- and diethylamine both mechanisms take place. 
Furthermore, also the type of ene plays a significant role: for the thiol-Michael addition of 
ethanethiol catalyzed by ethylamine, maleimide reacts exclusively through a base catalyzed 
mechanism while for ethyl acrylate also nucleophilic initiation occurs, for methyl vinylsulfone 
even more. This shows that the followed reaction mechanism depends on a complex interplay 
between the chemical structures of all reaction partners. A correct understanding of this is 
paramount for the construction of a correct kinetic model and, hence, the further use and 
optimization of thiol-Michael additions in polymer chemistry. 
6.5 Methods 
6.5.1 Experimental details 
Diethylamine, n-butylamine, n-butanethiol, ethyl acrylate, decane and tetrahydrofuran (THF) 
were purchased from Sigma-Aldrich and used as received. The experiments were performed 
according to the reaction conditions specified in Table 6-2. 
Table 6-2. Details for the thiol-Michael additions performed with n-butanethiol to ethyl acrylate in THF at 
room temperature. 
 Technique amine Solvent Volume amine Volume thiol Volume ene Volume THF 
entry    ml ml ml ml 
1 FTIR BA THF 0.14 0.5 0.51 3.27 
2 FTIR BA THF 0.14 0.5 1.02 2.76 
3 FTIR BA THF 0.14 0.5 0.26 3.52 
4 FTIR BA THF 0.014 0.5 0.51 3.41 
5 GC BA THF 1.38 5.0 5.06 32.7 
6 GC BA THF 0.14 5.0 5.06 34.0 
7 GC DEA THF 1.44 5.0 5.06 32.6 
 
Fourier transform infrared (FTIR) experiments were performed using a Mettler Toledo ReactIR 
4000 instrument and spectra were recorded online at 2 minute intervals using an ATR probe 
(SiComp, optical range 4500-640 cm-1) in a two-neck flask upon simultaneous addition of the 
amine and the thiol to the ethyl acrylate previously dissolved in the THF. The normalized height 
of the peak at 987 – 968 cm-1 corresponding to the C=C wagging vibration of ethyl acrylate,38,56 
is used as measure for its concentration. 
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Gas chromatography experiments were performed using a trace-GC ultra-Gas Chromatograph, 
Hewlett-Packard (Agilent) 5890, equipped with a flame ionization detector (FID) detector and 
an Agilent J&W HP-5ms capillary column. A typical experiment was performed as follows, 
e.g. entry 5 in Table 2: A two-neck flask of 50 ml was filled with 32.7 ml THF, 1.9 ml decane 
and 5.06 ml of ethyl acrylate and sealed with rubber septa. The flask was placed in a water bath 
which was kept at a temperature of 25 °C. Upon addition of 0.14 ml of n-butylamine and 5 ml 
of n-butanethiol the reaction was started. Samples of approximately 0.1 ml were taken at fixed 
time intervals, diluted in a tenfold excess of THF and submerged in liquid nitrogen to stop any 
reactions. Samples which were not directly injected into the GC were stored in the freezer. The 
injector and detector temperature were set at 280 °C. Helium (flow rate: 1.3 mL min-1) was used 
as a carrier gas and a stepwise temperature program was set as follows: 40 °C during 4 min, 
followed by a heating ramp of 10 °C min-1 until a temperature of 300 °C was reached, which 
was maintained for 5 minutes. Data acquisition and processing were performed with Chrom-
Card Trace-Focus GC software. Further details of how the analysis was performed, together 
with examples of chromatograms can be found in section S1 of the Supporting Information. 
6.5.2 Computational details 
Calculation of intrinsic rate coefficients 
All electronic structure calculations were done using the Gaussian-09 package.57 Global 
minimum energy conformations for reactants, products and intermediates were determined via 
an extensive conformational search by rotation around the dihedral angles58 at the B3LYP/6-
31G+(d)//SMD level of theory. SMD stands for the universal solvation model from Marenich, 
Kramer and Truhlar,59 with the dielectric constant for THF (εr= 7.4257), and was applied during 
the conformational search. 
Transition states were located and optimized using the Berny algorithm.60 Minimum energy 
conformations and transition states were confirmed to have zero and one imaginary frequency, 
respectively. Electronic energies were then calculated using the composite method CBS-QB3.41 
The quasiharmonic oscillator approach61 at the B3LYP/6-31+G(d)/SMD level of theory was 
used for the calculation of thermal contributions. The quasiharmonic oscillator approach is 
similar to the harmonic oscillator approach with the exception for low frequencies, which are 
artificially raised to correct for the failure of the harmonic oscillator model at low-frequency 
vibrations. In this work, this means that all frequencies smaller than 30 cm-1 were set at 30 cm-
1. A recommended scaling factor of 0.99, as determined by Scott and Radom62 was applied. The 
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standard thermodynamic formulas were then used to obtain standard enthalpies, entropies and 
Gibbs free energies in gas phase (Equations 1-3):63 
𝐻°𝑔𝑎𝑠 = 𝐸 + 𝑅𝑇
2 (
𝜕 ln 𝑞
𝜕𝑇
)
𝑉
+ 𝑃𝑉 
(1) 
𝑆°𝑔𝑎𝑠 = 𝑅 + 𝑅 ln(𝑞(𝑉, 𝑇)) +𝑅𝑇 (
𝜕 ln 𝑞
𝜕𝑇
)
𝑉
 
(2) 
𝐺°𝑔𝑎𝑠 = 𝐻°𝑔𝑎𝑠 − 𝑇𝑆°𝑔𝑎𝑠 (3) 
Where E is the electronic energy calculated using CBS-QB3, P the pressure equal to 1 
atmosphere, V the volume equal to 1 L, R the universal gas constant, T the temperature equal 
to 298.15 K and q the total partition function including the contribution due to the zero-point 
energy vibration at the B3LYP/6-31+G(d) level of theory. 
Standard Gibbs free energies of solvation in THF, ∆𝑠𝑜𝑙𝑣𝐺°(𝑇), were calculated using COSMO-
RS42 theory as implemented in the COSMOtherm64 software, based on BP86/TZVP 
calculations on the B3LYP/6-31+G(d)//SMD optimized structures, as this is the level of theory 
to which COSMO-RS is parameterized. COSMO-RS is a semi-empirical model and it is known 
that an extra correction factor is required for anions which do not allow electron delocalization, 
due to strong interactions with solvent molecules which are not fully taken into account by the 
model. In acetonitrile this value was found to be -31.7 kJ/mol.65 The value used for the 
correction on ∆𝑠𝑜𝑙𝑣𝐺° of ethanethiolate in THF in this work was -28.0 kJ/mol, which agrees 
well with these earlier obtained results. Standard enthalpies and entropies of solvation were 
calculated by using the following thermodynamic functions (Equation 4-5): 
∆𝑠𝑜𝑙𝑣𝐻°(𝑇) = −𝑇
2
𝜕 (
∆𝑠𝑜𝑙𝑣𝐺°(𝑇)
𝑇 )
𝜕𝑇
 
≈ −𝑇2 [
(
∆𝑠𝑜𝑙𝑣𝐺°(𝑇2)
𝑇2
)
𝑇2
−
(
∆𝑠𝑜𝑙𝑣𝐺°(𝑇1)
𝑇1
)
𝑇1
] 
(4) 
∆𝑠𝑜𝑙𝑣𝑆°(𝑇) =
∆𝑠𝑜𝑙𝑣𝐻°(𝑇) − ∆𝑠𝑜𝑙𝑣𝐺°(𝑇)
𝑇
 
(5) 
These numbers were then added to their respective values in the gas phase to obtain the value 
in solvent. 
Using classical transition state theory,63 forward and reverse rate coefficients, k+ and k-, could 
then be calculated based on the ab initio determined Gibbs free energies (Equation 6-8): 
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𝑘+ =
𝑘𝐵𝑇
ℎ
𝑒
−𝛥‡𝐺° 
𝑅𝑇  
(6) 
𝐾𝑐 =  𝑒
−𝛥𝑟𝐺°
𝑅𝑇  
(7) 
𝑘− =
𝑘+
𝐾𝑐
 
(8) 
Where kB is the Boltzmann constant, h the Planck constant, −𝛥‡𝐺° is the difference in standard 
Gibbs free energy between the transition state and the reactant(s), and ΔrG° the difference in 
standard Gibbs free energy between the product and the reactant(s). 
Calculation of apparent rate coefficients to account for diffusional limitations 
For bimolecular reactions with an intrinsic chemical rate coefficient significantly higher than 
107 mol L-1 s-1, such as proton transfer reactions, diffusional limitations can have an 
influence.35,43 This implies that apparent rate coefficients need to be used instead of intrinsic 
ones. In the present work, apparent rate coefficients were calculated for every reaction via the 
coupled encounter pair model. This model accounts for the reversible nature of reactions and 
ensures thermodynamically consistency. 66,67 The coupled encounter pair model considers that, 
in order for chemical equilibrium to be established, a series of resistances need to be overcome, 
both in the forward and in the backward direction. In case of a bimolecular reaction forming a 
single product: 
 (9) 
the following expressions for the apparent rate coefficients hold (Equation 10-11):66 
1
𝑘𝑎𝑝𝑝,+
=
1
𝑘+
+
1
𝑘𝑑𝑖𝑓𝑓,𝐴𝐵
 (10) 
1
𝑘𝑎𝑝𝑝,−
=
1
𝑘−
+
𝐾𝑐
𝑘𝑑𝑖𝑓𝑓,𝐴𝐵
 (11) 
Equations 10 and 11 indicate that in the forward direction formation of P requires that two 
resistances are overcome, i.e. diffusion of reactants A and B towards each other forming the 
encounter pair AB and the chemical reaction leading to P, while in the backward direction the 
resistances to be overcome are the chemical fragmentation of P leading to the encounter pair 
AB and the diffusion of A and B away from each other. Equations 10 and 11 are applicable for 
reactions 2 and 4 in Figure 1. However, in the case of a bimolecular reaction forming two 
products:  
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(12) 
an additional resistance needs to be considered in the forward direction, i.e. diffusion of 
products C and D away from each other. Also, in the reverse direction there is an additional 
resistance to be overcome, i.e. diffusion of the “reactants” C and D towards each other, leading 
to the following equations (Equation 13-14): 66 
1
𝑘𝑎𝑝𝑝,+
==
1
𝑘𝑑𝑖𝑓𝑓,𝐴𝐵
+
1
𝑘+
+
1
𝐾𝑐𝑘𝑑𝑖𝑓𝑓,𝐶𝐷
 (13) 
1
𝑘𝑎𝑝𝑝,−
=
1
𝑘𝑑𝑖𝑓𝑓,𝐶𝐷
+
1
𝑘−
+
𝐾𝑐
𝑘𝑑𝑖𝑓𝑓,𝐴𝐵
 (14) 
These latter equations are applicable for reactions 1, 3, 5, 6 and 7 in Figure 6-1. Note that, 
depending on the value of the intrinsic chemical rate coefficients, k+, k-, the diffusional 
contributions kdiff,i and the equilibrium coefficient Kc, in practice one of these resistances can 
be dominant and, hence, will determine the value of the apparent rate coefficient. 
The Smoluchowski model68 was used to calculate the diffusional contribution 𝑘𝑑𝑖𝑓𝑓 (Equation 
11): 
𝑘𝑑𝑖𝑓𝑓 = 4𝜋𝑁𝐴𝜎𝐷𝑖𝑗 (13) 
The reaction distance σ was determined to be equal to 2.0 Å for proton transfer reactions 
towards a negative sulphur (reaction 1), based on the optimized B3LYP/6-31+G(d) geometry 
of the encounter pair of ethanethiol and ethylamine (Figure S2 in the Supporting Information) 
and equal to 2.2 Å for proton transfer towards a negative carbon (reactions 3, 5-7), based on the 
optimized B3LYP/6-31+G(d) geometry of the encounter pair of ethanethiol and the product 
anion (Figure S3 in the Supporting Information). 
The mutual diffusion coefficient Dij of species i towards j, was calculated in the relevant solvent 
using the diffusion coefficients Di and Dj of the reactants in that solvent and the self-diffusion 
coefficient of the solvent, according to (Equations 12):69 
𝐷𝑖𝑗 =
𝐷𝑖 𝐷𝑗
𝐷𝑠𝑜𝑙𝑣𝑒𝑛𝑡
 (14) 
Diffusion coefficients for diluted systems were calculated from the mean square displacement 
(MSD) of the centre of mass of the molecule via the Einstein relation (Equation 15):70 
𝐷𝑖 =
1
6
lim 
𝑡→∞
𝑑
𝑑𝑡
([𝑟(𝑡)⃗⃗⃗⃗⃗⃗⃗⃗ − 𝑟(0)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ] ²) (15) 
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The MSD of the centre of mass was then calculated from classical molecular dynamics 
simulations with the Merck Molecular Force Field71 (MMFF) using TINKER version 6.2.72 
This was done by simulating an NVT ensemble of the molecule in a cubic box of 8.0 nm³ (side 
of 20 Å), filled with THF molecules, for 50 picoseconds at 298.15 K. 𝐷𝑖,𝑇𝐻𝐹 was then calculated 
using the average of the MSD over the last 10 picoseconds, as illustrated in Section S2 in the 
Supporting Information. A full list of all the obtained mutual diffusion coefficients can be found 
in Table S2 in the Supporting Information. 
Microkinetic modeling to calculate the concentration profiles, reaction rates and affinities 
For the microkinetic model, all elementary reactions are considered using their apparent rate 
coefficients and the respective continuity equations can be found in Section S6 in the 
Supporting Information. Integration was performed using the LSODA algorithm implemented 
as a double-precision Fortran code (i.e. Livermore Solver for Ordinary Equations).73 
Forward (ri+), reverse (ri-) and net rates (ri) were calculated as follows (equations 14-16): 
𝑟𝑖+ = 𝑘𝑖+∏𝑐𝑖+,𝑗
𝑛𝑖,𝑗
𝑗
 (16) 
𝑟𝑖− = 𝑘𝑖−∏𝑐𝑖−,𝑗
𝑛𝑖,𝑗
𝑗
 (17) 
𝑟𝑖 = 𝑟𝑖+ − 𝑟𝑖− (18) 
Where ci+,j and ci-,j refer to the reactants of respectively the forward and backward elementary 
reaction i, and 𝑛𝑖,𝑗 to their respective stoichiometric coefficients. 
The thermodynamic affinity of elementary reaction i was calculated using the De Donder 
relation (equation 17):74 
𝐴𝑖 = 𝑅𝑇 𝑙𝑛
𝑟𝑖+
𝑟𝑖−
 (19) 
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Chapter 7  
Quantitative First Principles Kinetic Modeling of the Aza-Michael 
Addition to Acrylates in Polar Aprotic Solvents 
This work has been published in The Journal of Organic Chemistry 2016, 81, 12291-12302 
References to the Supporting Information that are made in this work are available on the ACS 
Publications website at DOI: 10.1021/acs.joc.6b02218 and can be directly accessed via the 
following hyperlink: http://pubs.acs.org/doi/suppl/10.1021/acs.joc.6b02218 
7.1 Abstract 
This work presents a detailed computational study and kinetic analysis of the aza-Michael 
addition of primary and secondary amines to acrylates in an aprotic solvent. Accurate rate 
coefficients for all elementary steps in the various competing mechanisms are calculated using 
an ONIOM-based approach in which the full system is calculated with M06-2X/6-311+G(d,p) 
and the core system with CBS-QB3 corrected for solvation using COSMO-RS. Diffusional 
contributions are taken into account using the coupled encounter pair model with diffusion 
coefficients calculated based on molecular dynamics simulations. The calculated 
thermodynamic and kinetic parameters for all forward and reverse elementary reactions are fed 
to a microkinetic model giving excellent agreement with experimental data obtained using GC 
analysis. Rate analysis reveals that for primary and secondary amines, the aza-Michael addition 
to ethyl acrylate occurs preferentially according to a 1,2-addition mechanism, consisting of the 
pseudo-equilibrated formation of a zwitterion followed by a rate controlling amine assisted 
proton transfer towards the singly substituted product. The alternative 1,4-addition becomes 
competitive if substituents are present on the amine or double bond of the acrylate. Primary 
amines react faster than secondary amines due to increased solvation of the zwitterionic 
intermediate and less sterically hindered proton transfer. 
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7.2 Introduction 
The Michael addition, also referred to as 1,4-conjugate addition, is a popular and versatile 
synthetic method for linking electron poor olefins with a range of nucleophiles. This reaction 
was described for the first time by Arthur Michael in 1887,1,2 as the base catalyzed addition of 
a resonance stabilized carbanion, such as an enolate, the Michael donor, to an activated α,β-
unsaturated carbonyl containing compound, the Michael acceptor. Since then, however, the 
scope has increased drastically and now includes the addition of a broad range of nucleophiles 
to a conjugated unsaturated compound.3 The Michael addition thus offers a whole realm of 
bond formation possibilities next to its originally described use in the formation of carbon-
carbon bonds, and is now also widely applied in the formation of oxygen-carbon bonds,4,5 
sulfur-carbon bonds,6,7 phosphorus-carbon bonds8,9 and nitrogen-carbon bonds. This latter 
reaction is also termed aza-Michael addition, and has been applied plentifully in the synthesis 
of β-amino acids and derivatives,10,11 and more recently also in polymer science,3 e.g. for the 
synthesis of green building blocks,12 poly(amino esters),13,14 polymer networks15,16 and block 
copolymers.17 A more complete overview of the use of the aza-Michael addition can be found 
in a comprehensive review by Rulev.18 Furthermore, the popular thiol-Michael addition19 is 
also commonly catalyzed by amines, and therefore side reactions between the amine catalyst 
and the ene-substrate are possible and could be of concern e.g. in amine-thiol-ene reaction 
sequences.20-22 
The driving force for all types of Michael additions is the same, i.e. the transformation of the 
π-bond between the doubly bond carbon atoms into a σ-bond between the nucleophile and a 
carbon atom. In terms of the reaction mechanism, however, a range of options is possible. Weak 
nucleophiles, such as thiols, will not react unless activated. This happens by deprotonation using 
a catalyst. Also in the case of stronger nucleophiles, such as amines, heterogeneous catalysis,23-
26 homogenous organometallic catalysis27,28 or organocatalysis29-33 is widely applied, due to the 
significantly enhanced rate of reaction.30 Despite these obvious advantages, the uncatalyzed 
aza-Michael addition has also found ample use in the synthesis of various mono- and 
dihydroamination products due to the inherent simplicity of this approach.34-39 A first kinetic 
investigation on an uncatalyzed aza-Michael addition has been performed by Popov et. al.40 
The authors studied the addition of primary and secondary aliphatic amines to trans-(2-
furyl)nitroethylene in acetonitrile. The formation of a zwitterionic intermediate is hypothesized 
followed by a proton transfer that might occur over two parallel routes; directly or assisted by 
a second amine molecule. In a computational investigation by Pardo et al.,41 the mechanism of 
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the 1,2-addition and the 1,4-addition of ammonia to acrolein and acrylic acid has been described 
in an aqueous environment, where a water molecule acts as a catalyst in the rate-determining 
proton transfer step. 
However, a detailed kinetic analysis in an aprotic solvent, which is especially relevant in the 
scope of polymeric applications, has, to the best of our knowledge, not been performed. In this 
work, various possible competing reaction mechanisms are considered for the aza-Michael 
addition of both a primary and a secondary amine (ethyl- and diethylamine, respectively) to 
ethyl acrylate in tetrahydrofuran (THF), an often used aprotic solvent in polymer science. The 
calculated rate coefficients are fed to a microkinetic model to obtain concentration profiles for 
reactants and products which are compared with experimental data. Rate analysis is used to 
determine the dominant reaction steps. Furthermore, the influence of methyl-substituents on the 
double bond is illustrated by comparison with ethyl crotonate and ethyl methacrylate.  
7.3 Results and Discussion 
7.3.1 Aza-Michael addition with a secondary amine 
A detailed reaction scheme for the aza-Michael addition of diethylamine to ethyl acrylate in an 
aprotic solvent is presented in Figure 7-1, based on earlier reaction mechanisms postulated by 
Popov et al.40 and Pardo et al.,41 and expanded with additional elementary reactions 
corresponding to direct keto-enol tautomerization. Also the possible competing aminolysis of 
the ester group42 in the acrylate has been examined. However, since the energies involved in 
this reaction are significantly higher, as shown in Section S3 in the Supporting Information, this 
reaction is further ignored. 
The first step (1) is the formation of the zwitterionic intermediate, ZI1. This zwitterionic 
intermediate can then undergo a proton transfer, either to the carbon in alpha position of the 
carbonyl group (2), resulting in the product P1 – corresponding to the nucleophilic 1,2-addition, 
or to the carbonyl oxygen (3), resulting in a neutral enol intermediate I1, which is the 
nucleophilic 1,4-addition. The enol intermediate then rearranges to the keto-product via direct 
keto-enol tautomerization (4). 
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Figure 7-1. Reaction network for the aza-Michael addition of  diethylamine to ethyl acrylate in an aprotic 
solvent. Reactions 1 – 4 are unassisted. Reactions 5 – 7 are assisted reactions in which the amine reactant is 
involved.  
 
These latter three proton transfer reactions can also occur over an amine-assisted transition 
state, in which a second secondary amine plays the role of a proton shuttle (reactions 5, 7 and 
6, respectively). Because the formed product P1 is a tertiary amine and hence lacks an N-H 
bond, it cannot serve as an assisting molecule in the proton transfer reactions. 
Using diethylamine as a model molecule for a secondary amine, thermodynamic and kinetic 
parameters have been calculated for all the elementary reactions in THF as shown in Figure 7-1 
and are presented in Table 7-1. The values in the gas phase are presented in Table S1 in the 
Supporting Information. 
Amine assistance causes a significant decrease in enthalpic barrier, as can be seen from the 
comparison of reactions 5 and 6 with their unassisted analogues 2 and 4, respectively. This is 
because the proton transfer reaction can take place over an advantageous six membered ring 
structure,43 as shown in Figure 7-2 for the transition states of reaction 2 and 5 (cf. Figure S7 in 
the Supporting Information for reactions 4 and 6). Despite the fact that there is also a larger loss 
in entropy, i.e. mainly the loss of rotational and translational entropy of the assisting amine, 
this, nevertheless, does lead to a lowered Gibbs free energy barrier and thus a higher rate 
coefficient. Note that this is not the case for the proton transfer involved in enol formation 
(reaction 7): assistance by the amine now occurs through an eight membered ring structure, 
which is enthalpically not significantly more advantageous than the six membered ring in the 
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unassisted analogue, reaction 3 (cf. Figure S8 in the Supporting Information). The larger loss 
in entropy now causes a higher Gibbs free energy barrier. 
 
Figure 7-2. Transition states for the proton transfer from the zwitterionic intermediate (ZI) to the product 
(P1). Left: unassisted (reaction 2), Right: amine-assisted (reaction 5). 
 
Table 7-1. Standard reaction enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG°, in respectively  
kJ mol-1, J mol-1 K-1, kJ mol-1); standard activation enthalpy, entropy and Gibbs free energy (Δ‡H°, Δ‡S°, 
Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1) and forward and reverse rate coefficients (in L mol-1 
s-1 or s-1) at 298.15 K in THF for all elementary reactions in the detailed reaction scheme of the aza-Michael 
addition of diethylamine to ethyl acrylate, as shown in Figure 7-1(R1, R2 = C2H5). 
Reaction ΔrH° ΔrS° ΔrG° Δ‡H° Δ‡S° Δ‡G° k+ k- 
R1 29.5 -123.7 66.4 47.4 -185.3 84.3 2.1E-02 9.3E+09 
R2 -95.1 12.2 -97.5 89.4 -12.0 91.8 1.0E-03 8.7E-21 
R3 -4.9 -11.1 -2.7 -3.3 -22.6 1.2 7.5E+12 2.5E+12 
R4 -90.1 23.3 -94.8 216.7 15.7 213.6 4.7E-25 1.2E-41 
R5 -95.1 12.2 -97.5 2.6 -182.1 38.8 2.0E+06 1.7E-11 
R6 -90.1 23.3 -94.8 25.1 -162.3 57.4 1.1E+03 2.7E-14 
R7 -4.9 -11.1 -2.7 -5.7 -191.5 32.3 2.7E+07 9.0E+06 
 
 
Next, the calculated rate coefficients (Table 7-1) were used in a microkinetic model to simulate 
the forward and reverse rate for all the elementary steps considered in Figure 7-1. Conversion 
profiles were simulated at the same conditions as for the performed experiments and are 
presented in Figure 7-3 together with the experimental data. Note that the theoretical values 
were used in the kinetic model without any alteration, demonstrating the accuracy of the used 
methods for this system. 
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Figure 7-3. Concentration profiles of diethylamine (a), ethyl acrylate (b) and product P1 (c) as a function of 
time for the aza-Michael addition of diethylamine to ethyl acrylate in different conditions. Red: c0, amine = 
0.5 mol L-1, c0, ene = 1 mol L-1; green: c0, amine = 1.0 mol L-1, c0, ene = 1 mol L-1; blue: c0, amine = 1.0 mol L-1, c0, ene 
= 0.5 mol L-1. Lines = simulated data using the microkinetic model and the theoretical parameters, markers 
= experimental points. 
In order to obtain more insight into the reaction mechanism, the forward, reverse and net rates 
of all the elementary steps of the reaction mechanism can be analyzed. These are shown in 
Figure 7-4 (left) at 50 % conversion.  
The dominant reaction mechanism can be determined readily via analysis of the net rates of the 
elementary steps. Clearly, the operative reaction mechanism consists of i) the formation of a 
zwitterionic intermediate (1) followed by ii) the proton transfer assisted by another amine 
molecule (5). This mechanism corresponds to the 1,2-nucleophilic addition. The forward and 
reverse rates for elementary steps 1 and 3 are very high and almost equal, indicating that these 
reactions are in a quasi-equilibrium and their respective products: the zwitterionic intermediate 
ZI1 and the enolic intermediate (I1) are in a quasi-stationary state. This is reflected by the 
thermodynamic affinity,44 shown in Figure 7-4 (right), which is zero for elementary steps 1 and 
3.  
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Figure 7-4. Left: Forward, reverse and net rates (logarithmic scale) at 50 % conversion  of all the elementary 
reactions in the aza Michael addition of diethylamine to ethyl acrylate as shown in Figure 7-1. Right: 
Thermodynamic affinities of elementary reactions 1,3 5 and 6 as a function of the conversion of the ene in 
the aza-Michael addition of diethylamine to ethyl acrylate. c0, amine = 1.0 mol L-1, c0, ene = 1 mol L-1 
 
Elementary steps 5 and 6 can be considered to go mainly forward because their reverse rate is 
not significant, as is illustrated further by their thermodynamic affinities which, being 
significantly larger than zero, show a major driving force towards the product side. Elementary 
step 5 is therefore the rate controlling step in the dominant mechanism, and, because it is an 
amine-assisted reaction, the global reaction becomes thus second order in terms of the amine 
concentration. This is in correspondence with an earlier experimental kinetic study on aza-
Michael additions by Popov et al.40 in another aprotic polar solvent: acetonitrile. Note that in 
polar protic solvents, this might be very different, since in that scenario a solvent molecule can 
take over the assisting role. This has been investigated for water as a solvent in a study by Pardo 
et al.41 
It is known that for catalyzed aza-Michael additions to certain compounds, such as the base 
catalyzed addition to chalcones45 or the gold catalyzed addition to cyclohexenone,46 the reverse 
reaction is possible: the retro aza-Michael reaction. The presented reaction analysis shows 
clearly that this is unlikely for the uncatalyzed aza-Michael addition to ethyl acrylate (and 
derivatives, as shown further) under the discussed reaction conditions, as even at very high 
conversions (> 90 %), there is still a significant thermodynamic driving force towards the 
products. 
Note that the path to the formation of the enol intermediate (3), corresponding to the 1,4-
nucleophilic addition has a much lower free energy barrier (cf. Table 7-1). This can be 
rationalized by the hydrogen bond which is already present along this reaction coordinate (cf. 
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Figure S9 in the Supporting Information). In the ab initio study by Pardo et al.,41 a similar 
preference for the 1,4-nucleophilic addition was advocated. However, since the barrier for the 
subsequent tautomerization via an amine-assisted proton transfer between the enol intermediate 
and the keto product (6) is significantly higher than the barrier for 1,2-addition (5), the 
contribution of the 1,4-addition followed by keto-enol tautomerization is kinetically not 
significant  and conversion can be assumed to almost exclusively take place via the 1,2-addition. 
This is also illustrated in a Gibbs free energy diagram in Figure 7-5. 
 
 
Figure 7-5. Comparison of the standard Gibbs free energy profile at 298.15 K for the amine-assisted 1,2-
addition (full lines, elementary reactions 1-5 in Figure 7-1 and the 1,4-addition followed by direct keto-enol 
tautomerization (dotted lines; elementary reactions 1-3-6 in Figure 7-1). The aza Michael addition of 
diethylamine to ethyl acrylate is shown in black, to ethyl crotonate in red and to ethyl methacrylate in blue. 
For clarity only the lowest energy diastereomers are shown. 
Note, however, that the relative contributions of both paths can be expected to depend on the 
type of solvent used. In addition, non-assisted intramolecular keto-enol tautomerization (4) is 
unlikely as the Gibbs free energy barrier is very high (213.6 kJ/mol at 298.15 K). This high 
value is in agreement with other computational results obtained for unassisted keto-enol 
conversions.47 
Chapter 7  171 
 
 
To analyze the effects of alkyl substituents on the double bond on the preferred reaction path, 
the aza-Michael addition of diethylamine to ethyl methacrylate and to ethyl crotonate was 
investigated (see Figure 7-6). 
 
Figure 7-6. Ethyl crotonate (ECR, left) and ethyl methacrylate (EmAc, right). 
The Gibbs free energy diagram at 298.15 K in THF for the two competing paths, the amine-
assisted 1,2-nucleophilic addition (5) and the 1,4-nucleophilic addition followed by an amine-
assisted tautomeric proton transfer (3 and 6) are shown for ethyl crotonate and ethyl 
methacrylate in Figure 7-5. The first step, i.e. the formation of the zwitterionic intermediate is 
for both methyl-substituted acrylate derivatives more endergonic and with a higher activation 
Gibbs free energy than for ethyl acrylate. This can be rationalized both in terms of increased 
steric hindrance as well as the electron donating effect of the extra methyl substituent. 
For ethyl crotonate, the subsequent proton transfers appear to be more or less similar as to 
acrylates and the 1,2-addition remains the most favored reaction path. For methacrylates, on 
the other hand, the path corresponding to the 1,4-addition (5) becomes comparatively more 
activated and the path corresponding to the 1,2-addition followed by an amine-assisted 
tautomeric proton transfer becomes the more favored one. However, for both ethyl crotonate 
and ethyl methacrylate, the corresponding rate coefficients become very low (cf. Table S2 in 
the Supporting Information) and kinetic simulations predict that virtually no conversion takes 
place at the given conditions. 
 
7.3.2 Aza-Michael addition with a primary amine 
The Aza-Michael addition of primary amines to acrylates is quite similar as for secondary 
amines, but becomes more complicated due to the fact that the aza-Michael adduct (P1) is now 
a secondary amine which can compete with the reactant, the primary amine, for the available 
acrylates. The complete reaction scheme is shown in Figure 7-1. This leads to the formation of 
a double substituted product, P2, as has been shown experimentally before, e.g. in a study by 
Medina et al.34 
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Additionally, all possible proton transfers can be assisted by either the primary amine reactant  
(reactions 5, 6, 7 and 15, 16, 17), or by the secondary amine product P1 (reactions 8, 9, 10 and 
18, 19, 20).  
 
Figure 7-7. Reaction network for the aza-Michael addition of  ethylamine to ethyl acrylate in an aprotic 
solvent. Different reactions involving the same reactants and products are grouped under one arrow to 
make the scheme more clear. As indicated; reactions 1 – 4 and 11-14 are unassisted, reactions 5 – 7 and 15 
- 17 are assisted reactions involving the reactant amine (A) and reactions 8 – 10 and 18 – 20 are assisted 
reactions involving the single substituted product amine P1. 
 
Standard reaction enthalpies, entropies and Gibbs free energies and activation enthalpies, 
entropies and Gibbs free energies were calculated at 298.15 K in THF for the reaction of 
ethylamine with ethyl acrylate and are shown in Table 7-2. The corresponding values in gas 
phase can be found in Table S3 in the Supporting Information. It is important to notice that in 
the amine-assisted transition states chiral centers arise, since the transition bonds being formed 
make the nitrogen of the assisting amine quaternary, and therefore it cannot longer undergo 
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inversion. This is illustrated in Figure 7-8 for TS5: the transition state from ZI1 to P1. Note 
that when the substituents R1 and R2 on the amine are equal (as in the case of diethylamine) 
only 1 chiral center remains. 
 
Figure 7-8. Illustration of the chiral centers arising in an assisted transition state, such as TS5.  
 
However, in the case of ethylamine, this is not the case and several distinct diastereoisomers 
for the transition states can be located. These have been explicitly calculated for all steps along 
the dominant paths (see further), and are indicated in Table 7-2 by the configuration of their 
stereocenters. Each of these transistion state structures is explicitly shown in Section S5.2 in 
the Supporting Information. For elementary steps not on the dominant paths, only the lowest 
energy diastereomer was calculated to facilitate the computational workload. The 
corresponding rate coefficients were used as an upper limit for the rate coefficients 
corresponding to the other diastereomeric transition states of that elementary step since their 
contribution to the total reaction is found to be insignificant.  
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Table 7-2. Standard reaction enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG°, in respectively  
kJ mol-1, J mol-1 K-1, kJ mol-1); standard activation enthalpy, entropy and Gibbs free energy (Δ‡H°, Δ‡S°, 
Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1) and forward and reverse rate coefficients (in L mol-1 
s-1 or s-1) at 298.15 K in THF for all elementary reactions in the reaction network of the aza-Michael addition 
of ethylamine to ethyl acrylate, as shown in Figure 7-1. Values for different diastereomeric transition states 
are shown if applicable. 
Reaction diastereomer TS  ΔrH° ΔrS° ΔrG° Δ‡H° Δ‡S° Δ‡G° 
R1 - 22.5 -160.9 70.4 32.8 -152.7 91.5 
R2 - -88.7 44.9 -102.1 93.0 34.9 87.8 
R3 - 4.5 31.1 -4.8 -1.5 3.5 2.4 
R4 - -93.2 13.8 -97.3 218.4 6.1 213.5 
R5 RRS -88.7 44.9 -102.1 -4.5 -97.7 29.8 
 RSS - - - -9.6 -101.9 25.9 
R6 RR -93.2 13.8 -97.3 0.7 -147.9 39.6 
 
RS - - - 0.8 -142.0 38.0 
R7 
 4.5 31.1 -4.8 -30.8 -97.9 4.8 
R8 RRS -88.7 44.9 -102.1 9.6 -82.7 38.3 
 
RSS - - - 8.3 -73.0 34.1 
R9 - -93.2 13.8 -97.3 24.1 -114.0 52.9 
R10 - 4.5 31.1 -4.8 -25.8 -102.1 9.4 
R11 - 36.7 -137.4 77.7 41.3 -137.2 92.9 
R12 - -99.8 14.4 -104.1 78.6 -2.1 85.0 
R13 - -9.6 -5.9 -7.9 -10.6 -14.7 -2.1 
R14 - -90.2 20.4 -96.3 218.5 -12.7 218.9 
R15 RRR -99.8 14.4 -104.1 -24.3 -138.9 27.3 
 
RRS - - - -17.7 -134.9 32.7 
 
RSR - - - -21.9 -136.0 28.8 
 
RSS - - - -17.8 -139.9 34.0 
TS16 RR -90.2 20.4 -96.3 0.6 -145.8 42.1 
 
RS - - - -6.2 -145.6 35.3 
R17 - -9.6 -5.9 -7.9 -28.7 -114.8 12.3 
R18 RRR -99.8 14.4 -104.1 -11.3 -132.3 37.6 
 RRS - - - -9.6 -135.2 40.3 
 
RSR - - - -9.9 -142.5 42.0 
 
RSS - - - -13.3 -181.7 50.4 
R19 - -90.2 20.4 -96.3 11.9 -124.5 58.3 
R20 - -9.6 -5.9 -7.9 -3.2 -148.1 41.7 
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Note that the formation of the first zwitterion (ZI1) has a lower reaction enthalpy and a slightly 
lower reaction Gibbs free energy for the primary amine than for diethylamine in THF (62.0 vs 
66.4 kJ mol-1, respectively). This might seem to contradict the well-known fact that secondary 
amines are stronger nucleophiles than primary amines, which is true in water and also in the 
gas phase (97.4 vs 87.7 kJ mol-1, respectively, cf. Tables S1 and S3 in the Supporting 
Information); however, these relations cannot simply be transferred to other solvents.48 This is 
because the zwitterionic intermediate (ZI1) is relatively more solvated in THF in the case of 
primary amines than in the case of secondary amines (35.4 vs 21.3 kJ mol-1), due to the fact 
that the positive charge is more pronounced and better accessible for the partially negatively 
charged oxygens of the THF solvent molecules. This is qualitatively illustrated via visualization 
of the surface charges in Figure 7-9. 
 
Figure 7-9. Surface charge distribution on the zwitterionic intermediate (ZI1) in the case of the aza-Michael 
addition of ethylamine (left) or diethylamine (right) to ethyl acrylate. Red corresponds to a negative surface 
charge, blue to a positive surface charge.  
 
Taking into account the different stereoisomers, rate coefficients for all forward and reverse 
elementary steps were calculated and are shown in Table 7-3. Some of the bimolecular proton 
transfer reactions have rate coefficients higher than 108 s-1 (5, 8, 10, 15 and 17). Clearly, proton 
transfer reactions assisted by a primary amine are significantly faster than equivalent proton 
transfer reactions assisted by a secondary amine. It was therefore decided to account for 
possible diffusional limitations for the bimolecular reactions with intrinsic rate coefficients 
faster than 108 mol L-1 s-1. This was done by the introduction of an apparent rate coefficient 
according to the coupled encounter pair model using mutual diffusivity coefficients that were 
calculated from molecular dynamics simulations. 
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Table 7-3. Equilibrium coefficients (in L mol-1 or dimensionless), chemical forward and reverse rate 
coefficients (in L mol-1 s-1 or s-1) , diffusional limitations (in L mol-1 s-1) and apparent forward and reverse 
rate coefficients (in L mol-1 s-1 or s-1) at 298.15 K in THF for all elementary reactions in the reaction network 
of the aza-Michael addition of ethylamine to ethyl acrylate, as shown in Figure 7-1. 
reaction K k+ k- kdiff kapp,+ kapp,- 
R1 4.5E-13 1.1E-03 2.5E+09 - 1.1E-03 2.5E+09 
R2 8.1E+17 5.2E-03 6.4E-21 - 5.2E-03 6.4E-21 
R3 6.9E+00 4.8E+12 6.9E+11 - 4.8E+12 6.9E+11 
R4 1.2E+17 4.9E-25 4.2E-42 - 4.9E-25 4.2E-42 
R5 8.1E+17 4.6E+08 5.7E-10 1.9E+09 3.7E+08 4.6E-10 
R6 1.2E+17 4.3E+06 3.7E-11 - 4.3E+06 3.7E-11 
R7 6.9E+00 3.7E+12 5.3E+11 1.4E+09 1.4E+09 2.0E+08 
R8 8.1E+17 1.6E+07 2.0E-11 - 1.6E+07 2.0E-11 
R9 1.2E+17 1.4E+04 1.2E-13 - 1.4E+04 1.2E-13 
R10 6.9E+00 5.7E+11 8.2E+10 1.3E+09 1.3E+09 1.8E+08 
R11 2.5E-14 6.8E-04 2.7E+10 - 6.8E-04 2.7E+10 
R12 1.8E+18 1.6E-02 9.1E-21 - 1.6E-02 9.1E-21 
R13 2.3E+01 1.2E+13 5.3E+11 - 1.2E+13 5.3E+11 
R14 7.7E+16 5.5E-26 7.2E-43 - 5.5E-26 7.2E-43 
R15 1.8E+18 3.6E+08 2.0E-10 1.4E+09 2.9E+08 1.6E-10 
R16 7.7E+16 9.0E+06 1.2E-10 - 9.0E+06 1.2E-10 
R17 2.3E+01 2.5E+13 1.1E+12 1.2E+09 1.2E+09 5.2E+07 
R18 1.8E+18 4.9E+06 2.7E-12 - 4.9E+06 2.7E-12 
R19 7.7E+16 1.6E+03 2.1E-14 - 1.6E+03 2.1E-14 
R20 2.3E+01 1.2E+06 5.2E+04 - 1.2E+06 5.2E+04 
 
The apparent rate coefficients from Table 7-3 are used in a microkinetic model to simulate the 
aza Michael addition of n-octylamine to ethylacrylate. Concentrations profiles of the reactants 
(A and E) and the two formed products (P1 and P2) are shown in Figure 7-10. Note that n-
octylamine is used for the experiments, since lighter amines are found to slowly evaporate from 
the reaction mixture. The use of smaller alkyl groups as a model for larger ones is well-justified 
as it was found to be of little influence for similar reactions49 as long as this does not cause 
steric hindrance (cf. also Section S5.1 in the Supporting Information). Again, an excellent 
agreement between theory and experiment is found. 
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Figure 7-10. Concentration profiles of n-octylamine (a), ethyl acrylate (b), product P1 (c) and product P2 
(d) as a function of time for the aza-Michael addition of n-octylamine to ethyl acrylate in different 
conditions. Red: c0, amine = 0.5 mol L-1, c0, ene = 1 mol L-1; green: c0, amine = 1.0 mol L-1, c0, ene = 1 mol L-1; blue: 
c0, amine = 1.0 mol L-1, c0, ene = 0.5 mol L-1. Lines = simulated data using the microkinetic model and the 
apparent rate coefficients from Table 7-3, markers= experimental points. 
 
To determine the operative reaction mechanism, the net rates of the elementary steps were 
analyzed as shown in Figure 7-11. Formation of the single substituted product P1 occurs 
predominantly via 1,2-addition involving the formation of a zwitterion (1) followed by a 
primary amine-assisted 1,2-nucleophilic addition (5). Towards the end of the reaction, also 
assistance by the secondary amine (P1) starts to play a role (8). However, 1,4-nucleophilic 
addition followed by amine-assisted keto-enol tautomerization cannot be completely excluded, 
since the contribution from reaction 6 cannot be ignored. 
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Figure 7-11. Net rates (logarithmic scale) at different conversion (X) levels (0% blue, 10% red, 50% green 
and 90% cyan) of all elementary reactions in the aza Michael addition of n-octylamine to ethyl acrylate as 
shown in Figure 7-1 and using the apparent rate coefficients from Table 7-3. c0, amine = 1.0 mol L-1, c0, ene = 1 
mol L-1 
The same reasoning is applicable to the formation of the double substituted product P2. Here 
the contribution of the 1,4-nucleophilic addition followed by primary amine-assisted keto-enol 
tautomerism (16) is even more important. To further quantify the importance of the individual 
elementary steps, relative contributions of each path have been determined for the formation of 
both products, P1 and P2 and are shown in Figure 7-12. Especially for the formation of P2, the 
contribution of the alternative path (1-3-6) is significant. 
 
 
Figure 7-12. Relative contributions to the formation of the single substituted product P1 (left) and of the 
double substituted product P2 (right) as a function of the conversion for the aza-Michael addition of n-
octylamine to ethyl acrylate in THF at 298.15 K using the parameters from Table 7-3. The numbers of the 
reactions (R#) correspond to Scheme 1. c0, amine = 1.0 mol L-1, c0, ene = 1 mol L-1 
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Thermodynamic affinities are shown in Figure S19 in the Supporting Information, and are 
similar to the ones obtained for the aza-Michael addition of secondary. In the case of the 1,4-
nucleophilic addition, the formation of the zwitterionic intermediates, ZI1 (1) and ZI2 (11) is 
quasi-equilibrated while the subsequent proton transfer (5 or 8 and 15 or 18, respectively) 
controls the rate. Note that reactions 5 and 15 are limited by diffusion. For the alternative path 
corresponding to the 1,2-nucleophilic addition followed by keto-enol tautomerization, also the 
internal proton transfer between the zwitterionic intermediate and the enolic intermediate (3 or 
13) is pseudo-equilibrated, while the subsequent keto-enol tautomerization (6 or 16) is rate 
controlling. The relative contribution of the 1,4-nucleophilic addition to the total reaction can 
be rationalized by analyzing the Gibbs free energy diagram as shown in Figure 7-13. Compared 
to the Gibbs free energy diagram of diethylamine to ethyl acrylate the steps involving the 
amine-assisted keto-enol tautomerism (6 and 16) for ethylamine have a relatively lower barrier, 
probably due to less steric hindrance. Comparing the aza-Michael addition to ethyl acrylate in 
an aprotic solvent of primary amines with secondary amines, the latter is occurring slower, as 
for similar reaction times, conversions are lower. This might seem counterintuitive, since 
secondary amines are known to be more nucleophilic and would therefore be expected to be 
more reactive.3 The reason for this is the amine-assisted proton transfer, which occurs more 
easily with ethylamine as it is less sterically hindered. In the case of ethylamine, these proton 
transfer reactions are so fast that diffusional limitations become important. 
Similarly to diethylamine, also the aza-Michael addition of ethylamine to the acrylate 
derivatives ethyl crotonate and ethyl methacrylate becomes significantly more activated and 
thus slower when compared to the reaction with ethyl acrylate (Figure 7-13). This agrees with 
the experimental study from Medina et al.,34 where the aza-Michael addition to crotonates did 
not yield any product at ambient conditions. For both acrylate derivatives, both the primary-
amine-assisted 1,2-nucleophilic addition (5) and the 1,4-nucleophilic addition (3) followed by 
amine-assisted keto-enol tautomerization (6) contribute to the formation of the first Michael 
adduct P1, since the total energy barriers have similar values (for ethyl crotonate 115 vs. 114 
kJ mol-1, for ethyl methacrylate 120 vs. 119 kJ mol-1, respectively). For the second addition (of 
P1 + E to P2), the 1,2-addition is the favored mechanism for the addition to ethyl crotonate, 
while the 1,4-addition followed by keto-enol tautomerization becomes the favored mechanism 
for the addition to ethyl methacrylate (see Figures S20 and S21 in the Supporting Information 
for relative contributions). This follows the same trend as for the aza-Michael addition using 
diethylamine. 
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Figure 7-13. Standard Gibbs free energy of formation at 298.15 K of the stationary points (lowest energy 
conformers only) along the two reaction paths in the double aza Michael addition of ethylamine to ethyl 
acrylate (black), ethyl crotonate (red) and ethyl methacrylate (blue): the 1,2-addition (elementary reactions 
1-5 and 11-15) and the 1,4-addition followed by keto-enol tautomerism (elementary reactions 1-3-6 and 11-
13-16). Labels are according to Figure 7-1. 
 
7.4 Conclusions 
A kinetic model of the aza Michael addition of primary and secondary amines to ethyl acrylate 
in THF is constructed based on a detailed reaction scheme. Using advanced computational 
methods, accurate rate coefficients for all elementary steps were calculated and used to simulate 
conversion profiles in excellent agreement with experimental data. It is shown that for primary 
amines the aza-Michael addition involves a 1,2-addition occurring via the pseudo-equilibrated 
formation of a zwitterionic intermediate followed by a diffusion controlled amine-assisted 
proton transfer towards the keto-product. Contributions from an alternative path, involving a 
1,4-addition which consists of the formation of an enolic intermediate followed by amine 
assisted keto-enol tautomerization remains limited. The formed singly substituted aza-adduct, 
being a secondary amine, successfully competes for the ene with the primary amine to form the 
doubly substituted adduct. This reaction mechanism occurs mainly via a similar 1,2-addition 
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mechanism, but also via a 1,4-addition followed by a direct keto-enol tautomerization assisted 
by a primary amine.  
In the case of the aza-Michael addition of secondary amines, a similar 1,2-addition mechanism 
is operative and the 1,4-addition path can now be neglected because the subsequent keto-enol 
tautomerization being assisted by a secondary amine becomes too high in activation energy. In 
contrast to what is observed in water, in THF secondary amines react slower than primary 
amines. The reason for this is twofold: i) the amine assisted proton transfer reactions experience 
more steric hindrance in the case of secondary amines and ii) the zwitterionic intermediate 
formed in the first step is solvated to a lesser extent, which is related to the less pronounced 
positive charge and the decreased accessibility for the THF oxygen. Furthermore, the relative 
contributions of 1,2- and 1,4-addition are significantly influenced by the presence of alkyl 
substituents on the double bond. For methacrylates the 1,4-addition path even becomes the 
dominant route for the aza-Michael addition with secondary amines. However, the presence of 
these alkyl substituents also considerably increases the reaction barrier, which becomes too 
high for the reaction to take place at room temperature. 
  
182  Chapter 7 
7.5 Methods 
7.5.1 Experimental details 
Diethylamine, n-octylamine, ethyl acrylate, decane, tetrahydrofuran (THF) were used as 
received. The experiments were performed according to the reaction conditions specified in 
Table 6-2.  
Table 7-4. Details for the aza-Michael additions performed with ethyl acrylate in THF at room temperature. 
 amine camine cene Volume 
entry  M M ml 
1 diethylamine 0.5 1.0 38.7 
2 diethylamine 1.0 1.0 38.7 
3 diethylamine 1.0 0.5 38.7 
4 n-octylamine 0.5 1.0 19.0 
5 n-octylamine 1.0 1.0 24.2 
6 n-octylamine 1.0 0.5 26.0 
 
A typical experiment was performed as follows, e.g. entry 2 in Table 6-2: A two-neck flask of 
50 ml was filled with 28.6 ml THF, 1.9 ml decane and 4.2 ml of ethyl acrylate and sealed with 
rubber septums. The flask was placed in a water bath which was kept at a constant temperature 
of 25 °C. Upon addition of 4 ml of diethylamine the reaction was started. Samples of 
approximately 0.1 ml were taken at fixed time intervals and their composition was determined 
immediately using gas chromatography (GC). A full description of the GC analysis procedure 
is given in section S1 in the Supporting Information. 
7.5.2 Computational details 
The Gaussian-09 package50 was used for all electronic structure calculations. Global minimum 
energy conformations for reactants, products and intermediates are determined by rotating all 
dihedral angles at the B3LYP/6-31G(d) level of theory, using the SMD universal solvation 
model from Marenich, Kramer and Truhlar,51 using the parameters for THF (εr= 7.4257). 
Transition states were located and optimized using the Berny algorithm,52 and, where possible, 
also the different conformations were scanned. All minimum energy conformations and 
transition states are confirmed to have zero and one imaginary frequency, respectively. 
As chemical accuracy is desired due to the need of the data to be quantitatively used in a 
microkinetic model, the composite method CBS-QB3 was envisioned for the calculation of the 
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electronic energies. However, the size of the molecules made this computationally impossible. 
Therefore, it was opted to use an ONIOM-based scheme,53,54 partitioned into a high level using 
CBS-QB3, and a low level using the M06-2X functional from Zhao and Truhlar55 with a large 
split-valence triple-zeta polarized basis set, enlarged with a diffuse function, 6-311+G(d,p), as 
this functional is reported to provide reliable energetics for a similar chemical system.56 A full 
description of the partitioning of all the chemical species is given in Section S2 in the 
Supporting Information. 
Thermal contributions were calculated in the quasiharmonic oscillator approach57 at the 
B3LYP/6-31G(d) level of theory, meaning that all frequencies smaller than 30 cm-1 were set at 
30 cm-1, in order to correct for the failure of the harmonic oscillator model at low-frequency 
vibrations. Furthermore, a recommended scaling factor of 0.99, as determined by Scott and 
Radom58 was applied. The standard thermodynamic formulas59 were then used to obtain 
standard enthalpies, entropies and Gibbs free energies in gas phase (Equations 1-3):  
𝐻°𝑔𝑎𝑠 = 𝐸 + 𝑅𝑇
2 (
𝜕 ln 𝑞
𝜕𝑇
)
𝑉
+ 𝑃𝑉 (1) 
𝑆°𝑔𝑎𝑠 = 𝑅 + 𝑅 ln(𝑞(𝑉, 𝑇)) +𝑅𝑇 (
𝜕 ln 𝑞
𝜕𝑇
)
𝑉
 (2) 
𝐺°𝑔𝑎𝑠 = 𝐻°𝑔𝑎𝑠 − 𝑇𝑆°𝑔𝑎𝑠 (3) 
Where E is the electronic energy calculated using ONIOM, P the pressure equal to 1 
atmosphere, V the volume equal to 1 L, R the universal gas constant, T the temperature equal 
to 298.15 K and q the total partition function including the contribution due to the zero-point 
energy vibration at the B3LYP/6-31G(d) level of theory. 
Standard Gibbs free energies of solvation in THF, ∆𝑠𝑜𝑙𝑣𝐺°(𝑇), were calculated using COSMO-
RS60 theory as implemented in the COSMOtherm61 software, version C30_1601, based on 
BP86/TZVP calculations on the B3LYP/6-31G(d)//SMD(THF) optimized structures, as this is 
the level of theory to which COSMO-RS is parameterized. Standard enthalpies and entropies 
of solvation were then calculated by using the following thermodynamic functions. These 
numbers were then added to their respective values in the gas phase to obtain the value in THF 
(Equations 4-5). 
∆𝑠𝑜𝑙𝑣𝐻°(𝑇) = −𝑇
2
𝜕 (
∆𝑠𝑜𝑙𝑣𝐺°(𝑇)
𝑇 )
𝜕𝑇
≈ −𝑇2 ⌈
(
∆𝑠𝑜𝑙𝑣𝐺°(𝑇2)
𝑇2
)
𝑇2
−
(
∆𝑠𝑜𝑙𝑣𝐺°(𝑇1)
𝑇1
)
𝑇1
⌉ (4) 
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∆𝑠𝑜𝑙𝑣𝑆°(𝑇) =
∆𝑠𝑜𝑙𝑣𝐻°(𝑇) − ∆𝑠𝑜𝑙𝑣𝐺°(𝑇)
𝑇
 (5) 
Forward and reverse rate coefficients in THF, k+ and k-, were then calculated based on the ab 
initio determined Gibbs free energy in THF using classical transition state theory:59 The 
contribution of all the diastomeric transition states, arising through the formation of chiral 
centres are explicitly taken into account (Equations 6-8). 
𝑘+ =∑𝑛𝑗
𝑘𝐵𝑇
ℎ
𝑒
−𝛥‡𝐺°𝑗 
𝑅𝑇
𝑗
 
(6) 
𝐾 =  𝑒
−𝛥𝑟𝐺°
𝑅𝑇  (7) 
𝑘− =
𝑘+
𝐾
 
 
(8) 
Where nj is the reaction degeneracy corresponding to the diastereomeric transition state j, kB is 
the Boltzmann constant, h the Planck constant, 𝛥‡𝐺°𝑗 is the difference in standard Gibbs free 
energy between the transition state j and the reactant(s), and ΔrG° the difference in standard 
Gibbs free energy between the product and the reactant(s). Note that, instead of making the 
summation of the different reaction paths corresponding to the transition state diastereomers, it 
is mathematically equivalent to consider one transition state with a free energy equal to the 
Boltzmann average of the free energies of all diastereomers. 
For bimolecular reactions having an intrinsic chemical rate coefficient higher than 108 mol L-1 
s-1, such as proton transfer reactions, diffusional effects can no longer be ignored and were thus 
accounted for using the coupled encounter pair model.62-64 This leads to the following 
expressions for the apparent rate coefficients (Equations 9-10): 
1
𝑘𝑎𝑝𝑝,+
=
1
𝑘+
+
1
𝑘𝑑𝑖𝑓𝑓
 (9) 
1
𝑘𝑎𝑝𝑝,−
=
1
𝑘−
+
𝐾
𝑘𝑑𝑖𝑓𝑓
 (10) 
The diffusional contribution 𝑘𝑑𝑖𝑓𝑓 was calculated using the Smoluchowski model
65 (Equation 
11):  
𝑘𝑑𝑖𝑓𝑓 = 4𝜋𝑁𝐴𝜎𝐷𝑖𝑗 
 
(11) 
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Where σ is the reaction distance and Dij the mutual diffusivity coefficient of i towards j, 
calculated in THF using the diffusion coefficients of the reactants in THF and the self-diffusion 
coefficient of THF in THF66, according to Equation 12:66  
𝐷𝑖𝑗 =
𝐷𝑖,𝑇𝐻𝐹𝐷𝑗,𝑇𝐻𝐹
𝐷𝑇𝐻𝐹,𝑇𝐻𝐹
 
 
(12) 
Diffusion coefficients can be calculated from the mean square displacement (MSD) of the 
centre of mass of the molecule via the Einstein relation,67 as shown in Equation 13: 
𝐷𝑖,𝑇𝐻𝐹 =
1
6
lim 
𝑡→∞
𝑑
𝑑𝑡
([𝑟(𝑡)⃗⃗⃗⃗⃗⃗⃗⃗ − 𝑟(0)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ] ²) (13) 
The MSD of the centre of mass, [𝑟(𝑡)⃗⃗⃗⃗⃗⃗⃗⃗ − 𝑟(0)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ]
2
, was then calculated from classical molecular 
dynamics simulations, with the MM3 force field68 using TINKER version 6.2.69 This was done 
by simulating an NVT ensemble of the molecule in a cubic box of 8.0 nm³ (side of 20 Å), filled 
with THF molecules, for 50 picoseconds at 298.15 K. 𝐷𝑖,𝑇𝐻𝐹 was then calculated using the 
average of the MSD over the last picosecond. This lead to the diffusion coefficients found in 
Table 7-5. 
Table 7-5. Diffusion coefficients calculated using classical molecular dynamics. 
 Diffusion coefficient 
 m² s
-1 
THF 2.01E-09 
EA 4.22E-09 
EAc 3.24E-09 
ZI1-EA-EAc 8.45E-10 
P1-EA-EAc 3.05E-09 
ZI2-EA-EAc 5.95E-10 
 
For the simulation, all elementary reactions were considered, and for each elementary step 
forward (ri+), reverse (ri-) and net rates (ri) were calculated as follows (Equations 14-16): 
𝑟𝑖+ = 𝑘𝑖+∏𝑐𝑖+,𝑗
𝑛𝑖,𝑗
𝑗
 (14) 
𝑟𝑖− = 𝑘𝑖−∏𝑐𝑖−,𝑗
𝑛𝑖,𝑗
𝑗
 (15) 
𝑟𝑖 = 𝑟𝑖+ − 𝑟𝑖− (16) 
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Where ci+,j and ci-,j refer to the reactants of respectively the forward and reverse elementary 
reaction i, and 𝑛𝑖,𝑗 to their respective stoichiometric coefficients. 
Integration of the continuity equations (cf. Section S6 in the Supporting Information) was 
performed using the LSODA algorithm (i.e. Livermore Solver for Ordinary Equations).70 
The relative contribution (RC) of an elementary step j to the formation of a product was 
calculated as shown in Equation 17: 
𝑅𝐶𝑗 =
𝑟𝑗
𝑅𝑃
=
𝑟𝑗
∑ 𝑟𝑖𝑖
 (17) 
Where 𝑟𝑗 is the net rate of the considered elementary step and 𝑅𝑃 is the net rate of formation of 
product P which is obtained as the summation of the net rates of all the elementary steps i 
leading to the formation of product P. Finally, thermodynamic affinities were calculated using 
the De Donder relation,44 shown in Equation 18: 
𝐴 = 𝑅𝑇 𝑙𝑛
𝑟+
𝑟𝑟−
 (18) 
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Chapter 8   
Conclusions and perspectives 
8.1 Conclusions 
“I have come to the conclusion, after many years of sometimes sad experience, that you 
cannot come to any conclusion at all.” 
Vita Sackville-West – English poet and novelist 
 
The construction of a kinetic model based on elementary reaction steps is an important 
accomplishment in the understanding of complex chemical reactions and an absolute 
requirement for further development and optimization. This is all the more relevant for the next-
generation radical polymerization processes,1 such as reversible addition-fragmentation 
chain transfer (RAFT) polymerization and click chemistry, as they rely often on delicate 
balances between different elementary reactions. The success of such kinetic models is crucially 
depending on the accuracy of the parameters which characterize the rate of the different 
reactions, both forward and reverse: the rate coefficients. Throughout this work, it has been 
shown that computational chemistry has become sufficiently evolved to allow the quantitative 
determination of rate coefficients for the radical reactions taking place in RAFT 
polymerization itself, and for the non-radical reactions related to the subsequent modification 
of RAFT-polymers. A reliable computational procedure to estimate these parameters is both 
economically and ecologically preferred to experimental techniques.2 Moreover, sometimes 
computation of rate coefficients is the only viable option, since the complexity of certain 
reactions, especially in controlled (co)polymerization, does not allow experimental inference 
of specific parameters without resorting to model-based assumptions.  
The use of ab initio techniques for the calculation of rate coefficients in gas phase reactions 
involved in steam cracking3 and pyrolysis,4 and in heterogeneous catalysis both with zeolites5 
and noble metals,6 has already been successfully demonstrated in the Laboratory of Chemical 
Technology (LCT). However, a first principles approach towards reactions relevant to the 
polymerization processes discussed in this work comes with two unique challenges: i) most 
polymerization reactions, such as the ones studied in this work, take place in the condensed 
phase and ii) the size of the macromolecules, which, next to the problem of the unfavorable 
scaling of ab initio methods with the number of heavy atoms, leads to an enormous 
conformational space to be considered. To tackle the challenge of accounting for the influence 
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of solvent molecules, a wide range of possible methods is available, with varying accuracy (cf. 
paragraph 1.2.3). The results obtained in this work are obtained with COSMO-RS, arguably 
the most advanced state-of-the art solvation model as it is based on the local interaction between 
solute and solvent.7 While the size of the macromolecules can be handled using well-established 
truncated oligomer models, there are no accurate off-the-shelf solutions14 available to deal with 
the sometimes huge size of the configurational space and this was tackled via the tedious 
construction of possible diastereomers combined with an algorithm to automatically generate 
input geometries for all possible rotamers.9  
8.1.1 Ab initio based kinetic modeling of open shell reactions relevant to polymerization 
The first part of this work deals with radical polymerization reactions, encompassing free 
radical polymerization (FRP) and RAFT polymerization, as a correct description of the 
former is a necessary prerequisite to understand the latter. It is important to note that radical 
addition reactions lead to chiral centers, and thus to stereoisomers. While in most literature 
studies only one of these diastereomers is considered, in this work a more rigorous approach 
was undertaken and all possible diastereomers were taken into account, upon which formulas 
were derived to come to expressions for global, stereoaspecific parameters which could then be 
compared to experiment. 
First of all, propagation rate coefficients have been obtained for the homopolymerization of 
styrene, methyl methacrylate, methyl acrylate and vinyl acetate. It is shown that truncated 
oligomer models allow the reproduction of experimental pulsed laser polymerization data 
within chemical accuracy (error on Δ‡G° < 4 kJ mol-1). Also the copropagation of vinyl acetate 
with styrene has been investigated, using a terminal and a penultimate model. The instantaneous 
copolymer composition and the average propagation rate coefficient as a function of the feed 
ratio can be obtained for both models in good agreement with experimental values. Validation 
of a set of benchmark reactions with experimental data is important as it warrants the retrieval 
of rate coefficients that cannot be experimentally obtained: e.g. the occurrence of so-called 
head-to-head additions in the polymerization of vinyl acetate and the observed decrease in 
the apparent rate coefficient when measured using pulsed laser polymerization (PLP) 
experiments at lower frequencies. It is shown that head-to-head additions occur frequently 
causing the formation of primary tail radicals. These can either propagate further in a tail-to-
                                                 
14 There is a variety of commercial and public-domain software available to carry out conformational searches 
which usually perform rather well. However, they are, in general, based on molecular mechanics cannot guarantee 
an absolute minimum energy conformation and less common structures often lead to problems.8  
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tail addition, in which case the retardation of the reaction is only minor, or they can undergo 
1,5 intramolecular chain transfer, leading to the formation of a stabilized tertiary radical, which 
does cause a significant retardation of the polymerization. 1,5 intramolecular chain transfer, or 
backbiting, is much more favorable, for such an primary tail radical than for a regular head 
radical due to reduced torsional tension in the six-membered ring transition state structure. 
Second, attention was shifted to controlled radical polymerization: addition-fragmentation 
rate coefficients are determined for the RAFT polymerization of styrene using 2-cyano-2-
propyl dodecyl trithiocarbonate initiated by azobisisobutyronitrile. Obtained rate coefficients 
are used in a micro kinetic model to determine conversion as a function of time, average chain 
length as a function of conversion and dispersity as a function of conversion; in excellent 
agreement with experimental GC and GPC data. Addition-fragmentation with the initial RAFT 
agent (CPDT) is occurring efficiently, however, reinitiation is slightly delayed due to the side 
reaction of the fragmented 2-cyano-2-propyl radical with the original RAFT agent. This side 
reaction has hitherto not been investigated for its influence of possible inhibition effects. 
8.1.2 Ab initio based kinetic modeling of closed shell reactions relevant to polymerization 
Having achieved an accurately ab initio based description of the synthesis of well-defined 
RAFT polymers, the second part of this thesis deals with subsequent post-polymerization 
modifications. While the lability of the RAFT end group is an undesired trait for many 
applications requiring a stable polymer, it also facilitates functionalization,10 an elegant 
procedure being the combination of an aminolysis11 reaction followed by thiol-ene click 
chemistry.12 In contrast to the radical reactions discussed above, where gas-phase calculations 
would already give fair predictions and solvation models were mainly required to correctly 
describe the enthalpic and entropic contributions, the non-radical reactions involving charge 
transfer described in this part are much more affected by solvation effects. These reactions go 
very often hand in hand with charge transfer, which is extremely unfavorable in gas phase but 
mitigated to a large extent in the condensed phase due to the interactions with the surrounding 
solvent molecules. 
First, based on similar aminolysis reactions and explorative ab initio calculations, a detailed 
reaction network for the aminolysis of thiocarbonylthio compounds, commonly used as 
RAFT agents, is presented in tetrahydrofuran (THF), a frequently used polar aprotic solvent in 
post-synthesis modification of RAFT-polymers. Many of the elementary reactions involve 
proton transfer and involve amine assistance, meaning that an amine molecule in the reaction 
mixture acts as a proton shuttle: it accepts the proton of the proton donating group and donates 
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one of its own to the proton accepting group of the molecule. Reaction barriers are significantly 
lowered when amine assistance takes place. Kinetic modeling revealed a dominant path 
involving several intermediate structures: a zwitterionic intermediate, a complex intermediate 
with another amine and a neutral tetrahedral intermediate. The formation of the complex 
intermediate was found to be influenced by diffusional limitations, taken into account via a 
coupled encounter pair model making use of diffusion coefficients obtained from molecular 
dynamics. Furthermore, a comparative kinetic analysis for the aminolysis reaction of 
commonly used RAFT agents shows the following order, from fastest to slowest: 
alkanedithioates > dithiobenzoates > trithiocarbonates ≥ xanthates >> dithiocarbamates. Side 
reactions are confirmed to be considerably slower. 
Second, also the aminolysis of another thiol precursor,13 γ-thiolactones, has been investigated. 
The first quantitative theoretical results are provided for two competing reaction paths, a 
concerted and a neutral stepwise path. Similar as to the aminolysis of RAFT agents, proton 
transfer in both paths is crucial and determines the height of the reaction barrier. This barrier is 
lowered significantly via assistance by another amine, just as for thiocarbonylthio compound. 
However, in this case, also thiol assistance is a viable reaction path that is increasingly 
contributing at higher conversions.  
Third, the generated thiols, via aminolysis of either a thiocarbonylthio compound or a γ-
thiolactone, can now further reaction in a thiol-Michael addition. This has been investigated 
using ethanethiol as a model compound for a thiol, acrylate, methyl vinylsulfone and maleimide 
as substrates and ethylamine, diethylamine, triethylamine and triethylphosphine as inititators. 
The ab initio calculations reveal that certain proton transfer reactions involving ionic species 
do not have intrinsic barriers and are completely governed by their equilibrium coefficient and 
diffusional limitations, which is again modeled using the coupled encounter pair model. Rate 
analysis reveals an anionic propagation cycle consisting of the nucleophilic attack of the thiolate 
to the ene followed by the rate determining diffusion limited proton transfer reaction of the 
formed anionic product with a thiol towards the thiol-Michael product and a new thiolate. The 
nucleophilic attack of the thiolate is quasi-equilibrated in case of acrylates and divinyl sulfones, 
in case of maleimides there is a driving force towards the right hand side of the reaction, 
rationalizing the high reactivity of maleimides. In order to differentiate between the two 
possible reaction mechanisms which initiate the anionic propagation cycle: base catalysis and 
nucleophilic initiation, one cannot simply compare net rates, since the former is in an 
instantaneous quasi-equilibrium and the latter is rate-controlled. Instead, comparison of the 
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concentration of the intermediate cations, which can only be accessed from microkinetic 
modeling, shows that, for the thiol-Michael addition of ethanethiol to ethyl acrylate, the use of 
triethylamine leads to base catalysis as the operative mechanism and triethylphosphine to 
nucleophilic initiation. In case of ethyl- and diethylamine both mechanisms take place. 
Furthermore, also the type of ene plays a significant role. For the thiol-Michael addition of 
ethanethiol catalyzed by ethylamine, maleimide reacts exclusively through a base catalyzed 
mechanism while for ethyl acrylate also nucleophilic initiation occurs, for methyl vinylsulfone 
even more. This shows that the reaction mechanism depends on a complex interplay between 
the chemical structures of all reaction partners, and, as presented in other studies,14 also of the 
solvent.  
Fourth, amines can also add to electron deficient unsaturated compound. This could lead to 
possible orthogonality issues due to the formation of side products. A correct interpretation of 
this requires an in-depth understanding of the kinetics of this so-called aza-Michael addition. 
Hence, a kinetic model of the aza-Michael addition of primary and secondary amines to ethyl 
acrylate in THF is constructed based on a detailed reaction scheme. Similar to aminolysis 
reactions, also here amine-assisted reactions were found to take place. Using advanced 
computational methods, accurate rate coefficients for all elementary steps were calculated and 
used to simulate conversion profiles in excellent agreement with experimental data. The 
dominant mechanism is shown to be a 1,2-addition, involving the pseudo-equilibrated 
formation of a zwitterionic intermediate followed by a diffusion controlled amine-assisted 
proton transfer towards the keto-product. Contributions from an alternative path, involving a 
1,4-addition which consists of the formation of an enolic intermediate followed by amine 
assisted keto-enol tautomerization remains limited. The formed singly substituted aza-adduct, 
being a secondary amine, successfully competes for the ene with the primary amine to form a 
doubly substituted adduct.  
The presented results on the aminolysis of thiol precursors (chapters 4 and 5) and on the thiol- 
and aza-Michael addition (chapters 6 and 7, respectively) demonstrate clearly the important 
role of assisting molecules in many condensed phase reactions, especially where proton transfer 
is involved.  
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8.2 Perspectives and future outlook 
“There are no facts, only interpretations.”  
Friedrich Nietzsche – German philosopher 
The results presented in this work are the first example in the LCT of the use of first principles 
methods as a powerful tool in the description of polymerization reactions. While the use of 
ab initio procedures for gas phase reactions and heterogeneous catalysis are already well-
established, the proper modelling of the kinetics of condensed phase reactions is still relatively 
young and unexplored due to the difficulties related to correctly accounting for the solvent 
phase and only became really possible during the last decade, with the advent of more accurate 
solvation models such as SMD15 and COSMO-RS.7 
Especially the development of COSMO-RS is promising, as it goes beyond the representation 
of the solvent as a dielectric continuum and instead accounts for the local pairwise interaction 
between the surface charges of solute and solvent. The statistical thermodynamic treatment 
lying at its basis and leading to the σ-potential to characterize the solvent (cf. 1.2.3.2) allows 
for fast algorithms which only require very modest computational resources. However, the 
model still relies on a rather large number of parameterized values, which are obtained using a 
training set and therefore lack theoretical rigor. Furthermore, the input is based on the surface 
charge distribution as obtained from a COSMO calculation. The subsequent COSMO-RS 
treatment thus considers this geometry as fixed. An integration of the statistical thermodynamic 
treatment of COSMO-RS within the SCRF algorithm of ab initio methods could possibly lead 
to a higher accuracy, albeit with a much higher computational cost.  
Regarding the theoretical modeling of reactions involving macromolecules, the truncated 
oligomer model16 is usually a rather good approximation to retrieve intrinsic kinetic data, as 
has been demonstrated by the good agreement between calculated and experimental values for 
the homopropagation of various monomers (cf. 2.3.1). However, the computational workload 
for the addition of a dimer radical to a monomer is already rather large and conformational 
searches easily exceed many thousands of possible input structures. Moreover, the localization 
of transition state structures was usually done based on the structure of the product, since an 
exhaustive semi-automated scan of all the possible input structures is practically impossible due 
to the lack of stability and robustness of the computational algorithms in the ab initio software: 
many times calculations do not converge or result in imaginary frequencies corresponding to 
methyl rotors. Hence, algorithms that automatically locate both global minima and saddle 
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points for an arbitrary elementary reaction would be an incredible assistance for the 
computational chemist dealing with macromolecular systems. The so-called 'Energy-directed 
tree search' algorithm, 9 developed by Izgorodina et al. in the research group of prof. Coote is 
promising and its implementation should be considered by future computational chemists at the 
LCT. Especially larger truncated oligomer models also frequently involve low frequency 
vibrations, or so-called 'soft modes', which have been described using the (quasi)-harmonic 
oscillator approach in this work. This could be too approximate, especially in cases where they 
are present in transition state or product but not in reactant structures. Possibly treating them as 
hindered rotors could lead to more accurate results. 
Most addition reactions of vinylic-type radicals result in the formation of a new stereocenter, 
with either an R or an S configuration. Typically, in experimental studies no discrimination can 
be made and the experimentally determined rate coefficients refer to a ‘global reaction’, which 
does not discriminate between different stereospecific reactions. However, the ab initio 
calculations performed in this work necessarily do include this stereospecific information. 
Implementation of these stereospecific rate coefficient in Monte Carlo kinetic models, which 
allow to track the individual growing chains, could ultimately lead to a detailed description of 
the tacticity of macromolecules, which is of considerable interest to the polymer community 
due to the significant impact tacticity might have on polymer properties. 
Specifically for controlled radical polymerization, the results in this work have shown that ab 
initio based kinetic modelling is a powerful tool to describe experimental data in RAFT 
polymerization. The next step would be the a priori design of a RAFT agent for a specific 
monomer under well-defined conditions. There are already examples present in literature on 
structure-reactivity relationships for CRP17 and on ab initio based design of RAFT agents,18 
however, microkinetic modeling is often missing. As is shown in this work, this is, however, a 
crucial step in order to relate the reaction parameters with experimental observations and should 
be seen as an indispensable part of a design study. Next to RAFT-polymerization, also for 
nitroxide mediated polymerization (NMP) this is an area of interest. Accurate calculations on 
the rate coefficients of activation and deactivation and of possible side reactions and 
implementation in microkinetic models would undoubtedly lead to new insights, as shown for 
RAFT polymerization in Chapter 3 of this work. 
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While this and previous work19 has shown that a computational approach to determine 
propagation rate coefficients can be very successful, the theoretical determination of 
termination rate coefficients in radical polymerization largely remains terra incognita. 
Intrinsic barriers to chain transfer, disproportionation and especially recombination are known 
to be very low and these reactions are primarily governed by diffusion. Obtaining experimental 
information about the apparent rate coefficients for these reactions, which are chain length 
dependent, is a rather tedious and complicated procedure.20 The use of molecular dynamics to 
obtain diffusion coefficients as a function of chain length is an attractive alternative, which 
would furthermore also help in a more fundamental understanding. Such procedures would 
probably also enable the investigation of the influence of cross-termination, involving a RAFT-
intermediate radical, or the effect of the (co)polymer microstructure on the termination, 
including branching and composition. 
The use of aminolysis of thiol-precursors in order to obtain in situ thiols which can then be used 
in a variety of thiol-ene click reactions is a procedure known as amine-thiol-ene conjugation 
and this elegant synthetic protocol leads to novel polymeric materials with many promising 
applications.21 The different constituting reactions have been discussed in great detail during 
this work. However, experimental studies have indicated that also disulfide formation takes 
place. Hence, a fundamental kinetic model describing the formation of disulfides from thiols in 
aprotic polar mixtures would surely be of great benefit for the further optimization of such 
systems. The scarcity of fundamental information about this reaction, however, might already 
be an indication of the fact that the underlying mechanism is probably rather complex. 
Although computational chemistry is still a relatively young discipline, it has already 
revolutionized the field of chemistry as a whole, testimony being the Nobel Prize awards in 
1998 for Walter Kohn and John Pople and in 2013 for Martin Karplus, Michael Levitt and Ariel 
Warshel. I believe it will continue to do so, partially replacing synthetic and analytic chemistry 
and partially complementing and supporting it. This will undoubtedly still lead to many new 
insights, not only in polymer chemistry, but in all branches of chemistry. 
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Appendix A  
Ab Initio Calculation of Rate Coefficients of Propagation in Free 
Radical Polymerization 
 
A.1. Data copolymerization vinyl acetate and styrene 
Table A-1. Standard reaction and activation enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG° 
and Δ‡H°, Δ‡S°, Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1); equilibrium coefficients (K, in L-1 
mol-1) and rate coefficients of propagation (k, in mol L-1 s-1) at 298 K in the gas phase (standard state is 1 
mol L-1) for the copropagation reaction in the copolymerization of vinyl acetate and styrene, using a unimer 
model and a dimer model. 
reaction ΔrH° ΔrS° ΔrG° Δ‡H° Δ‡S° Δ‡G° K k 
VA(h) + VA → 2VA(h) -111.6 -160.3 -63.8 3.2 -168.2 53.3 1.5E+11 2.8E+03 
VA(h) + St → VASt(h) -141.6 -173.9 -89.8 1.1 -150.6 46.0 5.3E+15 5.5E+04 
St(h) + St → 2St(h) -88.8 -151.2 -43.7 20.1 -146.6 63.8 4.6E+07 4.1E+01 
St(h) + VA → StVA(h) -59.7 -137.2 -18.8 33.3 -136.4 74.0 1.9E+03 6.8E-01 
2VA(h) + VA → 3VA(h)RR -111.5 -180.0 -57.9 10.8 -167.1 60.6 1.4E+10 1.5E+02 
2VA(h) + VA → 3VA(h)RS -117.6 -173.2 -65.9 7.2 -153.6 53.0 3.5E+11 3.2E+03 
StVA(h) + VA → St2VA(h)RR -113.6 -183.7 -58.8 2.7 -173.2 54.4 2.0E+10 1.9E+03 
StVA(h) + VA → St2VA(h)RS -112.8 -169.6 -62.2 13.8 -140.6 55.7 7.9E+10 1.1E+03 
2VA(h) + St → 2VASt(h)RR -135.5 -159.2 -88.0 7.5 -136.6 48.3 2.6E+15 2.2E+04 
2VA(h) + St → 2VASt(h)RS -144.0 -176.1 -91.5 0.6 -148.4 44.8 1.1E+16 8.7E+04 
StVA(h) + St → StVASt(h)RR -140.7 -177.5 -87.7 1.2 -150.0 45.9 2.4E+15 5.6E+04 
StVA(h) + St → StVASt(h)RS -145.0 -180.1 -91.4 -0.4 -155.4 45.9 1.0E+16 5.6E+04 
2St(h) + St → 3St(h)RR -89.9 -161.0 -41.9 19.1 -149.2 63.6 2.2E+07 4.5E+01 
2St(h) + St → 3St(h)RS -96.2 -161.6 -48.0 16.7 -148.4 60.9 2.6E+08 1.3E+02 
VASt(h) + St → VA2St(h)RR -87.1 -141.1 -45.0 27.9 -133.8 67.7 7.8E+07 8.4E+00 
VASt(h) + St → VA2St(h)RS -86.0 -143.2 -43.3 19.1 -145.8 62.6 3.8E+07 6.7E+01 
2St(h) + VA → 2StVA(h)RR -61.2 -143.0 -18.6 32.5 -139.0 74.0 1.8E+03 6.8E-01 
2St(h) + VA → 2StVA(h)RS -55.2 -135.4 -14.8 30.5 -140.9 72.5 4.0E+02 1.2E+00 
VASt(h) + VA → VAStVA(h)RR -59.2 -137.8 -18.1 31.9 -135.2 72.2 1.5E+03 1.4E+00 
VASt(h) + VA → VAStVA(h)RS -62.0 -172.5 -10.6 32.9 -160.6 80.8 7.1E+01 4.4E-02 
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A.2. Head-to-head, tail-to-tail and tail-to-head addition 
A dimer model has been used to calculate the propagation rate coefficients for head-to-tail, 
head-to-head, tail-to-tail and tail-to-head addition, as shown in Figure A-1. It is important to 
highlight that an extra chiral center is created upon each addition step, causing the formation of 
diastereomers which differ in chemical reactivity. In case of a head-to-head addition, even two 
chiral centers are created. Standard reaction enthalpies and entropies; activation energies and 
pre-exponential factors, and rate coefficients at 298 K are shown in Table A-2 in the gas phase 
and in the bulk phase (using the respective monomer as solvent) for all the stereoisomeric 
distinct reactions for the different propagation modes. 
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Figure A-1. Model reactions used to calculate the different rate coefficients of propagation. 
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Table A-2. Standard reaction enthalpy and entropy at 298 K (ΔrH° in kJ mol-1 and ΔrS° in J mol-1 K-1), 
activation energies and pre-exponential factors determined in the interval 298 – 333 K (Ea in kJ mol-1 and 
A in L mol-1 s-1) and rate coefficients at 298 K and 333 K (k, in L mol-1 s-1) for the different modes of 
propagation in the radical polymerization of a vinyl acetate-dimer. The standard state is 1 mol L-1. Labels 
are according to Figure A-1. 
reaction phase ΔrH° ΔrS° Ea A k (298 K) k (333 K) 
2VA(h) + VA → 3VA(h)RR gas -111.5 -180.0 16.1 9.9E+04 1.5E+02 2.9E+02 
 bulk -101.2 -154.0 27.3 3.2E+06 5.3E+01 1.7E+02 
2VA(h) + VA → 3VA(h)RS gas -117.6 -173.2 12.5 5.0E+05 3.3E+03 5.5E+03 
 bulk -110.2 -151.1 20.0 1.2E+07 3.7E+03 8.6E+03 
2VA(h) + VA → 3VA(t)RRR gas -91.5 -148.7 18.9 2.9E+04 1.4E+01 3.2E+01 
 bulk -85.1 -126.6 32.7 1.2E+06 2.3E+00 9.1E+00 
2VA(h) + VA → 3VA(t)RRS gas -103.6 -174.4 15.7 4.5E+04 7.8E+01 1.5E+02 
 bulk -95.5 -149.4 26.2 1.4E+06 3.7E+01 1.1E+02 
2VA(h) + VA → 3VA(t)RSR gas -106.9 -182.1 15.8 4.4E+04 7.4E+01 1.4E+02 
 bulk -96.9 -157.0 26.9 1.4E+06 2.6E+01 8.2E+01 
2VA(h) + VA → 3VA(t)RSS gas -102.5 -167.9 17.8 5.3E+04 4.0E+01 8.5E+01 
 bulk -95.6 -144.9 29.2 1.8E+06 1.4E+01 4.9E+01 
2VA(t) + VA → 3VA(tt)RR gas -118.9 -166.2 13.1 1.2E+05 6.3E+02 1.1E+03 
 bulk -109.6 -140.8 22.9 3.9E+06 3.9E+02 1.0E+03 
2VA(t) + VA → 3VA(tt)RS gas -118.7 -167.7 13.4 2.6E+05 1.2E+03 2.1E+03 
 bulk -110.0 -143.8 22.7 6.6E+06 6.8E+02 1.8E+03 
2VA(t) + VA → 3VA(th)RRR gas -111.2 -165.8 25.4 6.9E+05 2.5E+01 7.2E+01 
 bulk -102.2 -141.5 36.4 2.3E+07 9.8E+00 4.6E+01 
2VA(t) + VA → 3VA(th)RRS gas -116.7 -176.2 24.4 3.7E+04 2.0E+00 5.7E+00 
 bulk -106.7 -152.2 36.0 1.1E+06 5.5E-01 2.5E+00 
2VA(t) + VA → 3VA(th)RSR gas -107.7 -156.3 32.9 3.4E+05 5.8E-01 2.3E+00 
 bulk -99.3 -133.0 42.2 8.6E+06 3.5E-01 2.1E+00 
2VA(t) + VA → 3VA(th)RSS gas -109.0 -166.4 19.6 6.9E+04 2.6E+01 6.0E+01 
 bulk -101.4 -141.9 31.5 2.3E+06 7.1E+00 2.7E+01 
 
 
In order to describe the overall effect of head-to-head addition on the propagation kinetics, 
stereo-aspecific rate coefficients disregarding the stereospecific paths (Table A-2) are 
necessary. For the head-to-tail addition, these were calculated according to Equation 2.6, while 
for the other propagation modes the equations are given in the following sections.  
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A.2.1. Overall stereoaspecific rate coefficients for head-to-head addition using a dimer 
model 
 
Figure A-2. Model reaction for a head-to-head addition. 
For head-to-head addition of vinyl acetate (VA) using a dimer model, 2 new chiral centers are 
created upon radical addition and the following holds for the overall stereo-aspecific rate of 
formation of 3VA(t): 
𝑟𝑓
ℎℎ = (𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ )[2𝑉𝐴(ℎ)𝑅][𝑉𝐴] + 
(𝑘𝑝,𝑆𝑆𝑆
ℎℎ + 𝑘𝑝,𝑆𝑆𝑅
ℎℎ + 𝑘𝑝,𝑆𝑅𝑆
ℎℎ + 𝑘𝑝,𝑆𝑅𝑅
ℎℎ ) [2𝑉𝐴(ℎ)𝑆][𝑉𝐴] 
(A.127) 
Taking into account that enantiomers have the same thermodynamic properties, the overall 
stereoaspecific rate coefficient for head-to-head addition is: 
𝑘𝑝
ℎℎ = 𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ  (A.128) 
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A.2.2. Overall stereoaspecific rate coefficients for tail-to-tail addition using a dimer model 
 
Figure A-3. Model reaction for a tail-to-tail addition 
In case of tail-to-tail addition and tail-to-head addition, the reacting radical, 2VA(t) has four 
possible configurations and for tail-to-tail addition the overall stereo-aspecific rate of formation 
of 3VAd(h) is: 
𝑟𝑓
𝑡𝑡 = 𝑘𝑝,𝑅𝑅
𝑡𝑡  [2𝑉𝐴(𝑡)𝑅𝑅][𝑉𝐴] + 𝑘𝑝,𝑅𝑆
𝑡𝑡  [2𝑉𝐴(𝑡)𝑅𝑆][𝑉𝐴]
+ 𝑘𝑝,𝑆𝑅
𝑡𝑡  [2𝑉𝐴(𝑡)𝑆𝑅][𝑉𝐴] + 𝑘𝑝,𝑆𝑆
𝑡𝑡  [2𝑉𝐴(𝑡)𝑆𝑆] [𝑉𝐴] 
(A.129) 
In order to further simplify this expression, the distribution of the population of the different 
stereoisomers of the inverted tail radicals has to be known. This will be depending on the 
reactions leading to the tail radical, i.e. the head-to-head and tail-to-head additions. In a first 
approximation we can assume that the majority of the inverted tail radicals will be formed via 
a head-to-head addition, and hence: 
[2𝑉𝐴(𝑡)𝑅𝑅] =
𝑘𝑝,𝑅𝑅𝑅
ℎℎ
𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ =
𝑘𝑝,𝑅𝑅𝑅
ℎℎ
𝑘𝑝
ℎℎ  (A.130) 
[2𝑉𝐴(𝑡)𝑅𝑆] =
𝑘𝑝,𝑅𝑅𝑆
ℎℎ
𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ =
𝑘𝑝,𝑅𝑅𝑆
ℎℎ
𝑘𝑝
ℎℎ  (A.131) 
[2𝑉𝐴(𝑡)𝑆𝑅] =
𝑘𝑝,𝑅𝑆𝑅
ℎℎ
𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ =
𝑘𝑝,𝑅𝑆𝑅
ℎℎ
𝑘𝑝
ℎℎ  
(A.132) 
[2𝑉𝐴(𝑡)𝑆𝑆] =
𝑘𝑝,𝑅𝑆𝑆
ℎℎ
𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ =
𝑘𝑝,𝑅𝑆𝑆
ℎℎ
𝑘𝑝
ℎℎ  
(A.133) 
Substituting these back into equation 129 leads to: 
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𝑟𝑓
𝑡𝑡 = 𝑘𝑝,𝑅𝑅
𝑡𝑡  
𝑘𝑝,𝑅𝑅𝑅
ℎℎ
𝑘𝑝
ℎℎ
[𝑉𝐴] + 𝑘𝑝,𝑅𝑆
𝑡𝑡  
𝑘𝑝,𝑅𝑅𝑆
ℎℎ
𝑘𝑝
ℎℎ
[𝑉𝐴] + 𝑘𝑝,𝑆𝑅
𝑡𝑡  
𝑘𝑝,𝑅𝑆𝑅
ℎℎ
𝑘𝑝
ℎℎ
[𝑉𝐴]
+ 𝑘𝑝,𝑆𝑆
𝑡𝑡  
𝑘𝑝,𝑅𝑆𝑆
ℎℎ
𝑘𝑝
ℎℎ  [𝑉𝐴] 
(A.134) 
Which, taking into account the enantiomer pairs, further simplifies to: 
𝑟𝑓
𝑡𝑡 = (𝑘𝑝,𝑅𝑅
𝑡𝑡  
𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ
𝑘𝑝
ℎℎ + 𝑘𝑝,𝑅𝑆
𝑡𝑡
𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ
𝑘𝑝
ℎℎ ) [𝑉𝐴] (A.135) 
And hence: 
𝑘𝑝
𝑡𝑡 = 𝑘𝑝,𝑅𝑅
𝑡𝑡  
𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ
𝑘𝑝
ℎℎ + 𝑘𝑝,𝑅𝑆
𝑡𝑡
𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ
𝑘𝑝
ℎℎ  (A.136) 
 
 
A.2.3. Overall stereoaspecific rate coefficients for tail-to-head addition using a dimer model 
 
Figure A-4. Model reaction for a tail-to-head addition 
For tail-to-head addition, the overall stereo-aspecific rate of formation of 3VAd(t) is equal to: 
𝑟𝑓
𝑡ℎ = 𝑘𝑝,𝑅𝑅𝑅
𝑡ℎ  [2𝑉𝐴(𝑡)𝑅𝑅][𝑉𝐴] + 𝑘𝑝,𝑅𝑅𝑆
𝑡ℎ  [2𝑉𝐴(𝑡)𝑅𝑅][𝑉𝐴]
+ 𝑘𝑝,𝑅𝑆𝑅
𝑡ℎ  [2𝑉𝐴(𝑡)𝑅𝑆][𝑉𝐴] + 𝑘𝑝,𝑅𝑆𝑆
𝑡ℎ  [2𝑉𝐴(𝑡)𝑅𝑆][𝑉𝐴]
+ 𝑘𝑝,𝑆𝑅𝑅
𝑡ℎ  [2𝑉𝐴(𝑡)𝑆𝑅][𝑉𝐴] + 𝑘𝑝,𝑆𝑅𝑆
𝑡ℎ  [2𝑉𝐴(𝑡)𝑆𝑅][𝑉𝐴]
+ 𝑘𝑝,𝑆𝑆𝑅
𝑡ℎ  [2𝑉𝐴(𝑡)𝑆𝑆][𝑉𝐴] + 𝑘𝑝,𝑆𝑆𝑆
𝑡ℎ  [2𝑉𝐴(𝑡)𝑆𝑆][𝑉𝐴] 
(A.137) 
Substituting Equations A.130 – A.133 in the above expression leads to: 
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𝑟𝑓
𝑡ℎ = (𝑘𝑝,𝑅𝑅𝑅
𝑡ℎ + 𝑘𝑝,𝑅𝑅𝑆
𝑡ℎ ) 
𝑘𝑝,𝑅𝑅𝑅
ℎℎ
𝑘𝑝
ℎℎ
[𝑉𝐴] + (𝑘𝑝,𝑅𝑆𝑅
𝑡ℎ + 𝑘𝑝,𝑅𝑆𝑆
𝑡ℎ ) 
𝑘𝑝,𝑅𝑅𝑆
ℎℎ
𝑘𝑝
ℎℎ
[𝑉𝐴]
+ (𝑘𝑝,𝑆𝑅𝑅
𝑡ℎ + 𝑘𝑝,𝑆𝑅𝑆
𝑡ℎ ) 
𝑘𝑝,𝑅𝑆𝑅
ℎℎ
𝑘𝑝
ℎℎ
[𝑉𝐴] + (𝑘𝑝,𝑆𝑆𝑅
𝑡ℎ + 𝑘𝑝,𝑆𝑆𝑆
𝑡ℎ  )
𝑘𝑝,𝑅𝑆𝑆
ℎℎ
𝑘𝑝
ℎℎ
[𝑉𝐴]  
(A.138) 
Which, taking into account the enantiomer pairs, further simplifies to: 
𝑟𝑓
𝑡ℎ = ((𝑘𝑝,𝑅𝑅𝑅
𝑡ℎ + 𝑘𝑝,𝑅𝑅𝑆
𝑡ℎ ) 
𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ
𝑘𝑝ℎℎ
+ (𝑘𝑝,𝑅𝑆𝑅
𝑡ℎ + 𝑘𝑝,𝑅𝑆𝑆
𝑡ℎ ) 
𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ
𝑘𝑝ℎℎ
) [𝑉𝐴]  (A.139) 
And hence: 
𝑘𝑝
𝑡ℎ = (𝑘𝑝,𝑅𝑅𝑅
𝑡ℎ + 𝑘𝑝,𝑅𝑅𝑆
𝑡ℎ ) 
𝑘𝑝,𝑅𝑅𝑅
ℎℎ + 𝑘𝑝,𝑅𝑆𝑆
ℎℎ
𝑘𝑝
ℎℎ + (𝑘𝑝,𝑅𝑆𝑅
𝑡ℎ + 𝑘𝑝,𝑅𝑆𝑆
𝑡ℎ ) 
𝑘𝑝,𝑅𝑅𝑆
ℎℎ + 𝑘𝑝,𝑅𝑆𝑅
ℎℎ
𝑘𝑝
ℎℎ   (A.140) 
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A.3. 1,5 intramolecular chain transfer (backbiting) 
 
Figure A-5. 1,5-intramolecular chain transfer or backbiting for vinyl acetate using a trimer model, both for 
a head (top) and a tail (bottom) radical. 
Standard reaction enthalpies and entropies; activation energies and pre-exponential factors, and 
rate coefficients at 298 K and 333 K are shown in Table A-3 in the gas phase and in the bulk 
phase (using the respective monomer as solvent) for all the stereoisomeric 1,5 intramolecular 
hydrogen transfer reactions. The reported values include contributions from quantum tunneling 
calculated according to the model from Eckart.1 The same parameters without quantum 
tunneling taken into account are shown in Table A-4.  
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Table A-3. Standard reaction enthalpy and entropy at 298 K (ΔrH° and ΔrS°, in kJ mol-1 and J mol-1 K-1), 
activation energies and pre-exponential factors determined in the interval 298 – 333 K (Ea and A, in kJ mol-
1 and s-1) and rate coefficients at 298 K and 333 K (k, in L mol-1 s-1) for 1,5 intramolecular chain transfer in 
poly(vinyl acetate) using a trimer model. The standard state is 1 mol L-1. Labels are according to Figure 
A-5. 
reaction phase ΔrH° ΔrS° Ea A k (298 K) k (333 K) 
3VA(h)RR → 3VA(tr) gas 3.2 31.0 55.1 2.1E+10 4.5E+00 4.7E+01 
 bulk 0.4 27.4 50.6 1.1E+10 1.5E+01 1.2E+02 
3VA(h)RS → 3VA(tr) gas 9.2 25.3 66.5 3.2E+09 6.9E-03 1.2E-01 
 bulk 7.4 22.3 61.1 2.1E+09 4.2E-02 5.7E-01 
3VA(t)RRR → 3VA*(tr)RR gas -29.9 -7.3 29.5 1.2E+09 8.3E+03 2.9E+04 
 bulk -29.3 -6.4 30.6 1.5E+09 6.6E+03 2.4E+04 
3VA(t)RRS → 3VA*(tr)RS gas -11.4 15.8 50.3 1.4E+11 2.1E+02 1.8E+03 
 bulk -12.1 13.1 46.2 6.0E+10 4.8E+02 3.4E+03 
3VA(t)RSR → 3VA*(tr)SR gas -14.5 20.0 51.9 8.0E+10 6.4E+01 5.8E+02 
 bulk -17.5 17.9 42.5 3.2E+10 1.1E+03 6.9E+03 
3VA(t)RSS → 3VA*(tr)SS gas -12.5 7.3 47.1 1.7E+10 9.4E+01 6.9E+02 
 bulk -12.0 6.6 44.1 1.5E+10 2.8E+02 1.8E+03 
 
Table A-4. Standard reaction enthalpy and entropy at 298 K (ΔrH° and ΔrS°, in kJ mol-1 and J mol-1 K-1), 
activation energies and pre-exponential factors disregarding tunneling, determined in the interval 298 – 393 
K (Ea* and A*, in kJ mol-1 and s-1) and rate coefficients disregarding tunneling at 298 K and 333 K (k*, in 
L mol-1 s-1) for 1,5 intramolecular chain transfer in poly(vinyl acetate) using a trimer model. The standard 
state is 1 mol L-1. 
reaction phase ΔrH° ΔrS° Ea* A* k* (298 K) k* (333 K) 
3VA(h)RR → 3VA(tr) gas 3.2 31.0 85.7 4.0E+13 3.9E-02 1.5E+00 
 bulk 0.4 27.4 81.2 2.1E+13 1.2E-01 3.9E+00 
3VA(h)RS → 3VA(tr) gas 9.2 25.3 102.9 3.4E+13 3.3E-05 2.5E-03 
 bulk 7.4 22.3 97.4 2.3E+13 2.0E-04 1.2E-02 
3VA(t)RRR → 3VA*(tr)RR gas -29.9 -7.3 51.4 1.8E+11 1.8E+02 1.6E+03 
 bulk -29.3 -6.4 52.5 2.2E+11 1.4E+02 1.3E+03 
3VA(t)RRS → 3VA*(tr)RS gas -11.4 15.8 74.5 4.3E+13 3.8E+00 8.9E+01 
 bulk -12.1 13.1 70.4 1.9E+13 8.7E+00 1.7E+02 
3VA(t)RSR → 3VA*(tr)SR gas -14.5 20.0 79.0 6.0E+13 8.6E-01 2.5E+01 
 bulk -17.5 17.9 69.6 2.4E+13 1.5E+01 2.9E+02 
3VA(t)RSS → 3VA*(tr)SS gas -12.5 7.3 72.9 8.7E+12 1.5E+00 3.3E+01 
 bulk -12.0 6.6 69.9 7.8E+12 4.4E+00 8.4E+01 
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A.3.1. Overall stereo-aspecific rate coefficients for 1,5 intramolecular chain transfer with a 
head radical using a trimer model 
 
Figure A-6. Model reaction for 1,5 intramolecular chain transfer with a ‘head’ macroradical. 
The rate of overall stereo-aspecific formation of the poly(vinyl acetate) tertiary radical, 3VA(tr), 
is equal to: 
𝑟𝑓
𝑡𝑟 = 𝑘𝑏𝑏,𝑅𝑅
ℎ𝑡𝑟  [3𝑉𝐴(ℎ)𝑅𝑅] +  …  + 𝑘𝑏𝑏,𝑆𝑆𝑆
ℎ𝑡𝑟  [3𝑉𝐴(ℎ)𝑆𝑆] (A.141) 
The population of the different 3VA(t) stereoisomers is depending on the reaction leading to 
these radicals, which is depending on the rate coefficients of head-to-tail propagation: 
[3𝑉𝐴(ℎ)𝑅𝑅] =
𝑘𝑝,𝑅𝑅
ℎ𝑡
𝑘𝑝
ℎ𝑡  (A.142) 
[3𝑉𝐴(ℎ)𝑅𝑆] =
𝑘𝑝,𝑅𝑆
ℎ𝑡
𝑘𝑝
ℎ𝑡  (A.143) 
[3𝑉𝐴(ℎ)𝑆𝑅] =
𝑘𝑝,𝑆𝑅
ℎ𝑡
𝑘𝑝
ℎ𝑡  
(A.144) 
[3𝑉𝐴(𝑡)𝑆𝑆] =
𝑘𝑝,𝑆𝑆
ℎ𝑡
𝑘𝑝
ℎ𝑡  
(A.145) 
And hence, the overall stereoaspecific rate coefficient for backbiting by a head radical is equal 
to:  
𝑘𝑏𝑏
ℎ𝑡𝑟 =∑𝑘𝑝,𝑖𝑗
ℎ𝑡𝑟  
𝑘𝑝,𝑖𝑗
ℎ𝑡
𝑘𝑝
ℎ𝑡   𝑤ℎ𝑒𝑟𝑒 𝑖, 𝑗 = 𝑅, 𝑆 (A.146) 
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A.3.2. Overall stereo-aspecific rate coefficients for 1,5 intramolecular chain transfer with a 
tail radical using a trimer model 
 
Figure A-7. Model reaction for 1,5 intramolecular chain transfer with a ‘tail’ macroradical. 
Analogously as to backbiting with a head radical, the following expression for the overall 
stereoaspecific rate coefficient for backbiting by a tail radical is found: 
𝑘𝑏𝑏
𝑡𝑡𝑟 =∑𝑘𝑝,𝑖𝑗𝑘
𝑡𝑡𝑟  
𝑘𝑝,𝑖𝑗𝑘
ℎℎ
𝑘𝑝
ℎ𝑡   𝑤ℎ𝑒𝑟𝑒 𝑖, 𝑗, 𝑘 = 𝑅, 𝑆 (A.147) 
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A.4. Rate coefficients for tertiary radical propagation 
A.4.1. Results from stereo-specific ab initio calculations 
In order to find the rate coefficient of propagation for a tertiary radical, a suitable model 
compound for the tertiary radical should be selected. The model compounds used in this work 
are shown in Figure A-8. 
 
Figure A-8. Model compounds for a tertiary radical created after backbiting. In case of 3VAm(tr), the 
monomer units at the ω-chain end of 3VA(tr) and 3VA*(tr) have been replaced by a methyl group (blue) 
and an extra monomer unit has been inserted towards the α-chain end (green). 
The propagation reactions for the different model compounds for the tertiary radical are shown 
in Figure A-9. 
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Figure A-9. Dimer model reaction for the normal tertiary radical-to-tail addition in the polymerization of 
vinyl acetate. 
Next to the tertiary radical-to-tail additions, there is also the theoretical possibility of a tertiary 
radical-to-head addition, as shown in Figure A-10 for a dimer model. 
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Figure A-10. Dimer model reaction for the tertiary radical-to-head addition in the polymerization of vinyl 
acetate. 
Standard reaction enthalpies and entropies; activation energies and pre-exponential factors, and 
rate coefficients at 298 K are shown in Table A-5 in the gas phase and in the bulk phase (using 
the respective monomer as solvent) for all the stereoisomeric distinct reactions shown in Figure 
A-9 and Figure A-10. 
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Table A-5. Standard reaction enthalpy and entropy at 298 K (ΔrH° in kJ mol-1 and ΔrS° in J mol-1 K-1), 
activation energies and pre-exponential factors determined in the interval 298 – 333 K (Ea in kJ mol-1 and 
A in L mol-1 s-1) and rate coefficients at 298 K and 333 K (k, in L mol-1 s-1) for the propagation of a tertiary 
radical in the radical polymerization of a vinyl acetate. The standard state is 1 mol L-1. Labels are according 
to Figure A-9 and Figure A-10. 
reaction phase ΔrH° ΔrS° Ea A k (298 K) k (333 K) 
VA(tr) + VA → 2VA*(h) gas -105.4 -161.7 7.7 1.0E+05 4.8E+03 6.6E+03 
 bulk -98.4 -139.0 17.3 2.9E+06 2.7E+03 5.6E+03 
2VA(tr)+ VA → 2VA*(h) gas -102.1 -161.1 19.3 2.1E+06 9.0E+02 2.0E+03 
 bulk -93.3 -138.2 32.7 9.0E+07 1.7E+02 6.8E+02 
3VA(tr) + VA → 4VA*(h)RR gas -91.6 -156.0 18.2 1.8E+05 1.1E+02 2.4E+02 
 bulk -78.9 -138.4 24.9 2.4E+06 1.0E+02 3.0E+02 
3VA(tr) + VA → 4VA*(h)RS gas -90.9 -162.3 18.5 8.1E+04 4.6E+01 1.0E+02 
 bulk -85.4 -142.6 26.8 1.8E+06 3.6E+01 1.1E+02 
3VAm(tr)RR + VA → 4VAm*(h)RRR gas -106.9 -189.8 15.0 1.2E+05 2.7E+02 5.2E+02 
 bulk -95.2 -164.4 25.1 3.5E+06 1.4E+02 4.0E+02 
3VAm(tr)RR + VA → 4VAm*(h)RRS gas -97.5 -155.5 17.7 1.2E+05 9.2E+01 1.9E+02 
 bulk -90.3 -135.1 28.0 3.0E+06 3.9E+01 1.3E+02 
3VAm(tr)RS + VA → 4VAm*(h)RSR gas -86.8 -207.2 32.1 5.9E+02 1.4E-03 5.5E-03 
 bulk -68.9 -178.7 53.0 5.3E+04 2.7E-05 2.5E-04 
3VAm(tr)RS + VA → 4VAm*(h)RSS gas -86.8 -181.5 38.4 2.9E+04 5.4E-03 2.7E-02 
 bulk -73.2 -157.1 52.3 1.1E+06 7.6E-04 7.0E-03 
2VA(tr)+ VA → 2VA*(t)RR gas -85.6 -159.0 27.2 3.2E+05 5.4E+00 1.7E+01 
 bulk -79.8 -135.5 39.1 1.1E+07 1.6E+00 8.2E+00 
 
There is clearly an important steric effect in the addition of tertiary radicals as the rate 
coefficient decreases significantly in going from a unimer to a trimer + methyl model. Because 
the rate coefficient corresponding to the propagation of a tertiary radical to the 'head' of a vinyl 
acetate monomer molecule (2VA(tr)+ VA → 2VA*(t)RR, Figure A-10) is already quite low and 
will hence almost not occur, a dimer model in the RR conformation was deemed sufficiently 
accurate. 
The overall-stereoaspecific rate coefficients were then obtained from the results in Table A-5 
according to the equations described in the following sections, and are given in Table A-6. 
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A.4.2. Overall stereo-aspecific rate coefficients for tertiary radical addition using a dimer 
model 
 
Figure A-11. Model reaction for tertiary radical addition using a dimer radical. 
When using a dimer tertiary radical model, the overall stereo-aspecific rate of formation of the 
branched poly(vinyl acetate) head radical, 3VA*(h), is equal to: 
𝑟𝑓
𝑡𝑟𝑡 = 𝑘𝑝,𝑅
𝑡𝑟𝑡  [2𝑉𝐴(𝑡𝑟)][𝑉𝐴] + 𝑘𝑝,𝑆
𝑡𝑟𝑡 [2𝑉𝐴(𝑡𝑟)][𝑉𝐴] (A.148) 
Which, because of enantiomerism, leads to the following expression for the overall 
stereoaspecific rate coefficient: 
𝑘𝑝
𝑡𝑟𝑡 = 2𝑘𝑝,𝑅
𝑡𝑟𝑡   (A.149) 
 
A.4.3. Overall stereo-aspecific rate coefficients for tertiary radical addition using a trimer 
model 
 
Figure A-12. Model reaction for tertiary radical addition using a trimer radical. 
When using a trimer tertiary radical model, the overall stereo-aspecific rate of formation of the 
branched poly(vinyl acetate) head radical, 4VA*(h), is equal to: 
𝑟𝑓
𝑡𝑟𝑡 = 𝑘𝑝,𝑅𝑅
𝑡𝑟𝑡  [3𝑉𝐴(𝑡𝑟)𝑅][𝑉𝐴] + 𝑘𝑝,𝑅𝑆
𝑡𝑟𝑡  [3𝑉𝐴(𝑡𝑟)𝑅][𝑉𝐴]
+ 𝑘𝑝,𝑆𝑅
𝑡𝑟𝑡  [3𝑉𝐴(𝑡𝑟)𝑆][𝑉𝐴] + 𝑘𝑝,𝑆𝑆
𝑡𝑟𝑡  [3𝑉𝐴(𝑡𝑟)𝑆][𝑉𝐴] 
(A.150) 
Which, because of enantiomerism, leads to the following expression for the overall 
stereoaspecific rate coefficient: 
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𝑘𝑝
𝑡𝑟𝑡 = 𝑘𝑝,𝑅𝑅
𝑡𝑟𝑡 + 𝑘𝑝,𝑅𝑆
𝑡𝑟𝑡   (A.151) 
 
A.4.4. Overall stereo-aspecific rate coefficients for tertiary radical addition using an 
extended trimer model 
 
Figure A-13. Model reaction for tertiary radical addition using a trimer radical extended with a methyl 
group. Note that there are 2 chiral centers (R/S) and 1 pseudo chiral center (r/s) present in this reaction. 
When using a trimer tertiary radical model, the rate of formation of the branched poly(vinyl 
acetate) head radical, 4VAm*(h), is equal to: 
𝑟𝑓
𝑡𝑟𝑡 = 𝑘𝑝,𝑅𝑟𝑅
𝑡𝑟𝑡  [3𝑉𝐴𝑚(𝑡𝑟)𝑅𝑅][𝑉𝐴] + 𝑘𝑝,𝑅𝑠𝑅
𝑡𝑟𝑡  [3𝑉𝐴𝑚(𝑡𝑟)𝑅𝑅][𝑉𝐴] +  …  
+ 𝑘𝑝,𝑆𝑟𝑆
𝑡𝑟𝑡  [3𝑉𝐴𝑚(𝑡𝑟)𝑆𝑆] + 𝑘𝑝,𝑆𝑠𝑆
𝑡𝑟𝑡  [3𝑉𝐴𝑚(𝑡𝑟)𝑆𝑆] 
(A.152) 
In order to find a stereoaspecific rate coefficient for the reaction in Figure A-13, the population 
of the diastereomers of 3VAm(tr) needs to be known. This is depending on the preceding 
backbiting reaction rate. In a first approximation, we can assume that the majority of tertiary 
radicals will be formed by backbiting reactions from a tail radical, which on their turn are 
formed by a head-to-head addition.  
Since the monomer unit on the α-chain end has not been included in the backbiting model 
reactions of the tail radical (Figure A-7), we do not know the distribution between the RX and 
SX diastereomers. However, in a first approximation we can assume them to be evenly (fifty-
fifty) distributed and hence: 
[3𝑉𝐴𝑚(𝑡𝑟)𝑅𝑅] = [3𝑉𝐴𝑚(𝑡𝑟)𝑆𝑅] = [3𝑉𝐴𝑚(𝑡𝑟)𝑅𝑆] = [3𝑉𝐴𝑚(𝑡𝑟)𝑆𝑆]
=
[3𝑉𝐴𝑚(𝑡𝑟)]
4
 
(A.153) 
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After substitution in 152, we find the following expression for the overall stereoaspecific rate 
coefficient: 
𝑘𝑏𝑏
𝑡𝑡𝑟 =
1
4
∑(𝑘𝑝,𝑖𝑟𝑗
𝑡𝑟𝑡 + 𝑘𝑝,𝑖𝑠𝑗
𝑡𝑟𝑡 )𝑤ℎ𝑒𝑟𝑒 𝑖, 𝑗 = 𝑅, 𝑆 (A.154) 
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A.4.5. Results for overall, stereo-aspecific addition of tertiary radicals to vinyl acetate 
Table A-6. Standard reaction enthalpy and entropy at 298 K (ΔrH° in kJ mol-1 and ΔrS° in J mol-1 K-1), 
activation energies and pre-exponential factors determined in the interval 298 – 333 K (Ea in kJ mol-1 and 
A in L mol-1 s-1) and rate coefficients at 298 K and 333 K (k, in L mol-1 s-1) for the overall, stereo-aspecific 
propagation of a tertiary radical in the radical polymerization of a vinyl acetate. The standard state is 1 mol 
L-1. Labels are according to Figure A-9 and Figure A-10.  
reaction Ea A k 50° k (298 K) k (333 K) 
VA(tr) + VA → 2VA*(h) 17.3 2.9E+06 4.7E+03 2.7E+03 5.6E+03 
2VA(tr)+ VA → 3VA*(h) 32.7 9.0E+07 4.7E+02 1.7E+02 6.8E+02 
3VA(tr) + VA → 4VA*(h) 25.4 4.0E+06 3.1E+02 1.4E+02 4.1E+02 
3VAm(tr) + VA → 4VAm*(h) 25.8 2.9E+06 2.0E+02 8.9E+01 2.6E+02 
2VA(tr)+ VA → 3VA*(t) 39.1 1.1E+07 5.3E+00 1.6E+00 8.2E+00 
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A.5. Kinetic Monte Carlo simulation of the homopolymerization of vinyl acetate 
Table A-7. Full reaction scheme used for the kinetic modeling of the homopolymerization of vinyl acetate. 
Entry Reaction Equation 
A  
[(L mol-1) s-1] 
Ea  
[kJ mol-1] 
k (50 °C) 
[(L mol-1) s-1] 
1 Photodissociation a DMPA
ℎ𝜈
→  𝑅0,e
I + 𝑅0,e
II  - - - 
2 Chain initiation b 𝑅0,e
I +𝑀
𝑘p,e,AA
→    𝑅1,A 1.2E+07 20.1 6.8E+03 
3  𝑅0,e
I +𝑀
𝑘p,e,AB
→    𝑅1,e,B 4.6E+06 27.2 9.2E+01 
4 Propagation 𝑅i,e,A +  𝑀 
𝑘p,e,AA
→    𝑅i+1,e,A 
𝑅i,e,A +  𝑀 
𝑘p,e,AB
→    𝑅i+1,e,B  
1.2E+07 20.1 7.0E+03 
5  4.6E+06 27.2 1.9E+02 
6  𝑅i,e,B +  𝑀 
𝑘p,e,BA
→    𝑅i+1,e,A 
 
5.4E+06 22.5 1.3E+03 
7  𝑅i,e,B +  𝑀 
𝑘p,e,BB
→    𝑅i+1,e,B 
 
1.6E+07 35.5 2.9E+01 
8  𝑅i,m +  𝑀 
𝑘p,mA
→   𝑅i+1,e,A 
 
2.9E+06 25.8 2.0E+02 
9  𝑅i,m +  𝑀 
𝑘p,mB
→   𝑅i+1,e,B 
 
1.1E+07 39.1 5.3E+00 
10 Backbiting c 𝑅i,e,A
𝑘bb,A
→   𝑅i,m 4.2E+09 58.4 1.5E+00 
11  𝑅i,e,B
𝑘bb,B
→   𝑅i,m 2.0E+10 42.1 3.1E+03 
12 Termination d 𝑅i,e,A + 𝑅j,e,A  
𝑘𝑡,𝑒𝑒
𝑎𝑝𝑝
(𝑖,𝑗)
→      𝑃𝑖 + 𝑃j 
3.2E+10 9.0 1.1E+09 2 
13  𝑅i,e,A + 𝑅j,e,B  
𝑘𝑡,𝑒𝑒
𝑎𝑝𝑝
(𝑖,𝑗)
→      𝑃𝑖 + 𝑃j 
3.2E+10 9.0 1.1E+09 2 
14  𝑅i,e,B + 𝑅j,e,B  
𝑘𝑡,𝑒𝑒
𝑎𝑝𝑝
(𝑖,𝑗)
→      𝑃𝑖 + 𝑃j  
3.2E+10 9.0 1.1E+09 2 
15  𝑅i,e,A + 𝑅j,m  
𝑘𝑡,𝑒𝑚
𝑎𝑝𝑝
(𝑖,𝑗)
→      𝑃𝑖 + 𝑃j 
  3.7E+08 e 
16  𝑅i,e,B + 𝑅j,m  
𝑘𝑡,𝑒𝑚
𝑎𝑝𝑝
(𝑖,𝑗)
→      𝑃𝑖 + 𝑃j 
  3.7E+08 e 
17  𝑅i,e,m + 𝑅j,m  
𝑘𝑡,𝑒𝑚
𝑎𝑝𝑝
(𝑖,𝑗)
→      𝑃𝑖 + 𝑃j 
  2.3E+06 d 
18  𝑅0,e
I/II
+ 𝑅0,e
I/II
 
𝑘t,00
app
→  𝑃0  
3.2E+10 9.0 1.1E+09 f 
19  𝑅0,e
I/II
+ 𝑅i,e,A  
𝑘𝑡,𝑒𝑒
𝑎𝑝𝑝
(1,𝑖)
→      𝑃i + 𝑃0 
3.2E+10 9.0 1.1E+09 g 
20  𝑅0,e
I/II
+ 𝑅i,e,B  
𝑘𝑡,𝑒𝑒
𝑎𝑝𝑝
(1,𝑖)
→      𝑃i + 𝑃0
 3.2E+10 9.0 1.1E+09 g 
21  𝑅0,e
I/II
+ 𝑅i,m  
𝑘𝑡,𝑒𝑚
𝑎𝑝𝑝
(1,𝑖)
→      𝑃i + 𝑃0 
  3.7E+08 g 
a: Dissociation into a benzoyl (R0,I) and dimethoxy benzyl (R0,II) radical; constant ∆[R0] in simulations. 
b: No propagation of R0,II, reactivity chain initiation reaction as if R0,I was a head macroradical 
c: Always H-abstraction on C-X position 
d: chain length dependent apparent termination rate coefficients are considered.3; only 𝑘t
app
(1,1) is reported here, taking into account a 
correction with a factor 2, as indicated by Derboven et al;4 termination assumed to occur solely via disproportionation, except for termination 
between two initiator radicals, which occurs via recombination; no effect of radical type on termination reactivity assumed. 
e: kt,em(1,1) = kt,ee (1,1)/3, kt,mm(1,1) = kt,ee (1,1)/480; cf.
5 
f: assumed equal to kt,ee (1,1). 
g: assumed equal to kt,ee/m (1,i); kt,ee/m (1,1) is reported. 
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The generated amount of photoinitiator radical fragments per pulse (Δ[R0]) is set to 10-5 mol  
L-1. 200 pulses in total are given (Npulse), corresponding to a conversion of approximately 2 to 
3 % . 
Macroradicals are assumed to terminate exclusively via disproportionation.6 Apparent 
termination reactivity is assumed to be independent of the type (head or tail) of the radicals 
involved and according to a composite kt model.
7 The geometric mean for the apparent short-
long termination is used: 
𝑘𝑡
𝑎𝑝𝑝(𝑖, 𝑖) = 𝑘𝑡
𝑎𝑝𝑝(1,1)𝑖−𝛼𝑆                      𝑖 ≤ 𝑖𝑐 (A.155) 
𝑘𝑡
𝑎𝑝𝑝(𝑖, 𝑖) = 𝑘𝑡
𝑎𝑝𝑝(1,1)𝑖𝑐
−𝛼𝑆+𝛼𝐿𝑖−𝛼𝐿        𝑖 > 𝑖𝑐 (A.156) 
𝑘𝑡
𝑎𝑝𝑝(𝑖, 𝑗) = [𝑘𝑡
𝑎𝑝𝑝(𝑖, 𝑖)𝑘𝑡
𝑎𝑝𝑝(𝑗, 𝑗)]0.5 (A.157) 
where αS = 0.57, αL = 0.16 and ic  = 20.3 
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Appendix B  
First Principles Based Kinetic Modeling of the RAFT 
Polymerization of Styrene with CPDT 
B.1. Thermodynamic and kinetic data for all stereoisomers in gas phase 
Table B-1. Standard reaction enthalpy, entropy and Gibbs free energy (ΔrH°, ΔrS°, ΔrG°, in respectively  
kJ mol-1, J mol-1 K-1, kJ mol-1); standard activation enthalpy, entropy and Gibbs free energy (Δ‡H°, Δ‡S°, 
Δ‡G°, in respectively kJ mol-1, J mol-1 K-1, kJ mol-1) at 298 K in the gas phase for the model reactions as 
shown in Figure 3-4 of Chapter 3. Standard state = 1 mol L-1. 
reaction orientation ΔrH° ΔrS° ΔrG° Δ‡H° Δ‡S° Δ‡G° 
R0 + TR0 ⇌ R0TR0  -52.3 -159.1 -4.8 -12.4 -164.4 36.6 
R0 + TP ⇌ R0TP  -44.1 -156.0 2.4 4.8 -155.0 51.0 
P+TR0 ⇌ PTR0 RR -74.4 -166.1 -24.8 11.8 -148.2 56.0 
 RS -73.1 -153.2 -27.5 -16.1 -161.4 32.0 
P+TP ⇌ PTP RRR -47.8 -159.0 -0.3 26.2 -156.8 73.0 
 RRS -57.8 -158.6 -10.5 -7.5 -162.9 41.0 
 SRR -52.2 -161.4 -4.1 0.0 -164.9 49.1 
 SRS -65.9 -171.9 -14.7 -12.1 -171.6 39.1 
Table B-2. Equilibrium coefficients for addition-fragmentation (Kc) and rate coefficients of addition and 
fragmation (kadd and kfrag) in the gas phase for the model reactions as shown in Figure 3-4 of Chapter 3. 
  Kaf(298 
K) 
kadd(298 
K) 
kfrag(298 
K) 
Kaf(393 
K) 
kadd(393 
K) 
kfrag(393 
K) 
  L mol-1 L mol-1 s-1 s-1 L mol-1 L mol-1 s-1 s-1 
R0 + TR0 → R0TR0 3.0E-01 9.9E+04 3.3E+05 1.9E-03 4.0E+04 2.1E+07 
R0 + TP → R0TP 1.6E-02 3.1E+02 1.9E+04 2.3E-04 6.7E+02 2.9E+06 
P+TR0 → 
PTR0 
RR 9.4E+02 4.6E+01 4.9E-02 6.9E-01 1.9E+02 2.7E+02 
 RS 2.8E+03 6.6E+05 2.3E+02 2.3E+00 1.8E+05 7.9E+04 
P+TP → PTP 
RR
R 
5.3E-02 4.7E-02 8.9E-01 5.1E-04 8.1E-01 1.6E+03 
 RRS 3.1E+00 1.8E+04 5.7E+03 1.1E-02 1.1E+04 1.0E+06 
 RSS 2.3E-01 7.0E+02 3.1E+03 1.4E-03 9.2E+02 6.4E+05 
 RSR 1.6E+01 3.9E+04 2.4E+03 2.7E-02 1.6E+04 5.9E+05 
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B.2. Thermodynamic and kinetic data for all stereoisomers in bulk 
Table B-3. Equilibrium coefficients for addition-fragmentation (Kc) and rate coefficients of addition and 
fragmation (kadd and kfrag)  in bulk (styrene) for the model reactions as shown in Figure 3-4 of Chapter 3. 
  Kaf(298 
K) 
kadd(298 
K) 
kfrag(298 
K) 
Kaf(393 
K) 
kadd(393 
K) 
kfrag(393 
K) 
  L mol-1 L mol-1 s-1 s-1 L mol-1 L mol-1 s-1 s-1 
R0 + TR0 → R0TR0 1.9E-01 2.7E+04 1.5E+05 9.5E-03 1.1E+05 1.1E+07 
R0 + TP → R0TP 2.3E-02 2.2E+01 9.7E+02 2.2E-03 1.7E+02 7.9E+04 
P + TR0 → 
PTR0 RR 7.6E+01 2.9E+01 3.8E-01 9.5E-01 1.0E+03 1.1E+03 
 RS 1.1E+03 2.8E+06 2.5E+03 9.4E+00 3.7E+06 4.0E+05 
P + TP → PTP 
RR
R 2.3E-01 2.5E+00 1.1E+01 1.1E-02 1.0E+02 8.9E+03 
 RRS 6.6E+00 4.2E+04 6.3E+03 1.6E-01 1.7E+05 1.0E+06 
 RSS 3.1E-01 5.3E+03 1.7E+04 1.6E-02 3.4E+04 2.1E+06 
 RSR 5.6E+00 2.4E+04 4.3E+03 1.3E-01 1.1E+05 8.7E+05 
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Appendix C  
Glossary 
Ab initio 
Latin term for “from first principles”. It refers to the fact that the results are obtained by 
applying the established laws of nature without assumptions or experimental input. Ab initio 
methods determine the energy of a system by solving the Schrӧdinger equation. 
Apparent rate coefficient 
Rate coefficient related to the observed kinetics, i.e. the rate coefficient determined by the 
intrinsic chemical rate coefficient and transport phenomena related to diffusion. 
Arrhenius activation energy of a reaction step 
Ea in 𝑘 = 𝐴 𝑒𝑥𝑝(−𝐸𝑎/𝑅𝑇) with k the rate coefficient of the reaction step, R the universal gas 
constant, T the temperature and A the pre-exponential factor; measure for temperature 
dependence of the rate coefficient. 
Assisted transition state 
Transition state in which an assisting molecule is involved that is not part of the corresponding 
reactants or products, e.g. in forming a six-membered ring to enable a proton transfer.  
Basis set 
Set of (usually Gaussian) functions used to describe the molecular orbitals in ab initio 
calculations. 
Chain length 
The number of repeating units (coming from the monomer(s)) in a polymer molecule. Usually, 
this is given as an average value; which can be number averaged or mass averaged. 
Chain transfer 
Reaction leading to the transfer of the radical center between two species. 
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Chain transfer coefficient 
Ctr, the ratio of the rate coefficient of chain transfer to the propagation rate coefficient  
Controlled radical polymerization 
see Reversible deactivation radical polymerization 
Conversion 
Measure for the amount of a reactant that has been transformed into products as a result of a 
chemical reaction. 
Dead polymer moleculeG 
Polymer molecule without end-group functionality. 
Degree of polymerization 
see Chain length 
Density Functional Theory 
Computational method that derives properties of the molecule based on a determination of the 
electron density of the molecule. Unlike the wave function, which is not a physical reality but 
a mathematical construction, electron density is a physical characteristic of all molecules. 
Diffusion 
Movement of the center-of-mass of a molecule in a reaction mixture. 
Dormant polymer molecule 
Polymer molecule having end-group functionality. 
Elementary reaction step 
The transformation of reactants to in products in a single step with a single transition state, i.e. 
without passing over an intermediate. 
End-group functionality 
Functional group allowing further chemical modification. In RAFT polymerization, this group 
always contains a thiocarbonyl moiety. 
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Enthalpy 
H, thermodynamic quantity that is calculated from the internal energy U as H = U + pV, with p 
the pressure and V the volume of the system. 
Entropy 
S, thermodynamic quantity that is related to the disorder of the system. A system with a larger 
number of states that can be occupied will have a higher entropy. 
Gas chromatography 
The process in which the components of a mixture are separated from one another by injecting 
the sample into a carrier gas which is passing through a column or over a bed of packing with 
different affinities for adsorptive of the components to be separated. 
Gibbs free energy 
G, thermodynamic quantity that is calculated as G = H – TS with H the enthalpy, T the 
temperature and S the entropy. 
Group additivity method 
Technique that allows to predict properties from molecular structures 
Harmonic oscillator approximation 
Model to describe internal modes in molecules as harmonic oscillators: a system that is 
displaced from its equilibrium position experiences a restoring force proportional to the 
displacement. 
Internal energy  
U, the total energy contained by a thermodynamic system. It has two major contributions, i.e. 
the kinetic energy and potential energy. 
Intermediate 
Formed from a reactant and transforms into a product during a chemical reaction. The 
intermediate is often a short-lived and unstable species that cannot directly be detected during 
a reaction. 
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Kinetic model 
Set of rate equations related to the different reactions occurring in the reaction mechanism of a 
chemical system. 
Level of theory 
Approach to solve the Schrödinger equation. In general there are two degrees of freedom: 1) 
the treatment of electron correlation and 2) the basis set. 
Mechanism 
A sequence of elementary steps in which reactants are converted into products, often through 
the formation of intermediates. 
Microkinetic model 
A kinetic model that describes processes using only elementary reactions. 
Michael addition 
1,4-addition or conjugate addition of a Michael donor – in its original definition an enolate, but 
now expanded in scope to other nucleophiles such as thiolates, amines, phosphines, ... – to a 
Michael acceptor – an activated olefin or alkyn – in which the former adds across the double 
bond of the latter. 
Minimum energy path 
The rearrangement of atoms in a chemical system from reactants to products with the lowest 
increase of energy. 
Monomer conversion 
Monomer consumed with respect to initial amount. 
Partition function 
A measure for the statistical properties of a system. For a canonical ensemble, the partition 
function is the Boltzmann sum over the different microstates the system can occupy. 
Polymer dispersity of the chain length distribution of the polymer 
Ratio of the mass to number average chain length; measure for the broadness of the molar mass 
distribution of the polymer. 
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Propagation of a radical 
Reaction leading to chain growth, i.e. addition to monomer. 
Pseudo steady state approximation 
Assumption that the time rate of change of the concentration of a certain species during a 
reaction is zero. 
Rate coefficient 
The coefficient of proportionality for the calculation of a reaction rate. 
Rate equation 
Equation expressing the reaction rate as a function of concentrations or pressures of the 
reactants and the rate coefficient. 
Reaction coordinate 
A measure to represent the progress along a reaction path, usually formed by the combination 
of one or more internal coordinates of the system, such as bond lengths or angles. 
Reversible addition-fragmentation chain transfer (RAFT) polymerization 
Radical polymerization technique allowing ‘controlled’ polymer properties, i.e. a narrow chain 
length distribution and high livingness. RAFT polymerization is based on an exchange of the 
end-group functionality via an addition-fragmentation mechanism with (macro-) RAFT chain 
transfer agent. 
RAFT exchange 
Reversible chain transfer between a macroradical and (macro-) RAFT CTA by a consecutive 
addition and fragmentation reaction. 
RAFT pre-equilibrium 
Phase during the RAFT polymerization in which the initial RAFT agent is still present in the 
reaction mixture 
RAFT main equilibrium 
Phase during the RAFT polymerization in which the initial RAFT agent is fully consumed and 
addition-fragmentation reactions occur exclusively with the macro-RAFT agent. 
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Reversible deactivation radical polymerization (RDRP) 
Radical polymerization technique in which control over the chain length distribution and 
livingness of the polymer is established by reversible deactivation of the macroradicals with a 
RDRP agent. 
Scaling factor 
Empirical factor that is used to improve the agreement between experiment and theoretical 
calculation. 
Termination of radicals 
Reaction leading to the formation of (a) dead polymer molecule(s) with the disappearance of 
two radical reactive centers. 
Transition state 
Saddle point on the potential energy surface along the minimum energy path. A normal mode 
analysis on the TS structure yields one imaginary frequency. 
Transition state theory 
Theory that allows to calculate rate coefficients assuming quasi-equilibrium between the 
reactant and transition state. In classical transition state theory, the geometry of the reactants 
and transition state structures are defined by their minimum energy conformation, in variational 
transition state theory, this is by the minimum Gibbs free energy conformation. 
Zero-point vibrational energy 
The energy of vibration of a molecule at absolute zero (0 K). This is a quantum chemical effect 
arising from the uncertainty principle. 
 
 
   
 
 
 
 
