Iterative learning control (ILC) is a design technique which can achieve accurate tracking by learning over repeated task attempts. However, long-term stability remains a critical limitation to widespread application, and to-date robustness analysis has overwhelmingly considered structured uncertainties. This paper substantially expands the scope of existing ILC robustness analysis by addressing unstructured uncertainties, a widely used ILC update class, the presence of a feedback controller, and a general task description that incorporates the most recent expansions in the ILC tracking objective. Gap metric based analysis is applied to ILC by reformulating the finite horizon trialto-trial feedforward dynamics into an equivalent along-the-trial feedback system, as well as deriving relationships to link their respective gap metric values. The results are used to generate a comprehensive design framework for robust control design of the interacting feedback and ILC loops. This is illustrated via application to rehabilitation engineering, an area where they meet an urgent need for high performance in the presence of significant modeling uncertainty.
Introduction
The iterative learning control (ILC) paradigm addresses tracking of a fixed reference trajectory over a finite time interval of T seconds. Each attempt is termed a 'trial', and the system is reset between trials to the same starting position. The tracking error is recorded during each trial, and in the reset period is used to update the control signal with the aim of reducing the error during the subsequent trial. ILC was originally developed to enable precision control of industrial robotics, but now covers a rich theoretical framework and broad range of applications, see e.g. [5, 1] . While impressive tracking performance is achievable on nominal systems and satisfactory performance has been achieved in practical applications, robustness remains a serious issue. In practice it has been found that long term instabilities degrade the performance and convergence of the standard algorithms.
ILC long term stability is not well understood, and a variety of methods (e.g. quantisation, filtering, suspension of learning) have been proposed to address the commonly encountered problem of convergence, followed by rapid divergence. These often lack theoretical basis and there remains debate on the cause of this phenomenon. Previous robustness results relate to multiplicative and additive uncertainty descriptions [20, 16, 26, 24, 6, 10] , or to parametric uncertainty [2] . Unstructured uncertainties were addressed in [8] where it was shown that there exists a non-zero stability margin for a class of adaptive ILC algorithms. However, the analyEmail address: cf@ecs.soton.ac.uk (C. T. Freeman).
sis was not extended to more general ILC update classes. It is hence desirable for a general framework to quantify the effect of realistic model mismatch, thereby informing practical design. Furthermore, there is also a need to incorporate recent expansion in the ILC framework in which the tracking objective is generalized to permit tracking only at isolated time-points or over intervals in [0, T ] [23, 11, 19] . This expanded class meet the needs of a wide range of industrial processes, such as robotic pick-and-place tasks, welding, and coordinated motion. However, the only robustness results for this expanded task framework relate to multiplicative uncertainty [18] . This paper substantially expands the scope of existing ILC robustness analysis by addressing for the first time: (1) unstructured uncertainties, (2) a general ILC update class, and (3) a full generalization of the task descriptions that have so far been considered in ILC. To maximize impact, we also consider inclusion of a feedback controller. Analysis is based on the nonlinear gap metric of [9] , which is applied to ILC by reformulating the within-in trial feedforward action as trial to trial feedback action. The resulting gap on the trial to trial dynamics is then translated back to the original plant. This paper is arranged as follows: a general problem description is defined in Section 2, and robust performance analysis is undertaken in Section 3 with proofs contained in the appendix. To illustrate the power of the framework, results are presented in Section 4 from an application to stroke rehabilitation. Section 5 contains conclusions and topics of future work.
Problem Description
We consider the general along-the-trial system mapping
which is assumed bounded-input, bounded-output (BIBO) stable. Subscript k ∈ N + denotes the trial number, and the control structure is shown in Figure 1 . Feedback controller Fig. 1 . ILC and feedback control structure with true system N.
is used to provide baseline performance and rejection of external disturbances u 0,k , y 0,k . The closed loop [N, K] is assumed well-posed, and the standard control problem is for plant output y k to track a reference signalŷ ∈ L p 2 [0, T ] as k increases. In ILC, this is achieved by successively updating feedforward signal v k using the tracking error e k =ŷ + y 0,k − y k . Tracking over the full duration [0, T ] is often unnecessary, and hence we consider the more general case of tracking q sub-intervals (i.e.
, or at isolated time points (i.e. setting t j−1 = t j ). This generalization covers the most recent expansions in the ILC task, e.g. [23, 11, 19] . To include all these cases, we introduce a projection operator
to extract the required sub-interval components, where P j is a p j × p matrix of full row rank specifying the output components involved in movement stipulated over time interval
The control objective is therefore
where the 'extended' reference and output areŷ e = Pŷ and y e k = Py k respectively. The standard ILC objective of minimizing e k 2 is restored by setting P = I (via q = 1, t 1 = T , P 1 = I). To achieve (4), we consider the ILC update structure
where operator L :
, to the true plant dynamics N. The following result is an extension of existing ILC convergence criteria to include the extended task description of (3) and the general case of MIMO dynamics with arbitrary input and output dimensions. Alternatively, if ILC operator L is chosen to satisfy
then the ILC update signal converges as
Note that necessary and sufficient conditions for the existence of an operator L to satisfy (6) and (8) for an arbitrary referenceŷ e are respectively
) where (PG) * = G * P * is the adjoint of operator PG. Having designed K and L based on the approximate model M, we now establish their robust performance when applied to the true plant N. To do this it is necessary to embed the ILC trial-to-trial update dynamics and the feedback controller along-the-trial dynamics within a single system description.
Robust Performance
The nonlinear gap metric, δ , is an established measure of distance between two systems [9] . To apply gap based robust stability results to ILC, it is first necessary to reformulate the finite-duration along-the-trial feedforward dynamics as a trial to trial feedback system with discrete-time sample instant k. Then the resulting conditions must be translated back to the original along-the-trial system. First express the dynamics over t ∈ [0, T ] of the k th trial as a single time instant of a so-called 'lifted' system, by writing the signals appearing in Figure 1 as
and then define the corresponding lifted signal spaces
Trial-to-trial operatorsN,K,L can then be expressed in terms of their along-the-trial counterparts as:
(16) The trial-to-trial system is shown in Figure 2 , with dynamics 
Since (12)- (16) defines a dynamic system in lifted space, it is possible to derive the robust performance results for the case where the control scheme operates with the true plant.
Theorem 3.1 Let L be designed to satisfy either (6) or (8) of Theorem 2.1. Then the true combined feedback and ILC system [N,C] is BIBO stable if the biased gap satisfies
where the gain bound associated with
with the purely feedback component (i.e. L = 0) given by
In particular, convergence of the true system satisfies
Proof: See Appendix A. 2
The interpretation of condition (17) is that the proposed controller stabilizes a 'ball' of plants in the uncertainty space centred about the nominal system modelM. The radius of this ball is b
M//K in the case of feedback action alone, but reduces when ILC action is added (due to the introduction of the additional term on the right hand side of (18)). Note that the right hand side of (18) is always finite if L is bounded, so the radius of this ball is always greater than zero and increases in size as L reduces to zero. This means that Theorem 3.1 provides a transparent method to design both the feedback and ILC controller components to weigh performance against robustness. The next result translates the gap metric between lifted systemsM,N to the standard along-the-trial gap metric between original systems M, N.
Theorem 3.2
The gap measure of mismatch between lifted system operatorsM andN can be related to the mismatch between their respective unlifted counterparts M and N via
where δ (M, N) is the biased gap between unlifted systems.
Hence we can replace δ (M,N) by either δ (M, N) or sup k∈N + N|ū k − M throughout Theorem 3.1. Theorem 3.1 provides explicit conditions guaranteeing robust performance, and relationships (21) enable straightforward computation using the standard along-the-trial operators M and N. Together, these motivate Design Procedure 1, which is a major extension of existing ILC robustness results: not only are robust performance bounds given for unstructured uncertainties, but the results also clearly show the effect of the tracking objective, feedback controller, and ILC update design. Condition (20) bounds convergence with respect to (u k , y k ) which are related to the ideal nominal signals (e.g. those appearing in (7), (9)) via continuous functionΨ defined in (B.1). Figure 3 summarises the control design procedure for stabilisation of an unknown true plant. 
Design Procedure Application Example
The power and generality of the results are now illustrated by applying them to the field of stroke rehabilitation. This is an area of intense current interest but one in which accurate model identification is challenging. We first show how ILC operator L can be computed to satisfy (6) in the case that (10) holds, or to satisfy (8) in the case that (11) holds. 
Design Procedure 1 : Guidelines for robust stability Define task : If feasible in practice, reduce the time intervals or isolated instants over which tracking is required such that the resulting task objective operator, P has minimal norm. Select feedback controller : Select feedback action K to provide baseline tracking and disturbance rejection while minimizing b M,K given by (19) . Select ILC algorithm : Compute an ILC operator L to satisfy (6) , (8) within Theorem 2.1. To maximize robustness, this must minimize the right hand side of (18), which requires that both L and γ are minimised. Reducing both L and γ corresponds to slower convergence, and can be made arbitrarily small if convergence speed is not an issue. Inspect robust uncertainty :
using (18) and compare against realistic cases of model uncertainty found using the right-hand term in (21) . If the radius of the 'ball' of stabilized plants is too small, then compute alternative feedback and ILC controllers. Experimental evaluation : Implement the controller, measure and quantify performance. If necessary, redefine the task (to reduce P ), slow learning (to reduce L ) or de-tune feedback tracking performance (to reduce b M//K ) in order to increase the radius of the stabilized ball of plants. Alternatively, re-identify the plant model M to reduce the mismatch, δ (M, N), between it and the true system N.
If (10) holds, then (6) is satisfied and furthermore v ∞ is the minimum input solution to (4), i.e.
Alternatively, if (11) holds, then (8) is satisfied, and v ∞ additionally solves (4).
Proof: This can be shown by extending the Hilbert space optimality analysis of [18] , and by embedding within it the projection operator P defined by (3). 2
Rehabilitation System Description
Upper limb rehabilitation requires neurologically impaired participants to repeatedly perform tracking movements with their affected arm, with a rest period in between attempts. In recent years there has been a shift towards model-based control design of electrical stimulation (ES) and robotic therapy (RT) which are used to facilitate the intense, goal-orientated training of movement tasks that is needed for effective recovery. The repetitive nature of the rehabilitation process has led to a significant number of clinical studies involving ILC [21, 17, 4, 3, 22, 12] to control the assistance. However, the difficulty of accurately identifying a model in clinical practice makes robust ILC Design Procedure 1 highly valuable.
Let u denote the m ES signals applied to artificially innervate muscles over time interval t ∈ [0, T ]. If the i th muscle acts about a single joint with angle y j (t), then the standard Hill type model gives the resulting moment as
where h i (u i (t),t) is a Hammerstein structure comprising static non-linearity, h IRC,i (u i (t)), representing the isometric recruitment curve, cascaded with stable linear activation dynamics, H LAD,i . Bounded termF M, j,i (·) captures the effect of joint angle and angular velocity on the moment generated. As multiple muscles and/or tendons may each span any subset of joints, the general expression for the total moment produced about the j th joint is represented by
is the moment arm of the i th muscle with respect to the j th joint, where continuous function E is the associated excursion [25] .
where H(y(t),ẏ(t)) = C(y(t),ẏ(t))ẏ(t) + F(y(t),ẏ(t)) + G(y(t)) + R(y(t)). Here B(y(t)) and C(y(t),ẏ(t)) are respectively the p × p inertial and Coriolis matrices of the amalgamated structure, and G(y(t)) is the p × 1 combined gravity vector. The p × 1 term R(y(t)) is the assistive moment produced by the mechanical passive/robotic support. Finally, F(y(t),ẏ(t)) is the p × 1 anthropomorphic stiffness and damping vector representing joint stiffness, friction, and spasticity, which can be represented by the form
The next assumption is common in RT, and is satisfied by suitably adjusting the mechanical passive or robotic support.
Assumption 4.2 Let system (26), (27) have forms F e,i (y(t)) = F e,i (y i (t)), F v,i (ẏ(t)) = F v,i (ẏ i (t)), i = 1, · · · , p, and let support R(y) be adjusted to satisfy the passivity condition
for some signal pair (τ,ȳ).
Operator Description of the Rehabilitation System
The stimulated arm system (24)-(27) equates to the map
with elements defined by the operators 
Bounds on Muscle Fatigue
Since system (29) is BIBO stable (see Appendix A), we can directly specify Design Procedure 1 to yield a powerful design philosophy for rehabilitation. Within this, Theorem 3.1 and Theorem 3.2 bound specific sources of modeling error. The known structure of the system can be further exploited to yield more detailed, explicit bounds on common sources of uncertainty within the stimulated arm RT system. One of the most common sources is muscle fatigue, and is used next to illustrate the approach. Proposition 4.3 Suppose linear approximations to the dynamics H RB , tendon function F m and muscle curve h IRC , given by H RB F m andh IRC respectively, are used to construct nominal model M = H RB F m H LADhIRC , which is subsequently used to design feedback controller K and ILC operator L satisfying (18) of Theorem 3.1. Then the system has a robust stability margin, and in particular is stable if
where the model mismatch due to muscle fatigue is
and the model mismatch due to linearization is
Proof: See Appendix C. 2 Proposition 4.3 bounds the allowable muscle fatigue which is characterised by the term ∆ IRC . This model mismatch increases as the patient experiences fatigue. The bound is given in terms of the modelling error due to linearization, which can be assumed to not vary. The feedback and/or ILC design can always be modified to ensure condition (30) is satisfied, e.g. by sacrificing convergence speed, and/or the range of frequencies over which convergence occurs. For the first time, Proposition 4.3 enables rehabilitation control systems to be designed to operate effectively in the presence of stipulated muscle fatigue bounds.
Experimental Results
Ten unimpaired participants were recruited and denoted P1 -P10 (aged 32 to 67 years). Each participant was instructed to provide no voluntary effort, and this was confirmed via surface electromyography measurement. Two pairs of 5 cm × 5 cm surface electrodes were positioned to stimulate nerves activating the anterior deltoid and triceps respectively. A 4 × 6 element fabric electrode array was positioned on the forearm with a cathode electrode positioned over the styloid process of the ulna. The system is shown in Figure 4 . Two sets of electrode array elements were then chosen using a procedure described in [7] to correspond to wrist and finger extensors. The resulting four channels of ES (m = 4) comprised 40Hz square pulse trains whose pulsewidth was the controlled variable (0 -300 µs). Each pulse train was generated by real-time hardware (dSPACE ds1103) and amplified by a modified commercial four channel voltage-controlled stimulator (Odstock Medical Ltd, UK). Two non-contact sensors (Kinect and PrimeSense) were used to measure wrist, elbow and index finger flexion/extensor, together with shoulder elevation. Further details of the sensor accuracy, angle definitions and hardware appear in [7] . Two tasks were specified for each participant to perform: a light switch task and a drawer closing task. Each task was completed at two speeds: 5 seconds duration and 10 seconds duration. The approximate model M used for design was estimated at the beginning of the test session by applying ES sequences in an isometric identification test [13] .
To achieve the two tasks, the model M was augmented to include joint velocity as well as position. Then the projection operator was defined using q = 2, t 1 = t 2 = T , with P 1 = 0, P 2 = I to extract the position and velocity of the joints at the time instant t = T only. Referenceŷ e then contained the position of the light switch or drawer. For each participant, feedback controller K was selected as a proportionalintegral-derivative controller. Following this, the ILC form (5) with learning operator (22) was then implemented in the control scheme of Figure 1 . Design Procedure 1 was applied to tune the parameters in order to balance tracking performance, convergence speed, and robustness to modeling uncertainty. Figure 5a) shows tracking results when the feedback controller K was chosen to have the small b M//K value of 2.35, and the ILC operator was chosen to have a larger gain bound of 3.72. Rapid ILC convergence can be observed at the expense of more oscillatory learning transients. Figure 5b) shows the case where K was tuned with an increased b M//K value of 4.12, and the ILC convergence speed was reduced (via reduction of γ) to give a gain bound of 1.89. These results illustrate the use of Design Procedure 1 to manipulate the available robustness margin in practice.
Time ( Results are shown in Table 1 for all participants, where the percentage error is computed using 100( e e / ŷ e ). These confirm the efficacy of the general design procedure, and its suitability for rehabilitation in particular. All tasks were achieved accurately by allowing the designer to transparently manipulate robustness. Moreover they can also modify the task (through P) and effort that must be put into identifying an accurate model (through the stipulated gap bound) in meeting the condition of Theorem 3.1. The efficacy of the design procedure has led to its adoption in clinical practice [15] . Table 1 Percentage error during functional tasks (k = 1, k = 6).
Conclusions and Future Work
This paper establishes a principled framework for robust ILC design. By considering unstructured uncertainties, it considerably enlarges the scope of existing analysis in this field. Moreover, it embeds separate feedback control and ILC loops with each component utilizing the available robustness margins of the other to maximize overall performance. It thereby provides a mechanism for transparent control design which can balance performance and convergence speed. A substantial generalization is the inclusion of projection operator P which significantly enlarges the class of tasks that are supported. This provides the first robustness analysis to quantify the effect of the task on performance. To illustrate the framework's widespread applicability throughout ILC, it has been specified to the field of rehabilitation engineering where the difficulty in obtaining accurate models is particularly challenging. The use of projection P is also critical to support natural motor control motions required in clinical practice. Results have confirmed its efficacy and constitute the first robustness study in this domain.
The next stage of development is to extend the classes of feedback and ILC operators to nonlinear forms. The combined feedback and ILC framework will also be employed in practice within further clinical rehabilitation programmes with more functional movements (e.g. eating, brushing hair).
A Proof of Theorem 3.1
The required projection bound is given by
With the inclusion of disturbances u 0 , y 0 , the signals in Figure 2 (with N replaced by M) satisfỹ
It follows that
so that
which we can express recursively as
where we have used the identity
Hence, taking v(0) = 0,ẽ(0) = (I +MK) −1 ŷ+(−M, I)w 0 (0) ,
We can then produce the plant input
We next employ the identity:
which, if condition (6) holds, ultimately produces the bound
Next use the identity:
and substitute it into (A.3) to obtain
which, if condition (8) holds, ultimately produces the bound (18) is an upper bound for both (A.4) and (A.6). The final result follows by applying the gap bounds of [9] . 
for some u < ∞.
It follows that u +ū ū < ∞, and since N is bounded N(u +ū) ū = y +ȳ ȳ < ∞. We therefore define the map
Hence x ∈ GM and we noteΨ ū 1 y 1 = ū y . The non-linear biased gap metric measures the mismatch between plant model M and true system N, and is defined as
:Ψ is a causal, surjective map from GM to GN withΨ ū 1
It therefore follows that − F e (ȳ) − R(ȳ) − G(ȳ) δ σ so thaṫ V (ỹ(t),ẏ(t)) =ẏ(t) B(ỹ(t) +ȳ(t))ÿ(t)+ y(t) Ḃ (ỹ(t) +ȳ(t)) 2ẏ (t) +ẏ(t) F e (ỹ(t) +ȳ(t)) + G(ỹ(t) +ȳ(t)) + R(ỹ(t) +ȳ(t) − y(t) F e (ȳ(t)) + G(ȳ(t)) + R(ȳ(t)) =ẏ(t) Ḃ (y(t)) 2 −C(y(t),ẏ(t)) − F v ẏ(t)+ y(t) (τ(t) −τ(t)). and it follows that system (C.1) is BIBO stable about (τ,ȳ).
Hence Theorem 3.1 may be applied using the forms N|ū 
