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In this paper, we consider a single-server system with working vacations and vacation interruption policies. Under the
working vacation policy, the server can also take service for the main jobs or customers during the vacation period with
the lower rate rather than stopping completely. The vacation period becomes the lower speed operation period of the queue-
ing system. Meanwhile, under the vacation interruption policy, the server can come back to normal working level immedi-
ately once some indices of the system, such as the number of the main jobs, achieves the certain value. Thus, working
vacation policy determines how the server use the vacation time and vacation interruption controls when the system ends
the vacation period or the lower speed operation period.
For working vacation models, Servi and Finn [1] ﬁrst studied an M/M/1 queue with working vacation. Their work is moti-
vated and illustrated by the analysis of a WDM optical access network using multiple wavelengths which can be reconﬁg-
ured. Subsequently, Kim et al. [2], Wu and Takagi [3] generalized results in [1] to M/G/1 queue with working vacation. Baba
[4] extended this study to a GI/M/1 queue with working vacation by the matrix-analysis method. Recently, Banik et al. [5]
analyzed the GI/M/1/N queue with working vacation and presented a series of numerical results. Li and Tian [6,7] connected
working vacation and vacation interruption and analyzed the discrete-time GI/Geo/1 and GI/M/1 queue with working vaca-
tions and vacation interruption.
The Markovian arrival process (MAP) is a useful mathematical model for escribing bursty trafﬁc in modern communica-
tion networks, and is a rich class of point processes containing many familiar arrival processes such as Poisson process,
PH-renewal process, Markov modulated Poisson process, etc. Readers may refer to chapter 8 in Bocharov [8].. All rights reserved.
).
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and vacation interruption are connected and the server enters into vacation when there are no customers and he can take
service at the lower rate during the vacation period. If there are customers in the system at the instant of a service comple-
tion during the vacation period, the server will come back to the normal working level no matter whether the vacation ends.
Otherwise, he continues the vacation.
The rest of this paper is organized as follows. The model is given in Section 2. The stationary differential equations of the
model and their solutions are obtained in Section 3. The expression for the distributions of the stationary queue length and
the waiting time in Section 4.
2. Description of the model
In this section, we describe the MAP/G/1 queue with working vacations and vacation interruption. The model is described
as follows.
We assume that the arrivals of customers are MAP with matrix descriptor (D0,D1), where the inﬁnitesimal generator
D0 + D1 of sizes m m is irreducible and positive recurrent. Let ep be the stationary probability vectors of D0 + D1. Then
k ¼ epD1e is the stationary arrival rate, where e is a column vector of ones.
The server begins a vacation each time when the queue becomes empty and if there are customers arriving in a vacation
period, the server continues to work at a lower rate. The working vacation period is an operation period in lower speed. At a
service completion instant, if there are customers in the system in the vacation period, the server will come back to the nor-
mal working level, i.e. vacation interruption happens. Otherwise, he continues the vacation. Meanwhile, if there is no cus-
tomer when a vacation ends, the server begins another vacation, otherwise, he switches to the normal working level.
The distribution function of the service time in normal working period is expressed byS1ðxÞ ¼ 1 exp 
Z x
0
uðtÞdt
 
;with mean 1/l 2 (0,1) and LST b1(s); while the distribution function of the service time in working vacation is expressed byS0ðxÞ ¼ 1 exp 
Z x
0
vðtÞdt
 
;with mean 1/g 2 (0,1) and LST b0(s). The working vacation times are assumed to be exponentially distributed with rate h.
Service times during normal working level, service times during working vacation, and working vacation times are indepen-
dent of the arrival process. The trafﬁc intensity is given by q ¼ kl.
3. The differential equations and the solution for the model
In this section, we ﬁrst introduce several supplementary variables to make the model Markovian and set up the system of
stationary differential equations for the mode. We then provide an approach for solving these equations.
Let N(t) be the number of customers in the system at time t, and I(t), n0(t), n1(t) be the phases of the arrivals of process, the
elapsed service time during working vacation and normal working period at time t, respectively. DeﬁneJðtÞ ¼ 0; the server is on working vacation;
1; the server is on normal working period:

Then {N(t), J(t), I(t),n1(t),n2(t): tP 0} is a Markov process with state space expressed as:X ¼ fð0;0; iÞ : 1 6 i 6 mg [ fðn; 0; i; xÞ : nP 1;1 6 i 6 m; xP 0g [ fðn;1; i; xÞ : nP 1;1 6 i 6 m; xP 0g:
We deﬁne:Pð0Þ0;i ðtÞ ¼ PfNðtÞ ¼ 0; JðtÞ ¼ 0; IðtÞ ¼ ig;
Pð0Þn;i ðt; xÞdx ¼ PfNðtÞ ¼ n; JðtÞ ¼ 0; IðtÞ ¼ i; x 6 n0ðtÞ < xþ dxg;
Pð1Þn;i ðt; xÞdx ¼ PfNðtÞ ¼ n; JðtÞ ¼ 1; IðtÞ ¼ i; x 6 n1ðtÞ < xþ dxg:Write the above probabilities into vector form as:Pð0Þ0 ðtÞ ¼ Pð0Þ0;1ðtÞ; Pð0Þ0;2ðtÞ; . . . ; Pð0Þ0;mðtÞ
 
;
Pð0Þn ðt; xÞ ¼ Pð0Þn;1ðt; xÞ; Pð0Þn;2ðt; xÞ; . . . ; Pð0Þn;mðt; xÞ
 
;
Pð1Þn ðt; xÞ ¼ Pð1Þn;1ðt; xÞ; Pð1Þn;2ðt; xÞ; . . . ; Pð1Þn;mðt; xÞ
 
:Since we are interested in the stationary behavior of the system, deﬁnePð0Þ0 ¼ limt!1P
ð0Þ
0 ðtÞ; Pð0Þn ðxÞ ¼ limt!1 P
ð0Þ
n ðt; xÞ; Pð1Þn ðxÞ ¼ limt!1 P
ð1Þ
n ðt; xÞ:
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ð0Þ
n ðxÞ; Pð1Þn ðxÞ;nP 1
n o
satisﬁes the following system of differential equations:d
dx
Pð0Þn ðxÞ ¼ Pð0Þn ðxÞ½D0  vðxÞI  hIÞ þ ð1 d1;nÞPð0Þn1ðxÞD1; nP 1; ð3:1Þ
d
dx
Pð1Þn ðxÞ ¼ Pð1Þn ðxÞ½D0  uðxÞI þ ð1 d1;nÞPð1Þn1ðxÞD1; nP 1; ð3:2Þwith the boundary conditions0 ¼ Pð0Þ0 D0 þ
Z 1
0
Pð0Þ1 ðxÞvðxÞdxþ
Z 1
0
Pð1Þ1 ðxÞuðxÞdx; ð3:3Þ
Pð0Þ1 ð0Þ ¼ Pð0Þ0 D1; Pð0Þn ð0Þ ¼ 0; nP 2; ð3:4Þ
Pð1Þn ð0Þ ¼ h
Z 1
0
Pð0Þn ðxÞdxþ
Z 1
0
Pð0Þnþ1ðxÞvðxÞdxþ
Z 1
0
Pð1Þnþ1uðxÞdx; nP 1 ð3:5Þand the normalization conditionPð0Þ0 þ
X1
n¼1
Z 1
0
Pð0Þn ðxÞdxþ Pð1Þn ðxÞ
h i
dx
( )
e ¼ 1: ð3:6ÞIn the remainder of this section, we provide an approach to solve Eqs. (3.1)–(3.5). Throughout the rest of this paper, we de-
note by FðxÞ ¼ 1 FðxÞ the tail of distribution function F(x). We deﬁneP0ðz; xÞ ¼
X1
n¼1
znPð0Þn ðxÞ; P1ðz; xÞ ¼
X1
n¼1
znPð1Þn ðxÞ:It follows from (3.1) that@
@x
P0ðz; xÞ ¼ P0ðx; zÞðD0 þ D1z hI  vðxÞIÞ;which leads toP0ðz; xÞ ¼ P0ð0; zÞ expfD0 þ D1zgehxS0ðxÞ: ð3:7ÞSimilarly, it follows from (3.2) that@
@x
P1ðz; xÞ ¼ P1ðx; zÞðD0 þ D1z uðxÞIÞ;which leads toP1ðz; xÞ ¼ P1ð0; zÞ expfD0 þ D1zgS1ðxÞ: ð3:8ÞTo obtain expression of the coefﬁcient vectors, Pð0Þn ðxÞ and Pð1Þn ðxÞ for nP 1, of P0ðz; xÞ and P1ðz; xÞ, we need to deﬁne the con-
ditional probabilities of the MAP with matrix descriptor (D0,D1) as:Pi;jðn; tÞ ¼ PfKðtÞ ¼ n; JðtÞ ¼ jjKð0Þ ¼ 0; Jð0Þ ¼ ig;
where K(t) denotes the number of arrivals of the MAP during [0, t). Let P(n, t) = (Pi,j(n, t))mm and P
ðz; tÞ ¼P1n¼0znPðn; tÞ. Then
it follows from chapter 10 of Breuer [9] thatPðz; tÞ ¼ expfðD0 þ zD1Þtg ð3:9ÞSubstituting (3.9) into (3.7) and (3.8) gives,Pð0Þn ðxÞ ¼
Xn
i¼1
Pð0Þi ð0ÞPðn i; xÞehxS0ðxÞ; ð3:10Þ
Pð1Þn ðxÞ ¼
Xn
i¼1
Pð1Þi ð0ÞPðn i; xÞS1ðxÞ: ð3:11ÞClearly, all the probability vectors Pð0Þn ð0Þ ¼ 0 for nP 2 according to (3.4) and Pð0Þ1 ð0Þ ¼ Pð0Þ0 D1, thereforePð0Þn ðxÞ ¼ Pð0Þ0 D1Pðn 1; xÞehxS0ðxÞ: ð3:12Þ
Eqs. (3.11) and (3.12) provide a solution for Pð0Þn ðxÞ and Pð1Þn ðxÞ in terms of Pð0Þ0 and Pð1Þn ð0Þ; nP 1. Furthermore, boundary Eqs.
(3.3) and (3.5) will be used to determine the vectors Pð0Þ0 and P
ð1Þ
n ð0Þ; nP 1. Deﬁne
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Z 1
0
Pðn; xÞehxdS0ðxÞ; nP 0;
Bn ¼
Z 1
0
Pðn; xÞdS1ðxÞ; nP 0;
Cn ¼
Z 1
0
Pðn; xÞehxS0ðxÞdx; nP 0;
E0 ¼ D0 þ D1A0 þ I; En ¼ hD1Cn1 þ D1An; nP 1;
p ¼ Pð0Þ0 ; pð1Þ1 ð0Þ; pð1Þ2 ð0Þ;pð1Þ3 ð0Þ; . . .
 
andK ¼
E0 E1 E2 E3 . . .
B0 B1 B2 B3 . . .
B0 B1 B2 . . .
B0 B1 . . .
. .
. . .
.
0BBBBBBB@
1CCCCCCCA:According to the above deﬁnitions, the boundary Eqs. (3.3) and (3.5) can be written as:pK ¼ p:Theorem 3.1. The matrix K is irreducible and stochastic.Proof. From the deﬁnition of K, it is not difﬁcult to see that K is irreducible.
In what follows, we only need to check that
P1
n¼0Ene ¼ e;
P1
n¼0Bne ¼ e.X1
n¼0
Ene ¼ D0 þ I þ D1 h
X1
n¼0
Cn þ
X1
n¼0
An
 !" #
e:Note thath
X1
n¼0
Cne ¼ h
Z 1
0
expfðD0 þ D1ÞxgehxS0ðxÞdxe ¼ h
Z 1
0
ehxS0ðxÞdxe ¼ e
Z 1
0
ehxdS0ðxÞe;
X1
n¼0
Ane ¼
Z 1
0
expfðD0 þ D1ÞxgehxdS0ðxÞe ¼
Z 1
0
ehxdS0ðxÞe;we obtain that
P1
n¼0Ene ¼ ðD0 þ D1Þeþ e ¼ e. Similarly, we can prove that
P1
n¼0Bne ¼ e. hRemark 1. From the above we know that
P1
n¼0Bn  I is an inﬁnitesimal generator,it can be easily veriﬁed that ep is the
stationary probability vector of
P1
n¼0Bn  I. It is based on the principle of mean drift that K is positive recurrent if only
ifepB0e > epX1
n¼2
ðn 1ÞBne;which is equivalent to1 ¼ epX1
n¼0
Bne > epX1
n¼1
nBne ¼ q:Let ~x ¼ ðx0; x1; x2; . . .Þ be the stationary probability vector of the matrix K. It is clear that p ¼ a~x. The normalization con-
dition (3.6) and the expressions for Pð0Þn ðxÞ in (3.12) and Pð1Þn ðxÞ in (3.11) lead toa ¼ 1
x0eþ x0D1T1 þ
P1
i¼1xiT2
 
e
; ð3:13Þwhere T1 ¼
R1
0 expfðD0 þ D1ÞxgehxS0ðxÞdx; T2 ¼
R1
0 expfðD0 þ D1ÞxgS1ðxÞdx.
Now, we solve the equation (x0,x1,x2, . . .)K = (x0,x1,x2, . . .) for (x0,x1,x2, . . .) based on the censoring technique and RG-
factorization. Note that K is the transition probability matrix of M/G/1 type, the R- and G-measures play a key role in
evaluating its evaluating probability vector. For convenience, we restate some results about the R- and G-measures, which
are needed in this paper. Readers may refer to [10] for details. Let
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B1 B2 B3 . . .
B0 B1 B2 . . .
B0 B1 . . .
. .
. . .
.
0BBBB@
1CCCCA:We use bQ i;1; bQ ;1 and bQ 1; to denote the (i,1)th block, the ﬁrst block-row and the ﬁrst bolck-column of its fundamental matrixbQ ¼P1n¼0Qn ¼ ðI  QÞ1.
The sequence of matrices Gi, Gi,0, iP 1, referred to as the G-measures, can be expressed as:G1 ¼ bQ 1; BT0;0;0; . . . T ¼ bQ 1;1B0; ð3:14Þ
Gi ¼ bQ 1;ð0;0;0; . . . ÞT ¼ 0; iP 2; ð3:15Þ
G1;0 ¼ bQ 1; BT0;0;0; . . . T ¼ bQ 1;1B0 ¼ G1; ð3:16Þ
Gi;0 ¼ bQ 1;ð0;0;0; . . . ÞT ¼ 0; iP 2: ð3:17ÞThe sequence of matrices R0,j and Rj, jP 1, referred to as the R-measures, can be expressed as:R0;j ¼ ðEj; Ejþ1; Ejþ2; . . .ÞbQ ;1 ¼X1
i¼1
Eiþj1 bQ i;1; ð3:18Þ
Rj ¼ ðBjþ1;Bjþ2;Bjþ3; . . .ÞbQ ;1 ¼X1
i¼1
Biþj bQ i;1; jP 1: ð3:19ÞThe transition probability matrix W0 of the censored Markov chain of K to level 0,W0 ¼ E0 þ ðE1; E2; . . .ÞbQ BT0;0;0; . . . T ¼ E0 þ R0;1B0 ð3:20Þ
and we writeU0 ¼ B1 þ ðB2;B3; . . .ÞbQ BT0;0;0; . . . T ¼ B1 þ R1B0: ð3:21Þ
Based on the similar argument employed in Lemma 4 of Li and Zhao [11], we have the following lemma.Lemma 3.2. For jP 2,bQ j;1 ¼ Gj11 I U0ð Þ1; U0 ¼ I  ½ bQ 1;11:
Using this lemma, we can obtain some basic relationships among the R-, G-measures given in (3.14)–(3.19), respectively.Lemma 3.3(1) For jP 1,R0;j ¼
X1
j¼1
Eiþj1G
i1
1 ðI U0Þ1; ð3:22Þ
Rj ¼
X1
i¼1
BiþjG
i1
1 ðI U0Þ1: ð3:23Þ(2)W0 ¼ E0 þ
X1
i¼1
EiG
i
1; ð3:24Þ
U0 ¼ B1 þ
X1
i¼1
Biþ1G
i
1: ð3:25Þ(3) The matrix G1 is the minimal nonnegative solution to the system of matrix equationsG1 ¼
X1
i¼0
BiG
i
1: ð3:26Þ
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(1) Using Lemma 3.2 in Eqs. (3.18) and (3.19), we can obtain the results.
(2) From Eq. (3.14) we haveB0 ¼ ½bQ 1;11G1:
Then using Lemma 3.2 in Eq. (3.20), we have
W0 ¼ E0 þ
X1
i¼1
Ei bQ i;1B0 ¼ E0 þX1
i¼1
EiG
i1
1 :
Similarly we get
U0 ¼ B1 þ
X1
i¼1
Biþ1G
i
1:(3) Right multiply matrix G1 both side of Eq. (3.25), we getU0G1 ¼ B1G1 þ
X1
i¼1
Biþ1G
iþ1
1 :
Considering B0 ¼ ½bQ 1;11G1 ¼ ðI U0ÞG1, and from Neuts [12], G1 is the minimal nonnegative solution to the system of
matrix equation in (3.26). hRemark 2. In principle, the matrix G1 can be numerically computed. Once G1 is given, we can obtain the R-measures Rj, R0,j,
jP 1, the matrixs U0 and the transition probability matrix W0 of the censored Markov chain of K to level 0.Theorem 3.4I K ¼ ðI  RUÞðI  UDÞðI  GLÞ;
whereðI  RUÞ ¼
I R0;1 R0;2 R0;3 . . .
I R1 R2 . . .
I R1 . . .
I . . .
. .
.
0BBBBBB@
1CCCCCCA;
UD ¼ diagðW0;U0;U0; . . .Þ;
ðI  GLÞ ¼
I
G I
G I
G I
. .
. . .
.
0BBBBBB@
1CCCCCCA:The proof of Theorem 3.4 is obvious from Lemma 3.3 and is omitted here. The following theorem expresses the stationary prob-
ability vector (x0,x1,x2, . . .) of Markov chain K in terms of the RG-factoriaztion.Theorem 3.5. The stationary probability vector of K is given byx0 ¼ sz0;
xn ¼
Pn1
i¼1 xiRni þ x0R0;n; nP 1;

ð3:27Þwhere z0 is the stationary probability vector of the transition probability matrix W0 of the censored chain of K to level 0 and the
scalar s is uniquely determined by
P1
n¼0xne ¼ 1.Proof. We solve the equation~xðI  RUÞðI  UDÞðI  GLÞ ¼ 0:
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x0 ¼ y0;
xn ¼ yn þ
Pn1
i¼1 xiRni þ x0R0;n; nP 1:
(
ð3:28ÞFrom the above, we knowyðI  UDÞðI  GLÞ ¼ 0;
which is equivalent toy0ðI W0Þ  y1ðI U0ÞG1 ¼ 0;
ynðI U0Þ  ynþ1ðI U0ÞG1 ¼ 0; nP 1:

ð3:29ÞNote that the matrixW0 is positive recurrent, it is easy to check that the vector (sz0,0,0, . . .) is a nonzero non-negative solu-
tion to the system of Eq. (3.29). Hence, we obtain that y0 = sz0 and yn = 0 for nP 1. Therefore, using (3.28) we conclude the
stated result. hRemark 3. Let RðzÞ ¼P1n¼1znRn; R0ðzÞ ¼P1n¼1znR0;n and XðzÞ ¼P1n¼1znxn, from the results of the Theorem 3.5, we obtain
that XðzÞ ¼ x0R0ðzÞ½I  RðzÞ1. Considering
P1
n¼0xne ¼ 1 and x0 = sz0, we have s ¼ 11þz0R0ð1Þ½IRð1Þ1e.
The solution of the system of differential equations for the vectors Pð0Þ0 ; P
ð0Þ
n ðxÞ and Pð1Þn ðxÞ for nP 1 based on the above
discussion is summarized in the following theorem.Theorem 3.6. If q < 1, then for nP 1,Pð0Þ0 ¼ ax0;
Pð0Þn ðxÞ ¼ ax0D1Pðn 1; xÞehxS0ðxÞ;
Pð1Þn ðxÞ ¼ a
Pn
i¼1
xiPðn i; xÞS1ðxÞ;
8>><>>: ð3:30Þ
where a and xn, nP 0 are given in (3.13) and Theorem 3.5, respectively.Remark 4. For the MAP/G/1 queue with working vacations and vacation interruption, performance measures can be numer-
ically computed in a standard manner, once the vector sequence {xn,nP 0} has been numerically obtained. We illustrate the
steps for computing {xn,nP 0} as follows.
Step 1. Compute the two matrix sequences {En,nP 0} and {Bn,nP 1} of the matrix K.
Step 2. Compute the minimal nonnegative solution G1 to the nonlinear matrix equationG1 ¼
X1
i¼0
BiG
i
1;
using one of the available algorithms in the literature. Readers may refer to Neuts [12] for details.
Step 3. Compute the R-measure {R0,j,kP 1} and {Rj, jP 1} according to (3.22) and (3.23), respectively.
Step 4. Compute the censored transition probability matrixW0 according to (3.20), and compute the stationary probability
vector z0 by solving the system of equation z0W0 = z0 and z0e = 1.
Step 5. Compute the vector x0 according to (3.27).
Step 6. Compute the vector xk for kP 1 according to (3.27).
4. Performance measures
In this section,we consider three performance measure for the model: the stationary queue length at arbitrary epoch, the
pre-arrival epoch probabilities density and the waiting time of arbitrary customer.
4.1. The stationary queue length at arbitrary epoch
Note that N(t) is the number of customer in the system at time t,we writepk ¼ limt!1PfNðtÞ ¼ kg; kP 0;
pð0Þk ¼ limt!1 PfNðtÞ ¼ k; JðtÞ ¼ 0g; kP 1
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pn ¼ ax0D1Hð0Þn1eþ a
Pn
i¼1
xiH
ð1Þ
nie;
8<:
where Hð0Þn ¼
R1
0 Pðn; xÞehxS0ðxÞdx; Hð1Þn ¼
R1
0 Pðn; xÞS1ðxÞdx.Proof. Obviously,p0 ¼ Pð0Þ0 e; pn ¼ pð0Þn þ pð1Þn ;
while pð0Þn ¼
R1
0 P
ð0Þ
n ðxÞdx; pð1Þn ¼
R1
0 P
ð1Þ
n ðxÞdx, using Theorem 3.6, we obtain the result.
Next the system state probabilities are given in Corollary 4.2. hCorollary 4.2. If the system is in steady conditions, then
(1) The probability that the server is on working vacation is Pð0Þ ¼ ax0eþ 1h ½1 b0ðhÞax0D1e:
(2) The probability that the server is on normal service level is Pð1Þ ¼ 1l a
P1
i¼1xie:
4.2. Stationary state distribution of the system at pre-arrival epoch
Let us ﬁnd the stationary distribution of the state at the instant when customers arrive at the system in steady state. Let
t0, t1, t2, . . . be the time epochs at which successive arrival occur and tn denote the time epoch just before the arrival instant tn.
In limiting case let us assumePð0Þ0;i ¼ limn!1P N t

n
  ¼ 0; J tn  ¼ 0; I tn  ¼ i ; 1 6 i 6 m;
PðjÞn;i ðxÞ ¼ limn!1 P N t

i
  ¼ k; J ti  ¼ j; I tn  ¼ i; nj ti  ¼ x ; kP 1; j ¼ 0;1; 1 6 i 6 m; xP 0:
Write the above probabilities into vector form as:Pð0Þ0 ¼ Pð0Þ0;1; ; Pð0Þ0;2 ; . . . ; Pð0Þ0;m
 
;
Pð0Þn ðxÞ ¼ Pð0Þn;1 ðxÞ; Pð0Þn;2 ðxÞ; . . . ; Pð0Þn;m ðxÞ
 
;
Pð1Þn ðxÞ ¼ Pð1Þn;1 ðxÞ; Pð1Þn;2 ðxÞ; . . . ; Pð1Þn;m ðxÞ
 
:Theorem 4.3. The pre-arrival epoch probabilities density Pð0Þn ðxÞ; Pð1Þn ðxÞ; nP 1 are given byPð0Þ0 ¼
Pð0Þ0 D1
k
; ð4:1Þ
Pð0Þn ðxÞ ¼
Pð0Þn ðxÞD1
k
; ð4:2Þ
Pð1Þn ðxÞ ¼
Pð1Þn ðxÞD1
k
: ð4:3ÞProof. To prove (4.2), it sufﬁces to note that (D1)ijD is the probability that a customer arrives in a small interval (t, t + D) and
the process {I(t), tP 0} at the instant t + D remains in states in which the customer generation process is in phase j, provided
that at the instant t the process was in same state but in phase i. In the steady state of the system, it is seen thatPð0Þn ðxÞ ¼ limD!0
Pð0Þn ðxÞD1D
fPð0Þ0 þ
P1
n¼1
R1
0 P
ð0Þ
n ðxÞdxþ
R1
0 P
ð1Þ
n ðxÞdx
h i
gD1eD
; ð4:4Þwe observe that Pð0Þ0 þ
P1
n¼1
R1
0 P
ð0Þ
n ðxÞdxþ
R1
0 P
ð1Þ
n ðxÞdx
h i
is the same as the vector ep deﬁning the stationary distribution of the
customer generation process {I(t), tP 0}. Therefore
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X1
n¼1
Z 1
0
Pð0Þn ðxÞdxþ
Z 1
0
Pð1Þn ðxÞdx
 	( )
D1e ¼ epD1e ¼ k: ð4:5Þ
From (4.4), by virtue of (4.5), we obtain (4.2). Similarly, we can get (4.1) and (4.3). h4.3. The waiting time analysis
Let Wi(t) denote the probability that a customer’s waiting time is less than t and the customer generation process is in
phase i at the instant of arrival of this customer and let xi(s) be the LST of Wi(t). DeﬁnexðsÞ ¼ ðx1ðsÞ;x2ðsÞ; . . . ;xmðsÞÞ:
First, a customer may arrive at the system in state (0,0, i). LetW(tj(0,0, i)) be the conditional distribution function of the wait-
ing time for service when a customer arriving at the system in state (0,0, i) andx(sj(0,0, i)) is the LST of this distribution func-
tion. Since, in this case, when the customer arrives, the server is in vacation period and the system is empty, the customer
should not wait. Therefore,xðsjð0;0; iÞÞ ¼ 1; 1 6 i 6 m: ð4:6Þ
LetW(tj(n, j, i,x)) denote the conditional distribution function of the waiting time for service when a customer arriving at the
system in state (n, j, i,x) and let x(sj(n, j, i,x)) be the LST of this distribution function, j = 0,1 means when the customer arrive,
the server is in the vacation period and normal working period, respectively.
Consider j = 1, the waiting time of the customer arriving at the system in state (n,1, i,x) is the sum of normal service time
of (n  1) preceding customers plus the time required to complete the service of the customer at the server at instant of ar-
rival of that customer. Hence, since service times is independent, we havexðsjðn;1; i; xÞÞ ¼ bn11 ðsÞ
Z 1
0
est
dtS1ðxþ tÞ
1 S1ðxÞ ; xP 0; 1 6 i 6 m; nP 1: ð4:7ÞThen, we consider j = 0. For convenience, denote V and X be the vacation time and service time during the vacation period,
respectively. When a customer arrive at system in state (n,0, i,x), there are two cases.
Case 1. Under the condition XP x, if the residual vacation times is longer than the residual vacation service time Y = X  x,
i.e., V > Y, after a service completion in the vacation period, vacation interruption happens and the server comes back to
the normal working level rather than keeping on the vacation. Thus, the waiting time is sum of n  1 normal service times
and the residual vacation service time Y at the server at instant of arrival of that customer under the condition V > Y,
XP x. First, we compute the conditional probability of the residual vacation service time under the condition V > Y,
XP x. We havePðY 6 tjY < V ;X P xÞ ¼ PðX 6 t þ x;X < V þ x;X P xÞ
PðY < V ;X P xÞ ¼
R t
0 e
huduS0ðxþ uÞ
PðY < V ;X P xÞThen under Case 1, the LST of waiting time is given byx1ðsjðn;0; i; xÞÞPðY < V jX P xÞ ¼ bn11 ðsÞ
R1
0 e
stehtdtS0ðt þ xÞ
1 S0ðxÞ ð4:8Þ
Case 2. Under the condition XP x, if the residual vacation times is not longer than the residual vacation service time
Y = X  x, i.e., V 6 Y, when a vacation ends, the server has not completed a service during the vacation and comes back
to the normal level. Therefore, the waiting time equals the sum of the residual vacation time under the condition
V 6 Y, X > x and n normal service times. Similarly, we have probabilities
PðV 6 tjV 6 Y ;X P xÞ ¼ PðV 6 t;V 6 X  x;X >P xÞ
PðV 6 Y;X P xÞ ¼
R t
0 he
hu½1 S0ðxþ uÞdu
PðV 6 Y;X P xÞ :
Then under Case 2, the LST of waiting time is given byx2ðsjðn;0; i; xÞÞPðV 6 YjX P xÞ ¼ bn1ðsÞ
R1
0 e
stheht½1 S0ðt þ xÞdt
1 S0ðxÞ ð4:9Þand, we easily havexðsjðn;0; i; xÞÞ ¼ x1ðsjðn;0; i; xÞÞPðY < V jX P xÞ þx2ðsjðn;0; i; xÞÞPðV 6 Y jX P xÞ: ð4:10ÞNow, using the total probability formula, by virtue of (4.6), (4.7) and (4.10), we obtain
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X1
n¼1
bn11 ðsÞ
Z 1
0
Pð1Þn ðxÞdx
Z 1
0
est
dtS1ðxþ tÞ
1 S1ðxÞ þ
X1
n¼1
bn11 ðsÞ
Z 1
0
Pð0Þn ðxÞdx
R1
0 e
stehtdtS0ðt þ xÞ
1 S0ðxÞ
þ
X1
n¼1
bn1ðsÞ
Z 1
0
Pð0Þn ðxÞdx
R1
0 e
stheht ½1 S0ðt þ xÞdt
1 S0ðxÞ : ð4:11Þ5. Conclusion
In this paper, we have carried out an analysis of MAP/G/1 queue with working vacations and vacation interruption. We
have obtained the stationary queue length distribution at arbitrary epoch, stationary state distribution of the system at pre-
arrival epoch and the Laplace–Stieltjes transform (LST) of waiting time. The techniques use in this paper can be applied to
analyze more complex models such as BMAP/G/1 queue which is left for future investigations.
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