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ABSTRACT
E-commerce fulfillment competition evolves around cheap, speedy, and time-definite delivery.
Milkrun order picking systems have proven to be very successful in providing handling speed for
a large, but highly variable, number of orders. In this system, an order picker picks orders that
arrive in real-time during the picking process; by dynamically changing the stops on the picker’s
current picking route. The advantage of milkrun picking is that it reduces order picking set-up
time and worker travel time compared with conventional batch picking systems. This article is the
first to study order throughput times of multi-line orders in a milkrun picking system. We model
this system as a cyclic polling system with simultaneous batch arrivals, and determine the mean
order throughput time for three picking strategies: exhaustive, locally-gated, and globally-gated.
These results allow us to study the effect of different product allocations in an optimization frame-
work. We show that the picking strategy that achieves the shortest order throughput times
depends on the ratio between pick times and travel times. In addition, for a real-world application,
we show that milkrun order picking significantly reduces the order throughput time compared
with conventional batch picking.
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Recent technological advances and trends in distribution and
manufacturing have led to a growth the complexity of ware-
housing systems. Today’s warehouse operations face challenges
such as the need for shorter lead times, for real-time response,
to handle a larger number of orders with greater variety, and
to deal with flexible processes (Gong and de Koster, 2011).
Batch picking is a common way to organize the picking pro-
cess, where daily a large number of customer orders needs to
be picked (Figure 1(a)). Batch picking is a picker-to-parts order
picking method in which the demand from multiple orders is
used to form so-called pick batches (De Koster et al., 2007).
Pick routes are constructed for each pick batch to minimize
the total travel time of the order picker (see, e.g., Gademann
and van de Velde (2005)). A drawback of this approach is that
batch formation takes time, and, as customers demand shorter
lead times, more efficient ways to organize the order picking
process need to be found. In this article, we study an alterna-
tive method of order picking, which we denote by milkrun
picking (or polling-based picking), that allows shorter order
throughput times compared with conventional batch picking
systems, in particular for high order arrival rates.
In a milkrun picking system (Figure 1(b)), an order picker
picks orders in batches that arrive in real-time and integrates
them in the current picking cycle. This subsequently dynam-
ically changes the stops on the order picker’s picking route
(Gong and de Koster, 2008). The picker is constantly travel-
ing a fixed route along the aisles of a part or the entire order
picking area. Using modern order-picking aids such as pick-
by-voice techniques or by a handheld terminal, new pick
instructions are received continuously and are included in the
current picking cycle. In the case where the lines of an
incoming customer order are located either at the current
stop or further downstream in the picking route, the picker
can pick this order in the current picking cycle. In a trad-
itional batch picking system, an incoming customer order
would only be picked in one of the following picking cycles.
After the picking cycle has been completed and the order
picker reaches the depot, the picked products are disposed
and sorted per customer order (i.e., using a pick-and-sort sys-
tem), and a new picking cycle starts immediately. This way of
order picking saves set-up time, worker travel time, and
allows fast customer response, particularly for high order
arrival rates, which are often experienced in warehouses of e-
commerce companies (Gong and de Koster, 2011). In add-
ition, short order throughput times are important, as e-com-
merce companies are inclined to set their order cut-off times
as late as possible while still guaranteeing that orders can be
delivered next day or in some cases even the same day.
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In this article, we study the mean order throughput time
in a milkrun picking system, i.e., the time between a cus-
tomer order entering the system until the whole order is
delivered at the depot. We determine the mean order
throughput time of a customer order for three picking strat-
egies: exhaustive, locally-gated, and globally-gated. The order
throughput time, strongly depends on the product (or stor-
age) allocation in the order picking area. Typically, an
incoming customer order consists of one or more order
lines, each for a product stored at a different location within
the order picking area. Therefore, in order to achieve short
order throughput times products should be allocated in an
optimal way in order to increase the probability that an
incoming customer order can be included and fully picked
in the current picking cycle. For this, we propose an opti-
mization framework for product allocation in a milkrun
picking system, in order to minimize the mean order
throughput time. This allows us to compare the various
strategies with each other for both a large test set and a
real-world application. Our results help both designers and
managers to create optimal design and control methods to
improve the performance of a milkrun picking system.
We model a milkrun picking system accurately using a
polling model with simultaneous batch arrivals. Our work
extends the work of Gong and de Koster (2008), who also
studied a milkrun picking system using a polling model.
However, they only considered waiting times of single-line
orders, which is the time between the arrival of a customer
order and the start of the pick of the single order line within
the picking area. This statistic, however, does not capture the
required time that is necessary for the order picker to return
to the depot, neither does it provide the required time to
pick a multi-line order. The current article uses the frame-
work for studying polling systems with simultaneous arrivals
of Van der Gaast et al. (2017). Our contribution lies in
adapting this framework to a warehousing context, as well as
the exact analysis of the mean order throughput times, and
the optimization framework for product allocation.
This article is organized as follows: in Section 2, an over-
view of existing models for milkrun picking systems are pre-
sented. In Section 3, a detailed description of the model and
the corresponding notation used in this article is given.
Section 4 provides the analysis of the mean order throughput
time for different picking strategies. In Section 5 and Section
6, the optimization framework is presented, which is used to
decide how products should be allocated to the various stor-
age positions in order to minimize the order throughput time
of an incoming customer order. We extensively analyze the
results of our model and optimization framework in Section
7, via computational experiments for a range of parameters.
Finally, in Section 8, we conclude and suggest some exten-
sions of the model and further research topics.
2. Literature review
In internal logistics, e.g., manufacturing or warehousing, a
milkrun refers to the cyclic delivery and/or pickup of raw
materials, work in process, or finished goods between differ-
ent locations within the building. The literature on milkrun
systems for internal logistics can be categorized into papers
that study system performance using simulation methods,
and the ones that use analytical models. The most applied
method to study a milkrun in a manufacturing setting is
simulation, e.g., Hanson and Finnsgård (2014), Korytkowski
and Karkoszka (2016) and Staab et al. (2016). These papers
generally conclude that a milkrun leads to increased
smoothness in the material flows.
Analytical models for milkrun systems for internal logistics
are more scarce. Bozer and Ciemnoczolowski (2013) and
Ciemnoczolowski and Bozer (2013) analyzed a milkrun system
that uses a kanban system to decide which and how many
materials should be delivered next to the work centers. Emde
and Boysen (2012) and Kilic and Durmusoglu (2013) both
studied the joint routing and scheduling in milkrun system in
a production setting. Kovcs (2011) developed a deterministic
optimization model for product assignment in warehouses
served by milkrun logistics. The author proposed a mixed-inte-
ger program for product allocation in the milkrun system, and
showed that the allocations the model obtained could provide
up to 36–38% improvement in order cycle time compared
with classic cube-per-order product allocation.
Figure 1. Comparison of (a) batch and (b) milkrun picking.
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The first paper to study milkrun picking systems where
new customer orders can be included in the same picking
cycle was presented by Gong and de Koster (2008). The
authors refered to the system in their paper as a dynamic
order picking system. They used a polling model and showed
that the use of a milkrun picking system has a considerable
advantage in on-time service completion over traditional
batch picking. Boon et al. (2010) considered an efficient
enhancement to an ordinary milkrun picking system that
allows products to be stored at multiple locations. However,
neither of these papers considered multi-line orders and
focused only on waiting times of single-line orders. A start-
ing point for this analysis is provided by Van der Gaast et al.
(2017) who studied a polling system with simultaneous arriv-
als. In that paper, a general framework for analyzing the
Laplace–Stieltjes transform of the steady-state batch sojourn-
time distribution for three service disciplines was developed.
Also, a Mean Value Analysis (MVA) approach was devel-
oped to calculate performance statistics such as the mean
batch sojourn-times, but it also allows, as we will show in
this article, to calculate the mean order throughput time.
Kovcs (2011) presented deterministic results that showed
that a proper product allocation strategy leads to signifi-
cantly better system performance. In the literature, four
strategies can be identified: randomized storage, dedicated
storage, class-based storage, and correlated storage (e.g., Van
den Berg (1999)). The last policy is of particular interest for
application to the case of multi-line orders, as information
is used about which products are ordered together so that
they can be stored together in order to reduce travel times
for order picking. However, the literature on correlated
product allocation is limited, e.g., Frazelle (1990), Kim
(1993), Garfinkel (2005), and Xiao and Zheng (2011), and
does not address the dynamic aspect of our problem.
3. Model description
Consider a milkrun picking system as shown in Figure 2. We
assume the order picking area to have a parallel aisle layout,
with A aisles and L storage positions on each side of an aisle (a
rack). Within an aisle, the order picker applies two-sided
picking, i.e., simultaneous picking from the right and left sides
within an aisle (De Koster et al., 1999). We denote the storage
locations by Q1; :::;QN ; where the number of storage locations
N equals 2AL. Each storage location can be considered as a
queue for order lines requesting the product stored on that loca-
tion. We consider that products are stored at one unique pick
location, and we assume that the number of storage locations
equals the number of different products stored in the ware-
house. For ease of presentation, all references to queue indices
greater than N or less than one are implicitly assumed to be
modulo N, e.g., QNþ1 is understood as Q1. The order picker vis-
its all queues according to a strict S-shape routing strategy in a
cyclic sequence and picks all required products for the outstand-
ing customer orders to a pick cart or tow-train. This means
that every aisle is completely traversed during a picking cycle,
because new customer orders can enter the system in real-time.
Therefore, the order picker cannot skip entering an aisle as in
conventional batch picking. We assume the number of products
the order picker can pick per picking cycle is unconstrained, as
for online retailers the route often finishes before the cart or
train is full (Gong and de Koster, 2008). This implies that every
customer order is either fully picked by the end of the current
cycle or at the end of the next cycle. Finite capacity of the pick
cart and storing the same product at multiple locations are con-
sidered to be further extensions of the model.
A milkrun picking system with multi-line customer
orders arriving in real-time can be accurately modeled using
a polling system with simultaneous batch arrivals (Van der
Gaast et al., 2017). Polling systems are multi-queue systems
served by a single server who cyclically visits the queues in
order to serve the customers waiting at these queues.
Typically, when moving from one queue to another the ser-
ver incurs a switch-over time. In a milkrun picking system,
the order picker is represented by the server and a storage
location by a queue, and a multi-line order represents mul-
tiple simultaneously arriving customers (a batch).
Assume new customer orders arrive at the system according
to a Poisson process with rate k. Each customer order is of size
D ¼ ðD1; :::;DNÞ, where Dj, j ¼ 1; :::;N represents the number
of units of product j is requested. Let K ¼ UðDÞ; where U :
N
N ! NN : Mapping U defines the allocation of the products to
Figure 2. Overview of the milkrun picking system.
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their storage locations and is given by, UðDÞ ¼ Dx; where xij 2
N
NN with xij¼ 1 if product j is allocated to storage location i
and 0 otherwise. Then, for each order, K ¼ ðK1; :::KNÞ; where
Ki represents the number of units that need to be picked at Qi,
i ¼ 1; :::;N for that order. The random vector K is assumed to
be independent of past and future arriving epochs and for every
realization at least one product needs to be picked. The support
with all possible realizations of K is denoted by K, and we denote
by k ¼ ðk1; :::kNÞ a realization of K. The joint probability distri-
bution of K is denoted by pðkÞ ¼ PðK1 ¼ k1; :::;KN ¼ kNÞ:
The arrival rate of product units that need to be picked at Qi is
denoted by ki ¼ kEðKiÞ: The total arrival rate of product units
to be picked for the customer orders arriving in the system is
given by K ¼PNi¼1 ki The order throughput time of an arbitrary
customer order is denoted by T and is defined as the time
between its arrival epoch until the order has been fully picked
and delivered at the depot.
At each queue, the picker picks the product units on a First-
Come First-Served basis. The picking times of a product unit in
Qi is denoted by a generally distributed random variable Bi,
with first and second moment EðBiÞ and EðB2i Þ; which is
assumed to be independent and identically distributed. The
workload at Qi, i ¼ 1; :::;N is defined by qi ¼ kiEðBiÞ; the
overall system load by q ¼PNi¼1 qi. For the system to be stable
a necessary and sufficient condition is that q< 1 (Takagi, 1986),
which is assumed to be the case in the remainder of this article.
When the order picker moves from Qi to Qiþ1; he or she
takes a generally distributed travel time Si with first and second
moment EðSiÞ and EðS2i Þ: Without loss of generality, we assume
that the travel times from side to side within an aisle are inde-
pendent and identically distributed with mean s1 and second
moment s21; the travel times within aisles between two adjacent
storage locations have mean s2 and second moment s22; whereas
the time required to travel from one aisle to the next one has
mean s3 and second moment s23: Finally, after visiting the last
queue the order picker returns to the first queue to start a new
cycle. On the way, the order picker visits the depot where he or
she will drop off the picked products so that other operators
can sort and transport them. We assume that this time is inde-
pendent of the number of products picked, and it is included in
s0 and its second moment s20: See also Figure 2. Let EðSÞ ¼PN
i¼1 EðSiÞ ¼ s0 þ A  L  s1 þ A  ðL 1Þ  s2 þ ðA 1Þ  s3 be
the total expected travel time in a cycle and EðS2Þ ¼PN
i¼1 EðS2i Þ þ
P
i 6¼j EðSiÞEðSjÞ its second moment. Note that
storing different products vertically can easily be incorporated in
the model by increasing the number of storage locations and
defining a new switch-over time between storage locations
within the same shelf.
We define a picking cycle from the service beginning at
the first queue until the order picker has delivered all the
picked products at the depot and arrives at the first queue
again. Therefore, a picking cycle C consists of N visit periods,
Vi, each followed by a travel time Si. A visit period Vi starts
with a pick of a product unit and ends after the last product
has been picked, given that product units need to be picked
at Qi. Then, the order picker travels to the next picking loca-
tion of which the duration is Si. In the case where no prod-
uct units need to be picked at Qi the order picker
immediately travels to next picking location. The total mean
duration of a picking cycle is independent of the queues
involved (and the picking strategies that are considered) and
is given by (see, e.g., Takagi (1986))EðCÞ ¼ EðSÞ=ð1 qÞ:
Finally, we assume replenishment is not required in a picking
cycle, and each queue has infinite capacity (i.e., no limit on
the maximum number of order lines waiting to be picked).
The picking strategy at each queue follows one of the ser-
vice disciplines that have been extensively considered in previ-
ous research on polling systems (see, e.g., Boon et al. (2011)
for an overview of polling literature). Under the exhaustive
strategy, the order picker picks all product units at the current
queue until no product units need to be picked anymore. This
also includes demand for the product that arrives while the
picker is busy picking at this queue. On the other hand, under
the locally-gated strategy, the order picker only picks the prod-
uct units that need to be picked at the start of the first pick at
a queue; all demand that arrives during the course of the visit
will be picked in the next visit. Finally, for the globally-gated
strategy the picker will not pick any products of incoming cus-
tomer orders that arrived during the current picking cycle.
Only after the start of the next picking cycle will these incom-
ing orders be picked. Note that this strategy is similar to con-
ventional batch picking with high order arrival rates and
flexible batch sizes, given that the order picker has to visit all
the picking locations during a picking tour, delivers all the
picked products at the depot and immediately continues with
the next tour. Similar to in batch picking, no orders can be
included during the current picking cycle.
Whether a customer order is fully picked in the picking
cycle during which it arrives, or otherwise in the next cycle
depends on the location of the picker and the picking strat-
egy. Therefore, let K0j and K0j ; j ¼ 1; :::;N be subsets of sup-
port K, defined as
K0j ¼ k1 ¼ 0; :::; kj1 ¼ 0; kj  0; kjþ1  0; :::; kN  0
  2 K;
and K1j ¼ ðK0j Þc as its complement such that for j ¼ 1; :::;N
we have K0j [ K1j ¼ K and let the associated probabilities be
pðK0j Þ and pðK1j Þ: The interpretation of k 2 K0j is that for an
incoming customer order all the products need to be picked
at Qj; :::;QN : For example, in the case of the exhaustive strat-
egy, this means that if the order picker is at Qj or has not
reached Qj yet a customer order k 2 K0j can be included in
the current picking cycle, whereas if k 2 K1j the order will be
completed in the next cycle. Finally, let EðKijK0j Þ and
EðKijK1j Þ be the conditional mean number of product units
that need to picked in Qi, i ¼ 1; :::;N given subset K0j or K1j .
In the next section the mean order throughput time is
derived for the three picking strategies.
4. Mean order throughput time
4.1. Exhaustive strategy
In order to derive the mean order throughput time for the
exhaustive strategy, we apply the MVA approach of Van der
Gaast et al. (2017). In this MVA approach, a set of N2 linear
equations is derived for calculating EðLðSj1;VjÞi Þ; the
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conditional mean queue-length at Qi (excluding the potential
product unit that is being picked) at an arbitrary epoch
within travel period Sj1 and visit period Vj. These MVA
equations are given in online supplement A and are based
on standard queueing results, i.e., the Poisson arrivals see
time averages (PASTA) property (Wolff, 1982) and Little’s
Law (Little, 1961). With use of the conditional mean queue-
lengths, not only can the performance statistics such as the
waiting time of a customer be determined, but also the
mean order throughput time as we will show in this section.
For notation purposes we introduce hj in this section as
shorthand for intervisit period ðSj1;VjÞ; the mean duration
of this period EðhjÞ is given by, EðhjÞ ¼ EðSj1Þþ
EðVjÞ; j ¼ 1; :::;N; where EðVjÞ ¼ qjEðCÞ corresponds with
the mean time to pick all incoming products during a cycle
at location j and
PN
j¼1 EðhjÞ ¼ EðCÞ:
In addition, we use dj;n to denote the total mean work in
Qjþ1; :::;Qjþn; which originates from customer orders that arrive
per unit of pick time Bj or travel time Sj1; and all the subsequent
picks that are triggered by these picks before the picker finishes ser-
vice in Qjþn. For example, a single product pick inQj will generate
on average additional work in Qjþ1; :::;Qjþn of duration




dj;m; j ¼ 1; :::;N; (1)
where dj;m is the contribution of Qjþm: First, dj;1 ¼ qjþ1=
ð1 qjþ1Þ includes the mean picking times and the consecu-
tive busy periods in Qjþ1 of product units that arrived dur-
ing a product pick Bj or travel time Sj1. Then,
dj;2 ¼ ð1þ dj;1Þqjþ2=ð1 qjþ2Þ contains the mean picking
times of the product units that arrived in Qjþ2 during Bj or
Sj1 and the previous busy periods in Qjþ1 plus all the busy
periods that these picks generate in Qjþ2. In general we can







; j ¼ 1; :::;N;






¼ ½d4;4 þ d4;3 þ d4;2 þ d4;1 þ d4;0 q31 q3
:
Note that dj;n only depends on at most N  1 previous
dj;nm, as since if new demand arrives at the queue that is
currently being visited it will be picked before the end of
the current visit.
The mean order throughput time EðTEXÞ for the exhaustive
strategy can be determined by explicitly conditioning on the loca-
tion of the order picker and by studying the system until the
incoming customer order has been fully delivered at the depot:
















Whenever the order picker is at intervisit period hj and
still can pick all the products of an incoming customer order
(i.e., k 2 K0j ), then the order throughput time is equal to
EðTðhj;0ÞÞ. This is the mean time until the order picker
reaches the depot during the current cycle including the
conditional mean number of picks for customer orders in
k 2 K0j . Otherwise, one or more products are located
upstream and the order throughput time is equal to
EðTðhj;0ÞÞ. This is the expected time until the order picker
reaches the depot in the next cycle including the conditional
mean number of picks for customer orders in k 2 K1j :
First, we focus on the derivation of EðTðhj;0ÞÞ. When the
customer order enters the system in intervisit period hj with
probabilities EðVjÞ=EðhjÞ and EðSj1Þ=EðhjÞ it has to wait for
a residual picking time EðBRj Þ ¼ EðB2j Þ=ð2EðBjÞÞ or residual
travel time EðSRj1Þ ¼ EðS2j1Þ=ð2EðSj1ÞÞ: Also, it has to wait
for EðLðhjÞj Þ product units that still need to be picked at Qj, as
well as the expected EðKjjK0j Þ product units that need be
picked at this queue for a customer order in k 2 K0j : Each of
these picks triggers a busy period of length EðBjÞ=ð1 qjÞ and
generates additional picks that will be made before the end of
the current cycle of duration dj;NjEðBjÞ=ð1 qjÞ: This also
applies for the residual picking time and residual travel time.
Then, for each subsequent intervisit period hl, l ¼ jþ 1; :::;N,
the travel time from Ql1 to Ql will trigger a busy period and
additional picks in Ql; :::;QN of duration EðSl1Þð1þ
dl;NlÞ=ð1 qlÞ: Similarly, the average number of product
units that still needed to be picked at the customer order
arrival and the mean EðKljK0j Þ product units needed to be
picked for the arriving customer order will increase the mean
order throughput time by ½EðLðhjÞl Þ þ EðKljK0j ÞEðBlÞð1þ
dl;NlÞ=ð1 qlÞ: Finally, the picked orders have to be delivered
to the depot of which the duration is EðSNÞ:
Combining this gives the following expression for the
mean time until the order picker reaches the depot during
the current cycle given the average number of picks for a
customer order in k 2 K0j :









þ E Sj1ð Þ
E hj
  E SRj1
 























þ E SNð Þ:
(3)
Figure 3. Description of dj,n.
490 J.P. VAN DER GAAST ET AL.
Next we focus on EðTðhj;1ÞÞ: The derivation is similar to
the one of Equation (3), except that we should also consider
the additional demand that is generated during a pick or a
switch from queue to queue until the end of the next pick-
ing cycle. This gives the following expression:






  E BRj
 
þ E Sj1ð Þ
E hj
  E SRj1
 



























  1þ djþl;2Njl
1 qjþl
þ E SNð Þ:
(4)
Then, EðTEXÞin Equation (2) can be easily calculated with
use of Equations (3) and (4).
4.2. Locally-gated strategy
The mean order throughput time in the case of the locally-gated
strategy can be calculated in a similar way as the exhaustive
strategy. For the locally-gated strategy, per queue all incoming
demand is placed before a gate. Only at the start of a visit
period at a queue, all product units that need be picked at this
location are placed behind the gate, which means that the order
picker will pick these product units in the current picking cycle.
For this we slightly redefine K0j ¼ fk1 ¼ 0; :::; kj1 ¼ kj ¼ 0;
kjþ1  0; :::; kN  0g 2 K to reflect this change.
First, we introduce hj in this section as shorthand for
intervisit periodðVj; SjÞ; the expected duration of this period
EðhjÞ is given by, EðhjÞ ¼ EðVjÞ þ EðSjÞ; j ¼ 1; :::;N: In con-
trast with the exhaustive strategy, we have to make a distinc-
tion between the mean number of product units before and
behind the gate. We introduce variables Eð~LðhjÞi Þ; i; j ¼ 1; :::;N
as the conditional mean queue-length of product units located
before the gate in Qi during intervisit period hj and
EðL^ðhiÞi Þ; i ¼ 1; :::;N as the conditional mean queue-length of
product units located behind the gate in Qi during intervisit
period hi. In the MVA approach proposed by Van der Gaast
et al. (2017) a set of NðN þ 1Þ linear equations is derived for
calculating these conditional mean queue-lengths, which we
will use in order to determine the order throughput time.
These equations are given in online supplement B.
Similar to the exhaustive strategy, we introduce dj;n which is
defined as Equation (1), but dj;n changes because of the differ-
ent picking strategy. First, dj;1 ¼ qjþ1 contains the mean pick-
ing times of all product units in Qjþ1 that arrive per unit of a
product pick Bj or a travel time Sj, whereas dj;2 ¼ qjþ2ð1þ
dj;1Þ also includes the mean picking times of the product units
that arrived in Qjþ2 during a product pick Bj or a travel time




dj;nmqjþn; j ¼ 1; :::; :N:
where dj;0 ¼ 1: In this case dj;n depends on N previous
dj;nm because if new demand arrives at the queue that is
currently being visited it will not be picked during the cur-
rent cycle.
Similar to Equation (2), we condition on the location of
the order picker and determine if the customer order can be
picked during the current picking cycle, or the next. Then
















First, we consider EðTðhj;0ÞÞ in the case where a customer
order k 2 K0j arrives during intervisit period hj and will be fully
picked and delivered to the depot at the end of the current cycle.
With probability EðVjÞ=EðhjÞ the arriving customer order has to
wait for the order picker to finish the current pick and the travel
time to the next queue, whereas with probability EðSjÞ=EðhjÞ the
order only has wait for the residual travel time. Also, there are
EðL^ðhiÞi Þ product units behind the gate that need still to be picked,
for which each pick has duration EðBjÞ: During the residual time
in hj new demand is generated at Qjþ1; :::;QN that will be picked
before the end of the current picking cycle. Then, for Ql,
l ¼ jþ 1; :::N;Eð~LðhjÞl Þproduct units need to be picked for cus-
tomer orders that were already in the system, as well as EðKljK0j Þ,
the average number of product units to be picked for the arriving
order. Each of these picks has duration EðBlÞ, during which new
customer orders might arrive which generate additional picks at
the queues that still need to be visited during the current cycle.
Similar during all the remaining travel times, new customer
orders can arrive that will generate additional picks at the queues
that still need to be visited before the order picker reaches the
depot. This gives the following expression:






  E BRj
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The derivation of EðTðhj;1ÞÞ is similar, except that cus-
tomer orders will be delivered at the depot the next picking
cycle. Therefore, we should also consider the additional
demand that is generated during a pick or a switch from
queue to queue until the end of the next picking cycle. This
gives the following expression:
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Then, EðTLGÞin Equation (5) can be easily calculated with
the use of Equations (6) and (7).
4.3. Globally-gated strategy
The final strategy for which we derive the mean order
throughput time is the globally-gated strategy. This strategy
resembles the locally-gated strategy, except that we only pick
the product units that need to be picked during the start of
a picking cycle, instead of the start of a visit period to a
queue. This implies that every incoming customer order will
only be picked during the next picking cycle. As a result,
the analysis of this strategy is more straightforward com-
pared with the other two strategies.
The mean order throughput time can be determined as
follows. First, any incoming order first has to wait for the
current residual cycle time. Then, the duration of the next
picking cycle equals all the picks for incoming orders that
have already arrived at the system before the incoming order
in the same cycle and those that arrived during the residual
cycle time. In addition, the average duration of all the picks
for a customer order and the total travel time in one cycle
increase the mean order throughput time. This gives the fol-
lowing expression:
E TGGð Þ ¼ E CRð Þ þ
XN
j¼1





E Sjð Þ þ
XN
j¼1
E Kjð ÞE Bjð Þ
¼ 1þ 2qð Þ E C
2ð Þ
2E Cð Þ þ E Sð Þ þ
XN
j¼1
E Kjð ÞE Bjð Þ;
(8)
where EðCpÞ and EðCRÞ are the mean past and residual cycle
time. From Van der Gaast et al. (2017) we know that
EðCpÞ ¼ EðCRÞ ¼ EðC2Þ=ð2EðCÞÞ; and





















kE KiKjð ÞE Bið ÞE Bjð ÞE Cð Þ

:
5. Optimization model for product allocation
The performance of the milkrun picking system largely
depends on the product allocation. A good product alloca-
tion allows many customer orders to be picked in the cur-
rent picking cycle and delivered to the depot as soon as
possible. Therefore, we formulate an optimization model to
find a product allocation x that minimizes the mean order
throughput time. For each of the three picking strategies we
minimize the mean order throughput time EðTdðxÞÞ; where
d 2 fEX; LG;GGg denotes the picking strategy and x defines
the product allocation. As explained in Section 3, the mean
order throughput time depends on allocation x, due to the
allocation determining how many units on average need to
be picked per storage location, EðKiÞ; i ¼ 1; :::;N; which in
turn determines the arrival rate and utilization per storage
location, ki and qi, respectively.
We define the following integer programming model;






xij ¼ 1 for all i 2 N; (10)
XN
i¼1
xij ¼ 1 for all j 2 N; (11)
xij 2 0; 1f g for all i; j 2 N: (12)
The objective of model (9) is to minimize the mean order
throughput time (Equations (2), (5), or (8) evaluated for
product allocation x) given picking strategy d. Constraints
(10) ensure that each storage location has only one type of
product assigned to it. On the other hand, constraints (11)
define that each type of product should be stored at only
one storage location. Finally, constraints (12) are the inte-
grality constraints.
From Equations (2), (5), and (8) it can be seen that
objective function (9) is nonlinear. Therefore, we cannot
apply standard integer programming techniques to find the
product allocation that minimizes the mean order through-
put time. In the next section we introduce a meta-heuristic
that overcomes this issue.
6. A meta-heuristic for product allocation
In order to solve the nonlinear optimization problem of
Section 5 we apply a Genetic Algorithm to obtain a product
allocation that minimizes the mean order throughput time.
Genetic Algorithms (GAs) have been used to successfully
solve nonlinear optimization problems for which exact or
exhaustive methods are not feasible due to the prohibitive
complexity of the problem; they have already been applied
in many different fields (see, e.g., Tsai et al. (2008) and
Bottani et al. (2012) in the context of order picking).
The first step of the GA is to describe the population of
chromosomes and to calculate the fitness of each chromosome.
We denote Hg as the gth generation population, where:
Hg ¼ yg1; yg2; :::; ygl ; :::; ygM
 
; (13)
consists of a total of M different chromosomes each repre-
senting a product allocation. A chromosome is represented
by ygl ¼ fygl;1; ygl;2; :::; ygl;j; :::; ygl;Ng; where gene ygl;j denotes the
allocated storage location for product j. In order to calculate
the fitness of chromosome ygl , we determine its associated
product allocation xgl such that we can evaluate EðTdðxgl ÞÞ
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for a given picking strategy d. For this we define xgl ¼
wðygl Þ; where w : NN ! f0; 1gNN : The mapping w is given
by, wðygl Þ ¼ ½eygl ;1; eygl ;2; :::; eygl ;N ; where ej denotes a column
vector of length N with 1 in the jth position and 0 in every
other position. The fitness of population Hg, FðHgÞ, can
now be calculated by




; :::; F ygM
 n o
¼ E Td w yg1
   
;E Td w yg2
   
; :::; E Td w ygM
    
:
(14)
In order to construct the next generation of chromo-
somes, we select a survivor and an offspring population
using the current generation that together form the next
generation. First, survivors are chromosomes that are
selected from the current population and are then placed
in the next generation. Second, offspring are created by
mutating and/or recombining current chromosomes in
order to create new product allocations. For the offspring
population, we select chromosomes based on roulette-
wheel selection, also known as stochastic sampling with
replacement (Mitchell, 1998). This method determines, for









  ; l ¼ 1; :::;M: (15)
Then, chromosomes with a higher probability have a
higher chance of being selected to be used to generate off-
spring. For the survivor population, we use tournament
selection. In this method tsize chromosomes are randomly
selected and then the chromosome with best fitness is
chosen to generate the survivor population. Finally, the size
of the survivor and offspring population is controlled by
parameter 0  a  1: In every generation baMc chromo-
somes are selected used to generate offspring, whereas
MbaMc selected chromosomes will become the sur-
vivor population.
The offspring is generated using a combination of two
types of genetic operators: recombination and mutation.
First, recombination generates new chromosomes by
combining different parts of more than one parent’s chro-
mosomes. Second, mutation is carried out by altering one or
more genes from their original state of a single chromosome
in order to form a new allocation. The operators in the GA
were carefully chosen after running initial tests to allow for
sufficient recombination and mutation in every generation.
The first operator used in the GA is the Swap Mutation
(SM). The SM operator chooses one random gene in a sin-
gle chromosome and swaps it with one of the remaining
genes of the chromosome.
The second operator used is partially matched crossover
(PMX). PMX is the recombination operator that uses a sub-
set of genes between two randomly chosen cut points from
one parent and completes the remaining part of the child
chromosome by preserving the order and positions of as
many storage locations as possible from the other parent
(Goldberg and Lingle, 1985). For example, in Figure 4 we
assume two parent chromosomes ygl and y
g
k each consisting
of eight genes and two cut points. By crossing-over the sub-





k can be constructed with the following mapping:,
6$ 1; 4$ 5; 5$ 7: Using mapping, the duplicate genes
are interchanged until both child chromosomes provide a
feasible product allocation.
The third operator is the edge recombination crossover
(ERX). The idea of the ERX operator is to construct a new
offspring that inherits as many edges (a combination of two
subsequent genes) as possible from its parent chromosomes
(Whitley et al., 1989). The first step of the operator is to
create an edge map for the genes based on their neighbor-
hood. The neighborhood of a gene is defined as the genes
that are adjacent to it either in the first and/or the second
parent. Afterwards, starting from an arbitrary gene, in each
step the next gene is chosen that is in the neighborhood of
the previous gene. If more than one gene is feasible, then
randomly the gene with smallest neighborhood size is
selected. This continues until the entire child chromosome
is constructed. For example, Figure 5 assumes the same two
parent chromosomes ygl and y
g
k for which the edge map can
be constructed that contains for each gene the adjacent
genes from the parent chromosomes. Then, child yg
0
l is con-
structed from the first gene of ygl . The second gene is either
2, 5, or 8. Both 2 and 5 have three neighbors, whereas 8 has
Figure 4. Example of the partially matched crossover operator.
Figure 5. Example of the edge recombination crossover.
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four neighbors. Assume that 2 is randomly chosen. In the
same way 3 is chosen for the third gene. By continuing in
the same manner, we finally obtainyg
0
l . In the case where we
started with the first gene of ygk we would obtain y
g0
k .
Algorithm 1: Description of the Genetic Algorithm.
1. g  0
2. Initialise the initial population, H0
3. Calculate the initial fitness, F(H0)
4. While maximum number of generations not met and
no convergence achieved do
5. g  gþ 1
6. Hgs  survivors ðHg1Þ . Create survivor population
7. Hgo  offspring ðHg1Þ . Create offspring population
8. Hg  ðHgs [ HgoÞ . Combine both populations
9. Calculate the fitness, F(Hg)
10. return wðybestÞ . The best product allocation over
all generations
The steps of the GA are described in Algorithm 1. In line
1 the generation index is set to zero and in line 2 the initial
population of chromosomes is created. The population is
initialized with random product allocations, like most GA
applications (Reeves, 2003). In line 3 the initial fitness of the
population is calculated using Equation (14). Then, the gen-
eration index is increased at line 5, whereas in line 6 and 7
the survivor and offspring population are generated. The
genetic operators used to generate the offspring population
are applied in sequence and each operator has a probability
that determines how many chromosomes on average per
generation to which the operator is applied. Afterwards,
both populations are combined in order to form the next
generation. Lines 5 to 9 are repeated until the termination
condition has been triggered. The algorithm stops if either
the best solution found has not been improved for Gstable
generations or if the generation index has reached Gmax.
Finally, at the last line the best product allocation wðybestÞ
is returned.
7. Numerical results
In this section we study the mean order throughput time for
the three picking strategies and product allocation that min-
imize these times. We then check for which range of system
instances a particular picking strategy achieves the shortest
mean order throughput times.
Section 7.1 investigates, for a large test set of different
instances, the solution quality and accuracy of the meta-
heuristic of Section 6. Furthermore, we compare the results
of the different picking strategies and discuss whether prod-
ucts that are often ordered together should be stored close
to each other. Section 7.2 discusses a real-world application,
for which we compare the three picking strategies and prod-
uct allocations.
All the experiments were run on a Core i7 with 2.5GHz
and 8GB of RAM and the GA was implemented in Java.
Also, the results were thoroughly analyzed for any inconsist-
ency using simulation.
7.1. Results for different system instances
In order to find out which product allocation minimizes the
mean order throughput time given one of the picking strat-
egies, a test set was generated for which the parameters are
shown in Table 1.
First, for all instances the number of aisles A was
assumed to be equal to two and the storage locations per
rack in an aisle L was also equal to two, which in total gives
eight different storage locations (¼ 2AL). We chose this
number since it allowed us to enumerate all possible product
allocation policies (8!¼ 40 320 different combinations) in a
reasonable time per instance in order to assess the solution
quality and accuracy of the GA. Next, we assumed all pick-
ing times to be equal and exponentially distributed, i.e.,
EðBiÞ ¼ b and EðB2i Þ ¼ 2b2 for i ¼ 1; :::;N, and the values
varied between 0.1, 1.0, and 2.0 seconds. The same assump-
tion was also made for the travel times between storage
locations, EðSiÞ ¼ s and EðS2i Þ ¼ 2s2 for i ¼ 1; :::;N. Note
that the actual values of the picking and traveling times are
not of concern in this section; however, we are interested in
the situation that the picking times are shorter than the
traveling times or vice versa. Furthermore, the overall system
load q was 0.1, 0.5, 0.8, or 0.95, such that for the arrival rate
it holds that k ¼ q=ðbPNi¼1 EðKiÞÞ, which is independent of
the current product allocation, and where
PN
i¼1 EðKiÞ is the
expected order size. Next, we varied the number of customer
orders that arrive at the system at jKj ¼ 5, 20, or 35. For
each of these orders we varied the demanded number of
product units,
PN
i¼1 Ki, between only small order sizes (ran-
domly chosen as either one or two product units), medium
order sizes (two to five product units), or large order sizes
(5–10 product units). In addition, we generated per number
of customer orders jKj and order size PNi¼1 Ki three sets of
customer order probabilities summing to one, where each
probability varied between 2% and 20%, which indicates the
frequency a particular type of order needs to be picked. In
total this lead to 972 (3 3 4 3 3 3) different (sym-
metric) instances.
In addition, we generated the same amount of (asymmet-
ric) instances in which the picking and traveling times differ
per location. The only difference with the symmetric instan-
ces is that each individual picking and traveling time was
randomly perturbed between 10% and 10% of its expected
value while ensuring that a product allocation can be found
such that the system is stable. Finally, note that due to the
different picking times per storage location, the system load
Table 1. Parameters of the system instances test set.
Parameter Values
Picking times, b (second) 0.1, 1.0, 2.
Traveling times, s (second) 0.1 , 1.0 , 2.
Number of different orders, jKj (units) 5, 20, 35
Order sizes,
PN
i¼1 Ki 1–2, 2–5, 5–10
Overall system load, q 0.1, 0.5, 0.8, 0.95
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is now dependent on the product allocation (q ¼PN
i¼1 kEðKiÞEðBiÞ).
The parameters used in the GA are shown in Table 2. In
every generation, the size of the population equals M¼ 100
which allows for enough variation between chromosomes.
The two stopping criteria, Gstable and Gmax are set equal to
150 and 1000, respectively, and the tournament size tsize is
set equal to three. Finally, each genetic operator has a prob-
ability that determines how many chromosomes the oper-
ator is applied to on average per generation. Since the
operators are applied sequentially some chromosomes in the
offspring population might not be modified and will remain
unchanged in the next generation. The probabilities are 0.15
for the SM, 0.35 for the PMX, and 0.20 for the ERX. These
parameters were obtained by running a sensitivity analysis
on a preliminary data set of similar sized instances in order
to avoid over-fitting on the current test set.
In Table 3 the solution quality and accuracy of the GA
for both the symmetric and asymmetric test set are shown.
The average run time of the GA was around 3 seconds for
the exhaustive and locally-gated strategy, whereas the aver-
age time to evaluate all the 40 320 product allocations is
around 19–22 seconds. For the symmetric instances with the
globally-gated strategy, all product allocations have the same
mean order throughput time since in Equation (8) both
EðCÞ;EðC2Þ, and PNi¼1 EðKiÞEðBiÞ will always be the same.
Therefore, there is no need to run the GA nor to enumerate
all possible allocations for these instances. For the asymmet-
ric instances, this is not the case and the average run time
of the GA is 0.24 seconds and 1.35 seconds for full enumer-
ation. On average 40 generations are needed to find the best
allocation plus an additional 150 iterations to ensure no bet-
ter solution is found. In terms of solution quality, GA was
able to find between 93% and 95% of the optimal product
allocations for the symmetric and asymmetric instances. For
the cases where the optimal solution was not found, GA still
found solutions very close to the optimal solution; the aver-
age relative difference with the optimal solution value for
these cases was around 0.12% to 0.24%. Finally, GA was
able to find all the optimal solutions for the asymmetric
instances with the globally-gated strategy.
In Table 4 the average probabilities, rij are shown for
allocations resulting from the GA; rij ¼ Pðki > 0; kj > 0Þ=
Pðki > 0Þ is the conditional probability that product i (row)
and product j (column) are together picked for a customer
order. The average probabilities are shown for both the sym-
metric and asymmetric instances in the case of an order size
of two to five products and locally-gated and exhaustive
strategies. We excluded globally-gated, since in the symmet-
ric cases all production allocations have the same average
order throughput time. In addition, by only considering
medium order sizes we can easily investigate whether prod-
ucts that are often ordered together are stored closed to
each other. For the symmetric cases, it can be seen that
products that are ordered together tend to be stored close to
each other (ri;iþ1), and also occur often with products at the
last two storage locations (ri;7 and ri;8). This can mainly be
explained by the trade-off between workload balancing (the
picker should not stay at a storage position too long) and
allocating correlated products next to each other (increasing
the probability an order can be picked in the same cycle it
arrives). The previous results can also be observed for the
asymmetric instances.
Finally, in Table 5 we investigate the range of instances a
particular picking strategy achieves the shortest mean order
throughput times. For given system load q, traveling time s,
and picking time b, the table presents the fraction of times a
particular picking strategy achieves the shortest mean order
throughput times (assuming optimal product allocation per
instance). The results from the full enumeration were used
to construct this table, however the same results are
obtained if the GA would have been used. First, in Table
5(a) the results for the symmetric instances are presented.
Note that the best allocation of products can differ per strat-
egy. From the table it can be seen that when the system
load is low and the picking and traveling times are the
same, the exhaustive strategy achieves the shortest mean
order throughput times. This is also the case for all system
loads when the traveling times are longer than the picking
times. In these cases, it is more beneficial to stay longer at a
Table 3. Solution quality and accuracy of the GA on the test set.
Symmetric instances Asymmetric instances
EX LG GG EX LG GG
Average GA time (second) 3.85 3.35 < 0.01 3.22 3.21 0.24
Average enumeration
time (second)
22.19 20.30 < 0.01 21.59 19.45 1.35
Average number of
generations
196.3 195.3 – 192.2 191.6 186.3
Solution quality (%) 93 95 100 94 93 100
Relative difference
solution (%)
0.18 0.12 – 0.21 0.24 –
Table 4. The conditional probabilities, rij, that product i (row) and product j
(column) are picked for a customer order.
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
(a) Symmetric instances (order size 2–5 product units, locally-gated and
exhaustive strategy)
Q1 1.00 0.41 0.13 0.67 0.30 0.52 0.54 0.28
Q2 0.24 1.00 0.31 0.43 0.25 0.29 0.32 0.46
Q3 0.13 0.52 1.00 0.34 0.26 0.23 0.31 0.26
Q4 0.43 0.48 0.23 1.00 0.18 0.33 0.46 0.36
Q5 0.34 0.50 0.30 0.32 1.00 0.28 0.50 0.27
Q6 0.44 0.43 0.20 0.44 0.21 1.00 0.60 0.38
Q7 0.33 0.34 0.19 0.43 0.27 0.43 1.00 0.36
Q8 0.24 0.68 0.23 0.47 0.20 0.38 0.50 1.00
(b) Asymmetric instances (order size 2–5 product units, locally-gated and
exhaustive strategy)
Q1 1.00 0.53 0.24 0.65 0.14 0.39 0.48 0.43
Q2 0.40 1.00 0.24 0.55 0.19 0.35 0.31 0.43
Q3 0.26 0.35 1.00 0.36 0.48 0.26 0.62 0.46
Q4 0.46 0.52 0.24 1.00 0.13 0.38 0.47 0.32
Q5 0.13 0.24 0.43 0.18 1.00 0.34 0.50 0.44
Q6 0.43 0.51 0.26 0.59 0.39 1.00 0.52 0.35
Q7 0.36 0.30 0.42 0.49 0.38 0.35 1.00 0.37
Q8 0.38 0.50 0.37 0.39 0.40 0.28 0.43 1.00
Table 2. Parameters used in the GA.
Parameter Value Parameter Value
Population size, M 100 Probability pSM 0.15
Stable generations, Gstable 150 Probability pPMX 0.35
Maximum number of generations, Gmax 1 000 Probability pERX 0.20
Tournament size, tsize 3
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picking location than to switch to another picking location.
However, the opposite holds when the traveling times are
shorter than the picking times. For these instances both
gated strategies perform well, and for higher system loads
globally-gated performs the best. A reason for this is that in
the locally-gated strategy the order picker will already pick
many products for orders that will only be delivered at the
depot next cycle, whereas in the globally-gated strategy only
products will be picked for orders that will be delivered at
the depot at the end of the cycle. Finally, the same patterns
can also be observed for the asymmetric instances in
Table 5(b).
In Table 6 Table 6(a) and Table 6(b) the average percen-
tual improvement,
ðfirst strategy second strategyÞ
second strategy
100%;
in mean order throughput time given the three strategies,
system load q, traveling time s, and picking time b are pre-
sented. For example, for the asymmetric cases when s ¼ b ¼
0 and q ¼ 0:1, the exhaustive strategy has on average
shorter mean order throughput times of 0.55% compared
with locally-gated and 16.99% compared with the globally-
gated strategy, whereas the locally-gated strategy has, on
average shorter mean order throughput times of 17.42%
compared with the globally-gated strategy. From both tables
it can be seen the larger the difference is between s and b,
the bigger the magnitude of improvements are between the
different picking strategies.
7.2. Real-world application
In this section, we investigate the effects of different picking
strategies and product allocations for a real-world milkrun
picking system. For this we study the warehouse of an
online Chinese retailer in consumer electronics, the same
warehouse considered in case 2 in Gong and de Koster
(2008). However, the authors only compared the product
unit waiting times. The retailer sells over 20 000 products in
Table 5. For picking strategy exhaustive (EX), globally-gated (GG), and locally-
gated (LG), the fraction of times this strategy achieves the minimal mean
order throughput time given system load q, traveling time s, and picking
time b.
b 0.10 1.00 2.00
s q EX GG LG EX GG LG EX GG LG
(a) Symmetric instances
0.10 0.10 0.96 0.00 0.04 0.00 0.30 0.70 0.00 0.63 0.37
0.50 0.78 0.22 0.00 0.00 0.93 0.07 0.00 1.00 0.00
0.80 0.67 0.30 0.04 0.00 1.00 0.00 0.00 1.00 0.00
0.95 0.63 0.37 0.00 0.00 1.00 0.00 0.00 1.00 0.00
1.00 0.10 1.00 0.00 0.00 0.96 0.00 0.04 0.67 0.00 0.33
0.50 1.00 0.00 0.00 0.78 0.22 0.00 0.48 0.30 0.22
0.80 1.00 0.00 0.00 0.67 0.30 0.04 0.37 0.52 0.11
0.95 1.00 0.00 0.00 0.63 0.37 0.00 0.30 0.59 0.11
2.00 0.10 1.00 0.00 0.00 1.00 0.00 0.00 0.96 0.00 0.04
0.50 1.00 0.00 0.00 1.00 0.00 0.00 0.78 0.22 0.00
0.80 1.00 0.00 0.00 0.93 0.07 0.00 0.67 0.30 0.04
0.95 1.00 0.00 0.00 0.89 0.11 0.00 0.63 0.37 0.00
(b) Asymmetric instances
0.10 0.10 1.00 0.00 0.00 0.00 0.37 0.63 0.00 0.63 0.37
0.50 0.81 0.19 0.00 0.00 0.93 0.07 0.00 1.00 0.00
0.80 0.70 0.26 0.04 0.00 1.00 0.00 0.00 1.00 0.00
0.95 0.59 0.41 0.00 0.15 0.85 0.00 0.15 0.85 0.00
1.00 0.10 1.00 0.00 0.00 1.00 0.00 0.00 0.78 0.00 0.22
0.50 1.00 0.00 0.00 0.81 0.19 0.00 0.48 0.30 0.22
0.80 1.00 0.00 0.00 0.70 0.26 0.04 0.33 0.56 0.11
0.95 1.00 0.00 0.00 0.59 0.41 0.00 0.41 0.48 0.11
2.00 0.10 1.00 0.00 0.00 1.00 0.00 0.00 1.00 0.00 0.00
0.50 1.00 0.00 0.00 1.00 0.00 0.00 0.81 0.19 0.00
0.80 1.00 0.00 0.00 0.89 0.11 0.00 0.70 0.26 0.04
0.95 1.00 0.00 0.00 0.81 0.19 0.00 0.59 0.41 0.00
Table 6 For picking strategy exhaustive (EX), globally-gated (GG), and locally-gated (LG), the average percentual improvement in mean order throughput time
given the strategies, system load q, traveling time s, and picking time b.
b
0.10 1.00 2.00
s q EX / LG EX / GG LG / GG EX / LG EX / GG LG / GG EX / LG EX / GG LG / GG
(a) Symmetric instances
0.10 0.10 0.54 16.74 17.17 0.70 3.04 2.37 0.94 0.27 1.20
0.50 2.04 10.27 11.96 4.42 10.62 15.52 5.61 15.35 21.80
0.80 2.33 5.50 7.47 9.29 20.66 31.91 11.26 26.34 40.51
0.95 2.06 3.14 4.83 12.89 26.03 42.29 15.32 32.19 52.34
1.00 0.10 1.12 21.75 22.59 0.54 16.74 17.17 0.18 13.16 13.29
0.50 5.33 18.36 22.61 2.04 10.27 11.96 0.04 4.63 4.53
0.80 8.74 16.17 23.40 2.33 5.50 7.47 1.38 1.78 3.44
0.95 10.76 15.37 24.38 2.06 3.14 4.83 2.83 5.09 8.40
2.00 0.10 1.17 22.11 22.99 0.82 19.22 19.85 0.54 16.74 17.17
0.50 5.60 18.95 23.39 3.59 14.24 17.20 2.04 10.27 11.96
0.80 9.28 16.97 24.58 5.29 10.71 15.25 2.33 5.50 7.47
0.95 11.50 16.29 25.85 6.03 9.09 14.35 2.06 3.14 4.83
(b) Asymmetric instances
0.10 0.10 0.55 16.99 17.42 0.63 2.70 2.09 0.86 0.67 1.52
0.50 2.17 9.79 11.61 4.16 11.02 15.65 5.37 15.72 21.91
0.80 2.14 4.53 6.33 8.93 21.33 32.20 10.89 27.05 40.82
0.95 1.50 1.47 2.68 10.37 22.83 36.00 12.43 28.09 44.51
1.00 0.10 1.10 22.12 22.94 0.55 16.99 17.42 0.21 13.25 13.41
0.50 5.24 17.81 22.03 2.17 9.79 11.61 0.26 4.14 4.26
0.80 8.03 14.86 21.61 2.14 4.53 6.33 1.33 2.60 4.22
0.95 7.96 11.43 18.24 1.50 1.47 2.68 2.25 5.31 8.01
2.00 0.10 1.14 22.49 23.34 0.81 19.55 20.16 0.55 16.99 17.42
0.50 5.48 18.40 22.78 3.64 13.74 16.76 2.17 9.79 11.61
0.80 8.52 15.63 22.74 4.87 9.59 13.82 2.14 4.53 6.33
0.95 8.50 12.17 19.39 4.48 6.34 10.29 1.50 1.47 2.68
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226 cities and provides deliveries within 2hours upon order
receipt in large cities. In order to meet this service level agree-
ment, management requires that orders should start processing
within 5minutes on average after being received, and the order
throughput times should be as short as possible.
The company uses a milkrun picking system aided by an
information system based on mobile technology and a call
center (order processing center). In Table 7 an overview of the
parameters of the warehouse is provided. The total area dedi-
cated for the milkrun picking system is 985 m2. The total
number of aisles is eight and each aisle has a width of 1 meter.
On each side of the aisle there are 30 storage positions, where
each storage position has a width and depth of 1.2 meter. In
total, there are 480ð¼ 2  8  30Þ storage locations.
In total there are now 30 order pickers working per shift
in the warehouse. Different from Gong and de Koster
(2008) who assumed that all order pickers visit sequentially
every storage location and thus follow the same picking
route, we assume that the order picking area is zoned and
each picker is responsible for picking products from his or
her zone. This means that there is no overlap in picking
routes between order pickers. Picked products are brought
to a central depot location where they are sorted per cus-
tomer order. Additionally, we assume small-sized orders
(64% one product unit and 36% two product unit) and that
every customer order can be fully picked in one zone. This
allows us to study each zone in isolation. In Figure 6 the
probability a product is ordered is shown for the products
stored in the zone.
Then, a single order picker is responsible for N ¼ 16 ¼
2  4  2 storage locations. The subsequent picking routes can
be realized by adding additional cross-aisles to the order
picking area. Each order picker has a traveling speed of 0.48
meter/second. The mean travel time side to side is s1 ¼ 2
seconds, the mean travel time within aisles between adjacent
storage location is s2 ¼ 2:50 seconds, and the mean travel
time between adjacent aisles is s3 ¼ 9:60 seconds. The aver-
age mean traveling times from the last storage location to
the first pick location including the depot time is s0 ¼ 63:0
seconds for all the pickers. As a result, the total mean travel-
ing time per cycle is EðSÞ ¼ 182:2 seconds. All the second
moments for the traveling times are s2i ¼ 0; i ¼ 0; 1; 2; 3.
Finally, for all storage locations the mean picking time per
product unit is EðBiÞ ¼ 1:51 seconds and second moment of
the picking time is EðB2i Þ ¼ 3:82; i ¼ 1; :::;N. In the rest of
this section, we focus on one zone but the same conclusion
can also be drawn for the other zones.
Figure 7 shows the mean order throughput time and
mean product unit waiting time for the three picking strat-
egies, for different system utilizations. The results were
obtained after running the GA for which the parameters
were identical as in Section 7.1. The run time of the algo-
rithm was around 5minutes per instance and around 500
generations were needed to find the best allocation. In
Figure 7(a) the results for the mean order throughput time
EðTÞ are shown. The exhaustive strategy always achieves the
lowest mean order throughput time, whereas the results of
Table 7. Parameters of the China online shopping warehouse.
Parameter Value
(a) Warehouse
Warehouse area 985 m2
Aisles 8
Number of storage locations per aisle side 30
(b) Order pickers
Number of order pickers 30
Number of storage locations per picker, N 16
Number of aisles per picker, A 4
Number of storage locations per rack per picker, L 2
(c) Operations
Travel speed of a picker 0.48 meter/sec.
Mean picking time, EðBiÞ 1.51 sec.
Second moment picking time, EðB2i Þ 3.82
Mean traveling time (depot), s0 63.0 sec.
Mean traveling time (side to side), s1 2.00 sec.
Mean traveling time (adjacent storage locations), s2 2.50 sec.
Mean traveling time (adjacent aisles), s3 9.60 sec.
Figure 6. Expected demand distribution China online shopping warehouse.
Figure 7. Results for China online shopping warehouse for different utilization q and the three picking strategies.
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the locally-gated strategy are slightly above it. However, the
globally-gated strategy performs significantly worse which
shows that dynamically adding new customer orders to the
picking cycle reduces the mean order throughput times con-
siderably. For high arrival rates, the globally-gated strategy
resembles a conventional batch picking process. In the cases
of LG and EX where new customer orders can be included
in the current picking cycle, a substantially better perform-
ance is obtained. From the results, it can be clearly seen that
when the utilization increases, the mean order throughput
times also increase. For the average mean product unit wait-
ing time EðWÞ ¼ 1K
PN
i¼1 kiEðWiÞ in Figure 7(b), similar con-
clusions can be drawn. On the other hand, comparing the
results with the mean order throughput time it can be seen
that the mean order throughput time is between 50 and
125% longer. This implies that when considering how long it
takes to pick a customer order it is better to consider the
order throughput time instead of product unit waiting time.
Figure 8 shows how much the mean order throughput
time varies for several values of the utilization q for a ran-
domly generated set of product allocations. We generated 3
000 different allocations, which also included the best alloca-
tion found in Figure 7, for which we calculated the mean
order throughput time EðTÞ. We excluded the globally-gated
strategy from this comparison, as EðBiÞ, i ¼ 1; :::;N is the
same for every storage location, and therefore all product
allocations have the same mean order throughput time.
From the box plots it can been seen that the spread of mean
order throughput times is around 3minutes for the case
where q is low, to a couple of seconds when q is high and
that an approriate picking strategy can lead to significantly
shorter order throughput times. In addition, the best storage
allocation can improve the order throughput time by around
10% compared with the worst storage allocation. Finally, we
tested the robustness of our results by perturbating the
demand distribution and comparing the order throughput
time of the allocations found by the GA each with a 1 000
random allocations. We found that changing up to 20% of
the realizations of the demand distribution, the allocations
found by the GA still provide the shortest order through-
put times.
8. Conclusion and further research
This article studied the order throughput time and product
allocation in a milkrun picking system. This article is the
first article order throughput times of multi-product unit
orders in a milkrun picking system and provides better
insights in the performance of the system and allows the
effect of different product allocations to be studied. For
three picking strategies; exhaustive, locally-gated, and glo-
bally-gated, we determined the average order throughput
time of a customer order within the set of modelling
assumptions. Afterwards, we proposed an optimization
framework for product allocation in a milkrun picking sys-
tem in order to minimize the average order throughput
time. Our results showed that the average order throughput
time in a milkrun order system can significantly vary based
on the chosen product allocation and picking strategy. In
particular, we found that the exhaustive strategy obtains the
lowest mean order throughput time when travel times
between storage locations are long compared with the pick-
ing times, whereas both gated strategies perform better in
the opposite situation. In addition, for a real-world applica-
tion we showeed that milkrun order picking reduces the
order throughput time significantly in the case of high
arrival rates compared with conventional batch picking. In
addition, the best storage allocation can improve the order
throughput time around 10% compared with the worst stor-
age allocation.
Our results provide useful insights into the possible per-
formance gain of a milkrun system compared with a trad-
itional batch picking system. Moreover, it provides an
understanding that, depending on the system and demand
characteristics, different picking strategies will minimize the
mean order throughput time. Short order throughput times
are important for e-commerce companies that want to set
their order cut-off times as late as possible while still guar-
anteeing that orders can be delivered next day or in some
cases even the same day. Especially the latter case of same-
day delivery, a milkrun system is very well suited. Examples
are same-day grocery delivery companies or suppliers of
consumer electronics as the company described in the real-
world case.
The model and methods in this article lend themselves to
further research. First, the model can be extended by includ-
ing putaway and replenishment processes, similar as
observed in a production setting. Other interesting topics
are relaxing the assumption of an uncapacitated pick cart,
investigating whether other or combinations of picking strat-
egies can lead to increased picking performance, and mul-
tiple storage locations per product. Also, it can be
worthwhile to investigate whether a local backward routing
strategy, i.e., picking a product that arrived in the queue
that just has been visited, might increase system perform-
ance. In addition, it is possible to further study a milkrun
picking system with multiple pickers, where the order
Figure 8. Box plots of mean order throughput times for 3000 different product allocations for various values of the utilization q.
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picking area is zoned and each picker is responsible for
picking products from his/her zone. Interesting other
research questions would be how many zones are required
and how should products be allocated in order to minimize
the order throughput time in the case where an order con-
sists of demand for products located in multiple zones
which all need to be send to single depot location. Finally,
the model can be generalized for the analysis of different
warehouse systems such as carousels or paternosters, but
also for production systems and communication networks.
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