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$X=.r$ $(X <Cl_{0})$ $(X \geqq C1_{(})$
2
$X$
(1) $X\sim N(\theta, 1)$ . $\theta\in\Theta=(-\infty)\infty)$ .














$(-)$ $\mathcal{B}$ $(\ominus.\mathcal{B})$ $\sigma$- L. $U$
$A\in \mathcal{B}$ $L(A)\leq U(A)$ $L\leq U$ $L\leq U$
$L$ $U$ $I(L. U)$
(4) $I(L. U):=\{Q|L\leq Q\leq U.Q$ $\sigma$- $\}$
$\theta$ $Q$ $(\Theta.\mathcal{B})$ $\sigma$- L. $U(L\leq U)$
$I(L. U)$
$(J^{\ulcorner})$ $Q\in I(L. U)$
$I(L. U)$ $g$ $(\Theta.\mathcal{B})$ Q-
:
$Q(g):=./\epsilon\sim)(/(\theta)rfQ(\theta)$




$A$ . 1 $(k\geqq 1)$ $\tau$ $t$) $I^{\cdot}ecisioIl$
De Robertis &Hartigan(1981)
$Q\in I(\mu, \tau)$ $\delta(\theta)$ $\frac{Q(\overline{\delta}(\theta))}{Q(1)}$
$Q$
(7) $\{\frac{Q(\tilde{\delta}(\theta))}{Q(1)}|Q\in I(/\iota, \tau)\}=[\underline{\grave{\delta}}(/\iota, \tau).\overline{\delta}\tilde{(}//, \tau)]$ .
$\acute$ -
$\delta\tilde$ . $\overline{\grave{\delta}}$ (8).(9) $\lambda=\underline{(\overline{)}}(//. \tau)$
$\lambda$
(8) $k. \int_{--x\lrcorner}^{\infty}(\delta(\theta)-\lambda)\lrcorner\frac{\tau(0\{1)^{2}}{2}d\theta+.[_{-\infty}^{\infty}(\delta(\theta)-\lambda)+_{C^{j}}-\frac{\tau(0\prime 4)^{2}}{2}d\theta=0$
$\lambda=\overline{\delta^{-}}(\iota/, \tau)$
$\lambda$
$((J)$ $\int_{\infty}^{\infty-}(\delta(\theta)-\lambda)_{t^{J}}^{--\frac{T(\prime 1)^{2}}{2}d\theta+\text{ }.1_{\propto)}^{\infty}(\delta(\theta)-\lambda)^{+_{C}-\frac{\tau(\theta-\mu)^{2}}{2}}d\theta=0}$
r $\in \mathbb{R}$ $:l^{+}=m_{C}\gamma\lambda\{\tau, 0\}$ . $\tau^{-}=111in\{x.0\}$
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$X=x$ $\delta(\theta)$ $\underline{()\sim}$ $\overline{\overline{\delta}}$
(8).(9) $G$
(10) $G(a|0_{\mathfrak{c},l}\iota, \tau)=P(Z+Y<0_{0}.Y<c\iota)(-\infty<0<\infty)$
$Z \sim N(0.1).Y\sim N(\mu, \frac{1}{\tau})$ $Z$ $Y$
Proposition 1. $\underline{\delta^{-\overline{-}}}()$ 2 $\lambda=\underline{(\overline{)}}(//, \tau)$





























$\lambda$ $($ $-1)\Psi(\sqrt{\tau}(0_{0}-\Psi^{-1}(\lambda)-l^{l}))-k\lambda=()$ .
(1) $)$ 1
Remark:
1. $A=1$ (a). $(\dagger))$ $\underline{\overline{\delta}}=\overline{\delta^{-}}=\Psi(0_{0}-l^{\iota}/\sqrt{(\tau+1)/\tau})$ $\theta$
$N(/’, 1/\tau)$ $()^{\backslash }(\theta)$
2. $X=\tau$ . $I(\tau l^{l+.L}/\tau+1.\tau+1)$
$\delta(\theta)$
$[\underline{(\overline{)}}((\tau l^{l}+.r)/(\tau+1), \tau+1).\overline{(\overline{)}}((\tau l^{l,}+.r)/(\tau+1), \tau+1)]$
3. $G(l_{(I^{-\Psi}}|(\lambda)|\iota_{0}.\mu, \tau)$ 2 tetra-
choric $functi_{ollS}$
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(15) $\underline{h}(\theta, \lambda):=k(\delta^{-}(\theta)-\lambda)^{+}+((\overline{)}(\theta)-\lambda)^{-}$ .
(16) $\overline{h}(\theta, \lambda):=(\delta(\theta)-\lambda)^{+}+k(\delta(\theta)-\lambda)^{-}$
;
(17) $\underline{H}(\lambda|_{l}\iota. \tau):=\int_{\Theta}\underline{f?}(\theta, \lambda)\epsilon^{J^{-\frac{\tau(\theta-l^{A})^{\underline{?}}}{2}}}d\theta$ ,
(18) $\overline{H}(\lambda|_{l}\iota. \tau):=\int_{\Theta}\overline{h}(\theta, \lambda)e^{-\frac{\tau(\theta-l^{l})^{2}}{9arrow}}d\theta$
$\lambda=\underline{\overline{\delta}}(\mu, \tau)$ $F$ $\underline{H}(\lambda|\mu, \tau)=0$ $\lambda=\overline{\overline{\delta}}(l^{4,\mathcal{T}})$ $\overline{H}(\lambda|\mu, \tau)=0$
$\delta(\theta)=P(X<c\iota_{0}|\theta)$ $\theta$
$\underline{f_{l}}(\theta, \lambda).\overline{f\iota}(\theta, \lambda)$ $0,$ $\lambda$ 2 $(0$ or $\lambda)$
$(\lambda$ or $\theta)$
Lemma 1. $g(\theta)$ $\theta$ $N(\theta|_{l^{l}}, \tau)=\epsilon^{1^{-\frac{\tau(0\ell\iota)^{2}}{\underline{)}}}}$, $l^{l}<l^{1’}$
$\rangle$






Lemnla 1 $l^{I}<\{l’$ $\underline{H}(\lambda|l^{\iota.\mathcal{T}})\geqq\underline{H}(\lambda|1^{l_{\theta}’,\mathcal{T}}).\overline{H}(\lambda|l^{x,\tau)}\geqq\overline{H}(\lambda|_{l}\iota’.\tau)$





Proposition 2. $4=\underline{l^{t}}(\lambda_{0}, \mu, \tau)^{\overline{(^{)_{=}}}\overline{p}(\lambda_{(,1}\iota.\tau)}$
X $=$ .l
(20) $\{\begin{array}{l}l\cdot<\zeta \text{ }\Omega\Phi \text{ } l^{t}\zeta\leqq.\cdot l\cdot<\overline{l:} \text{ }\_{-JJ}^{\text{ }\backslash \ovalbox{\tt\small REJECT}_{R^{1\downarrow}}^{arrow\Re ffl}}\iota:\geqq\overline{l^{l}} \text{ }\ovalbox{\tt\small REJECT}_{H^{||}}^{arrow}\mathfrak{R} ffl\end{array}$
$\underline{\tilde{\delta}}(\tau l^{l}+.\downarrow\cdot/\tau+1. \tau+1)=\lambda_{(}$ $x$ $\underline{(’}$ $\overline{\delta}\tilde{(}\tau l^{1}+.\iota\cdot/\tau+1$ . $\tau+1$ ) $=\lambda_{0}$
$l$
. $\overline{l^{1}}$
$C1_{0}= \frac{\backslash \prime}{4},$ $l^{/=}0.\tau=1$ $=2$ X $= \frac{1}{\prime 2}$






[1] .1. A. Batlier. Control cbarts $\dot{c}|i_{1(}1111i_{I}$ 1 $ir$liizatio11 of costs. J. $Ro?l$ . Statist. Soc. Ser. $B$ .
25:49 8$()$ . 1963.
[2] Robert V. Baxley. .Jr. All application of variable salllpling interval control cltartb. .$Jour7tal$
of Quality Technolog.(/$\cdot$ $27(4):275282$ . 1995.
[3] Lorraine De Robertib and.1. A. IIartigan. $Baye,\cdot i_{d}$ 11 inference using intervals of $111c_{\dot{C}}\iota_{\grave{\backslash }};nI^{\cdot}C_{\iota}b$ .
$A_{7l7t}$ . Statist.. $9(2):235-244$ . 1981.
[4] Al. A. Girshick alld IIernian Rubin. A $I3ayes$ approach to a quality control lllodcl. $Ar|.n$ .
Math. Statisticb. 23:114125.1952.
[5] E. L. Porteus and A. Angclus. opportullitieb for ilnproved statistical process control.
Managern. $r|.t$ Sci.. 43: 1214 1228. 1997.
162
[6] Marion R. Reynolds. Jr.. Jebse C. Arnold. Raid W. Alnin. alld Joel A. Nachlas. $\overline{X}$ charts
wit $\iota_{1}$ variable bampling intervals. Technometrics. 30(2): 181-192, 1988.
[7] W.A. Scbewhart. $Eco$nomic Control of Quality of Manufactured Product. Van Nobtrand.
1931. ( ), 1951.
[8] George Tagarab. A dynaliric progranuning approach to the economic design of X-cliarts.
$IIE$ Rans., $26(3):4856$ . 1994.
[9] George Tagaras. Dynalmic control charts for finite production runs. Europian J. Oper$\cdot$ .
Res.. 91:38-55. 1998.
[10] George Tagarab and Yiannib Nikolaidib. Comparing the effectiveness of various Bavesian
$\overline{X}$ control chartb. Oper$\cdot$ . Res.. $t$)\ulcorner 0(5):878-888$ , 2002.
[11] Howard XI. Taylor. Markovian $seq_{llel1}tia1$ replaceliiellt $1$) $roces_{\dot{3}}e_{\iota}s$ . Ann. Math. Statist..
36:1677-1694, 1965.
[12] Howard INI. Taylor. Statistical control of a Gaussian process. Techno $7\gamma\iota et\gamma\cdot ic,s$ . $9:29-41$ .
1967.
[13] Jiro Yalnauclii. Statictical table and formulas with computer applications JSA-1972.











1589 pages 120-129. 2008.
[19] 1985.
[20]
1682 . pageb 70-77. 2010.
[21] 1971.
[22] 1979.
[23] 1999.
163
