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ABSTRACT
We describe a major upgrade of a Monte Carlo code which has previously been used for
many studies of dense star clusters. We outline the steps needed in order to calibrate the
results of the new Monte Carlo code against N -body simulations for large N systems, up
to N = 200000. The new version of the Monte Carlo code (called MOCCA), in addition
to the features of the old version, incorporates the direct Fewbody integrator (Fregeau et al.
2004) for three- and four-body interactions, and a new treatment of the escape process based
on Fukushige & Heggie (2000). Now stars which fulfil the escape criterion are not removed
immediately, but can stay in the system for a certain time which depends on the excess of the
energy of a star above the escape energy. They are called potential escapers. With the addition
of the Fewbody integrator the code can follow all interaction channels which are important
for the rate of creation of various types of objects observed in star clusters, and ensures that
the energy generation by binaries is treated in a manner similar to the N -body model.
There are at most three new parameters which have to be adjusted against N -body sim-
ulations for large N : two (or one, depending on the chosen approach) connected with the
escape process, and one responsible for the determination of the interaction probabilities. The
values adopted for the free parameters have at most a weak dependence on N . They allow
MOCCA to reproduceN -body results with reasonable precision, not only for the rate of clus-
ter evolution and the cluster mass distribution, but also for the detailed distributions of mass
and binding energy of binaries. Additionally, the code can follow the rate of formation of blue
stragglers and black hole - black hole binaries. The code computes interactions between bina-
ries and single stars up to a maximum separation rpmax, and it is found that MOCCA needs a
rather large value of rpmax to get agreement with the N -body simulations.
Except for some limitations such as spherical symmetry, a Monte Carlo code such as
MOCCA is at present the most advanced code for simulations of real star clusters. It can
follow the cluster evolution in detail comparable to an N -body code, but orders of magnitude
faster.
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1 INTRODUCTION
This is the second paper in a new series of papers in which we
attempt to describe the development of MOCCA (MOnte Carlo
Cluster simulAtor) and its application to the simulations of star
cluster evolution. The first in the series (Hypki & Giersz 2012) de-
scribed in detail recent developments of the previous version of
the Monte Carlo code (Giersz, Heggie, & Hurley (2008), and ref-
erences therein) and the first results of simulations concerning blue
stragglers (BSS) in an evolving star cluster environment. In this pa-
per, we further develop the code and perform a very detailed com-
⋆ E-mail: mig@camk.edu.pl (MG)
parison with N -body simulations of large N stellar systems up to
N = 2× 105.
MOCCA (Hypki & Giersz 2012) is at present one of the most
advanced numerical codes for stellar dynamical simulations, and
is capable of following the evolution of real star clusters in detail
comparable to that of N -body simulations, but orders of magnitude
faster (several hours for N = 2× 106). The dynamical ingredients
of the Monte Carlo code are essentially the same as those described
in Giersz (1998, 2001, 2006) and Giersz, Heggie, & Hurley (2008),
whose code embodies several features introduced by Stodo´łkiewicz
(1986), whose code was in turn based on that originally devised
by He´non (1971). Two main features distinguish MOCCA from
the previous version of the Monte Carlo code: (i) it now incor-
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porates dynamical interactions between binary and single stars
and between pairs of binaries based on the Fewbody integra-
tor developed by Fregeau et al. (2004); (ii) it replaces the treat-
ment of the escape process in the static tidal field based on
Baumgardt (2001) by one in accordance with the theory proposed
by Fukushige & Heggie (2000). The escape process is not instan-
taneous any more; an object needs time to find its way around
the Lagrangian point L1 to escape. MOCCA incorporates most of
the processes which are important during the evolution of a stel-
lar system, e.g. relaxation, the main engine of dynamical clus-
ter evolution; stellar evolution according to Hurley, Pols, & Tout
(2000) for the evolution of single stars, supplemented by the meth-
ods of Hurley, Tout, & Pols (2002) for the internal evolution of
binary stars and also a simple approach for colliding stars based
on the McScatter interface by Heggie, Portegies Zwart, & Hurley
(2006); escape in the static tidal field of the parent galaxy; di-
rect few body integration to follow interactions between binaries
and single stars and other binaries; binary formation in 3-body
interactions; and optional mass-segregated initial cluster configu-
rations according to Baumgardt, De Marchi, & Kroupa (2008) and
ˇSubr, Kroupa & Baumgardt (2008).
There are several factors which motivate this work. Star clus-
ters are the focus of many intensive observational campaigns
(e.g. Bedin et al. 2001; Bedin, Piotto et al. 2003; Grindlay et al.
2001; Piotto et al. 2002; Kalirai et al. 2003; Kafka et al. 2004;
Richer et al. 2004; Anderson et al. 2006; Milone et al. 2012, and
references therein), which are now turning to the examination of the
parameters of their populations of different kinds of binaries, BSS
and other “peculiar” objects. Dynamical models are needed for the
design and interpretation of observational programmes: how is the
period distribution and the spatial distribution of binaries affected
by dynamical evolution? What is the influence of environment and
dynamical evolution on the formation of “peculiar” objects? Un-
derstanding the abundance, spatial distribution and channels of for-
mation of BSS can only be attempted by a technique which follows
simultaneously both binary dynamics and internal evolution. While
the N -body technique may ultimately be the method of choice for
such studies, systems of the size of most globular clusters are likely
to remain beyond reach for some years, simply because of the num-
ber of stars and the size of the binary population. After all, it is only
recently that the “hardest” open clusters such as M67 (Hurley et al.
2005) and the “easiest”, loosely bound and distant globular clus-
ter Palomar 14 (Hasani Zonoozi et al. 2011) have been modelled
at the necessary level of sophistication. To efficiently compute de-
tailed models of large star clusters and to investigate the influence
of initial parameters on a cluster’s global and local observational
properties we need a technique which is much faster than the N -
body code and at the same time can give the same level of infor-
mation about every object in the cluster as the N -body code does.
MOCCA is such a technique, and is broadly comparable with a
Monte Carlo code developed over many years, largely indepen-
dently, by the Northwestern group (Chatterjee et al. 2010).
One of the drawbacks of non-direct techniques (including the
Monte Carlo one) compared to the N -body model is the neces-
sity of using free parameters to try to describe the complexity of
physical processes naturally covered in the direct code. The most
important free parameters (from the point of view of MOCCA)
are connected with the relaxation process (the coefficient γ in the
Coulomb logarithm), escape in the static tidal field and, finally, dy-
namical interactions between different objects (where the parame-
ter, rpmax, is the maximum pericentre distance between interact-
ing objects for which few-body interactions are calculated explic-
itly). The usual method of determining the free parameters is a
comparison with the results of N -body simulations. For the pre-
vious version of the Monte Carlo code the comparison was done
only for small N systems (up to N = 24000). The code was suc-
cessfully used to simulate the evolution of several real star clus-
ters: M67 (Giersz, Heggie, & Hurley 2008), M4 (Heggie & Giersz
2008a), NGC6397 (Giersz & Heggie 2009; Heggie & Giersz 2009)
and 47Tuc (Giersz & Heggie 2011). Despite those successes there
were some doubts connected with the scaling with N of the escape
process, the implementation of which was based on Baumgardt
(2001). To fully validate MOCCA it has to be tested for larger N ,
and not only for the global parameters like evolution of the total
cluster mass or Lagrangian radii, but also for the properties and
spatial distributions of binaries and BSS. That kind of comparison
will show how far we can trust the results of Monte Carlo simu-
lations, and which processes cannot be properly described in the
framework of MOCCA.
This paper begins in Sec. 2 with a summary of the features
which have been added to the Monte Carlo scheme during the con-
struction of the new version of the code, MOCCA. We also show
there how we calibrate the free parameters of MOCCA with re-
sults of N -body simulations. Next (Sec. 3) we describe the simi-
larities and differences between MOCCA and N -body simulations
and discuss the possible reasons for them. The final section sum-
marises our conclusions, and discusses some limitations and future
developments of MOCCA.
2 TECHNIQUE
MOCCA (Hypki & Giersz 2012) is an updated version of the
Monte Carlo code developed in Giersz (1998, 2001, 2006);
Giersz, Heggie, & Hurley (2008). In addition to the description of
the relaxation process, which is responsible for the dynamical evo-
lution of the system, it includes synthetic stellar evolution of sin-
gle and binary stars (BSE code) using prescriptions described by
Hurley, Pols, & Tout (2000) and Hurley, Tout, & Pols (2002) and
direct integration procedures for small N subsystems based on the
Fewbody code of Fregeau et al. (2004); this is described in more
detail below. One of the more important updates is a better de-
scription of the escape process according to Fukushige & Heggie
(2000). Now the escape of an object from the system is no longer
instantaneous, but takes place after some delay. The theory of
Fukushige & Heggie (2000) incorporates a number of parameters
which they had to determine empirically, and which depend on the
system under consideration; here we shall determine these param-
eters by comparing the results with those of N -body simulations.
One kind of interaction for which Fewbody is not used is the
formation of binaries from an encounter of three single stars. The
procedure used in MOCCA for binary formation in three-body in-
teractions is the same as the procedure described in great detail in
Giersz (2001). It relies on the observation that the probability that
the masses of the three stars involved in the interaction are m1, m2
and m3 is proportional to n1n2n3/n3 (where n1, n2, n3 and n
are the number densities of the three interacting stars and the total
number density, respectively) and the rate of binary formation is
proportional to n1n2n3. These considerations lead to a formula for
the probability of binary formation which depends only on the local
total number density instead of the local number densities of each
mass involved in the interaction (see equation (7) in Giersz (2001)).
This procedure substantially reduces fluctuations in the binary for-
mation rate.
c© 2002 RAS, MNRAS 000, 1–16
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In MOCCA, to decide what is the outcome of an interaction
between a binary and a field star or another binary, first we need
to check if an interaction is due by computing its probability, and
if it is then we execute the direct integration procedure for a small
N (3- or 4-body) subsystem to find out the outcome of the inter-
action. The interaction probability depends, among other things,
on the maximum value of the pericentre distance, rpmax, beyond
which interactions are ignored. The larger this distance the larger
the number of interactions, which are weaker on average. Choos-
ing a proper value of rpmax is crucial for a balance between the
efficiency of the code and its accuracy; e.g. the number of BSS ob-
served in the system strongly depends on rpmax in some cases (see
Sec. 3.2).
Physical collisions between stars involved in 3- or 4-body in-
teractions are treated according to a standard prescription given in
Fregeau et al. (2004). Namely, colliding stars are fully mixed and
the final size of a star is equal to 3(R1 + R2), where R1 and R2
are the radii of the colliding stars. The consequences of such as-
sumptions for the number of BSS are discussed in Hypki & Giersz
(2012).
It is worth noting for clarity that all free parameters connected
with the relaxation process (namely: the deflection angle - β, the
overall time step - τ and the coefficient in the Coulomb logarithm
- γ) were determined in Giersz, Heggie, & Hurley (2008), and all
free parameters which are intrinsic to the BSE and Fewbody codes
are given the standard values described in Hurley, Pols, & Tout
(2000); Hurley, Tout, & Pols (2002) and Fregeau et al. (2004), re-
spectively and also in Hypki & Giersz (2012). In this paper only
the free parameters connected with the escape process and the in-
teraction probability are calibrated.
2.1 Delayed escape
As was pointed out in Fukushige & Heggie (2000) and Baumgardt
(2001) the process of escape from a cluster in a steady tidal field
is extremely complicated. Some stars which fulfil the energy cri-
terion for escape (i.e. the condition that the energy of the star ex-
ceed the critical energy Ecrit = −1.5(GM/rt), where G is the
gravitational constant, M is the total mass and rt is the tidal ra-
dius, see Spitzer (1987)) can still be trapped inside the potential
well. Some of those stars can be scattered back to lower energy
before they escape from the system (King 1959). These two fac-
tors cause the cluster lifetime to scale nonlinearly with relaxation
time for tidally limited clusters (Baumgardt 2001), in contrast with
what would be expected from the standard theory. The efficiency
of this effect decreases as the number of stars increases. To ac-
count for the process described above in the previous version of
the Monte Carlo code an additional free parameter α was intro-
duced (Giersz, Heggie, & Hurley 2008). The critical energy for es-
caping stars was approximated by Ecrit = −xtid(GM/rt), where
xtid = 1.5 − α(ln(γN)/N)1/4 ; here α was approximated by 2.5
and γ is the coefficient in the Coulomb logarithm, which we take
equal to 0.11 for the equal mass case and 0.02 for the unequal mass
case (see Giersz, Heggie, & Hurley 2008, and references therein).
This prescription was also tested by Chatterjee et al. (2010) in their
Monte Carlo simulations of star clusters. There are three drawbacks
of this approach: (i) the effective tidal radius for Monte Carlo sim-
ulations is rteff = rt/xtid and it is smaller than rt; therefore, for
Monte Carlo simulations, a system was slightly over-truncated (as
measured by the ratio between the tidal radius and the half-mass
radius) compared to N -body simulations; (ii) the escape process is
instantaneous: a star whose energy is greater than the critical en-
ergy is promptly removed from the system; (iii) the coefficient xtid
is an explicit function of N ; its N dependence was calibrated only
for low N systems (Giersz, Heggie, & Hurley 2008), and so one
can have some doubts about the rate of system evolution for large
N .
To overcome the drawbacks which are discussed above, we
decided to apply the theory described in Fukushige & Heggie
(2000). According to this theory the time-scale for escape is given
by
te =
2ytid
√
6(GM)4/3ω1/3
pi(E − Ecrit)2 , (1)
where ω is the angular velocity of a cluster around a parent galaxy
and E is the energy of a star. ytid is a coefficient, which slightly
depends on the system structure, and can be approximated by 0.38.
The probability of escape in a time-step ∆t of a star with energy
greater than Ecrit is given (in theory) by
Pa(∆t) = 1− exp(−∆t/te), (2)
According to Fig. 9 in Fukushige & Heggie (2000), however, equa-
tion (2) matches simulation results very poorly not only for the es-
cape time scale but also for the overall shape of the escape prob-
ability distribution. Indeed strictly equation (1) is known only to
give an upper limit to the rate of escape, and they found empiri-
cally that the true rate of escape is smaller by about a factor of 10.
So we can treat ytid in equation (1) as a free parameter and adjust
it by comparison with N -body simulations.
To better represent the empirical shape of the probability dis-
tribution – which cannot be properly reproduced by equation (2),
even with an appropriate choice of ytid – we decided to try also
another, empirical approximation for the probability distribution of
escape times suggested by Fukushige & Heggie (2000). Here the
probability of escape in a time-step ∆t is given by:
Pf (∆t) = 1− (1 + bt˜)−c, (3)
where b and c are coefficients which depend slightly on the
structure of the system and t˜ = ω∆tE˜2, where E˜ = (E −
Ecrit)/|Ecrit|. In MOCCA they are free parameters which will be
chosen by fitting results from N -body simulations. As a first guess,
values equal to 3.0 and 0.8 can be adopted (Fukushige & Heggie
2000).
In MOCCA, escape has to be treated as a Poisson process,
and so it is easy to implement eq.(2). But implementation of eq.(3)
would strictly require that the probability of escape in the interval
∆t be computed from Pf (t + ∆t) − Pf (t), where t is computed
from the time when a star first becomes a potential escaper, and
not from Pf (∆t) as stated. But up to time t the energy of the star
changes by relaxation, a situation which is not envisaged in the nu-
merical results on which eq.(3) is based. Furthermore, for a time
step in which the probability of escape is very small, both expres-
sions (3) and (2) are proportional to ∆t, with a constant of propor-
tionality which is proportional to 1/ytid and b, c, respectively. It
is only for the very few time steps in which the probability of es-
cape is large that there is a significant difference between the two
formulae (as implemented in MOCCA).
To model escape in MOCCA according to
Fukushige & Heggie (2000) we now have to adjust the free
parameters ytid or b and c by comparison with N -body simula-
tions. The big advantages of this approach (compared with the
N -dependent approach of the previous version of the code) is that
the probability of escape does not explicitly depend on the number
of stars in the system and that the escape process introduced into
c© 2002 RAS, MNRAS 000, 1–16
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Table 1. Initial conditions for N -body simulations
Cluster N=24000 (M67) N=100000 (NGC6397) N=200000
Number of single stars 12000 95000 195000
Number of binaries 12000 5000 5000
Binary fraction 0.5 0.05 0.025
M(0) 1.869× 104M⊙ 5.177 × 104M⊙ 1.001× 105M⊙
Initial model Plummer Plummer Plummer
Initial tidal radius 32.2pc 52.4pc 35.8pc
IMF of stars Kroupaa Kroupaa Kroupaa
IMF of binaries Kroupab Kroupab Kroupab
Mass ratio Uniform Uniform Uniform
Binary eccentricities thermalc thermal thermalc
Binary semi-major axes Uniformd Uniformd Uniformd
SN kick distribution Gaussiane Gaussiane flatf
Metallicity 0.02 0.001 0.001
a Kroupa, Tout & Gilmore (1993) with mass range between 0.1 and 50M⊙
b Kroupa, Gilmore & Tout (1991) eq.(1) with mass range between 0.2 and 100M⊙
c thermal distribution modified according to Hurley et al. (2005) eq.(1)
d uniformly distributed in the logarithm in the range 2(R1 + R2) to 50AU
e Gaussian distribution with σ = 190 km/s
f uniform distribution with kick velocities between 0 to 100 km/s (Hurley & Shara 2012; Sippel & Hurley
2012)
MOCCA more closely follows our understanding of escape in
N -body systems.
2.2 Probability of interactions
In the hyperbolic 2-body approximation, the total cross section for
interaction between a binary and a star, or another binary, with a
pericentre distance less than rpmax, is given by
σ = pip2 = pir2pmax
(
1 +
2Gm123
rpmaxV 2
)
, (4)
where p is the impact parameter, V is the relative velocity between
binary and star or other binary, and m123 is the total mass of in-
teracting objects. The second term in the brackets in equation (4)
is the so called gravitational focusing term. The larger the value
of rpmax, the larger the probability of interaction. In general, the
energy released from interactions should not depend on rpmax for
rpmax ≫ a, where a is the binary semi-major axis (Heggie 1975).
For large enough rpmax there is a balance between small positive
and negative binary binding energy changes, and so the tail of the
distribution of rpmax is not important from the point of view of
binary energy generation. Of course rpmax cannot be too large be-
cause in such a case part of the interactions will be very similar
to the ordinary relaxation process which is already covered by the
Monte Carlo engine. At the other extreme, for small enough rpmax,
practically all interactions will be resonant, hard and connected
with strong energy generation. In this case a substantial number of
interactions with modest energy changes are missing. Of course, a
larger value of rpmax means a larger impact parameter and a larger
number of interactions in each time interval. Most of these inter-
actions are very soft from the point of view of energy generation,
but may lead to relatively large changes of binary eccentricity. This
means that there is also a larger probability, either during the inter-
action or shortly after it, for induced mass exchange between the
binary components. Together with stellar/binary evolution, this in
turn can lead to a larger rate of formation of “peculiar” objects (e.g.
BSS) or a larger rate of binary merger or disruption. (That this is
indeed the case can be seen in Fig.7.) Therefore, the determination
of rpmax is not very important from the point of view of the total
generation of energy by binaries and the evolution of cluster global
parameters (e.g. total mass or core and half-mass radii), but it is
important from the point of view of the formation of many kinds of
“peculiar” objects which are formed in the interplay between stel-
lar dynamics and stellar evolution. An interesting effect of rpmax
on the spatial distributions of some binary parameters is discussed
in Sec.3.4.3 below.
To roughly assess the range of values of rpmax we will com-
pare the cross section given in equation (4) with integrated differen-
tial cross sections over all possible binding energy changes for reso-
nant interactions according to Heggie’s formulae (Spitzer 1987, eq.
6-23), for flybys and resonant interactions according to Spitzer’s
formulae (Spitzer 1987, eq. 6-27) and for hard binary-binary inter-
actions (Gao et al. 1991, eq. 2.7). The results are
rpmax
a
=


2AHm1m2
7
√
3pim12m3
for Heggie
5ASpim1m2
16
√
3pim12m3
for Spitzer
104
42pi
for Gao− equal mass case,
(5)
where m1 and m2 are the masses of the binary components,
m12 = m1 +m2, m3 is the mass of an approaching star, a is the
binary semi-major axis, and AS and AH are coefficients defined
in Spitzer (1987). In the limit of strong gravitational focusing and
equal masses, the ratio rpmax/a is equal to 1.1, 3.4 and 0.8 for the
Heggie, Spitzer and Gao cases, respectively. The average values of
rpmax/a in MOCCA simulations (computed for every interaction
according to equation (5)) are close to the above values. We would
like to stress that the expressions given in equation (5) are not used
in MOCCA, but are guides to finding rpmax. The empirically op-
timal value of rpmax will be discussed in Sec.3.2. Note also that,
in the case of binary-binary interactions, we always use for a the
larger semi-major axis.
3 N -BODY – MOCCA COMPARISON RESULTS
The detailed comparison between results of N -body and MOCCA
simulations will proceed in three steps. First, the best values of
c© 2002 RAS, MNRAS 000, 1–16
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rpmax, ytid, b and c will be chosen by the comparison of the total
mass, the half mass radius, the core radius, the binary number and
BSS number. Second, the results presented in Baumgardt (2001)
for small N and single mass systems will be checked - the scaling
of the half-mass time with N and the evolution of the number of
potential escapers. Third, the detailed comparison of binary spa-
tial and energy distributions, binary binding energy, evolution of
Lagrangian radii, average masses in different parts of the system,
etc., will be done. The detailed comparison between N -body and
MOCCA simulation results will help the reader to independently
assess from our conclusions how well MOCCA can follow N -body
results and how reliable a code it is.
The data for the comparison with MOCCA simulations comes
from simulations done by Jarrod Hurley for M67 (Hurley et al.
2005) withN = 24000 and for NGC6397 (Hurley et al. 2008) with
N = 100000, and a model with N = 200000 (Hurley & Shara
(2012)). The initial conditions for the N -body simulations are sum-
marised in Tab.1. Note that the initial model, though described as
Plummer, is actually truncated at the initial tidal radius.
To minimise the statistical fluctuations connected with the
generation of the initial models, the initial positions, velocities,
masses and binary eccentricities and semi major axes for the
MOCCA simulations are taken directly from the N -body simula-
tions. They are provided as input files. The statistical fluctuations
observed in the MOCCA simulations are therefore connected only
with different sequences of interactions and movements of objects
in the systems. Positions, velocities and objects chosen for interac-
tions are picked up according to the Monte Carlo technique.
For Jarrod Hurley’s N -body simulations the kick velocities
due to supernova explosions (SN) for black holes (BH) and neu-
tron stars (NS) were assumed the same. For models N = 24000
and N = 100000 it was a Maxwellian distribution with σ = 190
km/s and for N = 200000 it was a flat distribution between 0−100
km/s. Those distributions are far from the widely accepted prescrip-
tion for kick velocities given in Hobbs et al. (2005) and Fryer et al.
(2012), but were used by Jarrod Hurley, and so they were also used
in MOCCA for its calibration against N -body simulations.
3.1 Escape algorithm
The probability of escape given in equations (2) and (3) depends,
among other factors, on the time,∆t. According to the Monte Carlo
approach, to scale the time step from Monte Carlo units to N -body
units (Heggie & Mathieu 1986) one needs to use the equation
∆tNB = ∆tMC
N(t)
ln(γN(t))
, (6)
where N(t) is the actual number of objects in the system and γ
is the coefficient in the Coulomb logarithm; for multimass systems
this is taken equal to 0.02 (Giersz, Heggie, & Hurley 2008).
As can be seen from Fig.(1) the scaling from Monte Carlo to
N -body time units (according to equation (6)) gives results which
are inconsistent with N -body simulations - the evolution of the to-
tal mass is too slow (see the green curve in Fig.1). This means that
the escape rate in the MOCCA simulations is considerably slower
than in N -body. The same is true for N -body simulations with
other values of N . It has to be stressed that the two models can
not be brought into agreement by appropriate choice of ytid or b
and c. Surprisingly, however, if we compute the escape probability
by scaling the time step by a formula like equation (6), but using
the initial number of stars N(0) instead of the current value N(t),
 0
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Figure 1. The evolution of the system total mass as a function of time
for different MOCCA models and N -body simulations. MOCCA-nt means
scaling between Monte Carlo and N -body time units according to equa-
tion (6) using the current value of N(t), MOCCA-nt0 means that, for
the purposes of determining the escape probability only, scaling between
Monte Carlo and N -body time units uses the initial number of ob-
jects in the system, N(0), in place of N(t) in equation (6), MOCCA-
xtid=1.27 means results for scaling according to the prescription given in
Giersz, Heggie, & Hurley (2008), and N -body means N -body results.
then it is found that a good match is obtained with N -body results,
for all values of N that we have checked.
This is a purely empirical finding. Expressed differently, it
suggests that the value of ytid in equation (1) decreases with
time, roughly in proportion to the ratio of the two scalings, i.e.
N(t)/N(0) approximately (if the Coulomb logarithms are ne-
glected). The reason for this behaviour is unclear, but the most
plausible explanation is the evolution of the spatial structure of the
system. According to Fukushige & Heggie (2000) the parameters
in equations (2) and (3) depend on the concentration of the system:
for more concentrated King models escape is faster. During cluster
evolution the structure of the system is changing (core – halo struc-
ture is developing), and so one can expect that the coefficients such
as ytid can depend on time. Preliminary experiments have shown
that, if the value of ytid varies in the manner suggested by the re-
sults of Fukushige & Heggie (2000) (the ratio of core to half-mass
radius substituting for the King concentration), and if the correct
scaling of equation (6) is restored, then satisfactory results may be
obtained. But it seems likely that the escape parameters will also
depend on the ratio of the half-mass and tidal radii, and at present
there is no information about this, as Fukushige & Heggie (2000)
did not study models which underfill the tidal radius. Further re-
search is needed (and it is currently underway), and at present we
use the alteration of the scaling, even though it seems inconsistent,
as a simple, empirical recipe for incorporating the time-dependence
of the escape parameters. To summarise: in equation (6) we use
N(0) instead of N(t) to determine ∆t for substitution into equa-
tion (2) or (3), i.e. for the determination of the escape probability;
for all other processes (e.g. stellar evolution, binary interactions or
binary formation) to scale time from Monte Carlo units to physical
units, equation (6) was used without alteration.
There are other significant differences between the escape pro-
cesses in N -body models and in MOCCA, though they are not
apparently time-dependent. In an N -body model the shape of an
equipotential surface around the tidal radius depends on the value
of the potential energy. This energy, in the reference frame fixed
c© 2002 RAS, MNRAS 000, 1–16
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Figure 2. The evolution of the system total mass as a function of time for
MOCCA models with different coefficients b and c andN -body simulations
for N = 24000.
to the cluster centre and moving around a host galaxy with angular
velocity ω, is given by
E =


v2
2
+ φ+
1
2
ω2(z2 − 3x2) for N -body
v2
2
+ φ for MOCCA,
(7)
where φ is the potential, v is the speed, and x and z are coordinates
with origin at the cluster centre. The last term in the N -body ex-
pression depends on the centrifugal and tidal forces. In the case of
MOCCA this term is not present, and so the energy of a star is not
exactly comparable in the two methods. In MOCCA equipotentials
have a spherically symmetrical shape instead of the approximately
triaxial shape in the N -body description. This could lead to some
differences in the time to escape between MOCCA and the N -body
code, which we attempt to overcome by choice of ytid or b and c.
The escape criterion used in the old version of the Monte Carlo
code (Giersz, Heggie, & Hurley 2008) gives reasonable agreement
with N -body results (despite the fact that it was calibrated only for
low N ), although the rate of evolution is systematically too fast
(see Fig.(1)). The approximate agreement confirms that the models
of real star clusters computed with the old Monte Carlo code are
relevant. Nevertheless MOCCA, with the new description of the
escape process (based on Fukushige & Heggie (2000)), gives re-
sults which are more consistent with the N -body results, not only
with respect to the evolution of the global parameters, but also with
respect to the detailed properties of binary distributions. What is
also important is that it is N -independent and can be safely used
for any N .
3.2 Determination of the Free Parameters
To determine the free parameters described above (ytid or b and
c) we ran several simulations with different numbers of stars and
different values for the parameters, and then compared the results
with N -body simulations. The best values were chosen “by eye”;
we did not attempt to asses how accurate and how unique they are
(but see comments about statistical fluctuations below).
The results are presented in Figs.2, 3 and 4. As one can see,
the dependence on ytid appears to be stronger than on b and c, but
the range of values which has been sampled is relatively larger for
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Figure 3. The evolution of the system total mass as a function of time for
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ytid than for b, c. The “best” values are ytid = 4.0 and b = 3.0,
c = 0.7. The values for b and c are close to the values given
in Fukushige & Heggie (2000) in Table 1 there, which are based
on a numerical fit. ytid is about ten times larger than given in
Fukushige & Heggie (2000) (equation (9) there, which is a theo-
retical estimate), but taking into account their finding that the time
scale given in equation (2) is too short by comparison with numer-
ical data (by about 1 dex), the value 4.0 corresponds very closely
to the empirical results which Fukushige & Heggie (2000) found.
Only for the simulations withN = 24000 are these values not quite
satisfactory: the evolution rate is slightly too slow in MOCCA, for
times larger than about 2 Gyr, and it seems that ytid = 3.0 is a
better choice than ytid = 4.0. For other N (100000 and 200000)
the MOCCA simulations follow the N -body results very well, and
the choice of ytid = 4.0 gives better agreement.
To assess the influence of statistical fluctuations on the results
obtained, three simulations with exactly the same initial conditions
but with different sequences of random numbers were run. The re-
sults are given in Fig. 5 for N = 24000. The fluctuations for this
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model are largest, but clearly smaller than the difference connected
with different values of the free parameters. For larger N the fluc-
tuations are practically negligible. For other global quantities the
fluctuations are similar to those for the total mass. They are small,
and the results presented in the paper for a single simulation are
representative.
Having determined ytid, b and c we now turn to finding the
best value for rpmax. As was argued above, the value of rpmax
will have a big impact on the number and distribution of binaries
and BSS in the system. In MOCCA, BSS are defined exactly as in
Hurley’s N -body simulations: a main sequence star is identified as
a BSS when its mass is greater than 1.02Mto, where Mto is the
turn-off mass. As can be seen from Figs. 6 and 7 the requirements
set by the N -body simulation for the numbers of BSS and binaries
are rather contradictory from the point of view of comparison with
the MOCCA results.
To get the best agreement for the evolution of the total number
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Figure 7. The evolution of the number of BSS in the system as a function
of time for MOCCA models with b = 3.0 and c = 0.7 and different
rpmax and N -body simulations for N = 100000. The notation Rp=27a-
9a, for example, means that rpmax = 27a for three-body interactions and
rpmax = 9a for four-body interactions.
of binaries, MOCCA needs a value of rpmax which is as large as
possible: rpmax = 27a seems to be a good choice. On the other
hand to match the N -body results for the number of BSS, MOCCA
prefers modest values of rpmax, equal to about a. That conclu-
sion is also true for = 24000 and N = 200000. It seems that a
reasonable compromise between the evolution of the total number
of binaries and BSS is given for the value of rpmax suggested by
the theoretical considerations given above in Sec.2.2, namely for
three-body interactions rpmax = 2a and for four-body interactions
rpmax = a. One might suppose that these contradictory require-
ments set by the numbers of BSS and binaries could be explained
by the different definitions of binary in N -body and MOCCA sim-
ulations. In the N -body results presented here, a binary is identified
whenever it is a regularised binary (i.e. a so-called KS binary), and
is therefore rather hard. In MOCCA, however, we follow all bi-
naries, except extremely soft ones, which are artificially disrupted
in binary-single dynamical interactions according to a prescription
derived from Heggie (1975, eq. 4.12) (see also the discussion in
Sec. 2.4 in Hypki & Giersz (2012)). Therefore in MOCCA simu-
lations we should generally expect larger numbers of binaries than
in N -body simulations. To quantify this we checked the number
of non-KS binaries in the N -body simulations. This number was
rather small (at most about 30) and in fact could explain only part
of the observed differences.
It is worth noting that, as one can expect, for MOCCA the
evolution of the Lagrangian radii and the total mass do not de-
pend on the value of rpmax - the total energy generation in three-
and four-body interactions does not depend on rpmax provided that
rpmax is not too small or too large. The situation is different when
the Fewbody integrations are switched off in MOCCA and only
cross sections are used for energy generation in binary interac-
tions (MOCCA-NoFB). Then there is a very strong dependence on
rpmax for the evolution of Lagrangian radii. Larger rpmax means
a larger probability for interactions. Each interaction generates on
average the same amount of energy (according to the adopted cross
section), and so for larger rpmax more energy is generated by bi-
naries, and the system expands faster than in the case of MOCCA
simulations (with the Fewbody integrator). It seems that the best
c© 2002 RAS, MNRAS 000, 1–16
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values of rpmax for MOCCA-NoFB are 0.5a and 0.25a, for three-
and four-body interactions, respectively.
In the remainder of the paper the best values of the free param-
eters given in this section, i.e. b = 3.0, c = 0.7, rpmax = 2a and a
for three- and four-body interactions, respectively, will be used for
comparison of different system and binary properties obtained in
the MOCCA and N -body simulations. The ytid parameter will not
be used in the rest of the paper to determine the escape probability.
We would like to stress that all free parameters determined in
this paper were obtained by comparisons with N -body simulations
with N from 24000 up to 200000. Therefore strictly speaking they
are valid only in this range of N . However we give independent
comparisons extending to smaller N in Sec.3.3, without chang-
ing the values of the free parameters, which suggests that any N -
dependence of the free parameters is weak. Therefore we argue that
there is no reason to expect any sudden changes of the parameters
for larger N . Of course this conclusion will be checked if N -body
simulations withN of the order of 5×105−106 become available.
3.3 Half mass time and potential escapers
Heaving chosen the free parameters b and c, which determine the
rate of escape from a tidally limited cluster, we can now compare
with the N -body results of Baumgardt (2001); in particular, the N -
dependence of the half-mass time (i.e. the time when the system
contains half of its initial mass), and the evolution of the number of
potential escapers for different N . The free parameters determin-
ing the time-scale for escape were calibrated in MOCCA against
N -body simulations of multi-mass systems described by the Plum-
mer model, with stellar evolution and a substantial number of pri-
mordial binaries. If the results of the MOCCA simulations follow
the results given in Baumgardt (2001), which were equal-mass sys-
tems with no stellar evolution and no primordial binaries, starting
with a W0 = 3 King model, we will be more assured that the set
of free parameters determined in Sec. 3.2 give an adequate descrip-
tion of the escape process in a variety of physical models of star
clusters. It was for this reason that we decided to use the results of
Baumgardt (2001) instead of Baumgardt & Makino (2003), whose
cluster models are more similar to the models used for the calibra-
tion of MOCCA. Additionally, Baumgardt (2001) provides infor-
mation about potential escapers, and so we were able to check the
intrinsic mechanism of the escape process.
According to the model presented by Baumgardt (2001) the
half-mass time should scale as the relaxation time to the power 3/4
instead of the linear scaling with the relaxation time predicted by
the standard theory. Fig.8 shows the half-mass time as a function
of N for MOCCA simulations from N = 4K to N = 256K.
The figure also shows different scaling laws fitted to the simulation
data. As we can see, the theoretical scaling with t3/4rh increases a
little more quickly with N than the MOCCA results. Baumgardt
found a very similar result up to the largest N which he consid-
ered (16k), but in the MOCCA results this behaviour extends up to
256k (the largest N considered in this paper). Purely empirically,
the simplest accurate fit to our data is a power law: the whole range
of N can be fitted reasonably well with a scaling proportional to
t0.61rh or simply N0.54. Our most significant contribution here is to
note that the same power law in N (to two significant figures in
the power) gives the best power-law fit to the N -body results of
Baumgardt (2001, Table 1) for the case of a cluster in a full tidal
field. This result shows that, in terms of mass loss, the behaviour
of MOCCA agrees remarkably well with N -body data. The fact
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Figure 9. Potential escaper fraction as a function of stars bound to the clus-
ter for N = 4K , N = 16K , N = 64K and N = 256K , clockwise.
that the best fitting power law is somewhat different from theoret-
ical expectation is an issue for theory, and not for these numeri-
cal methods. It is worth emphasising that, according to the results
presented by Baumgardt & Makino (2003) the power-law index for
the half-mass time depends on the cluster concentration. The larger
the concentration the larger the value of the power-law index. It
depends even more strongly on whether the cluster is Roche-lobe
filling (Tanikawa & Fukushige 2005). Therefore our results depend
on the initial conditions we adopted, following Baumgardt (2001).
Fig.9 shows the evolution of the potential escaper fraction with
time for different initial numbers of stars. The setup of the initial
model is responsible for the 15 per cent population of potential es-
capers at the beginning. The cluster starts with primordial escapers
because the escape energy, Ecrit, is lower than the edge potential
of the initial King model. The different behaviour (for different N )
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of the number of potential escapers at the beginning is in agree-
ment with the results presented by Baumgardt (2001) (his Fig.11).
The initial increase of the number of potential escapers probably
indicates the phase when the cluster evolves towards equilibrium
after removal of a substantial amount of mass (Baumgardt 2001)
in a short time. This increase is largest for small N systems, but
for the largest N it is barely visible. The number of potential esca-
pers decreases with time until core collapse, when it starts to rise
again. The comparison of Fig.9 for N = 4k and N = 16k with
Fig. 11 in Baumgardt (2001) suggests that core collapse is delayed
in MOCCA. Detailed inspection along with Fig. 8 in Baumgardt
(2001) shows that the delay is rather modest, not larger than 5− 10
per cent. The reasons for this can be connected with the facts that
the value of rpmax = a chosen for the simulations was too small
(as is suggested by results presented in Sec. 3.2), and that the prob-
ability for binary formation in three body interactions was also
slightly too small in MOCCA. Indeed, larger rpmax = 27a and
larger formation probability both bring the MOCCA results into
much better agreement with the N -body results, though core col-
lapse in MOCCA is still slightly delayed. This suggests that there
are other factors which could be responsible for this disagreement,
e.g. the coefficient γ in the Coulomb logarithm, the rate (in both
N -body codes and in MOCCA) at which clusters with small N can
regain equilibrium after the initial substantial mass loss, or the well
known fact that the Monte Carlo method is not expected to be valid
for systems with very small N , when the crossing time approaches
the half-mass relaxation time. The observed disagreement does not
influence the results for the half mass time and the evolution of
the number of potential escapers before the collapse time. We can
conclude that MOCCA reproduces reasonably well the results pre-
sented by Baumgardt (2001) for small N -body simulations.
3.4 Results of comparison
The comparison between MOCCA and N -body results will pro-
ceed in three steps. First, the evolution of the global parameters
(total mass, Lagrangian radii, core radius) will be compared. Sec-
ond, the evolution of properties of the binaries (number, energy,
mass and number distributions) will be checked. Third, properties
of “peculiar” objects like BSS and black holes will be compared.
Most of the figures presented below will also display the results
of MOCCA simulations with the Fewbody integrator switched off
and interaction cross sections switched on (MOCCA-NoFB). This
will help the reader to assess how well the simplified MOCCA-
NoFB code (which is very similar to the old version of the Monte
Carlo code used previously to successfully simulate the evolution
of real star clusters) can follow N -body results, and for which clus-
ter properties it is enough to use the much faster and simplified
code.
3.4.1 Global parameters
The comparison between N -body and MOCCA results was par-
tially discussed already in Secs.3.1 and 3.2 for the total mass evo-
lution. It was shown that the agreement between the two techniques
is very good; only for N = 24000 was it less satisfactory, at
least with the globally preferred values of the escape parameters
(see Fig.3). The evolution of the core radius (defined according to
Casertano & Hut (1985)) for N = 200000 is shown in Fig.10. The
agreement between MOCCA and N -body is very good. As one can
expect, MOCCA-NoFB gives slightly too large a core radius. This,
 0
 0.5
 1
 1.5
 2
 2.5
 0  2000  4000  6000  8000  10000  12000  14000  16000  18000
R
c-
CH
  (p
c)
Time (Myr)
N = 200000
MOCCA  - RP=2a-a
MOCCA-NoFB - Rp=2a-a
N-body
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Casertano & Hut (1985)) for N = 200000. Red line - MOCCA, green
line - MOCCA-NoFB and blue line - N -body.
as was explained in Sec.3.2, is connected with the overestimation of
binary energy generation in the cross section regime for an exces-
sively large value of rpmax. The large fluctuations in the core radius
visible in the figure for the N -body and MOCCA simulations are
connected with the movement of a massive BH or BH-BH binary
in the system. The mass of such an object is about 30− 50M⊙ . Its
movement in the system is connected with kicks acquired in inter-
actions. If the massive object is present in the core the core radius is
smaller than when it is in the halo. The mass of the massive object
is comparable to the core mass. When all the most massive objects
are removed from the system, because of strong interactions with
other massive binaries or stars, the evolution of the core radius is
once again “smooth”. The evolution of the core radius is generally
similar for the other models (but without large fluctuations) with
the exception of N = 100000, for which the N -body results are
systematically slightly below those of MOCCA (see Fig. 23).
The evolution of the half mass radius for the N = 100000
model is shown in Fig.11. The evolution of all models is very
similar from the very beginning, although the N -body results are
slightly below those of both MOCCA models. The differences start
to build up around the core collapse time, which seems to be around
17 Gyr for the N -body model (and is visible as a distinct bump).
For MOCCA models the core collapse time is around 20 Gyr. The
bump in the half mass radius is also visible for the MOCCA results,
but is less pronounced. That again suggests (see Sec. 3.3) that the
probability of binary formation is slightly too small in MOCCA
compared to N -body. For N = 24000 and N = 200000 the
half mass radius for the MOCCA models is systematically slightly
below the results of the N -body models. The differences start to
build up from the beginning, and are biggest around the time when
the stellar evolution stops being the dominant process of cluster
expansion (i.e. the time when the indirect heating connected with
stellar mass loss becomes smaller than the heating connected with
binary energy generation). Then the evolution of the half mass ra-
dius starts to converge for both N -body and MOCCA models. The
same behaviour can be observed for other Lagrangian radii (1%
and 10%). The reason for such behaviour is unclear but may be
attributable to the different relative strengths of the physical pro-
cesses which operate during the different phases of cluster evolu-
tion. If mass segregation is faster in N -body simulations than in
MOCCA (evidence for which is given below), a more extended
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cluster could be generated. Stellar evolution, which is responsible
for the loss of stellar mass, can cause substantial expansion of the
cluster, particularly in the initial phases of evolution. But both N -
body and MOCCA models rely on the same stellar evolution pre-
scription (Hurley, Pols, & Tout 2000; Hurley, Tout, & Pols 2002),
and so we cannot expect that the amount of mass loss is differ-
ent in the two models. However, mass segregation acting together
with stellar mass loss can substantially amplify the expansion ef-
fect. If the most massive stars lose their envelopes when they are
already mass segregated the effect on cluster expansion is larger.
Finally, the larger binary energy generation in N -body simulations
(see Figs.17 and 18, which show evidence of a larger average bi-
nary binding energy), or larger probability of binary formation ,
may be responsible for the faster expansion of Lagrangian radii.
The evolution of the average mass inside the 50% Lagrangian
radius and the evolution of the total binary binding energy for
N = 200000 are shown in Figs.12 and 13. These figures are rep-
resentative for all models and Lagrangian radii. It seems that mass
segregation is indeed slightly stronger in the N -body model than
in MOCCA. This suggests that faster mass segregation in the N -
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Figure 13. Evolution of the total binding energy of binaries for N =
200000. Red line - MOCCA, green line - MOCCA-NoFB and blue line
- N -body.
body model could be responsible, at least partially, for the slightly
discrepant evolution of the Lagrangian radii. The evolution of the
total binary binding energy is rather similar from the very begin-
ning, until a later time (about 4 Gyr), when more energetic binaries
are formed in the N -body model (see also Figs.17 and 18). The fi-
nal formation of a very hard binary is visible in the MOCCA and
N -body runs in Fig.13 (see the discussion in Sec.3.4.2), but not for
MOCCA-NoFB. When this binary is removed from the system, be-
cause of interactions, all models are similar once again. It is worth
noting that the results of simulations for MOCCA and MOCCA-
NoFB are very similar until the late phases of evolution.
3.4.2 Binary properties
The evolution of the number of binaries was already presented in
Sec.3.2 during the discussion about the determination of the free
model parameters. We know that the evolution of the total number
of binaries is slightly too slow in MOCCA simulations. The differ-
ence starts to build up at the time when stellar evolution ceases to
be the dominant process of cluster expansion (see Fig.6).
Now the average binary mass and binding energy distribu-
tions will be discussed for the model with N = 200000. The
results for this model are representative of the other models, but
additionally it shows a buildup of the average binary mass and the
binding energy of massive binaries. This buildup is possible only
for the model N = 200000, for which the distribution of super-
nova kicks is uniform between 0 and 100 km/s and allows a larger
fraction of BH to be bound to the system than in the models with
N=24000 and N=100000, which adopt a Maxwellian distribution
with σ = 190km/s for SN kicks.
The evolution of the average binary mass for different regions
of the system is shown in Figs.14, 15 and 16. The agreement be-
tween N -body and MOCCA results is very good in all regions.
This is despite the fact that, in the N -body model, there is a smaller
number of binaries than in MOCCA and the Lagrangian radii are
slightly different. It seems that the average binary mass and its
distribution does not depend on the number of binaries, which is
probably a result of using exactly the same binary initial conditions
for both models and presumably a similar mass spectrum of re-
moved or destroyed binaries in both models. For the region inside
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Figure 14. Evolution of the average binary mass between the 50% La-
grangian radius and the tidal radius for N = 200000. Red line - MOCCA,
green line - MOCCA-NoFB and blue line - N -body.
the core, the buildup of the mass of binaries is clearly visible. The
big fluctuations are connected with the movement of the massive
binaries, which because of hard interactions with other stars are
kicked out from the core on very elongated orbits. Finally, they are
kicked out of the system and the average mass of binaries starts to
become less chaotic and its changes become rather small (see Fig.
7 in Hurley & Shara (2012) for the N -body simulation). The drop
and then increase of the average mass around 14.5Gyr is connected
with core collapse, but the N -body model stops before this occurs.
The high central density makes binary-binary interactions very ef-
fective, and a substantial number of relatively wide and massive
binaries are destroyed, causing a drop in the binary average mass.
This drop is visible well outside the core, presumably because of bi-
naries on elongated orbits which occasionally visit the high-density
part of the system. Looking at the average mass in different re-
gions in the cluster we clearly see evidence of mass segregation.
In the centre the mean mass is about twice as large as in the halo.
For the N = 200000 model the difference between MOCCA and
MOCCA-NoFB is very small except in the core, where the increase
of the average mass is less pronounced for MOCCA-NoFB. The
sharp increase of the average mass close to the cluster dissolution
time is connected with the fact that only the most massive binaries
are able to stay in the system; less massive ones are successively
removed.
In the models for other N the behaviour of the average bi-
nary mass is similar to that described above, except that in the core
there are no large fluctuations (as there are no very massive binaries
there), and for the late phases of cluster evolution small discrepan-
cies between the N -body and MOCCA models start to show up.
The evolution of the average binary binding energy for dif-
ferent regions of the system is shown in Figs.17, 18 and 19. The
best agreement between the N -body and MOCCA results is for
the core region. The buildup of the binary binding energy con-
nected with the formation of a massive BH-BH binary is clearly
visible. It has to be stressed that the increase of the binary bind-
ing energy is not connected with core collapse and core bounce. It
is purely connected with the formation of a very massive BH-BH
binary and then the increase of its binding energy in interactions
with stars and other binaries. The binary is finally removed from
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Figure 15. Evolution of the average binary mass between the 10% and
50% Lagrangian radii for N = 200000. Red line - MOCCA, green line
- MOCCA-NoFB and blue line - N -body.
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Figure 16. Evolution of the average binary mass between the 0% La-
grangian radius and the core radius for N = 200000. Red line - MOCCA,
green line - MOCCA-NoFB and blue line - N -body.
the system and then the average binary binding energy suddenly
drops. For other cluster regions the agreement between the N -body
and MOCCA results is less satisfactory; the average binary bind-
ing energy for the N -body model is systematically larger than for
MOCCA. The differences start to build up just after the time when
stellar evolution ceases to dominate the global evolution of the clus-
ter. It seems that in N -body simulations harder binaries can be pro-
duced in the core before they are kicked out to the outer parts of
the system. Maybe this is connected with the fact that in MOCCA
only binaries are allowed; higher hierarchies are not allowed, as
triples and quadruples are artificially disrupted into binaries and
single stars (see Hypki & Giersz (2012)). It is well known that in
N -body simulations substantial numbers of triples and quadruples
are formed (e.g. Mikkola 1984; McMillan, Hut & Makino 1991;
Heggie & Hut 2003; Hurley et al. 2005, and reference therein).
They can interact with other objects in the system, and produce
on average slightly harder binaries. In contrast with the average bi-
nary mass, the average binary binding energy for MOCCA-NoFB
is clearly smaller than for MOCCA and the N -body results. In the
c© 2002 RAS, MNRAS 000, 1–16
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Figure 17. Evolution of the average binary binding energy between the
50% Lagrangian radius and the tidal radius for N = 200000. Red line
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Figure 18. Evolution of the average binary binding energy between the 10%
and 50% Lagrangian radii forN = 200000. Red line - MOCCA, green line
- MOCCA-NoFB and blue line - N -body.
MOCCA-NoFB simulations Heggie’s cross section was used (see
Sec.2.2). Therefore, on average the binary binding energy changes
by 40% in every interaction. The larger the changes of the binary
binding energy due to interactions are, the smaller the binary bind-
ing energy is at the time just before escape, and so the average bi-
nary binding energy outside the core is smallest for MOCCA-NoFB
(see Figs.17, 18). For the MOCCA simulations with rpmax = 2a
for binary-single interactions, the average change of binding en-
ergy is about 18%. It seems, from the point of view of the un-
derabundance of binaries with large enough energies in the outer
parts of the system, that this number is still too large. Indeed, larger
rpmax gives much better agreement with the N -body results (the
larger rpmax the smaller the average change of binary binding en-
ergy), but it is still not perfect. We should keep in mind that, if we
choose too large a value of rpmax in order to get smaller binding
energy changes in interactions, we create a much larger number of
BSS compared to N -body simulations (see Sec.2.2 and Fig. 7). In
this paper we decided not to use extremely large values of rpmax,
putting more emphasis on the number of BSS than on the distri-
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Figure 19. Evolution of the average binary binding energy between the
0% Lagrangian radius and the core radius for N = 200000. Red line -
MOCCA, green line - MOCCA-NoFB and blue line - N -body.
butions of the average binary binding energy. The dependence of
the number of BSS on rpmax is much stronger than for the binary
binding energy. But if one is more interested in the binary bind-
ing energy distribution, much larger rpmax, say 9a or even higher,
should be used. It is worth stressing that MOCCA-NoFB cannot
reproduce the binary binding energy distribution observed in the
N -body and MOCCA results, except for the N = 24000 models,
where both models give very similar results.
For other N -body models the behaviour of the average binary
binding energy is similar to that described above, except that in the
core there is no large buildup of very hard binaries. ForN = 24000
the discrepancies between the N -body model and the two MOCCA
models are largest, except in the core, where all models agree.
This is probably connected with the fact that this model contains
as much as 50% binaries (10, 20 times more than in the other mod-
els), and small differences in binary energy generation may produce
larger discrepancies in the properties of the binary distributions. In-
deed, for N = 200000 the discrepancies are smallest.
3.4.3 Black holes and blue stragglers
The N -body simulations used for the comparison with MOCCA
provided additional information about global system parameters
and detailed data about binaries and about BH and BSS. Some
data on BSS was already used in Sec.3.2 to put some constraints
on rpmax. In this section we will try to assess how well MOCCA
can reproduce the N -body results with respect to the behaviour
of “peculiar” objects, which are rare and are formed in interaction
channels which are not very probable.
In Fig.20 the evolution of BSS for different rpmax for N =
24000 is shown. The dependence of the number of BSS on rpmax
is different from what is found for N = 100000 and N = 200000.
There is no sharp increase of the maximum number of BSS for
rpmax > 3a − a (see Fig.7). For N = 24000 there is at most a
very weak dependence of the number of BSS on rpmax. The fluc-
tuations of the number of BSS connected with the stochasticity of
the system and MOCCA model are comparable in size with dif-
ferences related to rpmax - about 5 BSS. The differences observed
between Figs.7 and 20 are rather surprising, and point in the di-
rection of a strong dependence on the binary fraction. It was 50%
c© 2002 RAS, MNRAS 000, 1–16
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Figure 20. The evolution of the number of blue stragglers in the system as
a function of time for MOCCA models with different rpmax and N -body
simulations for N = 24000.
in N = 24000, at least ten times more than in the other models.
This result contradicts the naive idea that a large number of bina-
ries should amplify the effect of large rpmax. Perhaps a large bi-
nary fraction makes binary-binary interactions more probable and
so more binaries are destroyed, or binary properties are changed
in such a way that the formation of BSS is less probable, some-
how balancing the larger BSS formation for larger rpmax. At any
rate, MOCCA is able to reproduce the evolution of the number of
BSS given in N -body simulations provided that a reasonable value
of rpmax is chosen. MOCCA-NoFB gives a much smaller num-
ber of BSS than the other models. That is not surprising, because
channels which are important for BSS formation are missing in the
cross section approach.
There is a long debate about BH kick velocities in SN ex-
plosions. We tested three possible variants in the paper (guided
by choices made in Jarrod Hurley’s N -body simulations). The first
variant is a Maxwellian distribution with σ = 190 km/s (Phinney
1992), or a Maxwellian distribution with σ = 190 km/s but with
the maximum kick velocity set to 50 km/s (for the N = 24000
and N = 100000 models). Such a reduction of the kick velocity
to a maximum of 50 km/s is the procedure used in Jarrod Hurley’s
N -body simulation. These variants are referred to as kick = 0
and kick = 0 − r, respectively. The second variant is a uniform
distribution with kick velocities between 0 and 100 km/s, or a uni-
form distribution with kick velocities between 0 and 50 km/s, re-
ferred to as kick = 1 and kick = 1 − r, respectively (but only
for the N = 200000 model). The third variant is a Maxwellian
distribution with σ = 190 km/s, but the kick velocity is finally
modified by the amount of mass which falls back on the BH during
the SN explosion (Belczynski, Kalogera & Bulik 2002); referred to
as kick = 2. The amount of mass fall-back depends on the core
mass of a star just before the supernova explosion. For a core mass
greater than 7.6M⊙ the kick velocity is 0 km/s.
Discussion of the way in which the different assumptions
about SN kicks influence both the evolution of the system and the
properties of BH and BH-BH binaries will be presented for the
N = 100000 model. For other models the different kick assump-
tions do not have a strong influence on the system parameters. For
N = 24000 the escape velocity is very small, and so even for the
kick = 2 case only a few BH will stay in the system after SN
kicks, and they will be quickly removed by interactions within the
 0
 5
 10
 15
 20
 25
 30
 0  5000  10000  15000  20000  25000
N
um
be
r o
f s
in
gl
e 
BH
s
Time (Myr)
N = 100000   Rp=2a-a
MOCCA - kfallb=0
MOCCA - kfallb=1
MOCCA - kfallb=2
Figure 21. Evolution of the number of BH in the system for N = 100000
and kick = 2. For cases kick = 0 and 0 − r practically all BH escaped
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Figure 22. Evolution of the number of BH-BH binaries in the system for
N = 100000 and kick = 2. For cases kick = 0 and 0− r
there are no BH-BH binaries because no BH are left after the SN kicks. See
description of the kick parameter in the text.
system. For N = 200000 the SN kick velocities for the kick = 1
and kick = 1 − r cases were already relatively small, and a sub-
stantial fraction of BH were left in the system. Therefore in the case
kick = 2 the BH fraction did not change substantially and the sys-
tem evolution was not influenced strongly. ForN = 100000, on the
other hand, the situation is different. Only in the case kick = 2 was
a substantial number of BH left in the system, and these strongly
influence its evolution in a similar way to the case N = 200000.
In Figs.21 and 22 the number of BH and BH-BH binaries are
shown for N = 100000 and for different assumptions about the SN
kick velocities. The striking feature of these figures is the fact that
there are no BH and BH-BH binaries left in the system after SN
kicks for case kick = 0 and even for kick = 0−r. Kick velocities
are too large and all BH escape immediately from the system. Only
in the case kick = 2 were kick velocities small enough to keep
a substantial number of BH in the system. The most massive BH
have masses larger than 25M⊙, and so in three-body interactions
they very quickly form massive binaries with mass about 50M⊙ .
c© 2002 RAS, MNRAS 000, 1–16
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The probability of binary formation in three-body interactions is
a very strong function of masses (Heggie 1975; Giersz 2001). As
can be seen from Fig.22 the number of BH binaries present at the
any one time in the system can be as large as 5. They are the most
massive objects in the system, but this does not mean that all of
these binaries are in the core at the same time. They strongly inter-
act with other stars/BH or binaries and acquire (dynamical) kicks
which move them outside the core. When they become hard enough
they are removed from the system one by one in a final strong in-
teraction. In the course of interactions each massive BH-BH binary
can remove several stars, including a few BH. They are acting like
a vacuum cleaner quickly reducing the number of single BH in the
system, which is clearly visible in Figs.21 and 22. As has been men-
tioned, the probability of a binary-single interaction depends on the
mass of the interacting objects: the larger the mass the larger the
probability, and the larger the number of hard interactions result-
ing in substantial energy generation. The hardest and most massive
binaries can produce much more energy in interactions than other
binaries. Therefore, one can expect that such a large amount of en-
ergy is able to change the system structure, resulting in distinct
features not visible in models with kick = 0 and kick = 0 − r.
The following paragraphs confirm this expectation.
Figs.23 and 24 show the evolution of the core and half mass
radii for different kicks and theN -body model forN = 100000. It
can be seen that, in the case when massive BH and massive BH-BH
binaries are present in the system, the evolution of the core radius is
very stochastic, characterized by large and fast fluctuations, on the
time scale of order several dozen Myr. Also, the half mass radius in
this case evolves faster and has larger values, which is presumably
connected with stronger energy generation. One consequence of
larger energy generation is much faster system evolution: the clus-
ter has a shorter lifetime. Therefore, it is not only BH with masses
of several hundred M⊙ (IMBH), which can influence the system
structure, that can be detected by observations; also the presence in
the system of several massive stellar-mass BH can leave an obser-
vational imprint on the cluster structure. That is a very interesting
possibility which is worth checking further. Similar behaviour was
reported in Hurley (2007), i.e. stochastic evolution of the core ra-
dius powered by a single rather massive BH, and in Merritt et al.
(2004) and Mackey et al. (2008), which studied strong core expan-
sion in a massive star cluster powered by a large number of stellar
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mass BH; in that case, however, the evolution of the core radius
was rather smooth, because of the large number of BH, which form
a bound subsystem in the central part of the cluster.
The behaviour of the half mass and core radii described above
for N = 100000 is also visible for N = 200000. The fact that,
in this case, the numbers of BH and BH-BH binaries are very
similar, for different kicks, is interesting. This suggests that it
is not the number of BH-BH binaries that is crucial for the be-
haviour discussed above, but the mass of the BH-BH binaries.
For the case kick = 2, more massive BH can be formed than
in other kicks, because of the mass fallback during SN explosion
(Belczynski, Kalogera & Bulik 2002). Therefore, the most massive
binary which can form in this case is substantially more massive
than in other cases. Such a binary can generate more energy in in-
teractions, and remove more stars and binaries from the system,
than a less massive binary. It is possible that in the case when two
or more massive BH-BH binaries are formed in the system, they
will interact between themselves and quickly harden. Then there is
a non-zero probability that, before they can escape, they will merge
in collision interactions with “ordinary” stars/binaries and form a
more massive BH, which will very quickly again form a binary.
The sequence can be repeated a few times forming a seed IMBH
in the system. This is an interesting new road for the possible cre-
ation of IMBH in globular clusters. This possible scenario strongly
relies on the SN kick velocity distribution for BH, the initial mass
function for massive stars and the initial cluster concentration.
It is worth stressing that the faster MOCCA-NoFB code can
be used for projects which investigate the evolution of star clusters
from the point of view their global properties. If one is interested
in properties of ”peculiar” objects and their distributions, however,
the slower MOCCA code with the Fewbody integrator should be
used.
At the end of this section we would like to refer again to the
choice of the best value of rpmax. We argued in Sec. 3.2 that the
best compromise seems to be rpmax = 2a for binary-single dy-
namical interactions and rpmax = a for binary-binary interactions.
This means that we put more emphasis on the limitations given by
BSS than those given by binaries. The reason for that is as fol-
lows. The BSS definition in the N -body and MOCCA codes is
exactly the same, and the fluctuations in the number of BSS are
smaller than the number itself. Therefore the sharp increase in the
c© 2002 RAS, MNRAS 000, 1–16
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maximum number of BSS with larger rpmax (observed in Fig.7)
is real, and may be understood as follows. Very distant fly-bys
do not change binary binding energies, but mainly increase binary
eccentricities. Larger eccentricity means that binary components
can approach each other more closely, substantially increasing the
possibility of tidal interactions or mass transfer between compo-
nents, and so leading to more abundant BSS formation. Regarding
the number of binaries in the system, there are some ambiguities
about the operational binary definition in the N -body and MOCCA
codes. In an N -body simulation it is easy to count regularised bi-
naries (KS binaries), but it is not quite so straightforward to find
all non-KS binaries. In MOCCA many binaries are directly fol-
lowed which would not be KS binaries in an N -body simulation.
As we pointed out in Sec.3.2, however, the number of non KS bi-
naries is rather small and cannot be entirely responsible for the ob-
served differences in the evolution of the number of binaries. For
the evolution of the binary binding energy distribution, the evidence
is rather indirect, and the observed dependence on rpmax may also
be at least partially attributable to as yet unidentified physical pro-
cesses (e.g. the influence of close neighbours on the binary interac-
tion process) or some systematic errors in MOCCA. Therefore, we
decided to opt for the compromise value of rpmax rather than use
the larger values suggested by the total number of binaries and their
distributions. We estimate that the error made in the total number
of binaries by use of this compromise value is of order 5% of the
number of binaries.
4 CONCLUSIONS
In this paper we have presented an advanced Monte Carlo code
(MOCCA) for the evolution of rich star clusters, including most
aspects of dynamical interactions involving binary and single stars,
internal evolution of single and binary stars and the complicated
process of escape in the static tidal field. The direct integration
of few body encounters was introduced on the basis of the Few-
body code developed by Fregeau et al. (2004). The stellar and
binary internal evolution was done according to the BSE code
(Hurley, Pols, & Tout 2000; Hurley, Tout, & Pols 2002). The de-
scription of the escape process was based on the theory presented
by Fukushige & Heggie (2000). Thus MOCCA is able to follow
all channels of interaction up to binary-binary encounters, includ-
ing merging of stars; and escape is not immediate any more: stars
need time to find their escape route past the L1 and L2 Lagrangian
points. The probability of escape and the probability for interaction
are characterized by some free parameters which were adjusted by
comparison of MOCCA andN -body simulation results for systems
with large N , up to N = 200000.
It was shown that the free parameters of MOCCA can be suc-
cessfully calibrated against N -body simulations and that the free
parameters do not depend much on N . MOCCA is not only able
to follow the evolution of the total mass of the cluster, Lagrangian
radii and the core radius, but also is able to reproduce with reason-
able accuracy distributions of binary parameters and the numbers of
BH-BH binaries and BSS. It also reproduces very well the results
obtained by Baumgardt (2001) for single mass tidally limited sys-
tems for the half-mass time and evolution of potential escapers. The
code is able to cope with very diverse systems, from single mass,
isolated systems without primordial binaries to multimass, tidally
limited systems with a large fraction of binaries. It was shown that
the simplified and faster version of MOCCA (without the direct
Fewbody integrator - MOCCA-NoFB) is a method of choice for
projects whose aim is to investigate the evolution of star clusters
from the point of view their global properties. For other purposes,
particularly when properties of “peculiar” objects and their distri-
butions are of interest, one should use the slower MOCCA code.
It is worth noting that the MOCCA and MOCCA-NoFB simula-
tions presented in this paper need only about three and two hours,
respectively, to be completed on a standard Opteron 2.4Ghz CPU.
Despite these successes MOCCA still has some known short-
comings, which we summarise here.
(i) Higher-order multiples: It is widely argued that primordial
triples and higher multiples should be incorporated into simulations
along with primordial binaries. In any case, hierarchical triples
form abundantly in binary-binary interactions (Mikkola 1984).
Such higher-order multiples are ignored in the present Monte-
Carlo code; they are merely counted and then artificially dis-
rupted (Hypki & Giersz 2012). It is planned to introduce hierar-
chical triples and higher-order multiples in a later version of the
code.
(ii) Rotation: the Monte Carlo code is based on spherical sym-
metry, and would require rather fundamental and very difficult re-
construction in order to cope with cluster rotation. Rotation ac-
celerates the rates of core collapse and mass segregation (e.g.
Fiestas, Spurzem & Kim 2006; Kim et al. 2008, and references
therein). In our models the absence of these rotational effects can
be compensated by a modest alteration of the initial conditions.
(iii) Static tide: the effects of tidal shocks have been extensively
studied and it would be possible to add these effects as another
process altering the energies and angular momenta of the stars in
the simulations. The addition of tidal shocks will be more impor-
tant when modelling Galactic globular clusters than open clusters,
which are usually confined inside the Galactic disk.
Despite these limitations, some of which are difficult to cure,
the MOCCA code presented in this paper shows its potential power
in simulations of real star clusters, from open clusters to rich glob-
ular clusters. Monte Carlo models are feasible in a reasonable time
(a few days) for the many globular clusters which are too large
for direct N -body simulations, and which will remain so for some
time. A Monte Carlo code is able to provide data as detailed as an
N -body code can. Only these two methods can provide such com-
prehensive information. Even whenN -body simulations eventually
become possible, Monte Carlo models will remain as a quicker way
of exploring the parameter space for large scale N -body simula-
tions.
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