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A TANNAKIAN CONTEXT FOR GALOIS
EDUARDO J. DUBUC AND MARTIN SZYLD
Abstract. Strong similarities have been long observed between the
Galois (Categories Galoisiennes) and the Tannaka (Categories Tannaki-
ennes) theories of representation of groups. In this paper we construct
an explicit (neutral) Tannakian context for the Galois theory of atomic
topoi, and prove the equivalence between its fundamental theorems.
Since the theorem is known for the Galois context, this yields, in par-
ticular, a proof of the fundamental (recognition) theorem for a new
Tannakian context. This example is different from the additive cases
or their generalization, where the theorem is known to hold, and where
the unit of the tensor product is always an object of finite presentation,
which is not the case in our context.
Introduction. Strong similarities have been long observed between
the Galois (Categories Galoisiennes) and the Tannaka (Categories Tannaki-
ennes) theories of representation of groups. In this paper we construct an
explicit (neutral) Tannakian context for the Galois theory of atomic topoi,
and prove the equivalence between its fundamental theorems. Since the the-
orem is known for the Galois context, this yields, in particular, a proof of the
fundamental (recognition) theorem for a new Tannakian context. This ex-
ample is different from the additive cases [7], [5], [2], or their generalization
[12], where the theorem is known to hold, and where the unit of the tensor
product is always an object of finite presentation (that is, filtered colimits in
the tensor category are constructed as in the category of sets), which is not
the case in our context. Very different approaches to relate Tannaka with
Galois are developed in [11] and [6], where the existence of Galois closures
(disguised in one form or another) is essential, and which cover Galois topoi
but not the Joyal-Tierney extension to atomic topoi.
In this paper by Galois theory we mean Grothendieck’s Galois theory
of progroups (or prodiscrete localic groups) and Galois topoi [1], [3], as
extended by Joyal-Tierney in [9]. More precisely, the particular case of
arbitrary localic groups and pointed atomic topoi.
For the Galois theory of atomic topoi we follow Dubuc [4], where he
develops localic Galois theory and makes a explicit construction of the localic
group of automorphisms Aut(F ) of a set-valued functor E
F
−→ Ens, and of
a lifting E
F˜
−→ βAut(F ) into the topos of sets furnished with an action of the
localic group (see 5.1). He proves in an elementary way1 that when F is the
inverse image of a point of an atomic topos, this lifting is an equivalence
[4, Theorem 8.3], which is Joyal-Tierney’s theorem [9, Theorem 1].
1meaning, without recourse to change of base and other sophisticated tools of topos
theory over an arbitrary base topos.
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For Tannaka theory we follow Joyal-Street [7] (for the original sources
see the references therein). The construction of the Hopf algebra End∨(T )
of endomorphisms of a finite dimensional vector space valued functor T
can be developed for a V0-valued functor, X
T
−→ V0 ⊂ V, where V is any
cocomplete monoidal closed category, and V0 a (small) full subcategory
of objects with duals, see for example [10], [12], [13]. There is a lift-
ing X
T˜
−→ Cmd0(End
∨(T )) into the category of End∨(T )-comodules with
underlying object in V0. For a handy reference and terminology see
appendix A. In [7], [13] it is shown that in the case of vector spaces, if X is
abelian and F is faithful and exact, the lifting is an equivalence (recognition
theorem).
Contents.
Recall that given a regular category C we can consider the category
Rel(C) of relations in C. There is a faithful functor (the identity on ob-
jects) C → Rel(C), and any regular functor C
F
−→ D has an extension
Rel(C)
Rel(F )
−→ Rel(D).
The category Rel = Rel(Ens) is a full subcategory of the category Sup of
sup-lattices, set Rel = Sup0. This determines the base V,V0 of a Tannaka
context. Furthermore, a localic group is the same thing as an idempotent
Hopf algebra in the category Sup (see section 1).
Given any pointed topos with inverse image E
F
−→ Ens of a Galois context,
we associate a (neutral) Tannakian context as follows:
βG
!!❈
❈❈
❈❈
❈❈
❈
E
F˜oo
F

// Rel(E)
T

T˜ // Cmd0(H)
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
Ens // Rel = Sup0,
where G = Aut(F ), H = End∨(T ), and T = Rel(F ).
We prove that F˜ is an equivalence if and only if T˜ is so (Theorem 6.1).
The result is based in two theorems. First, we prove that for any localic
group G, there is an isomorphism of categories Rel(βG) ∼= Cmd0(G) (Theo-
rem 4.6). Second, we prove that the Hopf algebra End∨(T ) is a locale, and
that there is an isomorphism Aut(F ) ∼= End∨(T ) (Theorem 5.10).
In particular, from Theorem 6.1 and the fundamental theorem of localic
Galois theory (Theorem 6.3), it follows that the Tannaka recognition theorem
holds in the (neutral) Tannaka context associated to a pointed topos if and
only if the topos is connected atomic (Theorem 6.4). These topoi are then a
new concrete example where the theorem holds wich is completely different
than the other cases in which the Tannaka recognition theorem is known to
hold, where the unit of the tensor product is an object of finite presentation.
Simultaneously, the non atomic topoi furnish examples where the theorem
is false.
Acknowledgements. The first author thanks Andre´ Joyal for many
stimulating and helpful discussions on the subject of this paper.
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1. Background, terminology and notation
In this section we recall some facts on sup-lattices, locales and monoidal
categories, and in this way we fix notation and terminology.
We will consider the monoidal category Sup of sup-lattices, whose objects
are posets S with arbitrary suprema
∨
(hence finite infima ∧, 0 and 1) and
whose arrows are the suprema-preserving-maps. We call these arrows linear
maps. We will write S also for the underlying set of the lattice. The tensor
product of two sup-lattices S and T is the codomain of the universal bilinear
map S × T −→ S ⊗ T . Given (s, t) ∈ S × T , we denote the corresponding
element in S ⊗ T by s ⊗ t. The unit for ⊗ is the sup-lattice 2 = {0 ≤ 1}.
The linear map S ⊗ T
ψ
→ T ⊗ S sending s⊗ t 7→ t⊗ s is a symmetry. Recall
that, as in any monoidal category, a duality between two sup-lattices T and
S is a pair of arrows 2
η
→ T ⊗ S, S ⊗ T
ε
→ 2 satisfying the usual triangular
equations (see 4.14). We say that T is right dual to S and that S is left dual
to T , and denote T = S∧, S = T∨.
There is a free sup-lattice functor Ens
ℓ
−→ Sup. Given X ∈ Ens, ℓX
is the power set of X, and for X
f
→ Y , ℓf = f is the direct image. This
functor extends to a functor Rel
ℓ
−→ Sup, defined on the category Rel of
sets with relations as morphisms. A linear map ℓX → ℓY is the “same
thing” as a relation R ⊂ X × Y . In this way Rel can be identified with
a full subcategory Rel
ℓ
→֒ Sup. We define Sup0 as the full subcategory of
Sup of objects of the form ℓX. Thus, abusing notation, Rel = Sup0 ⊂ Sup
(“=” here is actually an isomorphism of categories). Recall that Rel is a
monoidal category with tensor product given by the cartesian product of
sets (which is not a cartesian product in Rel). It is immediate to check that
ℓX ⊗ ℓY = ℓ(X × Y ) in a natural way.
1.1. The functor Rel
ℓ
→֒ Sup is a tensor functor, and the identification
Rel = Sup0 is an isomorphism of monoidal categories.
The arrows 2
η
→ ℓX ⊗ ℓX, ℓX ⊗ ℓX
ε
→ 2, defined on the generators as
η(1) =
∨
x x ⊗ x and ε(x⊗ y) = δx=y determine a duality, and in this way
the objects of the form ℓX have both duals and furthermore they are self-
dual, (ℓX)∧ = (ℓX)∨ = ℓX. Under the isomorphism Rel = Sup0, ε and η
both correspond to the diagonal relation ∆ ⊂ X ×X. Duals are contravari-
ant functors, if R ⊂ X × Y is the relation corresponding to a linear map
ℓX → ℓY , then the opposite relation Rop ⊂ Y ×X corresponds to the dual
map (ℓY )∧ → (ℓX)∧.
1.2. We will abuse notation by identifying X, ℓX and (ℓX)∧, a function with
its graph, and the inverse image of a function with the opposite relation.
As in any monoidal category, an algebra (or monoid) in Sup is an object
G with an associative multiplication G ⊗G
∗
−→ G which has a unit u ∈ G.
If ∗ preserves the symmetry ψ, the algebra is commutative. An algebra
morphism is a linear map which preserves ∗ and u.
A locale is a sup-lattice G where finite infima ∧ distributes over arbi-
trary suprema
∨
, that is, it is bilinear, and so induces a multiplication
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G⊗G
∧
−→ G. A locale morphism is a linear map which preserves ∧ and 1.
In this way locales are commutative algebras, and there is a full inclusion of
categories Loc ⊂ AlgSup into the category of commutative algebras in Sup.
1.3. In [9] locales are characterized as those commutative algebras such that
x ∗ x = x and u = 1.
A (commutative) Hopf algebra in Sup is a group object in (AlgSup)
op.
A localic group (resp. monoid) G is a group (resp. monoid) object in the
category Sp of localic spaces, which is defined to be the formal dual of the
category of locales, Sp = Locop. Therefore G can be also considered as a
Hopf algebra in Sup. The unit and the multiplication of G in Sp are the
counit G
e
−→ 2 and comultiplication G
w
−→ G ⊗G of a coalgebra structure
for G in AlgSup. The inverse is an antipode G
ι
−→ G. Morphisms corre-
spond but change direction, and we actually have a contravariant equality of
categories (Id-Hopf)op = Loc-Group, between the category of idempotent
(with u = 1) Hopf algebras in Sup and the category of localic groups.
2. Preliminaries on bijections with values in a locale
As usual we view a relation λ between two sets X and Y as a map (i.e.
function of sets) X × Y
λ
−→ 2. We consider maps X × Y
λ
−→ G with
values in an arbitrary sup-lattice G, that we will call ℓ-relations. Since
ℓ(X × Y ) = ℓX ⊗ ℓY , it follows that ℓ-relations are the same thing that
linear maps ℓX ⊗ ℓY
λ
−→ G. The results of this section are established in
order to be used in the next sections, and they are needed only in the case
X = Y .
2.1. Consider two ℓ-relations X × Y
λ
−→ G, X ′ × Y ′
λ′
−→ G, and two maps
X
f
−→ X ′, Y
g
−→ Y ′, or, more generally, two spans (which induce relations
that we also denote with the same letters),
Rp
zz✉✉✉
✉ p
′
%%❑❑
❑❑
X X ′,
Sq
zzttt
t q
′
%%▲▲
▲▲
Y Y ′ R = p
′ ◦ pop, S = q′ ◦ qop ,
and a third ℓ-relation R× S
θ
−→ G.
These data give rise to the following diagrams:
(2.2) ♦1 = ♦1(f, g) ♦2 = ♦2(f, g) ♦ = ♦(R,S)
X × Y
λ
##❋
❋❋❋
❋❋
X × Y ′
f×Y ′ %%
❑❑❑
❑❑❑
X×gop 99ssssss
≡ G ,
X ′ × Y ′
λ′
<<①①①①①
X × Y
λ
##❋
❋❋❋
❋❋
X ′ × Y
X′×g %%
❑❑❑
❑❑❑
fop×Y 99ssssss
≡ G ,
X ′ × Y ′
λ′
<<①①①①①
X × Y
λ
##❋
❋❋❋
❋❋
X × Y ′
R×Y ′ %%
❑❑❑
❑❑❑
X×Sop
99ssssss
≡ G ,
X ′ × Y ′
λ′
<<①①①①①
expressing the equations:
♦1 : λ
′〈f(a), b′〉 =
∨
g(y)=b′
λ〈a, y〉 , ♦2 : λ
′〈a′, g(b)〉 =
∨
f(x)=a′
λ〈x, b〉,
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and ♦:
∨
(y, b′)∈S
λ〈a, y〉 =
∨
(a, x′)∈R
λ′〈x′, b′〉.
It is clear that diagrams ♦1 and ♦2 are particular cases of diagram ♦.
Take R = f, S = g, then ♦1(f, g) = ♦(f, g), and R = f
op, S = gop,
then ♦2(f, g) = ♦(f
op, gop). The general ♦ diagram follows from these two
particular cases.
2.3. Proposition. Let R, S be any two spans connected by a ℓ-relation θ as
above. If ♦1(p
′, q′) and ♦2(p, q) hold, then so does ♦(R,S).
Proof. We use the elevators calculus, see appendix B:
X Y ′
✚✚
✚✚
✚
Sop✩✩
✩✩
✩
X Y
G
✗✗✗✗✗
λ
✫✫✫✫✫
=
X Y ′
✚✚
✚✚
✚
q′op✩✩
✩✩
✩
X S
✛✛
✛✛
✛
q★★
★★
★
X Y
G
✗✗✗✗✗
λ
✫✫✫✫✫
♦2=
X Y ′
✚✚
✚✚
✚
q′op✩✩
✩✩
✩
X
✚✚
✚✚
✚
pop✩✩
✩✩
✩ S
R S
G
✗✗✗✗✗
θ
✫✫✫✫✫
=
X
✚✚
✚✚
✚✚
pop✩✩
✩✩
✩✩
Y ′
R Y ′
✚✚
✚✚
✚
q′op✩✩
✩✩
✩
R S
G
✗✗✗✗✗
θ
✫✫✫✫✫
♦1=
X
✚✚
✚✚
✚✚
pop✩✩
✩✩
✩✩
Y ′
R
✛✛
✛✛
✛
p′★★
★★
★ Y
′
X ′ Y ′
G
✗✗✗✗✗✗
λ′
✬✬✬✬✬✬
=
X
✛✛
✛✛
✛
R★★
★★
★ Y
′
X ′ Y ′
G
✗✗✗✗✗✗
λ′
✬✬✬✬✬✬

Two maps X
f
−→ X ′, Y
g
−→ Y ′ also give rise to the following diagram:
⊲ = ⊲(f, g) :
X × Y
λ
**❯❯❯
❯❯❯❯
❯
f×g

≥ G .
X ′ × Y ′ λ
′
44✐✐✐✐✐✐✐✐
2.4. Proposition. If either ♦1(f, g) or ♦2(f, g) holds, then so does ⊲(f, g).
Proof. λ〈a, b〉 ≤
∨
g(y)=g(b)
λ〈a, y〉 = λ′〈f(a), g(b)〉 using ♦1. Clearly a sym-
metric arguing holds using ♦2. 
In the rest of this section G is assumed to be a locale.
Consider the following axioms:
2.5. Axioms on a ℓ-relation
ed)
∨
y∈Y λ〈a, y〉 = 1, for each a (everywhere defined).
uv) λ〈x, b1〉 ∧ λ〈x, b2〉 = 0, for each x, b1 6= b2 (univalued).
su)
∨
x∈X λ〈x, b〉 = 1, for each b (surjective).
in) λ〈a1, y〉 ∧ λ〈a2, y〉 = 0, for each y, a1 6= a2 (injective).
Clearly any morphism of locales G→ H preserves these four axioms.
A ℓ-relation λ is a ℓ-function if and only if satisfies axioms ed) and uv).
We say that a ℓ-relation is a ℓ-opfunction when it satisfies axioms su) and
in). Then a ℓ-relation is a ℓ-bijection if and only if it is a ℓ-function and a
ℓ-opfunction.
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2.6. Given two ℓ-relations, X × Y
λ
−→ G, X ′ × Y ′
λ′
−→ G, the product
ℓ-relation λ⊠ λ′ is defined by the composition
X ×X ′ × Y × Y ′
X×ψ×Y ′
−→ X × Y ×X ′ × Y ′
λ×λ′
−→ G×G
∧
−→ G
(λ⊠ λ′)〈(a, a′), (b, b′)〉 = λ〈a, b〉 ∧ λ′〈a′, b′〉.
The following is immediate and straightforward:
2.7. Proposition. Each axiom in 2.5 for λ and λ′ implies the respective
axiom for the product λ⊠ λ′. 
2.8. Proposition. We refer to 2.1: If equations ♦1(p, q) and ♦1(p
′, q′) hold,
and θ satisfies uv), then equation 1) below holds. Symmetrically, if ♦2(p, q)
and ♦2(p
′, q′) hold, and θ satisfies in), then equation 2) below holds.
1) λ〈p(r), b〉 ∧ λ′〈p′(r), b′〉 =
∨
q(v)=b
q′(v)=b′
θ〈r, v〉.
2) λ〈a, q(s)〉 ∧ λ′〈a′, q′(s)〉 =
∨
p(u)=a
p′(u)=a′
θ〈u, s〉.
Proof. We only prove the first statement, since the second one clearly has a
symmetric proof.
λ〈p(r), b〉 ∧ λ′〈p′(r), b′〉
♦1=
∨
q(v)=b
θ〈r, v〉 ∧
∨
q′(w)=b′
θ〈r, w〉 =
=
∨
q(v)=b
q′(w)=b′
θ〈r, v〉 ∧ θ〈r, w〉
uv)
=
∨
q(v)=b
q′(v)=b′
θ〈r, v〉. 
We study now the validity of the reverse implication in proposition 2.4.
2.9. Proposition. We refer to 2.1:
1) If λ is ed) and λ′ is uv) (in particular, if they are ℓ-functions), then
⊲(f, g) implies ♦1(f, g).
2) If λ is su) and λ′ is in) (in particular, if they are ℓ-opfunctions), then
⊲(f, g) implies ♦2(f, g).
Proof. We prove 1), a symmetric proof yields 2).
λ′〈f(a), b′〉
ed)λ
= λ′〈f(a), b′〉 ∧
∨
y λ〈a, y〉 =
∨
y λ
′〈f(a), b′〉 ∧ λ〈a, y〉
(∗)
=∨
g(y)=b′ λ
′〈f(a), b′〉 ∧ λ〈a, y〉
⊲
=
∨
g(y)=b′ λ〈a, y〉,
where for the equality marked with (∗) we used that if g(y) 6= b′ then
λ′〈f(a), b′〉 ∧ λ〈a, y〉
⊲
≤ λ′〈f(a), b′〉 ∧ λ′〈f(a), g(y)〉
uv)λ′= 0. 
More generally, consider two spans as in 2.1. We have the following
⊲ diagrams:
(2.10) R× S
θ
**❚❚❚
❚❚❚❚
❚
p×q

≥ G ,
X × Y λ
44❥❥❥❥❥❥❥❥
R× S
θ
**❯❯❯
❯❯❯❯
❯❯
p′×q′

≥ G .
X ′ × Y ′ λ
′
44✐✐✐✐✐✐✐✐
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2.11. Proposition. We refer to 2.1: Assume that λ is in), λ′ is uv), and
that the ⊲(p, q), ⊲(p′, q′) diagrams hold. Then if θ is ed) and su), diagram
♦(R, S) holds.
Proof. Use proposition 2.9 twice: First with f = p′, g = q′, λ = θ, λ′ = λ′
to have ♦1(p
′, q′). Second with f = p, g = q, λ = θ, λ′ = λ to have ♦2(p, q).
Then use proposition 2.3. 
2.12. Remark. Note that the diagrams ⊲ in 2.10 mean that
θ ≤ λ⊠ λ′ ◦ (p, p′)× (q, q′) (see 2.6). In particular, when G is a locale, there
is always a ℓ-relation θ in 2.1, which may be taken to be the composition
R× S
(p,p′)×(q,q′)
−→ X ×X ′ × Y × Y ′
λ⊠λ′
−→ G. However, it is important to con-
sider an arbitrary ℓ-relation θ (see propositions 3.4 and 3.8).
2.13. Proposition. We refer to 2.1: Assume that R and S are relations,
that λ, λ′ are ℓ-bijections, and that ⊲(p, q), ⊲(p′, q′) in (2.10) hold. Take
θ = λ⊠ λ′ ◦ (p, p′)× (q, q′). Then, if ♦(R, S) holds, θ is a ℓ-bijection.
Proof. We can safely assume R ⊂ X × X ′ and S ⊂ Y × Y ′, and
λ⊠ λ′ ◦ (p, p′)× (q, q′) to be the restriction of λ ⊠ λ′ to R × S. From the
⊲ diagrams (2.10) we easily see that axioms uv) and in) for θ follow from
the corresponding axioms for λ and λ′. We prove now axiom ed), axiom su)
follows in a symmetrical way. Let (a, a′) ∈ R, we compute:∨
(y,y′)∈S
θ〈(a, a′), (y, y′)〉 =
∨
y′
∨
(y,y′)∈S
λ〈a, y〉 ∧ λ′〈a′, y′〉
♦
=
♦
=
∨
y′
∨
(a,x′)∈R
λ′〈x′, y′〉 ∧ λ′〈a′, y′〉 ≥
∨
y′
λ′〈a′, y′〉
ed)
= 1 
We found convenient to combine 2.11 and 2.13 into:
2.14. Proposition. Let R ⊂ X × X ′, S ⊂ Y × Y ′ be any two relations,
and X × Y
λ
−→ G, X ′ × Y ′
λ′
−→ G be ℓ-bijections. Let R × S
θ
−→ G be the
restriction of λ ⊠ λ′ to R × S. Then, ♦(R,S) holds if and only if θ is a
ℓ-bijection. 
3. On ⊲ and ♦ cones
We consider a pointed topos Ens
f
−→ E , with inverse image f∗ = F .
3.1. Let Rel(E) be the category of relations in E . Rel(E) is a symmetric
monoidal category with tensor product given by the cartesian product in E
(which is not cartesian in Rel(E)). Every object X has a dual, and it is self
dual, the unit and the counit of the duality are both given by the diagonal
relation ∆ ⊂ X ×X (see 1.1). There is a faithful functor E → Rel(E), the
identity on objects and the graph on arrows, we will often abuse notation and
identify an arrow with its graph. The functor E
F
−→ Ens has an extension
Rel(E)
Rel(F )
−→ Rel, if R ⊂ X × Y is a relation, then FR ⊂ FX × FY , and
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Rel(F ) is in this way a tensor functor. We have a commutative diagram:
E //
F

Rel(E)
T

Ens // Rel 
 ℓ // Sup (where T = Rel(F ))
3.2. It can be seen that F is an equivalence if and only if T is so. 
Note that on objects TX = FX and on arrows in E , T (f) = F (f).
Since F is the inverse image of a point, the diagram of F is a cofiltered
category, T (X × Y ) = TX × TY , if Ci → X is an epimorphic family in E ,
then TCi → TX is a surjective family of sets. If R is an arrow in Rel(E),
T (Rop) = (TR)op.
Let H be a sup-lattice furnished with a ℓ-relation TX × TX
λX−→ H for
each X ∈ E . Each arrow X
f
−→ Y in E and each arrow X
R
−→ Y in Rel(E)
(i.e relation R →֒ X × Y , R
π1−→ X, R
π2−→ Y in E), determine the following
diagrams:
FX × FX
λX
''❖❖
❖❖❖
❖❖❖
F (f)×F (f)

≥
H ,
FY × FY
λY
77♦♦♦♦♦♦♦♦
TX × TX
λX
''❖❖
❖❖❖
❖❖❖
TX × TY
TR×TY ))❘
❘❘❘
❘❘❘
❘
TX×TRop 55❧❧❧❧❧❧❧❧
≡ H .
TY × TY
λY
77♦♦♦♦♦♦♦
We say that TX × TX
λX−→ H is a ⊲-cone if the ⊲(F (f), F (f)) diagrams
hold, and that it is a ♦-cone if the ♦(TR, TR) diagrams hold. Similarly we
talk of ♦1-cones and ♦2-cones if the ♦1(F (f), F (f)) and ♦2(F (f), F (f))
diagrams hold. We will abbreviate ♦(R) = ♦(TR, TR), and similarly ⊲(f),
♦1(f) and ♦2(f). If H is a locale and the λX are ℓ-bijections, we say that
we have a ♦-cone or a ⊲-cone of ℓ-bijections.
3.3. Proposition. A family TX × TX
λX−→ H of ℓ-relations is a ♦-cone if
and only if it is both a ♦1 and a ♦2-cone.
Proof. Use proposition 2.3 with R = TR, S = TR, p = p′ = π1, q = q
′ = π2,
λ = λX , λ
′ = λY , and θ = λR. Then, ♦1(π2) and ♦2(π1) imply ♦(R) 
3.4. Proposition. Any ⊲-cone TX ×TX
λX−→ H of ℓ-bijections with values
in a locale H is a ♦-cone (of ℓ-bijections).
Proof. Given any relation R →֒ X × Y , consider proposition 2.11 with
λ = λX , λ
′ = λY , and θ = λR. 
3.5. Definition. Let TX×TX
λX−→ H be a ♦-cone with values in a commu-
tative algebra H in Sup, with multiplication ∗ and unit u. We say that it is
compatible if the following equations hold:
λX〈a, a
′〉 ∗ λY 〈b, b
′〉 = λX×Y 〈(a, b), (a
′, b′)〉 , λ1(∗, ∗) = u.
Any compatible ♦-cone wich covers H forces H to be a locale, and such a
cone is necessarily a cone of ℓ-bijections (and vice versa). We examine this
now:
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Given a compatible cone, consider the diagonal X
∆
−→ X ×X, the arrow
X
π
−→ 1, and the following ♦1 diagrams:
TX×TX
λX
''PP
PPP
PPP
PPP
TX×TX
λX
##●
●●
●●
●●
TX×TX×TX
TX×∆op
44❥❥❥❥❥❥❥❥❥❥❥❥❥
∆×TX×TX **❚❚❚
❚❚❚❚
❚❚❚❚
❚❚
≡ H, TX×1
TX×πop
99ssssssss
π×1 %%❑❑
❑❑❑
❑❑❑
≡ H.
TX×TX×TX×TX
λX×X
77♥♥♥♥♥♥♥♥♥♥♥
1×1
λ1
;;①①①①①①①
Let a, b1, b2 ∈ TX, and let b stand for either b1 or b2. Chasing (a, b1, b2) in
the first diagram and (a, ∗) in the second it follows:
(1) λX〈a, b1〉 ∗ λX〈a, b2〉 = λX×X〈(a, a), (b1, b2)〉 = δb1=b2 λX〈a, b〉.
(2) λX(a, b) ≤
∨
x λX〈a, x〉 = λ1(∗, ∗) = u.
3.6. Proposition. Let H be a commutative algebra, and TX×TX
λX−→ H be
a compatible ♦-cone such that the elements of the form λX(a, a
′), a, a′ ∈ TX
are algebra generators. Then H is a locale.
Proof. We have to prove that for all w ∈ H, w ∗ w = w and w ≤ u, see 1.3.
It is enough to prove it for w = λX(a, b), which are precisely equations (1)
and (2) above. 
3.7. Proposition. A ♦-cone TX × TX
λX−→ H with values in a locale H is
compatible if and only if it is a ♦-cone of ℓ-bijections.
Proof. (⇒): Clearly equations (1) and (2) above are the axioms uv) and ed)
for λX . Axioms in) and su) follow by the symmetric argument using the
corresponding ♦2 diagrams.
(⇐) u = 1 in H, so the second equation in definition 3.5 is just axiom ed)
(or su)) for λ1. To prove the first equation we do as follows:
Consider the projections X × Y
π1−→ X, X × Y
π2−→ Y . The ♦1(π1) and
♦1(π2) diagrams express the equations:
λX〈a, a
′〉 =
∨
y λX×Y 〈(a, b), (a
′, y)〉, λY 〈b, b
′〉 =
∨
x λX×Y 〈(a, b), (x, b
′)〉.
Taking the infimum of these two equations:
λX〈a, a
′〉 ∧ λY 〈b, b
′〉 =
∨
x,y λX×Y 〈(a, b), (a
′, y)〉 ∧ λX×Y 〈(a, b), (x, b
′)〉
(∗)
=
(∗)
= λX×Y 〈(a, b), (a
′, b′)〉, as desired (
(∗)
= justified by uv) for λX×Y ). 
3.8. Proposition. Let TX × TX
λX−→ H be a ♦-cone of ℓ-bijections such
that the elements of the form λX(a, a
′), a, a′ ∈ TX are locale genera-
tors. Then, any linear map H
σ
−→ G into another ♦-cone of ℓ-bijections,
TX × TX
λX−→ G, satisfying σλX = λX , preserves infimum and 1, thus it is
a locale morphism.
Proof. By axiom ed) for λ1, in both locales λ1(∗, ∗) = 1. Since σλ1 = λ1,
this shows that σ preserves 1.
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To show that infima are preserved it is enough to prove that infima
of the form λX〈a, a
′〉 ∧ λY 〈b, b
′〉, a, a′ ∈ TX, b, b′ ∈ TY are pre-
served. Take
(X, a)
(Z, c)
f 55❥❥❥
g
))❚❚❚
❚
(Y, b)
in the diagram of F . Then, by proposition
2.8 with λ = λX , λ
′ = λY , and θ = λZ , it follows that the equation
λX〈a, a
′〉 ∧ λY 〈b, b
′〉 =
∨
T (f)(z)=a′ , T (g)(z)=b′
λZ〈c, z〉 holds in both locales. The
proof finishes using that σ preserves suprema and σλZ = λZ . 
Consider now a (small) site of definition C ⊂ E of the topos E . Suitable
cones defined over C can be extended to E . More precisely:
3.9. Proposition.
1) Let TC × TC
λC−→ H be a ♦1-cone (resp. a ♦2-cone) over C. Then,
H can be (uniquely) furnished with ℓ-relations λX for all objects X ∈ E in
such a way to determine a ♦1-cone (resp. a ♦2-cone) over E.
2) If H is a locale and all the λC are ℓ-bijections, so are all the λX .
Proof. 1) Let X ∈ E and (a, b) ∈ TX×TX. Take C
f
−→ X and c ∈ TC such
that a = T (f)(c). If λX were defined so that the ♦1(f) diagram commutes,
the equation
(1) λX〈a, b〉 =
∨
T (f)(y)=b
λC〈c, y〉
should hold (see 2.2). We define λX by this equation. This definition is
independent of the choice of c, C, and f . In fact, let D
g
−→ X and d ∈ TD
such that a = T (g)(d), and take (e, E) in the diagram of F , E
h
−→ C,
E
ℓ
−→ D such that T (h)(e) = c, T (ℓ)(e) = d and T (fh) = T (gℓ). Then we
compute∨
T (f)(y)=b
λC〈c, y〉
♦1(h)
=
∨
T (f)(y)=b
∨
T (h)(w)=y
λE〈e, w〉 =
∨
T (fh)(w)=b
λE〈e, w〉.
From this and the corresponding computation with d, D, and ℓ it follows:∨
T (f)(y)=b
λC〈c, y〉 =
∨
T (g)(y)=b
λD〈d, y〉.
Given X
g
−→ Y in E , we check that the ♦1(g) diagram commutes: Let
(a, b) ∈ TX × TY , take C
f
−→ X such that a = T (f)(c), and let
d = T (g)(a) = T (gf)(c). Then:
λY 〈d, b〉 =
∨
T (gf)(z)=b
λC〈c, z〉 =
∨
T (g)(x)=b
∨
T (f)(z)=x
λC〈c, z〉 =
∨
T (g)(x)=b
λX〈a, b〉.
Clearly a symmetric argument can be used if we assume at the start that
the ♦2 diagram commutes. In this case, λX would be defined by:
(2) λX〈a, b〉 =
∨
T (f)(y)=a
λC〈y, c〉
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with T (f)(c) = b.
If the TC × TC
λC−→ H form a ♦1 and a ♦2 cone, definitions (1) and (2)
coincide. In fact, since they are both independent of the chosen c, it follows
they are equal to∨
T (f)(y)=b, T (f)(c)=a
λC〈c, y〉 =
∨
T (f)(y)=a, T (f)(c)=b
λC〈y, c〉
2) It is straightforward and we leave it to the reader. 
It is worthwhile to consider the case of a locally connected topos. In
this case it clearly follows from the above (abusing notation) that given
a, b ∈ TX, if a, b are in the same connected component C ⊂ X, a, b ∈ TC,
then λX(a, b) = λC(a, b), and if they are in different connected components,
then λX(a, b) = 0. When the topos is atomic and H = Aut(F ) (see 5.1),
the reverse implication holds, namely, if λX(a, b) = 0, then a, b must be in
different connected components (Theorem 6.2, 1)).
4. The isomorphism Cmd0(G) = Rel(β
G)
The purpose of this section is to establish an isomorphism of categories
between Cmd0(G) and Rel(β
G), where G is a fixed localic group, or, what
amounts to the same thing, an idempotent Hopf algebra in the monoidal
category Sup of sup-lattices, as we explained in section 1.
4.1. The category Cmd0(G).
As for any coalgebra, a comodule structure over G in Sup is a sup-lattice
S ∈ Sup together with a map S
ρ
→ G⊗ S satisfying the coaction axioms:
(4.2) (G⊗ ρ) ◦ ρ = (w ⊗ S) ◦ ρ, and (e⊗ S) ◦ ρ = ∼=S .
where w, e are the comultiplication and the counit of G, and ∼=S is the
isomorphism 2⊗ S ∼= S.
A comodule morphism between two comodules is a map which makes the
usual diagrams commute (see [7]). We define the category Cmd0(G) as the
full subcategory with objects the comodules of the form S = ℓX, for any set
X. If we forget the comodule structure we have a faithful functor
Cmd0(G)
T
−→ Sup0 = Rel.
4.3. The category βG.
The construction of the category βG of sets furnished with an action of G
(namely, the classifying topos of G) requires some considerations (for details
see [4]). Given a set X, we define the locale Aut(F ) to be the universal
ℓ-bijection in the category of locales, X ×X
λ
−→ Aut(F ). It is constructed
in two steps: first consider the free locale on X × X, X × X

−→ Rel(X).
Clearly it is the universal ℓ-relation in the category of locales. Second,
Rel(X) −→ Aut(X) is determined by the topology generated by the covers
that force the four axioms in 2.5 (see [15], [4]). Notice that it follows by
definition that the points of the locales Rel(X) and Aut(X) are the relations
and the bijections of the set X. Given (x, y) ∈ X × X, we will denote
〈x | y〉 = 〈x, y〉 = λ〈x, y〉 indistinctly in both cases. We abuse notation
12 EDUARDO J. DUBUC AND MARTIN SZYLD
and omit to indicate the associated sheaf morphism Rel(X) −→ Aut(X).
The elements of the form 〈x | y〉 generate both locales by taking arbitrary
suprema of finite infima.
It is straightforward to check that the following maps are ℓ-bijections.
(4.4) w : X ×X −→ Aut(X) ⊗Aut(X), w〈x | y〉 =
∨
z
〈x | z〉 ⊗ 〈z | y〉 ,
e : X ×X −→ 2, e〈x | y〉 = δx=y.
ι : X ×X −→ Aut(X), ι〈x | y〉 = 〈y | x〉 .
It follows (from the universal property) that they determine locale mor-
phisms with domain Aut(X). They define a coalgebra structure on the locale
Aut(X), which furthermore results a Hopf algebra (or localic group).
An action of a localic group G in a set X is defined as a localic group
morphism G
µ̂
−→ Aut(X). This corresponds to a Hopf algebra morphism
Aut(X)
µ
−→ G, which is completely determined by its value on the genera-
tors, that is, a ℓ-bijection X ×X
µ
−→ G, that in addition satisfies
(4.5) wµ = (µ⊗ µ)w , eµ = e , µι = ιµ.
(the structures in both Hopf algebras are indicated with the same letters).
As we shall see in Proposition 4.9, the equation µι = ιµ follows from the
other two. That is, any action of G viewed as a monoid is automatically a
group action.
Given two objects X,X ′ ∈ βG, a morphism between them is a function
between the sets X
f
−→ X ′ satisfying µ〈a|b〉 ≤ µ′〈f(a)|f(b)〉. Notice that
this is a ⊲ diagram as in section 2.
If we forget the action we have a faithful functor βG
F
−→ Ens (which is
the inverse image of a point of the topos, see [4] Proposition 8.2). Thus, we
have a commutative square (see 3.1):
βG //
F

Rel(βG)
Rel(F )

Ens // Rel.
We have the following theorem, that we will prove in the rest of this section.
4.6. Theorem. There is an isomorphism of categories making the triangle
commutative:
Cmd0(G)
= //
T $$■
■■
■■
■■
■■
Rel(βG)
Rel(F )
{{✇✇
✇✇
✇✇
✇✇
✇
Sup0 = Rel.
The identification between relations R ⊂ X×X ′ and linear maps ℓX → ℓX ′
lifts to the upper part of the triangle. 
Recall that since the functor F is the inverse image of a point, it follows
that monomorphisms of G-sets are injective maps.
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4.7. Proposition. Let f : X → X ′ a morphism of G-sets. Then for each
a, b ∈ X,
µ′〈f(a)|f(b)〉 =
∨
f(x)=f(b)
µ〈a|x〉.
In particular, if f is a monomorphism, we have µ′〈f(a)|f(b)〉 = µ〈a|b〉.
Proof. Since the actions are ℓ-bijections, in particular ℓ-functions, by propo-
sition 2.9 the ⊲ diagram implies the ♦1 diagram. The statement follows by
taking (a, f(b)) ∈ X ×X ′. 
Proposition 4.7 says that the subobjects Z →֒ X of an object X
in βG are the subsets Z ⊂ X such that the restriction of the action
Z × Z ⊂ X ×X
µ
−→ G is an action on Z. We have:
4.8. Proposition. Let X be a G-set and Z ⊂ X any subset. If the restriction
of the action to Z is a ℓ-bijection, then it is already an action.
Proof. We have to check the equations in 4.5. The only one that requires
some care is the first. Here it is convenient to distinguish notationally as
wZ , wX and w the comultiplications of Aut(Z), Aut(X) and G respectively.
By hypothesis we have (1) wµ〈a|b〉 = (µ⊗µ)wX〈a|b〉 =
∨
x∈X
µ〈a|x〉⊗µ〈x|b〉.
We claim that when a, b ∈ Z, this equation still holds by restricting the
supremum to the x ∈ Z, which is the equation wµ〈a|b〉 = (µ⊗µ)wZ . In fact,
from axioms ed) and su) for µ on Z it follows (2) 1 =
∨
y, z ∈Z
µ〈a|y〉 ⊗µ〈z|b〉.
Then, the claim follows by taking the infimum in both sides of equations (1)
and (2), and then using the axioms uv) and in) for µ on X. 
4.9. Proposition. Given a localic group G and a localic monoid morphism
G
µ̂
→ Rel(X), there exists a unique action of G in X such that
Rel(X) G,
µ̂oo
µ̂{{✈
✈
✈
✈
i.e. Rel(X)
µ //
&&▲▲
▲▲▲
▲▲▲
G.
Aut(X)
ff▲▲▲▲▲▲▲▲
Aut(X)
µ
;;✈
✈
✈
✈
Proof. µ is determined by a ℓ-relation X×X
µ
−→ G preserving w and e (see
equations 4.5). It factorizes through Aut(X) provided it is a ℓ-bijection, and
the factorization defines an action if it also preserves ι.
Consider the following commutative diagram
X ×X
w //
µ

e
||②②
②②
②②
②②
②②
Rel(X)⊗Rel(X)
µ⊗µ

2
u
##❋
❋❋
❋❋
❋❋
❋❋
❋ G
w //eoo G⊗G
ι⊗G

G⊗ι

G G⊗G.
∧oo
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Chasing an element (b, b) ∈ X × X all the way down to G using the ar-
row G ⊗ ι it follows
∨
y
µ〈b|y〉 ∧ ιµ〈y|b〉 = 1. Thus, in particular, we have
(1)
∨
y
µ〈b|y〉 = 1. Chasing in the same way an element (a, b) with a 6= b,
but this time using the arrow ι⊗G, it follows
∨
x
ιµ〈a|x〉 ∧ µ〈x|b〉 = 0. Thus
(2) ιµ〈a|x〉 ∧ µ〈x|b〉 = 0 for all x.
We will see now that ιµ ≤ µι (since ι2 = id, it follows that also µι ≤ ιµ).
ιµ〈a|b〉
(1)
= ιµ〈a|b〉∧
∨
y
µ〈b|y〉 =
∨
y
ιµ〈a|b〉∧µ〈b|y〉
(2)
= ιµ〈a|b〉∧µ〈b|a〉, since
all the other terms in the supremum are 0. Then ιµ〈a|b〉 ≤ µ〈b|a〉 = µι〈a|b〉.
Thus we have ιµ〈a|b〉 = µι〈a|b〉 (= µ〈b|a〉). With this, it is clear from
the equations (1) and (2) above that the four axioms 2.5 of a ℓ-bijection
hold. 
4.10. Proposition. There is a bijection between the objects of the categories
Cmd0(G) and Rel(β
G).
Proof. Since (ℓX)∧ = ℓX, we have a bijection of linear maps
ℓX
ρ // G⊗ ℓX
ℓX ⊗ ℓX
µ // G.
As with every duality (ε, η), µ is defined as the composition
µ : ℓX ⊗ ℓX
ρ⊗ℓX // G⊗ ℓX ⊗ ℓX
G⊗ε // G.
And conversely, we construct ρ as the composition
ρ : ℓX
ℓX⊗η // ℓX ⊗ ℓX ⊗ ℓX
µ⊗ℓX // G⊗ ℓX.
It is easy to check (for example, using the elevators calculus) that that ρ
satisfies equations 4.2 if and only if µ satisfies the first two equations 4.5 (by
proposition 4.9, such a µ satisfies also the third equation). 
The product of two G-sets X and X ′ is equipped with the action given
by the product ℓ-relation µ⊠µ′ (2.6), which is an action by proposition 2.7.
An arrow of the category Rel(βG) is a monomorphism R →֒ X ×X ′, in
particular, a relation of sets R ⊂ X ×X ′. It follows from propositions 4.7
and 4.8, that a relation R →֒ X ×X ′ in the category βG is the same thing
that a relation of sets R ⊂ X ×X ′ such that the restriction of the product
action to R is still a ℓ-bijection (on R). The following proposition finishes
the proof of theorem 4.6.
4.11. Proposition. Let X, X ′ be any two G-sets, and R ⊂ X×X ′ a relation
on the underlying sets. Then, R underlines a monomorphism of G-sets
R →֒ X ×X ′ if and only if the corresponding linear map R : ℓX → ℓX ′ is a
comodule morphism.
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Proof. Let θ be the restriction of the product action µ× µ′ to R. We claim
that the diagram expressing that R : ℓX → ℓX ′ is a comodule morphism
is equivalent to the diagram ♦(R,R) in 2.1. The proof follows then by
proposition 2.14.
proof of the claim: It can be done by chasing elements in the diagrams,
or more generally by using the elevators calculus explained in appendix B:
The comodule morphism diagram is the equality
(4.12) ℓX
✕✕
✕✕
✕
η ✯✯
✯✯
✯ ℓX
✚✚
✚✚
R✩
✩✩
✩
✔✔
✔✔
✔
η ✱✱
✱✱
✱
ℓX
✲✲
✲✲
✲
µX
ℓX
✑✑
✑✑
✑
ℓX
✚✚
✚✚
R✩
✩✩
✩ = ℓX
′
✳✳
✳✳
✳
µX′
ℓX ′
✏✏
✏✏
✏
ℓX ′
G ℓX ′ G ℓX ′,
while the diagram ♦ is
(4.13) ℓX
✕✕
✕✕
✕
η ✯✯
✯✯
✯ ℓX
′ ℓX
✚✚
✚✚
R✩
✩✩
✩ ℓX
′
ℓX ℓX ℓX
✚✚
✚✚
R✩
✩✩
✩ ℓX
′ = ℓX ′
✵✵
✵✵
✵
µX′
ℓX ′
✍✍
✍✍
✍
ℓX
✲✲
✲✲
✲
µX
ℓX
✑✑
✑✑
✑
ℓX ′
✯✯
✯✯
✯✯
ε
ℓX ′
✔✔
✔✔
✔✔
G.
G
Recall that the triangular equations of a duality pairing are:
(4.14)
✗✗
✗✗ ✬✬
✬✬
η
X Y
✗✗
✗✗ ✬✬
✬✬
ηX Y
X Y
✬✬
✬✬
✬
ε
X
✗✗
✗✗
✗
X = X XXandXX Y
✬✬
✬✬
✬
ε
X
✗✗
✗✗
✗
Y X = X
X Y.
X Y
Proof of (4.12) =⇒ (4.13):
ℓX
✕✕
✕✕
✕
✯✯
✯✯
✯
η
ℓX ′ ℓX
✕✕
✕✕
✕
✯✯
✯✯
✯
η
ℓX ′ ℓX
✚✚
✚✚
R✩
✩✩
✩
✔✔
✔✔
✔
✯✯
✯✯
✯
η
ℓX ′
ℓX ℓX ℓX
✚✚
✚✚
R✩
✩✩
✩ ℓX
′
=
ℓX
✲✲
✲✲
✲
µX
ℓX
✑✑
✑✑
✑
ℓX
✚✚
✚✚
R✩
✩✩
✩ ℓX
′
(4.12)
=
ℓX ′
✳✳
✳✳
✳
µX′
ℓX ′
✏✏
✏✏
✏
ℓX ′ ℓX ′
=
ℓX
✲✲
✲✲
✲
µX
ℓX
✑✑
✑✑
✑
ℓX ′
✯✯
✯✯
✯✯
ε
ℓX ′
✔✔
✔✔
✔✔
G ℓX ′
✯✯
✯✯
✯✯
ε
ℓX ′
✔✔
✔✔
✔✔
G ℓX ′
✯✯
✯✯
✯✯
ε
ℓX ′
✔✔
✔✔
✔✔
G
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ℓX
✚✚
✚✚
R✩
✩✩
✩
✔✔
✔✔
✔
✯✯
✯✯
✯
η
ℓX ′ ℓX
✚✚
✚✚
R✩
✩✩
✩ ℓX
′
=
ℓX
✚✚
✚✚
R✩
✩✩
✩ ℓX
′
=
ℓX ′ ℓX ′ ℓX ′
✯✯
✯✯
✯✯
ε
ℓX ′
✔✔
✔✔
✔✔ (△)
=
ℓX ′ ℓX ′ ℓX ′
✵✵
✵✵
✵
µX′
ℓX ′
✍✍
✍✍
✍
ℓX ′
✴✴
✴✴
✴
µX′
ℓX ′
✎✎
✎✎
✎
ℓX ′
✴✴
✴✴
✴
µX′
ℓX ′
✎✎
✎✎
✎
G.
G G
Proof of (4.13) =⇒ (4.12):
ℓX
✙✙
✙
R
✪✪
✪
✏✏
✏ ✳✳
✳
η
ℓX
✏✏
✏ ✳✳
✳
η
ℓX
✏✏
✏ ✳✳
✳
η
ℓX ′ ℓX ′ ℓX ′
=
ℓX
✙✙
✙
R
✪✪
✪ ℓX
′ ℓX ′
(4.13)
=
ℓX
✒✒
✒✒ ✳✳
✳✳
η
ℓX ′ ℓX ′
=
G
☛☛☛☛µX′
✸✸✸✸
ℓX ′ ℓX ′ ℓX ′ ℓX ′ ℓX ℓX ℓX
✙✙
✙
R
✪✪
✪ ℓX
′ ℓX
G
☛☛☛☛µX′
✸✸✸✸
ℓX ′ ℓX ℓX ℓX ′ ℓX ′ ℓX ′
G
☞☞☞☞µX
✷✷✷✷ ✏✏✏✏✏
ε
✳✳✳✳✳
ℓX ′
ℓX
✑✑
✑ ✴✴
✴
η
ℓX
✑✑
✑ ✴✴
✴
η
ℓX
✑✑
✑ ✶✶
✶✶
η
=
ℓX ℓX ℓX
✙✙
✙
R
✪✪
✪
(△)
=
ℓX ℓX ℓX
✙✙
✙
R
✪✪
✪
=
ℓX ℓX ℓX
✙✙
✙
R
✪✪
✪
ℓX ℓX ℓX ′
✏✏
✏ ✳✳
✳
η
ℓX ℓX ℓX ′ G
☞☞☞µX
✷✷✷
ℓX ′.
G
☞☞☞☞µX
✷✷✷✷
ℓX ′ ℓX ′ ℓX ′ G
☞☞☞☞µX
✷✷✷✷
ℓX ′
✏✏✏✏✏
ε
✳✳✳✳✳
ℓX ′

5. The Galois and the Tannakian contexts
The Galois context.
5.1. The localic group of automorphisms of a functor.
Let Ens
f
−→ E be any pointed topos, with inverse image
f∗ = F , E
F
−→ Ens. The localic group of automorphisms of F is defined to
be the universal ⊲-cone of ℓ-bijections in the category of locales, as described
in the following diagram (see [4]):
(5.2) FX × FX
λX
''❖❖
❖❖❖
❖❖❖
❖❖❖
φX
''
F (f)×F (f)

≥
Aut(F )
φ //❴❴❴❴❴❴❴ H.
FY × FY
λY
77♣♣♣♣♣♣♣♣♣♣♣
φY
88
(φ a locale morphism)
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From propositions 3.4 and 3.9 it immediately follows
5.3. Proposition. The localic group Aut(F ) exists and it is isomorphic to
the localic group of automorphisms of the restriction of F to any small site
of definition for E. 
A point Aut(F )
φ
−→ 2 corresponds exactly to the data defining a
natural isomorphism of F . Given (a, b) ∈ FX × FX, we will denote
〈X, a|b〉 = λX(a, b). This element of Aut(F ) corresponds to the open set
{φ |φX (a) = b} of the subbase for the product topology in the set of natural
isomorphisms of F . For details of the construction of this locale see [4].
The ℓ-bijections λX determine morphisms of locales
Aut(FX)
µX
−→ Aut(F ), µX〈a|b〉 = 〈X, a|b〉. It is straightforward to
check that the following three families of arrows are ⊲-cones of ℓ-bijections:
(5.4)
FX × FX
wX−→ Aut(F )⊗Aut(F ), wX(a, b) =
∨
x∈FX
〈X, a|x〉 ⊗ 〈X, x|b〉,
FX × FX
ιX−→ Aut(F ), ιX(a, b) = 〈X, b|a〉,
FX × FX
eX−→ 2, eX(a, b) = δa=b.
By the universal property they determine localic morphisms with domain
Aut(F ) which define a localic group structure on Aut(F ), such that µX
becomes an action of Aut(F ) on FX, and such that for any X
f
−→ Y ∈ E ,
F (f) is a morphism of actions. In this way there is a lifting F˜ of the functor
F into βG, E
F˜
−→ βG, for G = Aut(F ).
5.5. The (Neutral) Tannakian context associated to pointed topos.
For generalities, notation and terminology concerning Tannaka theory see
appendix A. We consider a topos with a point Ens
f
−→ E , with inverse image
f∗ = F , E
F
−→ Ens. We have a diagram (see 3.1):
E //
F

Rel(E)
Rel(F )

Ens // Rel = Sup0
This determines a Tannakian context as in appendix A, with X = Rel(E),
V = Sup, V0 = Rel = Sup0 and T = Rel(F ). Furthermore, in this case X ,
V are symmetric, T is monoidal (1.1, 3.1), and every object of X has a right
dual. Thus, the (large) coend End∨(T ) (which exists, as we shall see) is a
(commutative) Hopf algebra (proposition A.5).
The universal property which defines the coend End∨(T ) is that of a
universal ♦-cone in the category of sup-lattices, as described in the following
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diagram:
TX × TX
λX
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖ φX
&&
TX × TY
TR×TY ''◆◆
◆◆◆
◆◆◆
◆◆◆
◆
TX×TRop
77♦♦♦♦♦♦♦♦♦♦♦♦
≡ End∨(T )
φ //❴❴❴❴❴❴ H.
TY × TY
λY
77♦♦♦♦♦♦♦♦♦♦♦♦
φY
99
(φ a linear map)
Given (a, b) ∈ TX× TX, we will denote [X, a, b] = λX〈a, b〉.
From proposition 3.9 and 3.3 it immediately follows:
5.6. Proposition. The large coend defining End∨(T ) exists and can be com-
puted by the coend corresponding to the restriction of T to the full subcat-
egory of Rel(E) whose objects are in any small site C of definition of E.

By the general Tannaka theory we know that the sup-lattice End∨(T )
is a Hopf algebra in Sup. The description of the multiplication m and a
unit u given below proposition A.4 yields in this case, for X, Y ∈ X (here,
F (1C) = 1Ens = {∗}):
(5.7) m([X, a, a′], [Y, b, b′]) = [X × Y, (a, b), (a′, b′)], u(1) = [1C , ∗, ∗].
This shows that TX × TX
λX−→ End∨(T ) is a compatible ♦-cone, thus by
proposition 3.6 it follows that End∨(T ) is a locale, with top element [1C , ∗, ∗]
and infimum [X, a, a′] ∧ [Y, b, b′] = [X × Y, (a, b), (a′, b′)].
We let the reader check the following:
5.8. The descriptions in the general Tannaka theory of the comultiplica-
tion w, the counit ε and the antipode ι (see appendix A) yield in this
case the formulas wX(a, b) =
∨
x∈FX
[X, a, x]⊗ [X, x, b], ιX(a, b) = [X, b, a],
and εX(a, b) = δa=b. 
5.9. The isomorphism End∨(T ) ∼= Aut(F ).
From propositions 3.4 and 3.7 it immediately follows (recall that T =
F on E) that TX × TX
λX−→ Aut(F ) and TX × TX
λX−→ End∨(T ) are
both ⊲-cones and ♦-cones of ℓ-bijections. From proposition 3.8 and the
respective universal properties it follows that they are isomorphic locales
respecting the cone maps λX . Furthermore, by the formulas in 5.4 and
5.8 we see that under this isomorphism the comultiplication, counit and
antipode correspond. Thus, we have:
5.10. Theorem. Given any pointed topos, there is a unique isomorphism of
localic groups End∨(T ) ∼= Aut(F ) commuting with the λX . 
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6. The main Theorems
A pointed topos Ens
f
−→ E , with inverse image f∗ = F , E
F
−→ Ens,
determines a situation described in the following diagram:
βG //
✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
Rel(βG)
= // Cmd0(G)
= // Cmd0(H)
  ✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁
E
F

//
F˜
cc❍❍❍❍❍❍❍❍❍❍❍
Rel(E)
Rel(F˜ )
ff▼▼▼▼▼▼▼▼▼▼
T

T˜
88♣♣♣♣♣♣♣♣♣♣♣
Ens // Rel = Sup0 ⊂ Sup.
where G = Aut(F ), T = Rel(F ), H = End∨(T ) and the two isomorphisms
in the first row of the diagram are given by Theorems 4.6 and 5.10.
6.1. Theorem. The (Galois) lifting functor F˜ is an equivalence if and only
if the (Tannaka) lifting functor T˜ is such. 
Assume now that E is a connected atomic topos. The full subcategory of
connected objects C ⊂ E furnished with the canonical topology is a small
site for E . In [4] it is proved that the diagram of the functor F restricted
to this site C
F
−→ Ens is a poset (This fact distinguishes atomic topoi from
general locally connected topoi), an explicit construction of Aut(F ) is given,
and the following key result of localic Galois Theory is proved:
6.2. Theorem ([4] 6.9, 6.11).
1) For any C ∈ C and (a, b) ∈ FC × FC, 〈C, a|b〉 6= 0.
2) Given any other (a′, b′) ∈ FC ′ × FC ′, if 〈C, a|b〉 ≤ 〈C ′, a′|b′〉, then
there exists C
f
−→ C ′ in C such that a′ = F (f)(a), b′ = F (f)(b).
The following theorem follows from 6.2 by a formal topos theoretic reasoning.
6.3. Theorem ([4] 8.3). The (Galois) lifting functor F˜ is an equivalence if
and only if the topos E is connected atomic. 
From 6.1 and 6.3 we have:
6.4. Theorem. The (Tannaka) lifting functor T˜ is an equivalence if and
only if the topos E is connected atomic. 
Appendix A. Tannaka theory
The Hopf algebra of automorphisms of a V-functor.
(For details see for example [13], [14]). Let V be a cocomplete monoidal
closed category with tensor product ⊗, unit object I and internal hom-
functor hom. By definition for every object V ∈ V, hom(V,−) is right
adjoint to (−) ⊗ V . That is, for every X, Y , hom(X ⊗ V, Y ) =
hom(X, hom(V, Y )).
A pairing between two objects V , W is a pair of arrows W ⊗V
ε
−→ I and
I
η
−→ V ⊗W satisfying the usual triangular equations. We say that W is
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the left dual of V , and denote W = V ∨, and that V is right dual of W and
denote V = W∧. When X has a left dual, then X∨ = hom(X, I).
The following are basic equations:
If X has a right dual: Y has a left dual ⇐⇒ hom(Y, X)∧ = Y ⊗X∧,
X = X∧
∨
, hom(X∧, Y ) = Y ⊗X.
If X has a left dual: X = X∨
∧
, hom(X, Y ) = Y ⊗X∨.
Recall that the object of natural transformations between V-valued func-
tors L, T : X → V, is given, if it exists, by the following end
(A.1) Nat(L, T ) =
∫
X
hom(LX,TX) .
We consider a pair (V0, V), where V0 ⊂ V is a full subcategory such that
all its objects have a right dual.
Let X be a V-category such that for any two functors X
L
−→ V and
X
T
−→ V0 the coend in the following definition exists in V (for example, if
X is small). Then, we define (in Joyal’s terminology) the Nat predual as
follows:
(A.2) Nat∨(L, T ) =
∫ X
LX ⊗ (TX)∧ =
∫ X
hom(LX, TX)∧ .
However, the last expression is valid only if LX has a left dual for every
X (for example, if X
L
−→ V0 and every object in V0 also has a left dual).
Given V ∈ V, recall that there is a functor X
V⊗T
−→ V defined by
(V ⊗ T )(X) = V ⊗ TX , We have:
A.3. Proposition. Given T ∈ V0
X , we have a V-adjunction
VX
Nat∨(−,T )
⊥
))
V
(−)⊗T
kk .
Proof.
hom(Nat∨(L, T ), V ) = hom(
∫ X
LX⊗TX∧, V ) =
∫
X
hom(LX⊗TX∧, V )
=
∫
X
hom(LX, hom(TX∧, V ) =
∫
X
hom(LX, V ⊗ TX) = Nat(L, V ⊗ T ).

In particular we have that the end Nat(L, T ) exists and
Nat(L, T ) = hom(Nat∨(L, T ), I). It follows that Nat∨(L, T ) classi-
fies natural transformations L =⇒ T in the sense that they correspond to
arrows Nat∨(L, T ) −→ I in V. This does not mean that Nat(L, T ) is the
left dual of Nat∨(L, T ), which in general will not have a left dual. Passing
from Nat∨(L, T ) to Nat(L, T ) looses information.
The unit of the adjunction L
η
=⇒ Nat∨(L, T ) ⊗ T is a
coevaluation, and if X
H
−→ V0, it induces (in the usual manner)
a cocomposition Nat∨(L, H)
w
−→ Nat∨(L, T )⊗Nat∨(T, H). There is a
counit Nat∨(T, T )
ε
−→ I determined by the arrows TC ⊗ TC∨
ε
−→ I of
A TANNAKIAN CONTEXT FOR GALOIS 21
the duality. All the preceding means exactly that the functors X −→ V0 are
the objects of a V-cocategory.
We define End∨(T ) = Nat∨(T, T ), which is therefore a coalgebra in
V. The coevaluation in this case becomes a End∨(T )-comodule structure
TC
ηC
−→ End∨(T )⊗ TC on TC. In this way there is a lifting of the functor
T into Cmd0(H), X
T˜
−→ Cmd0(H), for H = End
∨(T ), and Cmd0(H) the
full subcategory of comodules with underlying object in V0.
A.4. Proposition. If X and T are monoidal, and V has a symmetry, then
End∨(T ) is a bialgebra. If in addition X has a symmetry and T respects it,
End∨(T ) is commutative (as an algebra). 
We will not prove this proposition here, but show how the multiplication
and the unit are constructed, since they are used explicitly in 5.5. The mul-
tiplication End∨(T )⊗ End∨(T )
m
−→ End∨(T ) is induced by the composites
mX,Y : TX⊗TX
∧⊗TY ⊗TY ∧
∼=
−→ T (X⊗Y )⊗T (X⊗Y )∧
λX⊗Y
−→ End∨(T ).
The unit is given by the composition
u : I → I ⊗ I∧
∼=
−→ T (I)⊗ T (I)∧
λI−→ End∨(T ).
A.5. Proposition. If in addition to the hypothesis of A.4 every object of X
has a right dual, then End∨(T ) is a Hopf algebra. 
The antipode End∨(T )
ι
−→ End∨(T ) is induced by the composites
ιX : TX ⊗ TX
∧
∼=
−→ T (X∧)⊗ TX
λX∧−→ End∨(T ).
Appendix B. Elevators calculus
This is a graphic notation2 to write equations in monoidal categories,
ignoring associativity and suppressing the tensor symbol ⊗ and the neutral
object I. Arrows are written as cells, the identity arrow as a double line, and
the symmetry as crossed double lines. The notation, in particular, exhibits
clearly the permutation associated to a composite of symmetries, allowing to
see if any two composites are the same simply by checking that they codify
the same permutation3. Compositions are read from top to bottom.
Given arrows C
f
−→ D, C ′
f ′
−→ D′ :
The bifunctoriality of the tensor product is the basic equality:
(B.1) C
✛✛
✛✛
✛✛
f★★
★★
★★
C ′
D C ′
✛✛
✛✛
✛
f ′★★
★★
★
D D′
=
C C ′
✛✛
✛✛
✛
f ′★★
★★
★
C
✛✛
✛✛
✛✛
f★★
★★
★★
D′
D D′
=
C
✛✛
✛✛
✛✛
f★★
★★
★★
C ′
✛✛
✛✛
✛✛
f ′★★
★★
★★
D D′.
2Invented by the first author in 1969 (which has remained for private draft use for
understandable typographical reasons).
3 This is justified by a simple coherence theorem for symmetrical categories ([14] Propo-
sition 2.3), particular case of [8] Corollary 2.2 for braided categories.
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This allows to move cells up and down when there are no obstacles, as if
they were elevators.
The naturality of the symmetry is the basic equality:
(B.2) C
✛✛
✛✛
✛✛
f★★
★★
★★
C ′
D C ′
✛✛
✛✛
✛
f ′★★
★★
★
D
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
D′
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
D′ D
=
C
✛✛
✛✛
✛✛
f★★
★★
★★
C ′
D
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
C ′
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
C ′
✛✛
✛✛
✛
f ′★★
★★
★ D
D′ D
=
C
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
C ′
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
C ′ C
✛✛
✛✛
✛✛
f★★
★★
★★
C ′
✛✛
✛✛
✛
f ′★★
★★
★ D
D′ D.
Cells going up or down pass through symmetries by changing the column.
Combining the basic moves (B.1) and (B.2) we form configurations of
cells that fit valid equations in order to prove new equations.
The visual aspect of this calculus really helps to find how a given equation
can (or cannot) be derived from another ones.
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