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Abstract-In this paper, we compare the results from analytical and numerical computation of 
undulator brightness. The numerical treatment is bssed on an adaptive algorithm; the analytical 
method uses the method of expansion in terms of generalized Bessel functions. The comparison 
confirms the validity of the analytical method. 
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INTRODUCTION 
In this paper, we exploit the usual Lienard-Wiechert formulation to analyze the spectral features 
of the radiation emitted by relativistic electrons moving in linearly polarized undulators. One of 
the aims of the present study is to compare numerical and analytical methods. 
The precision of the calculations is affected by the various approximations performed to make 
the numerical or analytical problem “tractable.” Therefore, it is clear that the reliability of the 
analysis depends on the soundness of the approximations, which should be carefully checked. A 
first example of analytical approximation is offered by the usual $ expansion, exploited to get 
an analytical solution for the equations of motion of the relativistic electrons, propagating in 
a plane undulator having an idealized sinusoidally varying magnetic field. On the other hand, 
in the numerical analysis, the electrons trajectories are determined by solving an initial value 
problem, in which the Taylor series expansion enters only indirectly. The derivatives are, indeed, 
approximated after several evaluations of the specific functions of the problem. As a consequence, 
an approximate polynomial is constructed, and, thus, the result and its error estimation strongly 
depend on the polynomial order and stepsize value. 
In this paper, we derive the undulator brightness, which includes corrections up to the third 
order in $. These analytical results are then compared with those obtained using a full numerical 
procedure, employing a four- and fiveorder general Runge-Kutta method for the initial value 
problem, and a numerical quadrature method, implementing the Newton-Cotes formula, which 
provides exact results using nine degree polynomials [l]. 
The careful quantitative comparison of analytical with numerical results has shown that the 
analysis based on the generalized Bessel function expansion [2] is highly reliable and that the 
numerical methods employed are stable. 
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PROBLEM DEFINITION AND ANALYTICAL TREATMENT 
The energy radiated per unit solid angle and unit frequency interval by a single electron subject 
to a given acceleration is specified by the Lienard-Wiechert formula (1) (see [3]): 
n’x(n’x$)exp ti t- [ ( y)]dt[, (1) 
where 
e E electron charge, 
c G light velocity in vacuum, 
w E frequency of the emitted radiation, 
n’ E unit vector in the direction of observation, 
p’(t) E electron reduced velocity vector, 
r’(t) = electron position vector. 
The observation unit vector n’ is usually regarded as time independent, since the observer is 
assumed to be far from the emitting source. This approximation is commonly referred to as 
far-field approximation. 
We assume that the electrons are propagating in a magnetic undulator having N periods of 
length A, and exhibiting the following magnetic field vector close to the z axis, 
The electron motion is described by Lorentz force and is, therefore, specified by the following 
equations: 
$=- eB0 . . 27~ 
-d s1n x," ' m0yc (> 
g = 0, (3) 
. . eB0 . . 2n 
z=-zsin --z , 
mow (> Au 
where the overdots denote derivatives with respect to time, m0 is the electron mass, and 7 is the 
relativistic factor. Introducing the parameter 
(4 
and assuming the initial condition 
MO) = ; (5) 
gives, for the x-component of the reduced velocity, 
p&z) = t COS (Zz) . 
For the longitudinal component, the conservation of the scalar velocity fl yields 
p&Z) = [PO - &)11/O = [l - $ - @(z)] 1’2. (7) 
The velocity P,(Z) can be approximated expanding (7) up to the third order of (k/r). Constant 
and oscillating components of P*(z) can be separated as follows: 
A(z) = P,” + AA(z), (8) 
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where 
and 
A@,(z) = --$cos (Fz) , 
u 
(10) 
with /3,” being the average electron velocity along the undulator. Its value provides the first 
approximation of the z-coordinate of the electron position as a function of time: 
z(t) = 0,” ct. (11) 
Substituting this value on the r.h.s. of equation (8), we obtain 
0*(t) = p,” - -$ COS(2%~), (12) 
where 
(13) 
A further integration over time gives 
z(t) = /3,Dct - $ e sin(2fii,t). 
lb 
(14) 
From equations (6) and (14), after an expansion up to (k/~)~ and integration on time, the 
following approximation of the z-component of the relative electron velocity and position is 
obtained: 
1 . 
(15) 
(16) 
In the following, we give an analytical approximation of the integrand of the Lienard Wiechert 
formula. 
Since the off axis emission angle $ is of the order of $, we write the observation unit vector as 
n’= ($coscp,$sincp, 1 - T+!J~/~). (17) 
The scalar product n’. r’, appearing in the periodic part of the integrand on the r.h.s. of (l), up 
to the third order in 5 reads 
G~F~$+cospsin(fiUt)+(l-$2/2)p,0ct-$~ sin(2&t), 
U 11 
and the components of the cross product write 
[ii x (5 x $)I N ?+bcoscp - ; cos(c?z,t), 
[n’ x (3 x @)I, 21 $sincp, 
[n’ x (n’ x /?)lz 2( ~~cos$9cos(i2,t) - $2. 
(18) 
(19) 
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The periodic part is finally expanded as follows: 
exp iw 
[ ( 
t - 
” /J m=--m \ 
where J,(&, -&,) is the generalized Bessel function (GBF) of the first kind, with the following 
generating function: 
+oO 
c f?J,(z, y) = exp{i[a: sin 8 + y sin 2f?]}, (21) 
n=-lx 
specified by the series expansion in terms of ordinary Bessel functions: 
J&?&Y) = fy LZl(~)Jl(Y)~ 
l=-00 
and satisfying the following reflection property: 
J-n(Z, Y) = 4%(-z, -Y). 
The arguments 2, and &, are specified by 
(22) 
(23) 
Finally, denoting with i! the average time of the effective electron acceleration in the undulator, 
namely, 
P = X,N 21rN 
B;c=xy 
it is possible to cast the undulator brightness (1) in the form 
d2Z 
E(w) = - 
duds-l > 
+a0 
2 
E(w) = & c wKr&)~m(w) 1 
77%=--m 
(25) 
(26) 
where 
and 
H,(W) = 1’ exp {i [ $ (I + c + y2q2) - mu] t} dt 
1 . 
(28) 
Furthermore, the quantity 
6,(w) = + ( 1+ ; + y2?p > - 7nc=i2,, (29) 
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determines a sequence of frequencies 
for which 
w - 
2Y2% m 
m-l+$+-yz$z 
) m=O,fl,f2,..., (30) 
when k = m, 
when k # m. 
(31) 
Consequently, the undulator emission can be seen as a series of harmonics with peak frequencies 
w,,, and bandwidth n 
bw, = --&wm. 
The expression 
2 
WJ) = & 2 ~Kn(@t7&J) 7 
m=-co 
i I 
(33) 
= & g [cdL&J)~(w)12 + wHm(w)~m(w) 2 W~lbJ)1?;1(W) , 
m=--00 1=-w 
l#m 
is finally approximated by 
E(w) = & 
{ 
w2 2 
m=-CO 
e&J) [c&J) + T&/(41 ) 1 (34) 
which is “exact” for frequencies w belonging to the sequence (30). The component Tz., is 
2 
vanishing because we keep contributions up to 
0 
$ only. 
NUMERICAL METHODS AND CODES 
The numerical methods exploited to solve the problems connected with the electron emission 
belong to the family of adaptive algorithms. An adaptive routine automatically provides a result 
with the required accuracy in the minimum computer time possible. 
The basic idea of adaptive procedures is that of using two different computation rules in a given 
subinterval and comparing the two approximations, to obtain an estimate of their accuracy. If 
the sccuracy is acceptable, one of the approximations is taken as the result over the subinterval. 
If not, the subinterval is divided into two or more parts and the process repeated on the smallest 
subinterval. The number of subintervals and their location and length depends on the specific 
problem under study and on the required accuracy. 
For the calculation of the electron velocity and position, the code RKF45 [l] has been used. 
This is a routine solving the initial value problem for ordinary differential equations and is built 
on a set of Runge-Kutta formulae. 
The maximum acceptable error has been assumed to be related to the local relative error. 
The local relative error as well as the method order is based on the concept of the local 
discretization error. 
Consider the initial value problem 
Y’ = .f(Y,t)t 
Y(to) = Yo- 
(35) 
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Using the first two terms of Taylor’s series expansion, we have 
Yn+l = Yn + W(Yn, t>, (36) 
where h, = tn+l - t,. 
The local discretization error is the error one could 
were exact. Let un(t) be a function of t defined by 
u:, = f(%, t), 
%(&I) = Yn. 
make in one step if the previous values 
(37) 
Then u,(t) is the solution of an initial value problem determined by the initial condition at t,. 
The local discretization error d, is defined by 
d, = Yn+l - %(tn+l). (38) 
A method is said to be of order p if there is a number C independent of the step number and 
step size, so that 
]&] I Ch;+? (3% 
The code lIKF45 requires six function evaluations per step. Using two different sets of coefficients, 
one fourth-order method and one fifth-order method are produced. The comparison of the two 
values provides an error estimate. The absolute value of this error must be less than the product 
of the required relative error and of the value of the function at the step. This is the essence of 
the adaptive step size control. 
Testing the code RKF45, the values of the relative velocity a(.~) were calculated in a subin- 
terval of the 50th undulator period. The initial value problem, (3) and (5), was solved imposing 
a relative error of less than 10m6. The behavior of the exact solution given by (6) and that of the 
calculated solution, are shown in Figure 1. 
-2x10-6 - 
0 2 4 6 6 10 
z(xlo+m) 
Figure 1. Relative velocity /32 within a subinterval of the 50th undulator period 
(A, = 5cm). Exact (continuous line) and RKF45 solutions. 
The numerical quadratures are performed by the code QUANC8 [l]. The relative error toler- 
ance, which is independent of scale factors, was requested again. 
The code QUANC8 uses a Newton-Cotes formula that gives the exact result for integrands 
which are nine-degree polynomials. The code may perform the final result with an error within 
the desired tolerance, even when the detailed subintegrand value is different from that of a nine- 
degree polynomial. The behavior of some typical integrands of the Lienard-Wiechert formula is 
shown in Figures 2 and 3. 
According to the scheme of the adaptive procedures, two different quadrature rules are applied 
to each subinterval. Let us assume that the results are Pi and Qi. Both are approximations of 
the exact integral value 
Ii = 
I 
xi+1 
f(x) dx. (40) I. 
% 
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Figure 2. Components of the integrand vector of the Lienard-W&h&t potential 
formula. Far-field approximation; frequency of the 3’d harmonic maximum. k = 2, 
7=5,X, =5cm, cp=O. 
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Figure 3. Components of the integrand vector of the Lienard-Wiechert potential 
formula. Far-field approximation; frequency of the 3rd harmonic maximum. k = 1, 
7 = 105, x u=5cm,(o=0. 
Furthermore, we assume that the rule for Pi gives an exact answer when the integrand is a 
polynomial of degree (p - 1). If Qi is obtained by applying the rule Pi twice, namely, once to 
each half of the interval. then 
Qi - pi I &P, - Qi), (41) 
i.e., the error in the more accurate approximation Qi is about l/(ZP - 1) times the difference 
between the two approximations. During execution, the routine bisects each subinterval until the 
following inequality is satisfied: 
where e is the required relative error tolerance. If the interval [a, b] has been covered by n 
subintervals, then the routine yields 
n 
Q=cQi (43) 
i=l 
as an integral value approximation and 
IQ - s,” f(z) d4 < E 
I&I - 
as a relative error criterion. 
(44) 
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NUMERICAL RESULTS 
The main aim of the present calculations is to study the behavior of quantities such as electron 
position, velocity, and spectral brightness as a function of (k/r). 
For reasons connected with the reduction of the roundoff errors, the time variable t is substi- 
tuted by the variable r = ct. Then, expressions (12), (14), (15), and (16) for the approximated 
electron position and velocity become 
(45) 
Z(T) = p,“r - L k2 . q! 8y2 sm (48) 
We name the results obtained using formulas (45)-(48) “analytical,” and those calculated using 
the following procedure “numerical.” The initial value problem 
(49) 
(50) 
x(0) = z(0) = 0 
is solved numerically, thus getting the values of the position components x(r) and z(r). 
The value of z(r) is then substituted in (49) and the reduced velocities 
(51) 
(52) 
MT) = P2 - P:(w2, (53) 
are found as functions of r = ct. 
In the case of long undulators, the problem is divided into N subproblems, where N is the 
number of undulator periods. When r belongs to the nth period, the initial value problem, (49) 
and (50), is solved for initial value 7, at the beginning of the nth period with the values of 
x(r,)and ~(7~) calculated previously. The error analysis of the above technique is similar to that 
of the local discretization error, outline in the previous section. 
The electron trajectory components X(T) and z(r) for r N 50X, are presented in Figures 4 
and 5. The values of (k/y) are 0.4 and 0.02, respectively. In the first case, the shift in phase 
seems essential; in the second, the results coincide. 
2.35 A 
2 (m) /’ 
2.34 - 
2.33 - 
2.29- ’ ’ ’ ’ ’ ’ ’ ’ ’ 
2.45 2.49 2.47 2.49 249 2.30 2.45 2.49 2.47 2.49 2.49 2.50 
ct (m) a(m) 
Figure 4. Electron trajectory components Z(T) and Z(T) for T Z 50X,; k = 2, -y = 5, 
X, = 5 cm. Continuous line: Numerical solution. Dashed line: Analytical solution. 
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Figure 5. The electron trajectory components z(r) and z(r) for r E 50X,; k = 1, 
7 = 20/0.511 and X, = 5cm. For these values of k and 7, the numerical and 
analytical solutions coincide. 
2.50 
Figures 6, 7, and 8 give the absolute value of the difference between the numerically and 
the analytically calculated position vector components. The amplitude of the difference in the 
x-component increases linearly with the number of periods. The mean value of the difference in 
the z-component also increases linearly. In Figure 8 the differences belong to the long arithmetic 
error interval. This sample can be considered as a test for the numerical method stability. 
b) 
I 1 I I I I I I 
0 10 29 30 49 SO 0 10 20 30 40 50 
cl ~PefMs) awriodd 
Figure 6. Differences between numerical and analytical values of the electron position 
components. k = 2, y = 5, X, = 5cm. 
0 10 20 30 40 so 0 10 29 30 49 50 
Ct@WiodS) MPariodr) 
Figure 7. Differences between the numerically and analytically calculated values of 
the electron trajectory components. k = 1, 7 = 20/0.511, XU = 5cm. 
Figures 9 and 10 show the differences between the numerical and analytical predictions of x 
and I as functions of (k/y). The functional dependence of Ax and AZ vs. k/r is not the same 
for k = 1 and k = 10, thus indicating that, owing to the presence of ,B2 = 1 - (l/r2) in the initial 
value problem, the dependence on k/y is not just a scale factor. 
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Figure 8. Differences between the numerically and analytically calculated values of 
the electron trajectory components. k = 1, 7 = 105, X, = 5cm. 
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(a) A at point r = ct of the maximum (b) A at point T = ct of the minimum 
z deviation from the undulator axis x deviation 
Figure 9. Difference between x and z as a function of (k/r) for fixed k = 1. First 
period. Continuous line: AZ = Ix aurn - x,,,l). Dashed line: AZ = Jznum - z,,,r). 
A(cm) - Akm) - 
log' : lo_sL' ” ’ ““‘1 
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WY k/y 
(a) A at point T = ct of the maximum (b) A at point T = ct of the minimum 
z deviation from the undulator axis x deviation 
Figure 10. Difference between x and z as a function of (k/7) for fixed k = 10. First 
period. Continuous line: A = lxnum - x,,.r[. Dashed line: At = lznum - z,,,ll. 
Figure 11 shows the reduced velocity p and the approximated mean value 0,” as functions 
of (k/-y) for k = 1 and k = 10. The first approximation of z(r) by means of ,B,“r is reported in 
Figure 12. The next figures give the results of reduced velocity calculations. Figures 13 and 14 
report the numerically and analytically calculated values of /% and &, respectively, as functions 
of r within an interval of r corresponding to the 50th undulator period for two sets of k and y 
values. 
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Figure 11. The reduced velocity p (continuous line) and approximated mean value 
of its z-component p,” as functions of (k/y). 
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Figure 12. Numerically calculated values of z and of the approximation @ct (dashed 
line) as a function of 7 = ct. 
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(a) k = 2, 7 = 5 (b) k = 1, y = 20/0.511 
Figure 13. Numerically (continuous line) and analytically calculated values of & as 
functions of 7 = ct, A, = 5cm. 
Figures 15 and 16 show the dependence on (k/y) of the absolute value of the difference be- 
tween f13: and /&. Again, the behavior is different for k = 1 and k = 10. Nevertheless, decreasing 
(k/r), a convergence of the numerical and analytical results takes place again. 
The electron brightness E(w) as a function of the frequency w is calculated by three different 
methods. The first two use the numerical quadratures for the Lienard-Wiechert integral 
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Figure 14. Numerically (continuous line) and analytically calculated values of flz as 
functions of 7 = ct, X, = 5cm. 
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Figure 15. Difference in the velocity calculations as a function of (k/T) for fixed 
k = 1. First period region. Continuous line: A& = I&num - flzanall. Dashed line: 
A& = l&num - &anal/. 
(a) Ap at point r = ct of the (b) Ap at point T = ct about the 
maximum A value absolute value minimum of 172 
Figure 16. Difference in the velocity calculations as a function of (k/y) for fixed 
k = 10. First period region. Continuous line: Afl, = I&num - &anall. Dashed 
line: A& = (&num - p + zanall. 
where L is the relative interval of the effective electron acceleration within the undulator. The 
argument w is substituted by w/c, avoiding the roundoff difficulties for high-frequency values. 
The numerical quadrature routine QUANC8 calls a subroutine that calculates the integrand 
vector components for selected value of r = ct. By the first method, named “wholly numeri- 
cal”, the subroutine calls the code RKF45, which, resolving an initial value problem, gives the 
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values of F(r) and 6(-r). The second method uses the expressions (45)-(48) of the analytically 
approximated F(r) and B(r) . 
The third method, based on the GBF uses formula (34) reduced to one harmonic contribution 
(55) 
The GBF values are calculated by the QUANCB using the integral form 
J,(Z,Y) = ; c= 
s 
cos(mcp - x sin cp - y sin 2~) dq. (56) 
The brightness calculations reported in the next figures are performed for one electron and for 
frequencies within an interval around the third-harmonic maximum. 
The contribution of the nearest harmonics for two sets of k and y is reported in Figure 17. 
Figure 18 shows the spectrum of the on-axis emitted energy calculated by the three methods 
described. 
ugxs/str&I - eqxvsmd 
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(b) k = 1, y = 20/0.511 
Figure 17. Spectrum of the emitted energy for frequencies around the 3rd harmonic 
(GBF formalism Nper = 10, X, = 5cm, 0 = cp = 0). Continuous line: The 3rd 
harmonic energy. Other lines: The nearest-harmonic ontribution. 
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(a) k = 2, -y = 5 (b) k = 1, 7 = 20/0.511 
Figure 18. Spectrum of the emitted energy within an interval of frequencies around 
the 3rd harmonic. N rer = 10, X, = 5cm, 0 = ‘p = 0 (on-axis calculation). Continu- 
ous line: Fully numerical computation. Dashed line: Numerical quadratures for the 
analytically approximated r’ and B. Dotted line: GBF formalism with contributions 
up to the 3rd term of the sum. 
Figures 19 and 20 present the same results for the off-axis case. The fractional deviation at 
the peak maximum frequency and the corresponding energy in function of (k/y) are given in 
Figures 21 and 22. The stability of the convergence of the three methods as a function of (k/y) 
takes place for values of (k/y) 1 ess than l/10. Figure 23 shows the cost in time of the energy 
brightness calculations normalized to the (constant) time of execution the GBF method. 
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Figure 19. Spectrum of the emitted energy for frequencies around the 3rd harmonic. 
Calculation using GBF formalism Nper = 10, A, = 5cm, cp = 0, 1c, = s $ (out- 
of-axis calculation). Continuous line: The 3 rd harmonic energy. Other lines: The 
nearest-harmonic contribution. 
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Figure 20. Spectrum of the emitted energy within an interval of frequencies around 
the 3rd harmonic N ner = 10, A, = 5cm, cp = 0, cp = $5 (out-of-axis calculation). 
Continuous line: Fully numerical computation. Dashed line: Numerical quadratures 
for the analytically approximated Rand /?. Dotted line: GBF formalism with contri- 
butions up to the 3’d term of the sum. 
0.10 0.20 0.30 0.40 0.60 
W 
(a) fractional deviation in peak 
A energy (96) 
16 - 
12 - 
8- 
.I’ 
4- _/* 
e* 
______-a- 
o- 
0.10 0.20 0.30 0.40 0.60 
kh+ 
(b) fractional deviation in energy 
amplitude 
Figure 21. The fractional deviation of the peak maximum frequencies and emitted 
energy amplitudes ss functions of (k/--y). 3rd harmonic peak maximum frequency, 
k = 1. The continuous line gives the relative difference between the fully numerical 
calculation and the calculation with analytically expressed r’ and 3. The dashed line 
is the relative difference between the fully numerical and GBF formalism. 
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Figure 22. The fractional deviation of the peak maximum frequencies and emitted 
energy amplitudes as functions of (k/y). 3 rd harmonic peak maximum frequency, 
Ic = 10. The continuous line gives the relative difference between the fully numerical 
calculation and the calculation with analytically expressed Rand p’. The dashed line 
in the relative difference between the fully numerical and GBF formalism. 
Figure 23. Relative CPU time of the energy brightness calculation as a function of 
the number of undulator periods. Continuous line: Wholly numerical calculation. 
Dashed line: Numerically calculated Lienard-Wiechert integral with analytically ap- 
proximated Rand p. Dotted line (constant = 1): GBF formalism. 
CONCLUSIONS 
The results presented, so far, confirm that the method based on GBFs is a powerful tool for 
understanding the general properties of linear undulator radiation. The use of the method can 
be extended to values of k/y less than l/10. 
The totally numerical method is costly in CPU time, and its use is limited to some control 
calculations. 
The method using the analytical approach only for the electron trajectory and velocity is faster. 
Without any significant increase in time, it is possible to improve its precision by applying an 
expansion of orders higher then three. 
The numerical methods implemented in the codes used belong to a class of methods with 
average sophistication and precision. Nevertheless, their effectiveness and stability have been 
confirmed indirectly by the results of calculations using the GBFs for a vanishing value of (k/y). 
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