We present sampling results for certain classes of 2-D sig nals that are not bandlimited, but have a parametric repre sentation with a finite number of degrees of freedom, such as 2-D Diracs, polygons and bilevel signals with piecewise polynomial boundaries. As opposed to standard multidi mensional sampling schemes, the proposed methods exploit the properties of the Radon transform of such signals.
INTRODUCTION
Sampling theory has experienced a strong research revival over the past decade, which led to refinement of the original Shannon's theory, and development of more advanced for mulations of direct impact to signal processing and commu nications. For example, the traditional sampling paradigm for representation of band limited functions can be extended to classes of signals, such as uniform splines, which are not bandlimited but live on a subspace spanned by a generating function and its shifts [3] .
Recently, it has been shown that it is possible to develop sampling schemes for a larger class of non-bandlimited sig nals, such as stream of Diracs, non-uniform splines and piecewise polynomials [4] . A common feature of these sig nals'is that they have a parametric representation with a fi nite number of degrees of freedom, and can be perfectly reconstructed from a finite set of samples.
On the other hand, while there are many interesting resuits for one-dimensional signals [4] , the problem becomes more involved when going to higher dimensions, and typi cally does not allow direct extensions of I-D formulations, Furthermore, most of the multidimensional sampling algo rithms encountered in practice still rely on results from a bandlimited case, which may lead to unnecessarily high com putationalload, particularly for those classes of signals that could be presumably represented by a finite number of sam ples. Therefore, a very interesting but challenging question is whether it is possible to come up with practical meth ods for sampling 2-D signals with a finite complexity, that would allow for perfect reconstruction from a finite set of samples. In this paper, we consider the problem of develop ing sampling schemes and reconstruction fonnulas for cer tain classes of such signals, namely 2-D Diracs generated by a Poisson process, polygons and bilevel signals with piece wise polynomial boundaries. We exploit the properties of the Radon transform of such signals, and demonstrate that by taking a finite number of filtered line integrals, the problem can be reduced to its one dimensional equivalent, which is much more convenient for algorithmic implementation.
2-D SIGNALS WITH FINITE COMPLEXITY
The class of signals having finite complexity can be defined as the class having a parametric representation with a finite number of degrees of freedom. The main pwpose for in troducing the complexity (i.e. the rate of innovation) p, is that it can often be directly related to the minimum sampling rate, or the minimum number of samples that leads to per fect reconstruction. Consider for example a two-dimensional bandlimited signal g(x,y), with the Fourier transform that is nonzero over a finite region R in the frequency space (fz, fll)' If we let 2Bz and 2BII represent the widths in the 0-7803-7402-9/02/$17.00 ©2002 IEEE II -1197 f z and f II directions of the smallest rectangle that encloses the region R, then the signal can be perfectly represented by properly spaced samples, 
with Zm and V n being arbitrary shifts. When cp(x, V) = o(x, y) and both Xn -Zn-l and Vn -Yn-l are Li.d. random variables with exponential density, then g(x, V) describes the 2-D Poisson process. Examples of other classes in clude simple lines and polygonal lines, planar parametric curves, as well as bilevel signals whose boundaries have a finite number of degrees of freedom. While developing ex act sampling formulas for a very general case may be rather intricate, we believe that the 'approach we present in the pa per can be extended to a large class of signals of finite com plexity.
FINITE SET OF 2-D DIRACS
Consider a signal g( x, V) made up of M Diracs generated by a 2-D Poisson process. Even though this signal has a simple parametric representation, its algebraic structure provides a good insight into the fundamental principles inherent in the algorithms for more complicated signals. The concept we present is based on sampling the Radon transform of the signal g(z, V), and offers a possibility of decomposing the problem into a set of I-D equivalents, along with all the interesting extensions that would entail. Let the signal g(x, V) be represented as 
that is, the integral of 9 over the line I p,lI defined by p( 8) = x cos ( 8) +V sine 8). For any given angle 80, the Radon trans form Rg(p, (0) can be represented as a weighted sum of at most M I-D Diracs, since there can be more than one Dirac spike on the path of integration
Since the signal made up of M I-D Diracs can be per fe ctly recovered from a set of 2M samples [4] , by using either the sinc or the Gaussian sampling kernel, we can use that result to develop a sampling scheme fo r 2-D signals as well. Namely, instead of taking the line integral in equation (3), we can replace the 6 function by an appropriate kernel, such as the sinc function. In other words, we can consider the filtered projection Rg(p, 8) of the signal g(x, V) . An outline of the main steps of the algo� rithm is given in the Appendix, while a more detailed dis cussion on this subject can be found in [2, 4] . While the set of locations {POk} does not it self define g(x,V), we will prove that the projection of g(x,V) onto M + 1 lines entirely specifies the signal. Assume there fo re that we do the projection of g(x, y) onto M + 1 lines with different slopes, determined by angles 90, 91"�' O M . By using the method described above, we can solve for the coordinates Pmk and weight s am k , m = 0,1, ... M of the I-D Dirac streams along each line, and thus uniquely spec ify the set of "projecting" lines '"",�,/J",. 'Clearly, fo r any point that belongs to the set of 2-D Diracs, exactly M + 1 projecting lines must intersect. A reverse statement, that the points where M + 1 projecting lines intersect must belong to the set, can be proved by counterexample. Namely, as sume that exactly M + 1 such lines intersect at some point A. If A doesn't belong to the set of Diracs, then there must be at least one point from the set located at each of the lines 'pm •. 8"" m = 0, 1, ... M, which implies thatg(x,y) is being made up of at least M + 1 Diracs, and that obviously con tradicts our basic assumption.
The weights CA: can be found by solving the system of M linear equations that we can choose out of (M + 1)2M equa tions (available from the set of projections of g(x, y». A simulation example that illustrates the performance of the proposed sampling scheme is presented in Figure 1 ever, in some cases of more coinplicated signals the algo rithm's complexity remains either the same or can be even reduced, with the only difference being the use of an alter native sampling kernel, as will be shown in the sequel.
EXTENSION OF THE RESULTS ON THE 1-D POISSON PROCESS
After the somewhat "synthetic" case study of the previous section, we will next examine extensions of this result that are of greater practical importance. In the first example we will consider the problem of sampling a bilevel polygon, while the second application is related to bilevel signals with piecewise polynomial boundaries. By exploiting the propertY that the signals have a finite number of degrees of freedom, we will develop sampling methods that are much more efficient than the existing schemes in terms of compu tational requirements.
BOevel Polygon
Consider a signal g(x,y) that is a bilevel polygon, and let vertices be at points (Xi, Yi), i = 1,2, .. . M. Clearly, the signal is uniquely specified by coordinates of its M vertices, thus it has 2M degrees of freedom. An elegant way to solve for the coordinates (Xi t Yi), takes advantage of the fact that the projection of g( x, y) onto an arbitrary line is a piecewise linear signal, as illustrated in Figure 2 .
We can therefore incorporate the sampling schemes fOI such 1-0 signals into our algorithm and replace the 6 func tion from (4) by a proper kernel. Namely, a I-D piecewise linear signal /(p) having M pieces, can be uniquely repre sented by its 2M samples < /(P), cp(2) (p -nTp) >, where <p(2) (P) is the second derivative sinc sampling kernel given by IFT{(jw)2rect( 2 "'� .
n, with Bp = .f.. [4] . Due to the associativity of the convolution operator, a convolution of the signal / (P) with <p(2) (P) is equivalent to the convolution of the second derivative / (2) (P) (i.e. a stream of Diracs)
with the sinc kernel, thus the problem can be reduced to the one we analyzed in the previous.section. Therefore we have 
Bllevel signal with Piecewise Polynomial Boundary
Define a bilevel signal with. a piecewise polynomial bound ary with respect to the x axis as
where p( x) is a piecewise polynomial signal with M pieces of maximum degree R. We can directly use the result from the l-D case, and take the samples of the projection of 9(x, y) on the x-axis, by using the (R + l)th derivative sinc kernel rp(R+1) (x). Since the (R + l)th derivative p(R+1) (x) is a collection of at most M weighted Diracs, we need to take only 2M samples in order to recover the signal [4] , thus we have Proposition 2 Consider a bi/evel signal with a piecewise polynomial boundary p(x) having M pieces of maximum degree R. The set 0/ N � 2M samples.
taken along the x-direction. uniquely represents the signal.
CONCLUSION
We have developed methods for sampling certain classes of 2-D signals that are not bandlimited, yet have a finite num ber of degrees of freedom. The proposed sampling schemes exploit that property, and in a noiseless case lead to per fect reconstruction from a finite number of samples of the Radon transform. In order to derive exact · sampling formu las, we used some techniques already encountered in the context of spectral estimation. The proposed algorithms are very convenient in terms of computational efficiency, and are potentially of impact in certain signal processing appli cations, such as reconstruction from projections. Finally, we believe that a large class of sampling problems can be an alyzed within the proposed framework, opening up an area for further investigation.
APPENDIX
The result we used in the proof of Theorem 1, namely that it is possible to solve for the locations and weights of the !:D Oiracs, defined by (4) , from N � 2M samples of Rg(p, (Jo), can be derived as follows. Consider the sample values P ;. «(Jo) Mo-l
Pn« (JO) = L ao"Bpsinc(po,,/Tp -n) If we define a Lagrange polynomial P,,(u) = U-;!:� Tp where L ( u) = rr� l (u -Po,,/Tp), then multiplying both sides of (8) by pen), we obtain an expression in terms of the interpolation polynomials: Mo-l ( )
,,1r
Since the right-hand side of the above equation is a polyno mial of degree Mo -1 in the variable n, then applying Mo finite difference makes the left-hand side vanish, namely, .d Mo «-I)nL(n)sn) = 0, n = Mo, ... N -1. Therefore, if we let L(u) = EI; 'ieU " , the following relation must hold or written in a matrix form,
