Abstract. In this contribution, we consider the problem of source separation in the case of noisy instantaneous mixtures. In a previous work [1], sources have been modeled by a mixture of Gaussians leading to an hierarchical Bayesian model by considering the labels of the mixture as hidden variables. However, in that work, labels have been assumed to be i.i.d. We extend this modelization to incorporate a Markovian structure for the labels. This extension is important for practical applications which are abundant: unsupervised classification and segmentation, pattern recognition, speech signal processing, ...
INTRODUCTION
We consider the problem of source separation in the noisy linear instantaneous case: . The mixing matrix is estimated by maximizing its a posteriori distribution ( [5] , [6] , [7] , [1] ): 
choice of prior distributions

Sources model
We modelize the component k p l
by a hidden Markov chain distribution. A basic presentation of this model is to consider it as a double stochastic process:
1. A continuous stochastic process
taking its values in o .
A hidden discrete stochastic process
form an homogeneous Markov chain with initial probability vector
and conditionally to this chain the source kl is time independent:
and has a Gaussian law
. This modelization is very convenient for at least two reasons:
• It is an interesting alternative to non parametric modeling.
• It is a convenient representation of weakly dependent phenomena.
Mixing matrix model
We suppose that the mixing matrix coefficients l follow Gaussian laws: 
DATA AUGMENTATION ALGORITHMS
The sources
are not directly observed, so that they form a second level of hidden variables, the first level being represented by the labels
of the density mixture. Thus, the separation problem consists of two mixing operations, a mixture of densities which is a mathematical representation of our a priori distribution with We have an incomplete data problem. The incomplete data are the observations
, the missing data are the sources 
The restoration step can be carried into three different manners:
, which leads to the EM algorithm. In the following, we give an overview of each strategy. 
Exact EM algorithm
: means and variances of the Gaussian mixture.
• The third functional R
initial probabilities and transition matrices of the Markov chains.
¬ v -maximization:
The functional to be optimized at each iteration is:
Defining the following statistics:
The update of and 6 f 7
is:
Thus, we should compute the conditional expectations
. Generally:
is the number of Gaussians of each source component. Thus, we have
The a posteriori expectations, given the variables A © X Ì , are easily derived:
However, the computation of the marginal probabilities 
The computation of these variables is performed by recurrence formula (complexity á q m 0
where the ê C are normalization constants:
is easily derived as:
The spatial independence of sources components or more precisely the spatial independence of the labels implies: In order to establish the connection with the estimation of the parameters of hidden Markov models when the sources are directly observed and to elucidate the origin of the high computational cost of the hyperparameter re-estimation, we begin by the vectorial formula followed by the scalar expressions of interest:
The vector Ì designs the vector label
. The re-estimation of the scalar means and variances is obtained by a spatial marginalization of the vector labels in the previous expressions:
We can see clearly that, in addition to the marginalization in time to compute the quantities
, we have to perform another marginalization in the spatial domain.
¬ v ÿ ¦ B -maximization:
The re-estimation of the initial probabilities and the stochastic matrices for the vectorial labels yields:
By the same way, the probabilities of the scalar labels are derived from the above expressions by spatial marginalization :
are obtained directly from the Forward and Backward variables defined by (2):
Viterbi-EM algorithm
When the number of labels q © t G H q t grows, the cost of the computation of the marginal probability
and of the spatial marginalization for the reestimation of the hyperparameters become very high. A solution to reduce the computational cost is to modify the restoration strategy. The labels are replaced by their maximum a posteriori values which corresponds to a classification step. This is performed by a relaxation strategy: At iteration
, which yields for
where S is the multidimensional transition matrix. Then, all the expectations involved in the EM algorithm are simply replaced by only one conditional expectation:
Gibbs-EM algorithm
The hidden labels p C can also be generated according to their a posteriori distributions, which leads to a stochastic algorithm. Indeed, the advantage of this algorithm is double: reduction of the computational cost and the ability of the algorithm to avoid local maxima. The labels are generated by Gibbs sampling: At iteration
, which yields for 
. However, we can use Metropolis algorithm to generate the hidden labels and consequently the complexity of the algorithm is more reduced.
SIMULATION RESULTS
To show the performances of the proposed algorithms, we consider the mixture ofs ources: illustrate the results for the Gibbs-EM algorithm. We note the fluctuations due to the stochastic aspect of the algorithm but can add a simulated annealing procedure to switch to the EM algorithm at convergence. 
CONCLUSION
The estimation of the parameters of an hidden Markov model is an incomplete data problem, the missing data being the labels of the mixture. Extending this problem to the blind separation of sources modelized by hidden Markov models introduces a second level of missing data which are the sources themselves. Therefore, restoration maximization algorithms represent a powerful tool for the estimation of the mixing matrix and the hyperparameters which are the HMM parameters. We proposed three different restoration maximization algorithms distinguished by their respective restoration strategies and having different convergence properties and complexities:
• Exact EM algorithm: The expectation functional is separable into three different parts corresponding to the three sets of parameters: those of • Gibbs-EM algorithm: The labels are sampled according to their a posteriori. distribution.
