We prove that a strongly connected balanced bipartite directed graph of order 2a ≥ 6 with partite sets X and Y contains cycles of every length 2, 4, . . . , 2a, provided d(x) + d(y) ≥ 3a for every pair of vertices x, y either both in X or both in Y .
Introduction
We consider directed graphs (digraphs) in the sense of [4] . A cycle is called Hamiltonian if it includes all the vertices of D. A digraph D is Hamiltonian if it contains a Hamiltonian cycle. There are numerous sufficient conditions for the existence of a Hamiltonian cycle in a digraph (see [2] - [5] , [7] , [13] , [14] , [16] , [17] ). The more general and classical ones are the following theorem by M. Meyniel.
Theorem 1.1 (Meyniel [17]). Let D be a strongly connected digraph of order n ≥ 2. If d(x) + d(y) ≥ 2n − 1 for all pairs of non-adjacent vertices in D, then D is Hamiltonian.
Notice that Meyniel's theorem is a generalization of Ghouila-Houri's and Woodall's theorems. A digraph is pancyclic if it contains cycles of every length k, 3 ≤ k ≤ n, where n is the order of D. There are various sufficient conditions for a digraph (undirected graph) to be Hamiltonian are also sufficient for the digraph to be pancyclic (see [4] , [7] , [9] , [10] , [14] , [15] , [16] , [19] ). In [8] and [9] , the author studded the pancyclcity of a digraph with the condition of the Meyniel theorem. Before stating the main result of [9] we need define a family of digraphs. In [3] and [5] , it was proved that Conjecture 1.4 (1.5) is true if we also require an additional condition. Theorem 1.6 (Bang-Jensen, Guo, Yeo [3] ). Let D be a strongly connected digraph of order n ≥ 2. In [3] , also it was proved that if in Conjecture 1.4 we replace 5n/2−4 instead of 2n−1, then Conjecture 1.4 is true.
A digraph D is a bipartite if there exists a partition X, Y of its vertex set into two partite sets such that every arc of D has its end-vertices in different partite sets. It is called balanced if |X| = |Y |.
An analogue of Meyniel's theorem for the hamiltonicity of balanced digraphs was given by Adamus, Adamus and Yeo [2] . The last theorem improved Theorem 1.8. An analogue of Theorem 1.6 was given by Wang [20] , and recently strengthened by the author [11] . Theorem 1.11 (Wang [20] ). Let D be a strongly connected balanced bipartite digraph of order 2a ≥ 4. Suppose that, for every dominating pair of vertices {x, y}, either
Before stating the next theorems we need to define a digraph of order eight. Definition 1.12. Let D(8) be the bipartite digraph with partite sets X = {x 0 , x 1 , x 2 , x 3 } and Y = {y 0 , y 1 , y 2 , y 3 }, and A(D(8)) contains exactly the arcs y 0 x 1 , y 1 x 0 , x 2 y 3 , x 3 y 2 and all the arcs of the following 2-cycles:
It is not difficult to check that D(8) is strongly connected, max{d(x), d(y)} ≥ 2a − 1 for every pair of vertices {x, y} with a common out-neighbor and it is not Hamiltonian. (Indeed, if C is a Hamiltonian cycle in D(8), then C would contain the arcs x 1 y 1 and x 0 y 0 and therefore, the path x 1 y 1 x 0 y 0 or the path
Theorem 1.13 (Darbinyan [11] and [12] Notice that Theorem 1.11 is an immediate consequence of Theorem 1.13. In this paper using Theorem 1.3 and some arguments of [18] we prove the following theorem. To see this, we take two balanced bipartite complete digraph of order a (a is even) with partite sets U , V and Z, W , respectively. By adding all the possible arcs from Z to V and from W to U we obtain a digraph D. It is easy to check that d(x) + d(y) ≥ 3a for every pair of non-adjacent distinct vertices {x, y} of D, but D is not strongly connected.
Terminology and Notation
In this paper we consider finite digraphs without loops and multiple arcs. Terminology and notation not described below follow [4] . The vertex set and the arc set of a digraph D are denoted by V (D) and A(D), respectively. The order of D is the number of its vertices. If xy ∈ A(D), then we also write x → y and say that x dominates y or y is an out-neighbor of x and x is an in-neighbor of y. If x → y and y → x we shall use the notation x ↔ y (x ↔ y is called 2-cycle). Let − → a The path (respectively, the cycle) consisting of the distinct vertices x 1 , x 2 , . . . , x m ( m ≥ 2) and the arcs
, and x m x 1 ), is denoted by
. The length of a cycle or a path is the number of its arcs. We say that x 1 x 2 · · · x m is a path from x 1 to x m or is an (x 1 , x m )-path. If a digraph D contains a path from a vertex x to a vertex y we say that y is reachable from x in D. In particular, x is reachable from itself.
Let K * a,b denote the complete bipartite digraph with partite sets of cardinalities a and b. A digraph D is strongly connected (or, just, strong) if there exists a path from x to y and a path from y to x for every pair of distinct vertices x, y.
Two distinct vertices x and y are adjacent if xy ∈ A(D) or yx ∈ A(D) (or both). Let D be a bipartite digraph with partite sets X and Y . A matching from X to Y (from Y to X) is an independent set of arcs with origin in X and terminus in Y (origin in Y and terminus in X). (A set of arcs with no common end-vertex is called independent). If D is balanced, one says that such a matching is perfect if it consists of precisely |X| arcs.
Preliminaries
Let us recall some results (Lemmas 3.1 and 3.4) which will be used in this paper. Follows [18] , we give the following definition. 
Let D be a balanced bipartite digraph with partite sets X and Y . Let M y,x be a perfect matching from Y to X in D and D * [M y,x ] be its corresponding digraph. Further, in this paper we will denote the vertices of D (respectively, of D * [M y,x ]) by letters x, y (respectively, u, v) with subscripts or without subscripts.
The size of a perfect matching
Using [18] , we can formulate the following lemma.
Lemma 3.4 (Meszka [18] ). Let D be a balanced bipartite digraph of order 2a ≥ 6 with partite sets X and Y . Let M y,x = {y i x i ∈ A(D) | i = 1, 2, . . . , a} be an arbitrary perfect matching from Y to X. Then the following holds.
( Proof of Lemma 3.4. The proof of Lemma 3.4 can be found in [18] , but we give it here for completeness.
(
i). It follows immediately from the definition of
(iii). By (ii), it is clear that D contains cycles of every length 4k, k = 1, 2 . . . , a/2. It remains to show that D also contains cycles of every length 4k + 2, k = 1, 2 . . . , a/2 − 1. Indeed, since x i y j ∈ A(D) and
] it follows that y 1 x 1 y a/2+1 x a/2+1 y 2 x 2 y a/2+2 x a/2+2 y 3 x 3 . . . x k y a/2+k x a/2+k y a/2 x a y 1 is a cycle of length 4k+2 in D.
Proof of the main result
The proof of Theorem 1.14 will be based on the following three lemmas. Proof of Lemma 4.1. From condition A 0 immediately follows that D contains a cycle of length 2. We will prove that D contains a cycle of length 4. By Lemma 3.1, D contains a perfect matching from Y to X. Let M y,x = {y i x i ∈ A(D) | i = 1, 2, . . . , a} be an arbitrary perfect matching from Y to X. If for some integers i, j, 1 ≤ i = j ≤ a, the arcs x i y j , x j y i are in D, then x i y j x j y i x i is a cycle of length 4. We may therefore assume that for any pair of integers i, j,
Assume that there are two distinct integers i, j,
These together with condition A 0 and the fact that the semi-degrees of every vertex in D are bounded above by a thus imply that
which is a contradiction. Assume now that for some i ∈ 
and hence
Using the above inequalities and condition A 0 , we obtain
which is a contradiction since a ≥ 3. Assume finally that x i y i ∈ A(D) for all i ∈ [1, a]. In this case, by the symmetry between the vertices x i and y i , similarly to (1), we obtain that d
This together with (1) implies that
a contradiction since a ≥ 3. Lemma 4.1 is proved. 
By Lemma 3.2(i),
These and (2) imply that d
, which in turn implies that |U | ≥ a/2 and |W | ≥ a/2.
or |W | ≥ (a + 1)/2, respectively. Hence |U | + |W | ≥ (2a + 1)/2, which is a contradiction since |U | + |W | ≤ a. Using (2) and (3), we may therefore assume that
Then it is easy to see that the arcs x l y l , x k y k , x p y p and x q y q are in D, |U | = |W | = a/2 and V (D * [M y,x ]) = U ∪ W . In particular, a is even. Without loss of generality we assume that U = {v 1 , v 2 , . . . , v a/2 } and W = {v a/2+1 , v a/2+2 , . . . , v a }. Since there is no arc from a vertex in U to a vertex in W , the following holds:
A({x 1 , x 2 , . . . , x a/2 } → {y a/2+1 , y a/2+2 , . . . , y a }) = ∅. 
for all i ∈ [1, a/2] and j ∈ [a/2 + 1, a], respectively. Therefore, by condition A 0 ,
. From this and (5) it follows that the induced subdigraphs {x 1 , x 2 , . . . , x a/2 , y 1 , y 2 , . . . , y a/2 } and {x a/2+1 , x a/2+2 , . . . , x a , y a/2+1 , y a/2+2 , . . . , y a } are balanced bipartite complete digraphs. Therefore, D contains cycles of all lengths 2, 4, . . . , a. It remains to show that D also contains cycles of every length a + 2b, b ∈ [1, a/2]. Since D is strongly connected and (4), it follows that there is an arc from a vertex in {y 1 , y 2 , . . . , y a/2 } to a vertex in {x a/2+1 , x a/2+2 , . . . , x a }. Without loss of generality we may assume that y a/2 x a/2+1 ∈ A(D). Then 
Observe that if for some
Assume that for some i ∈ [2, a],
, which contradicts the choice of M y,x . We may therefore assume that {x 2 , x 3 , . . . , x a } → y 1 . If
, thus imply that {y 2 , y 3 , . . . , y a } → x i → {y 2 , y 3 , . . . , y a } \ {y i }.
From strongly connectedness of D and d + (x 1 , {y 2 , y 3 , . . . , y a } = 0 it follows that d + (y 1 , {x 2 , x 3 , . . . , x a }) = 0. Without loss of generality we assume that y 1 x 2 ∈ A(D). Then, since y 2 x 1 ∈ A(D) and (6), 
By Lemma 3.2(i), we have
By condition A 0 , we have
Hence g(i, j) ≥ 2a, since the semi-degrees of every vertex of D are bounded above by a, and
Now we prove the following claim. 
Proof of the claim. Since the vertices v i and v j in D * [M y,x ] are not adjacent, it follows that 
, which contradicts the choice of M y,x . The claim is proved.
We now return to the proof of Lemma 4.3. Suppose that two vertices, say v 1 and v 2 , in D * [M y,x ] are not adjacent and
This together with (7),
Then from (7), (9) and the fact that g(1, 2) ≥ 2a, it follows that − → a [x 2 , y 2 ] = 1 (i.e., x 2 y 2 ∈ A(D)) and g(1, 2) = 2a. From this and (8) it follows that f (1, 2) ≥ 4a, which in turn implies that y 1 x 2 ∈ A(D) and y 2 x 1 ∈ A(D). These contradicts Claim 1(i) since x 2 y 2 ∈ A(D).
2) ≤ 2a + 1, then from (8) it follows that f (1, 2) ≥ 4a − 1, which in turn implies that y 1 x 2 ∈ A(D) and y 2 x 1 ∈ A(D), which is a contradiction. We may therefore assume that g(1, 2) = 2a + 2. This and (8) 
Without loss of generality, we may assume that y 1 x 2 / ∈ A(D) and y 2 x 1 ∈ A(D). Then f (1, 2) = 4a − 2, which in turn implies that
Therefore, y 2 → {x 1 , x 2 , . . . , x a }; {y 1 , y 2 , . . . , y a } → x 1 ; y 1 → {x 1 , x 3 , x 4 , . . . , x a }; {y 2 , y 3 , . . . , y a } → x 2 .
since y 1 x 2 / ∈ A(D). Using (10), it is easy to see that for all i ∈ [3, a],
is a perfect matching from Y to X in D. Using the facts that the arcs
, which contradicts the choice of M y,x . We may therefore assume that x i y i / ∈ A(D) for all i ∈ [3, a], and x 2 → {y 2 , y 3 , . . . , y a } and {x 3 , x 4 , . . . , x a } → y 1 .
This together with (10) give
Since the vertices y 1 , x 2 are not adjacent, from (11) and Lemma 3.4(i) it follows that
From g(1, 2) = 2a + 2, x 1 y 1 ∈ A(D) and x 2 y 2 ∈ A(D) it follows that
This together with the strongly connectedness of D * [M y,x ] and (12) implies that d 
y,x ] the degree sum of every pair of two distinct non-adjacent vertices, other than {v
Let a = 3. Then x 3 y 2 ∈ A(D) since x 1 y 2 / ∈ A(D) and d − (y 1 ) = 2. Now using (10) and (11), it is easy to check that x 3 y 2 x 2 y 3 x 1 y 1 x 3 is a cycle of length 6 in D.
Let now a = 4. By Lemma 4.1, we need to show that D contains cycles of lengths 6 and 8. From d(x 4 ) = 6 and x 4 y 4 / ∈ A(D) it follows that x 4 y 2 ∈ A(D) or x 4 y 3 ∈ A(D). Assume that x 3 y 4 ∈ A(D). Then using (10) and (11) it is not difficult to see that x 3 y 4 x 2 y 2 x 1 y 1 x 3 is a cycle of length 6, and x 3 y 4 x 4 y 2 x 2 y 3 x 1 y 1 x 3 (x 3 y 4 x 4 y 3 x 2 y 2 x 1 y 1 x 3 ) is a cycle of length 8, when x 4 y 2 ∈ A(D) (when x 4 y 3 ∈ A(D)).
Assume now that x 3 y 4 / ∈ A(D). Then from x 4 y 4 / ∈ A(D) and d(y 4 ) = 6 it follows that x 1 y 4 ∈ A(D). Now again using (10) and (11), we see that x 1 y 4 x 2 y 2 x 3 y 1 x 1 is a cycle of length 6, and x 1 y 4 x 4 y 2 x 2 y 3 x 3 y 1 x 1 (x 1 y 4 x 4 y 3 x 2 y 2 x 3 y 1 x 1 ) is a cycle length 8, when 
This implies that a ≤ 5, i.e., a = 4 or a = 5. Let a = 5. Then from (13) it follows that d(x a ) + d(x a−1 ) = 2a + 5, d − (x a ) = d − (x a−1 ) = a, i.e., {y 1 , y 2 , . . . , y a } → {x a , x a−1 }. Therefore, y 2 x 5 y 4 x 4 y 3 x 3 y 2 (respectively, y 1 x 5 y 4 x 4 y 3 x 3 y 2 x 2 y 1 ) is a cycle of length 6 (respectively, of length 8).
Let a = 4. In this case we need to show that D contains a cycle of length 6. If x 1 y 3 ∈ A(D) (or y 2 x 1 ∈ A(D)), then x 1 y 3 x 3 y 2 x 2 y 1 x 1 (respectively, x 1 y 4 x 4 y 3 x 3 y 2 x 1 ) is a cycle of length 6. We may therefore assume that Our proof does not rely on Theorem 1.10, and thus can be seen as an alternate proof of Theorem 1.8. Note that Theorem 1.9 is an immediate consequence of Theorem 1.14, when a ≥ 3. From this and Theorem 1.14 it follows the following theorem by Adamus. 
