Abstract: This paper represents the development of feature following control and distributed navigation algorithms for visual surveillance using a small unmanned aerial vehicle equipped with a low-cost imaging sensor unit. An efficient map-based feature generation and following control algorithm is developed to make an onboard imaging sensor to track a target. An efficient navigation system is also designed for real-time position and velocity estimates of the unmanned aircraft, which is used as inputs for the path following controller. The performance of the proposed autonomous path following capability with a stabilized gimbaled camera onboard a small unmanned aerial robot is demonstrated through flight tests with application to target tracking for real-time visual surveillance.
INTRODUCTION
Unmanned aerial vehicles (UAVs) with onboard imaging and visual sensors play a strategic role in a broad range of applications, including visual surveillance, border control, and search missions [1] . Autonomy is a key technology for future high-performance of UAVs in various applications and challenging tasks for autonomy of the UAVs for successful real-time visual surveillance operations include autonomous flight path planning, localization and navigation, and onboard sensing systems [2, 3] .
Autonomous feature or path following capability is a logical extension of the emerging view of UAV as a flying sensor, combining wireless sensor network, advanced flight control algorithm, and the sensory capability of a camera onboard the unmanned aerial system (UAS) [1, 3] . The feature following capability becomes extremely useful for high-level security and safety support tasks including visual surveillance and reconnaissance with real-time video and high-resolution image information.
The proposed concept of operation assumes that the surveilance mission is initiated remotely by a minimally trained user who only provides a sensor path on the ground by scribbling it on a digital map. This produces a precise continuous footprint for the airborne sensors to follow. The corresponding UAV flight path is optimized taking into account the resolution requirements, mission limitations, as well as varios constraints of the onboard sensors and flight dinamics of the UAV. Both paths, being represented in compact mathematical form, are then transmitted onboard the networked UAV over the wireless link. The rest of the mission is performed by the flight controller onboard the UAV autonomously. The graphical illustration of the concept of autonomous feature following operation is illustrated in Fig. 1 . This approach results in high quality reconnaissance data utilizing much smaller airspace footprint when compared to the conventional waypoint navigation solution. In addition, the latter can't guarantee that the sensor continuously maintains the feature path in the center of the camera frame with the specified resolution regardless of the shape of the geographical feature.
Majority of the commercial autopilots available for flight control of the UAVs employs traditional way-point (WP) navigation [4] . However, the WP navigation is not suited for aggressive and complex flight trajectory for visual target tracking applications since it might require long straight line segments for precise camera pointing [5] . Vision-based road following and flight navigation applications has been demonstrated using an onboard camera [6, 7] . It requires an efficient real-time vision control system that detects natural features and tracks the feature road for the UAV with real-time image processing strategy, which is obtained at an additional onboard computational cost. These shortcomings can be overcome by implementing a new real-time path following control and camera control algorithms embedded onboard the UAV. Previous work [2] reported provides a comprehensive solution to the path following problem that includes real-time nonlinear path-following algorithms augmented by L 1 adaptive control. In this paper, these algorithms are further extended to the feature following problem in a way that efficiently enables a user to select any geographical feature on a geo-referenced map to develop a surveilance mission for UAVs. The corresponding UAV flight path is obtained using a mapping technique which extracts points of the geographical feature and produces a dynamically feasible path in a geographical coordinate system.
Objectives of this paper are twofold. The first is to develop an efficient feature following control algorithm that guarantees presence of the selected geographical feature in the center of the camera image frame at all times. The second objective consists of developing an onboard camera control capability for the imaging sensor. The first objective is achieved by integrating an autonomous feature generation and optimization algorithm with the path following control technique. The resulting feasible flight path is independent of time that enables space and time separation and allows for near real-time onboard implementation. An optimization technique used to generate these flight paths maximizes the field of view of either a fixed or gimbaled camera onboard the UAV subject to its bank angle constraints. Once the optimized feature path is generated, it is sent to the onboard computer where it is used by the integrated path-following and navigation algorithms to control the UAV and the onboard camera. Sensor fusion technique for an efficient navigation algorithm with a cascaded filtering architecture is developed to provide a high-rate navigation solution for the feature following algorithm. The proposed navigation algorithm fuses the rate gyro information with the GPS measurements. The integration of the featurefollowing algorithm, reliable navigation, and camera stabilization along with the remote networking capability provide a simple and effective solution to the complex feature tracking problem of extracting high resolution imagery for efficient real-time visual surveillance.
The remainder of this paper is organized as follows. Section 2 describes the autonomous feature following algorithm. Section 3 discusses the development of a distributed navigation system that provides position velocity and attitude estimates. In Section 4 a summary of the new third-generation of rapid flight test prototyping system (RFTPS) developed in the Naval Postgraduate School is presented. Section 5 presents some of the flight test results.
AUTONOMOUS FEATURE FOLLOWING CONTROL
In this section, the generation of an optimized feature path is introduced. It is divided into three steps. In the first step, a feature path of a general road is extracted by using simple point-and-click or mouse dragging scribble operation on a geo-referenced digital map. In the second step, the extracted feature is enhanced by using a smoothing algorithm to clean out the jumps coming from jitter or mouse movement. Finally the smoothed feature path is optimized to obtain the analytical representation of the feasible feature defined by the 3D spatial polynomial that is a function of a virtual arc length. This overall process is illustrated in Fig. 2 .
For instance, Fig. 3 shows a feature track extracted by using simple mouse scribble operation on a digital map. After the feature track on the map is enhanced by using a smoothing algorithm, it is approximated by a polynomial path shown in Fig. 4 . The polynomial representation of the feature path is used to determine a flight path for the UAV. This step is cast as an optimization problem detailed in the remainder of this section. 
