We propose a generalization of the classical point-line Cremona-Richmond configuration to a configuration of points and more dimensional subspaces of a projective space, and present them as geometric realizations of some interesting abstract incidence structures.
Introduction
The Cremona-Richmond Configuration (shortly: C-R-Configuration) was invented as a geometrical (15 3 15 3 )-configuration of points and lines in a projective 3-space (see [1] , [4] ). On the other hand, it is also the famous generalized quadrangle of order (2, 2) (see [10, Page 122] and [11] ). It can be also presented as a (combinatorial) scheme of the 2-subsets of a 6-set (cf. [7] ). Another nice example can be found in elementary geometry: C-R-Configuration is obtained as a figure consisting of some special points in a triangle (see [2] ). Each one of these presentations can be generalized, and these generalizations need not necessarily be consistent/contigent.
In this note we introduce a generalization of the combinatorial C-R-configuration and discuss in a point its automorphisms. Then, we define a (quite natural) generalization of the geometrical C-R-configuration and we show that the obtained structures are realizations of some generalized combinatorial C-R-configurations. To some extent following that way we can realize also all the generalized C-Rconfigurations, and some other related combinatorial configurations. We call the incidence structure
a generalized Cremona-Richmond configuration. We write, shortly R s k (n) for R s k (X), where X is a set with |X| = n ≥ ks. The number m = |X| − ks is uniquely determined by the parameters X, s, and k.
Recall also one more definition from [7] : a generalized Sylvester system is a structure of the form
Let a be a point of R s k (X). The neighborhood of a is the substructure of R s k (X) whose points are the points on the blocks through a with the point a deleted, and whose blocks are the blocks through a. 
is the number of the decompositions of an n − (k + m) = k(s − 1)-element set into s − 1 undistinguishable groups, with k elements in each group. Clearly, each block of R s k (X) has s elements.
That way we compute the number of possible common points of two blocks of R s k (X).
The structure R 3 k (3k + m) coincides with the partial linear space κ(H k (3k + m)), isomorphic to the partial Steiner triple system H • k+m (3k + m) introduced in [7] . In particular, Figure 1 ). More particularly, R 3 2 (6) is the generalized quadrangle of order (2, 2). As a consequence of A1, A2 of 1.2 a structure of the form R 4 k (4k + m) may be considered as a weak (partial) chain space (cf. [5] , [12] ). In particular, by 1.1, each weak chain structure R 4 k (4k) can be imagined as a block structure obtained by nesting and closing several copies of "generalized Sylvester Systems" H k (3k), each one of the latter being a famous triangle-free point-line configuration. A few more properties of R 4 k (4k) are indicated in 2.8. Let us also mention one more area of mathematics where the structures like R s k (n) appear. Namely, the binary joinablity relation on the point set of the incidence structure R s k (ks) is the well-know Kneser graph KG ks,k : the vertices of KG ks,k are the elements of ℘ k (X) where |X| = ks, and the edges are the (unordered) pairs of disjoint elements of ℘ k (X) (cf. e.g. the textbook [3] ).
Automorphisms
Each ϕ ∈ S X determines the 'image'-permutation ϕ of ℘ (X). Let l ≤ |X| and write
The following is evident From the previous remarks and the results of [7] (e.g.) we have Aut(
. It suffices (cf. [7] , [6] ) to show that f is an automorphism of the relation γ defined below:
On the other hand, the relation γ can be characterized by the following formula (4), expressible in the language of the incidence structure R s k (X). For each set
Since f preserves it preserves γ as well and thus it is determined by a permutation of X. (7)) and
. The problem to determine Aut(R s k (ks + m)) with m > 0 needs more specific methods.
Geometric realizations
Let us consider a projective space P = P G(n − 2, F) (n ≥ 5) with an arbitrary coordinate field F, let F be the corresponding set of scalars, and let Q = {q 0 , . . . , q n−1 } be a projective frame in P. Set X = {0, . . . , n − 1}. With each subset u ∈ ℘ (X) we associate the projective subspace Q u = {q i : i ∈ u} of P; clearly, dim(Q u ) = |u| − 1 for a proper subset u. The reader can find immediately connections with base subsets of [9] (and [8] ): in case of [9] a projective base of P is used in place of a projective frame Q, with remaining definitions unchanged. Let U 1 , U 2 be subspaces of a vector space. The following formula is well known:
From this we easily derive that the same formula holds for subspaces of a projective space. Consequently,
In the sequel we shall frequently use the map p : a −→ p a defined in (6),
Let us write P for the set p( ℘ (X) \ {∅, X}). More precisely, one should use the notation P Q (P) to indicate all the parameters involved. Since the space P is homogeneous, there is a collineation of P that maps P Q 1 (P) onto P Q 2 (P) for each two frames Q 1 , Q 2 in P and thus the parameter Q is inessential in the definition of P. The parameter P may be, sometimes, essential. Note that p {i} = q i for each i ∈ X. Directly from the definition we get p a = p κ(a) . The projective spaces considered in this note are at least threedimensional and thus each one can be represented as the projective space over a vector space. Let V be a vector space with a basis e 1 , . . . , e n−1 , over a field F. Set e 0 = n−1 i=1 e i . Then the family
is a frame in the projective space P = P(V) = P G(n − 2, F) over V.
Proof. Without loss of generality we can assume that a = {1, ..., k}. (7) is valid. Assume that k < n − 1. The set of solutions of the equation
with the unknown all the α i , β j is, clearly, the projective point
. The left-hand-side of (8) 
Embedding of R
Consecutively applying (5) and 2.2 we get
As an important consequence of 2.3 and 2.1 we obtain the following \ a, which gives 0 · e j i = α i · e j i + α s · e j i and therefore α i = −α s . Finally, we conclude with j∈a e j = θ. Analogous contradiction arizes when we put 0 ∈ a. This completes the proof of our claim.
In view of 2.4 with each block B of R s k (ks) we can uniquely associate a (s − 2)-dimensional subspace p B = p(B) of P such that the projective configuration (embedded into P) 
Note that, as an evident consequence of 1.4 the embedding defined in 2.4 is free in the following sense: each automorphism of R s k (ks) extends to a projective collineation of P G(ks − 2, F).
One more property of the above embedding may be worth to note.
Proposition 2.6. Let 1 < k be an integer. Assume that the characteristic of F does not divide k. Let A X and 2k < |A|. Then the two projective subspaces of P: the set Q A spanned by the points q x = p {x} with x ∈ A, and the subspace spanned by the set {p a : a ∈ ℘ k (A)}, coincide.
Proof. The claim is a tautology for k = 1, so let k ≥ 2. Set v = |A|. Since v < |X|, we can assume that 0 / ∈ A and make use of 2.1, and then it is clear that 
Note 1. The above embedding p in the case of R 3 2 (6) is the well known CremonaRichmond Configuration of points and lines of a (2·3−2) = 4 dimensional projective space (cf. [1] ); in the particular case F = Z 2 , it is precisely the embedding of H 2 (6) into P G(4, 2) considered in [7] . On the other hand note (comp. 2.6) that R 3 2 (6) can be also embedded into a less-dimensional space P G (3, 2) . In the case when we embed R 3 2 (6) into a projective space over Z 2 we have the following irregularity: Let A = {1, 2, 3}. Then dim(Q A ) = 3 and dim({p a : a ∈ ℘ 2 (A)}) = 2. Firstly, this yields that after (C-R-) embedding, some more collinearities may appear than those inherited from R 3 2 (6) (see 2.15).
Example 2.7. Note, moreover, that the embedding defined in 2.4 gives us a projective point-line configuration isomorphic to H k (3k) for arbitrary k ≥ 3, embedded into an arbitrary (3k − 2)-dimensional projective space.
Example 2.8. Let us pay attention to a weak chain structure M := R 4 k (X) with |X| = 4k. As already noted, the neighborhood of a point of M is the configuration H * k (3k): the "classical" Cremona-Richmond configuration. Let us quote some evident 'synthetic' properties of M. Their proofs consist in straightforward computations.
-Let A 1 , A 2 , A 3 be blocks of M, which pairwise intersect in points:
Then a 1 , a 2 , a 3 are on a block (cf. the axiom 'a i ∼ a j for i, j ∈ {1, 2, 3} implies a 1 , a 2 , a 3 on a block' of the Möbius geometry). Then there is a block B 2 such that b ∈ B 2 = B 1 , B 0 ∩ B 2 = {a}. Therefore it is hard to imagine how to define the "tangency" relation in M.
Problem 2.9. Is it possible to represent a weak chain structure R 4 k (X) on a sphere for some X?: represent with blocks interpreted as circles! In view of 2.8 it may be a hard task.
Of course, the map/representation p defined on subsets of a set X can be considered in the case |X| − ks > 0 as well. 
4). If
the notation of 2.1; without loss of generality we can assume that 0 ∈ d and then
is a dependent set of points of P G(n − 2, F). Then there are scalars α i ∈ F not all zero such that s i=1 α i p c i = θ = the zero vector. Let us compute:
where (i) The map p yields a projective embedding of the structure R 3 k (n) into P G(n−2, 2) for each n ≥ 3k. Compare the embedding µ of H k (n) into P G(n−2, 2) defined in [7] .
(ii) The map p yields a projective embedding of the weak chain structure R 4 k (n) onto a point-plane subconfiguration of P G(n − 2, 3) for each n ≥ 4k. indices, the projective points p {i,j} , p {j,l} , and p {l,i} are on a line of P. Let the set X of indices contain exactly 5 elements, so, consider P 2 (P G (3, 2) ). Then the map p embeds the Desargues configuration G 2 (5) into P G (3, 2) . The obtained Desargues subconfiguration completes the configuration on Figure 2 to the projective space P G (3, 2) . In particular, there are more lines in P G (3, 2) which join the points in P(P G(3, 2)) than those listed in 2.14.
Example 2.16. The reasoning of 2.15 can be presented in a slightly more general way. The analytical representation defined in 2.1 allows us to show, in particular, the following (i) For any three digits i, j, l we have p {i,j} , p {j,l} , p {i,l} , and p {i,j,l} coplanar.
(ii) Let F = Z 3 . For any four element set {i, j, l, m} the points p {i,j,l} , p {i,j,m} , p {i,l,m} , p {j,l,m} in the space P G(n, 3), n ≥ 4 are coplanar.
