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Abstract
Multimedia services such video-on-demand service to large number of clients require stable network band-
width provision and short network delay. In order to achieve these goals, the object replication in overlay
P2P networks in a good candidate solution for both service providers and customers. However, the charac-
teristics of peers are different from traditional content distribution infrastructure, i.e., dynamic membership
changes, asymmetric network bandwidth utilization, node heterogeneity, therefore dynamic change of service
availability, etc., so that they make the multimedia content distribution more challenging. In this thesis, I
present the collaborative object placement and replication schemes in collaborative computing environments
with different scale of group size.
In cooperative streaming and caching, we present a QoS-aware middleware for collaborative multimedia
caching and caching service in heterogeneous computing environment, which not only reduces the initial
delay of playing time, but also minimizes the delay jitter during playing time and net- work bandwidth
utilization. With the publish/subscribe mechanism of cache service, we shows collaborative techniques for
multimedia streaming, streaming scheduling and pre-fetching embedded in the QoS middleware architecture
for dynamic group management.
In distributed caching, we propose a novel distributed caching algorithm for multimedia streaming, sup-
porting a large number of peers over P2P overlay networks. In order to facilitate multimedia streaming
and downloading service from servers, our caching scheme determines the appropriate availability of cached
stream segments in a cache community, determines the appropriate peers for cache replacement, and performs
availability- aware cache replacement. It achieves a small access latency for stream retrieval, stable bandwidth
provisioning during retrieval session, and load balancing of clients’ requests among peers.
In QoS-aware object replication, we formulate QoS-aware replication problem where each node specifies
an upper bound on the time to access a given object. The problem is to minimize the number of replicas in
order to satisfy these access deadlines. We show that this problem is intractable, since it is NP-complete.
We present centralized as well as distributed solutions.
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Chapter 1
Introduction
The quality of network service1 such as web service and streaming service is mostly determined by clients
with two factors; one is server capacity and the other is network capacity. The server capacity is the ability
to process requests from clients per a given period of time, and the network capacity is determined by the
intrinsic network characteristics such as network bandwidth and latency. In the situation where the core
networks of Internet gradually are substituted with optical fibers, the bottleneck of Internet-wide network
service is the first and last miles of the network; the problem in the first mile is mostly due to server overload
more than the server capacity and the problem in the last mile is the network saturation by network flows
more than the network capacity.
In order to solve these problems and provide a better quality of service (QoS) to end users, the service
replication technique was introduced. In the server/client computing environment, the replication is mostly
done on the server side to reduce the queueing delay of service requests from clients. The clustered servers
are replicated and the requests are forwarded to the servers based on the server load. Currently emerging
content distribution networks (e.g., Akamai, AT&T, Mirror Image, etc.) deploy their replicated servers over
the world, so that service requests are forwarded to the closest server replica near the client that initiates
the request. By doing so, service requests are distributed to the multiple servers, resulting in load balancing
at the servers and network links.
The number of clients supported by the service replication is limited by the overall network and server
facilities owned by a content distribution network provider that has the contract with the service provider
at the edge network where each client resides. Therefore, some of clients which are located far from the
CDN infrastructure might struggle with the low quality of service. In this situation, self-organizing peer-to-
peer (P2P) overlay networks could be a good candidate solution for the better service infrastructure. They
exploit aggregated computing resources such as computing power, storage space, and network bandwidth
for a group of client nodes. Generally P2P overlay networks are either centralized (or server-augmented) or
1A service in this context represents the activity done by a servicing entity for a request from a client. This could be either
static or dynamic service to clients; the static service generally transmits an object to requested clients, such as web and stream
caching, and the dynamic service is a more functional activity providing a result to queried request from clients, i.e., dynamic
web page generation and database query.
1
partially distributed, or fully distributed, depending on where shared information is located.
• Centralized overlay networks such as Napster[1] and eDonkey2000 (server version) have a centralized
entity that keeps the record of each peer’s membership change and state information. They have an
advantage of a minimal number of message exchanges among peers over distributed networks. However,
even though they provide a high availability of the information, especially for relatively smaller number
of peers, obviously the scalability becomes an issue as the number of peers increases, i.e., the centralized
entity would be a performance bottleneck and a point of failure.
• On the contrary, fully distributed overlay networks do not have any centralized control over individual
peers regarding a peer membership and state information change. Instead, peers synchronize such
distributed information by exchanging messages either synchronously or asynchronously. Especially,
in wide-area networks where it is unfeasible to establish any centralized controller or hard to control
the system due to complexity, in order for a distributed algorithm to achieve the same goal, e.g., QoS
constraints of clients, as the centralized one, it requires more time for the whole system to be stabilized
and therefore causes more message exchanges.
• Partially distributed overlay networks such as Kazaa are the hybrid solution of centralized and fully
distributed overlay networks. They have a subset of peers, called super peers[2] or supernodes, which
manage the other peers similar to a server in centralized overlay networks.
1.1 Taxonomy
With different types of P2P overlay networks, there has been related work on dissemination of multimedia
contents in overlay networks. Figure 1.1 shows taxonomy of related research areas in P2P overlay networks.
Generally, P2P overlay networks can be divided into two categories in terms of collaboration among peers.
Collaborative networks are usually managed by a single administrative authority, whereas nodes in non-
collaborative networks are usually operated by individuals in different administrative domains.
In collaborative networks, data management for multimedia service can be either caching or replication.
The caching problem usually assumes the limited amount of storage space, so emphasizes the cost of storage
utilization more than others like networking cost, whereas the replication problem more focuses on the
location of replicas in networks than the utilization of local storage space.
For the centralized caching, one or subset of nodes in P2P networks manages the index information such
as the location of data contents for other nodes. Each node contacts such an centralized node to locate the
2
Distributed
P2P
Collaboration Non−collaboration
Caching Replication
Centralized QoS−unawareDistributed QoS−aware
Centralized
Figure 1.1: Taxonomy of research of multimedia data management in P2P overlay networks
content that it wants to retrieve. On the contrary, there is no centralized node to manage such an meta data
for other nodes in the distributed caching. Instead, each node maintains its local information and exchanges
it with others’ via either broadcasting or gossiping protocols.
Traditional QoS-unaware replication problem usually tries to minimize the storage and communication
costs with given constraints in best-effort manner, which might not suitable for dissemination of multimedia
contents which have more strict timing constraints. The QoS-aware replication problem targets such appli-
cations with real-time guarantees. Similar to the caching problem, the replication problem can be divided
into centralized and distributed problem, depending on how meta-data is shared by nodes in networks.
1.2 Problem Description
Figure 1.2 shows the general topology of P2P overlay networks2. A server located in a remote administrative
domain provides multimedia service to multiple clients located in different local area networks. Since usually
the server is located far from the clients in cooperative environments, multiple clients either in the same
local area network or in multiple networks contribute their computing resources such as disk, memory, and
network bandwidth and utilize them as their local resources. They are called neighbors or neighbor nodes.
If a client sends a request for a particular stream to a server and retrieves whole or part of the stream,
i.e., segments and caches them on its cache memory. Later, if another client wants to have the streaming
service for the same stream, then it looks up the caches of its neighbor nodes and retrieves the segments
of the stream from them if they already cached the segments. Otherwise, the client sends a request to the
2Hereafter, the term overlay networks is generally referred to as collaborative networks unless there is an ancillary description.
3
LAN 1
LAN 2
Internet
Server
Peer 1
Peer 2
Peer 3
Peer 4
Peer 5
Figure 1.2: Topology of P2P overlay networks
original server.
Obviously, when a client contacts a remote server and retrieves a stream from the server, it often struggles
from a large access delay to the server and delay jitter, which degrades the quality of multimedia service
from users’ perspective. Locating the stream geographically close to the client is a candidate solution to
solve this problem and provide QoS-sensitive multimedia service to clients.
1.2.1 Centralized Caching
In relatively small overlay networks such as campus, office, residential networks, the number of client nodes
are relatively small and they are usually located densely. This type of network facilitates the collaboration
easily, since the client nodes are usually administrated by a single authority. In addition, the scalability
might not be a big issue since there are only small number of nodes to be served in the network. In such
an environment, there are the following questions: (1) If we assume a centralized node that maintains the
shared information among peer nodes, what is the appropriate design of system architecture for QoS-sensitive
multimedia services? (2) How can we design the protocols among peers to provide a seamless switching of
multimedia sessions among peers without any service disruptions during service sessions? (3) How can we
manage distributed client nodes in a collaborative group that join and leave independently in any time?
What are the appropriate monitoring protocols for streaming/caching service?
1.2.2 Distributed Caching
Different from centralized caching, client nodes can be located over multiple local area networks, therefore
the number of nodes might be higher. In this scenario, any centralized approach would fail due to the lack of
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scalability and point of failure. Also, different from the traditional distributed caching like web caching, the
assumption that caching nodes are stable in terms of service availability is no longer valid, since any peer
node can join and leave. In this scenario, interesting questions are: (1) What is the appropriate parameter
to represent the importance of cached entities in a group of peers with consideration of dynamics of resource
availability? (2) What is the appropriate caching strategy for multimedia contents on P2P overlay networks?
1.2.3 Centralized/Distributed Replication
Some of multimedia applications for P2P overlay networks requires nodes to satisfy strict timing deadlines
to access a given object. In this scenario, usually communication costs are higher than the storage space,
and the replication techniques have been investigated. However, the traditional replication strategies only
try to minimize the communication cost, but do not consider such a strict timing constraint. Therefore,
we are interested in the following questions: (1) What is the optimal strategy to minimize the number of
replicas to satisfy a certain timing constraint? (2) Can this strategy be implemented in a distributed way?
1.3 Related Work
1.3.1 Multimedia Streaming and Caching
Delivering multimedia streams to large number of clients requires larger network bandwidth and more strict
timing constraint. Originally caching was introduced to overcome the initial delay and delay jitter during a
streaming session and accommodate the difference of network bandwidth between wide-area and local-area
networks. Caches or proxies store either the whole or part of streams for clients that retrieve them at
different times. In addition, caches reduce the server load due to excessive service requests from clients.
When the first concept of caching was introduced, there was no consideration of heterogeneity of clients.
However, each client can have different computing resources such as connected network capacity and its
processing power. Due to multiple representations of a particular multimedia object with different tunable
parameters such as image/video size, compression rate, color depth, scalable streaming based on scalable
coding techniques can utilize the tradeoff between the processing/delivering time-bound and quality of
streamed objects that clients experience.
Scalable streaming and caching
Scalable streaming/caching was first introduced by Rejaie et al.[3] in the client/server environment. An
intermediate server proxy receives a streaming request from a client before this request reaches the server.
5
If the proxy already caches the stream, then it sends the stream to the client on behalf of the server. There
are two noticeable differences from a traditional proxy cache - (1) A multimedia stream is layered-encoded
so that, depending on the client’s capacity, it can send the requested stream with a different quality level.
(2) Delivering the stream to the client exploits a rate-based receiver-driven transport protocol, called RAP,
in order to achieve timed delivery and smooth transition of streaming quality in a streaming session to the
client. This streaming method based on scalable coding techniques later influenced the layered-streaming
techniques in overlay networks.
Deployment of path diversity
Multimedia streaming to a client requires substantial amount of bandwidth consumption during the service
session. Higher access level to a shared network link in a particular service session brings up higher packet
loss rate which degrades the quality of streaming service to users. In order to overcome this, the streaming
technique using path-diversity based on multiple sources was introduced by Nguyen et al.[4]3. In their
scenario, multiple sources coordinate each other in terms of order and timing of packets in the stream to
send a multimedia stream to a client so that the client experiences less delay and low packet loss rate. Later
this scheme influenced the birth of P2P streaming which inherently has multiple sources for the service.4
Later Zink et al.[6] investigated the effect of the number of streaming layers versus the viewer’s perceived
quality to study the scalable adaptive streaming architecture.
Multicasting and broadcasting technique
Besides the streaming techniques in Internet, the other type of streaming techniques has been investigated
mainly by Eager et al.[7] for video-on-demand service over cable networks which has relatively higher network
bandwidth. This scheme partitions the network bandwidth from a server to (homogeneous) clients into
multiple channels so that the server delivers a particular video stream over the multiple channels to multiple
clients which can access the stream simultaneously. So-called Dynamic skyscraper later embraced Patching
technique[8] for efficient bandwidth utilization.
Overlay file sharing systems
A recent affordable broadband service to customers provides high capacity of network bandwidth to the end
users so that it enables various P2P overlay network architectures and applications which was unimagined
3The service from multiple sources to a single destination/sink was highly inspired by the effort to achieve high throughput
based on a unique coding technique, called Tornado codes[5].
4The difference between incoming and outgoing network bandwidth in P2P overlay networks is one of the motivations of
introduction of path diversity using multiple streaming sessions from multiple sources to a single client.
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before. The overlay network architecture can be divided into two categories - one is structured and the
other is unstructured. The structured overlay network like Chord[9] is organized based on distributed hash
table (DHT) and the allocation and search of data objects to a particular node is mostly pre-determined.
Whereas the unstructured overlay networks allow more free join/leave of nodes.
Due to high availability of data objects in the network, file sharing has been a most popular application
in both academia and open-source community. Pastry[10] is an example of file sharing application sitting
on the structured overlay network, and GnuTella[11], Kazza[12], and BitTorrent[13] are the mostly used by
network users in Internet and they are based on the unstructured overlay networks.
Overlay streaming
As streaming using multi sources becomes popular particularly in peer-to-peer overlay networks, different
variations of work to deploy such multiple sources were introduced. Servetto et al.[14] and Apostolopoulos et
al.[15] introduced the multiple description coding into multiple-source streaming to achieve lower delay and
high bandwidth throughput to users. Various overlay network and streaming protocols[16, 17, 18, 19, 20,
21, 22] introduced the streaming scheme to avoid the possible network congestion when the shared network
links are congested by network packets from multiple sources.
Layer-coded multimedia streams mentioned earlier reduce the bandwidth utilization in the core network
and therefore help to avoid network congestions. Naturally layered streaming was modified and enhanced
[23, 24, 25] from client/server environment to P2P architecture, to support multiple clients who access the
streaming service both synchronously and asynchronously.
Different composition methods of network delivery of multimedia contents were discussed in various
work[26, 27, 28] depending on different constraints such as locality, fault-tolerance, multiple tree topology,
an so on. In addition, Nahrstedt et al. [29] addressed how to organize, compose, and produce, distribute the
distributed content to users based on their preference in pervasive and ubiquitous computing environments.
1.3.2 Replication Schemes
The object placement and replication problem has been discussed in different research areas, depending on
the definition of objects and entity of replication. An object can be viewed as a service to clients, and can
be either static or dynamic. Web and streaming caching are good examples of the static service replication,
and the server mirroring is an example of dynamic service replication.
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Content replication
If a content server either has less processing power or is located far away from clients, QoS for clients is
degraded due to server overload or long latency. In order to avoid these situations, the content replication
has been widely used, particularly for web documents and multimedia streams. In addition, there are many
companies to provide such a content delivery and distribution service using their overlay content distribution
networks5. The service provider allocates replicated contents at a so-called proxy or cache between a server
and a client, so that it achieves a smaller latency due to service load balancing and geographical proximity.
The proxy is usually located near clients, and content replicas are often distributed into multiple proxies
consisting of hierarchical or distributed caching structures.
The hierarchical caching scheme has a tree topology consisting of multiple caching nodes. When a client
issues a document retrieval from a specific server, this message from the client is firstly sent to the cache
located near the client, i.e., at the leaf node in the tree topology. If there is a cache hit at the node, then
the cached content is forwarded to the client on behalf of the server. Otherwise, the request message is
forwarded to the parent node of each cache until either there is a cache hit at a certain node or the message
is finally reached to the root of the tree, i.e., server.
However, when the hierarchical caching is deployed in wide-area network, sometimes it struggles with a
longer delay for request message forwarding. Since the hierarchical topology does not have any information
of the underlying network topology, so the message might wander around until it is received by a cache node
or a server. In order to solve such a long delay problem, en-route caching was introduced. The en-route
cache combines the hierarchical structure of distributed caching and intelligent routing of request messages.
It organizes the cache topology based on the underlying network topology, so that the message is always
forwarded towards the server, which avoids an unnecessarily latency in message forwarding.
The distributed caching scheme usually has a flat structure, instead of tree topology in hierarchical and
en-route caching. When there is a cache miss at a certain node, it at first looks at its sibling node(s). If
any of its sibling nodes has the requested content, then the requested message is forwarded to the server.
Sometimes the distributed caching is combined into hierarchical caching for the scalability issue.
Server replication
In a server replication scheme[31, 32, 33, 34, 35], more than one server which are functionally identical
are replicated, particularly in a certain location such as a data warehouse or server farm, and requested
messages from clients are forwarded into one of servers, based on redirection policies. A replicated server is
5If you are interested in the commercial content delivery and distribution service, please refer to [30].
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called a mirrored server or simply mirror. The redirection mechanisms are based on either a simple round
robin scheduling or dynamic server load. Depending on the redirected entities, the redirection mechanism
is implemented in different locations. Usually the redirection for server replication is done by a local DNS
server, a network switch on the layer 4 (i.e., network layer)[36] or a front-end server in clustered servers6.
With replicated servers, the system provides a better service performance as well as better service availability
to clients.
File replication
This term is generally used in distributed file systems and database systems. Distributed file systems locate
file replicas over either local-area or wide-area networks, so that they provide a short latency to access files.
One notable difference from the content replication in CDNs, the file replication considers write operations
as well as read ones, so that the main issue is consistency among multiple copies of files. Obviously, there is
a tradeoff between availability and consistency. If a file system wants to provide more availability to users,
then the cost for consistency management among files increases. Some approaches[37] adaptively adjust
the number of replicas depending on file operations, and others, including [38], consider a tunable system
configuration based on the availability requirement and cost of consistency management.
Service component replication
With the development of distributed computing such as the remote method invocation and mobile agent[39]
on virtual computing environments, a particular service entity that provides a dynamic service to clients is
replicated in distributed nodes in networks. Instead of replicating the whole server with homogeneous system
configurations, it is cheaper and convenient to replicate a particular service entities in remote locations. If a
service node agrees to work together with the original server, then it downloads the code, accepts requests
from clients, utilizes its computing resources, and provides the service to them. Many service overlay
networks including Pastry[40], CAN [41], Chord[42], Farsite[43], OceanStore/Tapestry[44] assume such a
scenario and provide underlying substrates for collaborative applications.
6Different from the server replication, multiple servers for the content replication can have different system configurations
(i.e., memory and disk capacity) and state information (i.e., cached documents), so the content redirection is achieved on the
application layer, instead of on the network layer.
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1.4 Thesis Contribution
1.4.1 Centralized Caching
We propose a QoS-aware middleware for collaborative multimedia caching and caching service in heteroge-
neous computing environment, which not only reduces the initial delay of playing time, but also minimizes the
delay jitter during playing time and network bandwidth utilization. Different from traditional server/client-
based multimedia streaming model, it utilizes the aggregated system resources contributed by each client in
the collaborative community. Detailed caching and streaming protocols with the collaborative peer nodes are
presented and verified with the system implementation. With the publish/subscribe mechanism of caching
service, the collaborative techniques for multimedia streaming, streaming scheduling and pre-fetching em-
bedded in the QoS middleware architecture for dynamic group management are presented. In addition, the
robust playout mechanism based on robust identification approach is proposed in order to overcome the
dynamic change in network parameters and verified that it shows less estimation error in delay.
1.4.2 Distributed Caching
We propose a novel distributed caching algorithm for multimedia streaming, supporting a large number
of peers over P2P overlay networks. In order to facilitate multimedia streaming and downloading service
from servers, our caching scheme determines the appropriate availability of cached stream segments in a
cache community, determines the appropriate peers for cache replacement, and performs availability-aware
cache replacement. It achieves a small access latency for stream retrieval, stable bandwidth provisioning
during retrieval session, and load balancing of clients’ requests among peers. The mathematical model of
cooperative caching and replacement algorithms as well as their approximation scheme are presented. The
simulation with the real access traces shows the effectiveness of the algorithm, particularly in node failure
cases.
1.4.3 Centralized/Distributed Replication
QoS-aware replication problem where each node specifies an upper bound on the time to access a given
object is formulated. The problem is to minimize the number of replicas in an arbitrarily network, in order
to satisfy these access deadlines. We show that this problem is intractable, since it is NP-complete. First
we present a centralized solution as well as two distributed solutions - core-based and TTL(Time To Live)-
based. The distributed solutions show a quite comparable performance to the centralized one even with the
large number of peer nodes.
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1.4.4 Outline of Thesis
In this thesis, we address problems of caching and replication for multimedia service in different configura-
tions of P2P overlay networks. Supporting multimedia services by accessing multimedia contents in both
minimized and guaranteed timing constraints is the most important issue throughout this thesis. The outline
of the thesis is as follows: In Chapter 2, we present the middleware architecture of cooperative replication
and caching of multimedia contents in server-augmented P2P overlay networks, and we analyze the perfor-
mance with experiments. For larger groups of peers, distributed replication and caching are discussed in
Chapter 3. In Chapter 4, both QoS-aware centralized and distributed replication problems are discussed.
This thesis concludes in Chapter 5.
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Chapter 2
Cooperative Streaming and Caching
In this section, We introduce a cooperative content placement and replication for the multimedia service
with QoS support for clients. Reducing initial delay of playing time, delay jitter during playing time, and
network bandwidth utilization is important for IP-based multimedia streaming services. In heterogeneous
computing environments, diversity of computing power and network connection of different devices makes a
stable quality of streaming service more difficult. In order to achieve these goals, our QoS-aware middleware
for collaborative multimedia streaming and caching service exploits the proximity of a set of peer clients and
temporal and spatial locality of cached media streams on these clients. Peer clients collaborate together to
deliver streams to heterogeneous client(s) with QoS guarantees. This chapter shows collaborative techniques
for multimedia streaming, scheduling and pre-fetching embedded in the QoS middleware architecture for
dynamic group management of heterogeneous computing devices. In addition, we provide an underlying
QoS-provisioning mechanism to support not only heterogeneous clients, but also dynamic configuration
change of them.
2.1 Introduction
Home networking with rich environment of servers and clients is emerging to allow extensive multimedia
entertainment. This environment may deploy not only high bandwidth networks up to the home supported
by broadband service provider, but also lower bandwidth elements such as wireless infrastructure. With
the infrastructure support, users having different devices can move around the home without disruption of
current active multimedia session.
Since different (possibly multiple) users can access multiple devices with user authentication support at
the same time or by one another, user or group-specific information, such as cached data and device access
list might be stored redundantly across the multiple devices.
In the heterogenous computing and collaborative environment, reducing this redundant information and
allocating it efficiently is quite challenging. In addition, supporting users’ quality of service (QoS), despite
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of user and device mobility, seamlessly is the main key of mobile and ubiquitous computing. Specifically for
multimedia streaming service, reducing initial delay of playing time, delay jitter during playing time, and
network bandwidth utilization is very important. The first two parameters are the most observable visual
quantities from the users’ perspective, and the last one is an important parameter for the overall network
utilization.
2.2 Related Work
In order to achieve smaller initial delay and delay jitter for streaming service, there has been done a lot
of research, especially in caching and pre-fetching. Most solutions allocate an intermediate node, called a
proxy or media gateway, between server and client, so that it can do streaming to clients when it has cached
streams instead of streaming servers. The geographical proximity and high bandwidth from proxy to client
helps to have smaller initial delay of playing time and smaller delay jitter during streaming service.
Cooperation amongst multiple or hierarchical proxies increases the caching performance in two ways
[45]. First, it reduces capacity misses by increasing the total cache size used. Second, it reduces compulsory
misses by finding the missed object in another proxy’s cache. Different object placement and replacement
algorithms are used in different approaches [46]. In addition, research has been done on performance impact
of cooperation [47, 48, 49] and sensitivity to workload [45, 50]. However, most work on performance analysis
is based on the well-known statistical analysis of web documents. The relation of size vs. access pattern in
different timing scales for multimedia streaming is little known.
Due to larger size and timing constraints of multimedia streams, proxies usually cache parts of streams
as segments [51] and only prefix of streams [52]. By doing so, proxies save huge amount of cache space and
enhance hit ratio of the cache. However, [51] mainly focuses on the segmentation problem of streams, and
does not consider clients’ dynamic access pattern. The proxy in [52] needs the prior information of arrival
and departure rate of streams to calculate the streaming scheduling. Even [53], suggesting online smoothing
mechanism for streaming video, struggles when the arrival rate of a stream is smaller than the intended
departure rate.
Another different approach to distribute multimedia content efficiently in wide area networks is called
multicast in overlay networks [54, 55, 56, 57, 58]. In this approach, an intermediate proxy or end system acts
as a network router to efficiently distribute shared content to multiple end systems at the same time. Different
from these approaches which mainly focus on overlay organization in wide are networks, our approach much
more focuses on QoS-guaranteed streaming for group of end users.
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Note that, instead of general peer-to-peer file sharing and application-level multicast on overlay networks,
work is done on peer-to-peer streaming [59, 60, 61, 62, 63, 64, 65]. Among them, only [59] focuses on
integration of caching and streaming together and deploys segment-based caching. Without the integration
of caching and streaming, timely delivery of cached streams is impossible. For multimedia content, peer-to-
peer file sharing systems only consider downloading and storing streams, whereas, our peer-to-peer streaming
service makes playing while downloading streams possible and feasible, which is beneficial for end-to-end
QoS support to users.
2.3 Model / Assumptions
Our approach aims to achieve three goals: (1) low initial delay, (2) small delay jitter, and (3) low network
utilization in ubiquitous and collaborative computing environment, and it is using the server-augmented peer-
to-peer streaming and caching service architecture. In addition, our approach supports (1) heterogeneity
of system configurations and (2) asynchrony of clients’ playback operations. Heterogeneity means that each
client can have its own system configurations different from others, e.g., diverse processing power, memory
and disk capacity, and network connections. Asynchrony means that any client can begin and stop its own
streaming session in any time independently from others.
Each client not only acts as a client retrieving streams from a streaming server, but also as a proxy server
doing streaming service to other clients upon their request. Figure 2.1 shows the general topology of the
peer-to-peer streaming and caching service.
The streaming server S does streaming service to clients for a given multimedia stream s. The segment
of the stream, s(i, j), represents the stream segment between byte i and j. Initially, peer clients C1, C2,
and C3 already had streaming service for the stream s from the server S and cache the stream segments in
their cache. Later on, each of them may have different segments of different start times in its cache when
the clients decide to watch the stream, due to different cache availability. If the client Cx wants to retrieve
the stream s, it looks up the cache information of others by connecting to the cache service at first, and it
retrieves the segments of the stream from C2, C1, S, and C3 in consecutive order, instead of from S. Here
we assume that each client in the peer-to-peer group is subscribed to the cache service, as well as each client
publishes its stream segment information as discussed below.
In this section, we describe the definitions of our peer-to-peer caching and streaming service for model.
Table 2.1 summarizes notations used in this chapter. A stream is a time-ordered sequence of packets. It
consists of (1) stream header and (2) stream payload. The stream header contains the information related
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Figure 2.1: Topology of peer-to-peer streaming and caching service, where S is the video server, C1, C2, C3, Cx
are the video clients, and s(ti, tj) is the segment of a stream.
Table 2.1: Summary of Notations
Notation Meaning
(Si, Sj)orS(ti, tj) Stream segment from time index i to j
Ci Client i
Bij Network bandwidth between Ci and Cj
B¯ij Estimated network bandwidth between Ci and Cj
w Round-trip delay
s¯(t) Estimated size of stream at time t
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to a payload type, format, size, etc. and stream payload contains actual media content. The size of payload
might be either fixed or unfixed. The stream segment (Si, Sj) (0 ≤ i < j ≤ m, where m is the last index of
the segments) denotes the byte-range of stream segment of stream S.
The service model consists of the following three entities.
1) Streaming server (S): A streaming server stores multimedia streams in its secondary storage and
serves them to a client when it requests its streaming service. A streaming server is identified by (1) a
unique network address such as IP address and (2) a port number. The server can handle different requests
from multiple number of clients at the same time. Particularly in our model, it can inject not only a whole
stream into the network, but also some portion of a stream depending on client’s request type. This type of
request is called the byte-range request in HTTP/1.1 [66] and RTSP [67].
2) Peer client(Cx,∀x ∈ I): To the streaming server, a peer client acts as a general client which connects
to the server and sends its request for streaming. In addition, the client can act as a streaming and caching
proxy to other peer clients, so that when the request comes from them, it serves its cached streams to them
. Each client is identified by (1) a unique network address and (2) a port number. Especially, when a client
has multiple network interfaces, they are regarded as different.
3) Cache manager(CM): Cache manager stores the current information of cached streams in all peer
clients and link information among clients. When a client wants to receive a certain stream originally located
in a server, at first it contacts the cache manager if the stream was already retrieved and cached by the
peers. The link information is used to calculate the pre-fetching time by each client, which will be described
later.
At first, when a new client device either requests the participation to a group of peer clients or is
automatically recognized by an intelligent space such as Active Space [68], then it is registered to the group
or peers and cache manager, and de-registered when it wants to leave the group. During the participation
of the client, the streaming and caching service provides the following operations.
1) Cache management: The cache manager maintains the information of cached streams in all peer clients
when each of them caches a stream after retrieving from a server, and updates the information dynamically
when each client changes its cached stream by its cache replacement algorithm.
2) Group management: When the configuration of a client is changed due to changes of resource avail-
ability, network interface failure or mobility, then the service reconfigures the system on-the-fly, so that it
achieves a seamless and robust service availability and provides an adaptive QoS to a group of peer clients.
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2.4 Caching and Streaming Service
In this section, we describe the details of the service model and explain how this service model works with
our architecture and protocols. The architecture will be presented in the later section.
2.4.1 Caching
When a client receives a stream from a server, it caches segments of the stream into its caching repository
such as a hard disk or a memory. The following different cache replacement algorithms can be used when
there is no more cache space for caching the next segments of a stream.
1) LRU (Least Recently Used)-based: This is a traditional cache replacement algorithm for any type of
data stream which is mostly used in operating systems. It replaces the cache entry which is least recently
used with a newly coming cache entry. This is useful with a single stream as well as between different
streams.
2) Popularity-based: This approach exploits the different popularity of cached streams such that the least
popular streams are replaced with the new entry when the cache replacement algorithm works. This is useful
for different streams.
3) Prefix-based [69]: This is a multimedia-specific cache replacement algorithm for an intermediate proxy
for clients. When a new cache entry comes but there is no more cache space available, it replaces the new
one with the suffix of cached streams, so that it tries to store the prefix of the streams as much as possible.
In such a way, it helps to reduce the initial delay for retrieving streams from a server.
As the segments of a stream can be of different length, if there is a case when a new cache entry is larger
than the cache entry which is supposed to be replaced, then the next least recently used or the next least
popular entry is also discarded for the new entry. Note that our peer-to-peer streaming and caching services
do not specify any specific type of cache replacement algorithm of each client.
2.4.2 Caching Protocols
The caching service works according to the publish/subscribe concept. We assume that underlying com-
munication is supported by a reliable transport protocol to ensure the exact-once delivery of messages. It
means that each client, which receives stream segments, and monitors its own resource availability, publishes
all information about itself to the cache service. Note that the cache needs to be regularly updated if (1)
resource information changes, and (2) cached stream segment changes.
When a client Ci caches a stream after retrieving it from a server, the client registers (publishes) its cache
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information to the cache manager. The cache service is represented by the cache manager. The cache reg-
istration message contains the following information: Ci → CM : CACHE REGISTRATION(Ci, S, Vj , (Sk, Sn))
where Ci is the client identification, S is the server, Vj is the multimedia stream identification, (Sk, Sn) is
the byte-range of segment of the stream Vj from Sk to Sn (Sk, Sn ∈ [0,m], m being the maximum amount
of segments in the stream Vj).
If the cached stream above is replaced either partially or fully by the client’s cache replacement algorithm
due to new arrival of segments and limitation of cache size, the client Ci sends the cache update or cache
invalidate message to the cache manager (Ci → CM : CACHE UPDATE(Ci, S, Vj , (Sm, Sn)), Ci → CM :
CACHE INVALIDATE
(Ci, S, Vj , (Sp, Sq))).
For example, if Sm is larger than 0 and smaller than Sn, the cache manager updates its cache entry
information from (Ci, S, Vj , (0, Sn)) to (Ci, S, Vj , (Sm, Sn)). If Sp is larger than Sm, Sq is smaller than Sn,
and Sp is smaller than Sq, the cache manager updates its cache entry information from (Ci, S, Vj , (Sm, Sn))
to {(Ci, S, Vj , (Sm, Sp)),
(Ci, S, Vj , (Sq, Sn))}.
2.4.3 Cache Lookup
When a client wants to retrieve a multimedia stream from a server, at first it looks (queries) for the cache
entry information in the cache manager. Then, if there are the segments of the stream cached within peer
clients, the client sends its request message to other clients and receives the stream segments directly from
the peer clients.
The client Ci sends the cache lookup message (query message) to the cache manager P to look at the
information of cached streams in peer clients. Suppose that for the stream V , the cache manager contains the
cache entry information {(Cj , S, V, (St0 , St1)), (Ck, S, V, (St1 , St2)), (Cl, S, V, (St3 , Stm))}, where Cj , Ck, Cl
are peer clients, S is the server which originally stores the stream V , and St0 and Stm are the starting and
ending bytes of the stream V , respectively (St0 < St1 < St2 < St3 < Stm). The cache lookup and its response
message are as follows: Ci → CM : CACHE LOOKUP(V ), CM → Ci : CACHE RESPONSE({(Cj , S, V, (St0 , St1)),
(Ck, S, V, (St1 , St2)), (Cl, S, V, (St3 , Stm))})
2.4.4 Streaming and Pre-fetching Protocols
After receiving the response to the cache lookup message, the client Ci begins requesting segments by
sending streaming and pre-fetching requests to either peer clients or the server S. Figure 2.2 shows the
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Figure 2.2: Timing diagram of streaming and pre-fetching
timing diagram of streaming and pre-fetching.
Topology of peer-to-peer streaming and caching service, where S is the video server, C1, C2, C3, Cx are
the video clients, and s(ti, tj) is the segment of a stream. At the beginning, the client Ci sends its streaming
request to the client Cj , and the client Cj begins to send the stream V to the client. Here we assume that the
streaming request message to the server also allows a Byte-rage request similar to HTTP/1.1 [66] and RTSP
[67] (Ci → Cj : STREAM REQUEST(S, V, (St0, St1)), Cj → Ci : STREAM RESPONSE(segment(V, (St0 , St1)))).
Due to the round-trip time between Ci and Cj , the client Ci receives the first part of the stream at t0+w,
where w is the initial delay. By having a peer client Cj , which caches initial segments of a given stream V ,
the client Ci could have a smaller initial delay comparing to the case when Ci sends its streaming request
to the server S for a stream and receives the stream.
When the switching of streaming from Cj and Ck happens, Ci has to send its streaming request to Cj
before the time t1 in order to minimize the delay jitter due to the switching. The estimation of pre-fetching
time t∗1 is determined by the available bandwidth Bik and delay Dik between Ci and Ck. Depending on the
bandwidth information and client’s requested service rate such as decoding or playing rate of the stream,
there are two cases - (1) when the bandwidth between Ci and Ck, Bik is larger than the Ci’s requested
service rate µi, and (2) when the bandwidth Bik is smaller than the Ci’s µi.
1) Case of Bij > µi : In this case, there is no chance of buffer underflow at the client Ci during the
decoding and playing segments st1 , st2 during the time t1 + w and t2 + w, therefore, the initial switching
delay should be considered. In order to minimize the switching time, the estimated pre-fetching time t∗1
satisfies the constraints t∗1 +
Dik
2 < t1.
2) Case of Bij < µi : In this case, there might be a time tu when buffer underflow at the client Ci
happens, as shown in the Figure 2.3, because the network bandwidth cannot keep up the requested service
rate. In order to avoid this case, the estimated pre-fetching time t∗1 satisfies the constraints, t
∗
1 +
Dik
2 < t1
and |t2− t∗1| ∗Bik(t∗1, t2) ≥ |t2− t1| ∗
∑t2−t1
i=0 s(t1+ i), where Bik(t
∗
1, t2) is the estimated available bandwidth
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Figure 2.3: Available bandwidth vs. requested service rate
between Ci and Ck in the time period t∗1 and t2, and s(t) is the estimated size of stream at time t.
2.5 Peer Group Management
In order to provide a seamless service to a group of peer clients with maximum availability and high fault-
tolerance despite of node transience, the dynamic peer group management is provided.
2.5.1 Registration/Deregistration
When a new client Ci wants to join a group of peers, at first it sends its joining request to the cache manager.
Each client is uniquely identified with a network identification number such as an IP address and a network
port number (Ci → CM : JOIN REQUEST(network id, port number)).
After receiving the joining request, the cache manager does authentication process for this client, then
allows the client to participate in the group by sending joining acknowledgement to the client (CM → Ci :
JOIN ACK).
If a client Ci in the group wants to leave its group, it sends its leaving message to the cache manager with
its network identification number and port number (Ci → CM : LEAVE REQUEST(network id, port number)).
Then after receiving a LEAVE message from the client, the cache manager deletes the entry of correspond-
ing client in its peer member data structure.
Sometimes a client might leave its group without any explicit message due to its mobility or system
failure. In order to detect and handle this unexpected change in group membership, the following monitoring
protocols are used as a heartbeat message to check each client’s membership status.
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2.5.2 Monitoring Protocols
Each client monitors its resource availability such as available network bandwidth and delay, and reports it to
the cache manager. The monitoring information is mapped to the current monitoring time, so that it expires
after a certain timeout period texp by the cache manager (Ci → CM : LINK REPORT(bw ini, bw outi, tcurr)),
where bw ini and bw outi are the current available incoming and outgoing network bandwidth of the client
i respectively and tcurr is the current time stamp. Each client can have different incoming and outgoing link
threshold values, bw in thi and bw out thi for its service class, which are determined by a QoS policy.
If the cache manager does not receive a periodic link monitoring message from a client, it expires the
link information of the client stored in the cache manger, and asks the client if it is still running in the
group by sending LINK TIMEOUT message. If the client is running, then it replies to the cache manager with
the link monitoring message. Otherwise, the cache manager regards it as a fault node and adjust the cache
information of the corresponding client (CM → Ci : LINK TIMEOUT).
2.5.3 Re-scheduling of Streaming and Pre-fetching
As we mentioned in the cache lookup section, when a client wants to retrieve a certain stream, at first it
looks up the cache entry information by contacting the cache manager before the beginning of streaming.
If there are multiple numbers of cached segments in peer clients, the cache manager sends all the entries in
the CACHE RESPONSE message. Therefore, even though there is a node or link failure during the streaming
service, the client actively adjusts its streaming and pre-fetching scheduling by sending STREAMING REQUEST
message to the other client on the cache entry in the CACHE RESPONSE message. If there is no other cache
entry in the message, it sends a streaming request to the server that has a corresponding segment of the
stream.
2.6 Middleware Architecture
Our peer-to-peer streaming and caching service is implemented with the CORBA middleware framework
[70]. In this section, we describe the middleware architecture of the cache manager and the peer client in a
group.
2.6.1 Cache Manager
The cache manager manages the group of peer clients and stores the link information of the clients. In
addition, it stores the information of cached streams in its group and provides it to its peer clients upon its
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request. The cache manager consists of the following components.
1) Group Manager: It manages the current active peer clients in its group. Each client is identified by
its network address and port number. In addition, the network bandwidth information is mapped to each
client and periodically updated by the client. The group membership is a soft-state information, so that it
expires after a certain timeout period unless the group manager receives a periodic link monitoring message
from each client. If a client in a group is explicitly deregistered from the group or regarded as a failure,
then the group manager updates the group membership information, and makes the cache repository delete
a cached entry of the corresponding client.
2) Cache Repository: It stores the entry of cached streams in clients in a group. Whenever a peer client
caches a new stream or it replaces a cached stream in its cache, the Cache Repository is updated accordingly
by an explicit cache update protocol between Cache Manager and a peer client. When a peer client leaves
its group, then the Cache Manager nullifies its cache entry information in the Cache Repository.
2.6.2 Peer Client
A peer client acts as a streaming client to a streaming server and as a media proxy to a group of peer clients.
It consists of the following components.
1)Media Cache: It stores a media stream in either its hard disk or memory. Depending on different cache
replacement algorithms, a least recently used or least popular cache entry is replaced by a newly coming
cache entry.
2) Cache Controller: It communicates with the Cache Repository at the Cache Manager and reports
each client’s cache update or invalidate information whenever there is a change in cache state information.
3) Link Monitor: It monitors the incoming and outgoing link information and reports them to the Group
Manager on the Cache Manager.
4) Media Buffer: It is a specific temporary storage for each application. When a client receives a segment
of media stream either from a stream server or from peer clients, it pushes the stream into the Media Buffer.
The corresponding multimedia application plays the received stream from its media buffer while receives
other segments of the stream at the same time.
Figure 2.4 shows the middleware architecture of the cache manager, the peer client, and their communi-
cation protocols.
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Figure 2.4: Middleware architecture of a cache manger and peer clients
2.7 Robust Playout in Sub-streaming Session
So far we have discussed the streaming and caching schemes when each peer can have multiple peers to
have multiple streaming sub- sessions to complete a streaming session. The bandwidth in a specific sub-
session which will be utilized later is assumed to be reasonably stable to calculate the pre-fetching time
for the session beforehand, but it is not always guaranteed in a real environment, particularly in a wireless
networking environment. This section discusses the application approach to minimize the delay and delay
jitter for quality of service to users/applications.
Figure 2.5 shows the sample sequence of operations on a sending and receiving peer of a sub-streaming
session. Two solid lines represent the sequence number of streaming packets1 sent and received respectively,
and two dotted lines represent the sequence number of played packets by the receiving peer. Delay jitter
during transmission causes the uneven arrivals of the packets on the receiver. In order to smooth and hide
such delay jitter, the receiver delays the initiation of playout of received packets. t1 and t2 represent the
two different playout time. In the case of t1, some of packets are delivered to the receiver’s application after
their playout time, therefore they are dropped without playing. In the case of t2, the receiver’s application
has much delayed startup time t2 − t1 than the case of t1, which is t1 − t0.
Robust playout mechanism
The basic algorithm of delay estimation used in audio conferencing tools has been influenced by RFC 793
TCP RTT estimation. The estimate of average packet delay di is as follows:
di = αdi−1 + (1− α)ni (2.1)
1A packet in this section represents a unit flow of (sub)stream.
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Figure 2.5: Sequence of operation in a streaming session
where ni is the delay suffered by the i-th packet in the network and α is a weighting factor which controls
the rate of convergence of the algorithm. The variation in this delay, vi is estimated by
vi = αvi−1 + (1− α)|di − ni| (2.2)
This is used to fix the end-to-end delay, te2e for playing out the next packet as follows:
te2e = di + βvi (2.3)
where β is called a safety factor used to guarantee that the estimated delay is larger than the actual
delay with a high probability. The most significant shortcoming of this basic algorithm is that it does not
adapt to network traffic. Once the value of α is given, the model is fixed and this can degrade the estimation
performance. Therefore, we propose a robust adaptive estimation algorithm based on robust control[71].
The proposed scheme is not only adaptive in nature, but also robust to non-stationary noise and modeling
uncertainties.
We consider the estimation of packet(flow) delay, dn+1 at time n+1 as the AR(Auto-Regressive) process
as follows.
dn+1 =
p∑
i=1
αidn+1−i +Φn (2.4)
where di is the i-th packet delay, αi’s are the parameters of the AR process to be identified, and Φn is an
unknown noise sequence for the n-th packet. Here p is called the order of AR process. We use the following
vector notation instead of (2.4).
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dn+1 = αT ηn +Φn (2.5)
where α = (αp, ..., α1), ηn = (dn+1−p, dn+2−p, ..., dn)T . What we are going to do is to identify α based
on the previous data, i.e., ηn.
We wish to obtain a sequence of estimates for α, denoted αˆn at step n, so that αˆn would depend on all
the past and the present values of d(·). The criterion to be minimized is of the H∞ type [72], which is the
gain from the energy of the unknowns to a weighted quadratic identification error.
Robust identification approach
For the specific case when the driving noise Φn is i.i.d. Gaussian, the least squares (LS) approach can be used
to obtain an optimal estimator for both its variance and parameter α. However, when the noise is correlated
and/or non-stationary, LS is not robust to model imprecision. This assumption on the noise is reasonable
for delay and delay jitter in Internet. Therefore, [73] adapted a robust identification approach, which usually
shows better performance than any heuristic method and is more robust to modelling imprecision. The
robust identification is the one of system identification methods in robust control theory, emphasizing the
measurement of performance change of a control system with changing system parameters.
From [73], we derive update rules for estimate of α. First let σn be a sequence of p × p-dimensional
positive-definite matrices. The following is the update rule for σn:
∑
n+1
=
∑
n
+ηn−1ηTn−1 −
1
γ2
Qn (2.6)
∑
1
= Q¯0 − 1
γ2
Q0 (2.7)
Here, if we let Q¯0 = Q0 = Ip, where Ip is the p× p identity matrix, and Qn = ηn−1ηTn−1, then we get the
following update rule for
∑
n.
∑
n+1
=
∑
n
+(1− γ−2)ηn−1ηTn−1 (2.8)
∑
1
= (1− γ−2)Ip (2.9)
Here γ is a parameter of the algorithm and should be larger than 1. Now we have the following update
rule for αˆn:
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αˆn+1 = αˆn + (dn+1 − αˆTnηn)(
∑
n+1
+ηnηTn )
−1ηn (2.10)
αˆ0 = α0 (2.11)
where αˆn denote the estimate of α for n-th iteration and α0 an initial value. Note that αˆn is a p-
dimensional vector.
Now the estimation of the variance γ2 of Σn is needed to calculate the playout time as in 2.3. Either
the method based on spectral estimation introduced in [73] or ordinary method using low-pass filter can be
used. In order to use the spectral estimation for example, we define the autocorrelation function estimator
at step n as follows:
Rˆn[k] =
1
n+ 1
σni=kdidi−k (2.12)
where k = 0, 1, ..., p. Then we have the following recursive relation:
Rˆn+1[k] =
n+ 1
n+ 2
Rˆn[k] +
1
n+ 2
dn+1dn+1−k (2.13)
Now we have the following equation for the estimate of variance σ2n:
σˆ2n = Rˆ
n[0]−
p∑
i=1
lˆinRˆ
n[i] (2.14)
Here lˆin is the i-th element of lˆn, where lˆn is the LS estimate of α at time n. Note that lˆn is a p-dimensional
vector. lˆn can be obtained as follows:
lˆn+1 = lˆn + (dn+1 − lˆTn ηn)(
n∑
i=0
ηnη
T
i + Ip)
−1ηn (2.15)
Robust playout mechanism
Based on the estimation of α and σ2, the overall robust playout algorithm is shown as follows.
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Robust playout algorithm
1 For each sub-streaming session,
2 For each i-th packet,
3 Calculate αˆi and σˆ2i from (2.10) and (2.14).
4 End.
5 Calculate playout time tp = dˆn+1 + βσˆn, where dˆn+1 = αˆTnηn
6 End.
2.8 Experiments
2.8.1 Validation of Caching Service
In order to validate our streaming and caching service, we configured our testbed system illustrated in Figure
2.6. A streaming server is located at comsci03.yonsei.ac.kr and three clients are located at cairo.cs.uiuc.edu,
paris.cs.uiuc.edu, and monet.cs.uiuc.edu, respectively. The Cache Manager is located at monet.cs.uiuc.edu.
comsci03.yonsei.ac.kr and cairo.cs.uiuc.edu are running the Redhat Linux operating systems, whereas paris.cs.uiuc.edu
and monet.cs.uiuc.edu are running the Solaris operating systems. We use the MPEG-encoded short movie
stream, Jurassic Park, for the sample multimedia stream originally located at the server. This stream has
770 bytes of mean frame size, 26 bytes of minimum frame size, and 8154 bytes of maximum frame size. The
mean bit rate of the stream is 150kbps. We use UDP for the network streaming protocol.2 The parameters
on each link represent average round-trip delays in milliseconds.
In order to see how much our cooperative caching and streaming service reduces a delay jitter during the
streaming service, we compared two delay jitter measurements based on the following two scenarios.
1) Streaming without cooperative service: The video stream is originally stored at the streaming server,
and there is no caching and streaming service. At the beginning of this scenario, the peer client cairo.cs.uiuc.edu
sends its streaming request to the server, and begins to receive the stream.
2) Streaming with cooperative service: Before the peer client cairo.cs.uiuc.edu actually sends its streaming
request to the server, it is assumed that the other peer clients already received the same video stream from
2In this experiment, we do not have any buffering scheme in the middleware. Only the UDP buffering mechanism with the
maximum size of 8K bytes was used.
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Figure 2.6: Configuration of the test experiment
the server and cached the segments of the stream in its cache. In order to see how the pre-fetching protocol
actually reduces the delay jitter due to switching streaming peer client(s), we intentionally locate different
segments of the stream into different peer clients by issuing multiple requests for the same stream at the
different clients.
Figure 2.7 shows the delay jitter measurement at the clientmonet.cs.uiuc.edu at the packet level from time
0 to 300 seconds for the sample video stream. 3 Figure 2.7(a) shows the delay jitter measurement without
caching and streaming service and Figure 2.7(b) shows the measurement with the service. With the streaming
and caching service. Without the cooperative caching/streaming service, the receiving peer struggles the long
delay from the remotely located server across wide area network, but with the cooperative caching/streaming
service, the receiving peer can utilize its peers as its local caches. By deploying collaborative caching and
streaming service, the delay jitter is reduced dramatically, and switching streaming clients during streaming
service is not explicitly seen with the help of pre-fetching protocols.
2.8.2 Validation of Playout Mechanism
We compare the proposed playout algorithm with the basic algorithm similar to the TCP’s RTT estimation.
We adapted the traces of audio application from [74] and show the result for trace #2.
We used α = 0.99802 for the basic algorithm and β = 4.0 for the variation as in [74] and we set p = 2
for the AR model. Here the estimation error, i.e., the error between the estimated delay and the actual
delay for all packets at the receiver is compared. As we can see from 2.8 and 2.9, the estimation error of
3In this experiment, the receiving client does not have a buffering in the middleware to mask the initial delay since we are
more interested in the placement problem of the cached streams. Essentially the delay and delay jitter in the streaming scenario
have a tradeoff relation, which means that delay jitter could be controlled by the proper buffering mechanism.
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Figure 2.7: Delay jitter measurement; (a) without cooperative service, (b) with cooperative service
the proposed scheme is kept smaller than that of the basic algorithm and also the variation of the proposed
scheme is much smaller than that of the basic algorithm. Hence, we can verify the potential effectiveness of
the proposed algorithm.
2.9 Conclusions
In previous work on multimedia streaming, there has been little consideration of deploying individual com-
puting resources such as processing power, memory/disk space, and network bandwidth of each client to
enhance the quality of streaming for multiple clients. This approach has been successfully adapted to file
sharing and content distribution in peer-to-peer overlay networks, but little work has been done for multi-
media streaming.
Our QoS-aware middleware for collaborative multimedia streaming and caching service in heterogenous
computing environment not only reduces the initial delay of playing time, but also minimizes the delay jitter
during playing time and network bandwidth utilization. Peer clients collaborate together to deliver streams
to client(s) with QoS guarantees. With the publish/subscribe mechanism of the caching service, our thesis
shows the collaborative techniques including multimedia streaming, streaming scheduling and pre-fetching
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embedded in our QoS middleware architecture for dynamic group management.
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Chapter 3
Distributed Caching
In the previous section, we discussed the object placement and replication for multimedia service in a server-
augmented P2P overlay networks. This solution is suitable for a relatively smaller number of peers in local
area networks. In this section, we discuss the same problem in wide area networks, possibly distributed in
more than one autonomous network domains. Different from the previous approach, the centralized control
entity like Cache Manager does not work any more, so we suggest more distributed solution in such networks,
particularly allowing dynamic service availability changes.
In this section, we propose our cooperative caching scheme for a multimedia delivery scenario, supporting
a large number of peers over peer-to-peer overlay networks. In order to facilitate multimedia streaming and
downloading service from servers, our caching scheme (1) determines the appropriate availability of cached
stream segments in a cache community, (2) determines the appropriate peer for cache replacement, and
(3) performs bandwidth-aware and availability-aware cache replacement. By doing so, it achieves (1) small
delay of stream retrieval, (2) stable bandwidth provisioning during retrieval session, and (3) load balancing
of clients’ requests among peers.
3.1 Introduction
In order to address the bottleneck at the multimedia server (i.e., server distance may cause long start-up
time and server load may cause low frame rate), in general, a cache or proxy is located between the server
and the client and stores parts of multimedia streams originally located at the server. By exploiting temporal
and geographical proximity, the cache reduces the server’s overload and delay for retrieving streams from
the server. Since multimedia streams require lots of memory/disk space for caching, naturally distributed
caching schemes were introduced to address the scalability and size problems.
Recently, peer-to-peer (P2P) overlay networks have become popular and many P2P applications such as
file sharing and content distribution have been introduced. One of the advantages of P2P overlay networks
is their high feasibility of collaboration among peers without any modifications of the server side and the
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underlying network infrastructure. Naturally, P2P caching schemes for streaming were introduced. How-
ever, these approaches manifest (1) inefficiency of cache utilization due to inappropriate cache replacement
algorithms, (2) lack of load balancing for peers with popular streams, and (3) no consideration of dynamic
membership changes (e.g., due to high peer mobility).
In this section, we present a novel overlay cooperative caching scheme for multimedia streaming service.
Our scheme has the following advances over existing solutions. First, it efficiently utilizes cache space
contributed by peers by maximizing cache availability of streams in the cache peer community, and therefore
decreases the delay for stream retrieval. Second, it is tolerant with respect to dynamic membership changes
such as peer up/down events by considering node availability.
3.2 Related Work
Different from traditional data caching, multimedia caching for streaming data at the proxy was proposed
by different researchers[75, 76, 77]. Segment-based caching was investigated and supported, particularly for
multimedia caching in different works[51, 69, 59, 78, 79]. However, these were discussed in the single cache
scenario, therefore lacking cooperative schemes such as replication and load balancing problems. Various
interval-based caching schemes were also introduced[80, 81]. However, these schemes are closer to the buffer
management scheme at the proxy, which do not have much consideration of requests for multiple streams
by users.
The limitation of a single cache was addressed in several works[82, 83]. Distributed caching has been
mostly discussed in data caching including web caching, and have either hierarchical[84] or flat structures[85].
P2P caching schemes[86] mostly have flat structures. Different P2P caching schemes generally focus on search
algorithms and replication techniques, but have little consideration for network distance and bottleneck
problem. Moreover, these work are primarily for web caching, but there is little work for multimedia caching
in a P2P overlay environments[17].
Work by Kangasharju et al.[87] and Yu et al.[88] discuss the optimal duplication of data objects in P2P
communities and the minimum-cost replication problem, respectively, that might have similar configurations
for our caching scheme, however, they lack of consideration of multimedia streaming issues.
Streaming media workload has also been discussed by Chesire et al.[89] and Tang et al.[90]. Even though
the traces they gathered from multimedia servers help to understand the access behavior of multimedia
clients, the pattern of access/query in P2P overlay networks has not been clearly investigated yet.
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Figure 3.1: Cooperative P2P Community
3.3 Cooperative Overlay Caching
The cooperative P2P community consists of peer clients that have computing power, storage space, and
network connections to shared networks, such as the Internet. Each peer joins and leaves the community
with an appropriate authentication procedure. Once accepted in the community, the peer exploits other
peers’ storage and network resources, and, at the same time, contributes its storage space and network
bandwidth to the community. This architecture (as shown in Figure 3.1) comprises the cooperative overlay
caching space. When a specific peer tries to retrieve a new multimedia stream such as audio and video from
a server, it first looks up the storage space of its peers in its community as shown in Figure 2.1.1 If the
stream is found in the community, the client retrieves the stream from its peer(s), not from the server. After
retrieving the stream, the client determines whether it caches the stream in its own storage space or not. If
the client always stores (caches) the stream, then there might be excessive duplicates of the same stream in
the community, which might cause inefficient utilization of shared cache space in the community. If the client
does not store the stream in the case of cache hit in the community, then all requests from different peers
in the community might be forwarded to the same peer which has the requested stream. This might cause
longer delays for stream retrieval and high service unavailability, due to limited service capability affected by
computing power and network bandwidth. In addition, any peer in the community could leave without any
notification and a peer might sometimes be down for maintenance. Therefore, the following criteria should
be considered for designing and maintaining cooperative overlay caching.
1Note that the server’s distance from any of the P2P community peers is an order of magnitude higher than the peers’
distance from each other. For example, a situation of a server located in Japan and all peer nodes being located at UIUC would
satisfy our assumption.
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• Creation and maintenance of community: Peers in a cooperative P2P community could be either pre-
defined in a specific geographical region, such as community network by residential homes, or widely
spread in wide-area-networks, such as the Internet. In order to have a tolerable delay for stream
retrieval, any two peers in a community should be located within the distance of a tolerable delay dt.
We assume that there is an underlying P2P substrate to measure the distance of peers in terms of
network delay, so that any stream retrieval in a community does not have an excessive delay longer
than dt [91].
• Handling of peer up/down events: Since peers are possibly maintained by different maintenance author-
ities, stable membership in a community is no longer valid. Especially in a heterogeneous computing
environment, peers could be mobile devices, which might frequently join or leave the community. The
cooperative community should handle this peer’s behavior without causing a malfunction or breakdown
of the whole system.
• Search and lookup capability: When any cache entry in a peer is changed, the other peers in the
community should know this change for lookup in the future upon its stream request. There might
be either centralized or distributed ways of cache lookup schemes. In a centralized scheme, there is a
specific peer that keeps a record of cache entries of peers in a community. In a distributed scheme, a
peer finds cached streams in its peers by flooding or other scalable query/discovery methods.
• Cache allocation and replacement: When a stream request is issued by a peer in a community, the
community then determines whether this new stream should be cached or not, and if cached, where it
should be cached. If there is not a great enough number of peers having popular streams, then these
peers would be congested with other peers’ cache retrieval, therefore suddenly becoming a performance
bottleneck. On the other hand, if there is an excessive number of duplicates of popular streams in a
community, it is possible that there is not enough space for unpopular streams, so that the retrieval
of such streams might struggle with a longer delay.
• Fair utilization of shared resources: Each peer might contribute its resources, such as cache space
and serving network bandwidth, to its community. In this scenario, differently contributed resources
should be allocated fairly to the group of peers, so that the community minimizes inefficient utilization
of cache space and network bandwidth.
35
3.4 Cooperative Placement Algorithm
3.4.1 Assumptions, Models, and Definitions
Suppose a multimedia stream consists of a series of segments (e.g., a segment could be a group of pictures
(GOP) in MPEG, or a frame in MJPEG video), and a segment is the base unit of cache allocation. Since the
size of a multimedia stream spans from a few seconds to a few hours, this segment-based caching has been
recommended in many previous works [51, 52, 59]. In addition, segment-based caching is more compatible
with VCR operations such as pause, fast-forward, backward for the video-on-demand service, and is regarded
more tolerant in a mobile and ubiquitous computing environment. Here without loss of generality, a segment
of each stream is denoted as si (i = 0, 1, ..., I) (with the same size), where I represents the total number of
segments in the whole stream. In a P2P community group, each peer is denoted as pj (j = 0, ..., J), where
J is the total number of peers in the P2P community.
If a peer pj wants to retrieve a stream segment si from the community and play it locally, then the delay
dj for the retrieval is calculated as:
dj = A(si)dj∗ + (1−A(si))dj∞ (3.1)
where A(si) is the scalar value representing the availability of the segment si in the community (A(si) ∈
[0, 1]), dj∗ is the average delay from the peer pj to any peer in the community (dj∗ ≤ dt, where dt is the
maximum delay between any pair of peers in a P2P community), and dj∞ is the delay from pj to the server
which originally stores the segment si. Since dj∗ < dj∞, maximizing A(si) is to minimize dj .
A(si), the availability of the segment si in a community is determined by the node availability, link
capacity of the peer, and the number of duplicates of the segment si:
A(si) = 1−
J∏
j=1
(1− qjajxij) (3.2)
where qj is the node probability of availability of pj (0 ≤ qj ≤ 1), aj is the admission probability of
request for si at pj (0 ≤ aj ≤ 1), and xij is the index parameter representing the existence of a given
segment at a particular peer:
xij =

1 if si is cached at pj ,
0 otherwise.
(3.3)
To simplify, if the admission probability aj is determined by the capacity of servicing network bandwidth,
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then aj can be expressed as the servicing (outgoing) network bandwidth, normalized by the maximum
servicing network bandwidth:
aj =
bj
max(b1, b2, ..., bJ)
(3.4)
If the node availability qj with its admission probability aj is regarded as a single parameter, Qj , then
Equation 3.2 is rewritten as:
A(si) = 1−
J∏
j=1
(1−Qjxij) (3.5)
The purpose of our caching algorithm is to increase A(si) for all si in the community, therefore minimizing
dj . However, since cache space in the community is limited, it is not possible to increase A(si) for all si. Here
we note that we do not consider any dependency of segments in terms of their placement. This is mainly
because (1) the access patterns from users are pretty diverse and still unknown depending on characteristics
of multimedia streams, i.e., category (e.g., educational clip or entertainment movie) and length (e.g., short
video clip or whole movie stream), and (2) we consider interactive VCR operations such as fast-forward and
rewind, so that the tight sequencing relationship among segments is no longer valid. Table 3.1 summarizes
the notations used in this chapter.
Table 3.1: Summary of Notations
Notation Meaning
si Segment i
pj Peer j
dj Delay at pj for stream retrieval
A(si) Availability of si in a community
qj Probability of pj ’s availability
aj Admission probability at pj
3.4.2 Availability-based Caching Replacement Algorithm
When the entire cache space of the community is occupied, then an appropriate cache replacement scheme
should select a victim stream which is evicted in the cache space and replaced with the stream newly
requested by peers. Traditional cache replacement algorithms such as Least Recently Used (LRU), utilizing
temporal locality, have been known to be less effective for stream caching than data caching, due to its
lack consideration of stream size [92]. Usually the size of streams is large, varying from a few kilobytes to
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a few hundred megabytes. In this case, an unpopular large stream could evict a bunch of small popular
streams in the cache, which is not good for the performance of caching 2. In this section, we will explain
our availability-based caching replacement algorithm in the distributed and cooperative environment. First,
we look at the homogeneous environment where each peer has the same probability of availability (e.g.,
Qj = Q,∀j ∈ J). Then the following theorem is derived:
Theorem 1. If the probability of availability of all peers is the same (e.g., Qj = Q,∀j ∈ J), and there is
a (cache) capacity constraint at peers, then the average availability for a stream segment ( 1I
∑I
i=1A(si)) is
constant at the steady state (e.g., cache space is completely occupied with cached streams).
Proof. With Qj = Q(∀j ∈ J), 1I
∑I
i=1A(si) is:
1
I
I∑
i=1
A(si) =
1
I
I∑
i=1
(1−
J∏
j=1
(1−Qxij))
= 1− 1
I
I∑
i=1
J∏
j=1
(1−Qxij)
(3.6)
Since there is a capacity constraint in the cache space, which means
∑J
j=1 Cj <
∑I
i=1 size(si), where Cj
is the cache size of the peer pj and size(si) is the size of segment si, there is at least one xij which is zero.
In equation 3.6, we select two elements, xi1j1 and xi2j2 , which are 1 and 0, respectively, and then flip them
into 0 and 1. The resulting
∑I
i=1A(si) is not changed by this flipping when
∑I
i=1
∑J
j=1 xij is constant,
which means that, in steady state, any reallocation of any cached stream in the community does not affect
the total availability of streams.
From Theorem 1, the following corollary is derived.
Corollary 2. If the probabilities of availability of all peers are the same, and a caching replacement
algorithm replaces the segment si with si′ , then the availabilities of the segments except si and si′ are not
changed.
From Equation 3.1 and Theorem 1, in order to have a minimized delay for retrieval of a segment si,
increasing the minimum A(si) for si without decreasing other A(si′) (where si′ , ∀i′ ∈ {1, 2, ..., I}, i′ 6= i) too
much, is a key factor3. In reality, the availability of each peer (Qj) might dynamically change over time, so
we propose the following algorithmic approach to achieve the minimum delay for the stream retrieval.
2We do not assume any relation between popularity and size of streams in our replacement algorithm, but usually Zipf
distribution is regarded as a good approximation of popularity-size relation.
3This replacement policy is conceptually similar to the rarest-first retrieving policy in BitTorrent-type of P2P file sharing
system[93].
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Algorithm for Cooperative Cache Replacement
Upon the request for the stream {s′1, s′2, ..., s′K},
1 for k = 1 to K
2 Replace segment(s′k);
Function Replace segment(s′i)
1 Amin :=∞, imin := 0;
2 ∆max = 0, imax = 0; jmax = 0;
3 for i = 1 to I
4 if (Amin ≥ A(si)) then
5 Amin := A(si);
6 imin := i;
7 for (i = 1 to I) and (j = 1 to J)
8 Calculate A′j(si), ∀si with possible replacement and updated Qj .
9 δinc,j = A′j(simin)−Aj(simin);
10 δdec,j =
∑
i 6=imin(A
′
j(si)−Aj(si));
11 ∆ij = δinc,j − δdec,j ;
12 if (∆ij > 0 ∧∆max < ∆ij) then
13 ∆max := ∆ij ;
14 imax = i;
15 jmax = j;
16 if (imax 6= 0) then
17 Replace simax located at pjmax with s
′
i.
In the algorithm, specifically on line 8, ‘possible replacement’ represents all the cases when si (i 6= imin)
in any peer pj , ∀j ∈ J is replaced with si′ (i′ = imin). In this case, xij which was one, changes to zero; and
xi′j which was zero, changes to one, after the replacement. Note that this algorithm measures exactly the
availabilities of all stream segments from all peers, but it has O(I2J) time complexity and O(J2) message
exchange for xij among peers upon every change of cache entries, which might be expensive when there are
many segments and peers.
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Example of Replace segment Suppose that there are three peers p1, p2 and p3 in a P2P cache commu-
nity. Each peer has a two-segment size of cache space. Each p1, p2, and p3 has its availability (Qj) of 1.0, 0.8,
0.6, respectively. In steady state, let us assume that p1, p2, p3 caches the segment sets {s1, s2, s3}, {s3, s4, s5},
{s4, s6, s7}, respectively. In this configuration Conf1, the availabilities of each segment are calculated from
Equation 3.5:
Conf1 : A(s1) = 1.0, A(s2) = 1.0, A(s3) = 1.0, A(s4) = 0.92,
A(s5) = 0.8, A(s6) = 0.6, A(s7) = 0.6, A(s8) = 0.0
Later, let us suppose that there is a new segment request for s8 at p2. Then, p2 locally computes the
change of availabilities in the 9 possible replacement cases. Among them, the replacement of s4 at p2 with
s8 is the case when ∆ on the line 11 in the above algorithm will be ∆max.
Conf2 : A(s1) = 1.0, A(s2) = 1.0, A(s3) = 1.0, A(s4) = 0.8,
A(s5) = 0.8, A(s6) = 0.6, A(s7) = 0.6, A(s8) = 0.6
Conf1 → Conf2 : δinc = 0.6, δdec = 0.92− 0.8 = 0.12,∆ = 0.48
Therefore, s4 at p2 is replaced by s8.
3.4.3 Approximation of Algorithm
In reality, it is not possible for each peer to have the same probability of availability, and to keep a record
of all cache entries located at neighbor peers, and to exchange every updated information of xij upon every
change of cache entries. Instead, it is more feasible in terms of the number of exchanging messages for
each peer to ask the number of duplications of a segment si in the community from the subset of neighbor
peers. This type of message exchange and information gathering is more compatible with popular epidemic
protocols[94] in P2P networks.
Suppose that, at a given time, peer pj has n˜ number of close neighbor peers4, and has only the information
about the number of duplications of the segment si from them. Originally, the availability of the segment si,
A(si) is given in Equation 3.5. Recall that the probability of availability of a peer pj , Qj is a parameter which
is measured by its neighbor peers, whereas xij is the information that the peer pj sends to its neighbors. To
plug the information about the number of duplicates of the segment into this formula, let us sacrifice the
accuracy of the Qj at this point. We will compensate for the error caused by this approximation of Qj by
selecting a victim peer later in this section. The average of Qj , Q¯ is given as:
Q¯ =
∑J
j=1Qj
J
(3.7)
4Recent work [95] also supports the biased selection of peer selection closer to its neighbors in the same ISP.
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Then, the availability of the segment si is derived from Equation 3.5:
A(si) = 1−
J∏
j=1
(1− Q¯xij)
= 1− (1− Q¯)N˜(xi)
(3.8)
Where the approximation of the number of duplicates of the segment si in the community is given as (J˜
is the number of subset neighbor peers which exchange messages with the peer pj):
N˜(xi) =
J
J˜
∑
j∈J˜
xij (3.9)
Equation 3.8 means that, from the approximation of Qj and incomplete information of xij , the availabil-
ity of a stream segment can be calculated. Based on Equation 3.8, the approximation of cooperative caching
replacement is as follows. Note that this algorithm only selects the victim segment si, not the exact peer
location.
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Approximation Algorithm for Selecting Victim Segments
Upon the request for the stream {s′1, s′2, ..., s′K},
1 Svictim = ∅; svictim = 0;
2 for k = 1 to K
3 svictim ← Find Victim(s′k);
4 Svictim ← Svictim ∪ svictim;
Function Find Victim(s′i)
1 Amin :=∞, imin := 0;
2 ∆max = 0, imax = 0;
2 for i = 1 to I
3 if (Amin ≥ A(si)) then
4 Amin := A(si);
5 imin := i;
6 for i = 1 to I
7 Calculate A′(si),∀si from Equation 3.8.
8 δinc = A′(simin)−A(simin);
9 δdec =
∑
i 6=imin(A
′(si)−A(si));
10 ∆i = δinc − δdec;
11 if (∆i > 0 ∧∆max < ∆i) then
12 ∆max := ∆i;
13 imax = i;
14 Return s′i.
Once a victim segment svictim is selected by this approximation algorithm, there might be more than one
peer that caches the segment svictim. When there are multiple peers that cache the victim segment svictim,
there might be different policies to select a specific peer having svictim. This peer might be either one with
high availability, one with high network bandwidth, or one that is randomly selected. The peer which would
be selected here will initiate a transmission of svictim from the peer pj to itself. Therefore, in order to decrease
delay for stream retrieval, selecting a peer which has large available network bandwidth and high availability
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is a key factor. The following is our proposed peer selection algorithm which will perform a cache replace-
ment algorithm for each svictim, for the segment selected by the previous victim segment selection algorithm.
Approximation Algorithm for Cache Replacement
For each s′i, among the candidate peers {pj} (j ∈ J ′) having each svictim,
1 B′max = 0, jmax = 0;
2 for j = 1 to J ′
3 B′j = QjBj ;
4 if (Bmax < B′j) then
5 B′max := B
′
j ;
6 jmax := j;
7 Replace svictim with s′i at pjmax .
In this algorithm, J ′ represents the number of candidate peers with svictim (J ′ ⊆ J), Bj represents the
currently available network bandwidth serving neighbor peers, and B′j represents the calibrated network
bandwidth with availability Qj .
3.4.4 Caching Protocols
The approximation of victim segment selection and the cache replacement in previous sections assume that
there is a P2P substrate that not only measures the distance between every peer to form a cache community,
but also measures the probability of availability Qj . This information might be the ratio of blackout time
of the peer pj over total execution time of the system, which is measured by its neighbor peers. Qj is not
a specific information different to peers, but a global information in the community. Therefore, in order to
reduce the flooding of this information, a particular peer could measure this information for only a subset
of peers in the community and could deliver it to the other peers which does not have the information, with
any epidemic protocol.
Once a particular peer pj receives a request for a stream segment s′i, then pj selects the victim segment si
based on Qj from its neighbor peers. Once the victim segment is selected by pj , then it selects its neighbor
peer among candidate peers pj having svictim, based on the information of calibrated network bandwidth,
B′j . These two algorithm are locally executed at pj based on the information of Qj and N˜(xi). The real
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transmission of s′i is performed from pj to the one of candidate peer, pjmax , after the playback of s
′
i is done
at pj .
3.5 Simulation I
In this section, we compare our availability-based caching replacement algorithm with the segment-based
LRU algorithm. We measure the average delay of segments of streams for our non-approximated cache
replacement algorithm, then compare it with the approximated version of the algorithm and the segment-
based LRU algorithm.
3.5.1 Simulation Methodology
To evaluate the performance of the caching schemes, we have implemented them in our event-driven dis-
tributed caching simulator. Given a multimedia workload which contains the information of each peer’s
access to multimedia streams. The simulator performs one of distributed cache replacement algorithms in
a predefined network topology. In this simulation, 100 peers are generated in a P2P cache community, and
each peer has 100 MB of cache space. Delays between any pair of peers are randomly selected to be less
than 50ms (e.g. dt = 50ms). When there is a cache miss for a particular segment in the community, the
delay to accessing a multimedia server to retrieve the segment is set to be [100ms, 300ms]. The inbound and
outbound network bandwidth of each peer are set to 5 Mbps. When there are multiple streaming sessions
among peers, the available network bandwidth is proportionally utilized for each session. If there is a peer
overloaded with requests for cache retrieval from other peers, then it is congested and causes a longer delay
for cache retrieval.
We generate a multimedia workload using MediSyn, the synthesized multimedia workload generator[90].
One of the characteristics of this workload is to allow for variable session duration time, which could have a
similar effect as the play/stop VCR operations. This feature simulates the case when a peer stops the request
for transmission of the stream at any time during a streaming session. The default configuration parameters
are used, except that the trace duration is modified to four days. Table 3.2 shows a brief summary of the
multimedia workload used in this simulation. In addition, we allocate each request in the workload trace to
one peer in the community randomly.
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Table 3.2: Summary of Multimedia Workload for Simulation
Parameters Values
Duration of simulation 4 Days
Total number of requests 101464
Average access rate 0.29 (1/sec)
Total number of streams 1000
Average stream size 5.992 MB
Max. stream size 258.83 MB
Min. stream size 7 KB
Stream encoding rates 28.8,56,128,256,350 kbps
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Figure 3.2: Effect of Segment Size on Cache Performance
3.5.2 Simulation Result
Effect of Segment Size In order to investigate the effect of the segment size of multimedia streams on
the cache performance, we have different segment sizes (50kB, 100KB, 500KB, and 1MB) and perform the
simulation. In this simulation, the availabilities of peers (Qj) are set to 1.0. After confirming each peer’s
steady state (e.g., its cache space is fully occupied), the delay for each retrieval of stream segment is recorded.
Figure 4.3 shows the results of different algorithms in one peer in the community. Note that the other peers
in the community show similar statistics.
ORIGIN, APPROX, and LRU represent the non-approximated algorithm, approximated algorithm, and
LRU algorithm, respectively. As the segment size gets bigger, the average delay becomes longer. This is
because, as the segment size becomes bigger, the number of cache slots in each peer decreases. In addition,
our approximated algorithm has a very similar result to the non-approximated one, and the LRU algorithm
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Figure 3.3: Effect of Peer Availability on Cache Performance
shows the longest delays in all segment sizes. This can be explained by the access pattern in the workload
trace. The multimedia workload that we use has a popularity distribution for each stream access (e.g.,
Zipf-like distribution), so that a small portion of popular streams have dominant access frequencies over
unpopular streams. In this configuration, especially with a large cache segment size, an unpopular stream
which is requested infrequently are prone to be evicted by popular streams. However, our availability-based
cache replacement algorithm shows that it tries to keep the minimum availability of unpopular segments,
which decreases the average delay for stream retrieval.
Effect of Peer Availability In order to see the effect of peer availability (Qj), different probabilities of
peer availability are set up: 0.6, 0.8, 0.9, and 1.0. The segment size is set to 100 KB. Each peer performs its
operation only in its available time period, and does not have any response from its neighbors in its blackout
time. The start times of this blackout period are randomly assigned to each peer. Figure 4.4 shows the
average delays for stream retrieval with three different algorithms. Again, these statistics are gathered in
one of peers in the community, and the rest of the peers show a similar performance.
Figure 4.4 shows how our cache replacement algorithm is tolerant to the peer up/down event. Again,
the LRU algorithm shows the worst performance in this scenario, because it has a very diverse range of
duplications for each segment of streams; therefore, the segments with less availabilities (A(si)) are easily
unreachable to neighbor peers, which might cause longer delays for stream retrieval.
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3.6 Simulation II
We investigate more the details of performance issues of distributed caching itself, additional simulations
are performed. For the facilitation of calculation, some of tunable parameters are modified and sometimes
simplified for more interesting parameters.
3.6.1 Definition of Availability
The availability of a cached object(entity) in a P2P overlay network is defined with the combination of two
parameters: one is the actual degree of existence of an object in the network and the other is the resource
availability of the node that caches that object. The resource availability generally includes the capacity of
resources that can be shared by peer nodes, such as network bandwidth, and the level of contribution, such
as the period of time when such resources are exposed to other nodes. Here we more focus on the reliability
of nodes in overlay networks, so the availability of the segment i, A(si) is defined as:
A(si) =
∑J
j=1 ajXj∑J
j=1 ajej
(3.10)
where aj is the availability of node j, ej is the number of cache entry at j, and Xij is the existence of
the segment si at node j. Simply A(si) is the normalized probability that the segment i is located in the
aggregated cache memory in a group of peer nodes. The example parameter to represent the availability of
the node is mean-time-between-failure (MTBT). The availability of each node is periodically monitored by
its peer nodes and updated accordingly.
3.6.2 Cache Model
In the previous model and simulations, any peer node can not only fetch contents from peer nodes, but also
write a new entry of cached contents into others’ cache memory. This global utilization of cache memory is
feasible particularly in the network where a group of nodes are located closely and tightly, so that the update
of cached entity and exchange of this information is not so expensive. However, in certain networks where
nodes are loosely coupled especially in different administrative domains, this remote-write operation could
be very expensive and cause the whole cache system unstable. Therefore, we allow a local write operation,
which means that, if there is a need for eviction of the cached entry for a new entry, then the eviction
happens in the cache memory of the node that initiates such a replacement. However, a remote read(fetch)
operation is only limited to the range of the peer boundary. The peer boundary is defined as the number of
peers that a particular peer node shares the contents in the cache memories with. There are three possible
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scenarios in terms of peer boundary.
• Global lookup/fetch: All the nodes in a collaborative overlay network allow to lookup and fetch the
contents of cached memories of other peer nodes. This is a kind of full collaboration of information
sharing.
• Local lookup/fetch: This is the equivalent of traditional individual caching at a particular node without
collaboration. Each node not only updates its contents in its cache memory, but also looks up the
contents in its own cache memory only.
• Partial lookup/fetch: Each peer only looks up the contents in the cache memory in its own neighbor
peers, which means that the peer boundary is less than the total number of nodes in the network.
3.6.3 Content/Replacement Model
In the previous simulations, the replacement algorithm tries to find the victim entity that can be evicted
with the maximal increase of the overall availability of the segments with the minimum decrease of that of
evicted segment. Eventually this algorithm tries to maintain the target availability that every segment is
assumed to be requested equally. The main purpose of this algorithm is to minimize the communication
cost to contact a remote server to fetch segments, but the user access pattern for different segments are not
considered. Therefore, we consider the content model and adapt it to the replacement model as well.
Each node monitors the access pattern for stream segments from users and exchanges this information
with its neighbor peer nodes which is defined with the peer boundary. Let A(si) be the availability of
the segment i in a particular collaborative group within a peer boundary and P (si) be the popularity of
the segment i or the probability that si will be requested in a near future. P (si) is either measured by
the summation of frequencies of user requests from the nodes in the boundary divided by the total access
frequencies over all the segments, or based on the recently requested time. Let A¯ and P¯ be the availability
and probability vectors over segment 1 to I. The goal of the cache replacement scheme at each node is to
minimize the error between A¯ and P¯ .
When a new request for the segment si comes in the node k, node k updates P (si) and disseminates this
information to its neighbor nodes. It also compares A¯ and P¯ based on the exchanged information among its
peers and to select two entries for replacement. Precisely it selects two entries with the positive and negative
values of A(si) − P (si) and evicts the entry with the most positive value for the new entry with the most
negative value of A(si) − P (si). Eventually the replacement algorithm tries to maintain the availability of
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all the segments proportional to its access probability. 56
3.6.4 Simulation Methodology
Similar to the previous simulations, we use multimedia workload generated by MediSyn[90]. We use the
default parameters defined by MediSyn and assume that stream requests are coming from any of peer nodes
randomly. The total number of nodes in a network is 50 and all the nodes are homogenous with the same
cache size, segment size, and replacement policy. We are interested in how the following parameters would
affect the performance of distributed caching in P2P overlay networks.
• Effect of cache/segment size: The cache size is the size of cache memory at each node and segment
size is the unit of caching segment in the cache memory.
• Effect of replacement policy: We compare three different replacement policy schemes, which are LRU,
LFU and our availability-based policy.
• Effect of pre-fetch policy: Multimedia streams have a tendency to be accessed sequentially without
too many interruptions from users, so the very next segments stored in a cache memory have high
probability of being accessed in a near future. Therefore, when the replacement of cache entries is
executed, the very next segments of the stream which is currently being served by its neighbor nodes
should be protected from the replacement.
• Effect of peer boundary: The peer boundary is defined as the number of peer nodes which shares the
same information regarding the availability and popularity of cached segments. The boundary, for
example, is local, partial, and global as defined in the previous section of cache model.
• Effect of membership changes: We simulate a node leave and join in a dynamic P2P overlay network
with Poisson model with mean event time. With the fixed value of mean time, a randomly designated
node leaves and joins the network. When it leaves and joins, contents of cache memory is set to the
initial state and it populates segments again.
3.6.5 Simulation Results
We present the simulation result in this section based on the configurations described above.
5If the number of segments is too large, then only top-k popular segments could be considered to calculate A and P .
6We define P (si) as the popularity that the segment si will be requested in a near future in the next simulation setup based
on the recently requested time.
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Figure 3.4: Effect of cache size
Effect of cache size and replacement policy: We set different cache sizes, by having different segment
size and cache entries. Each node has 5GB, 10GB, 20G, and 40GB of cache memory and the segment size
is set to 50KB. Figure 3.4 shows the total hit rate vs. cache size.
Also, we compare three different cache replacement policies with two different number of neighbor nodes.
For example, LRU/AVAIL(25) policy represents LRU and our availability-based replacement policy with
the 25 neighbor nodes among 50 total nodes. Since we do not have a node leave and join in this sce-
nario, availability-based replacement policy behaves exactly the same as LRU policy. LRU/AVAIL(50) and
LFU(50) has a full information exchange among 50 nodes. We see that LRU and AVAIL policy show a
slight better performance in terms of total hit rate over all cache size range than LFU. In addition, as more
nodes collaborate together, the total hit rate increases due to large aggregated cache space and more correct
information of cache entities.
Effect of segment size: We fix the size of each node’s cache size as 5GB and have different segment
sizes, 25, 50, 100 KB, respectively, for different replacement policies and number of neighbor nodes. For
example, LFU(50) represents the LFU policy with 50 neighbor nodes. As we can see, the performance of
LRU and AVAIL policy do not seem to be affected by different segment sizes, whereas LFU favors larger
segments size.
Effect of peer boundary: Figure 3.6 shows the effect of peer boundary, i.e., number of neighbor nodes
that shares the cache memory and the information of resource availability. The cache size is fixed to 5GB
per each node and has 50KB of segment size. We have 1, 5, 10, 25, and 50 neighbor nodes in this graph. As
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Figure 3.7: Effect of membership changes
more nodes collaborate as a group, the overall hit rate increases, mainly due to the aggregated cache size.
Effect of membership changes: Figure 3.7 shows the effect of membership changes in dynamic P2P
overlay networks. In Figure 3.7, we use a simple Poisson model to generate leave and join operation of nodes
with different mean values, 10, 30, 60, 120 minutes. For example, 10 minutes of average up/down period
represents that a specific node begins to operate and leaves its neighbor group for 10 minutes and comes
back in 10 minutes. When a node leaves its collaborative group, we assume that the cache contents are all
flushed. Once this leave event happens, the rest of its neighbor nodes tries to update the availability of cache
contents and reliability of the nodes. In Figure 3.7, as the average of up/down period increases, the overall
cache performance becomes better. Since the rate of stream request from users is much higher than this
node up/down rate, the overall cache seem to survive this membership changes or abrupt node failure during
the increased operation period. Among three different replacement policies, our availability-based one shows
better performance than LRU and LFU, which means that it seems to react the membership changes more
quickly than the others.
3.7 Simulation III
For further validation of our distributed caching algorithm with the real scenario, real media server traces
were used with the simulation. The traces were logged from the Windows media servers in the Department of
Computer Science at the University of Illinois at Urbana-Champaign during 2005-2006 academic year. These
clustered media servers mainly host class videos and seminar lectures available to the campus communities.
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The servers records the logging information from both servers and clients.7
3.7.1 Media Server Traces
The traces used for analysis of user access pattern and for distributed caching protocols are divided into two;
one is recorded from August 20, 2005 to December 20, 2005, and the other is recorded from January 10, 2006
to May 17, 2006, which will be referred as Fall-2005 and Spring-2006, respectively. Since the school offers a
quite different set of lectures in each semester, each semester shows different set of media files accessed by
users. This is one of the reasons why we analyze these two traces separately. Table 3.3 shows the summary
of them.
Table 3.3: Summary of Windows Media Traces
Parameters Fall-2005 Spring-2006
Total number of days 122 127
Total number of media files 591 533
Total number of accesses 26027 34216
Average access rate (#/hour) 8.89 11.23
Min/Avg/Max file size (MB) 0.089/86.3/719.2 0.051/65.0/199.1
Min/Avg/Max file length (Mins) 0.06/70.9/180.8 0.33/61.1/155.5
Min/Avg/Max start time (Mins) 0/21.2/178.5 0/13.6/105.3
Min/Avg/Max session duration (Mins) 0/3.64/89.5 0/3.01/120.9
Figure 3.8 and 3.9 show the histogram and cumulative distribution function of media file length of
Fall-2005 and Spring-2006, respectively.
3.7.2 User Access Pattern
Session start time
Windows media player allows users to control the sequence of playing videos by locating the progress bar
of the player to any time point at which the users are interested to watch the video. The start time in the
table represents the time point where the user skips some time frames during the playing session and newly
starts to watch the video from that point. Figure 3.10 shows the typical user operations of playing video in
this model.
Initially a user starts a playback of a video at time 0 and watches the video until the playback reaches
time t1. At time t1, the user moves the progress bar of the video player to skip the playback of the video
7The detailed information of logging model for Windows Media Service is available at [96].
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Figure 3.8: Media file length (Fall-2005)
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Figure 3.9: Media file length (Spring-2006)
Figure 3.10: Typical user operations of playing video
54
 0
 2000
 4000
 6000
 8000
 10000
0-6 6-12 12-18 18-24 24-30 30-36 36-42 42-48 48-54 54-60
 0
 0.2
 0.4
 0.6
 0.8
 1
N
um
be
r o
f A
cc
es
se
s
CD
F
Start Time (Minutes)
Start Time (Fall 2005)
Number of Accesses
CDF
Figure 3.11: Start time (Fall-2005)
segment between t1 and t2 and continues to watch the video from time t2. Similarly the user can stop playing
the video and skip the playback at time t3 in the streaming session.
Figure 3.11 and 3.12 show the histogram and cumulative distribution function of Fall-2005 and Spring-
2006, respectively. As we can see, the start time of media sessions for both traces shows the heavy-tailed
distribution, which can be explained as the characteristics of accessing lecture-type of long media files.
Session duration
Figure 3.13 and 3.14 show the histogram and cumulative distribution function of the session duration of Fall-
2005 and Spring-2006, respectively. A session duration is defined as the time period of playback without
any user’s VCR operation. Even though both have similar average of session duration, Fall-2005 has more
short sessions whereas Spring-2006 has more spread distribution to the longer sessions.
Daily access pattern
Figure 3.15 and 3.16 show daily access pattern from users during the entire period of each semester. We
easily notice that the media files are highly accessed at the end of each semester during the final exam period
(about 120th day) and the first third and the middle of the semester. Also, during the Thanksgiving and
Spring break period, the number of media access goes down below the average.
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Figure 3.12: Start time (Spring-2006)
 0
 5000
 10000
 15000
 20000
0-6 6-12 12-18 18-24 24-30 30-36 36-42 42-48 48-54 54-60
 0
 0.2
 0.4
 0.6
 0.8
 1
N
um
be
r o
f A
cc
es
se
s
CD
F
Duration (Minutes)
Session Duration (Fall 2005)
Number of Accesses
CDF
Figure 3.13: Session duration (Fall-2005)
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Figure 3.14: Session duration (Spring-2006)
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Figure 3.15: Daily access pattern(Fall-2005)
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Figure 3.16: Daily access pattern (Spring-2006)
3.7.3 Simulation Methodology
We are interested in how the proposed availability-based caching algorithms works with the real traces
shown above. Particulary, we are interested in the robustness of the caching algorithm vs. node failure.
Since each node in P2P overlay networks can leave and join in any time, the state information such as the
availability of cached media blocks which are shared by the neighbor peer nodes is not always available or
not as accurate, especially in the transient period of time when the node is up and down. The robustness of
the caching algorithm can be shown as how early the whole system reaches to the desirable performance of
the distributed cache.
The two traces, Fall-2005 and Spring-2006 are fed into the distributed cache simulator used in the
previous simulations. In this setup, we set the unit segment size as 64KB and each cache node has a total
640MB of cache space. We have a total of 25 peers in the overlay network and each node has four neighbor
nodes which share the availability information of cached entries.
3.7.4 Simulation Results
Figure 3.17 and 3.18 show the simulation results of cache hit rate vs. failure period for two different caching
algorithm - one is LRU and LRU/Availabiilty. They have the common cache replacement algorithm, LRU
when the node needs to kick out an oldest entry in cache slots and empty the slots for the newly accessed
media blocks. The big difference between these two is that, LRU does not consider the node availability
when it calculates each cached entry’s availability, whereas LRU/Availability does. Note that we model
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Figure 3.17: Cache hit rate vs. failure period (Fall-2005)
the node failure as a Poisson process model with the average time, λ, where 1λ is the mean time between
failures (MTBF). For example, if we have 12-hour of average failure period in this simulation, each node in
the community fails and recovers to operate in every 12 hour.
For both Fall-2005 and Spring-2006, LRU/Availability shows a better performance of cache than LRU,
and the hit rate gradually decrease as the average failure period decreases, which means that more node
failure occurs. LRU/Availability maintains a certain value of hit rate throughout the range of different
values of failure period, whereas the cache hit rate of LRU dramatically decreases at some point as the
failure period decrease. This phenomenon is more noticeable with Spring-2006 than Fall-2005. Also the
cache performance is saturated to some point, for both LRU and LRU/Availability, which means that the
group of neighbor nodes can mask the performance degradation for a certain range of failure period, and as
the period becomes shorter, the performance becomes degraded.
3.8 Conclusion
In this chapter, we proposed our novel distributed cooperative caching algorithm for multimedia streaming,
supporting a large number of peers over peer-to-peer overlay networks. In order to facilitate multimedia
streaming and downloading service from servers, our caching scheme determines the appropriate availability
of cached stream segments in a cache community, determines the appropriate peers for cache replacement,
and performs bandwidth-aware and availability-aware cache replacement. In doing so, it achieves a small
delay for stream retrieval, stable bandwidth provisioning during retrieval session, and load balancing of
59
 0.4
 0.45
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0.85
 0  5  10  15  20  25
H
it 
ra
te
 (%
)
Average failure period (hour)
Cache Hit Rate vs. Failure (Spring 2006)
LRU
LRU/Availability
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clients’ requests among peers.
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Chapter 4
QoS-aware Object Replication
Many emerging applications for peer to peer overlays may require nodes to satisfy strict timing deadlines
to access a replica of a given object. This includes multimedia and hard real-time applications such as
distributed gaming. We formulate the QoS-aware replication problem, the goal of which is to locate the
minimum number of replicas to satisfy access time deadlines for all nodes while minimizing storage usage
in the overlay. Existing replication schemes cannot be used to solve this problem since they are best-effort
only. We show that finding a solution to the QoS-aware object replication in an arbitrary overlay topology
is intractable (NP-complete). We then present simple centralized as well as decentralized heuristics for QoS-
aware replication, and compare their performance experimentally. In addition, we investigate how these
decentralized heuristics effectively works in a real network.
4.1 Introduction
Content distribution networks (CDNs) and peer-to-peer (p2p) overlay networks replicate data objects such
as documents and multimedia sources in order to reduce access time, storage utilization, and bandwidth use.
However, all replication schemes suggested for p2p systems so far are best-effort only [87, 97, 35], while many
p2p applications are required to satisfy a priori specified bounds on access times. One example of such an
application is a multimedia distributed gaming application where a client needs to locate details of a target
object within a deadline [98]. Another example is a wide-area server farm that may require hard-real-time
guarantees [99] in order to satisfy service level agreements (SLAs).
Such applications require an object to be replicated so that every node in the p2p overlay can access a
replica within the a priori specified delay. At the same time, the replication scheme should create only the
smallest number of replicas so that additional storage usage is minimized. We call this the QoS(Quality of
Service)-aware object replication problem for overlay networks.
In this chapter, we first show that even a simple problem formulation is NP-complete; this means that
calculating the optimal object replication is prohibitively expensive, even in a static overlay with decision-
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Figure 4.1: Example of Object Replication in an Overlay Network
making delegated to a centralized node. We then present several distributed and decentralized heuristics
for object replication that are conservative, i.e., satisfy the specified access time deadlines, yet manage to
achieve low storage overhead. We validate our approximations with experimental results that evaluate and
compare the effectiveness of these distributed schemes.
QoS-Aware Replication in Overlays The problem is concretely defined as follows. Consider an arbitrary
overlay graph G = (V,E), with V the set of nodes and E ⊂ V × V the set of links between the nodes in the
network1. Each edge e connecting node i and j in E is associated with a delay d(i, j). Each node can access
the object in question, and is also capable of storing a replica of the object.
We first consider the simplest specification of the problem. The QoS-aware replication problem is to
assign to each node j a value of Xj either 1 or 0 (indicating whether the object is stored at node j or not), in
such a way that minimize
∑
i∈V Xi, so that for all nodes i, d¯(i, j) ≤ δ, where d¯(i, j) represents the measured
delay of the link from i to node j, which is the closest node to i that also has the object. δ is the deadline
required by every node to access the object. This is different from typical p2p replication problems since
our problem requires satisfaction of access deadline.
As an example, consider the overlay depicted in Figure 4.1. There are 10 nodes and 15 links, with
each node identified by its nodeID, and the delay specified on each link. Suppose each node has a delay
requirement δ =5 time units to retrieve an object from its neighbors. We show two different configurations
of object replication in Figure 4.1(a) and Figure 4.1(b). Object replicas are stored at the shaded nodes.
Both configurations have four replicas in the network, but node 1 in Figure 4.1(a) cannot retrieve the object
within 5 time units, whereas all the nodes satisfy the deadline in Figure 4.1(b).
The rest of the chapter is organized as follows. In Section 4.2, we describe the related work. Then, in
1Here we only consider the replication problem for a single object. An object is an independent unit data entity such as
state information in distributed games, web pages or multimedia streams in servers and proxies. Any two objects are assumed
to be semantically independent to each other and accessed independently.
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Section 4.3, we give a proof of NP-completeness of this problem and the centralized approximation solution
for this problem. We describe our distributed replication methods in Section 4.4. The simulation and
experiment are shown in Section 4.5 and finally Section 4.6 concludes our paper.
4.2 Related Work
Best-effort replication problems for overlays bear some similarity to the facility location problem studied
in operation research[100]. Depending on the capacity constraint, this problem can be either capacitated
or un-capacitated. The analogous problem in Computer Science is the distributed paging[101, 102], which
deals with the dynamic allocation of copies of files in a distributed network so as to minimize the total
communication cost over a sequence of read and write requests.
Recent research has studied replica placement on the Internet for efficient content distribution. Replica-
tion techniques are divided into mirror (or proxy) replication[103, 31, 104] and content replication[105, 106,
107]. The former has been often discussed in the web caching context[35].
In order for efficient media delivery in overlay networks for streaming applications, most work includ-
ing [108] have focused on how to construct an overlay multicast to achieve the maximum throughput or
the minimum delay. On the other hand, minimum or optimal replication problem has been discussed for
file sharing applications[87, 97]. Even though some of them discussed a decentralized and self-organizing
scheme, most work only provides the optimal bound of replications based on a centralized approach. Tang et
al.[109] considered the QoS requirements in context delivery among content servers. Among their two repli-
cation scenarios, the replica-aware service looks similar to our configuration. However, they only provided a
centralized greedy-based heuristic algorithm.
The QoS-aware replication problem discussed differs from the traditional content replication problem
in two ways. First, we guarantee the timed delivery of an object to every node in a network with the
minimum number of replicas in the network. Solutions for facility location, distributed paging, and optimal
replication algorithms, attempt to achieve the minimum cost of communication, not considering bounded
cost requirement for nodes. Second, as overlay networks contain nodes that are managed by independent
administrative authorities, a centralized replication protocol would be infeasible. The related work mentioned
above only provides a centralized solution.
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4.3 QoS-aware Object Replication
In this section, we show that the QoS-aware object replication problem is NP-complete. We give a centralized
heuristic for finding an approximate solution.
4.3.1 Intractability of Problem
We consider the QoS-aware replication problem outlined in Section 4.1. All content size is assumed to be
fixed, and storage capacity assumed to be infinite. The overlay graph may contain unidirectional and/or
bidirectional links.
The heuristics and distributed protocols we provide thereafter also work in systems where nodes have
finite storage – this is achieved by eliminating such nodes from the considered candidates for replica location.
The consistency of replicas when read and write operations are allowed has been discussed in many previous
work [110], so we do not consider it in this paper.
We now precisely define QoS-aware object replication problem. Let G = (V,E) be a graph with an
associated delay d(e) for each edge e in E and deadline δ for each node. Let V ′ be the set of nodes that
contains a replica of the object. The delay for a path is the sum of the delays assigned to the edges in the
path. Let d¯i be the minimum delay for the node i to retrieve the object among all the possible retrieval
paths from i to the replica set V ′. If a node has the replica, then, of course, d¯i = 0. In this setting, we want
to find a minimum-sized replica set V ′ ⊆ V such that the retrieval of the object at each node in V meets
the deadline, i.e., d¯i < δ for each i in V .
Theorem 1. The QoS-aware object replication problem is NP-complete.
We show that Minimum Dominating Set problem which is known to be a special instance of Minimum
Set Cover problem is reduced to QoS-aware object replication problem. Let us define formally the solution
of our replication problem, QAR as follows:
QAR = {〈G = (V,E), d, δ,m〉|There is V ′ ⊆ V such that d¯i ≤ δi and |V ′| ≥ m}, (4.1)
where G is a graph, d the delay of each link, δ the deadline for each node, d¯i the minimum delay for
node i to retrieve the replica, and m the size of the replica set, . The solution of Minimum Dominating Set,
MDS is the set
MDS = {〈G = (V,E),m〉|There is V ′ ⊆ V such that V ′ ∩ E = φ and |V ′| ≥ m} (4.2)
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It is well-known that Minimum Dominating Set is NP-complete [111, 112].
Suppose that we are given 〈G = (V,E),m〉 as an instance of Minimum Dominating Set. We consider
a delay d such that d = 1 for every e in E, and deadlines δ = 1 for each node i in V . Suppose that V ′
is a replica set. Since the delay for each edge is 1 and deadline is 1, a node must have a neighbor in V ′.
Therefore V ′ is also a minimum dominating set for G. On the other hand, if V ′ is a minimum dominating
set for G, then clearly V ′ is a replica set for G with respect to the unit delay and the unit deadlines. Hence
〈G,m〉 ∈ MDS if and only if 〈G, d, δ〉 ∈ QAR, where d = 1 for every e in E, and deadlines δ = 1 for every
node in V . It is clear that this reduction is computable in polynomial time.
4.3.2 Centralized Solution
The above proof gives us a centralized heuristic for the QoS-aware object replication problem. The main
idea is to modify the original QoS-aware object replication problem to the well-known Minimum Dominating
Set problem.
Centralized Algorithm for QoS-aware Object Replication:
1. Collect the link delay dij for every link eij (i, j ∈ {0, 2, ..., N − 1}) where N is the total number of
nodes in a network.
2. Construct the matrix B using the deadline constraint δ. B is a N ×N matrix and each element bij of
B equals δ.
3. Calculate the shortest paths from every node i to j (i, j ∈ N) and construct it with the matrix A. A
is a N ×N symmetric matrix and each element aij of A represent the delay of shortest path between
the node i and j.
4. Calculate the matrix A′ by subtracting B from A. Then, construct the matrix C by marking every
element in A′ which is less than or equal to zero with 1, and with 0 otherwise. Each element cij of C
represents the existence of edge between the node i and j. Note that C actually represents the graph
with no link delay information, which is used to find a solution to Minimum Dominating Set problem.
5. Construct the graph from the matrix C. If the element cij equals 1, then draw an edge between the
node i and j.
6. Find a solution of Minimum Dominating Set problem for this graph based on the approximation
algorithm for Minimum Dominating Set problem.
7. Allocate a replica of the object to each node which is the element of the minimum dominating set.
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We clarify the algorithm for our example of Figure 4.1. For that example, we obtain the matrix A
representing all pairs shortest paths. Each element aij(i, j ∈ [0, 9]) represents the delay of the link from the
node i to j.
A =

0 8 12 8 5 7 10 13 14 11
8 0 6 7 10 12 15 12 19 16
12 6 0 4 7 9 12 6 13 13
8 7 4 0 3 5 8 5 12 9
5 10 7 3 0 2 5 8 9 6
7 12 9 5 2 0 3 9 7 4
10 15 12 8 5 3 0 6 4 7
13 12 6 5 8 9 6 0 7 12
14 19 13 12 9 7 4 7 0 5
11 16 13 9 6 4 7 12 5 0

(4.3)
Since the overlay has bidirectional links, the matrix is symmetric. Then, construct the matrix B with
each element bij of B being the delay requirement δ.
B =

5 5 ... 5 5
...
5 5 ... 5 5
 (4.4)
If we subtract the delay requirement δ = 5 units of time from all the elements eij , we obtain the following
matrix A′.
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A′ =

−5 3 7 3 0 2 5 8 9 5
3 −5 1 2 5 7 10 7 14 11
7 1 −5 −1 2 4 7 1 8 8
3 2 −1 −5 −2 0 3 0 7 4
0 5 2 −2 −5 −3 0 3 4 1
2 7 4 0 −3 −5 −2 4 2 −1
5 10 7 3 0 −2 −5 1 −1 2
8 7 1 0 3 4 1 −5 2 7
9 14 8 7 4 2 −1 2 −5 0
5 11 8 4 1 −1 2 7 0 −5

(4.5)
We mark all the elements equal to or less than zero with 1, and with 0 otherwise to transform our
QoS-aware object replication problem to the dominating set covering problem.
C =

1 0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0
0 0 1 1 1 1 0 1 0 0
1 0 0 1 1 1 1 0 0 0
0 0 0 1 1 1 1 0 0 1
0 0 0 0 1 1 1 0 1 0
0 0 0 1 0 0 0 1 0 0
0 0 0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 0 1 1

(4.6)
Note that the matrix C corresponds to the following graph which does not have a delay information for
each edge, which will be used to calculate a minimum dominating set later.
Now we apply any approximation algorithm to select the minimum dominating set problem to locate the
replicas in the subset of the nodes in the graph. if we select the node 0, 1, 3, and 8, then the the nodes that
are covered by the nodes 0, 1, 3, and 8 are:
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Figure 4.2: Transformed graph from Fig. 4.1(a) without delay information on each edge
SET0 ∪ SET1 ∪ SET3 ∪ SET8
= {0, 4} ∪ {1} ∪ {2, 3, 4, 5, 7} ∪ {6, 8, 9}
= {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
where SETi represents the set of nodes that are covered by the node i. Therefore, if we allocate the
object at the node 0, 1, 3, and 8, then all the nodes in the network are covered, which means that the delay
requirements for all nodes are satisfied (in Figure 4.1(b)).
Calculating the minimum dominating set The above centralized solution requires an algorithm for finding
the minimum dominating set. The classical heuristic solution is a greedy one. Initially, all nodes are marked
as not covered. Iteratively, find the node with the most (1 hop) neighbors not covered so far. Then, place a
replica of the object at this node, and mark this node and its (1 hop) neighbors as covered . This method
is known to be approximable within 1 + ln|V | where |V | is the number of vertices in the given graph [113].
4.4 Distributed Solutions
In large-scale P2P overlay networks where operational control is decentralized, and nodes are administrated
by different authorities, calculating the minimum number of replicas of an object through the centralized
algorithm is infeasible. Further, if link delays, the overlay links, or the set of nodes change over time (due
to churn), periodically reporting such information to the central decision maker would be expensive. This
motivates algorithms that are distributed and operate continuously. We present two flavors below.
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4.4.1 Core-selection Method
Each node i already knows its immediately neighboring nodes (in the overlay)2, and the delays to reach any
neighbor node j in the network through the i→ j link. In addition, a node always maintains information of
which of these immediate neighbors store replicas of the object, and the in-degree of each of these neighbors.
The node continuously monitors whether there is at least one object replica either at itself, or at one of
its neighbor nodes reachable through with a delay ≤ δi (delay constraint for the node i). If this condition
ever becomes false, node i first checks if all its neighbor nodes j have an i → j delay > δi; then, node i
becomes a core i.e., it fetches and stores an object replica. Otherwise, node i selects that neighbor as core
that has a delay ≤ δi and has the maximum in-degree; this neighbor node is asked to fetch a replica of the
object. This approach attempts to maximize the number of nodes that can access this new replica.
4.4.2 TTL(Time To Live)-based Method
The above approach has a node create replicas when it finds there is a risk that future requests from itself
will violate the timing deadline. A diametrically opposite approach is the TTL-based algorithm, where a
node decides when to create a replica at itself when future requests might come to itself from a different
node. In this approach, a node storing an object replica maintains a list of dependent nodes (which may or
may not be immediate neighbors) that are relying on it for accessing the object. If this list becomes empty,
the node can delete the object replica.
Any node that does not have a local replica of the object periodically creates a QoS-advert message
contains (a) its δi deadline value and (b) depending-on, the ID of the node that it is currently depending on
(may be empty). The QoS-advert is broadcast to each of its immediate neighbors connected by a link with
a delay smaller than δi. Each received QoS-advert is re-broadcast by the receiving node j, but only if the
QoS value (δi) in the QoS-advert message is greater than or equal to the delay on the outgoing link.
If this condition evaluates to false for all neighbors of j, node j checks if the depending-on field in the
message is either empty or specifies j. If either is true, node j replies to the QoS-advert, and this reply
is reverse routed. Otherwise, node j does nothing. If depending-on field specified j, the original sender is
added to the dependents list at j, and a local replica of the object is fetched unless one exists already.
When a node has sent out a QoS-advert with a non-empty depending-on field, it waits for the node
specified therein to send a reply. If no such reply is received (determined by a timeout), another QoS-advert
is sent immediately with the depending-on field empty. When a node has sent out a QoS-advert with an
empty depending-on field, it waits to receive replies, makes a decision about whom to depend on, and sends
2Usually a couple of random neighbor nodes are given to a newly participating node in its bootstrapping procedure.
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out a QoS-advert with the depending-on field set.
Successive QoS-advert’s by a node need to be uniquely identified by sequence numbers. The above
algorithm is also amenable to aggregation of QoS-advert’s and replies. The above algorithm can also be
used when all nodes start out with a local replica, but delete this if no QoS-advert’s are received for a while.
Node Failures After a node or a link in the overlay fails, there could be a time window during which some
requests for the object may not satisfy the deadline. No replication algorithm can eliminate this time window
completely; however, good clock synchronization, and prudent values for the period and timeout can reduce
the time windows sizes.
4.4.3 Initial Procedure
When a new node joins a network, at first it contact to the bootstrapping server to get the list of its
neighboring nodes. Usually the bootstrapping server gives a list of a few random nodes regardless of its
location. Some of them might be very closely located to it and have smaller delays and the others might
be located very far from it and have longer delays. Once the node populates the neighboring information,
it filters out the nodes that have longer delay than the delay threshold value (specified by the system
beforehand) and only keeps the nodes closely located as its neighbors.
Two heuristics (core-based and TTL-based) have different approaches after having the previous boot-
strapping procedure.
In the core-based approach, the new node firstly searches its neighbor nodes whether they already have
replicas. When there are more than one replicas located in its neighborhood, it selects the node that has the
replica and the largest out-bound network connection to its neighbor nodes (i.e., largest number of network
links to its neighbors). This node could serve as many nodes located near its region, so selecting such a node
could help to reduce the overall number of replicas in the network. Once this node is selected, the new node
sends its message to the node for dependency check later. The node having the replica that receives this
dependency message from its neighbors, it cannot delete the replica in any case for its own purpose, because
deleting the replica results in violation of QoS constraints for its neighbor nodes. If there is no replica found
in its neighbors, then the new node fetches the replica from the original server. Note that the dependency
and neighboring information is the soft state information, so they are updated periodically by the heartbeat
messages among the peers.
In the TTL-based approach, the new node begins to fetch the replica from the original server regardless of
the existence of replicas in its neighborhood. Then, it searches its neighbor nodes if they also have replicas.
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If the unnecessary duplication of replicas are found, then one of them are deleted in the network and the
dependency information at the nodes is adjusted accordingly. Note that, different from the core-based one,
each node can have more detailed neighboring information (for example, the existence of replicas in the
nodes two-hop away from itself) depending the specification of TTL.
These two approaches have different advantages and disadvantages and the effectiveness of them could be
different in different networks. The core-based one has the smaller number of initial number of replicas, but
it has the limited view of its neighboring information that might increase the redundancy of replicas in the
network. On the other hand, the TTL-based one obviously have a high overhead of duplication of replicas
and communication to the original server at the initial stage, but it could be effective in some networks
where nodes are sparsely located, so duplications of replicas are eventually unavoidable.
4.5 Simulation Results
We compare all the three above approaches through simulation. We generated several P2P overlay network
topologies with different numbers of nodes. We used BRITE network topology generator[114] to generate
power-law based overlay network topologies. Four different network configurations denoted 1, 2, 3, and 4 are
used, and they consist of 100, 500, 1000, and 2500 nodes, respectively. The link delays on these topologies
varied from 1 to 41, with an average around 11 to 12 for different topologies. For all the configurations, the
QoS parameter(δ) was set to 10 for all nodes.
We compare the centralized and the distributed schemes against each other. The distributed schemes in
the last section are for the continuous variety of the QoS-aware replication problem. However, in order to
create a common ground for comparison, we evaluate only the one-shot version of the distributed algorithms,
i.e., no overlay changes (node or link failures, or churn) occurs in the system. This means that the plots in
Figure 4.3 show the behavior of the system after the algorithms quiesce. These plots show the performance
of replication methods for the four different network configurations.
The centralized approximation algorithm performs better than the core-selection and TTL-based dis-
tributed methods in terms of number of replicas in the network. Among two distributed methods, the
TTL-based solution performs better, and ends up with fewer replicas than the core-selection method. The
overhead of replication of distributed methods compared with the centralized algorithm decreases as the
number of nodes increases, and does not exceed 30% in our four configurations. The reason why the TTL-
based method performs better than the core-selection one is that each node could have its depending node
more than one hop away from it, so that the total number of depending nodes in the network could decrease.
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Figure 4.3: No. of Replications vs. No. of Nodes: X-axis represents four different network configurations.
Configuration 1, 2, 3, and 4 consist 100, 500, 1000, 2500 nodes, respectively.
Figure 4.4 and 4.5 show how different QoS parameters affects the number of replicas in the network. The
TTL-based method continues to perform better than the core-selection method even as the QoS parameter(δ)
value increases. This is because with increasing δ, in the TTL-based method, each node has its depending
node a little far away.
4.6 Conclusion
The emergence of successful killer applications for p2p and overlay networks depends on how well these
substrates can satisfy application-specified requirements. In this paper, we have formulated one such problem
– the Qos-aware replication problem – where each node specifies an upper bound on the time to access a
given object. The problem is then to minimize the number of replicas inserted in order to satisfy these
access deadlines. We have shown that this problem is intractable, since it is NP-complete. We have presented
centralized as well as distributed solutions, and found that the distributed schemes perform almost as well as
the centralized one, creating a small number of replicas at the right locations to satisfy all QoS requirements.
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Figure 4.4: No. of Replications vs. δ (total number of nodes = 1000): Configuration 1, 2, 3, and 4 have 5,
10, 15, 20 of δ, respectively.
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Figure 4.5: No. of Replications vs. δ (total number of nodes = 5000): Configuration 1, 2, 3, and 4 have 5,
10, 15, 20 of δ, respectively.
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Chapter 5
Conclusions
5.1 Summary
In this thesis, We presented three topics, cooperative centralized caching, distributed caching, and QoS-aware
centralized/distriubted replication in P2P overlay networks.
5.1.1 Cooperative Streaming and Caching
For the centralized caching, QoS-aware middleware for collaborative multimedia streaming and caching ser-
vice in heterogeneous computing environment is presented. This architecture not only reduces the initial
delay of playing time, but also minimizes the delay jitter during playing time and network bandwidth utiliza-
tion. The main contribution of this work is the distributed algorithm of streaming and pre-fetching protocols
to facilitate collaboration among peers and the design of middleware architecture. Different from traditional
server/client-based multimedia streaming model, it utilizes the aggregated system resources contributed by
each client in the collaborative community. Detailed caching and streaming protocols with the collaborative
peer nodes are presented and verified with the system implementation. With the publish/subscribe mech-
anism of caching service, the collaborative techniques for multimedia streaming, streaming scheduling and
pre-fetching embedded in the QoS middleware architecture for dynamic group management are presented.
In addition, the robust playout mechanism based on robust identification approach is proposed in order to
overcome the dynamic change in network parameters and verified that it shows less estimation error in delay.
5.1.2 Distributed Caching
For the distributed caching, a novel distributed cooperative caching algorithm for multimedia streaming,
supporting a large number of peers over peer-to-peer overlay networks. The contribution of this work is that
we suggest a distributed cooperative caching algorithm which is bandwidth-aware and availability-aware,
which shows a smaller delay for stream retrieval, stable bandwidth provisioning during retrieval session,
and load balancing of clients’ request among peers. The mathematical model of cooperative caching and
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replacement algorithms as well as their approximation scheme are presented. The simulation with the real
access traces shows the effectiveness of the algorithm, particularly in node failure cases.
5.1.3 Qos-awre object Replication
QoS-aware replication problem where each node specifies an upper bound on the time to access a given
object is formulated. The problem is to minimize the number of replicas in an arbitrarily network, in order
to satisfy these access deadlines. We show that this problem is intractable, since it is NP-complete. First
we present a centralized solution as well as two distributed solutions - core-based and TTL(Time To Live)-
based. The distributed solutions show a quite comparable performance to the centralized one even with the
large number of peer nodes.
5.2 Lessons Learned
5.2.1 Client-sided vs. Server-sided Collaboration
Delivering multimedia contents to multiple end-users in the quality of service context has been discussed
since the QoS-aware IP-multicast was investigated. Due to difficulty in deployment in the underlying network
layer for such QoS support, the discussion has been moved up to the middleware and application layers which
have enabled various overlay schemes consisting of multiple client nodes over the wide area networks, such
as file sharing and multimedia streaming. However, these client-sided approaches are not as commercially
popular as server-sided approaches such as content distribution networks. There are a couple of reasons to
hinder the commercial success of client-based approach.
First, each client node is managed by different system administrator, mostly by a single user, so compared
with commercial content distribution networks, it is relatively hard to design and manage the whole system
based on these clients. Each client can join and leave any time to the collaborative community with or
without a prior notice, therefore optimized and stable operations from the system’s point of view requires
substantial overheads compared to the single-administrated content distribution networks.
Second, Even the client now equips more powerful computing resource and abundant network bandwidth,
the system bottleneck of multimedia content delivery from the peer client still exists. The incoming and
outgoing network traffic from/to a particular client node shares a single physical network connection, and
especially the outgoing network traffic from the client is strictly less than the incoming traffic. Instead,
content distribution networks try to resolve such a network bandwidth issue by physically allocating server
replicas into different regions and utilizing them for load balancing.
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Recently in order to overcome such issues and to make the client-sided collaboration system for multime-
dia content delivery, researchers and companies have begun to take another approach. Instead of utilizing
end-user client devices, they lease their computing resources such as cable/network set-top boxes and wireless
routers/repeaters (as in wireless mesh networks) and utilize them as shared resources for the community. By
having a centralized and remote administration of the devices with the leased devices, they could eliminate
the possible issued caused by the distributed administration of the client devices.
Up to date, content distribution networks are the dominant collaboration scheme for multimedia content
delivery to multiple clients. However, the content distribution networks have a limitation of adaptability to
dynamic workload changes since the systems are inherently pre-configured to service up to a certain number
of requests from clients, which is not so desirable to the case when there is flash crowd that access the server
replicas in limited geographical regions. On the contrary, the client-based resource sharing for multimedia
content delivery could be organized in ad hocmanner so that it can react to such a sudden change of workload
faster and more efficiently.
5.2.2 Quality of Service Issues
Even we mostly have discussed the system-level support for end-users quality of service in multimedia content
delivery, such quality of service parameters that matters to the users vary and depend on the characteristics
of multimedia applications that the users are facing. For example, usually users are more tolerant to the
loss of video packet than that of audio packet, and the latency is more important than the delay jitter in
interactive multimedia applications whereas the delay jitter is more critical than the latency in the video
streaming type of applications. In many cases, guaranteeing multiple quality of service parameters ends up
with the trade-off problems in the form of optimization or control framework.
In addition, guaranteeing service of quality parameters can be either hard or soft. The hard guarantee
is based on the absolute value of minimum or maximum boundary of allowance of parameters whereas the
soft guarantee is generally referred as statistical guarantee and expressed with the statistical numbers. The
statistical guarantee generally has an advantage of efficient resource utilization especially for multimedia
applications, but sometimes it is hard to map such guarantee levels to the satisfaction levels from end-user’s
perspective.
The monitoring and enforcement mechanism in QoS-aware system is generally implemented either in close
loop or open loop control. The close loop control has several advantages over open loop control, including
guaranteed performance even with model uncertainties and reduced sensitivity to parameter variations.
However, it requires the modifications of system components both in server and client side especially in the
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client/server computing environment in multimedia content delivery scenario, which might not be feasible
in reality because servers and clients are not in the same administrative domain and the currently existing
systems are mostly running on top of the network protocols which lack of QoS-controlling mechanisms. Even
though we have not discussed the details of the implementation issues of how to monitor and enforce the
quality of service parameters in a close loop for multimedia content delivery, it is feasible by embedding such
parameters on network flows, extracting those information, and control the system based on the information
in the middleware or application layer.
5.3 Future Work
5.3.1 Incentive-based collaboration
One of biggest obstacles to deploy the collaboration among peers for multimedia content delivery is the
conflicts in each user’s interest. Aggregating resources such as computing power, storage space, and network
bandwidth by the users’ contribution to the collaborative community is possible based on their rational
agreement. Without any systematic mechanism to evaluate their resource contribution and compensate
them for either monetary or resource-based way, the collaboration might not be possible. Therefore, ac-
counting resource contribution by each user correctly and establishing rational way of payback based on
their contribution is necessary. In addition, evaluating the availability or accessability of shared resources is
important, particularly in the client-sided collaboration schemes, because each peer node can join and leave
any time, and these membership changes could affect the overall system performance.
5.3.2 Context-aware Multimedia Segmentation
Traditional segmentation of multimedia contents for caching and streaming deploys a very simple scheme
based on either time and size. It simplifies the whole process of handling the contents on server and client
side, but sometimes it loses the context information embedded in the contents and therefore misses the
opportunity to utilize the system resources more efficiently. For example, MPEG videos have different frame
types such as I, B, P frames, and their transmission order based on user’s operation is highly related to their
relationship and timing information. Also, JPEG2000 images allow unique transmission schemes based on
region of interest (ROI) coding, so if the detailed coding information is used for segmentation, the system
could save unnecessary bandwidth utilization and storage space.
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5.3.3 User Access Pattern to Multimedia Contents
The performance of caching system is highly based on the characteristics of multimedia contents and user
access pattern to those contents. The characteristics of contents could be categorized as movies, short video
clips, lecture videos, and so on, and they could lead to different user access patterns. The user access pattern
includes allowed VCR operation by users, popularity, access frequency, lifetime of the contents, and so on.
Analysis of both access pattern and characteristics of the contents could allow more proactive caching and
pre-fetching schemes rather than passive caching eviction/replacement policies.
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