Multi-label classification has attracted increasing attention of the scientific community in recent years, given its ability to solve problems where each of the examples simultaneously belongs to multiple labels. From all the techniques developed to solve multi-label classification problems, Classifier Chains has been demonstrated to be one of the best performing techniques. However, one of its main drawbacks is its inherently sequential definition. Although many research works aimed to reduce the runtime of multi-label classification algorithms, to the best of our knowledge, there are no proposals to specifically reduce the runtime of Classifier Chains. Therefore, in this paper we propose a method called Parallel Classifier Chains which enables the parallelization of Classifier Chain. In this way, Parallel Classifier Chains builds k binary classifiers in parallel, where each of them includes as extra input features the predictions of those labels that have been previously built. We performed an experimental evaluation over 20 datasets using 5 metrics to analyze both the runtime and the predictive performance of our proposal. The results of the experiments affirmed that our proposal was able to significantly reduce the runtime of Classifier Chains while the predictive performance was not statistically significantly harmed.
INTRODUCTION
One of the best known and widely studied tasks in data mining is classification. The aim of this task is to learn a model by a set of examples, each labeled with one and only one class, which would be able to predict the class for unseen examples. However, in many real-world problems, the examples could not only belong to one but to many classes (a.k.a. labels) simultaneously. For example, in medicine, one patient could be diagnosed with several diseases at the same time. This fact gave rise to a new paradigm called Multi-Label Classification (MLC), which allowed each example to be labeled with more than one class label at the same time (Gibaja and Ventura, 2014) . MLC has been successfully applied to many real-world problems such as social networks mining (Tang and Liu, 2009) , multimedia annotation (Nasierding and Kouzani, 2010) and bioinformatics (Brandt et al., 2014) , among others.
The most basic method to tackle the MLC problem is Binary Relevance (BR) (Tsoumakas et al., 2010) , which builds an independent classifier for each of the labels. However, the labels of a problem are often related to each other and have statistical dependencies among them. Thus, the fact of not considering these relationships could be a great obstacle in the predictive performance of the model. In order to overcome this main drawback of BR, some other methods have been proposed in the literature, such as Classifier Chains (CC) (Read et al., 2011) . CC is based on the idea of BR, but the classifiers are chained in such a way that each classifier includes the predicted labels from previous classifiers as extra input features. In this way, CC is able to model the relationships among labels but it still has two main drawbacks: 1) the order of the chain could have a direct effect on the predictive performance of the MLC model, and 2) as each classifier needs the outputs of previous classifiers, the different binary models could not be built in parallel. In order to tackle the first problem, several approaches have been proposed, particularly ensemble of random chains (Read et al., 2011; Dembczynski et al., 2010; Goncalves et al., 2015) .
Furthermore, with the emergence of large-scale multi-label datasets, and the so-called extreme multilabel classification (Prabhu and Varma, 2014) , the reduction of the runtime of MLC methods becomes necessary. A large number of research works have proposed different methodologies in order to improve the runtime of MLC algorithms, from methods that use distributed systems to speed up some state-of-the-art algorithms (Skryjomski et al., 2018; Gonzalez-Lopez et al., 2017; Gonzalez-Lopez et al., 2018; Babbar and Schölkopf, 2017) to methods that reduce the label space aiming to obtain a lower runtime in the reduced dataset (Hsu et al., 2009; Charte et al., 2014) . However, to the best of our knowledge, no approaches have been proposed to date in order to be able to parallelize or speed up CC, which has been demonstrated to be one of the best performing MLC methods (Moyano et al., 2018) .
Therefore, the objective of this paper is to propose a modified version of the CC method in order to make it parallelizable. Moreover, we also aim to prove that this new method (hereafter called Parallel Classifier Chains, PCC) significantly reduces the time to build a CC classifier while not harming its predictive performance. In PCC, k binary classifiers are built in parallel, each introducing as extra input features the predictions of all previous classifiers that have already finished. In the beginning, k classifiers that do not consider any label prediction as input feature are built, instead of only one as in CC. As a result, each binary classifier will introduce less label information as input features, so the dependencies among labels might be modeled slightly worse. However, in high-dimensional label spaces, this difference is negligible, and also it will depend on how many classifiers are built in parallel.
The rest of the paper is organized as follows: Section 2 presents related work. Section 3 introduces the new proposed methodology to speed up the CC method. Section 4 includes the experimental study as well as the discussion of the results. Finally, Section 5 presents the conclusions of the paper.
RELATED WORK
Let be L = {λ 1 , λ 2 , · · · , λ q }, with q > 1 the set of q binary labels and X the set of m instances each composed by d input features. Let be D a multi-label dataset composed by m pairs (x x x, y y y), being x x x i ∈ X each of the m examples and y y y i ⊆ L the set of relevant labels associated to x x x i . The MLC task is defined as learning a model from D that maps from an unseen example x x x i to a set of predicted relevant labelsŷ y y i (Gibaja and Ventura, 2014) .
Several methods have been proposed in the literature to tackle the MLC task. The simplest method in MLC is Binary Relevance (BR) (Tsoumakas et al., 2010) . BR builds q independent binary classifiers, one for each of the labels of the problem. BR is a simple and intuitive method, nevertheless, it does not really take advantage of the multi-label scenario, since it does not consider the relationships among labels, which harms the predictive performance in problems were labels are highly related among each other. On the other hand, Label Powerset (LP) (Tsoumakas and Katakis, 2007) transforms the multi-label problem into a multi-class one, where each unique combination of labels becomes a new class. Since LP already considers the relationship among labels, its main drawback is that the complexity of the new output space grows exponentially with the number of labels, so it could make the problem unmanageable in scenarios where the number of labels is relatively large.
Many other methods have been proposed to overcome the different issues of both BR and LP. Classifier Chains (CC) (Read et al., 2011 ) is based on BR but it creates a chain of binary classifiers in such way that each classifier in the chain also includes as input features the predictions of previous labels in the chain. In this way, CC considers the relationships among labels in a more relaxed way than LP but also with a lower computational complexity in cases with very large label spaces. However, CC also has many drawbacks, as the order of the chain will have a direct effect on its predictive performance. Furthermore, binary classifiers of CC could not be built in parallel, unlike BR, whose classifiers could be parallelized since they are totally independent. In order to address the chain problem, some methods have been proposed in order to obtain an optimal chain (Dembczynski et al., 2010; Goncalves et al., 2015; Moyano et al., 2017; Melki et al., 2017) . Moreover, Read et al. (Read et al., 2011) propose to use an Ensemble of Classifier Chains (ECC). ECC constructs an ensemble of n CCs, each with a different subset of the training data and also with a different label chain, which could reduce the probability of selecting a bad chain that would lead to a poor performance.
Pruned Sets (PS) (Read, 2008) was proposed based on LP. In order to reduce the high complexity of LP, PS prunes the combinations of labels that appear so infrequently but reintroducing instances with more frequent subsets of the labels. Furthermore, they propose to use an Ensemble of Pruned Sets (EPS), where each of the n PSs is built with a different subset of the training instances. Hierarchy Of Multi-label classifiERs (HOMER) (Tsoumakas et al., 2008) generates a tree of multi-label classifiers, where the root contains all labels and each leaf represents one label. At each node, the labels are split with a clustering algorithm, grouping similar labels into a meta-label. Finally, RAndom k-labELsets (RAkEL) (Tsoumakas et al., 2011a) builds an ensemble of LP classifiers, where each of the members of the ensemble is built over a random projection of the output space, so they are able to model the dependencies among labels but with a much lower computational complexity than LP.
A more extensive description of methods in MLC can be found in (Gibaja and Ventura, 2014) . However, in spite of the large number of methods to tackle the MLC problem, both CC and ECC have been demonstrated to be one of the best performing methods (Moyano et al., 2018) . Therefore, given the great predictive performance of CC method (and those based on it) and the fact that CC is not parallelizable, we aimed to propose a methodology or a redefinition of CC in order to make it parallelizable and speed up its runtime.
PARALLEL CLASSIFIER CHAINS
The original definition of CC made it inherently sequential and non-parallelizable since each binary classifier needs the predictions of previous classifiers in the chain. However, we propose to redefine or soften the original definition of CC in order to be able to build the binary classifiers in parallel. The performance of CC (which is shown in Figure 1) is as follows. Let us define T as the total time required to build a binary model. First, a binary classifier that predicts the first label in the chain (λ π1 ) given only the input features is built. Once this classifier finishes, at t = T , a second classifier for following label in the chain λ π2 is built but now augmenting the set of input features with the predictions of the previous labelλ π1 . At this moment, although λ π1 was built without considering the relationship with the rest of labels, λ π2 was predicted by a model being able to model its relationship with λ π1 . Then, a third classifier includingλ π1 andλ π2 as input features is built to predict λ π3 , and so on. Finally, the last classifier aims to predict λ πq considering the predictions of the rest of labelsλ π1 , · · · ,λ πq−1 . Therefore, considering an ideal environment where all binary models required the same runtime, the total time T t required by CC is
Without modifying the definition of CC, we also could see its operation as in Figure 2 . In this case, we have a structure that store the predictions of all labels, calledŶ Y Y . Thus, each time that a binary classifier is going to be built, all predictions that already exist in this structure are included as input features. When each classifier finishes its execution, it stores its predictions in the structure. For first classifier, asŶ Y Y is empty at t = 0, no predictions are included as input
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x U λ π1 U ... U λ πq-1 λ πq ... features. When the first classifier finishes at t = T , it storesλ π1 in the structure, so the second classifier could use them to predict λ π2 , and so on. The operation of the method is the same as the previous one, but we have included a structure that stores all the predictions. Therefore, we use this structure to define our proposal Parallel Classifier Chains (PCC). In PCC, k binary classifiers are built in parallel. In Figure 3 , the operation of PCC for k = 4 is presented. In the beginning, k binary classifiers to predict λ π1 , · · · , λ πk are built without considering any relationship with the rest of labels, only using input features (like the first classifier in original CC). Then, each time that a classifier finishes, it stores its predictions in the structurê Y Y Y , so next classifiers could use them as input features. After including these predictions in the structure, a new classifier for predicting next corresponding label in the chain is built using all available predictions in Y Y Y . A new binary classifier is built each time in parallel until all have been built. In the example, in t = T the classifier to predict λ π1 finishes and store its predictions; then a little time ε after, at t = T + ε the next classifier (for λ π5 ) starts to be built. At t = T + ε 1 the classifier for λ π2 finishes, so it stores the predictions and the next one (for λ π6 ) starts. Thus, the binary classifier for λ π6 includes predictions of classifiers that finished so far, i.e.,λ π1 andλ π2 . As a consequence of building k binary classifiers in parallel, the ideally expected total runtime of PCC is T t = q k T . This relaxed definition of PCC means that not as many relationships are taken into account as in CC, but on the other hand, it is able to be built in parallel using many threads. Note that in CC, the first classifier includes 0 labels as input features, the second classifier includes 1 label as input feature, the third includes 2 labels, and finally, the last classifier includes q − 1 labels as input features. Therefore, the average number of labels included as input features for each binary classifier in CC is (q−1) * q 2q . On the other hand, PCC is executed in parallel using k threads, the first k classifiers include 0 labels as input features, and then, the classifier k +1 includes 1 label as input feature, the classifier k + 2 includes 2 labels, and so on, thus the final classifier includes q − k labels as input features. Therefore, in the case of PCC, the average number of labels as input features in each of the classifiers is
. Furthermore, in cases where the label space is very large, this difference could be negligible. For example, for a dataset with 25 labels in the output space, running PCC with k = 4 would reduce the average number of labels used as input features up to 25% with respect to CC; however, for a dataset with 100 or 400 labels, PCC only reduces in 6% or 1% respectively the average number of predicted labels as features respect to CC.
Note that we are only parallelizing the training phase of CC and not the testing one. The most time-consuming part of running a classification algorithm is the training phase (around 98% of the total time (Roseberry and Cano, 2018) , as shown below in Section 4.2.1). Thus, we focused only on parallelizing the training phase instead of extending it also to testing. The runtime of the test phase will depend so much on the number of test examples, which could be low in many real-world problems, so maybe on those cases the process of making it parallel would consume more time than sequential. Furthermore, note that by parallelizing the test phase, we would be parallelizing around 2% of the total runtime, so it would be practically negligible.
The aim of this paper is not only to speed up the CC method but also to not harm its predictive performance. Both the reduction in runtime and the variation in the predictive performance of CC are directly related to the number of threads to execute in parallel (k). For larger values of k, the runtime to build the model would be lower but the final predictive performance could be harmed. Moreover, the lack of some labels to predict others may lead to removing noise or unnecessary relationships, improving the performance of CC.
Also, note that by reducing the runtime of CC, we also reduce the runtime of the rest of methods based on it, such as ECC. As aforementioned, ECC has been proven to be one of the best methods in MLC, so speeding it up would be a major contribution to the scientific community.
EXPERIMENTAL STUDY
The aim of the experimental study is to evaluate the effect produced by PCC in both the runtime and the predictive performance. First, we describe the datasets, evaluation metrics, and experimental settings. Then, the results are presented and analyzed.
Experimental Setup
The experimental study has been carried out over a wide set of 20 multi-label datasets 1 . A summary of such datasets is shown in Table 1 , including the number of examples (m), attributes (d), and labels (q). These datasets have been selected according to the number of labels, which ranges from simple datasets with only 6 labels to datasets with a high complex label space with up to 400 labels. Furthermore, they also include a wide range in both the number of examples (ranging from 225 to 43,910) and the number of input attributes (ranging from 68 to 1,836).
We divided the experimental settings into two parts, corresponding to the two main objectives of the methodology: 1) Study of the runtime of PCC compared to CC, and 2) Analysis of the predictive performance of PCC. First, we aimed to prove that PCC significantly reduces the time of CC to build the model; however, we still aimed to not to harm the predictive performance of the model. For this purpose, we executed PCC using different values for the number of threads, k = {2, 4, 8, 12}. Furthermore, not only CC was executed, but also BR, in order to have the baseline where the relationships among labels are not considered at all. In order to evaluate the MLC methods, many widely used evaluation metrics in MLC have been selected (Gibaja and Ventura, 2015) . Hamming loss (HL) is one of the most classic evaluation metrics in MLC. It is a minimization metric that computes the average number of times that a label is incorrectly predicted. HL is defined in Eq. 1 where ∆ stands for the symmetric difference among two binary sets 2 . Subset Accuracy (SA), also known as exact match, is a very strict metric which requires that for a given example, the multi-label prediction exactly match the same as the true labels, including both relevant and irrelevant labels. SA is defined in Eq. 2 where π returns 1 if predicate π is true, and 0 otherwise. Moreover, F-Measure is a widely used evaluation metric in traditional classification, and in MLC it could be calculated from three different points of view: Example-based F-Measure (ExF), Micro FMeasure (MiF), and Macro F-Measure (MaF). ExF computes the F-Measure for each example as in Eq. 3; MiF first joins the confusion matrices of all labels and then it computes F-Measure, as in Eq. 4 (let t p, f p, and f n be the number of true positives, false positives, and false negatives); and finally, MaF computes the F-Measure for each of the labels and then it averages the value as in Eq. 5. The main difference among MiF and MaF is that the first gives more importance to more frequent labels while the second gives the same importance to all of them.
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We executed the experiments over a random 5-fold cross-validation procedure. Furthermore, both CC and PCC were executed with 10 different values for the seed for random numbers. Note that at each execution, the chain is randomly selected. Finally, the results of the different evaluation metrics were averaged among the different executions, reporting both the average value and the standard deviation.
Finally, in order to prove whether there exist statistical differences among the performance of the different methods, the Friedman's test was conducted first. Then, in cases where the Friedman's test (Friedman, 1940) determined that there existed differences among the methods, the Shaffer's post-hoc test (Shaffer, 1986 ) was also carried out to perform pairwise comparisons. The adjusted p-values were reported, since they consider the fact of performing multiple comparisons without a significance level, providing more statistical information (Garcia and Herrera, 2008) . It should be highlighted that all the experiments have been performed on a machine with 6 Intel Xeon E5646 CPUs at 2.40GHz and 24 GB of RAM.
PCC has been implemented using Mulan (Tsoumakas et al., 2011b) and Weka (Hall et al., 2009 ) frameworks, and the code is publicly available in a GitHub repository 3 to facilitate the openness and reproducibility of the results.
Experimental Results
In this section, we present the results of the different experiments. First, we analyze the reduction in runtime required by PCC to build a model compared to CC. Secondly, we studied how the predictive performance of PCC varies with respect to CC and BR. Due to the great amount of results collected in the experimental study, and in order to make the paper more readable, only figures summarizing the results are described in this paper. All the results, including full tables with runtimes and evaluation metrics for all methods, are available at the KDIS research group website 4 .
Analysis of the Runtime of PCC
In this first study we compare the runtime of PCC with respect to CC. In this case, we differentiate between two different execution times: building runtime (T b ) and total runtime (T t ). The former stands for the time required to build the model, i.e., to learn from the training data and build the classifier; while the latter stands for the total runtime to execute the algorithm, including also the testing phase. However, and as shown in Figure 4 , the time spent in building a CC is responsible of around 98% of the total runtime (on average). Therefore, this fact supports the idea of only parallelizing the building phase, since we are able to run in parallel the most time-consuming part of CC. Figure 5 shows how both T t and T b vary as the number of threads for executing PCC in parallel becomes greater. The reduction of time required by PCC with respect to CC is calculated as (time PCC − time CC ) / (time CC ). Thus, negative values stand for reduction of time. The obtained results were as expected: for k = 2, T b was reduced over 47%; for k = 4, T b was reduced over 70%; for k = 8, T b was reduced over 80%; and finally for k = 12, T b was reduced more than 82% on average for all datasets. Finally, as we showed that the runtime decreased as expected when PCC was executed in parallel using more threads, we perform statistical comparisons in order to determine if this reduction was significant. The Friedman's test determined that there were statistical differences in both T t and T b with adjusted p-values of 3.33E − 16 and 4.44E − 16 respectively. Thus, the Shaffer's post-hoc test was also performed, whose results are shown in Figures 6 and 7 for T t and T b respectively, and using α = 0.01. In this case, we prove that using more than k = 2 threads for PCC we significantly reduced the runtime of CC. 
Analysis of the Predictive Performance of PCC
Once we have proven that the runtime of CC could be significantly decreased with our proposal, we focused on the predictive performance of PCC. For this purpose, we first compared the predictive performance of PCC with different k values to the predictive performance of CC. In this case, the variation in predictive performance of PCC with respect to CC in terms of HL was calculated as (HL CC − HL PCC ) / (HL CC ). Furthermore, for SA (and also for ExF, MiF, and MaF), as it is a maximization metric, the variation was calculated as (SA PCC − SA CC ) / (SA CC ). In all cases, negative values means a drop in the predictive performance. Figures 8, 9, 10, 11, and 12 show the boxplots with the values of variation of the predictive performance of PCC with respect to CC for HL, SA, ExF, MiF, and MaF metrics, respectively. In all cases, outliers are not represented for a better reading and understanding of the figures. Moreover, the cross represents the average value and the line inside the box indicates the median value. We observe that for HL, the median values of variation are near to 0 regardless of the value of k, so although 12 binary models are built in parallel, the median variation of HL still remains the same. Furthermore, the average value of the change in HL is over zero in all cases, which means that on average, PCC outperforms CC in terms of HL regardless of the degree of parallelization. In terms of SA, we could see that the trend is to decrease the predictive performance as the number of parallel threads is greater, obtaining over an 8% drop in performance (on average) for k = 12. However, for lower k values, the median value of variation with respect to CC is much closer to zero. Similarly, ExF, MiF, and MaF exhibit a similar behavior. The median value of variation is near zero in all cases; nevertheless, the trend in these metrics, on average, is to even improve the performance of CC (except for higher parallelization for ExF). This could be given by the fact that PCC considers the relationships among labels but in a more relaxed way than CC (also related to k), so maybe in some cases it could lose useful information, but in other cases PCC removes noise or useless information that leads to a slightly better performance. Note that SA is such a strict metric, that maybe the performance in SA decreases because a lower percentage of examples are perfectly predicted but it still maintains the same performance on average on other more representative evaluation metrics such as F-Measure. Finally, the performance of PCC was not only compared to CC but also to BR. As our proposal removes some of the links among binary methods from CC (i.e., does not consider as many relationships among labels as CC does), we also wanted to include in this comparison BR as a baseline method that does not consider relationships among labels at all.
We performed statistical tests in order to determine whether there are significant differences in the performance of these algorithms. First, we performed the Friedman's test, which concluded that there were not statistical differences among the different methods in HL, ExF, and MiF at 99% confidence (with p-values 3.20E − 2, 1.04E − 1, and 1.34E − 1 respectively). On the other hand, it was determined that for SA and MaF, there were statistical differences in the performance of the different methods, with p-values 7.35E − 3 and 8.04E − 3 respectively. For these two metrics, we performed the Shaffer's test too, whose results are presented in Figures 13 and 14 for SA and MaF respectively, and α = 0.01. Although Friedman's test stated that for SA there were statistical differences in the performance of the algorithms, the Shaffer's post-hoc test determined that there were not. On the other hand, for MaF, Shaffer's test stated that BR significantly outperformed PCC using k = 2 and k = 12; however, no significant differences were found among CC and PCC. Consequently, at this point we demonstrated that there were no significant differences between CC and PCC in terms of predictive performance, even when it was executed in parallel in a high number of threads. Only for one metric, PCC with k = 2 and k = 12 performed significantly worse than BR at 99% confidence. Therefore, we reached the objective of this paper, to significantly reduce the runtime to build a CC model without significantly harming its performance.
CONCLUSIONS
In this paper we have proposed a modified version of Classifier Chains (CC) for multi-label classification, called Parallel Classifier Chains (PCC). Unlike CC, PCC is able to build each binary model in parallel using k threads, allowing to speed up the required runtime to build the whole MLC model.
The experiments confirmed that PCC was able to significantly reduce the runtime needed by CC to build a model, reducing the runtime over 47% when executing in 2 threads, and up to 80% when using 8 threads. Furthermore, the fact of considering the relationship among labels in a more relaxed way than CC could led PCC to lose useful information; however, PCC also got rid of useless information and noise when modeling a given label, tending to improve its performance in most metrics as the parallelization was higher. All these results were validated using non-parametric statistical analysis at 99% confidence. These results confirmed that the predictive performance of PCC and CC was statistically the same, but the runtime was drastically reduced.
For future work, we plan to investigate further parallel models that also take into account the relationships among labels, especially in the context of highdimensional and imbalanced label spaces.
