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Resumen
El presente trabajo se centra en el estudio de las posibilidades de llevar a cabo
tareas realizadas por robots que integran hardware de alta gama, en una plataforma
robo´tica de bajo coste. De esta forma se podr´ıa implementar el estudio de dichas tareas
en asignaturas impartidas en la Universidad de Zaragoza. El proyecto consta de varias
fases, tal como se describe en la presente memoria.
En primer lugar, se aborda la seleccio´n del hardware de acuerdo al objetivo de
elaborar una plataforma robo´tica de bajo coste y con el conocimiento de las necesidades
requeridas para llevar a cabo las tareas pretendidas. De acuerdo con el hardware
seleccionado se escoge el software apropiado que permitira´ la realizacio´n de las tareas.
Para llevar a cabo el proyecto se hace uso de ROS, un entorno de trabajo ampliamente
utilizado en proyectos robo´ticos, debido a que permite el desarrollo de aplicaciones
de forma modular a la vez que facilita la reutilizacio´n de software y la integracio´n
del hardware. La segunda parte del proyecto consiste en el estudio de los me´todos
necesarios para llevar a cabo las tareas del proyecto. Las distintas tareas se plantean
individualmente pero juntas conforman la aplicacio´n final elaborada en el trabajo.
Dichas tareas abordan el ca´lculo de la odometr´ıa, la construccio´n de un mapa del
entorno con localizacio´n del robot respecto del mapa (SLAM) y la localizacio´n de
veh´ıculos en el mapa elaborado.
En la parte final de la memoria se describe la evaluacio´n y validacio´n detallada de
todos los mo´dulos del proyecto: evaluar los errores de odometr´ıa obtenidos, el rendi-
miento de la plataforma robo´tica durante la realizacio´n de la aplicacio´n, la precisio´n
en la elaboracio´n del mapa y la tasa de acierto en la deteccio´n de veh´ıculos. Mediante
estos ana´lisis se ha comprobado que la odometr´ıa solo puede ser utilizada de forma
complementaria a otros sensores debido al error procedente de la misma. Una conclu-
sio´n importante de los experimentos es que se ha verificado el correcto funcionamiento
de Raspberry Pi 3 al ejecutar varias tareas en ROS de manera simulta´nea, con la
excepcio´n de los riesgos procedentes de una excesiva temperatura, la cual debe ser
controlada. Por otra parte, se ha concluido que GMapping presenta una mayor preci-
sio´n en la construccio´n del mapa respecto a Cartographer. Sin embargo, Cartographer
muestra menores exigencias de co´mputo del procesador, por lo que se requiere menos
tiempo para la ejecucio´n de la tarea de SLAM. Por u´ltimo, se ha entrenado y evaluado
el clasificador AdaBoost basado en Haar features, destinado a la deteccio´n de veh´ıcu-
los en el entorno de experimentacio´n, y se ha integrado con el resto del sistema para
anotar el mapa con las posiciones donde se han ido detectando los coches.
V
VI
I´ndice general
1. Introduccio´n 1
1.1. Motivacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Objetivos y planificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Entorno de trabajo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4. Trabajos relacionados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5. Organizacio´n del proyecto . . . . . . . . . . . . . . . . . . . . . . . . . 7
2. Plataforma robo´tica 9
2.1. Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2. Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3. Arquitectura del sistema 17
3.1. Mo´dulo de desplazamiento . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2. Mo´dulo de mapeado . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3. Mo´dulo de deteccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4. Integracio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4. Evaluacio´n y Experimentacio´n 25
4.1. Ana´lisis de la odometr´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2. GMapping vs Cartographer . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3. Ana´lisis de la deteccio´n de veh´ıculos . . . . . . . . . . . . . . . . . . . . 33
4.4. Aplicacio´n final . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5. Conclusiones 38
Anexos 41
A. Manual de uso 44
A.1. Instalacio´n del software . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
A.2. Comunicacio´n del PC con el Robot . . . . . . . . . . . . . . . . . . . . 46
A.3. Lanzamiento de la aplicacio´n . . . . . . . . . . . . . . . . . . . . . . . . 47
B. Ca´mara RGB-D 49
VII
Lista de Figuras
1.1. Plataformas robo´ticas comerciales de bajo coste . . . . . . . . . . . . . 1
1.2. Estudio de aplicabilidad del entorno ROS en Raspberry Pi . . . . . . . 2
1.3. Escenario real y veh´ıculos a detectar . . . . . . . . . . . . . . . . . . . 3
1.4. Diagrama de Gantt del desarrollo de este proyecto . . . . . . . . . . . . 5
1.5. Ejemplos de tareas de reconocimiento visual . . . . . . . . . . . . . . . 6
1.6. Mapa anotado con informacio´n sema´ntica de habitaciones reconocidas . 7
2.1. Computadores de placa reducida Raspberry Pi . . . . . . . . . . . . . . 10
2.2. Motores y placas de adaptacio´n . . . . . . . . . . . . . . . . . . . . . . 11
2.3. Sensores considerados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4. Esquema de conexio´n del hardware de la plataforma robo´tica . . . . . . 12
2.5. Plataforma robo´tica elaborada en el proyecto . . . . . . . . . . . . . . . 13
2.6. Esquema de alto nivel del software utilizado en el proyecto . . . . . . . 15
3.1. Esquema conceptual de los mo´dulos del sistema . . . . . . . . . . . . . 17
3.2. Modelo cinema´tico de un robot de traccio´n diferencial . . . . . . . . . . 19
3.3. Diagrama de movimientos posibles por teleoperacio´n . . . . . . . . . . 20
3.4. Ma´scaras utilizadas para las Haar features . . . . . . . . . . . . . . . . 22
3.5. Ejemplos de ima´genes utilizadas en el reconocimiento de veh´ıculos . . . 23
3.6. Gra´fico del funcionamiento global del sistema . . . . . . . . . . . . . . 24
4.1. Mapa modelo recreado en el laboratorio . . . . . . . . . . . . . . . . . . 25
4.2. Representacio´n de las trayectorias de prueba . . . . . . . . . . . . . . . 27
4.3. Evolucio´n temporal de la temperatura en la CPU . . . . . . . . . . . . 29
4.4. Evolucio´n temporal de la memoria RAM en uso . . . . . . . . . . . . . 30
4.5. Tiempo de la CPU dedicado a la gestio´n de co´digo de usuario . . . . . 31
4.6. Entorno de experimentacio´n con anotacio´n de esquinas . . . . . . . . . 32
4.7. Mapas obtenidos a la resolucio´n de 0,01m/p´ıxel . . . . . . . . . . . . . 32
4.8. Construccio´n del mapa con anotacio´n sema´ntica de veh´ıculos detectados 36
4.9. Construccio´n del mapa incluyendo la trayectoria realizada . . . . . . . 36
4.10. Proceso completo de construccio´n del mapa anotado . . . . . . . . . . . 37
B.1. Asus Xtion PRO Live . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
B.2. Ima´genes captadas por ca´mara RGB-D . . . . . . . . . . . . . . . . . . 50
B.3. Imagen de profundidad convertida a escaneo la´ser . . . . . . . . . . . . 50
VIII
Lista de Tablas
2.1. Coste del hardware seleccionado para el proyecto . . . . . . . . . . . . 13
4.1. Error procedente de la odometr´ıa . . . . . . . . . . . . . . . . . . . . . 27
4.2. Porcentajes desglosados de la memoria RAM en uso . . . . . . . . . . . 30
4.3. Error obtenido en la construccio´n del mapa . . . . . . . . . . . . . . . . 33
4.4. Evaluacio´n de los clasificadores obtenidos . . . . . . . . . . . . . . . . . 34
IX
Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
En los u´ltimos an˜os hemos sido testigos del gran avance que han experimentado
los computadores, siendo de especial intere´s en este trabajo, las placas de prototipado
ra´pido con muy bajo coste, como Raspberry Pi o Arduino. Gracias a su mejora en la
capacidad de procesamiento y a la aparicio´n de sensores econo´micos con prestaciones
superiores, se ha hecho posible la realizacio´n de sistemas de bajo coste que lleven a
cabo aplicaciones robo´ticas muy diversas. De hecho, hoy en d´ıa ya se comercializan
plataformas robo´ticas basadas en computadores de este tipo con un bajo coste, las cua-
les tienen, generalmente, un enfoque educativo. En la Figura 1.1 se muestran algunos
ejemplos de estas plataformas robo´ticas de bajo coste.
Figura 1.1: Plataformas robo´ticas comerciales de bajo coste. De Izquierda a derecha:
Robot Arduino, Robot LEGO Mindstorms y Robot Makeblock1.
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Figura 1.2: Estudio de las posibilidades de aplicabilidad del entorno ROS en un sistema
robo´tico de bajo coste basado en Raspberry Pi.
Con el conocimiento de que actualmente las tareas robo´ticas son ejecutadas por
robots que integran hardware de un elevado coste, en este proyecto se pretende estudiar
las capacidades de una plataforma robo´tica (como las mostradas en la Figura 1.1)
de llevar a cabo la realizacio´n de tareas robo´ticas comunes en entornos reales. De
acuerdo con lo mostrado en la Figura 1.2, se quiere hacer uso de ROS (Robot Operating
System), entorno de trabajo muy utilizado en sistemas robo´ticos que incluye software
que permite desarrollar aplicaciones de forma modular, adema´s de proveer una serie
de packages para la realizacio´n de tareas tales como localizacio´n y mapeo simulta´neo,
planificacio´n, etc.
El uso de ROS en una computadora de placa reducida como Raspberry Pi, junto
con los sensores y actuadores necesarios, permitira´ desarrollar una plataforma robo´tica
de bajo coste en la cua´l integrar diversas tareas. Estas tareas abarcan tanto el campo de
la robo´tica como el campo de la visio´n por computador, que se benefician mutuamente,
dotando al proyecto desarrollado de una mayor funcionalidad.
Por una parte, dicha funcionalidad consiste en la integracio´n de tareas puramente
robo´ticas como el ca´lculo de la odometr´ıa, es decir, la estimacio´n de la posicio´n del
robot durante la navegacio´n y por ello se pretende el desarrollo de una plataforma
dotada de movilidad. Adema´s, se plantea la consecucio´n de tareas ma´s avanzadas,
como es la construccio´n de un mapa del entorno y la localizacio´n del robot en el mismo
a partir de la informacio´n procedente de los sensores. En este proyecto se trabajara´
sobre un escenario modelo, representado en la Figura 1.3 (a), que servira´ para facilitar
la repetibilidad de los experimentos. Por otra parte, se quiere complementar con la
adaptacio´n de te´cnicas de visio´n por computador en la plataforma robo´tica para an˜adir
informacio´n sema´ntica al mapa del entorno. En particular, el trabajo se centra en la
deteccio´n de veh´ıculos como los mostrados en la Figura 1.3 (b).
1Robot Arduino, recuperado de https://www.arduino.cc/en/Main.Robot/.
Robot LEGO, recuperado de https://shop.lego.com/en-US/LEGO-MINDSTORMS-NXT-2-0-8547.
Robot Makeblock, recuperado de https://www.makeblock.es/productos/mbot_ranger/.
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(a) (b)
Figura 1.3: (a) Escenario modelo de trabajo que facilita la repetibilidad de los ensayos,
(b) Veh´ıculos a detectar que constituyen la informacio´n sema´ntica del mapa elaborado.
Una de las claves que han motivado el desarrollo del proyecto es el objetivo de
estudiar la aplicabilidad del prototipo construido en asignaturas impartidas en la Uni-
versidad de Zaragoza. El uso de ROS en estas plataformas de bajo coste permitir´ıa
reproducir de manera pra´ctica tareas ejecutadas por robots de gama alta.
1.2. Objetivos y planificacio´n
El objetivo principal del proyecto es estudiar las capacidades de un robot mo´vil
de bajo coste de realizar tareas llevadas a cabo por robots de gama alta. Estas tareas
engloban tanto la aplicacio´n de te´cnicas de SLAM (Simultaneous Localization And
Mapping), que consisten en la construccio´n de un mapa del entorno y la localizacio´n
en el mismo, como la aplicacio´n de te´cnicas de visio´n por computador para el recono-
cimiento de objetos. Las tareas realizadas para la consecucio´n de este objetivo son las
siguientes:
Instalacio´n y familiarizacio´n con ROS, empleado para el desarrollo de aplicacio-
nes robo´ticas tanto a nivel acade´mico como industrial. Para la familiarizacio´n
con el entorno de ROS se han desarrollado los tutoriales de su wiki2, gracias a
2http://wiki.ros.org/ROS/Tutorials/
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los cuales se han adquirido los conceptos ba´sicos de funcionamiento, explicados
en profundidad en la seccio´n 2.2.
Estudio de las te´cnicas de SLAM disponibles en ROS para la construccio´n de
un mapa 2D del entorno: GMapping3 [1], Hector SLAM 4 [2] o Cartographer 5 de
Google [3]. Estudio del funcionamiento ba´sico de estas te´cnicas y la aplicacio´n
de las mismas haciendo uso de las integraciones existentes en ROS.
Instalacio´n y familiarizacio´n con OpenCV, biblioteca ampliamente utilizada en
aplicaciones de visio´n por computador. En concreto este estudio se centra en
su instalacio´n en Raspberry Pi y en la asimilacio´n de las funcionalidades que
proporciona OpenCV 6 para la deteccio´n de objetos, permitiendo adaptar tanto
el sistema de entrenamiento como de clasificacio´n a la tarea de deteccio´n de este
proyecto.
Adaptacio´n del clasificador estudiado a la deteccio´n de veh´ıculos por medio de
la recopilacio´n de los datos necesarios para su entrenamiento. Evaluacio´n de la
efectividad del clasificador obtenido e integracio´n de dicho clasificador para la
localizacio´n del veh´ıculo en el mapa.
Integracio´n de la placa de conexio´n de productos de LEGO Mindstorms con la
Raspberry Pi, permitiendo el control de los actuadores para dotar al robot de la
movilidad necesaria.
Disen˜o de la plataforma robo´tica y su consiguiente desarrollo con la integracio´n
del hardware necesario para la consecucio´n de los objetivos fijados.
Realizacio´n de pruebas experimentales sobre la plataforma robo´tica elaborada,
obteniendo resultados sobre la viabilidad de los me´todos estudiados y demostra-
cio´n de la aplicacio´n final desarrollada que engloba las distintas tareas a ejecutar.
Documentacio´n de la memoria del proyecto, realizando una recopilacio´n de los
ensayos efectuados, y realizacio´n del manual de usuario como punto de parti-
da para el desarrollo de futuros estudios o aplicaciones relacionadas con este
proyecto. El manual de usuario se encuentra en el anexo A.
La organizacio´n temporal de las tareas descritas se encuentra reflejada en el dia-
grama de Gantt, representado en la Figura 1.4.
3http://wiki.ros.org/gmapping/
4http://wiki.ros.org/hector_slam/
5http://wiki.ros.org/cartographer/
6https://docs.opencv.org/3.4.1/d2/d64/tutorial_table_of_content_objdetect.html
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septiembre-17 noviembre-17 diciembre-17 febrero-18 abril-18 mayo-18 julio-18
Instalación y familiarización
 con ROS y GNU/Linux
Instalación y familiarización
 con OpenCV
Estudio y aplicación de
técnicas de SLAM en 2D
Aplicación de algoritmos
a la detección de vehículos
Integración de la placa
para el control de actuadores
Construcción de la
plataforma robótica
Realización de pruebas
y demostración final
Documentación del
 proyecto
Figura 1.4: Diagrama de Gantt del desarrollo de este proyecto.
1.3. Entorno de trabajo
Este proyecto se ha llevado a cabo en el entorno de trabajo de ROS, sobre el
sistema operativo Linux, en particular la distribucio´n Ubuntu. Tanto el software como
el hardware empleados se encuentran ampliamente explicados en el cap´ıtulo 2.
Este proyecto ha sido realizado en el laboratorio del grupo de Robo´tica, Percepcio´n
y Tiempo Real (RoPeRT )7 del Instituto Universitario de Investigacio´n en Ingenier´ıa
de Arago´n.
1.4. Trabajos relacionados
A partir de la reciente evolucio´n de computadores como Raspberry Pi y Arduino, es
cada vez ma´s frecuente la realizacio´n de proyectos que pretenden desarrollar diversas
aplicaciones en plataformas robo´ticas y de esta forma explorar las capacidades de un
robot de bajo coste. A continuacio´n, se recogen algunos de los trabajos de investigacio´n
especialmente interesantes para este proyecto, que se basan en el estudio de diversos
algoritmos de robo´tica y visio´n por computador en plataformas robo´ticas de bajo coste.
7 http://robots.unizar.es
8Imagen de http://blog.electricbricks.com/2010/05/reconocer-objetos-con-opencv/
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Localizacio´n y Mapeo Simulta´neos en 2D. Uno de los objetivos de este trabajo
consiste en estudiar la ejecucio´n en Raspberry Pi de te´cnicas SLAM [4] para la cons-
truccio´n de un mapa y la localizacio´n simulta´nea del robot en el mismo. Numerosos
trabajos se centran en el mismo objetivo, buscando a su vez el mejor rendimiento
posible. Un trabajo cercano a este proyecto se centra en el estudio del rendimiento de
Raspberry Pi al ejecutar el algoritmo de GMapping [1] sobre la plataforma robo´tica
de bajo coste TurtleBot [5].
Otro estudio se centra en evaluar algoritmos de SLAM [6]; de especial intere´s para
este proyecto la evaluacio´n de GMapping y Hector SLAM [2]. Este u´ltimo permite
realizar la tarea de SLAM sin necesidad de odometr´ıa, lo que supone la ventaja de la
disminucio´n de carga computacional. Sin embargo, el hecho de no disponer de odo-
metr´ıa unido a la carencia de implementacio´n de cierre de bucle repercute en una
disminucio´n de precisio´n respecto otros algoritmos de SLAM.
Muchos de estos trabajos, entre ellos el [5], construyen el mapa a partir de sensores
econo´micos, basados en visio´n, como ca´maras RGB-D; e´stas permiten llevar a cabo la
construccio´n del mapa 2D convirtiendo los datos 3D del sensor de profundidad de la
ca´mara en una medida similar a la que se obtiene por medio del uso de un LIDAR
(Light Detection and Ranging) [7]. Adema´s de la ventaja en el coste, un sensor RGB-D
permite la deteccio´n de obsta´culos a diferentes alturas para evitar la colisio´n con estos,
mientras que un LIDAR proporciona la deteccio´n en un u´nico plano horizontal.
(a) (b)
Figura 1.5: Ejemplos de tareas de reconocimiento visual. (a) Reconocimiento de rostros,
(b) Plataforma robo´tica de bajo coste con reconocimiento de objetos8.
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Figura 1.6: Mapa construido por un robot mo´vil con informacio´n sema´ntica de las
habitaciones reconocidas9.
Reconocimiento Visual. El campo de visio´n por computador esta´ presente en di-
versos proyectos, que se centran en dar mayor funcionalidad a las plataformas robo´ti-
cas a trave´s de aplicaciones de reconocimiento visual automa´tico. Por ejemplo, algunos
proyectos pretenden la interaccio´n con las personas mediante la deteccio´n de rostros
a trave´s de algoritmos implementables en plataformas de bajo coste [8], tal como se
muestra en la Figura 1.5 (a). La Figura 1.5 (b) muestra otro ejemplo de plataforma de
bajo coste disen˜ada para la deteccio´n de objetos. Encontramos ejemplos de esta tarea
tanto en entornos industriales [9] como en entornos educativos [10].
Otras aplicaciones basadas en visio´n por computador de las que encontramos ejem-
plos en plataformas de bajo coste incluyen el reconocimiento de escenas en lugar de
simples objetos (lo que permite llevar a cabo la construccio´n de mapas anotados segu´n
el tipo de estancia, como el realizado por la plataforma Pi Robot de la Figura 1.6), o
aplicaciones de seguimiento visual, como el ejemplo de recuento de personas [11].
1.5. Organizacio´n del proyecto
En el presente cap´ıtulo se han introducido tanto las motivaciones del proyecto
como los objetivos del mismo, estableciendo los pasos a seguir para su consecucio´n.
En el cap´ıtulo 2 se analiza el disen˜o de la plataforma robo´tica, comenzando por la
justificacio´n del hardware utilizado y terminando por el software implementado. En el
9Imagen de http://www.pirobot.org/blog/0015/
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cap´ıtulo 3 se explica la integracio´n del proyecto en la plataforma robo´tica, as´ı como su
funcionamiento, comentando los principales mo´dulos del sistema. En el cap´ıtulo 4 se
recogen los resultados obtenidos en los distintos ensayos y el desarrollo de la aplicacio´n
final. Por u´ltimo, en el cap´ıtulo 5 se exponen las conclusiones extra´ıdas en el trabajo,
adema´s de posibles mejoras a implementar en trabajos futuros.
Cap´ıtulo 2
Plataforma robo´tica
Este cap´ıtulo describe la plataforma robo´tica desarrollada tanto a nivel hardware
como a nivel de software. En primer lugar, se realiza una comparativa de las opciones
estudiadas para el hardware del proyecto. En segundo lugar, se resumen las decisiones
en la seleccio´n del software teniendo en cuenta el hardware disponible.
2.1. Hardware
Esta seccio´n describe el disen˜o y la decisio´n de los principales componentes de la
plataforma robo´tica desarrollada en este proyecto, entre ellos, el computador utilizado,
los sensores empleados y el sistema que permite el movimiento del robot. Destacar que
la eleccio´n de los componentes ha estado determinada por la premisa de disen˜ar un
robot de bajo coste.
Computador. Desde el inicio del desarrollo del proyecto se tuvo en cuenta que el
computador utilizado deb´ıa ser de taman˜o y coste reducidos: un computador que pudie-
se incorporarse en plataformas robo´ticas pequen˜as, permitiendo el estudio de diversas
te´cnicas llevadas a cabo por robots de alta gama. Una de las placas de prototipado
ra´pido ma´s utilizadas en el desarrollo de proyectos robo´ticos es Raspberry Pi. La razo´n
de su utilizacio´n son las ventajas que presenta respecto a otros computadores de pla-
ca reducida. Por ejemplo, Raspberry Pi presenta una mayor potencia de ca´lculo que
Arduino y una mayor facilidad en la conexio´n del hardware que BeagleBone.
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Figura 2.1: Computadores de placa reducida utilizadas en este proyecto. De izquierda
a derecha: Raspberry Pi 2 Modelo B (2015) y Raspberry Pi 3 Modelo B (2016)1.
Debido a esto, desde las etapas iniciales de este proyecto se trabajo´ sobre Raspberry
Pi 2 Modelo B, que presenta un procesador Quad-Core de 900MHz. Sin embargo, la
necesidad de mayor rendimiento determino´ el uso de Raspberry Pi 3 Modelo B, ya que
presenta un evolucio´n de dicho procesador, manteniendo una estructura Quad-Core,
pero incrementando la velocidad de 900MHz a 1,20GHz.
Otra razo´n del cambio es la incorporacio´n de conectividad que obtuvo Raspberry
Pi 3 Modelo B en su lanzamiento, incluyendo Wi-Fi y Bluetooth, esto evita el uso de
adaptadores externos con el consiguiente ahorro en el coste de desarrollo del proyecto.
Ambas versiones de Raspberry se muestran en la Figura 2.1.
Motores y Placas de Adaptacio´n. A la hora de dotar de movilidad se opto´ por
emplear los motores de LEGO Mindstorms, como el mostrado en la Figura 2.2 (c)
y para conformar la estructura del robot se utilizaron piezas de LEGO. La decisio´n
de utilizar estos productos estuvo condicionada por su reducido precio, adema´s de
permitir libertad en la ejecucio´n del disen˜o estructural del robot. Cabe mencionar que
los actuadores de LEGO Mindstorms empleados incluyen encoders, utilizados en el
proyecto para realizar el ca´lculo de la odometr´ıa, explicado en la seccio´n 3.1.
Para establecer la comunicacio´n entre el computador del robot y los productos de
LEGO Mindstorms, se estudio´ el uso de dos mo´dulos. Estos mo´dulos hacen el papel
del Mindstorms Brick, cerebro del sistema Mindstorms que permite el desarrollo de
aplicaciones en las plataformas robo´ticas de LEGO, como la mostrada en la Figura 1.1.
Comentar que el uso de Mindstorms Brick se descarto´ debido a su coste aproximado
1Raspberry Pi 2B (https://www.raspberrypi.org/products/raspberry-pi-2-model-b/).
Raspberry Pi 3B (https://www.raspberrypi.org/products/raspberry-pi-3-model-b/).
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(a) (b) (c)
Figura 2.2: Placas de adaptacio´n a Raspberry Pi de componentes LEGO Mindstorms
y motor de LEGO Mindstorms empleado en el proyecto. (a) Controlador PiStorms-v2,
(b) Mo´dulo BrickPi3 y (c) Motor LEGO Mindstorms2.
de 200e, superior al coste combinado de Raspberry Pi 3 y uno de los mo´dulos estudia-
dos, que se encuentra en torno a los 120e. Los mo´dulos estudiados son el controlador
PiStorms y el mo´dulo BrickPi, mostrados en las Figuras 2.2 (a) y 2.2 (b) respectiva-
mente. Ambos son totalmente aptos, ya que tienen un funcionamiento correcto y son
compatibles con Raspberry Pi 3.
La diferencia ma´s notable entre ambos mo´dulos reside en la robustez que presenta
BrickPi frente a PiStorms, ya que BrickPi permite el desarrollo de una estructura ma´s
resistente. Por ello, aunque PiStorms posee una pantalla con la que interactuar, la cual
provee mayor funcionalidad al usuario, se opto´ por emplear el mo´dulo BrickPi3.
Sensores. En el desarrollo del proyecto se estudio´ la utilizacio´n de distintos sensores,
los cuales se fueron descartando por diversos motivos como restricciones de peso, coste
o requisitos funcionales del sistema. Los sensores que se estudiaron para su inclusio´n
en la plataforma robo´tica son LIDAR y ca´maras.
(a) (b) (c)
Figura 2.3: Sensores considerados para la plataforma robo´tica. (a) LIDAR Hokuyo y
RaspiCAM, (b) Microsoft Kinect, (c) Asus Xtion PRO Live3.
2PiStorms-v2 (http://www.mindsensors.com/content/78-pistorms-lego-interface).
BrickPi3 (https://www.dexterindustries.com/new-brickpi3-lego-mindstorms/).
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En primer lugar, se barajo´ el uso de un LIDAR ya que es una opcio´n robusta
para la realizacio´n de mapeados 2D de entornos interiores donde el sensor proporciona
buenos resultados. Debido a que la realizacio´n del mapa no es el u´nico objetivo de
este trabajo, ser´ıa necesario complementar al LIDAR con una ca´mara que realizase
la deteccio´n de veh´ıculos. Por ello se planteo´ utilizar el u´ltimo modelo de ca´mara de
Raspberry Pi, que es muy econo´mica, alrededor de 25e. Sin embargo, el precio del
LIDAR disparaba el coste del proyecto por encima de los 1000e, descartando esta
posibilidad. Ambos sensores se muestran en la Figura 2.3 (a).
La segunda opcio´n que se planteo´ fue emplear una ca´mara RGB-D que fuese ca-
paz de realizar ambos cometidos, tanto el mapeado del entorno como la deteccio´n de
veh´ıculos y de esta forma conseguir una mayor compactacio´n del hardware necesario.
Este tipo de ca´maras combinan un sensor de infrarrojos para la deteccio´n de profundi-
dad y un sensor RGB para la obtencio´n de la imagen en color. Los dos ca´maras RGB-D
estudiadas para su utilizacio´n fueron la Microsoft Kinect y la ASUS Xtion PRO Live,
mostradas en las Figuras 2.3 (b) y 2.3 (c) respectivamente. Ambas son similares en
cuanto al coste, pero la ASUS Xtion PRO Live presenta una serie de caracter´ısticas
que determinaron que fuese escogida para la realizacio´n del proyecto.
La principal diferencia es el taman˜o de ambas, donde la Asus Xtion presenta unas
dimensiones de 178mm x 51mm x 38mm, mientras que Microsoft Kinect tiene unas
POWER
Baterías
10V
Raspberry Pi 
BrickPi 
Actuadores 
LEGO
Cámara 
RGB-D
Figura 2.4: Esquema de conexio´n del hardware de la plataforma robo´tica.
3LIDAR Hokuyo, imagen de https://www.hokuyo-aut.jp/
RaspiCAM, imagen de https://www.raspberrypi.org/products/camera-module-v2/
Microsoft Kinect, imagen de https://en.wikipedia.org/wiki/Kinect
Asus Xtion PRO Live, imagen de https://www.asus.com/es/3D-Sensor/Xtion_PRO_LIVE/
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dimensiones de 305mm x 76mm x 64mm. Esta diferencia es proporcional a la di-
ferencia en el peso donde la ASUS Xtion presenta un peso de 0, 225Kg, mientras
que la Microsoft Kinect tiene un peso de 1, 360Kg. Dado que la plataforma robo´tica
es de pequen˜as dimensiones la diferencia presentada es notoria y determinante en la
eleccio´n. Adema´s, la Asus Xtion no requiere de alimentacio´n externa, con el u´nico
requerimiento de conexio´n v´ıa USB, por su parte la Microsoft Kinect s´ı requiere de
alimentacio´n externa, lo que conlleva mayor consumo y peso en la plataforma robo´ti-
ca. Por u´ltimo, la ca´mara de ASUS presenta mayor invarianza en la precisio´n de las
medidas de profundidad [12], lo que supone la obtencio´n de mejores resultados.
La Tabla 2.1 recoge el coste aproximado de los elementos que componen la pla-
taforma robo´tica disen˜ada. El coste total refleja la diferencia con otras plataformas
robo´ticas, como el ejemplo de TurtleBot, cuyo coste aproximado, equipando la plata-
forma con sensores de gama media, es de ma´s de 1000e.
Producto Precio 
Raspberry Pi 3 Model B 37,90 €
BrickPi3 86,50 €
Asus Xtion PRO Live 160,00 €
Motores y piezas LEGO 65,00 €
Coste Total 349,40 €
Tabla 2.1: Coste aproximado del hardware seleccionado para el desarrollo del proyecto.
Con los elementos seleccionados se realizan las conexiones tal como se muestra en la
Figura 2.4. De este modo la ca´mara RGB-D se conecta directamente a la Raspberry Pi
3, mientras que los actuadores del sistema se conectan al mo´dulo BrickPi3 el cua´l hace
de intermediario con la Raspberry Pi 3. Por u´ltimo, mencionar que el sistema se ali-
menta directamente a trave´s de BrickPi3 con 10V . Desarrollando el disen˜o estructural
con el hardware escogido se obtiene la plataforma robo´tica de la Figura 2.5.
Figura 2.5: Plataforma robo´tica elaborada en el proyecto.
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2.2. Software
Una vez seleccionados los distintos elementos que conforman el hardware del pro-
yecto, es hora adecuar el software a las posibilidades que nos ofrece el hardware y a
los requerimientos del trabajo. Como punto de partida se analizan los distintos siste-
mas operativos que se considero´ utilizar. Posteriormente, se describen ROS, entorno
de trabajo utilizado, OpenCV, biblioteca empleada para la deteccio´n de veh´ıculos y
los lenguajes de programacio´n utilizados.
Sistema Operativo. A la hora de escoger un sistema operativo adecuado para este
proyecto, se barajo´ entre dos distribuciones de GNU/Linux y por tanto, de co´digo
libre. Estos dos sistemas operativos son Raspbian y Ubuntu, los cuales tienen sus
ventajas e inconvenientes. Por ejemplo, Raspbian tiene mayor apoyo por parte de los
desarrolladores para su ejecucio´n en Raspberry Pi, lo que supone un mayor rendimiento
que Ubuntu en el mismo computador. Adema´s, las bibliotecas de Dexter Industries
para BrickPi esta´n desarrolladas sobre Raspbian aunque admiten la compatibilidad
con Ubuntu. Sin embargo, la diferencia ma´s importante que repercutio´ en nuestra
decisio´n fue que Raspbian soporta peor las versiones recientes de ROS, por ello desde
ROS recomiendan el uso de Ubuntu, sistema operativo empleado en el proyecto. La
versio´n utilizada en el proyecto es Ubuntu 16.04.
ROS. Como se ha mencionado anteriormente ROS es el acro´nimo de Robot Opera-
ting System (Sistema operativo Robo´tico), un entorno de trabajo de co´digo abierto
empleado para desarrollar de forma simplificada proyectos complejos en plataformas
robo´ticas. Este permite obtener una aplicacio´n eficiente y robusta, siendo capaz de
mantener la modularidad, la reutilizacio´n de co´digo y la integracio´n del hardware
empleado.
En este proyecto se comenzo´ trabajando con la versio´n de ROS Indigo, que era
hasta ese momento la ma´s estable. Sin embargo, dicha versio´n estaba centrada en
Ubuntu 14.04, por lo que finalmente se decidio´ actualizar a la versio´n recomendada
para Ubuntu 16.04, ROS Kinetic, con el fin de establecer a su vez la compatibilidad
con la versio´n de OpenCV utilizada para la deteccio´n de veh´ıculos.
Como ya se menciono´ en el cap´ıtulo de introduccio´n, en la wiki de ROS hay una
gran cantidad de tutoriales que hacen ma´s fa´cil la adaptacio´n a su uso. A continuacio´n
se exponen los aspectos ma´s representativos del funcionamiento de ROS:
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El software de ROS esta´ organizado en packages, que proporcionan una manera
fa´cil de reutilizar el software. La descripcio´n del package se establece en el package
manifest, un archivo XML que recoge el nombre del package, la versio´n, autores
y las dependencias con otros packages. Un package puede contener bibliotecas
independientes, software a terceros, archivos de configuracio´n, pero sobre todo
contiene los nodes.
Los nodes son procesos que realizan una tarea espec´ıfica. Los nodes se comuni-
can entre s´ı gracias al node master. La comunicacio´n puede ser mediante topics,
que permiten una comunicacio´n unidireccional entre los nodes, mediante un sis-
tema de suscripcio´n y publicacio´n a trave´s de messages. Los services son una
alternativa a los topics, debido a que en ocasiones el sistema unidireccional de
comunicacio´n no es el adecuado. Los services se basan en una solicitud y una
respuesta a trave´s de un par de messages.
Generalmente en un proyecto se tienen varios nodes, por ejemplo, en este proyecto
se tiene un node para la ca´mara, un node para la construccio´n del mapa, otro
node para el control de los motores y as´ı con todos los elementos. El esquema
global de funcionamiento se detalla en el cap´ıtulo 3.
Ejemplificando el funcionamiento de ROS, comentar que en este proyecto es nece-
sario un node para llevar a cabo la localizacio´n y el mapeo simulta´neos. Una de las
opciones de uso es el node perteneciente al package GMapping. Para su funcionamien-
to necesita dos tipos de informacio´n: la odometr´ıa y los escaneos de un la´ser. Para
obtener esa informacio´n el node de GMapping se suscribe al topic /odom y al topic
/scan respectivamente. Y a su vez, el node de GMapping publica el mapa construido
en el topic /map.
POWER
Figura 2.6: Esquema de alto nivel del software utilizado en el proyecto. El node de
deteccio´n de veh´ıculos (basado en OpenCV) esta´ escrito en C++, al igual que el node
de SLAM. Mientras que el node de control del movimiento esta´ escrito en Python.
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OpenCV. Para la realizacio´n de la aplicacio´n de deteccio´n de veh´ıculos se hace uso
de la biblioteca de co´digo abierto OpenCV, la cual es compatible con GNU/Linux,
sistema operativo empleado en el proyecto. En este caso se ha hecho uso de la versio´n
OpenCV 3.4.1 para llevar a cabo la deteccio´n de veh´ıculos, lo que favorecio´ el uso
de ROS Kinetic debido a su compatibilidad con las versiones de OpenCV 3, mientras
que ROS Indigo presenta compatibilidad con OpenCV 2, dificultando el uso de las
versiones recientes de OpenCV.
Lenguajes de Programacio´n. En el proyecto se han utilizado dos lenguajes de
programacio´n: C++ y Python. La Figura 2.6 muestra de forma conceptual los len-
guajes utilizados en el proyecto. Por ejemplo, la deteccio´n de veh´ıculos se llevo´ a cabo
con el software en C++ de OpenCV, mientras que para el control de los motores se
utilizo´ la biblioteca para el mo´dulo BrickPi3 de Dexter Industries, que esta´ escrita en
el lenguaje Python. Adema´s de programar en Python el sistema de movimiento, tam-
bie´n se ha programado la monitorizacio´n para visualizar el rendimiento del sistema.
Por u´ltimo, mencionar que los packages utilizados de ROS para realizar la tarea de
SLAM o la teleoperacio´n esta´n programados en C++.
Cap´ıtulo 3
Arquitectura del sistema
En este cap´ıtulo se describe el proyecto desarrollado, el cual puede dividirse funda-
mentalmente en tres mo´dulos. El primero controla el movimiento del robot, el segundo
lleva a cabo la elaboracio´n del mapa y el tercero se encarga de la deteccio´n de los
veh´ıculos. A pesar de la divisio´n realizada, los tres mo´dulos se comunican entre s´ı para
desarrollar las distintas tareas. En la Figura 3.1 se muestra, de forma conceptual, un
diagrama de los principales bloques del sistema, as´ı como las relaciones entre ellos. En
verde se encuadra el mo´dulo de desplazamiento, compuesto por el node de teleopera-
cio´n y el node de movimiento, que se encargan del control del robot y de los ca´lculos
de la odometr´ıa. El mo´dulo de mapeado (encuadrado en rojo) adema´s de la odometr´ıa,
requiere de la informacio´n del escaneo para publicar el mapa, mientras que el mo´dulo
de deteccio´n, encuadrado en azul, publicara´ la posicio´n 2D de los veh´ıculos.
Teleoperación
Movimiento
Mapeado Detector
Cámara
Módulo de desplazamiento
Módulo de mapeado Módulo de detección
Conversor
cmd_vel
odom
scan
map cars
RGB_image
Depth_image
Depth_image
Figura 3.1: Esquema conceptual de los mo´dulos del sistema. En elipses los nodes del
sistema y en recta´ngulos los topics que emplean los nodes para comunicarse entre s´ı.
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3.1. Mo´dulo de desplazamiento
Movimiento. El node movimiento tiene una doble funcio´n, por una parte se encarga
de enviar las consignas de velocidad al motor derecho e izquierdo y por otra parte
desarrolla los ca´lculos de la odometr´ıa para estimar la localizacio´n del robot durante
la navegacio´n.
Como se muestra en la Figura 3.1, para establecer las velocidades de ambos mo-
tores este node se suscribe al topic /cmd vel y de esta forma obtiene las referencias de
velocidad lineal y velocidad angular que han sido publicadas por el node teleoperacio´n.
La comunicacio´n con los motores se lleva a cabo por medio del mo´dulo BrickPi3 que
provee la funcio´n set motor dps para establecer la velocidad de ambos actuadores en
grados por segundo.
Como el robot construido es de traccio´n diferencial (Figura 3.2), las velocidades de
las ruedas se obtienen a partir de las velocidades lineal y angular del robot tal como
se muestra en (3.1) donde v es la velocidad lineal, ω es la velocidad angular del robot,
L es la distancia entre ejes de ambas ruedas y r es el radio de las ruedas.[
ωd
ωi
]
=
[
1/r L/2r
1/r −L/2r
] [
v
ω
]
⇒
{
ωd =
v
r
+ wL
2r
ωi =
v
r
− wL
2r
(3.1)
Por otra parte, este node tambie´n se encarga de realizar los ca´lculos de la odometr´ıa.
Para ello, se emplean las velocidades lineal y angular reales del robot, obtenidas por
medio de la funcio´n get motor encoder de la biblioteca de BrickPi3. Esta funcio´n per-
mite obtener la posicio´n del encoder de cada motor que sirven para calcular la velocidad
de cada rueda. A partir de las velocidades de ambas ruedas, se obtienen las velocidades
lineal y angular de la plataforma robo´tica como se muestra en (3.2). Estas velocidades
permiten obtener la localizacio´n del robot, es decir, la posicio´n y orientacio´n en 2D.[
v
ω
]
=
[
r/2 r/2
L/2 −L/r
] [
ωd
ωi
]
⇒
{
v = rωd
2
+ rωi
2
ω = rωd
L
− rωi
L
(3.2)
Para obtener la localizacio´n del robot se calcula el desplazamiento producido en un
intervalo temporal y de esta forma obtener las variaciones de posicio´n y orientacio´n
producidas tal como se muestra en (3.3), donde la aproximacio´n del incremento sobre
el arco (∆S) solo es va´lida para variaciones de a´ngulo (∆θ) pequen˜as o nulas:
∆θ = ω∆t
∆S ≈ v∆t⇒
{
∆X = ∆S cos(θ + ∆θ
2
)
∆Y = ∆S sin(θ + ∆θ
2
)
(3.3)
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Figura 3.2: Modelo cinema´tico de un robot de traccio´n diferencial.
Los nuevos para´metros de posicio´n y orientacio´n son publicados en el topic /odom
mediante un mensaje de tipo nav msgs/Odometry para que pueda ser utilizado por
el mo´dulo de mapeado. La posicio´n y orientacio´n constituyen un mensaje tipo geo-
metry msgs/Pose compuesto a su vez por un mensaje geometry msgs/Point (x, y, z )
y un mensaje geometry msgs/Quaternion que recoge la transformacio´n de la orienta-
cio´n θ de a´ngulos de Euler a cuaternios.
Teleoperacio´n. El package de teleoperacio´n utilizado es teleop twist keyboard [13]
y su principal funcionalidad es publicar la referencia de velocidad, tanto lineal como
angular, para que el node de movimiento pueda ejecutar el desplazamiento de la pla-
taforma robo´tica. El funcionamiento del node teleoperacio´n consiste en leer si se ha
pulsado una de las teclas predeterminadas que modifican la velocidad de referencia.
Una posibilidad es que se desee un incremento o decremento de la velocidad lineal o
angular, en ese caso las referencias de velocidades actuales son multiplicadas por un
determinado factor de escala. Otra posibilidad es que se requiera un tipo movimiento
distinto, los cuales pueden ser avance, retroceso, giro a izquierdas, giro a derechas...
como se muestran en la Figura 3.3.
Para publicar la referencia de velocidad lineal y velocidad angular establecida, el
node teleoperacio´n utiliza un mensaje tipo geometry msgs/Twist que se compone de
dos vectores de tres componentes, uno para la referencia de velocidad lineal y otro
para la referencia de velocidad angular. Este mensaje permite publicar las referencias
de velocidad en el topic /cmd vel, al cual se suscribe el node movimiento.
El hecho de teleoperar el movimiento de la plataforma robo´tica es una de las
razones del uso de un computador como controlador remoto. Adema´s de emplear
el computador remoto como medio de teleoperacio´n del movimiento, tambie´n sirve
para la visualizacio´n gra´fica del mapa construido (mediante la herramienta RViz) y la
monitorizacio´n del rendimiento del sistema.
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Giro a izquierdas Giro a derechas
AvanceGiro a izquierdas 
con avance
Giro a izquierdas
con retroceso
Giro a derechas 
con retroceso
Giro a derechas
con avance
Retroceso
Figura 3.3: Diagrama de los posibles movimientos a realizar con la teleoperacio´n.
3.2. Mo´dulo de mapeado
En esta´ seccio´n se detalla el mo´dulo de mapeado, constituido por los me´todos de
mapeado empleados para la construccio´n de un mapa 2D del entorno con localizacio´n
del robot en el mismo (SLAM). Los dos me´todos integrados y evaluados en este pro-
yecto son GMapping [1] y Cartographer [3], que permiten la realizacio´n de la tarea
de SLAM a partir del escaneo de un la´ser y de la informacio´n de la odometr´ıa. Co-
mo se comento´ en la seccio´n 1.4, Hector SLAM [2] proporciona generalmente peores
resultados que estos dos me´todos, por ello se descarto´ su uso.
Los dos me´todos evaluados tienen en comu´n el uso de un la´ser en la implementacio´n
del SLAM, sin embargo, como se menciono´ en la seccio´n 2.2 en este proyecto se hace
uso de una ca´mara RGB-D. Para posibilitar el empleo de la ca´mara como la´ser se
emplea el package de conversio´n de datos depthimage to laserscan [14]. Este package
permite la conversio´n de la imagen de profundidad de la ca´mara a escaneo la´ser. El
funcionamiento ba´sico de una ca´mara RGB-D as´ı como la conversio´n de la informacio´n
se encuentran explicados en el anexo B.
GMapping. Como se ha mencionado anteriormente GMapping permite llevar a cabo
SLAM en 2D. Para ello requiere informacio´n en forma de escaneo la´ser, que es obtenida
a partir de la imagen de profundidad gracias al node conversor, que publica el escaneo
en el topic /scan. Adema´s el node de GMapping llamado slam gmapping hace uso de la
odometr´ıa para la localizacio´n del robot en el mapa creado, el cual se publica en el topic
/map por medio de un mensaje nav msgs/OccupancyGrid. Respecto a la configuracio´n
del funcionamiento de GMapping se ha estudiado la incidencia de diversos para´metros
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como son la tasa de actualizacio´n del mapa, la compensacio´n del error de la odometr´ıa,
la configuracio´n del filtro de part´ıculas y la resolucio´n del mapa.
En primer lugar, se ha estudiado tanto el intervalo de actualizacio´n temporal del
mapa publicado a trave´s de map update interval como los para´metros que determinan
el desplazamiento necesario para llevar a cabo un nuevo escaneo, linear update y an-
gular update. En segundo lugar, se ha analizado la compensacio´n del error procedente
de la odometr´ıa, tanto en traslacio´n (srr y srt) como en rotacio´n (str y stt). Para con-
cluir se ha trabajado con mapas de distinta resolucio´n modificando el para´metro delta
y se ha estudiado el comportamiento del sistema ante una modificacio´n del nu´mero
de part´ıculas del filtro (particles), ya que GMapping estima la localizacio´n del robot
mediante un filtro de part´ıculas Rao-Blackwellized.
Cartographer. La integracio´n de Cartographer en ROS permite llevar a cabo SLAM
en 2D y 3D. Debido a la limitacio´n de co´mputo por parte de Raspberry Pi, en este
proyecto se ha trabajado con SLAM 2D.
Cartographer permite trabajar con odometr´ıa o sin ella, aunque con la finalidad
de obtener mejores resultados en este proyecto se ha hecho uso de la misma mediante
la suscripcio´n del node de Cartographer al topic /odom. Por otra parte, Cartograp-
her permite trabajar con varios sensores a la vez pero al igual que para GMapping
el estudio realizado se ha particularizado para un la´ser horizontal. Para obtener la
medida de escaneo el node de Cartographer se suscribe al topic /scan publicado por el
node conversor. El mapa generado se publica en el topic /map a trave´s de un mensaje
nav msgs/OccupancyGrid. En el caso de la configuracio´n de Cartographer se ha estu-
diado la incidencia de para´metros relacionados con la optimizacio´n de la localizacio´n,
la validez de emparejamiento y la resolucio´n del mapa.
En primer lugar, para obtener un resultado fiable se ha estudiado tanto la con-
fianza de la posicio´n obtenida a trave´s del SLAM (local slam pose rotation weight y
local slam pose translation weight) como la confianza en la posicio´n de la odometr´ıa
(odometry rotation weight y odometry translation weight). Estos para´metros permiten
configurar la influencia de las informaciones recibidas dando ma´s importancia a aque-
llas en las que se confie´ ma´s. Por otra parte, con objeto de obtener mejores resultados
se ha estudiado la incidencia de para´metros relacionados con los emparejamientos,
por ejemplo, la puntuacio´n mı´nima necesaria para que un emparejamiento sea correc-
to (min score) o la dificultad de un nuevo emparejamiento de desbancar al obtenido
anteriormente. Al igual que para GMapping, en Cartographer se ha trabajado con
distintas resoluciones de mapa por medio del para´metro resolution para establecer la
comparativa entre ambos me´todos como se muestra en el ana´lisis de la seccio´n 4.2.
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3.3. Mo´dulo de deteccio´n
Clasificador en cascada basado en Haar features. En esta u´ltima seccio´n se
describe el mo´dulo relacionado con la deteccio´n de veh´ıculos. Para la consecucio´n de
la tarea de deteccio´n de veh´ıculos, en este proyecto se ha hecho uso del clasificador
AdaBoost (Adaptative Boosting) basado en boosting [15], algoritmo que consiste en
obtener un clasificador robusto como suma de clasificadores de´biles. El te´rmino Adap-
tative hace referencia al enfoque de entrenamiento centra´ndose en los datos que fueron
mal clasificados con el fin de corregirlos. Para la obtencio´n de estos clasificadores de´bi-
les se realiza la extraccio´n de las caracter´ısticas ma´s representativas de una imagen.
En este caso se hace uso del descriptor Haar para la extraccio´n de caracter´ısticas, que
estudia la variacio´n de intensidad en las dos direcciones de la imagen. Para evaluar
de manera eficiente esta variacio´n de intensidad se hace uso de ma´scaras como las
que muestra la Figura 3.4 que nos permiten calcular lo que se conoce como Haar fea-
tures. Adema´s se incluye el concepto de clasificador en cascada, para conseguir una
evaluacio´n ma´s eficiente. Consiste en no evaluar siempre todas las caracter´ısticas, sino
hacerlo por etapas. Las primeras etapas del clasificador realizan un ana´lisis general, lo
que posibilita el descarte de las ima´genes que con seguridad no son el objeto a detectar,
mientras que las u´ltimas etapas realizan un ana´lisis ma´s exhaustivo, es decir, con ma´s
caracter´ısticas.
Entrenamiento e integracio´n del clasificador Haar. Para adaptar e integrar
dicho me´todo en nuestro proyecto hemos particularizado la deteccio´n del clasificador
para el reconocimiento de veh´ıculos. Para ello se ha entrenado el clasificador con cien-
tos de ima´genes positivas (ima´genes que contienen el objeto a detectar) y negativas
(ima´genes que no contienen el objeto a detectar). En la Figura 3.5, se muestran en-
cuadrados en azul ejemplos de ima´genes positivas empleadas en el entrenamiento y en
rojo se encuentran encuadrados los ejemplos negativos. En segundo lugar, encuadradas
en amarillo esta´n las ima´genes de validacio´n, es decir, aquellas ima´genes que se han
empleado para comprobar los para´metros del clasificador. Por u´ltimo, encuadradas en
verde las ima´genes de testeo, empleadas para obtener el rendimiento del clasificador.
Figura 3.4: Ejemplos de ma´scaras utilizadas para las Haar features.
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Figura 3.5: Ejemplos de ima´genes utilizadas en el reconocimiento de veh´ıculos.
En la seccio´n 4.3 se muestran los resultados obtenidos para clasificadores con confi-
guraciones distintas. En las distintas configuraciones se han modificado los para´metros
numStages y maxFalseAlarmRate del clasificador con el objetivo de obtener el mejor
rendimiento posible. Cuando se trabaja con un mayor nu´mero de etapas (numStages)
se puede trabajar de forma progresiva; por ejemplo, aplicando 1, 5, 10, 25 y 50 carac-
ter´ısticas en las primeras cinco etapas del entrenamiento del clasificador lo que reduce
el tiempo de co´mputo en las etapas iniciales. Sin embargo, si se trabaja con un exce-
sivo nu´mero de etapas se puede llegar a producir el sobreajuste de dicho para´metro,
empeorando los resultados. Por su parte, el para´metro maxFalseAlarmRate se utiliza
para definir la cantidad de caracter´ısticas necesarias para que el clasificador tenga una
buena tasa de acierto a la vez que descarta los negativos lo ma´s ra´pido posible. Todos
los clasificadores se han obtenido al entrenar con ima´genes en grises y reducidas a 100 x
40 p´ıxeles, con el fin de reducir el tiempo necesario para llevar a cabo el entrenamiento.
Para la integracio´n del clasificador en ROS se ha modificado el package People [16]
destinado en su origen a la deteccio´n de personas. Este package permite el uso del
nodo detector que se suscribe a la informacio´n de la ca´mara, tanto de la imagen a
color (RGB) como de la imagen de profundidad. La posicio´n en 2D de los veh´ıculos
detectados se publica en el topic /cars. Mediante la visualizacio´n gra´fica en el compu-
tador remoto se muestra la posicio´n del veh´ıculo en el mapa del entorno llevado a cabo
por el mo´dulo anterior.
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3.4. Integracio´n
En esta seccio´n se muestra el diagrama de la Figura 3.6 que representa el funciona-
miento global del sistema, representando los nodes (elipses), los topics (recta´ngulos)
y las relaciones entre ellos. El gra´fico del funcionamiento del sistema se ha obtenido
por medio del package rqt graph [17]. En este caso el diagrama se ha obtenido con el
uso de GMapping dedicado a la tarea de SLAM, aunque de forma similar se podr´ıa
obtener un diagrama el uso de Cartographer en dicha tarea. En el diagrama se mues-
tran las dependencias de los nodes para un correcto funcionamiento. Por ejemplo, se
puede ver como una de las entradas del node slam gmapping es /scan, que es publica-
do por parte del node depthimage 2 laserscan que requiere la imagen de profundidad
(depth/image raw).
Figura 3.6: Gra´fico del funcionamiento global del sistema, donde los nodes esta´n re-
presentados con elipses y los topics esta´n representados con recta´ngulos.
Cap´ıtulo 4
Evaluacio´n y Experimentacio´n
En este cap´ıtulo se redactan los resultados obtenidos en los distintos experimen-
tos realizados para evaluar el comportamiento del sistema desarrollado, as´ı como la
correcta consecucio´n de las tareas pretendidas.
El entorno de trabajo donde se han llevado a cabo las distintas pruebas ha sido el
laboratorio del grupo de Robo´tica, Percepcio´n y Tiempo Real del Instituto Universi-
tario de Investigacio´n en Ingenier´ıa de Arago´n. En dicho laboratorio se ha reproducido
un entorno modelo en el que se han efectuado los experimentos con el fin de comparar
los resultados bajo repetibilidad del escenario. El entorno modelo creado se muestra
en la Figura 4.1.
Figura 4.1: Mapa modelo recreado en el laboratorio.
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Para desarrollar un ana´lisis completo del proyecto se han analizado los distintos
bloques implementados, extrayendo datos concluyentes de cada uno de ellos. En primer
lugar, se exponen los resultados del mo´dulo de desplazamiento, centrados en el ana´lisis
de los errores en la odometr´ıa del robot. En segundo lugar, se establece un ana´lisis
comparativo entre los me´todos de SLAM estudiados experimentalmente, GMapping
y Cartographer. En la bu´squeda de un ana´lisis completo en esta segunda parte de
ensayos se ha evaluado tanto el rendimiento de la Raspberry Pi 3 como la precisio´n
del mapa obtenido. Por u´ltimo, se ha evaluado el mo´dulo de deteccio´n de objetos
analizando las tasas de acierto obtenidas ante diversas configuraciones.
4.1. Ana´lisis de la odometr´ıa
Como parte del estudio del mo´dulo de desplazamiento se analizan los datos pro-
cedentes del ca´lculo de la odometr´ıa. En el cap´ıtulo 3 se menciono´ que la odometr´ıa
es calculada y publicada en el topic /odom por el node movimiento y adema´s dicho
topic es una de las entradas del mo´dulo de mapeado para as´ı obtener una mejor solu-
cio´n, por ello es necesario evaluar el impacto que puede tener el error procedente de
la odometr´ıa en el comportamiento del sistema. Para evaluar dicho error se analiza
una trayectoria simple, que es representativa del error obtenible en desplazamientos
lineales y angulares.
La trayectoria evaluada puede dividirse en tres tramos. El primer tramo consiste en
un desplazamiento lineal de un metro en la direccio´n del eje X. En el segundo tramo
se lleva a cabo un giro de 90° positivos, es decir, un giro a izquierdas. En el tercer
tramo se efectu´a un desplazamiento lineal de un metro en la direccio´n del eje Y .
En la Figura 4.2 se muestran los resultados obtenidos en dos ensayos al efectuar la
trayectoria en forma de “L”. La l´ınea azul continua y la l´ınea verde continua son las
representaciones de los datos obtenidos por medio del ca´lculo de la odometr´ıa. Esta
l´ıneas representan la trayectoria que la plataforma robo´tica cree haber efectuado. Por
su parte, la l´ınea roja discontinua es la representacio´n de la trayectoria real que ha
seguido el robot. Se observa que se produce error en la odometr´ıa, pero lo importante
es concluir si dicho error repercute en el comportamiento del sistema.
En la Tabla 4.1 se recogen los datos obtenidos al concluir los distintos tramos
de las trayectorias efectuadas. De los datos extra´ıdos en el ensayo se concluye que el
error obtenido en el desplazamiento lineal del primer tramo esta´ dentro del rango de
±0, 1m en la direccio´n de avance, es decir, la direccio´n del eje X, mientras que en
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x (m) y (m) θ (rad) x' (m) y' (m) θ' (rad) x -x' y -y' θ -θ'
1 1,0829 0,0157 0,0000 1,0000 0,0000 0,0000 0,0829 0,0157 0,0000
2 1,0829 0,0157 1,7259 1,0000 0,0000 1,5700 0,0829 0,0157 0,1559
3 0,9337 1,0157 1,7150 1,0000 1,0000 1,5700 -0,0663 0,0157 0,1450
1 1,0715 0,0153 0,0000 1,0000 0,0000 0,0000 0,0715 0,0153 0,0000
2 1,0715 0,0153 1,7317 1,0000 0,0000 1,5700 0,0715 0,0153 0,1617
3 0,9226 0,0153 1,7025 1,0000 1,0000 1,5700 -0,0774 -0,9847 0,1325
Error absolutoLocalización real Localización ideal
L_1
TramoTrayectoria
L_2
-0,1
0
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Figura 4.2: Representacio´n de las trayectorias de prueba. Las l´ıneas continuas verde
(L 1) y azul (L 2) son las trayectorias obtenidas de los ca´lculos de la odometr´ıa y la
l´ınea roja discontinua es la trayectoria real.
la direccio´n del eje Y el error es despreciable al ser del orden de ±0 2m. Por tanto,
tenemos un error aproximadamente del 10 % en desplazamientos lineales. Por su parte,
al efectuarse el giro de 1, 57 rad (9 °) los errores esta´n en el rango de ±0,16 rad, que
corresponde tambie´n a un error del 10 %.
En los ensayos efectuados se ha estudiado la incidencia del error en la odometr´ıa
en el comportamiento global del sistema, en particular, en la construccio´n del mapa
dado que GMapping y Cartographer hacen uso de la odometr´ıa. En estos ensayos
se presta especial atencio´n a la influencia del error en la orientacio´n del robot ya que
influye directamente en el error de la posicio´n del robot. Como se comento´ en la seccio´n
3.2, GMapping y Cartographer permiten corregir de una forma u otra dichos errores:
GMapping actu´a compensando el error, mientras que Cartographer permite establecer
un grado de confianza en la odometr´ıa para evitar su uso cuando e´sta sea imprecisa.
x (m) y (m) θ (rad) x' (m) y' (m) θ' (rad) x -x' y -y' θ -θ'
1 1,0829 0,0157 0,0000 1,0000 0,0000 0,0000 0,0829 0,0157 0,0000
2 1,0829 0,0157 1,7259 1,0000 0,0000 1,5700 0,0829 0,0157 0,1559
3 0,9337 1,0157 1,7150 1,0000 1,0000 1,5700 -0,0663 0,0157 0,1450
1 1,0715 0,0153 0,0000 1,0000 0,0000 0,0000 0,0715 0,0153 0,0000
2 1,0715 0,0153 1,7317 1,0000 0,0000 1,5700 0,0715 0,0153 0,1617
3 0,9226 1,0149 1,7025 1,0000 1,0000 1,5700 -0,0774 0,0149 0,1325
Error absolutoLocalización real Localización ideal
L_1
TramoTrayectoria
L_2
-0,1
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
1,1
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1 1,1
Y
( m
)
X(m)
Trayectoria de prueba L
Tabla 4.1: Error procedente de la odometr´ıa en las trayectorias de prueba
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Los errores de odometr´ıa son frecuentes en las plataformas robo´ticas y sus or´ıgenes
son mu´ltiples, por ejemplo, puede proceder de posibles desigualdades en el dia´metro
de las ruedas, la desalineacio´n de las ruedas, el desplazamiento por suelos irregulares o
el deslizamiento de las ruedas debido a derrapes. Particularizando para este proyecto,
es probable que los errores puedan derivar de la construccio´n de un robot de bajo
coste, donde el dia´metro y la alineacio´n de las ruedas no es precisa. El suelo sobre el
que se han realizado las pruebas es antideslizante pero presenta irregularidades en su
superficie, lo que puede ser origen de error en la odometr´ıa.
De este primer ensayo se concluye que los errores de la odometr´ıa son admisibles
en este caso de estudio dado que GMapping y Cartographer permiten minimizar su
incidencia. Pese a ser va´lido para el desarrollo de este proyecto, en un estudio futuro
ser´ıa recomendable optimizar la odometr´ıa con objeto de obtener mejores resultados.
4.2. GMapping vs Cartographer
El segundo estudio de intere´s es el ana´lisis comparativo entre dos integraciones de
ROS para localizacio´n y mapeo simulta´neos, GMapping y Cartographer. En primer
lugar, se ha llevado a cabo el ana´lisis del rendimiento de la plataforma robo´tica durante
la ejecucio´n de las tareas del sistema, en particular se ha evaluado el rendimiento de
la Raspberry Pi 3 ya que el objetivo primario de este trabajo reside en comprobar
las capacidades de un robot de bajo coste basado en este tipo de computadores. En
segundo lugar, se efectu´a el ana´lisis de la calidad del mapa elaborado, en te´rminos de
precisio´n del mismo.
Temperatura. Uno de los para´metros estudiados en el rendimiento es la tempe-
ratura de la CPU, debido a que un elevado valor de esta puede repercutir en dan˜os
irreversibles sobre el computador. En la Figura 4.3 se muestra la representacio´n gra´fica
de la evolucio´n de la temperatura en la CPU durante la ejecucio´n de las tareas pre-
tendidas, donde la elaboracio´n del mapa es efectuada por GMapping o Cartographer.
En la representacio´n gra´fica se observa que la temperatura en reposo de la CPU se
encuentra en torno a 55°C. Esta temperatura se debe a la integracio´n de la Raspberry
Pi 3 junto con el mo´dulo BrickPi3 en el interior de una caja de metacrilato debido a
la bu´squeda de mayor robustez estructural, ya que fuera de la misma se experimentan
temperaturas en reposo en torno a 35°C.
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Figura 4.3: Representacio´n de la evolucio´n temporal de la temperatura en la CPU.
En la evolucio´n de la temperatura se observa un incremento desde la ejecucio´n
de las tareas, momento que se produce aproximadamente a los cuatro segundos. Las
difere cias apreciables son mı´nimas, aunque durante el uso de Cartographer se alcance
antes la temperatura ma´xima experimentada, esto se produce tan solo unos segundos
antes. Con ambos me´todos se obtienen unas temperaturas ma´ximas similares, en torno
a los 80ºC. Dicha temperatura es el l´ımite admisible recomendado por el fabricante, por
ello ser´ıa recomendable disminuirla estableciendo una mejor refrigeracio´n del sistema
a la vez que se mantiene la robustez del mismo.
Aunque se experimentan temperaturas elevadas durante la ejecucio´n de los ensayos
se ha comprobado que esto no repercute en la frecuencia de la CPU, la cual se mantiene
a su ma´ximo valor de 1,2GHz durante los experimentos realizados.
Memoria. El segundo para´metro estudiado es el porcentaje de memoria RAM uti-
lizada debido a la limitacio´n que presenta en este aspecto el computador utilizado. En
la Figura 4.4 se muestra la representacio´n gra´fica de la evolucio´n de la memoria RAM
en uso. Hay que tener en cuenta que se trata de una representacio´n absoluta, es decir,
tiene en cuenta todas las tareas en ejecucio´n, sin embargo, la u´nica diferencia entre los
dos ensayos es el uso de GMapping o Cartographer, por tanto es una muestra directa
de la diferencia entre ambos.
Al igual que para la temperatura, se observa en el gra´fico (Figura 4.4) que apro-
ximadamente a los cuatro segundos comienzan a ejecutarse las tareas y a los pocos
segundos se alcanza el valor permanente de memoria RAM en uso. En el caso de
Cartographer el porcentaje de RAM en uso esta´ en torno al 40 %, mientras que para
GMapping se encuentra en torno al 44 %.
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Figura 4.4: Representacio´n de la evolucio´n temporal de la memoria RAM en uso.
Para establecer un ana´lisis ma´s detallado de la incidencia sobre la memoria RAM
se adjunta la Tabla 4.2, que recoge el porcentaje de uso desglosado. De esta forma
se obtiene directamente la diferencia de requerimientos de memoria RAM de ambos
me´todos. El porcentaje de memoria RAM utilizada en la ejecucio´n del SLAM por parte
de Cartographer es del 2, 3 %, mientras que en el caso de GMapping es del 4, 2 %.
Roscore 3,0 3,0
Rosmaster 2,9 2,9
Rosout 0,8 0,8
Roslaunch 3,1 3,1
Nodelet 9,5 8,4
Transformaciones 4,5 4,5
Conversión de imagen a láser 1,6 1,6
Odometría y telemanipulación 9,0 9,0
SLAM 4,2 2,3
Otros 5,4 4,4
Used Available Used Available
20,3 68,4 20,5 68,2 0
20,3 68,4 20,5 68,2 0,5
20,3 68,4 20,5 68,2 1
20,3 68,4 20,3 68,4 1,5
20,3 68,3 20,3 68,4 2
20,5 68 20,7 67,8 2,5
22,6 66 22,5 65,9 3
22,7 65,9 22,7 65,9 3,5
24,8 63,9 24,8 63,9 4
27,1 61,1 27,5 61,8 4,5
27,6 61 29,3 59,9 5
27,6 61,1 30,4 58,8 5,5
31,5 57 30,8 58,5 6
33,4 55,2 30,9 58,4 6,5
33,4 54,7 31,6 56,7 7
36,3 52,1 33,1 56 7,5
37,1 51,4 33,3 55,9 8
38,4 50 35,8 53,3 8,5
38,4 50,1 36,6 52,5 9
38,4 50,1 37,2 52 9,5
39,2 49,2 39,1 50 10
39,2 49,1 38,4 50,7 10,5
Programa/Comando Gmapping Cartographer
Memoria Gmapping TIEMPOMemoria Cartographer
Tabla 4.2: Porcentajes desglosados de la memoria RAM en uso.
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Tiempos. El u´ltimo ensayo del rendimiento de la Raspberry Pi 3 se centra en el
tiempo que la CPU se dedica a la gestio´n de co´digo del usuario, mencionar que el
resto del tiempo se dedica a la ejecucio´n de co´digo del sistema y a la gestio´n de las
interrupciones. Al igual que suced´ıa con la representacio´n gra´fica de la memoria RAM
en uso, la Figura 4.5 muestra el porcentaje de todo el co´digo a nivel de usuario. Este
co´digo incluye los ca´lculos de la odometr´ıa, la realizacio´n de las tareas de SLAM, la
deteccio´n de veh´ıculos, etc. Sin embargo, debido a que la u´nica diferencia se encuentra
en el me´todo de SLAM utilizado, los resultados muestran la diferencia directa entre
Cartographer y GMapping.
De los ana´lisis del rendimiento se extrae que los requerimientos de GMapping
y Cartographer son similares. Sin embargo, Cartographer tiene un comportamiento
menos exigente sobre el computador utilizado, ya que el sistema esta´ en torno un 10 %
menos del tiempo ejecutando co´digo del usuario. Una vez concluido estos ensayos es
hora de evaluar la calidad del mapa obtenido con ambos me´todos.
Precisio´n de los mapas. Para evaluar la calidad en la elaboracio´n del mapa se
han medido en el entorno de experimentacio´n varias distancias de referencia (distan-
cias de las paredes y distancias entre las esquinas anotadas en la Figura 4.6). En los
ensayos efectuados se ha trabajado con una resolucio´n de 0, 01m/p´ıxel. La Figura 4.7
muestra un ejemplo de los resultados obtenidos con ambos me´todos, donde a priori se
observa que el mapa obtenido con GMapping tiene una calidad superior al obtenido
durante el uso de Cartographer. Sin embargo, para comprobar cua´l de los dos me´todos
elabora un mapa que se acerca ma´s al modelo real se procede a medir las distancias
para compararlas con las medidas reales del entorno de trabajo y as´ı evaluar el error
producido.
Usuario Sistema Ocioso Usuario Sistema Ocioso
1 1 98 1 1 98 0
1 1 98 1 1 98 0,5
1 1 98 1 1 98 1
1 1 98 1 1 98 1,5
1 1 98 1 1 98 2
1 1 98 1 1 98 2,5
1 1 98 1 1 98 3
1 1 98 1 1 98 3,5
41 13 46 29 23 48 4
41 13 46 29 23 48 4,5
41 13 46 29 23 48 5
41 13 46 29 23 48 5,5
Tiempos Gmapping Tiempos Cartographer
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Figura 4.5: Porce taje de tiempo de la CPU dedicado a la gestio´n de co´digo de usuario.
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Figura 4.6: Entorno de experimentacio´n con anotacio´n de esquinas, tomadas como
referencia en las medidas interiores.
La Tabla 4.3 muestra las medidas reales as´ı como las distancias medias obtenidas
para cada uno de los me´todos en los diferentes ensayos. De los datos extra´ıdos se cer-
tifica una mejor solucio´n bajo el uso de GMapping, que muestra una menor desviacio´n
respecto las medidas reales para la mayor´ıa de las distancias medidas.
De este ensayo se concluye que la precisio´n en la en la elaboracio´n del mapa es
superior con el uso de GMapping, pero la capacidad de realizacio´n de SLAM en 3D
por parte de Cartographer es motivo de consideracio´n en el desarrollo de futuras
aplicaciones. Por otra parte, de los ensayos se concluye que es ma´s perjudicial el error
de odometr´ıa en GMapping. Esto se debe a que cuando falla el emparejamiento de los
escaneos, GMapping se f´ıa de la odometr´ıa y hace uso de ella.
Figura 4.7: Desde la izquierda: mapa de GMapping y de Cartographer a 0,01m/p´ıxel
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Tramo Distancia real (cm)
Gmapping 
Media de 
distancias (cm) 
Cartographer 
Media de 
distancias (cm)
 Gmapping 
Error (cm)
Cartographer 
Error (cm)
1--3 177 174 195 3 -18
1--4 170 161 177 9 -7
1--5 255 248 264 7 -9
1--6 210 216 218 -6 -8
2--4 140 137 123 3 17
2--6 220 221 209 -1 11
4--6 97 105 105 -8 -8
Paredes 100 104 99 -4 1
Tabla 4.3: Error obtenido en la construccio´n del mapa con GMapping y Cartographer.
4.3. Ana´lisis de la deteccio´n de veh´ıculos
Otro objetivo del proyecto era la inclusio´n de anotacio´n sema´ntica en el mapa
construido. Para ello se lleva a cabo la deteccio´n de veh´ıculos, que es posible mediante
el uso de un clasificador lo suficientemente ligero como para ejecutarse en la plataforma
desarrollada. En esta seccio´n se analizan los resultados obtenidos en el entrenamiento
de la deteccio´n de veh´ıculos. Como se comento´ en la seccio´n 3.3, en este proyecto se
hace uso de un clasificador Haar [8], para cuyo entrenamiento es necesario un conjunto
de muestras positivas y negativas, debido a ello se hace uso de datasets que contienen
los ejemplos necesarios [18] [19]. En el entrenamiento del clasificador se ha incidido en el
estudio de la influencia de dos para´metros. El primero de ellos es el nu´mero de etapas
de las cuales consta el entrenamiento, numStages. El segundo define la cantidad de
caracter´ısticas necesarias para que el clasificador tenga un comportamiento adecuado,
maxFalseAlarmRate.
La Tabla 4.4 muestra los resultados obtenidos con diversas configuraciones cuando
se comprueba su eficacia sobre el conjunto de ima´genes de testeo, es decir, ima´genes
de veh´ıculos que no forman parte del conjunto de ima´genes de entrenamiento. El
mejor resultado obtenido (encuadrado en rojo) corresponde al clasificador finalmente
utilizado en este trabajo para realizar la deteccio´n de los veh´ıculo.
Para extraer resultados concluyentes del clasificador entrenado se analiza tanto
el recall, que representa la relacio´n de clasificaciones positivas reales respecto todas
las muestras positivas, como la precisio´n, que representa la relacio´n de clasificaciones
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Clasificador StageNum MaxFalse
Detecciones 
Correctas
Detecciones 
Falsas
Recall Precision
F-measure
(%)
Cars_v1 5 0,5 162/200 56 0,81 0,74 77
Cars_v2 10 0,5 168/200 32 0,84 0,84 84
Cars_v3 15 0,5 184/200 37 0,92 0,83 87
Cars_v4 20 0,5 154/200 34 0,77 0,82 79
Cars_v5 15 0,7 176/200 19 0,88 0,90 89
Cars_v6 15 0,9 162/200 24 0,81 0,87 84
Tabla 4.4: Evaluacio´n de los clasificadores obtenidos para distintas configuraciones.
positivas reales respecto todas las clasificaciones dadas como positivas. Como este
trabajo tiene un enfoque global, buscamos el equilibrio de ambos para´metros expresado
por medio de la me´trica F-measure, que se calcula como detalla la ecuacio´n 4.1.
F −measure = 2× Precision×Recall
Precision+Recall
(4.1)
Los cuatro primeros clasificadores dan muestra de la incidencia del nu´mero de etapas,
donde la mejor tasa de aciertos se obtiene para 15 etapas donde la F = 87 %, destacar
que pese a establecer una configuracio´n con 20 etapas el resultado obtenido es peor lo
que supone un sobreajuste de dicho para´metro.
Los siguientes clasificadores dan muestra de la influencia de maxFalseAlarmRa-
te, para ello se comparan Cars v3, Cars v5 y Cars v6. El clasificador Cars v5 con
maxFalseAlarmRate = 0, 7 proporciona un recall inferior que el clasificador con
maxFalseAlarmRate = 0, 5. Sin embargo, la precisio´n es mayor dado que se produ-
cen 18 detecciones falsas menos (muestras falsas clasificadas como positivas), por ello
el clasificador Cars v5 con F = 89 % resulta ser el mejor clasificador obtenido y por
ello el empleado finalmente en la deteccio´n de veh´ıculos del proyecto. Por otra parte,
se observa de nuevo en el clasificador Cars v6 que se experimenta un sobreajuste, esta
vez del para´metro maxFalseAlarmRate.
En conclusio´n, el clasificador obtenido con un recall del 88 % y una precisio´n del
90 % tiene un comportamiento va´lido en este caso de estudio, donde la deteccio´n de
veh´ıculos no deja de ser un objetivo complementario al verdadero objetivo de estudio
de las posibilidades de una plataforma robo´tica de bajo coste.
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4.4. Aplicacio´n final
Al obtener unos resultados satisfactorios en los ensayos efectuados es posible llevar
a cabo una aplicacio´n final que agrupe las tareas desarrolladas en el proyecto. La
aplicacio´n final consiste en construir el mapa del entorno de experimentacio´n a la vez
que el robot se localiza en dicho mapa y adema´s incluir la anotacio´n sema´ntica de los
veh´ıculos reconocidos en el entorno. El resultado final de la aplicacio´n desarrollada se
muestra en la Figura 4.8.
Para la correcta consecucio´n de la aplicacio´n final es necesaria la integracio´n si-
multa´nea de las distintas tareas comentadas en la memoria. En primer lugar, es nece-
sario disponer de un robot dotado de movilidad, lo que se consigue mediante el control
de los actuadores tal como se ha comentado en la seccio´n 3.1. Con un robot dotado
de movilidad es posible llevar a cabo el ca´lculo de la odometr´ıa, que es fundamental
para mejorar los resultados en la realizacio´n de la tarea de SLAM, de acuerdo con
lo mencionado en la seccio´n 3.2. Por otra parte, adema´s de la odometr´ıa, el mo´dulo
dedicado a realizar la tarea de SLAM necesita la informacio´n del escaneo del entorno.
Para obtener este escaneo es necesario convertir los datos de profundidad procedentes
de la ca´mara RGB-D a escaneos la´ser.
Por u´ltimo, es necesario llevar a cabo la deteccio´n de los veh´ıculos, para lo cua´l
ha sido necesario el entrenamiento previo del clasificador utilizado. El node encargado
de la deteccio´n permite obtener la posicio´n en 2D del veh´ıculo detectado respecto
del robot, la cual es publicada en el topic /cars. La visualizacio´n gra´fica en RViz
permite mostrar el mapa obtenido as´ı como la posicio´n de los veh´ıculos, los cuales se
representan mediante c´ırculos tal como muestra la Figura 4.8.
En la Figura 4.9 se muestra un ejemplo de la trayectoria seguida durante la ejecu-
cio´n de la aplicacio´n propuesta para construir un mapa del entorno. Al llevar a cabo el
escaneo con una ca´mara RGB-D no es posible obtener la distancia de obsta´culos que se
encuentran a menos de 0, 30 cm del robot, debido al rango va´lido de medida del sensor.
Por ello, se evita la aproximacio´n excesiva a los l´ımites del entorno de experimentacio´n,
concentrando la trayectoria que sigue el robot en el centro de dicho entorno. Tambie´n
es importante que la trayectoria tenga una combinacio´n de traslaciones y rotaciones,
para obtener un mejor modelo del entorno. Adema´s dichos desplazamientos deben
realizarse a una velocidad adecuada, evitando movimientos bruscos que repercuten de
forma negativa en el resultado obtenido.
La Figura 4.10 muestra distintos pasos intermedios del proceso de realizacio´n de
mapa anotado. Las l´ıneas rojas representan la seccio´n del entorno escaneada por el
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Figura 4.8: Construccio´n del mapa con anotacio´n sema´ntica de veh´ıculos detectados.
sensor. En el paso 3 de dicha figura se percibe que la construccio´n final del mapa
presenta alguna inconsistencia. Esto se soluciona en el paso siguiente, donde se lleva
a cabo el cierre de bucle del algoritmo de SLAM, al haber sido detectada una zona
del entorno ya visitada. Por u´ltimo, se activa el node de deteccio´n de veh´ıculos, lo que
permite obtener la posicio´n de los veh´ıculos en el mapa tal como muestra el paso 5.
De este modo, se concluyen los resultados experimentales del proyecto, donde se
ha certificado el correcto funcionamiento de la plataforma robo´tica elaborada basada
en Raspberry Pi 3 al ejecutar de manera simulta´nea mu´ltiples tareas en ROS. El
cumplimiento del objetivo establecido en el inicio del proyecto, abre camino al estudio
de otras aplicaciones sobre la plataforma robo´tica elaborada, tal como se comenta en
el cap´ıtulo 5.
Figura 4.9: Construccio´n del mapa incluyendo la trayectoria realizada.
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paso 1
paso 2
paso 3
paso 4
paso 5
Figura 4.10: Proceso completo de construccio´n del mapa anotado. Imagen capturada
por el robot en distintos instantes de tiempo (izq) y mapa construido hasta ese mo-
mento (dcha). El paso 5 presenta el resultado final, donde esta activo el sistema de
deteccio´n/anotacio´n de coches.
Cap´ıtulo 5
Conclusiones
Conclusiones. En este trabajo se han integrado en un robot de bajo coste tareas
ejecutadas por robots de alta gama en entornos reales. Estas tareas consisten en la
construccio´n de un mapa del entorno y la localizacio´n del robot en el mismo, adema´s
de la anotacio´n sema´ntica en el mapa construido de veh´ıculos detectados. El principal
objetivo era comprobar las posibilidades de ejecucio´n de dichas tareas en un entorno
similar al que se puede darse durante la realizacio´n de asignaturas de la Universidad
de Zaragoza y el resultado obtenido es satisfactorio.
Respecto a las conclusiones de los me´todos empleados y los ensayos realizados, se
ha constatado el conocimiento previo del uso de la odometr´ıa como informacio´n com-
plementaria. Esto se debe a que el error procedente de la odometr´ıa impide que sea la
u´nica informacio´n a utilizar, especialmente en aplicaciones que se demoran en el tiem-
po puesto que el error crece proporcionalmente. Por ello es necesario complementarla
con la informacio´n extra´ıda por medio de los sensores correspondientes.
El rendimiento de la Raspberry Pi 3 bajo el uso de los dos me´todos estudiados
experimentalmente es adecuado. Destacar la evaluacio´n de las temperaturas experi-
mentadas que se situ´an en el l´ımite permitido lo que evidencia la posible mejora de
refrigeracio´n de la plataforma robo´tica. Respecto a la calidad del mapa construido por
ambos me´todos se ha podido concluir que GMapping provee una precisio´n mayor bajo
la misma configuracio´n de resolucio´n. Sin embargo, tambie´n se ha comprobado que
Cartographer presenta un comportamiento menos exigente, lo que permite llevar a
cabo la tarea de SLAM en menor tiempo, dado que el emparejamiento de los escaneos
es ma´s ra´pido.
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En cuanto a la deteccio´n de objetos se ha conseguido llevar a cabo la ejecucio´n de
dicho objetivo con unos resultados va´lidos en cuanto a rapidez, ya que se logra llevar a
cabo la deteccio´n de veh´ıculos a la vez que se construye el mapa del entorno. Adema´s
la efectividad de acierto en los resultados es positiva en un entorno sencillo como
el evaluado. Sin embargo, en el futuro habr´ıa que integrar sistemas de aprendizaje
automa´tico ma´s avanzados ya que esto es solo una prueba de realizacio´n de este tipo
de tareas.
Trabajos futuros. Este proyecto abre el camino a futuros estudios sobre platafor-
mas robo´ticas de bajo coste, sobre las cua´les podr´ıa integrarse una reconstruccio´n del
entorno 3D, por ejemplo, con el uso de Cartographer. Esto podr´ıa ser posible si se
consigue optimizar el sistema para evitar el calentamiento excesivo de la plataforma
robo´tica. Otra opcio´n de estudio complementario ser´ıa estudiar como integrar en el
sistema algoritmos de reconocimiento ma´s recientes y potentes, como las redes neuro-
nales, para la deteccio´n de objetos. Por u´ltimo, se podr´ıa estudiar la integracio´n de
sensores adicionales, por ejemplo, el LIDAR comentado en la seccio´n 2.1 o una unidad
de medicio´n inercial (IMU) dado que Cartographer permite su uso como una entrada
de informacio´n complementaria.
Conclusiones personales. Por u´ltimo, a nivel de conclusio´n personal mencionar
que durante el desarrollo de este trabajo he aplicado y profundizado en te´cnicas apren-
didas en diversas asignaturas, como robo´tica o visio´n por computador. Adema´s he ad-
quirido conocimiento acerca de ROS, un entorno frecuente en proyectos robo´ticos. Para
concluir, este trabajo me ha servido para darme cuenta de los problemas que surgen
desde las etapas iniciales en proyectos reales, problemas a los cuales me he tenido que
enfrentar con el fin de obtener los resultados deseados dentro del plazo establecido.
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Anexo A
Manual de uso
En este manual se detallan las instrucciones de instalacio´n del software necesario
para llevar a cabo el proyecto desarrollado. Tambie´n, se explican los pasos a seguir para
conectar la plataforma robo´tica (en adelante, Robot) al ordenador de control remoto
(en adelante, PC). Por u´ltimo, se comentan las instrucciones para llevar a cabo las
distintas tareas del proyecto de forma conjunta en una misma aplicacio´n. El objetivo
de este manual es permitir el uso de los resultados de este proyecto como punto de
partida en futuros estudios de ı´ndole similar.
A.1. Instalacio´n del software
En esta seccio´n se describen los pasos necesarios para la instalacio´n del software
utilizado en el proyecto. Los comandos de instalacio´n descritos a continuacio´n son
va´lidos indistintamente del computador utilizado, con excepcio´n de la instalacio´n de
Cartographer para Raspberry Pi 3 (Robot) como se explica en la presente seccio´n. En
este caso los comandos de instalacio´n esta´n destinados a un uso de ROS Kinetic, en el
caso de utilizar otra versio´n de ROS modificar Kinetic por la versio´n correspondiente.
De acuerdo con la instalacio´n requerida ase abre un terminal y se ejecuta:
1. Instalacio´n de ROS:
sudo apt-get install ros-kinetic-desktop-full
2. Instalacio´n de controlador de ca´mara RGB-D:
sudo apt-get install ros-kinetic-openni2-camera ros-kinetic-openni2-launch
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3. Instalacio´n de Hector SLAM:
sudo apt-get install ros-kinetic-hector-slam
4. Instalacio´n de GMapping:
sudo apt-get install ros-kinetic-openslam-gmapping
5. Instalacio´n de Cartographer:
Para llevar a cabo la instalacio´n de Cartographer en Raspberry Pi 3 es nece-
sario realizar un swap file, es decir, un archivo de memoria en el disco duro
complementario a la memoria RAM, para ello se introduce:
dd if=/dev/zero of=/swapfile bs=1M count=2G
chown root:root /swapfile → Se elige el propietario
chmod 0600 /swapfile → Se elige que solo root pueda leer y escribir
mkswap /swapfile → Se elige el swap file creado como memoria swap
swapon /swapfile → Activacio´n del swap file
swapoff /swapfile → Desactivacio´n cuando ya no sea necesario
Una vez se tiene el swap file se procede a la instalacio´n:
sudo apt-get update
sudo apt-get install -y python-wstool python-rosdep ninja-build
mkdir cartographer ws
cd cartographer ws
wstool init src
wstool merge -t src https://raw.githubusercontent.com/googlecartographer
/cartographer ros/master/cartographer ros.rosinstall
wstool update -t src
src/cartographer/scripts/install proto3.sh
rosdep update
rosdep install - -from-paths src - -ignore-src - -rosdistro=kinetic -y
catkin make isolated - -install - -use-ninja
source install isolated/setup.bash
6. Instalacio´n de la biblioteca de Dexter Industries:
sudo curl https://raw.githubusercontent.com/DexterInd/Raspbian For Robots/
master/upd script/fetch brickpi3.sh | bash
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7. Instalacio´n de OpenCV y el package People:
Para la instalacio´n de OpenCV ejecutar en consola las siguientes l´ıneas:
sudo apt-get install cmake
sudo apt-get install python-devel numpy
sudo apt-get install gcc gcc-c++
sudo apt-get install git
git clone https://github.com/opencv/opencv.git
mkdir build
cd build
cmake ../
make -j 1
sudo make install
Para la instalacio´n del package People ejecutar los siguientes comandos:
mkdir detector ws
cd detector ws
mkdir src
src
git clone https://github.com/wg-perception/people
cd detector ws
catkin make
source ./devel/setup.bash
8. Instalacio´n de rqt:
sudo apt-get install ros-kinetic-rqt ros-kinetic-rqt-common-plugins
A.2. Comunicacio´n del PC con el Robot
Para establecer la comunicacio´n entre el computador de control remoto (PC) y la
plataforma robo´tica (Robot) es necesario seguir los pasos descritos a continuacio´n:
1. Conectar el PC y el Robot a la misma red, en el caso del Robot hacerlo mediante
conexio´n inala´mbrica.
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2. Abrir un terminal en el PC y el Robot donde ejecutar ifconfig para visualizar
las direcciones IP de ambos sistemas.
3. En un terminal ejecutar sudo vim /etc/hosts para ingresar las direcciones IP
obtenidas junto con el nombre de usuario del computador correspondiente.
De esta forma las dos ma´quinas se conocen entre s´ı por nombre de modo que
podemos realizar la conexio´n entre ambas por medio del protocolo SSH.
A.3. Lanzamiento de la aplicacio´n
En esta seccio´n se describen los pasos a seguir para la ejecucio´n de las tareas
desarrolladas en el proyecto. Las siguientes instrucciones requieren de la configuracio´n
previa de los diversos me´todos puestos en pra´ctica, as´ı como del entrenamiento del
clasificador empleado en la deteccio´n de objetos. Mencionar que la ejecucio´n de ins-
trucciones en el Robot se hace a trave´s del PC por medio de la conexio´n SSH descrita
anteriormente. El proceso para la ejecucio´n de la aplicacio´n es el siguiente:
1. Abrir diversos terminales del Robot en el PC mediante ssh pi@jelen (nombre de
usuario del Robot) en los que llevar a cabo los siguientes pasos:
Iniciar estableciendo el maestro y diversos para´metros de ROS por medio
de roscore.
Ejecutar el controlador de la ca´mara a trave´s de roslaunch openni2 launch
openni2.launch.
Iniciar el nodo movement comentado en la presente memoria por medio de
python movement.py.
La teleoperacio´n del Robot se lleva a cabo gracias a rosrun teleop twist key-
board teleop twist keyboard.py.
Ejecutar el node de SLAM a trave´s de roslaunch raspi 2D gm.launch en la
ruta /home/pi/gmap ws/ en el caso de GMapping. En el caso de utilizar
Cartographer ejecutar roslaunch raspi 2D.launch en la ruta /home/pi/goo-
car ws/src/cartographer ros/launch/.
Lanzar el detector de veh´ıculos por medio de roslaunch car detector.rgbd.la-
unch en la ruta /home/pi/bridge ws/src/cars/car detector/launch/.
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2. Abrir un terminal en el PC en el que llevar a cabo:
Abrir la interfaz de visualizacio´n gra´fica de RViz para obtener el mapa
generado y los objetos detectados. El siguiente comando abre la interfaz
con la configuracio´n utilizada a trave´s de rosrun rviz rviz -d raspi 2D.yaml.
Como posibilidad complementaria se puede visualizar el esquema de nodos
y topics del sistema por medio de rosrun rqt graph rqt graph.
Anexo B
Ca´mara RGB-D
Como se ha comentado en la presente memoria, en este proyecto se hace uso de un
sensor de profundidad. En concreto, se hace uso de una ca´mara RGB-D (Figura B.1),
que combina un sensor infrarrojos para la obtencio´n de profundidad y un sensor RGB
para obtener la imagen a color. Para el correcto funcionamiento de estos sensores es
necesaria una calibracio´n previa, que permite obtener los para´metros intr´ınsecos de la
ca´mara. Como en este proyecto se hace uso del package Openni2 no se ha llevado a
cabo la calibracio´n de la ca´mara, ya que provee modelos de ca´mara predeterminados
listos para usar con una precisio´n suficiente para el desarrollo de este proyecto. En el
caso de requerimiento de mejora de la precisio´n es aconsejable realizar una calibracio´n
exhaustiva.
En la Figura B.2 se muestran las ima´genes obtenidas con la ca´mara, tanto de
profundidad como de color. De esta forma se observa que los p´ıxeles ma´s oscuros
corresponden a objetos ma´s cercanos a la ca´mara y los p´ıxeles blancos representan
datos inva´lidos ya sea porque esta´n fuera del rango de la ca´mara (8 metros) o existan
problemas de reflejos, sombras y transparencias.
Figura B.1: Ca´mara RGB-D utilizada: Asus Xtion PRO Live.
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Figura B.2: Desde la izquierda: imagen de profundidad y color captadas por la ca´mara.
Sin embargo, los packages de ROS empleados en el proyecto para realizar la loca-
lizacio´n y el mapeo simulta´neos en 2D requieren que sus datos de entrada sean del
tipo laserscan. Por tanto, para poder emplear la ca´mara RGB-D como un LIDAR es
necesario convertir la informacio´n captada por el sensor al formato adecuado. Para
ello, se ha hecho uso del package depthimage to laserscan. Con el uso de este package
se consiguen los datos en el formato adecuado para un correcto funcionamiento. A
continuacio´n, se expone a grandes rasgos como se realiza la conversio´n de los datos:
Para comenzar, mencionar que fundamentalmente existen dos me´todos de conver-
sio´n. El primero consiste en realizar una lectura completa del plano obtenido, reco-
rriendo las n filas de la imagen y las m columnas. El me´todo de conversio´n se basa
en el hecho de que para evitar las colisiones hay que tener en cuenta los objetos ma´s
cercanos. De este modo la medida la´ser obtenida sera el valor mı´nimo de z de cada
columna de la imagen de profundidad (B.1), donde cada p´ıxel es un vector que contie-
ne la profundidad. Y al suponer que no existen inclinaciones lateral y longitudinal de
la ca´mara z es la distancia a la que se encuentra el obsta´culo. Estas suposiciones son
razonables en proyectos robo´ticos centrados en la navegacio´n en entornos interiores.
Figura B.3: Imagen de profundidad convertida a escaneo la´ser, donde los tonos rojos
simbolizan obsta´culos cercanos y tonos azules obsta´culos lejanos.
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zi = min(z0,i, z1,i, ..., zn,i) (B.1)
El segundo me´todo consiste en realizar un corte de la imagen a una determinada
altura, generalmente la altura del centro o´ptico de la ca´mara. De esta forma se obtiene
la profundidad de los p´ıxeles de una l´ınea horizontal. Cada me´todo tiene sus ventajas e
inconvenientes. El primer me´todo permite comprobar obsta´culos a diferentes alturas lo
cual es interesante en plataformas con desplazamiento vertical. Sin embargo, se puede
llegar a reconocer como obsta´culo un elemento por el cual una plataforma terrestre
pasar´ıa por debajo y no le afectar´ıa. Debido a esto, en el proyecto se hace uso del
segundo me´todo, que consiste en efectuar un corte tal como se muestra en la Figura
B.3. Hay que tener en cuenta se puede llegar a detectar como obsta´culo el suelo, por
ello hay que establecer la ca´mara a una determinada altura y limitar su rango de
alcance.
