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a b s t r a c t
This paper is concerned with a new algorithm for giving the analytical and approximate
solutions of a class of boundary value problems in the reproducing kernel space. The
analytical solution u(x) and approximate solution un(x) are represented in terms of series.
For any initial function u1(x) ∈ W 32 [0, 1], we prove un(x) → u(x), u′n(x) → u′(x),
u′′n(x) → u′′(x)(n → ∞). Two numerical examples are studied to demonstrate the
accuracy of the present method. Results obtained by the method indicate the method is
simple and effective.
© 2008 Elsevier B.V. All rights reserved.
Contents
1. Introduction............................................................................................................................................................................................. 1
2. The analytical solution............................................................................................................................................................................ 2
3. Iterative method and convergence theorem......................................................................................................................................... 3
4. Numerical experiment............................................................................................................................................................................ 4
5. Conclusions and remarks........................................................................................................................................................................ 5
Acknowledgments .................................................................................................................................................................................. 5
References................................................................................................................................................................................................ 5
1. Introduction
Boundary value problems for integro-differential equations are important because they have many applications in the
study of physical, biological and chemical phenomena. There has been a great deal of research work [1–3] on the existence
of solutions for boundary value problems. However, very few attempts have been made to investigate boundary value
problems in reproducing kernel spaces. Yang [4] obtained the solution of a class of integro-differential equations by using
the reproducing kernel, they transformed the integro-differential equations into the linear equations. Du [5,6] gave an
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implementation method to solve Fredholm integral equation in reproducing kernel spaces. In [4–9], the authors computed
the adjoint operator L∗ and the orthonormal system L∗R{1}xi (x). In this paper, we give an iterative method to solve a class
of boundary value problems for second-order integro-differential equation in the reproducing kernel space. We avoid to
compute the adjoint operator L∗ and the orthonormal system L∗R{1}xi (x). The analytical solutionu(x) and approximate solution
un(x) are represented in terms of series. For any initial function u1(x) ∈ W 32 [0, 1], we prove un(x)→ u(x), u′n(x)→ u′(x),
u′′n(x)→ u′′(x)(n→∞). Numerical examples show our method is effective and highly accurate.
Definition 1.1 ([10]). LetH be a real Hilbert spaces of functions f : Ω → R. A function K : Ω×Ω → R is called reproducing
kernel for H if
(i) K(x, ·) ∈ H for all x ∈ Ω ,
(ii) f (x) = 〈f , K(·, x)〉H for all f ∈ H and all x ∈ Ω .
Definition 1.2. A real Hilbert spaces H of functions on a setΩ is called a reproducing kernel Hilbert spaces if there exists a
reproducing kernel K of H .
It is known that the reproducing kernel of a Hilbert space is unique, and that existence of a reproducing kernel is due to
the Riesz Representation Theorem. The reproducing kernel K of a Hilbert space H completely determines the space H . Every
sequence of functions{gn}∞n=1 which converges strongly to a function g in H , converges also in the pointwise sense. Further,
this convergence is uniform on every subset onΩ on which x 7→ K(x, x) is bounded.
Let us consider the following boundary value problemU ′′ + p(x)U ′ + q(x)U +
∫ x
0
k1(t, x)U(t)dt +
∫ 1
0
k2(t, x)U(t)dt = f (x,U,U ′), x ∈ [0, 1]
U(0) = α,U(1) = β,
(1)
where f (x, y(x), z(x)) ∈ W 12 [0, 1] as y(x), z(x) ∈ W 12 [0, 1], ‖f (x, y(x), z(x)) − f (x, y¯(x), z(x))‖W12 ≤ C‖y(x) − y¯(x)‖W12 ,
‖f (x, y(x), z(x)) − f (x, y(x), z¯(x))‖W12 ≤ C‖z − z¯‖W12 as y(x), z(x), y¯(x), z¯(x) ∈ W 12 ,U(x) − (1 − x)α − xβ ∈ W
3
2 [0, 1],
U(x) is a unknown function to be determined, p(x), q(x), k1(t, x), k2(t, x) are known functions. W 12 [0, 1] is a reproducing
kernel space with the reproducing kernel R{1}x (y),W 32 [0, 1] is also a reproducing kernel space with the reproducing kernel
R{3}x (y). From the definition [7] of the reproducing kernel spacesW 12 [0, 1] andW 32 [0, 1], we getW 12 [0, 1] ⊃ W 32 [0, 1], for any
u ∈ W 32 [0, 1], ‖u‖W12 ≤ ‖u‖W32 , for any u ∈ W
3
2 [0, 1], u′ ∈ W 12 [0, 1], ‖u′‖W12 ≤ ‖u‖W32 , where ‖u(x)‖W12 =
√
〈u(x), u(x)〉W12 ,
the others norm have the same meaning.
2. The analytical solution
Let u(x) = U(x) − (1 − x)α − xβ , Lu = u′′ + p(x)u′ + q(x)u + ∫ x0 k1(t, x)u(t)dt + ∫ 10 k2(t, x)u(t)dt , F(x, u, u′) =
f (x, u+(1−x)α+xβ, u′−α+β)−p(x)(β−α)−q(x)((1−x)α+xβ)−∫ x0 k1(t, x)((1−x)α+xβ)dt−∫ 10 k2(t, x)((1−x)α+xβ)dt .
(1) can be converted into following equivalent form:
(Lu)(x) = F(x, u(x), u′(x)). (2)
It is clear that L : W 32 [0, 1] → W 12 [0, 1] is a bounded linear operator and L−1 exists. Note that ψi(x) = R{3}xi (x), BΦ = b,
where b = [ψ1(x), ψ2(x) . . .]T,Φ = [ζ1, ζ2, . . .]T, the matrix B = (Lψi(x)|(x)=(xj))i,j=1,2.... Using the strictly positive
definite property of the reproducing kernel and L−1, so, B−1 exists, the matrix (Lζj(x)|(x)=(xi))i,j=1,2... is an identity matrix. Let
ϕi(x) = R{1}xi (x), φi(x) = L∗ϕi(x), L∗ is adjoint operator. The sequence of functions φi(i = 1, 2 . . .m) is a linearly independent
family of reproducing kernel spaceW 32 [0, 1].
Theorem 2.1. If {xi}∞i=1 is dense on [0, 1], then {ψi(x)}∞i=1 is a complete function system in W 32 [0, 1].
Proof. For each fixed u(x) ∈ W 32 [0, 1], if 〈u(x), ψi(x)〉W32 [0,1] = 0, then
u(xi) = 0. (3)
Taking into account the density of {xi}∞i=1, it follows that u(x) ≡ 0. 
Theorem 2.2. If {xi}∞i=1 is distinct densely points in [0, 1] and L−1 exists,then
u(x) =
∞∑
j=1
F(xj, u(xj), u′(xj))ζj(x) (4)
is solution of (2).
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Proof. We consider
〈u(x), L∗ϕi(x)〉 =
〈 ∞∑
j=1
F(xj, u(xj), u′(xj))ζj(x), L∗ϕi(x)
〉
=
〈
L
( ∞∑
j=1
F(xj, u(xj), u′(xj))ζj(x)
)
, ϕi(x)
〉
=
〈 ∞∑
j=1
F(xj, u(xj), u′(xj))Lζj(x), ϕi(x)
〉
=
∞∑
j=1
F(xj, u(xj), u′(xj))Lζj(x)|x=xi
= F(xi, u(xi), u′(xi)). (5)
So
(Lu)(xi) = F(xi, u(xi), u′(xi)). (6)
Using {xi}∞i=1 is distinct densely points in [0, 1], we have (Lu)(x) = F(x, u(x), u′(x)). 
So, the analytical solution of (1)
U(x) =
∞∑
j=1
F(xj, u(xj), u′(xj))ζj(x)+ (1− x)α + xβ. (7)
Remark. (i) If (2) is linear. Then the analytical solution to (2) can be obtained directly from (4).
(ii) If (2) is nonlinear. The approximate solution to (2) can be obtained using the following method.
3. Iterative method and convergence theorem
In fact, F(xj, u(xj), u′(xj)) of the form (4) is unknown. For getting the approximate solution of (1). We give initial function
u1(x) ∈ W 32 [0, 1], using the form (4), an iterative sequence is constructed
un(x) =
∞∑
j=1
F(xj, un−1(xj), u′n−1(xj))ζj(x), n = 2, . . . . (8)
Next, we will prove the convergence of un(x). From Theorem 2.2, it knows Theorem 3.1
Theorem 3.1. If un(x) is given by (8), then (Lun)(x) = F(x, un−1(x), u′n−1(x)).
Theorem 3.2. If f (x, y(x), z(x)) ∈ W 12 as y(x), z(x) ∈ W 12 , ‖f (x, y(x), z(x)) − f (x, y¯(x), z(x))‖W12 ≤ C‖y(x) − y¯(x)‖W12 ,
‖f (x, y(x), z(x))− f (x, y(x), z¯(x))‖W12 ≤ C‖z(x)− z¯(x)‖W12 as y(x), z(x), y¯(x), z¯(x) ∈ W 12 , un(x), u(x) are given by (8), (4) and
2C‖L−1‖ < 1, then un ‖·‖−→ u(n→∞).
Proof. From Theorem 3.1, it known that:
(Lun)(x) = F(x, un−1(x), u′n−1(x)), (Lu)(x) = F(x, u(x), u′(x)), (9)
So
‖un(x)− u(x)‖W32 = ‖L
−1(F(x, un−1(x), u′n−1(x))− F(x, u(x), u′(x)))‖W32
≤ ‖L−1‖ · ‖(F(x, un−1(x), u′n−1(x))− F(x, u(x), u′(x)))‖W12
= ‖L−1‖ · ‖(F(x, un−1(x), u′n−1(x))− F(x, un−1(x), u′(x)))
+ (F(x, un−1(x), u′(x))− F(x, u(x), u′(x)))‖W12
≤ ‖L−1‖ · (‖F(x, un−1(x), u′n−1(x))− F(x, un−1(x), u′(x))‖W12
+‖F(x, un−1(x), u′(x))− F(x, u(x), u′(x))‖W12 )
≤ ‖L−1‖ · (C‖un−1(x)− u(x)‖W12 + C‖u
′
n−1(x)− u′(x)‖W12 )
≤ 2C‖L−1‖ · ‖un−1(x)− u(x)‖W32 . (10)
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Table 1
Comparison of the absolute error (m = 51).
x uT (x) Approximate solution Absolute error
[9] Present [9] Present
0.08 0.005888 0.0058875 0.00589422 4.8× 10−7 6.22399× 10−6
0.16 0.021504 0.0215012 0.0215113 2.7× 10−6 7.28666× 10−6
0.32 0.069632 0.0696182 0.0696403 1.3× 10−5 8.26185× 10−6
0.48 0.119808 0.119778 0.119817 2.9× 10−5 8.73036× 10−6
0.64 0.147456 0.147414 0.147465 4.1× 10−5 8.98548× 10−6
0.8 0.128 0.127961 0.128009 3.9× 10−5 9.13935× 10−6
0.96 0.036864 0.0368522 0.0368732 1.1× 10−5 9.19078× 10−6
From 2C‖L−1‖ < 1 and (10), it known that:
un
‖·‖−→ u(n→∞). 
Theorem 3.3. If un(x)
‖·‖−→ u(x)(n→∞), then un(x)→ u(x), u′n(x)→ u′(x), u′′n(x)→ u′′(x), (n→∞).
Proof. For any x ∈ [0, 1],
|un(x)− u(x)| = |〈un(t)− u(t), R{3}x (t)〉W32 | ≤ ‖un(t)− u(t)‖W32 ‖R
{3}
x (t)‖W32 , (11)
|u′n(x)− u′(x)| = |〈un(t)− u(t), (R{3}x (t))x〉W32 | ≤ ‖un(t)− u(t)‖W32 ‖(R
{3}
x (t))x‖W32 , (12)
|u′′n(x)− u′′(x)| = |〈un(t)− u(t), (R{3}x (t))xx〉W32 | ≤ ‖un(t)− u(t)‖W32 ‖(R
{3}
x (t))xx‖W32 , (13)
then there exists C1 > 0, C2 > 0, C3 > 0 such that
|un(x)− u(x)| ≤ C1‖un(t)− u(t)‖W32 ,
|u′n(x)− u′(x)| ≤ C2‖un(t)− u(t)‖W32 ,
|u′′n(x)− u′′(x)| ≤ C3‖un(t)− u(t)‖W32 ,
Since un(t)
‖·‖−→ u(t)(n→∞), hence, it holds
un(x)→ u(x), u′n(x)→ u′(x), u′′n(x)→ u′′(x) (n→∞).  (14)
So, approximate solution of (1)
Un(x) =
∞∑
j=1
F(xj, un−1(xj), u′n−1(xj))ζj(x)+ (1− x)α + xβ, n = 2, . . . . (15)
4. Numerical experiment
In this section, two numerical examples are studied to demonstrate the accuracy of the present method.
Example 4.1 ([9]). Consider the follow singular boundary values problem{
u′′(x)+ 1
x
u′(x)+ u(x) = f (x), 0 < x < 1
u(0) = 0, u(1) = 0
where, f (x) = 4 − 9x + x2 − x3. The true solution uT (x) = x2 − x3. Using our method, let xi = 1m i, i = 1, 2 . . .m. we
use um(x) =∑mj=1 f (xj)ζj(t, x) as the approximation solution. The numerical results are given in Tables 1 and 2. Where, the
absolute error rm(x) = |uT (x)− um(x)|, r ′m(x) = |u′T (x)− u′m(x)|, r ′′m(x) = |u′′T (x)− u′′m(x)|.
Example 4.2. Consider the singular boundary values problem:
u′′(x)+ 1√
x
u′(x)+ 1
x
u(x)+
∫ x
0
(t + x)u(t)dt +
∫ 1
0
txu(t)dt − 1
1+ sin(u2(x)) − e
u9(x) + u11(x) = f (x),
0 < x < 1
u(0) = 0, u(1) = 0
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Table 2
Comparison of results (m = 250).
x uT (x) u250(x) Absolute error
|r250(x)| |r ′250(x)| |r ′′250(x)|
0.08 0.005888 0.00588806 6.02552× 10−8 1.27715× 10−7 1.65541× 10−6
0.16 0.021504 0.0215041 6.70172× 10−8 6.06985× 10−8 4.34928× 10−7
0.32 0.069632 0.0696321 7.33707× 10−8 2.46025× 10−8 1.22112× 10−7
0.48 0.119808 0.119808 7.62124× 10−8 1.14234× 10−8 5.40105× 10−8
0.64 0.147456 0.147456 7.6973× 10−8 4.74045× 10−9 2.35463× 10−8
0.8 0.128 0.128 7.73952× 10−8 2.29978× 10−9 5.61517× 10−9
0.96 0.036864 0.0368641 7.8115× 10−8 2.73284× 10−9 6.79368× 10−8
Table 3
The numerical results.
x uT (x) u5,20(x) e5,20(x) u′T (x) u
′
5,20(x) e
′
5,20(x)
0.08 0.00588172 0.00592798 4.6259× 10−5 0.140493 0.14048 1.26577× 10−5
0.16 0.0214124 0.0214605 4.81776× 10−5 0.24102 0.240959 6.05795× 10−5
0.32 0.0684497 0.0684914 4.16744× 10−5 0.319798 0.319753 4.45588× 10−5
0.48 0.11526 0.115295 3.48007× 10−5 0.239865 0.239826 3.8886× 10−5
0.64 0.137594 0.137623 2.96533× 10−5 0.0175881 0.0175629 2.52869× 10−5
0.8 0.114777 0.114804 2.69251× 10−5 −0.318941 −0.318934 7.07368× 10−6
0.96 0.031457 0.0314809 2.39306× 10−5 −0.731633 −0.732094 4.60855× 10−4
Table 4
The numerical results.
x u′′T (x) u
′′
5,20(x) e
′′
5,20(x)
0.08 1.50892 1.52399 1.50732× 10−2
0.16 1.00258 1.00365 1.06743× 10−3
0.32 −0.0141333 −0.0141729 3.95989× 10−5
0.48 −0.967859 −0.967786 7.32111× 10−5
0.64 −1.78116 −1.78109 7.1875× 10−5
0.8 −2.38554 −2.38512 4.14883× 10−4
0.96 −2.72512 −2.74106 1.59436× 10−2
f (x) = 1√x ((2
√
x+x−4x√x−x2) cos x+(1−√x−2x−2x√x+x2√x) sin x)+2(x−1)+2(1−4x−x2+x3) cos x+(6+3x−
5x2) sin x−(2+4 cos 1−5 sin 1)x− 1
1+sin(((x−x2) sin x)2)−e((x−x
2) sin x)9+((x−x2) sin x)11. The true solution uT (x) = (x−x2) sin x.
In calculation, let u1(x) = 0, xi = 120 i, i = 1, 2 . . . 20. We use un,m(x) =
∑m
j=1 f (xj, un−1(xj), u
′
n−1(xj))ζj(t, x), n = 2, . . .
as the approximation solution. The absolute error e5,20(x) = |uT (x) − u5,20(x)|, e′5,20(x) = |u′T (x) − u′5,20(x)|, e′′5,20(x) =
|u′′T (x) − u′′5,20(x)|. The numerical results are given in Tables 3 and 4. In Example 4.2, max0≤x≤1 |u′′′T (x) − u′′′5,20(x)| = 6. So,
u′′′n (x) 9 u′′′(x), (n→∞).
5. Conclusions and remarks
New analytical and approximate solution have been constructed for a class of boundary value problems in the
reproducing kernel space. The analytical solution u(x) and approximate solution un(x) are represented in terms of series.
For any initial function u1(x) ∈ W 32 [0, 1], Theorems 3.2 and 3.3 hold. Two numerical examples are studied to demonstrate
the accuracy of the present method. It is worth noting that the present method employed can be generalized to solve the
solution of nonlinear operator equations Lu = Nu+ f , where f is a known function in a reproducing kernel space H1, L is a
bounded linear operator from H → H1 and L−1 exists, N is a nonlinear terms, H is a reproducing kernel space.
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