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Abst rac t - -We develop a numerical method to create an adaptive grid in one plus one dimension 
which varies according to any given weight function of the spatial variable and the time. The grids 
are obtained by a nonstandard deformation method. 
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1. INTRODUCTION 
This note is devoted to the moving grid approach to the numerical methods for partial differential 
equations. Let 
~u 
O'-~ = L(u(x, t)), 
Bu = f, 
ul,=0 = u0(~),  
for (x, t) e (0, 1) x (0, T), 
fo rx=O,  1 andtE(O,T) ,  
for x E (0, 1), 
(1.1) 
be an evolution type differential equation for u(x, t) = (0, 1) x (0, T) ~ R, where L is a differential 
operator in the spatial variable x. We are greatly interested in several types of L where the 
solutions form interior layers or sharp interfaces. The numerical methods of these equations 
require grids which are adaptive to the interfaces. 
The moving grid approach introduces a transformation which maps the variables x, t into new 
variables ~ and s. For instance, let 
z = ¢(~, s), 
(1.2) 
t=8.  
Then v(~, s) = u(¢(~, s), s) is a function of the new variables ~ and s. By the chain rule, one gets 
Ov Ou 0¢ 
0-~ = 0x  0~ (1.3) 
and 
Ou Ov Ou 0¢ 
O--t = Os Ox Os" (1.4) 
From (1.1) and (1.4), we get the transformed equation 
Ov Ou 0¢ 
Os Ox Os = L(u). (1.5) 
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Equation (1.5) is apparently more complicated than (1.1). The advantage of using the adaptive 
moving grid is that the spatial derivatives can be smoothed out. In fact, the effect of the trans- 
formation is to stretch the coordinates in a steep region in space so that ~ is more homogeneous 
compared with -~ when ¢ is properly chosen. 
The details of the method are provided below. 
We construct a weight function f(x, t) which reflects the critical features of the approximate 
solution of u(x, t). For instance, one can take f(x, t) to be gl(t)/(1 +g2[ux(x, t)] 2) where K2 > 0 
is a constant control parameter for the intensity of the adaptation and Kl(t) = KI(K2, ux) > 0 
is a normalizing constant. Then, f is small in regions where u changes rapidly in space variable. 
In Section 2 of this note, we will give a constructive solution to the following problem. 
Let f(x, t) > 0 be normalized so that 
1 
dx = 1, for t • (0,T). (1.6) 
0 
Find a family of transformation ¢(~, t) : [0, 1] x (0, T) --* [0, 1] for each t • (0, T) such that 
for • [0,1], t • (0, T),  
0¢ 
(9---~ ---- f(~b, t), ((, t) • (0, 1) x (0, T), 
¢(~, 0) = ~, ~ • (0, 1), (1.7) 
¢(0, t )=0,  ¢ (1 , t )= l ,  t• (0 ,  T). 
From (1.3), one gets o-7 = 0-7" f = Kl(t)ux/(1 + K21ux[2). Then < K l ( t ) /2~.  Thus o_~ 
is smoothed out. 
The transformation ¢ is used in a solution adaptive algorithm as follows. Let ~i = i/n be the 
grid nodes of the uniform grid at t = 0 on [0, 1] with length 1/n. At the moment > 0, ~i is 
moved to the new location xi = ¢(~i, t). The length of the interval [x~, Xi+l] is approximately 
equal to 
(9¢ 1 f(¢(~i, t), t) _ f(zi, t) (1.S) 
xi+l - zi ~ (9--$ n = n n 
Thus, the nodes are simultaneously redistributed so that the distance between two adjacent nodes 
at a location is proportional to the value of the weight function there. Moreover, since the weight 
function f is strictly positive, the nodes will not cross each other. Finally, in the construction 
provided below, the velocity of nodes is determined irectly and can be used in the transformed 
equation (1.5). 
2. DEFORMATION METHODS 
In this section, we construct he transformation ¢ by the deformation method. For more on 
origin of the method see [1,2]. Suppose that the weight function is identical to 1 at t = 0, 
i.e., f(~,0) = 1 for all ~ • [0, 1]. Suppose that the weight function does not change at ~ = 0, 1, 
i.e., o t) = 0, for all t • [0, 1], = 0, 1. 
Let v(~, t) be defined by 
f0  1 ,(~,t) = -- at f(r/,t) d~/. (2.1) 
0 
Then from (1.6), u(0, t) = u(1, t) = 0. Define ¢(~, t) : [0, 1] × [0, T] --* [0, 1] for every ~ E [0, 1] to 
be the unique solution of the differential equation 
~--i¢(~,t)=u(¢,t).f(¢,t), ~ e (0,1),t e (0,T), (2.2) 
0) = e (0,1) .  
The main result of the note is stated in the following theorem. 
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THEOREM. Let ¢ = ¢(~,t) be defined by (2.2) with u defined by (2.1). Then 
H(~, t) - 0¢(~, t) 1 
O~ " ( f (¢(( , t ) , t )  )
(2.3) 
is independent of t. 
PROOF. By (2.1), we have 
Thus 
o.(~,t) o (/~,t)) 
o~ ot 
ff_~ Ou(¢,t) 0¢ 0 ( 1 ) 0¢ 
.(¢(~,t),t)= ~ .~= 5~ ~ ~ 
Using (2.2) and (2.4), we get 
(2.4) 
o. 1 o, (2 ) (o :0 ,  o,) 
ot (~' t) = ~ ":(¢, t-----~ +~"  ~ -~ + -~- 
o 1 o¢1o: o¢(~)o :  
: O-'~(u(¢'t) ' f(¢'t)) ' f  O~ f 0¢"  + 0"-~ ~-  
0 ( f )  0¢ Of 0¢ 1 0¢ 1 0 f  0¢ ( _~)Of  
= -0-~ " -~ + U" O-¢ O-~ " f O~ f OqS " + -~ -~ 
~0.  
(2.5) 
COROLLARY. The transformation ¢ = ¢(~, t) constructed above satisfies 
0qS(~, t) _ f (¢,  t) 
0~ 
(2.6) 
as desired in (1.7). 
PROOF. At t = 0, ¢(~, 0) = ~, and f(~, 0) = 1. Hence, by (2.3), 
0¢(¢,o) 
o4 - -  1. 
H(~, 0) = f(~, 0) 
By (2.5), H(~, t) = H(~, 0) = 1 for all t e [0, T]. This implies (2.6), which is wanted in (1.7). 
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