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We study the dynamics of a ferromagnetic domain wall driven by an external magnetic field through a
disordered medium. The avalanchelike motion of the domain walls between pinned configurations produces a
noise known as the Barkhausen effect. We discuss experimental results on soft ferromagnetic materials, with
reference to the domain structure and the sample geometry, and report Barkhausen noise measurements on
Fe21Co64B15 amorphous alloy. We construct an equation of motion for a flexible domain wall, which displays
a depinning transition as the field is increased. The long-range dipolar interactions are shown to set the upper
critical dimension to dc53, which implies that mean-field exponents ~with possible logarithmic correction! are
expected to describe the Barkhausen effect. We introduce a mean-field infinite-range model and show that it is
equivalent to a previously introduced single-degree-of-freedom model, known to reproduce several experimen-
tal results. We numerically simulate the equation in d53, confirming the theoretical predictions. We compute
the avalanche distributions as a function of the field driving rate and the intensity of the demagnetizing field.
The scaling exponents change linearly with the driving rate, while the cutoff of the distribution is determined
by the demagnetizing field, in remarkable agreement with experiments. @S0163-1829~98!08833-X#I. INTRODUCTION
The Barkhausen effect1 was first observed in 1919 record-
ing the noise produced by the sudden reversal of Weiss do-
mains in a ferromagnet. Since then, the Barkhausen effect
has been widely used as a nondestructive method to test
magnetic materials and a detailed statistical analysis of the
noise properties has been performed.2,3 In addition to its
practical and technological applications, the Barkhausen ef-
fect has recently attracted a growing interest as an example
of a complex dynamical system displaying scaling behavior.
It has been experimentally observed that a histogram of
Barkhausen jump sizes follows a power law,4–7 a result
which has analogies with other driven disordered systems,
ranging from flux lines in type-II superconductors8 to
microfractures9 and earthquakes,10 where the dynamics takes
place in avalanches. While the ambitious goal to build a
common theoretical framework for all these phenomena is
still far from being reached, theoretical analysis of each sys-
tem might shed light on the entire issue.
In the case of the Barkhausen effect, the task is to explain
the statistical properties of the noise, such as jump size dis-
tributions and power spectra, in terms of the microscopic
details of the magnetization process. In general, three differ-
ent mechanisms are involved during the process:11 domain
nucleation and coalescence, coherent spin rotation, and do-
main wall motion. Their different relevance along the hys-
teresis loop is in general very complicated and not easily
predictable, as it depends on material properties, annealing
conditions, and the geometry of the sample. The BarkhausenPRB 580163-1829/98/58~10!/6353~14!/$15.00noise is mainly due to the domain wall motion; therefore it is
customary to study soft magnetic materials where a well-
defined domain structure is present and coherent spin rota-
tion does not take place: in this case, once the structure is
formed, the magnetization process takes place by motion of
domain walls, rather than nucleation of new domains, which
has a higher energetic cost due to magnetostatic interactions.
The classical theoretical approach to the problem focuses
on the motion of the domain walls and their interaction with
the disorder present in the medium. The simple schematiza-
tion of the domain wall as a point moving in a random pin-
ning field12 has been successfully used in the past to explain
several properties of ferromagnetic materials, such as the
Rayleigh law.13 A theoretical analysis of the Barkhausen ef-
fect has been carried out in the same spirit.14 Most of the
measured properties can be reproduced by the model pro-
posed by Alessandro, Beatrice, Bertotti, and Montorsi
~ABBM!.15 The crucial hypothesis of this model is that the
pinning field is a random walk in space. This assumption is
consistent with experiments2 but its microscopic justification
is still unclear. In fact, an estimate16 of the correlation length
of the impurities typically present in the material gives a
value much smaller than the one employed in Ref. 15, im-
plying that a Brownian pinning field can only be considered
to be an effective picture.
Recently, Urbach et al.17 and Narayan18 have proposed
relating the properties of the Barkhausen effect to the depin-
ning transition of an elastic surface in a random medium, a
topic that has been studied extensively in recent years.19 The
comparison between the values of the exponents predicted6353 © 1998 The American Physical Society
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however, unsatisfactory.
A completely different approach has been undertaken by
Sethna and co-workers,20–22 who study field-driven nucle-
ation in a nonequilibrium random-field Ising model ~RFIM!.
In this model domain nucleation and growth are treated in
the same way. When the external field is increased from
negative saturation, the spins flip to align with the local mag-
netization, eventually causing avalanches of neighboring
spins. A thorough investigation of this model shows that
there is a second-order critical point controlled by the ampli-
tude of the disorder.21 The power law distributions of the
Barkhausen noise would then be related to the proximity of
this critical point.22 This model neglects dipolar interactions
and demagnetizing effects which are known to play a crucial
role in the formation of domains, and so its applicability to
most experimental situations seems questionable.
Here we approach the problem studying the motion of a
flexible domain wall driven through a disordered medium.
One of our aims is to bridge the gap between ‘‘classical’’
approaches to ferromagnetism12,13 and modern theories of
surface growth in disordered media.19 In this way, we are
able to clarify several assumptions present in phenomeno-
logical models of domain wall dynamics and to understand
their limitations.
We consider the case of an anisotropic material magne-
tized along the easy axis, with 180° domain walls separating
regions of opposite magnetization ~Fig. 1!. The disorder,
due, for example, to nonmagnetic inclusions or residual
stresses, pins the domain wall motion which is driven by the
external magnetic field. We assume that the disorder is lo-
calized and is either uncorrelated in space or is only short-
range correlated. The domain wall is assumed to be flexible,
the stiffness being due to ferromagnetic and magnetostatic
interactions,12,23,24 and can therefore deform because of the
local configurations of the disorder. The resulting equation of
motion is different from the one proposed by Urbach et al.,17
who treated incompletely dipolar interactions. Narayan18 has
also considered dipolar interactions in this context, but his
approximate analysis does not apply to d53—the physical
dimension for most of the experiments.
We shall find that the scaling properties of the
Barkhausen noise arise from the critical behavior expected
close to a depinning transition. The dipolar interactions gen-
erate a long-range term in the equation of motion which
reduces the upper critical dimension from dc55, obtained
for elastic interfaces,25,26 to dc53. Indeed, we shall see that
mean-field critical exponents describe quite well a large
amount of experimental data.
The geometry of the sample has an important effect on the
experimental results. A true depinning transition can only be
observed when demagnetizing effects, opposing the motion
of the wall, are absent or very small. Otherwise, when the
external field is increased at a constant rate, the wall is driven
to a stationary motion around the depinning transition. The
scaling is controlled by the external field driving rate and by
the intensity of the demagnetizing field, which in general
depends on the shape of the sample. In particular, the driving
field determines the exponents of the jump distributions
while the cutoff is controlled by the demagnetizing field.
We first introduce a mean-field interface model, in whichthe interaction range is infinite. Since the upper critical di-
mension is dc53, we expect that its critical properties
should agree with the three-dimensional model. Interest-
ingly, we find the infinite-range model to be equivalent to the
ABBM model. This observation explains why the ABBM
model works so well in describing the experimental data: it
provides an effective one-degree-of-freedom description of
the complex motion of a flexible interface. The elastic inter-
actions along the wall moving in an uncorrelated medium
give rise to an effective correlated pinning field experienced
by the center of mass of the wall. In other words, the long-
range correlations in the effective pinning field are not due to
the correlation in the impurities present in the material. We
note that a similar idea underlies the variational replica ap-
proach for equilibrium elastic interfaces in random media,27
where one describes the complicated interactions between
many degrees of freedom of the interface as a single particle
in an effective potential.
Finally, we simulate the full three-dimensional interface
model and confirm the value of the upper critical dimension.
We find that the results on the three-dimensional model do
not fully agree with the mean-field predictions. In particular,
the correct scaling of the cutoff cannot be predicted by the
infinite-range and ABBM models. The results of the simula-
tions, however, agree remarkably well with experiments.
The paper is organized as follows: In Sec. II we discuss
the experiments on the Barkhausen effect, introducing the
various scaling exponents. We briefly report experiments on
an as-cast Fe21Co64B15 amorphous alloy. In Sec. III we con-
struct the equation of motion for the dynamics of the domain
wall. In Sec. IV we derive the upper critical dimension and
the mean-field exponents. In Sec. V we derive scaling rela-
tions between the critical exponents. In Sec. VI we study the
dynamics of the infinite-range model as a function of the
driving rate and the demagnetizing field. In Sec. VII we
present the result of numerical simulations. Section VIII is
devoted to conclusions and discussion of open problems. A
brief report of a subset of these results appears in Ref. 28.
II. EXPERIMENTAL RESULTS
The experimental results on the Barkhausen effect form
an enormous body of literature that spans almost the entire
century,1–4 but precise experimental results for the statistics
of Barkhausen jumps have been reported only recently.5–7
The distribution of Barkhausen jump sizes, measured at low
driving rates, shows typically a power law behavior, but the
scaling exponents reported in the literature span a wide range
of values.29 For this reason, it is important to carefully dis-
cuss the various experimental conditions, material properties,
and statistical uncertainties before direct comparison with a
theory could be made.
Under well-defined experimental conditions the results
show a remarkable degree of universality: the scaling expo-
nents do not depend on the particular sample used.5,6,15,29–32
The measurements are taken only in the central part of the
hysteresis loop around the coercive field, where domain wall
motion is dominant while domain nucleation and coherent
spin rotations are negligible.15 The typical domain structure
observed in these conditions is reported in Fig. 1. Experi-
ments were performed using a triangular wave form for the
PRB 58 6355DYNAMICS OF A FERROMAGNETIC DOMAIN WALL: . . .external field and different driving rates were employed.
The signal amplitude distribution, directly related to the
domain wall velocity, decays as a power law5,6,15,30
P~v !;v2~12c !exp~2v/v0!, ~1!
where c is proportional to the field driving rate and v0 is the
value of the cutoff. The avalanche size s ~the area under the
jump! and duration T distributions also decay as power laws
and are very well fitted by5,6,29
P~s !;s2t f ~s/s0!, t53/22c/2, ~2!
P~T !;T2ag~T/T0!, a522c . ~3!
These laws have been tested for a variety of materials, such
as amorphous ~Co-base and Fe-base!29,33 and polycrystal
~Fe-base! alloys.5,6 In Fig. 2, we report the size and duration
distributions measured in an as-cast Fe21Co64B15 amorphous
alloy for different field driving rates. The experiments have
been performed using the setup described in Ref. 6. The
exponents agree perfectly with Eqs. ~2! and ~3!.
The dependence of the exponents on the field driving
rate34 can explain the variability in the experimental values
reported in literature, since many experiments were per-
formed using a single linear driving rate17 or a sinusoidal
one. Moreover, one should also be aware that the properties
of the noise and thus the scaling exponents and the cutoff can
change considerably through the hysteresis loop15,35 when
domain nucleation and coherent spin rotations become rel-
evant.
To test the effect of the demagnetizing field, we perform
experiments on strips with different lengths of an as-cast
Fe21Co64B15 amorphous alloy. The intensity of the demagne-
tizing field decreases for longer samples. We find that the
FIG. 1. The domain structure of Fe21Co64B15 amorphous alloy
observed by scanning electron microscope, using type-II magnetic
contrast. The domains are separated by walls parallel to the magne-
tization. This is the typical structure observed in soft ferromagnetic
materials.cutoff of distributions scales as s0;1/k and T0;1/k1/2 ~Fig.
3!, where k is proportional to the intensity of the demagne-
tizing field ~see Sec. III!. We obtain the same results control-
ling k by changing the air gap between the sample and a
magnetic yoke. A complete account of these experiments
will be deferred to a forthcoming publication.
The power spectrum S( f ) of the noise does not show in
general such a marked robustness and is not described by a
frequency-independent exponent: at low frequency f ,
FIG. 2. Distributions of Barkhausen jump sizes ~a! and dura-
tions ~b! measured in an as-cast Fe21Co64B15 amorphous alloy for
different driving rates. The lines are the fit with t53/22c/2 and
a522c . The distributions have been obtained recording 63105
avalanches.
FIG. 3. ~a! Distribution of Barkhausen jump durations measured
in Fe21Co64B15 amorphous alloy for different sample lengths. ~b!
The data collapse shows that T0;k20.5.
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where c varies between c.0.6 in Fe-Si, to c.1 in amor-
phous alloys.29,31,32 After a crossover frequency, which de-
pends on c , it decays with an exponent varying between
21.6 and 22.6,7,29,31,32 When only a single domain wall is
present the power spectrum was found to decay as f 22.2
Moreover, it has been observed that the power spectrum am-
plitude scales linearly with c . From the point of view of
applications, it is important to distinguish universal proper-
ties from material-dependent properties that could be rel-
evant to characterize the sample.
In toroidal or frame geometries the demagnetizing field is
practically absent and the magnetization process is quite dif-
ferent from the previous case. The hysteresis loop, instead of
showing an extended linear part with a stationary
Barkhausen signal, displays a square form with a huge
Barkhausen jump: the domain walls undergo a depinning
transition as a function of the field. When the external field
H exceeds the coercive field Hc , the domain walls start to
move with a velocity v that typically scales linearly with the
field:
v;~H2Hc!. ~5!
This law was observed about 50 years ago by Williams,
Shockley, and Kittel36 in a single-crystal Fe-Si frame, and
later confirmed for a variety of other soft ferromagnetic
materials.37 Before the onset of collective domain wall mo-
tion, one observes a series of Barkhausen jumps of increas-
ing amplitude,2 but to our knowledge a quantitative analysis
in terms of scaling exponents has never been reported.
III. DOMAIN WALL DYNAMICS
The thermodynamic theory of ferromagnetic domains is
due to Landau and Lifshitz,38 who explained the presence of
domains by energetic considerations. In a uniformly magne-
tized specimen, the discontinuity of the normal component of
magnetization across the boundary of the sample creates a
field that raises the total energy of the system. The creation
of domains decreases this energetic contribution at the price
of a higher cost in wall energy. One can obtain a rough
estimate of the number of domains by simply balancing these
two terms.
In order to describe accurately the magnetization process,
it is necessary to analyze in detail the interactions present. In
most soft ferromagnetic materials, due to the magnetocrys-
talline anisotropy or to the shape of the sample, the magne-
tization has preferred directions. In the simplest situation,
there is a single easy axis of magnetization and the domains
are separated by surfaces parallel to the magnetization, span-
ning the sample from end to end ~see Fig. 1!. The domain
walls are in general flexible, since local inhomogeneities can
impose distortions of the surface, which would be flat in a
perfectly ordered system. In some particular geometry in
which demagnetizing effects are minimized, it is even pos-
sible to obtain a single domain wall.2
We study the dynamics of a single 180° domain wall
separating two regions with opposite saturation magnetiza-
tions, directed along the x axis. If the surface has no over-
hangs, we can describe the position of the domain wall by afunction h(rW ,t) of space and time ~see Fig. 4!. The equation
of motion for the wall is given by
G
]h~rW ,t !
]t
52
dE~$h~rW ,t !%!
dh~rW ,t !
, ~6!
where E($h(rW ,t)%) is the total energy functional for a given
configuration of the surface and G is an effective viscosity.
The motion of the domain wall is overdamped, since eddy
currents cancel inertial effects, and thermal effects are neg-
ligible.
We can split the energy into the sum of different contri-
butions due to magnetostatic and dipolar fields, ferromag-
netic and magnetocrystalline interactions, and disorder. In
the following, we will express the energy in IS units.
A. Magnetostatic fields
In the presence of an external field HW along the easy axis
of magnetization the magnetostatic energy of the system is
given by
Em522m0HM sE d2rh~rW ,t !, ~7!
where M s is the saturation magnetization per unit volume.
Another contribution to the magnetostatic energy comes
from the discontinuity of the normal component of the mag-
netization across the boundary of the sample. This generates
an effective magnetic field, the so-called demagnetizing
field, that is opposed to the direction of the total magnetiza-
tion. In some particular geometries ~e.g., a uniformly mag-
netized ellipsoid! this field is constant along the sample. For
a generic domain structure, an explicit expression for the
demagnetizing field is often not available, but we expect in a
first approximation that the intensity of the demagnetizing
field will be proportional to the total magnetization. Consid-
ering the field constant through the sample, its energy can be
written as
Edm5
2m0NM s2
V S E d2rh~rW ,t ! D
2
, ~8!
where the demagnetizing factor N takes into account the
geometry of the domain structure and the shape of the
sample and V is the sample volume. This term was also
considered by Urbach et al.17 The demagnetizing effect can
FIG. 4. A domain wall separating two regions of opposite mag-
netization. The discontinuities of the normal component of the mag-
netization across the domain wall produce magnetic charges.
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specimens, but it is present in many common experimental
situations.
B. Dipolar interactions
An effect similar to the one discussed above takes place
inside the sample, where the local curvature of the surface
can in general give rise to discontinuities in the normal com-
ponent of the magnetization. We treat this effect introducing
a ‘‘magnetic charge’’ density, which for a domain wall sepa-
rating two regions of magnetizations MW 1 and MW 2 is given
by39
s5~MW 12MW 2!nˆ , ~9!
where nˆ is normal to the surface. This charge is zero only
when the magnetization is parallel to the wall. For small
bending of the surface, we can express the charge as ~see
Fig. 4!
s~rW !52M scos u.2M s
]h~rW ,t !
]x
, ~10!
where u is the local angle between the vector normal to the
surface and the magnetization. The energy associated with a
distribution of charges s is given by
Ed5
m0
8pE d2rd2r8s~r
W !s~rW8!
urW2rW8u
. ~11!
Inserting the expression for s in Eq. ~11! and integrating
twice by parts, we obtain
Ed5E d2rd2r8h~rW ,t !K~rW2rW8!h~rW8,t !, ~12!
where the nonlocal kernel has the form23
K~rW2rW8!5
m0M s
2
2purW2rW8u3
S 11 3~x2x8!2
urW2rW8u2
D . ~13!
The interaction is long range and anisotropic, as can be seen
by considering the Fourier transform
K~p ,q !5
m0M s
2
4p2
p2
Ap21q2
, ~14!
where p and q are the two components of the Fourier vector.
In the preceding derivation we have implicitly assumed
that the medium is infinitely anisotropic, so that the magne-
tization never deviates from the easy axis. In practice, how-
ever, the magnetization will rotate slightly from the easy axis
because of the field created by the surface charges. A local
change in the magnetization produces additional volume
charges whose density is given by
r~rW !5¹MW . ~15!
Ne´el12 has explicitly treated this effect obtaining an expres-
sion for the energy in the form of Eq. ~12! with a modified
kernelK˜ ~p ,q !;
1
AQ
p2
Ap21Qq2
, ~16!
where Q is a material-dependent constant, whose value
ranges from 5 to 10. This calculation shows that the qualita-
tive features of the interaction do not change if a finite mag-
netocrystalline anisotropy is taken into account.
For the analysis we will perform later, it is important to
generalize the kernel in any dimension. It is straightforward
to show that the kernel in d dimensions scales as
K~qW !}
q i
2
Aq i21q'2
, ~17!
where q i and qW' are the components of qW parallel and per-
pendicular to the magnetization.40
C. Surface tension and disorder
The magnetocrystalline and exchange interactions are re-
sponsible for the microscopic energy associated with the do-
main wall. While a very sharp change of the spin orientation
has a high cost in exchange energy, a very smooth rotation of
the spins between two domains is prevented by the magne-
tocrystalline anisotropy. The balance between these two con-
tributions determines the width of the domain wall and its
surface energy. The total energy due to these contributions is
proportional to the area of the domain wall:
Edw5n0E d2rA11u¹h~rW ,t !u2, ~18!
where n0 is the surface tension. Expanding this term for
small gradients we obtain
Edw5n0Sdw1
n0
2 E d2ru¹h~rW ,t !u2, ~19!
where Sdw is the domain wall area. This is the typical term
associated with elastic interfaces.
The disorder present in the material in the form of non-
magnetic impurities, lattice dislocations, or residual stresses
is the reason for the jumps in the magnetization curve and for
its hysteretic behavior. All these forms of quenched disorder
are difficult to treat in full detail. In general, they can be
modeled by introducing a random potential V(rW ,h), whose
derivative gives the local pinning field h(rW ,h) acting on the
surface. In the particular case of pointlike defects, the ran-
dom force is given by
h~rW ,h !52U(
i
d2~rW2rW i!d~h2hi!, ~20!
where (rW i ,hi) are the coordinates of the pinning centers and
U is their strength.23,41 After coarse graining at a scale larger
than the typical distance between the pinning centers, this
disorder becomes a Gaussian uncorrelated random noise.
In the case of the depinning transition it has been shown
that the particular form of V(rW ,h) ~i.e., random-bond- or
random-field-type disorder! is not essential.26 On the other
hand, long-range correlations in the pinning field are ex-
pected to change the critical behavior of the system. Here we
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Gaussian distributed and short range correlated:
^h~rW ,h !h~rW8,h8!&5d2~rW2rW8!R~h2h8!, ~21!
where R(x) decays very rapidly for large values of the argu-
ment.
In Eq. ~6! we neglected thermal effects. In principle one
should add an additional noise term to the equation,42 but it
has been observed experimentally that temperature does not
affect Barkhausen noise measurements.44
We can understand that thermal fluctuations are negligible
by a simple argument. We can roughly estimate the signal
induced by a magnetization reversal of a small part of a
domain wall due to thermal effects as
Hp~m0DM !V;kT , ~22!
where Hp is a local coercive field, DM is the magnetization
variation, and V is the volume involved. Assuming Hp
;1023 A/m, which is about 1/1000 ~or less! of the coercive
field in a typical soft magnetic material, and m0DM;1 T,
we get V;10218 m3. If we consider a cubic portion of the
domain wall of side L;1026 m, we obtain an induced flux
of the order of 10210 V, assuming an average domain wall
velocity of the order of 100 mm/s. Even if we assume that
there are 103 of such cubes in a cross section reversing at the
same time and in the same direction, we would obtain a
signal which is lower than the background instrumental
noise.
D. Equation of motion
Collecting all the energetic contributions, we obtain the
equation of motion for the domain wall.28 In order to avoid a
cumbersome notation, we will absorb all the unnecessary
factors in the definitions of the parameters. The equation
then becomes
]h~rW ,t !
]t
5H2kh¯1n0¹2h~rW ,t !
1E d2r8K~rW2rW8!@h~rW8!2h~rW !#1h~rW ,h !,
~23!
where the kernel K is given by Eq. ~13!, k[4m0NM s2 ,45 and
h¯[*d2r8h(rW8,t)/V . Apart from the nonlocal kernel, this
equation is similar to the equation proposed by Urbach
et al.,17 which in its turn reduces when k50 to an elastic
interface driven in quenched disorder. When the field is
slowly increased, the demagnetizing field provides a restor-
ing force that keeps the motion around the depinning transi-
tion. As we will show later, the nonlocal kernel changes the
upper critical dimension, and hence the exponents, from the
case of elastic interface.
IV. MEAN-FIELD THEORY AND UPPER
CRITICAL DIMENSION
The mean-field theory provides a good qualitative de-
scription of the depinning transition.46–48 We will consider
first the case k50 and H constant, which corresponds to aconventional depinning transition. We will discuss in Sec. VI
the case k.0, H}t . Here, we proceed as in Refs. 26 and 49,
considering an infinite-ranged interaction kernel in the equa-
tion of motion. To this end, it is convenient to first discretize
Eq. ~23!:
]hi~ t !
]t
5H1(j J i j@h j~ t !2hi~ t !#1h i~h !, ~24!
where Ji j in Fourier space has the form
J~p ,q !5
Ap2
Ap21q2
1n0~p21q2!, ~25!
where A[m0M s
2/4p2. The infinite-range model is the same
as in the elastic interface problem
]hi~ t !
]t
5H1J@h¯2hi~ t !#1h i~h !, ~26!
where h¯[( ihi /N , J[A1n0, and N is the system size. The
mean-field behavior depends on the shape of the random
potential: for cusped potentials one obtains that the velocity
of the interface grows linearly for H.Hc :
v;~H2Hc!. ~27!
A complete mean-field analysis, including the form of re-
sponse and correlation function, can be found in Refs. 47 and
49.
To go beyond mean-field theory, Narayan and Fisher26,49
have devised a functional renormalization group scheme that
allows one to obtain the value of the upper critical dimension
and an estimate of the scaling exponents. Their method is
based on an expansion around mean-field theory, using the
formalism of Martin, Siggia, and Rose. They construct a
generating functional for the response and correlation func-
tions, introducing an auxiliary field hˆ (x ,t):
Z5E ~dh !~dhˆ !expH iE dd21xdthˆ F~h ,h!J , ~28!
where
F~h ,h!5
]h~x ,t !
]t
2n0¹
2h~x ,t !2E dd21x8K~x2x8!
3@h~x8,t !2h~x ,t !#2h~x ,h !2H . ~29!
Following Ref. 26, we introduce a new field
f i5(j J i jh j , ~30!
which represents the coarse-grained version of h , and a cor-
responding auxiliary field fˆ . After averaging over the disor-
der one obtains an effective generating functional
Z¯ 5E ~df!~dfˆ !exp@S˜ ~f ,fˆ !# , ~31!
whose saddle point value corresponds with mean-field
theory. Narayan and Fisher carried out an expansion around
the saddle point to obtain a correction to mean-field theory.
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difference being in the form of the interaction kernel @J(q)
}q2 in Ref. 26#. The effective action is in our case50
S˜5E dd21xdtHfˆ ~x ,t !1E dd21qdv
~2p!d
fˆ ~2q ,2v!
3S 2iv1 Aq i2Aq i21q'2 1n0q2D f~q ,v!
2
1
2E dd21xdtdt8fˆ ~x ,t !
3C@vt2vt81f~x ,t !2f~x ,t8!#fˆ ~x ,t !, ~32!
where the function C(x) is the mean-field correlation func-
tion. Other terms resulting from the expansion around the
saddle point can be seen to be irrelevant.
To obtain the upper critical dimension, we rescale space
and time, x5bx8, t5bzt8, f5bzf8, fˆ 5bu2d11fˆ 8, and
H5b21/nH8, requiring that the Gaussian part of the action
remain invariant. Simple power counting gives
z51, z5
32d
2 , u5
d23
2 , n5
2
d21 . ~33!
For d.3 all nonlinearities decay to zero at a large length
scale and the theory is Gaussian, while for d,3 an infinite
set of nonlinear terms becomes relevant. The upper critical
dimension for this problem is therefore dc53. This result
differs from the one obtained for elastic interfaces, for which
dc55, but agrees with the result for contact line depinning.51
The similarity between the two problems lies in the nonlocal
kernel that scales linearly with the momentum at long length
scales.
In order to apply these results to the experiments we have
to make sure that the linear part of the kernel dominates in
the length scales of interest. Long-range effects become rel-
evant for length scales larger than L;2pn0 /m0M s
2
. In typi-
cal ferromagnets, m0M s;1 and n0;1023 ~in IS units! ~see
p. 713 of Ref. 11!. This implies L;1029 –1028 m, which is
of the order of the domain wall thickness. From this calcu-
lation we conclude that the effect of the surface tension can
be neglected with respect to the long-range kernel.
Above the upper critical dimension mean-field results are
valid, while for d5dc we expect logarithmic corrections. To
obtain the value of the exponents below the upper critical
dimension one should perform a functional renormalization
group along the lines of Refs. 25, 26, and 49. This has been
done in Ref. 51 in the case of a kernel scaling linearly in
momentum space. However, in many experimental situations
the dipolar interactions are effectively three-dimensional43 or
the magnetization is perpendicular to the plane of the film
and this analysis does not apply. The issues of the
Barkhausen effect and domain growth in thin films deserve
further investigations that are beyond the scope of this paper.
V. CRITICAL EXPONENTS FOR CONSTANT
APPLIED FIELD
In this section we derive scaling relations between the
exponents that characterize the depinning transition. Whenthe external field is increased monotonically and adiabati-
cally the interface moves in avalanches of increasing size.
The exponents describing avalanche distributions can be
compared with experiments on the Barkhausen effect. We
have to keep in mind that most experiments are performed
with a nonzero applied field rate in the presence of a demag-
netizing field. We expect, however, that the distributions at
H5Hc should scale as in the case c!0 and k!0.
The avalanche size distribution close to the depinning
transition scales as
P~s !;s2t f ~s/s0!, ~34!
where the cutoff scales as s0;(H2Hc)21/s and is related to
the correlation length j by
s0;j
d211z
, ~35!
where z is the roughness exponent ~Fig. 5!. The correlation
length diverges at the depinning transition as
j;~H2Hc!2n, ~36!
which implies
1
s
5n~d211z!. ~37!
The average avalanche size also diverges at the transition
^s&;~H2Hc!2g, ~38!
where g is related to t and s by
g5
~22t!
s
. ~39!
An additional scaling relation can be obtained considering
the susceptibility26 which is proportional to ^s& and scales as
d^h&
dH ;~H2Hc!
2~11nz!
. ~40!
This relation together with Eq. ~39! implies
t522
11nz
n~d211z! . ~41!
The other exponent relevant for the Barkhausen effect de-
scribes the distribution of avalanche durations:
P~T !;T2ag~T/T0!, ~42!
FIG. 5. The interface moves between two pinned configuration
in an avalanche of size s;ld211z.
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2Hc)21/s˜ . From Eq. ~36! and the relation T0;jz we obtain
s˜ 51/zn and
a511
n~d21 !21
zn
. ~43!
We note that all relations ~35!–~43! are valid also for other
interface problems provided d<dc .
For our case in d53, which corresponds to the upper
critical dimension, we have z50, z51, and n51, which
inserted in the previous expressions give t53/2 and a52.
These exponents agree very well with experimental results in
the limit of adiabatic driving (c!0). Moreover, we obtain
that the average avalanche size scales with the duration as
^S~T !&;T2, ~44!
which has been recorded experimentally in Ref. 6. It is in-
teresting to compare these results with the exponents ob-
tained for three-dimensional elastic interfaces. In that case
the e expansion gives z52/3, z514/9, and n53/4 which
imply t51.25 and a51.43.25,26,52 Simulations give slightly
different values, t.1.3 and a.1.5.52 In any case, the values
are significantly lower than the experimental results.
When the experiment is performed in absence of demag-
netizing fields, as, for example, in frame geometries, it is
possible in principle to measure the exponent close to the
depinning transition. In this regard, several experiments, dis-
cussed in Sec. II, support the mean-field prediction v;(H
2Hc). Vergne et al.2 have observed the growth of the size
of the Barkhausen jumps as the field is increased. From a
measurement of this kind it should be possible to obtain an
estimate of the exponent g . We believe that similar experi-
ments are crucial to confirm the presence of a depinning
transition.
Finally, we discuss the properties of the power spectrum
of the velocity signal. A similar analysis, in the context of
flux line depinning, is reported by Tang et al.53 The height
autocorrelation function scales as
^h~rW ,t !h~rW8,t8!&;ut2t8u2z/z f ~ urW2rW8u/ut2t8u1/z!. ~45!
The scaling of the velocity autocorrelation function is ob-
tained deriving Eq. ~45! with respect to time, which gives a
power law decay with exponent 2(z/z21). The power spec-
trum of the velocity signal at some fixed space location rW
scales therefore like
Sv~v!;vc, c5122z/z . ~46!
When the velocity is averaged over the whole system we
expect instead
Sv¯~v!;vc
˜
, c˜ 512~2z11 !/z . ~47!
In mean-field theory z50, which implies c51 and c˜ 50. It
is interesting to compare these results with three-dimensional
elastic interfaces for which c.0.1 and c˜ 520.6.54 The di-
rect comparison of these values with experimental results is
not straightforward due to the complexity of the measured
spectra. We expect the exponents derived from the depinning
transition to describe the low-frequency part of the powerspectrum, while for high frequencies we observe a 1/f 2
decay.53 For low frequencies experiments find exponents
ranging from 0.5 to 1. This range of value lies between the
predictions for c˜ and c . We considered the possibility of a
crossover effect, since in the typical experiment the pickup
coil is much smaller than the system size. Depending on the
domain structure and the coil size the experimental expo-
nents could lie anywhere between the averaged and nonav-
eraged results. We tested experimentally this hypothesis,
varying the size of the pickup coil, but we noticed no
changes in the low-frequency part of the spectrum. To obtain
a complete explanation of the power spectrum, we should
probably take into account the presence of many interacting
domain walls and magnetic aftereffect. In particular, the do-
main walls interact through demagnetizing fields that are
long ranged and oppose the growth of the domains. The in-
terplay betwen domain growth and long-range interactions
may give rise to the observed ‘‘anticorrelated’’ low-
frequency power spectrum.
VI. DRIVING RATE AND DEMAGNETIZING FIELD
In this section we study the effect of the driving rate and
the demagnetizing field on the dynamics of the model. We
study here the infinite-range model, which in d53 should
have the same critical behavior as the long-range model, but
it is much simpler to analyze.
As discussed in Ref. 17 the demagnetizing field has the
effect of keeping the interface close to the depinning transi-
tion. We will show that the intensity of the demagnetizing
field is a relevant parameter controlling the avalanche char-
acteristic length. Criticality is reached only when this param-
eter is vanishingly small. A finite driving rate changes con-
tinuously the critical exponents, as in the ABBM model.15
We will numerically show that the infinite-range model re-
produces the results of the ABBM model and we will present
an argument explaining the reason for this behavior. This
observation explains the success of the ABBM model in fit-
ting experimental data.
The dynamics of the infinite-range model is described by
the following equation:
]hi~ t !
]t
5H~ t !2kh¯1J@h¯2hi~ t !#1h i~h !, ~48!
where the external field H(t) is increased at a constant rate
and the demagnetizing field Hd52kh¯ has been included.
To show the equivalence with the ABBM model, we sum
over i both sides of Eq. ~48! and obtain an equation for the
total magnetization m:
dm
dt 5c
˜t2km1(
i51
N
h i~h !, ~49!
where the time dependence of the field is now explicit. This
equation has the same form as the ABBM model provided
we can interpret ( ih i as an effective pinning W(m), with
Brownian correlations. When the interface moves between
two pinned configuration W changes as
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i51
n
Dh i , ~50!
where the sum is restricted to the n sites that have effectively
moved ~i.e., their disorder is changed!. The total number of
such sites scales as n;ld21 and in mean-field theory is pro-
portional to the avalanche size s5um82mu ~since s
;ld211z and z50). Assuming that the Dh i are uncorre-
lated and have random signs, we obtain a Brownian effective
pinning field:55
^uW~m8!2W~m !u2&5Dum82mu, ~51!
where D quantifies the fluctuation in W . The Brownian pin-
ning field, observed experimentally in SiFe alloys and used
in the ABBM model to describe the motion of the domain
wall, is not due to a long-range correlated disorder present in
the material. It is instead the result of the collective motion
of the interface and therefore represents only an effective
description of the disorder.
The main predictions of the ABBM model can be ob-
tained as follows. We derive Eq. ~49! with respect to time
and define v[dm/dt:
dv
dt 5c
˜2kv1v f ~m !, ~52!
where f (m)[dW/dm is an uncorrelated random field. Ex-
pressing Eq. ~52! as a function of v and m only,
dv
dm 5
c˜
v
2k1 f ~m !, ~53!
we obtain a Langevin equation for a random walk in a con-
fining potential, given by E(v)5kv2c˜ ln(v). In the limit of
large m , v is given by the Boltzmann distribution
P~v ,m!`!;exp@2E~v !/D#5vcexp~2kv/D !, ~54!
where c[c˜ /D .
The distribution in the time domain is obtained by a
simple transformation and it is given by15
P~v ![P~v ,t!`!5 k
cvc21exp~2kv/D !
DcG~c !
. ~55!
Equation ~55! predicts that the domain wall moves at con-
stant average velocity ^v&5c˜ /k . The relative fluctuations of
the velocity diverge in the adiabatic limit c!0:
A^v2&2^v&2
^v&
5A1
c
. ~56!
This divergence is due to the singularity at low velocities
of Eq. ~55! and reflects the presence of a depinning transi-
tion. For c,1 the velocity distribution is a power law with
an upper cutoff that diverges as k!0. In this regime, the
domain wall moves in avalanches whose size and durations
are also distributed as power laws. The avalanche size distri-
bution is directly related to the distribution of first return
times of a random walk in the confining potential E(v).Using scaling relations, it has been shown6,55 that the ava-
lanche exponents scale as a function of c as
t53/22c/2 a522c , ~57!
in agreement with experimental results.
The scaling of the cutoff of the avalanche distributions
can be obtained as follows. For k50, the cutoff in the size
distribution scales with H as s0;(H2Hc)21/s, and simi-
larly for the distribution of durations. When k.0, the inter-
face experiences an effective field H2kh¯ which keeps it on
average below the depinning transition. We assume that the
distance from the critical point Hc is of the order of
DH5H2Hc;kDh¯ , ~58!
where Dh¯ is the average variation of the height correspond-
ing to a variation DH in the field. Since Dh¯;^s&DH , the
average avalanche size scales as 1/k , which implies
s0;k22. ~59!
Using similar arguments we can also show that the cutoff of
avalanche durations scales as T0;k21 in mean-field theory.
These results do not agree with the experiments presented in
Sec. II. We will show in the next section that they are a
peculiarity of mean-field theory and are not obeyed by the
equation in d53.
Finally, we note that avalanches are observed only for
small driving rates (c,1). For c.1 the motion is smoother
with fluctuations that decrease as c increases, in agreement
with experiments.15
VII. SIMULATIONS
A. Infinite-range model
We simulate the infinite-range model in order to confirm
its equivalence with the ABBM model. We first integrate
numerically Eq. ~48!, using the Runge-Kutta method and a
random potential composed of parabolas with cusp
singularities.49,26 We study the velocity signal as a function
of the driving rate c˜ , and find that on increasing c˜ , the dy-
namics crosses over from avalanche-dominated motion at
low c˜ to a smoother motion at larger c˜ ~see Fig. 6!. We are
able to integrate the model only for relatively small values of
N; therefore it is not possible to observe the scaling of ava-
lanche distributions, which appear to be dominated by finite-
size effects.
We then introduce an automaton version of the infinite-
range model, which can be simulated for much larger system
sizes, and study it for different values of c and k . From the
results of the ABBM model, we expect that the velocity dis-
tribution is described by Eq. ~55!. In the limit c!0, the
cutoff in the exponential is v05k/D . We extract v0 from the
velocity distribution @see Fig. 7~a!# and we plot it for differ-
ent values of k in Fig. 7~b!. As expected, we observe a linear
decay and we find a value 1/D51.360.1. We then compute
the avalanche size and duration distribution in the c!0 limit
as a function of k . The data collapse perfectly ~see Figs. 8
and 9! using the scaling forms predicted in the previous sec-
tion:
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Next, we simulate the model as a function of c˜ and find
scaling exponents that depend linearly on the driving rate.
The avalanche size distribution shows a power law for more
than four decades. Therefore, it provides a reliable estimate
of c , using the relation t53/22c/2. We compute t from the
distribution as a function of c˜ and observe a linear behavior
FIG. 6. The velocity of the interface as a function of time, for
different values of c˜ . The data have been obtained by integrating
the equation of motion with the cusped potential for N5256.
FIG. 7. ~a! The distribution of velocities in the infinite-range
automaton model as a function of k for N532696, c50. ~b! The
scaling of the 1/v0 cutoff with k . The line is a fit with slope 1/D
.1.3.t53/22c˜ /(2D), with 1/D.1.2, which is consistent with
the scaling of the cutoff of the velocity distribution @Fig.
7~b!#. The value of c obtained above can then used to fit the
velocity and avalanche duration distributions and the results
are consistent with the theory ~see Figs. 10 and 11!.
Finally, we compute the power spectrum for different val-
ues of c . We observe a 1/f 2 decay at large frequency and a
constant part at low frequencies. The peak amplitude scales
linearly with c as in experiments.15
B. Long-range model
A numerical integration of Eq. ~23! poses serious numeri-
cal problems due to the presence of a long-range nonlocal
kernel. Therefore, we study an automaton version of the
model, which should belong to the same universality class.
In the automaton model the height is discretized and the
local velocity can assume only the values v50,1. For each
configuration of the system, we compute the local force ac-
cording to Eq. ~23!. Periodic boundary conditions are im-
posed on the lattice and therefore we must sum the nonlocal
kernel over the images as discussed in Ref. 56. To model the
disorder, we associate with each site on the interface a ran-
dom number chosen from a Gaussian distribution.
When the local force on a site is larger than zero, the
corresponding height is increased by one unit and we choose
a new value for the disorder. Care must be taken in choosing
the values of the parameters, in order to avoid instabilities
present in the discretization of the kernel.57
FIG. 8. ~a! The distribution of avalanche sizes in the infinite-
range automaton model as a function of k for N532696, c50. A
line corresponding to t53/2 is plotted for comparison. ~b! The
corresponding plot, using scaled variables, showing excellent data
collapse.
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about the upper critical dimension. We increase the external
filed adiabatically up to Hc ~i.e., when the interface is pinned
we increase the external field until the most unstable site
reaches the threshold for movement!, and we compute the
integrated avalanche size distribution. This distribution
scales as
Pint~s !5E
0
Hc
dHP~s ,H !;s2~t1s!, ~62!
FIG. 9. ~a! The distribution of avalanche durations in the
infinite-range automaton model as a function of k for N532696,
c50. A line corresponding to a52 is plotted for comparison. ~b!
The corresponding plot, using scaled variables, showing excellent
data collapse.
FIG. 10. The distribution of velocities in the infinite-range au-
tomaton model as a function of c for N532696, k50.0075. The
lines are the theoretical predictions 12c .which yields a s22 decay in mean-field theory. Similarly, for
the integrated duration distribution we find a T23 decay. The
simulation results confirm the predictions of the theory ~see
Fig. 12!.
Next, we study the model in the adiabatic limit (c!0) as
a function of k . We compute the distribution of velocities
~Fig. 13! and avalanches sizes ~Fig. 14! and durations ~Fig.
15! as a function of the demagnetizing field k . The scaling
exponents are in agreement with the results of the depinning
transition in the mean field, t53/2 and a52.
However, the scaling of the cutoff of the distributions
does not agree with the predictions of the ABBM model. We
find instead s0;k21 and T0;k21/2. This behavior persists in
simulations performed at c.0, where the exponent t and a
still scale with c as in the ABBM model. To obtain a good
data collapse, the scaling functions in Eqs. ~60! and ~61!
have to be replaced by
FIG. 11. ~a! The distribution of avalanche sizes in the infinite-
range automaton model for different driving rates for N532 696,
k50.0075. The fit of the power law part yields t53/22c/2, with
c5c˜ /D and 1/D.1.2. ~b! The corresponding distribution of ava-
lanche durations. The power law part is fit with an exponent a
522c .
FIG. 12. The integrated avalanche size distribution in the long-
range automaton model for k50 and L561. A line with slope
22 is plotted for reference.
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which are the scaling forms obtained experimentally ~see
Sec. II!.
The precise reason for these results is still not completely
clear. Recent simulations of a model similar to ours, studied
FIG. 13. The velocity distribution in the long-range automaton
model for c50 and L561. A line with slope 21 is reported for
reference. In the inset we show the linear-logarithmic plot of the
same distribution in order to show the exponential cutoff.
FIG. 14. ~a! The avalanche size distribution for c50 as a func-
tion of k for the long-range automaton model with L561. A line
with slope 23/2 is reported for reference. ~b! The corresponding
plot, using scaled variables, showing excellent data collapse.in the context of dry friction, suggest that the effective pin-
ning field for the long-range model is not Brownian.59 In
Ref. 59 the cutoff of the distributions was related to the
shape of the force distribution, but it is not clear if a similar
analysis can be applied directly to our case, due to the dif-
ferent driving mechanism employed in Ref. 59. A similar
discrepancy between mean-field results and the behavior at
the upper critical dimension could be relevant also in other
situations.58
VIII. DISCUSSION
In this paper we have studied the dynamics of a flexible
domain wall as it moves through a disordered medium. We
have derived an equation of motion, taking into account the
effect of different energetic contributions. A crucial role is
played by dipolar interactions that give rise to a demagnetiz-
ing field and to a long-range interaction kernel. In absence of
a demagnetizing field, the domain wall shows a depinning
transition as a function of the field. The long-range interac-
tion kernel set the upper critical dimension to dc53, so that
mean-field scaling should describe the experiments on the
Barkhausen effect.
The predictions of the present theory compare well with
the distribution of Barkhausen jump durations and sizes and
with the velocity distribution. In particular, we discuss the
FIG. 15. ~a! The avalanche duration distribution as a function of
k in the long-range automaton model for c50 and L561. A line
with slope 22 is reported for reference. ~b! The corresponding plot,
using scaled variables, showing excellent data collapse.
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rate5,6,31,32 and the scaling of the cutoff with the demagnetiz-
ing field. The agreement between theory and experiments is
in both cases quantitative. In toroidal geometries, when the
demagnetizing field is zero, we predict a linear dependence
of the domain wall velocity on the applied field, in agree-
ment with several experiments on soft ferromagnetic
materials.37
We show that the phenomenological model introduced by
ABBM ~Ref. 15! is equivalent to the infinite-range domain
wall. The Brownian correlated random pinning field used in
Ref. 15 and experimentally observed in Ref. 2 is shown to
arise in the effective description of the motion of the center
of mass of the domain wall. This result clarifies the origin of
the correlated disorder which could not be explained as a
simple result of the correlations between the impurities.16
While the infinite-range model—and therefore the ABBM
model—quantitatively explains many features of the
Barkhausen effect, it does not give the correct dependence on
the demagnetizing field, which is instead provided by the
complete three-dimensional description.
The power spectrum of the Barkhausen noise does not
show a marked universality and therefore cannot be com-
pletely explained by our approach. In particular, we obtain a
1/f 2 decay at large frequencies, which has only been ob-
served in experiments with a single domain wall.2 Other ex-
perimental results seem to suggest that the exponent changes
when the number of domain walls increases.6,31,32 Moreover,
the magnetic aftereffect,11 and flux propagation could also
affect the results. To obtain a quantitative explanation of
these results, one should analyze the dynamics of many
coupled domain walls.
The presence of many domain walls should affect the
power spectrum, but not the avalanche distributions. When a
domain wall starts to move, the demagnetizing field in-
creases, creating a larger pinning force on the other walls.
Therefore, on short time scales the interactions between the
walls are irrelevant. For this reason, the avalanche distribu-
tion for a single domain wall agrees with experiments per-
formed with many domain walls.
With our approach we can address several other issues
raised in the literature about the Barkhausen effect. The par-
tial reproducibility of the Barkhausen signal observed in re-
cent experiments16,44,60 is explained by the quenched nature
of the disorder. Pushing the wall back and forth through the
same disordered region of the sample results in the same
signal. Deviations from this ideal behavior can be expected
due to small variations in the initial conditions, thermal ef-
fects, or differences in the driving rate. To understand these
features it is crucial to consider a flexible domain wall in-
stead of a rigid wall,15 for which always perfect reproduc-
ibility is expected.The recent theoretical revival of the study of the
Barkhausen effect is mostly due to the claim of Ref. 4 that
this phenomenon is an example of self-organized criticality
~SOC!.61 This claim was challanged in Ref. 22 which, based
on the results obtained for the RFIM, concluded that scaling
in the Barkhausen effect is due to the presence of a ‘‘plain
old’’ critical point. The question concerns the origin of the
cutoff in the power law distributions. According to the analy-
sis of Refs. 20–22, the cutoff would be determined by the
variance of the random-field distribution. As far as we know,
no experimental evidence of a critical point of this kind has
been reported in the literature.
We have experimentally observed that the cutoff of the
distributions is determined by the demagnetizing field, in
agreement with our theoretical analysis. In our model, the
critical point is reached by fine-tuning to zero the driving
rate and the demagnetizing field, performing the limits c
!0 and k!0 in the given order. It is interesting to remark
that the picture revealed by our approach is similar to the
behavior observed in sandpile models,61 which are the pro-
totypical SOC models. As was pointed out in Ref. 62, criti-
cality in sandpile models arises by the fine-tuning to zero of
the driving rate h˜ ~i.e., the number of grains added to the
system per unit time! and the dissipation e ~the fraction of
grain lost in a ‘‘toppling’’ event!, which also determines the
cutoff of the avalanche distributions. The analogy between
the Barkhausen effect and sandpile model is evident if we
identify c with h˜ and k with e .
The present approach to the Barkhausen effect, based on
the depinning of a ferromagnetic domain wall, applies to
three-dimensional soft ferromagnetic materials, which are
frequently used in experimental studies of the Barkhausen
effect. For hard ferromagnet and rare earth materials, where
strong local anisotropies prevent the formation of straight
domain walls, a different approach is needed. Disordered
spin models like those presented in Refs. 20–22 seem more
appropriate. We did not discuss here the issue of domain
nucleation and growth in thin films ~two-dimensional ferro-
magnets!. Depending on the material properties and the
sample geometry, the domain walls are either fractal or self-
affine as in our case. In the second case, we expect that the
framework of the depinning transition could be relevant.
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