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ASYMPTOTICS AND LOCAL CONSTANCY OF CHARACTERS OF p-ADIC
GROUPS
JU-LEE KIM, SUG WOO SHIN, AND NICOLAS TEMPLIER
Abstract. In this paper we study quantitative aspects of trace characters Θπ of reductive p-
adic groups when the representation pi varies. Our approach is based on the local constancy of
characters and we survey some other related results. We formulate a conjecture on the behavior
of Θπ relative to the formal degree of pi, which we are able to prove in the case where pi is a tame
supercuspidal. The proof builds on J.-K. Yu’s construction and the structure of Moy-Prasad
subgroups.
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1. Introduction
For an admissible representation π of a p-adic reductive group G, its trace character distri-
bution is defined by
〈Θπ, f〉 = trπ(f), f ∈ Cc(G).
Harish-Chandra showed that it is represented by a locally integrable function on G still denoted
by Θπ, which moreover is locally constant on the open subset of regular elements.
Our goal in this paper is to initiate a quantitative theory of trace characters Θπ when the
representation π varies. One motivation is towards a better understanding of the spectral side of
the trace formula where one would like to control the global behavior of characters [25]. Another
motivation comes from the Weyl character formula. For a finite dimensional representation σ of
a compact Lie group and a regular element γ,
D(γ)
1
2 |trσ(γ)| ≤ |W |,
whereW is the Weyl group andD(γ) is the Weyl discriminant which appears in the denominator
of the character formula. More generally the Harish-Chandra formula for characters of discrete
series yields similar estimates for real reductive groups, see §5.2 below.
If π is a square-integrable representation of G we denote by deg(π) its formal degree. Let γ
be a fixed regular semisimple element. The central conjecture we would like to propose in this
paper (Conjecture 4.1) is essentially that Θπ(γ)deg(π) converges to zero as deg(π) grows.
It is nowadays possible to study such a question thanks to recent progress in constructing
supercuspidal representations and computing their trace characters, see notably [2, 6] and the
references there.
Date: September 24, 2018.
J.-L. Kim was partially supported by NSF grants, S. W. S. was partially supported by NSF grant DMS-
1162250/1449558 and a Sloan Fellowship. N. T. was partially supported by NSF grant DMS-1200684/1454893.
1
2 JU-LEE KIM, SUG WOO SHIN, AND NICOLAS TEMPLIER
The main result of this paper (Theorems 4.2 and 4.18, with the latter improved as in §4.6
below) verifies our conjecture for the tame supercuspidal representations π constructed by J.-
K. Yu for topologically unipotent elements γ when the residual characteristic of the base field
is large enough (in an effective manner). In such a setup we establish that for some constants
A,κ > 0 depending on the group G,
D(γ)A|Θπ(γ)|
deg(π)1−κ
(1.1)
is bounded both as a function of γ topologically unipotent and as π varies over the set of
irreducible supercuspidal representations of G.
Yu’s contruction gives tame supercuspidal representations π = c-indGJ ρ as compactly induced
from an explicit open compact-modulo-center subgroup J given in terms of a sequence of tamely
ramified twisted Levi subgroups (whose definition is recalled in §2.3 below). The main theorem
of Yu [46] is that the induction is irreducible, and therefore is supercuspidal. This may be
summarized by the inclusions,
IrrYu(G) ⊂ Irrc-ind(G) ⊂ Irrsc(G),
where Irrsc(G) consists of all irreducible supercuspidal representations (up to isomorphism),
and the first two subsets are given by Yu’s construction and by compact induction from open
compact-modulo-center subgroups, respectively. The formal degree deg(π) is proportional to
dim(ρ)/vol(J). Moreover the first-named author [21] has shown that if the residue characteristic
is large enough, then Yu’s construction exhausts all supercuspidals, i.e. the above inclusions are
equalities. This means that our result (1.1) is true for all supercuspidal representations in that
case.
One important ingredient in proving our main result is using the local constancy of characters.
For a given regular semisimple element γ, if Θπ is constant on γK for a (small) open compact
subgroup K of G, then
Θπ(γ) =
1
vol(K)
〈Θπ, 1γK〉 = trace(π(γ)|V Kπ ) (1.2)
where 1γK is the characteristic function of γK. The results of [3] and [33] determine the size of
K, which depends on the (Moy-Prasad) depth of π and the singular depth of γ (see Definition
3.3 below). For our main result, as we vary π such that the formal degree of π increases
(equivalently, the depth of π increases), we choose K appropriately to be able to approximate
the size of Θπ(γ). Write Gx for the parahoric subgroup of G associated to x. The fact that
π = c-indGJ ρ, via Mackey’s formula, allows us to bound |Θπ(γ)|/deg(π) in terms of the number
of fixed points of γ (which may be assumed to lie in Gx) acting on (Gx ∩ gJg−1)\Gx by right
translation for various g ∈ G. To bound the cardinality of the fixed points we prove quite a few
numerical inequalities as Yu’s data vary by a systematic study of Moy-Prasad subgroups in Yu’s
construction.
The celebrated regularity theorem of Harish-Chandra [15] says that D(γ)
1
2Θπ(γ) is locally
bounded as a function of γ and similarly for any G-invariant admissible distribution. It implies
that Θπ is given by a locally integrable function on G and moreover there is a germ expansion [16]
when γ approaches a non-regular element. In comparison our result concerning (1.1) is much
less precise but at the same time we also allow π to vary.
The local constancy (1.2) is used similarly in [22, 23] to compute the characters of unipotent
representations at very regular elements. In such situation the depth of π is sufficiently larger
than the singular depth of γ, and the size of K is determined by the depth of π. Another
application of the local constancy of trace characters is [33] which considers trace characters of
representations π in positive characteristic different from p. Among other results they show that
the trace character Θπ exists as a function essentially as consequence of the formula (1.2).
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Notation and Conventions. Let p be a prime. Let k be a finite extension of Qp. Denote by
q the cardinality of the residue field of k. For any tamely ramified finite extension E of k, let
ν denote the valuation on E which coincides with the valuation of Qp when restricted. Let OE
and pE be the ring of integers in E and the prime ideal of OE respectively. We fix an additive
character Ωk of k with conductor pk.
Let G be a connected reductive group over k, whose Lie algebra is denoted g. Let rG be the
difference between the absolute rank of G (the dimension of any maximal torus in G) and the
dimension of the center ZG of G. Write G and g for G(k) and g(k), respectively. The linear
dual of g is denoted by g∗. Denote the set of regular semisimple elements in G by Greg.
Throughout the paper, by a unipotent subgroup, we mean the unipotent subgroup given by
the unipotent radical of a parabolic subgroup.
For a subset S of a group H and an element g ∈ H, we write Sg or g−1S for g−1Sg. Similarly
if g, h ∈ H, we write hg or g−1h for g−1hg. If S is a subgroup of H and ξ is a representation of
S, denote by ξg or g
−1
ξ the representation of Sg = g
−1
S given by ξg(s) = g
−1
ξ(s) = ξ(gsg−1),
s ∈ S.
2. Minimal K-types and Yu’s construction of supercuspidal representations
In this section we review the construction of supercuspidal representations of a p-adic reduc-
tive group from the so-called generic data due to Jiu-Kang Yu and recall a result by the first
author that his construction exhausts all supercuspidal representations provided the residue
characteristic of the base field is sufficiently large. The construction yields a supercuspidal rep-
resentation concretely as a compactly induced representation, and this will be an important
input in the next section.
2.1. Moy-Prasad filtrations. For a tamely ramified extension E of k, denote by B(G, E)
(resp. Bred(G)) be the extended (resp. reduced) building of G over E. When E = k, we write
B(G) (resp. Bred(G)) for B(G, k) (resp. Bred(G, k)) for simplicity. If T is a maximal E-split
k-torus, let A(T,G, E) denote the apartment associated to T in B(G, E). When E = k, write
A(T ) for the same apartment. It is known that for any tamely ramified Galois extension E′
of E, A(T,G, E) can be identified with the set of all Gal(E′/E)-fixed points in A(T,G, E′).
Likewise, B(G, E) can be embedded into B(G, E′) and its image is equal to the set of the Galois
fixed points in B(G, E′) [38, 37].
For (x, r) ∈ B(G, E)×R, there is a filtration lattice g(E)x,r and a subgroup G(E)x,r if r ≥ 0
defined by Moy and Prasad [34]. We assume that the valuation is normalized such that for a
tamely ramified Galois extension E′ of E and x ∈ B(G, E) ⊂ B(G, E′), we have
g(E)x,r = g(E
′)x,r ∩ g(E).
If r > 0, we also have
G(E)x,r = G(E
′)x,r ∩G(E).
For simplicity, we put gx,r := g(k)x,r and Gx,r := G(k)x,r, etc. We will also use the following
notation. Let r ∈ R and x ∈ B(G):
(i) gx,r+ := ∪s>rgx,s, and if r ≥ 0, Gx,r+ := ∪s>rGx,s;
(ii) g∗x,r :=
{
χ ∈ g∗ | χ(gx,(−r)+) ⊂ pk
}
;
(iii) gr := ∪y∈B(G)gy,r and gr+ := ∪s>rgs;
(iv) Gr := ∪y∈B(G)Gy,r and Gr+ := ∪s>rGs for r ≥ 0.
(v) For any facet F ⊂ B(G), let GF := Gx,0 for some x ∈ F . Let [F ] be the image of F
in Bred(G). Then, let G[F ] denote the stabilizer of [F ] in G. Note that GF ⊂ G[F ].
Similarly, G[x] is the stabilizer of [x] ∈ Bred(G) in G. However, Gx will denote Gx,0, the
parahoric subgroup associated to x.
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2.2. Unrefined minimal K-types and good cosets. For simplicity, as in [34], we assume
that there is a natural isomorphism ι : Gx,r/Gx,r+ −→ gx,r/gx,r+ when r > 0. By [46, (2.4)],
such an isomorphism exists whenever G splits over a tamely ramified extension of k (see also
[1, §1.6]).
Definition 2.1. An unrefined minimal K-type (or minimal K-type) is a pair (Gx,̺, χ), where
x ∈ B(G), ̺ is a nonnegative real number, χ is a representation of Gx,̺ trivial on Gx,̺+ and
(i) if ̺ = 0, χ is an irreducible cuspidal representation of Gx/Gx,0+ inflated to Gx,
(ii) if ̺ > 0, then χ is a nondegenerate character of Gx,̺/Gx,̺+ .
The ̺ in the above definition is called the depth of the minimal K-type (Gx,̺, χ). Recall
that a coset X + g∗x,(−̺)+ in g
∗ is nondegenerate if X + g∗x,(−̺)+ does not contain any nilpotent
element. If a character χ of Gx,̺ is represented by X + g
∗
x,(−̺)+, i.e. χ(g) = Ωk(X
′(ι(g)) with
X ′ ∈ X + g∗x,(−̺)+ , a character χ of Gx,̺ is nondegenerate if X + g∗x,(−̺)+ is nondegenerate.
Definition 2.2. Two minimal K-types (Gx,̺, χ) and (Gx′,̺′ , χ
′) are said to be associates if they
have the same depth ̺ = ̺′, and
(i) if ̺ = 0, there exists g ∈ G such that Gx ∩ Ggx′ surjects onto both Gx/Gx,0+ and
Ggx′/Ggx′,0+ , and χ is isomorphic to
gχ′,
(ii) if ̺ > 0, the G-orbit of the coset which realizes χ intersects the coset which realizes χ′.
We also recall the definition of good cosets. In §3, we will prove some facts concerning good
K-types. The following is a minor modification of the definition in [4] (see also [24, §2.4]).
Definition 2.3.
(i) Let T ⊂ G be a maximal k-torus which splits over a tamely ramified extension E of k.
Let Φ(T, E) be the set of E-roots of T. Then, X ∈ t is a good element of depth r if
X ∈ tr \ tr+ and for any α ∈ Φ(T, E), ν(dα(X)) = r or ∞.
(ii) Let r < 0 and x ∈ B(G). A coset S in gx,r/gx,r+ is good if there is a good element X ∈ g
of depth r such that S = X + gx,r+ and x ∈ B(CG(X), k).
(iii) A minimal K-type (Gx,̺, χ) with ̺ > 0 is good if the associated dual coset is good.
2.3. Generic G-datum. Yu’s construction of supercuspidal representations starts with a generic
G-datum, which consists of five components. Recall G′ ⊂ G is a tamely ramified twisted Levi
subgroup if G′(E) is a Levi subgroup of G(E) for a tamely ramified extension E of k.
Definition 2.4. A generic G-datum is a quintuple Σ = (~G, x, ~r, ~φ, ρ) satisfying the following:
D1. ~G = (G0 ( G1 ( · · · ( Gd = G) is a tamely ramified twisted Levi sequence such that
ZG0/ZG is anisotropic.
D2. x ∈ B(G0, k).
D3. ~r = (r0, r1, · · · , rd−1, rd) is a sequence of positive real numbers with 0 < r0 < · · · < rd−2 <
rd−1 ≤ rd if d > 0, and 0 ≤ r0 if d = 0.
D4. ~φ = (φ0, · · · , φd) is a sequence of quasi-characters, where φi is a generic quasi-character of
Gi (see [46, §9] for the definition of generic quasi-characters); φi is trivial on Gix,r+i , but non-
trivial on Gix,ri for 0 ≤ i ≤ d − 1. If rd−1 < rd, then φd is trivial on Gdx,r+d and nontrivial on
Gdx,rd , and otherwise if rd−1 = rd, then φd = 1.
D5. ρ is an irreducible representation of G0[x], the stabilizer in G
0 of the image [x] of x in
the reduced building of G0, such that ρ|G0x,0+ is isotrivial and c-IndG
0
G0
[x]
ρ is irreducible and
supercuspidal.
Remark 2.5.
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(i) By (6.6) and (6.8) of [35], D5 is equivalent to the condition that G0x is a maximal
parahoric subgroup in G0 and ρ|G0x induces a cuspidal representation of G0x/G0x,0+ .
(ii) Recall from [46] that there is a canonical sequence of embeddings B(G0, k) →֒ B(G1, k) →֒
· · · →֒ B(Gd, k). Hence, x can be regarded as a point of each B(Gi, k).
(iii) There is a finite number of pairs (~G, x) up to G-conjugacy, which arise in a generic
G-datum: By §1.2 in [26], there are finitely many choices for ~G up to G-conjugacy.
In particular, there are finitely many choices for G0, and for each G0 the number of
vertices in B(G0) is finite up to G0-conjugacy.
2.4. Construction of JΣ. Let Σ = (~G, x, ~r, ~φ, ρ) be a generic G-datum. Set si := ri/2 for
each i. Associated to ~G, x and ~r, we define the following open compact subgroups.
(i) K0 := G0[x] ; K
0
+ := G
0
x,0+ .
(ii) Ki := G0[x]G
1
x,s0 · · ·Gix,si−1 ; Ki+ := G0x,0+G1x,s+0 · · ·G
i
x,s+i−1
for 1 ≤ i ≤ d.
(iii) J i := (Gi−1,Gi)(k)x,(ri−1,si−1) ; J
i
+ := (G
i−1,Gi)(k)x,(ri−1,s+i−1)
in the notation of [46,
§1].
For i > 0, J i is a normal subgroup of Ki and we have Ki−1J i = Ki (semi-direct product).
Similarly J i+ is a normal subgroup of K
i
+ and K
i−1
+ J
i
+ = K
i
+. Finally let JΣ := K
d and
J+ := K
d
+, and also sΣ := sd−1 and rΣ := rd−1. When there is no confusion, we will drop the
subscript Σ and simply write J, r, s, etc.
2.5. Construction of ρΣ. One can define the character φ̂i of K
0GixGx,s+i
extending φi of
K0Gix ⊂ Gi. For 0 ≤ i < d, there exists by the Stone-von Neumann theorem a representation
φ˜i of K
i ⋉ J i+1 such that φ˜i|J i+1 is φ̂i|J i+1+ -isotypical and φ˜i|Ki+ is isotrivial.
Let inf(φi) denote the inflation of φi|Ki to Ki ⋉ J i+1. Then inf(φi) ⊗ φ˜i factors through a
map
Ki ⋉ J i+1 −→ KiJ i+1 = Ki+1.
Let κi denote the corresponding representation of K
i+1. Then it can be extended trivially to
Kd, and we denote the extended representation again by κi (in fact κi could be further extended
to the semi-direct product Ki+1Gx,si+1 ⊃ Kd by making it trivial on Gx,si+1). Similary we
extend ρ from G0[x] to a representation of K
d and denote this extended representation again by
ρ. Define a representation κ and ρΣ of K
d as follows:
κ := κ0 ⊗ · · · ⊗ κd−1 ⊗ (φd|Kd),
ρΣ := ρ⊗ κ. (2.1)
Note that κ is defined only from (~G, x, ~r, ~φ) independently of ρ.
Remark 2.6. One may construct κi as follows: set J
i
1 := G
i
x,0+Gx,si and J
i
2 := G
i
x,0+Gx,s+i
.
Write also φ̂i for the restriction of φ̂i to J
i
2. Then, one can extend φ̂i to J
i
1 via Heisenberg
representation and to Gi[y]Gx,si by Weil representation upon fixing a special isomorphism (see
[46] for details):
J i2 → J i1 → Gi[y]Gx,si
φ̂i ρφ̂i ωφ̂i .
Note that we have inclusions JΣ = K
d ⊂ Gi[x]Gx,s+i ⊂ G[x], and we have κi ≃ ωφ̂i |K
d.
Theorem 2.7 (Yu). πΣ = c-Ind
G
JΣ
ρΣ is irreducible and thus supercuspidal.
Remark 2.8. Let Σ be a generic G-datum. If G is semisimple, comparing Moy-Prasad minimal
K-types and Yu’s constructions, we observe the following:
(i) The depth of πΣ is given rΣ = rd = rd−1. (Even if G is not semisimple, the depth is rd,
cf. [46, Remark 3.6], but it may not equal rd−1.)
(ii) (Gx,rd−1 , φd−1) is a good minimal K-type of πΣ in the sense of [24].
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2.6. Supercuspidal representations via compact induction. Denote by Irr(G) the set of
(isomorphism classes of) irreducible smooth representations of G. Fix a Haar measure on G.
Write Irr2(G) (resp. Irrsc(G)) for the subset of square-integrable (resp. supercuspidal) members.
For each π ∈ Irr2(G) let deg(π) denote the formal degree of π. For each π ∈ Irr(G), Θπ is the
Harish-Chandra character, which is in L1loc(G) and locally constant on Greg.
Define IrrYu(G) to be the subset of Irrsc(G) consisting of all supercuspidal representations
which are constructed by Yu, namely of the form πΣ as above. Write Irr
c-ind(G) for the set of
π ∈ Irrsc(G) which are compactly induced, meaning that there exist an open compact-mod-center
subgroup J ⊂ G and an irreducible admissible representation ρ of J such that π ≃ c-indGJ (ρ).
We have that
IrrYu(G) ⊂ Irrc-ind(G) ⊂ Irrsc(G).
The first inclusion is a consequence of Yu’s theorem (Theorem 2.7) and generally strict. A
folklore conjecture asserts that the second inclusion is always an equality. It has been verified
through the theory of types for GLn and SLn by Bushnell-Kutzko, for inner forms of GLn by
Broussous and Se´cherre-Stevens, and for p-adic classical groups by S. Stevens when p 6= 2 ([10],
[11], [8], [41] and [43]). In general, according to the main result of [21], there exists a lower
bound p0 = p0(k,G) (depending on k and G) such that both inclusions are equalities if p ≥ p0.
Precisely this is true for every prime p such that the hypotheses (Hk), (HB), (HGT), and (HN )
of [21, §3.4] are satisfied.
2.7. Hypotheses. The above hypotheses will be assumed in a variety of our results in the next
two sections. We will clearly state when the hypotheses are needed. As they are too lengthy to
copy here, the reader interested in the details is referred to [21, §3.4]. For our purpose it suffices
to recall the nature of those hypotheses: (Hk) is about the existence of filtration preserving
exponential map, (HB) is to identify g and its linear dual g∗, (HGT) is about the abundance of
good elements and (HN ) is regarding nilpotent orbits.
2.8. Formal degree. Recall that deg(π) denotes the formal degree of π.
Lemma 2.9. Let Σ be a generic G-datum. Then
(i) deg(πΣ) = dim(ρΣ)/volG/ZG(JΣ/ZG).
(ii) 1volG/ZG(JΣ/ZG)
≤ deg(πΣ) ≤ q
dim(g)
volG/ZG(JΣ/ZG)
.
Proof. Assertion (i) is easily deduced from the defining equality for deg(πΣ):
deg(πΣ)
∫
G/ZG
ΘρΣ(g)ΘρΣ(g)dg = dim ρΣ,
cf. [9, Thm A.14].
(ii) Let ρ and κ be as in (2.1). One sees from the construction of supercuspidal representations
that dim(ρ) ≤ [G0x : G0x,0+ ], and the dimension formula for finite Heisenberg representations
yields
dim(κi) = [J
i+1 : J i+1+ ]
1
2 = [(gi, gi+1)x,(ri,si) : (g
i, gi+1)x,(ri,s+i )
]
1
2 ≤ [gi+1(Fq) : gi(Fq))]
1
2 ,
dim(κ) =
d−1∏
i=i
dim(κi) ≤ [g(Fq) : g0(Fq))] 12
Hence,
1 ≤ dim(ρΣ) = dim(ρ) dim(κ) ≤ [G0x : G0x,0+ ][g(Fq) : g0(Fq))]
1
2 ≤ qdim(g)

There is no exact formula yet known for the formal degree deg(πΣ) of tame supercuspidals,
or equivalently for volG/ZG(JΣ/ZG) and dim(ρΣ), which is also an indication of the difficulty
in computing the trace character ΘπΣ(γ) in this generality since deg(πΣ) appears as the first
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term in the local character expansion. In this direction a well-known conjecture of Hiraga-
Ichino-Ikeda [19] expresses deg(πΣ) in terms of the Langlands parameter conjecturally attached
to πΣ.
For our purpose it is sufficient to know that 1rΣ logq volG/ZG(JΣ/ZG) is bounded above and
below as Σ varies by constants depending only on G, which follows from Lemma 2.9. Below
we shall use similarly that 1rΣ logq volG/ZG(LsΣ) is bounded above and below, where LsΣ :=
Gd−1[x] GsΣ . Note that JΣ ⊂ LsΣ .
3. Preliminary lemmas on Moy-Prasad subgroups
In this subsection, we prove technical lemmas that we need to prove the main theorem. We
keep the notation from the previous section.
3.1. Lemmas on πΣ and γ. Recall from [24] that when (HB) and (HGT) are valid, any
irreducible smooth representation (τ, Vτ ) contains a good minimal K-type. The following lemma
analyzes other possible minimal K-types occurring in (τ, Vτ ).
Lemma 3.1. Suppose (HB) and (HGT) are valid. Let (Vτ , τ) be an irreducible smooth rep-
resentation of G of positive depth ̺. Let (χ,Gx,̺) be a good minimal K-type of τ represented
by X + gx,(−̺)+ where X ∈ gx,(−̺) is a good element of depth (−̺). Let G′ be the connected
component of the centralizer of X in G.
(1) Fix an embedding B(G′) →֒ B(G) (such an embedding can be chosen by [28, Thm 2.2.1])
and let C ′x be a facet of maximal dimension in B(G′) containing x in its closure C ′x.
There exists a facet of maximal dimension Cx in B(G) such that x ∈ Cx ∩ C ′x and
C ′x ∩Cx is of maximal dimension in B(G′).
(2) Let y ∈ B(G) and suppose that V Gy,̺+τ 6= 0. As a representation of Gy,̺, V Gy,̺+τ is a
sum of characters χ′’s which are represented by h(X + η′) + gy,(−̺)+ ⊂ gy,(−̺) for some
η′ ∈ g′(−̺)+ and h ∈ G[y]Sx for some compact mod center set Sx. Moreover, one can
choose Sx in a way depending only on x,G
′.
Remark 3.2. Note that x ∈ B(G′) by [24, Theorem 2.3.1].
Proof. (1) Let V := ∪CC where the union runs over the set of facets of maximal dimension
C ⊂ B(G) with x ∈ C. Let V ◦ be the interior of V . Then, x ∈ V ◦ and V ◦ is open in B(G),
hence, C ′x ∩ V ◦ 6= ∅ and is open in B(G′). Therefore, at least one of C ∩C ′x with x ∈ C contains
an open set in B(G′). Set Cx to be one of such facets.
(2) Since the action of Gy,̺ on V
Gy,̺+
τ factors through the finite abelian quotient Gy,̺/Gy,̺+ ,
we see that V
Gy,̺+
τ decomposes as a direct sum of characters of Gy,̺. Let χ
′ be a Gy,̺ subrepre-
sentation of V
Gy,̺+
τ . Then, (χ′, Gy,̺) is also a minimal K-type of τ . Let X
′ + gy,(−̺)+ ⊂ gy,(−̺)
be the dual cosets representing χ′. Then, (X + gx,(−̺)+) ∩ G(X ′ + gy,(−̺)+) 6= ∅. Since
(X + gx,(−̺)+) =
Gx,0+ (X + g′x,(−̺)+), there are η ∈ g′x,(−̺)+ and g ∈ G such that X + η ∈
g−1(X ′ + gy,(−̺)+) ⊂ gg−1y,−̺. By [24, Lem 2.3.3], g−1y ∈ B(G′).
To choose Sx, let A(T ) be an apartment in B(G) such that Cx ∪C ′x ⊂ A(T ). For each alcove
C ⊂ A(T ) with C ∩ C ′x 6= ∅, choose wC ∈ NG(T ) such that C = wCCx. Now, set
Sx := {δ · w−1C | C is an alcove in B(G) with C ∩ C
′
x 6= ∅, δ ∈ G[Cx]}.
We claim that there is g′ ∈ G′ such that gg′ ∈ G[y]Sx. Let g′ ∈ G′ such that (gg′)−1y ∈ C ′x.
Then, there is g′′−1 ∈ Sx such that g′′y = (gg′)−1y. Hence, gg′g′′ ∈ G[y] and gg′ ∈ G[y]Sx.
Then one can take h = gg′ and η′ = g′−1ηg′ since h(X + η′) ≡ g(g′X + η) ≡ g(X + η) ≡ X ′
(mod gy,(−̺)+). By construction Sx depends only on x and G
′. 
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Definition 3.3. Let γ ∈ Greg. Let Tγ be the unique maximal torus containing γ, and Φ :=
Φ(Tγ) the set of absolute roots of Tγ . Let Φ+ := Φ+(Tγ) be the set of positive roots.
(i) Define the singular depth sdα(γ) of γ in the direction of α ∈ Φ as
sdα(γ) := ν(α(γ) − 1).
and the singular depth sd(γ) of γ as
sd(γ) := max
α∈Φ
sdα(γ).
When γ is not regular, see [3, §4] for definition. In [33, §4.2], sd(γ) is defined as
maxα∈Φ+ sdα(γ). When γ is compact, both definitions coincide.
(ii) Recall that the height of α ∈ Φ+(Tγ) is defined inductively as follows:
• ht(α) = 1 if α ∈ Φ+ is simple;
• ht(α+ β) = ht(α) + ht(β) if α, β, α + β ∈ Φ+.
Define the height hG of Φ as maxα∈Φ+ ht(α). Note that the height of Φ depends only
on G.
Lemma 3.4. Suppose γ ∈ Greg∩T γ0 splits over a tamely ramified extension. Suppose z ∈ A(T γ),
and gγ ∈ Gz for g ∈ G. Then, gT γh+γ ⊂ Gz, where hγ := hG · sd(γ).
Proof. This is a reformulation of [33, Lemma 4.3]. More precisely, gγ ∈ Gz is equivalent to
z ∈ B(G)gγ , hence z ∈ B(G)
g(γT
h+γ
)
by loc. cit. , which in turn implies that g(γTh+γ ) ⊂ Gz and
uTh+γ ⊂ Gz. 
Lemma 3.5. Suppose γ ∈ Greg ∩G0 splits over a tamely ramified extension E. Let Tγ ⊂ G0 (
G1 ( · · · ( Gd = G be an E-twisted tamely ramified Levi sequence, z ∈ A(Tγ , E) ⊂ B(G0, E)
and ai ∈ R with 0 ≤ a1 ≤ · · · ≤ ad. Set KE = G0(E)zG1(E)z,a1G2(E)z,a2 · · ·Gd(E)z,ad .
Suppose g ∈ G such that gγ ∈ KE. Then, we have gTγ(E)A+ ⊂ KE where A = hγ + ad and hγ
is as in Lemma 3.4.
Proof. Without loss of generality, we may assume E = k and we will for simplicity of notation.
Let O ∈ A(T γ) defined by α(O) = 0 for all α ∈ Φ. For α ∈ Φ, let Uα be the root subgroup
associated to α. We fix the pinning xα : k → Uα. Define Uα,r to be the image {u ∈ k | ν(u) ≥ r}
under the isomorphism xα : k → Uα. Let C ⊂ A(T γ) be the facet of maximal dimension with
O ∈ C. One may assume that z ∈ C (by conjugation by an element of NG(T γ) if necessary).
Then, GC is an Iwahori subgroup and we have the Bruhat decomposition G = GCNG(T
γ)GC , cf.
[44, 3.3.1]. Let w ∈ NG(T γ) with g ∈ GCwGC . Let Aw = {α ∈ Φ(T γ) | Uwα∩GC ( w(Uα∩GC)}.
Write Uw =
∏
α∈Aw
Uα. Note that Uw may not necessarily be a group. We prove the lemma
through steps (1)-(8) below.
(1) Let w ∈ NG(T γ). Then, there is a Borel subgroup B containing wUww−1.
Proof. Each chamber D containing O in its closure defines an open cone CD in A(T γ) and we
have A(T γ) = ∪O∈DCD is the union is over the chambers D with O ∈ D. Recall that each CD
defines a Borel subgroup BD. If CD contains wC, one can take B = BD. 
For D as in (1), let Φ+D be the set of positive T
γ-roots associated to CD and write htD = htΦ+D
for simplicity.
(2) Write BD = T
γU and let U be the opposite unipotent subgroup. Then, gw−1 = t · u · u
for t ∈ T γ0 , u ∈ GC ∩ U and u ∈ U .
Proof. We have that GC has an Iwahori decomposition with respect to B: GC = (GC∩T γ)(GC∩
U)(GC∩U). Then, the above follows from gw−1 ∈ GCwGCw−1 ⊂ GCwUww−1 ⊂ (GC∩T γ)(GC∩
U)(GC ∩ U)U ⊂ (GC ∩ T γ)(GC ∩ U)U . 
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(3) Since t ∈ T γ0 ⊂ KE , we may assume without loss of generality that t = 1 or gw−1 = uu .
(4) We have u ∈ Gx+sd(γ)htD ∩ U .
Proof. Observe that wγ ∈ KE and sd(wγ) = sd(γ). Observe also that u(wγ) ∈ GC ⊂ Gz since
u ∈ Gz and KE ⊂ Gz. Since u(wγ) ∈ GC ⊂ Gz we can apply [33, Proposition 4.2] to deduce
that u ∈ Gz+sd(γ)htD ∩ U . 
(5) For γ′ ∈ T γ
A+
, we have (i) (u,w(γγ′)) ≡ (u,wγ) (mod Gz+sd(γ)htD,A+ ∩ U), and (ii)
(u,w(γγ′)) ≡ (u,wγ) (mod Gz,s ∩ U).
Proof. For γ′ ∈ T γ
A+
⊂ Gz+sd(γ)htD ,A+, the commutators (u,w(γγ′)) and (u,wγ) are inGz+sd(γ)htD∩
U and also in the same coset mod Gz+sd(γ)htD,A+ ∩ U . Hence, (i) follows.
The assertion (ii) follows from (i). Indeed, we note that
Gz+sd(γ)htD ,A+ ∩ U =
∏
α∈Φ+D
Uα,−α(z)−sd(γ)htD(α)+A+
is contained in
∏
α∈Φ+D
Uα,−α(z)+s+ which is itself contained in Gz,s ∩ U . 
(6) For any γ′ ∈ T γ
s+
, we have wγu−1wγ−1 ≡ (w(γγ′))u−1(w(γγ′))−1 (mod Gz,s).
(7) For any γ′ ∈ T γ
A+
, we have gγg−1wγ−1 ≡ g(γγ′)g−1w(γγ′)−1 (mod Gz,s)
Proof. Write gγg−1wγ−1 = u(u,wγ)wγu−1wγ−1 and
g(γγ′)g−1w(γγ′)−1 = u(u,w(γγ′))w(γγ′)u−1w(γγ′)−1.
Then, (7) follows from (5) and (6). 
(8) gT γA+ ⊂ KE .
Proof. Note that wγ,w(γγ′) ∈ KE . Hence, gγg−1 ≡ g(γγ′)g−1 (mod KE) by (6). Since gγg−1 ∈
KE , we have gT
γ
A+
g−1 ⊂ KE . 
The proof of Lemma 3.5 is now complete. 
Lemma 3.6. In the same situation as in Lemma 3.5, suppose in addition that hG = 1. Then,
we have gTγ(E)sd(γ)+ ⊂ KE.
Proof. Since hG = 1, we have d = 0 or d = 1. If d = 0, the assertion is precisely Lemma 3.4.
We assume d = 1 from now. Then, KE = T
γ
0 Gz,a1 .
As before, we may assume E = k. The assertions (1)-(8) below refer to those in the above
proof of Lemma 3.5. Following the proof of Lemma 3.5, write ΦD = {±α}. Let gw−1 = uu
for u ∈ Uα and u ∈ U−α as in (3). Under the isomorphism via xα : k → Uα, we will use the
same notation for u and x−1α (u). Then, we can write xα(u) = u. Similarly, x−α(u) = u. Let
α∨ : k× → T γ be the coroot of α. It is enough to prove that g(γγ′)g−1 w(γγ′)−1 ∈ KE for any
γ′ ∈ T γ
sd(γ)+
.
We have (u, w(γγ′)) = xα((1− α(w(γγ′)))u) and (u, w(γγ′)) = x−α((1 − α(w(γγ′)−1))u). For
simplicity, write uγ′ = (1 − α(w(γγ′)))u = xα(uγ′) and uγ′ = (1 − α(w(γγ′)−1))u = x−α(uγ′).
Since xα(uγ′) ∈ Uα ∩Gz by (4) and Lemma 3.4 and x−α(u) ∈ U−α ∩Gz , we have
ν(uγ′) ≥ −α(z), ν(u) ≥ α(z).
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Similarly as in (7), we calculate g(γγ′)g−1 w(γγ′)−1, but, now explicitly using the Chevalley
basis. Then,
g(γγ′)g−1w(γγ′)−1 = u(u,w(γγ′))w(γγ′)u−1w(γγ′)−1
= x−α(u)xα(uγ′)x−α(−u)x−α(u)Ad(w(γγ′))(x−α(−u))
= xα(uγ′(1 + uuγ′)
−1)α∨((1 + uuγ′)
−1)x−α(−u2uγ′(1 + uuγ′)−1)x−α(uγ′)
When γ′ = 1, we have
gγg−1wγ−1 = xα(u1(1 + uu1)
−1)α∨((1 + uu1)
−1)x−α(−u2u1(1 + uu1)−1)x−α(u1).
Since gγg−1wγ−1 ∈ KE , we have ν(1 + uu−1) = 0 and ν(u1) = ν(u1(1 + uu1)−1) ≥ −α(z) + a1.
Combining this with ν(u) ≥ α(z), we have ν(u2u1(1 + uu1)−1) ≥ α(z) + a1. Note that
(i) ν(1 + uuγ′) = ν(1 + uu1) and ν(u1) = ν(uγ′);
(ii) ν(u2u1(1 + uu1)
−1) = ν(u2uγ′(1 + uuγ′)
−1) ≥ α(z) + a1;
(iii) ν(u1) = ν(uγ′) ≥ α(z) + a1. The last inequality follows from x−α(u1) ∈ KE .
From (i)-(iii), we have g(γγ′)g−1w(γγ′)−1 ∈ KE and conclude that gT γsd(γ)+ ⊂ KE . 
Proposition 3.7. Recall the subgroup JΣ from §2.4. Let γ ∈ Greg, g ∈ G, and suppose that
γ ∈ HΣ,g := gJΣ ∩Gx. Let
Aγ,Σ :=


hG · sd(γ) + sd−1 if hG > 1,
sd(γ) if hG = 1.
Then, we have
(i) T γ
A+γ,Σ
⊂ HΣ,g,
(ii) ♯ ((T γ ∩Gx)HΣ,g/ HΣ,g) ≤ qrG(Aγ,Σ+1).
Proof. For simplicity of notation, we write A for Aγ,Σ.
(i) By Lemma 3.4, T γ
A+
⊂ Gx. Since T γA+ = Tγ(E)A+ ∩ G0+ ⊂ gKE ∩G0+ from Lemmas 3.5
and 3.6, we have T γ
sd(γ)+
⊂ gJΣ ∩G0+ . Hence, T γA+ ⊂ HΣ,g.
(ii) Note that Gx ∩ T γ ⊂ T γ0 . Then, we have
♯ ( (T γ ∩Gx)HΣ,g)/ HΣ,g) ≤ ♯
(
T γ0 /T
γ
A+
) ≤ qrG(A+1).

3.2. Inverse image under conjugation. In this subsection we prove a lemma to control the
volume change of an open compact subgroup under the conjugation map as we will need the
result in Proposition 4.15 below. For regular semisimple elements g ∈ G and X ∈ g, denote by
gg and gX the centralizer of g and X in g, respectively. Define the Weyl discriminant as
D(g) := |det(Ad(g)|g/gg)|, D(X) := |det(ad(X)|g/gX )|.
Recall that the rank of G, to be denoted rG, is the dimension of (any) maximal torus in G.
Define ψ(rG) to be the maximal d ∈ Z≥0 such that φ(d) ≤ rG, where φ is the Euler phi-function.
Put N(G) := max(ψ(rG),dimG). Under the assumption that p > N(G) + 1, recall from [45,
App B, Prop B] that there is a homeomorphism
exp : g0+
∼→ G0+ .
Under the hypothesis (Hk) this exp map is filtration preserving, in particular, it preserves the
ratio of volumes.
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Lemma 3.8. Suppose p > N(G) + 1 and (Hk) is valid. Let x ∈ B(G). Let γ ∈ Gx ∩ G0+
and suppose that γ is regular semisimple (so that D(γ) 6= 0). Consider the conjugation map
ψγ : G → G given by δ 7→ δγδ−1. For each open compact subgroup H ⊂ Gx containing γ, we
have
volG/Z(ψ
−1
γ (H) ∩Gx)
volG/Z(H)
≤ ♯ ((Gx ∩ T γ)H/H) ·D(γ)−1 · ♯
(
H/(H ∩Gx,0+)
)
.
Proof. It suffices to prove that the left hand side is bounded by ♯ (Gx ∩ T γ/H ∩ T γ) · D(γ)−1
under the additional assumption that H ⊂ Gx ∩G+0 . Indeed, in general, one only needs to also
count the contribution on H/(H ∩Gx,0+), which is bounded by its cardinality.
Put Y := exp−1(γ) and h := exp−1(H) ⊂ gx,0+. Note that h is an Ok-lattice in g since H
is an open compact subgroup. Write CY : g → g for the map X 7→ [X,Y ], whose restriction
to g0+ is going to be denoted by CY,0+. Define Cγ : G0+ → G0+γ−1 by δ 7→ δγδ−1γ−1,
which is the composition of ψγ with the right multiplication by γ
−1. Since γ ∈ H we have
C−1γ (H) = ψ
−1
γ (H) ⊂ G0+ . Via the exponential map, Cγ : ψ−1γ (H) ∩Gx → H corresponds to
CY,0+ : exp
−1(C−1γ (H) ∩Gx) = C−1Y,0+(h ∩ gx)→ h.
Since the exponential map preserves the ratio of volumes,
volG/Z(ψ
−1
γ (H) ∩Gx)
volG/Z(H)
=
volG/Z(C
−1
Y,0+
(h) ∩ gx)
volG/Z(h)
≤ volG/Z(C
−1
Y (h) ∩ gx))
volG/Z(h)
= [C−1Y (h) ∩ gx : h].
We will be done if we show that [C−1Y (h) ∩ gx : h] ≤ D(Y )−1[gY ∩ gx : gY ∩ h]. Write pr for
the projection map gx → gx/(gx ∩ gY ). Consider the commutative diagram
gY ∩ gx // _

gY ∩ h   // _

gY ∩ gx _

C−1Y (h) ∩ gx
CY
//
 _

h
  //
 _

gx
pr

pr(C−1Y (h) ∩ gx)
CY
// pr(h) 

// gx/(gY ∩ gx) ⊂ g/gY
.
Denote by the preimage of pr(h) in pr(C−1Y (h) (resp. C
−1
Y (h) ∩ gx) by L2 and L1. Then L2 and
L1 are Ok-lattices in g/gY and g, respectively, where Ok is the ring of integers in k. So we have
[C−1Y (h) ∩ gx : h] ≤ [L1 : h] = [gY ∩ gx : gY ∩ h][L2 : pr(h)].
Since CY = ad(Y ) as k-linear isomorphisms on g/gY , we see that [L2 : pr(h)] = D(Y )
−1,
completing the proof. 
Combining Proposition 3.7 and Lemma 3.8, we have the following:
Corollary 3.9. We keep the situation and notation from Proposition 3.7. Then, we have
volG/Z(ψ
−1
γ (HΣ,g) ∩Gx)
volG/Z(HΣ,g)
≤ D(γ)−1qdim(G)+rG(Aγ,Σ+1)
3.3. Intersection of Ls with a maximal unipotent subgroup. For later use, we study the
intersections of Ls with unipotent subgroups in this subsection. Consider a tamely ramified
twisted Levi sequence (G′,G). Let T (resp. T′) be a maximally k-split maximal torus of G
(resp. G′) such that T′s ⊂ Ts where Ts and T′s are the k-split components of T and T′
respectively. SetM := Z◦G(T
s) (resp. M ′ := Z◦G(T
′s)), a minimal Levi subgroup of G containing
T (resp. T ′). Note that M ⊂ M ′. Fix a parabolic subgroup MN of G (resp. M ′N ′), where N
(resp. N ′) is the unipotent subgroup such that N ′ ⊂ N .
Lemma 3.10. We keep the notation from above. Let x ∈ A(T ′).
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(i) For any a, a′ ∈ R with a > a′ > 0,
[(Gx,a′ ∩N ′) : ((G′x,a′Gx,a) ∩N ′)]2 ≤ qdimk(N)[Gx,a′ : (G′x,a′Gx,a)].
(ii)
[(Gx ∩N ′) : ((G′xGx,0+) ∩N ′)]2 ≤ qdimk(N)[Gx : (G′x′,0Gx,0+)].
(iii)
[(Gx ∩N ′) : ((G′xGx,a) ∩N ′)]2 ≤ q2 dimk(N)[Gx : (G′xGx,a)].
Proof. (i) Both J := Gx,a′ and J ′ := (G′x,a′Gx,a) are decomposable with respect to M ′ and N ′,
that is, J = (J ∩N ′) · (J ∩M ′) · (J ∩N ′), etc. Write YX := Y ∩X for any X,Y ⊂ G. Then,
[J : J ′] = [J
N
′ : J ′
N
′ ] · [JM ′ : J ′M ′ ] · [JN ′ : J ′N ′ ] and we have
[J : J ′] = [JM ′ : J ′M ′ ][JN ′ : J ′N ′ ][JN ′ : J ′N ′ ] ≥ [JN ′ : J
′
N ′ ][JN ′ : J ′N ′ ]
≥ 1
qdimk(N ′)
[JN ′ : J ′N ′ ]2 ≥
1
qdimk(N)
[JN ′ : J ′N ′ ]2.
(ii) This follows from
[Gx : G
′
xGx+] ≥ [(Gx)N ′Gx,0+ : (G′xGx+)N ′Gx,0+ ] · [(Gx)N ′Gx,0+ : (G′xGx+)N ′Gx,0+ ]
= [(Gx)N ′Gx,0+ : (G
′
xGx+)N ′Gx,0+ ] · [(Gx)N ′ : (G′xGx+)N ′ ]
≥ 1
qdimk(N)
[(Gx)N ′ : (G
′
xGx,0+)N ′ ]
2.
(iii) We have
[Gx : (G
′
xGx,a)] = [Gx : (G
′
xGx,0+)][(G
′
xGx,0+) : (G
′
xGx,a)]
= [Gx : (G
′
xGx,0+)][Gx,0+ : (G
′
x,0+Gx,a)].
Combining (i) and (ii), we have
[Gx : (G
′
xGx,a)] ≥
1
q2 dimk(N)
[(Gx)N ′ : (G
′
xGx,0+)N ′ ]
2[(Gx,0+)N ′ : (G
′
x,0+Gx,a)N ′ ]
2
=
1
q2 dimk(N)
[(Gx)N ′ : (G
′
xGx,a)N ′ ]
2.

4. Asymptotic behavior of supercuspidal characters
4.1. Main theorem.
Conjecture 4.1. Consider the set of π in Irrsc(G) such that the central character of π is unitary.
For each fixed γ ∈ Greg,
Θπ(γ)
deg(π)
→ 0 as deg(π)→∞;
namely for each ǫ > 0 there exists dǫ > 0 such that |Θπ(γ)/deg(π)| < ǫ whenever deg(π) > dǫ.
Our main theorem in the qualitative form is a partial confirmation of the conjecture under
the hypotheses discussed in §2.7 and above Lemma 3.8.
Theorem 4.2. Suppose that (Hk), (HB) and (HGT) are valid. Then, Conjecture 4.1 holds true
if γ and π are restricted to the sets G0+ and Irr
Yu(G), respectively.
The proof is postponed to §4.5 below. Actually we will establish a rather explicit upper bound
on |Θπ(γ)/deg(π)|, which will lead to a quantitative strengthening of the above theorem. See
Theorem 4.18 below.
The central character should be unitary in the conjecture; it would be a problem if each π is
twisted by arbitrary (non-unitary) unramified characters of G. However the assumption plays
no role in the theorem since every unramified character is trivial on G0+ .
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We are cautious to restrict the conjecture to supercuspidal representations as our result does
not extend beyond the supercuspidal case. However it is natural to ask whether the conjecture is
still true for discrete series representations. As a small piece of psychological evidence we verify
the analogue of Conjecture 4.1 for discrete series of real groups on elliptic regular elements in
§5.2 below.
4.2. Reductions. Let π be as in Theorem 4.2 associated to a generic G-datum Σ. In proving
Theorem 4.2, we may assume that each π (and hence Σ) is associated to a fixed orbit of (~G, x)
since there are only a finite number of (~G, x) up to conjugacy. Let Tγ denote the unique maximal
torus containing γ, and pick any y ∈ A(T γ) = B(T γ). We may assume the following without
loss of generality.
(1) φd = 1: since Θφd⊗π
(γ) = φd(γ)Θπ(γ) and deg(π) = deg(φd ⊗ π), it is enough to verify
the theorem only for the generic G-data such that φd = 1. Note that the depth of π is
given by rd−1 if φd = 1.
(2) rΣ = rd−1 ≥ 1: Lemma 2.9 implies that deg(π)→∞ is equivalent to volG/Z(JΣ)→ 0 as
i→∞, which is in turn equivalent to rΣ →∞. Hence, we may assume rΣ ≥ 1 without
loss of generality.
(3) x ∈ Cy where Cy is a facet of maximal dimension in B(G) containing y in its closure:
this is due to that the G-orbit of x in B(G) intersects with Cy nontrivially.
The following is a consequence of (3):
(3)′ γ ∈ Gx since γ ∈ T γ0+ ⊂ Gy,0+ ⊂ Gx. Moreover, Gy,r ⊂ Gx for any r > 0 and
Gy,r+ ⊃ Gx,(r+1)+ ⊃ Gx,r+◦ . where r◦ := ⌈r + 1⌉ ∈ Z.
4.3. Mackey’s theorem for compact induction. Besides the local constancy of characters,
we are going to need the classical Mackey’s theorem in the context of compactly induced repre-
sentations.
Lemma 4.3. Let J ⊂ G be an open compact mod center subgroup and H ⊂ G a closed subgroup.
Let (J, ρ) and (H, τ) be smooth representations such that dim ρ <∞. Then
HomG(c-ind
G
J ρ, Ind
G
Hτ) ≃
⊕
g∈H\G/J
HomJ∩Hg (ρ, τ
g).
In fact it is a canonical isomorphism. A natural map will be constructed in the proof below.
Proof. Since the details are in [27], where a more general result is proved, we content ourselves
with outlining the argument. Let S(ρ, τ) denote the space of functions s : G→ EndC(ρ, τ) such
that s(hgj) = τ(h)s(g)ρ(j) for all h ∈ H, g ∈ G, and j ∈ J . For each g ∈ H\G/J define Sx(ρ, τ)
to be the subspace of s ∈ S(ρ, τ) such that Supps ⊂ HxJ . Clearly S(ρ, τ) = ⊕g∈H\G/JSg(ρ, τ).
For each v ∈ ρ we associate fv ∈ S(ρ, τ) such that fv(j) = ρ(j)v if j ∈ J and fv(j) = 0 if j /∈ J .
We define a map
HomG(c-ind
G
J ρ, Ind
G
Hτ)→ S(ρ, τ), φ 7→ sφ
such that sφ(g) sends v ∈ ρ to (φ(fv))(g). We also have a map
Sg(ρ, τ)→ HomJ∩Hg (ρ, τ g), s 7→ s(g).
(It is readily checked that s(g) ∈ HomJ∩Hg(ρ, τ g).) It is routine to check that the two displayed
maps are isomorphisms. 
The following corollary was observed in [36, Lem 4.1].
Corollary 4.4. In the setup of Lemma 4.3, further assume that c-indGJ ρ is admissible and that
H is an open compact subgroup. Then(
c-indGJ ρ
) |H ≃ ⊕
g∈J\G/H
c-indHH∩Jgρ
g.
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Proof. Let (H, τ) be an admissible representation. Then by Frobenius reciprociy and the pre-
ceding lemma,
HomH(c-ind
G
J ρ, τ) ≃ HomG(c-indGJ ρ, IndGHτ) ≃
⊕
g∈H\G/J
HomJ∩Hg(ρ, τ
g).
Further, through conjugation by g and Frobenius reciprocity, the summand is isomorphic to
Hom
Jg−1∩H
(ρg
−1
, τ) ≃ HomH
(
c-indH
Jg−1∩H
ρg
−1
, τ
)
.
The proof is finished by replacing g by g−1 in the sum and applying Yoneda’s lemma. 
4.4. Main estimates. This subsection establishes the main estimates towards of the proof of
Theorem 4.2. Let Σ be a generic G-datum associated to π. That is, π ≃ πΣ. In this entire
subsection we keep conditions (1), (2) and (3) of §4.2.
Lemma 2.9 implies that deg(π) → ∞ is equivalent to volG/Z(JΣ) → 0, which is in turn
equivalent to rΣ →∞. Henceforth we will often drop the subscript Σ when the context is clear.
Lemma 4.5. Let Σ, π, and γ be as above. For simplicity, we write r for rΣ. Suppose
sd(γ) ≤ r
2
.
Then we have
Θπ(γ) = Tr
(
π(γ)
∣∣∣V Gy,r+π ) . (4.1)
for any y ∈ A(T γ) = B(T γ). Here V Gy,r+π is the space of Gy,r+-invariants in Vπ.
Remark 4.6. Recall by §4.2-(2), the depth of πΣ is r = rΣ. Note that γ ∈ G[y]. Hence, γ
normalizes Gy,r+ , and the right-hand side of the formula in (4.1) is well-defined.
Proof. Given a subset X ⊂ G, let chX denote the characteristic function of X. By [3, Cor 12.9]
(see also [33]) Θπ is constant on γGy,r+ ⊂ Gy,0+
(
γT γ
r+
)
.1 Thus we have
Θπ(γ) =
1
volG(Gy,r+)
∫
GΘπ(g)chγGy,r+dg
= 1volG(Gy,r+)
Tr(π(chγGy,r+ )) = Tr
(
π(γ)π
(
chG
y,r+
volG(Gy,r+)
))
= Tr
(
π(γ)|V Gy,r+π
)
.
The last equality follows from the fact that π
(
chG
y,r+
volG(Gy,r+)
)
is the projection of Vπ onto V
Gy,r+
π .

Our aim is to prove Proposition 4.15 below using Lemma 4.5. Recall y ∈ A(T γ) is fixed. If
V
Gy,r+
π = 0, we have Θπ(γ) = 0. Hence, from now on, we assume that V
Gy,r+
π 6= 0 without loss
of generality. In the following series of lemmas, we first describe the space V
Gy,r+
π . The following
result is originally due to Jacquet [20].
Lemma 4.7. Let J be an open compact mod center subgroup of G and ρ an irreducible represen-
tation of J such that π = c-indGJ ρ is irreducible (thus supercuspidal). Then, for any nontrivial
unipotent subgroup N of G, we have V N∩Jρ = 0.
1Since γ is regular, the summation in [3, Cor 12.9] runs over no nilpotent elements other than 0. So the corollary
tells us that Θπ(γ
′) is equal to a constant c0 for all γ
′ in the G-conjugacy orbit of γ+T γa for a > max(2sd(γ), ρ(pi)),
where ρ(pi) denotes the depth of pi, which is r. For y ∈ A(T γ), we have Gy,a contained in the G-orbit of γ + Ta.
In our case max(2sd(γ), ρ(pi)) = r, thus Θπ is indeed constant on γGy,r+ .
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Proof. Applying Frobenius reciprocity and Lemma 4.3 with H = N ,
0 = HomN (π, 1N ) = HomG(c-ind
G
J ρ, Ind
G
N1N ) ≃ ⊕g∈N\G/JHomJ∩Ng(ρ, 1Ng ).

Let J := JΣ and ρ := ρΣ. We deduce from Corollary 4.4 that
ResGxc-ind
G
J ρ ≃
⊕
g∈Gx\G/J
IndGxGx∩ gJ
gρ. (4.2)
Definition and Remark 4.8.
(1) Define
X ′Σ :=
{
g ∈ G | Gg−1x,r+◦ ∩N ⊃ Gx ∩N for some unipotent subgroup N 6= {1}
}
and
XΣ := G− X ′Σ.
We observe that
(a) Gx ∩N = G[x] ∩N ⊃ J ∩N for any unipotent subgroup N , and
(b) X ′Σ, XΣ are left and right G[x]-invariant.
(2) Suppose r is sufficiently large so that Gy,r+ ⊂ Gx. Set
X ◦Σ :=
{
g ∈ G
∣∣∣∣(IndGxGx∩ gJ gρ)Gy,r+ 6= 0
}
.
In this case, from Lemma 4.5 and the above definition it is clear that
Θπ(γ) =
∑
g∈Gx\X ◦Σ/J
Tr
(
π(γ)
∣∣∣∣(IndGxGx∩ gJ gρ)Gy,r+
)
. (4.3)
Note that X ◦Σ is right J-invariant, and also left Gx-invariant.
Lemma 4.9. If g ∈ X ′Σ, then the space IndGxGx∩ gJgρ has no nonzero Gy,r+-invariant vector. That
is, X ◦Σ ∩ X ′Σ = ∅, or equivalently X ◦Σ ⊂ XΣ.
Proof. Recall that Gy,r ⊂ Gx (see §4.2) and hence Gy,r+ ⊂ Gx. Another application of Mackey’s
formula yields
ResGy,r+ Ind
Gx
Gx∩ gJ
gρ ≃
⊕
h∈Gy,r+\Gx/Gx∩
gJ
Ind
Gy,r+
Gy,r+∩
hgJ
hgρ.
(This is derived from the formula in representation theory of finite groups since [Gx : Gx∩ gJg−1]
and dim ρ are finite. We do not need Corollary 4.4.) By Frobenius reciprocity and conjugation
by hg, we obtain
HomGy,r+
(
1, Ind
Gy,r+
Gy,r+∩
hgJ
hgρ
)
≃ HomGy,r+∩ hgJ
(
1, hgρ
)
≃ HomGg−1h−1y,r+∩J(1, ρ).
Since Gy,r+ ⊃ Gx,r+◦ and h ∈ Gx, we have Gh−1y,r+ ⊃ Gh−1x,r+◦ = Gx,r+◦ and thus Gg−1h−1y,r+ ⊃
Gg−1x,r+◦ . It suffices to verify that the last Hom space is zero. If g ∈ X ′Σ, then Gg−1x,r+◦ ∩N ⊃
J ∩N for some N and thus Gg−1h−1y,r+ ∩ J ⊃ J ∩N . This and Lemma 4.7 imply that the Hom
space indeed vanishes. 
For simplicity, we will write X ◦, X and X ′ for X ◦Σ, XΣ and X ′Σ when the context is clear. For
the purpose of our character computation, it is natural to estimate the cardinality of Gx\X ◦Σ/J
in view of (4.3). Instead we bound the size of Gx\XΣ/J , which is larger by the preceding lemma
but easier to control. To this end we begin by setting up some notation for the Cartan and
Iwahori decompositions.
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4.10. Notation. Let T0 ⊂ G0 and T ⊂ G be maximal and maximally k-split tori such that
x ∈ A(T0, k) ⊂ A(T ) := A(T,G, k) ⊂ B(G). Let C be a facet of maximal dimension in
A(T ) with x ∈ C. Let ∆ be the set of simple T -roots associated to C, and N∆ the maximal
unipotent subgroup with simple roots ∆. Let GC ⊂ Gx be the Iwahori subgroup fixing C so
that G = GCNG(T )GC and Gz be a special maximal parahoric subgroup with z ∈ C such
that GC ⊂ Gz. Note that elements in W := NG(T )/CG(T ) can be lifted to elements in Gz .
Let T− := {t ∈ T | tUt−1 ⊂ U for any open subgroup U in N∆} so that we have a Cartan
decomposition G = GzT
−Gz.
Lemma 4.11. Let T−(r◦) := {t ∈ T− | 1 ≤ |α(t−1)| ≤ qr◦+2, α ∈ ∆}. Then
X ◦ ⊂ X ⊂ GzT−(r◦)Gz (4.4)
Proof. The first inclusion is from Lemma 4.9. For the second inclusion, for v ∈ B(G) and
a ∈ R≥0, let
X ′(v, a) = {g ∈ G | Gg−1v,a+ ∩N ⊃ Gv ∩N for some unipotent subgroup N 6= {1}}
X (v, a) = G− X ′(v, a).
It is enough to show that(
G−GzT−(r◦)Gz
) ⊂ X ′(z, r◦ + 1) ⊂ X ′(x, r◦) = X ′. (4.5)
For the second inclusion in (4.5), let g ∈ X ′(z, r◦+1). Since x, z ∈ C and Gg−1z,(r◦+1)+ ∩N ⊃
Gz ∩ N , we have Gg−1x,r+◦ ⊃ Gg−1z,(r◦+1)+ ⊃ Gg−1z,(r◦+1)+ ∩ N ⊃ Gz ∩ N ⊃ Gx ∩ N . Hence,
g ∈ X ′(x, r◦).
For the first inclusion in (4.5), let g = g1t
′g2 ∈ G − GzT−(r◦)Gz with gi ∈ Gz and t′ ∈
T −T−(r◦). Then, there is α ∈ ∆ such that |α(t′−1)| > qr◦+2. Let Nα be the maximal unipotent
subgroup associated to α. Then,
Gt′−1z,(r◦+1)+ ∩Nα ⊃ Gz ∩Nα.
Since we have Gg−1z,(r◦+1)+ = Gg−12 t′−1z,(r◦+1)+
= g
−1
2 Gt′−1z,(r◦+1)+ and Gg2z = Gz, we have
Gg−1z,(r◦+1)+ ∩ g
−1
2 Nα ⊃ Gz ∩ g
−1
2 Nα, thus Gt′−1z,(r◦+1)+ ∩Nα ⊃ Gz ∩Nα.
We conclude that g ∈ X ′(z, r◦ + 1). 
To give another description of X ◦, we define compact mod center sets Sx,y ⊂ Sx,y as follows:
Sx,y := G[y]SxGy,0+ , Sx,y := GxSx,yGx.
In particular the quotient (ZGGx)\Sx,y is finite. Recall that Sx is the set constructed in the
proof of Lemma 3.1.
Lemma 4.12. Suppose (HB) and (HGT) are valid. Then, for any double coset GxgJ ⊂ X ◦, we
have
GxgGx ∩ Sx,yGd−1Gx,0+ 6= ∅.
Proof. Since Gy,r ⊂ Gx by §4.2, Mackey’s formula gives us, as in the proof of Lemma 4.9, that
ResGy,rInd
Gx
Gx∩ gJ
gρ ≃
⊕
ℓ∈Gy,r\Gx/Gx∩ gJ
Ind
Gy,r
Gy,r∩ ℓgJ
ℓgρ,
Since g ∈ X ◦ there is ℓ ∈ Gx such that
(
Ind
Gy,r
Gy,r∩ ℓgJ
ℓgρ
)Gy,r+ 6= 0. By replacing g with
ℓ−1g if necessary, we may assume
(
Ind
Gy,r
Gy,r∩ gJ
gρ
)Gy,r+ 6= 0. Let X ∈ zgd−1 be a good element
representing φd−1. Let (Gy,r, φ) be a minimal K-type appearing in (Ind
Gy,r
Gy,r∩ gJ
gρ)Gy,r+ . Then,
by Lemma 3.1, there are h ∈ G[y]Sx and η ∈ gd−1(−r)+ such that φ is represented by h(X+η). On the
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other hand, Ggx,r ⊂ gJ and gρ|Ggx,r is a self direct sum of gφd−1. Therefore φ is a (Gy,r∩ Ggx,r)-
subrepresentation of such a self direct sum. This means that φ = gφd−1 on Gy,r ∩ Ggx,r.
Equivalently,
(
h(X + η) + gy,(−r)+
) ∩ g(X + gx,(−r)+) 6= ∅ in terms of dual cosets. By [24, Cor.
2.3.5], this is in turn equivalent to hGh−1x,0+(X+η+gd−1
h−1y,(−r)+
)∩ gGx,0+(X+gd−1
x,(−r)+
) 6= ∅. This
implies h−1g ∈ Gh−1y,0+CG(X)Gx,0+ by [24, Lem. 2.3.6]. Hence, g ∈ Gy,0+hCG(X)Gx,0+ . It
follows that h−1g ∈ Gy,0+Gd−1Gx,0+. Hence, g ∈ G[y]SxGy,0+Gd−1Gx,0+ ⊂ Sx,yGd−1Gx,0+ . 
Observe that GzT
−(r◦)Gz = GCWT
−(r◦)WGC , and GC ⊂ Gx. Combining these with Lem-
mas 4.11 and 4.12,
X ◦ ⊂ (Sx,yGd−1Gx) ∩ (GxWT−(r◦)WGx) (4.6)
when (HB) and (HGT) are valid. We note that Sx,y depends only on (G,G′ = Gd−1, x) and y.
Proposition 4.13. The double coset space Gx\X ◦/J is finite. More precisely, setting Ls :=
Gd−1[x] Gx,s, we have
|Gx\X ◦/J | ≤ Cx,G′ · ♯(W )2(r◦ + 3)rG [Ls : J ] · volG/ZG(Ls)−
1
2 , (4.7)
for some constant Cx,G′ > 0 (which may be chosen explicitly; see Lemma 4.14 below).
Proof. Note that each T−(r◦)/(CG(T )0ZG) is finite where CG(T )0 is the maximal parahoric
subgroup of CG(T ) and ♯ (T
−(r◦)/(CG(T )0ZG)) ≤ (r◦ + 3)rG . Hence, ♯
(
Gz\X/(G[z])
) ≤
(r◦ + 3)
rG by (4.4). Since GCNG(T )GC = GxNG(T )Gx = GzT
−Gz and NG(T )/(CG(T )0Z) =
W (T−/(CG(T )0Z))W , we have
♯(Gx\X ◦/G[x]) ≤ (♯W )2(r◦ + 3)rG .
Since |Gx\X ◦/J | =
∑
x∈Gx\X ◦/G[x]
∣∣Gx\GxgG[x]/J∣∣, the proof of (4.7) is completed by the fol-
lowing lemma:
Lemma 4.14. If GxgJ ⊂ X ◦, then∣∣Gx\GxgG[x]/J∣∣ ≤ Cx,G′ · [Ls : J ] volG/ZG(Ls)− 12
where Cx,G′ := volG/ZG(G[x])
−1/2 · ♯ (ZGGx\Sx,y) · q(2 dimk(G)+dimk(N)) ♯
(
G[x]/(ZGGx)
)
.
Proof. By (4.6), there is a w ∈ Gd−1 such that GxgGx ⊂ Sx,ywGx. Then∣∣Gx\GxgG[x]/J∣∣ ≤ ∣∣Gx\Sx,ywG[x]/J∣∣ ≤ [Ls : J ] · ♯((ZGGx\Sx,y) · ♯(GxwG[x]/Ls) .
Let T be as before. Let Td−1 be a maximal and maximally k-split torus of Gd−1 such that
the k-split components T 0k and T
d−1
k of T
0 and T d−1 respectively satisfy that T 0k ⊂ T d−1k ⊂ T
and x ∈ A(T0) ⊂ A(Td−1) ⊂ A(T). By the Iwahori decomposition of Gd−1 one may write
w = u1w0u2 with u1, u2 ∈ Gd−1x and w0 ∈ NGd−1(T d−1). Replacing w with w0 if necessary, one
may assume that w ∈ NGd−1(T d−1) since this doesn’t change Sx,ywGx.
It is enough to show that there is a unipotent subgroup U such that∣∣Gx\GxwG[x]/Ls∣∣ ≤ q2dim(G) · ♯ (G[x]/(ZGGx)) · [(U ∩G[x]) : (U ∩ Ls)].
Indeed if the inequality is true, since G[x] ∩U = Gx ∩U , Lemma 3.10 applied to U implies that
[(U ∩G[x]) : (U ∩ Ls)] ≤ qdimk N [G[x] : Ls]−1/2 ≤ volG/ZG(G[x])−1/2qdimkNvolG/ZG(Ls)−1/2,
ending the proof. (As x is fixed, C0 = volG/ZG(G[x])
−1/2 depends only on the Haar measure of
G.)
It remains to find a desired U . Let M = CG(T
d−1
k ) (resp. M
d−1 := CGd−1(T
d−1
k )) be
the minimal Levi subgroup of G (resp. Gd−1) containing Td−1. Write w := w0t with w0
in a maximal parahoric subgroup of Gd−1 containing Gd−1x and t ∈ T d−10 . Let L, U and U
associated to t as in [12] (so that our L, U and U are his Mg, U
+
g , U
−
g for g = t). That is,
L = {ℓ ∈ G | { tnℓ}n∈Z is bounded}, U = {u ∈ G | tnu → ∞ as n → ∞} and U = {u ∈ G |
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tnu→ 1 as n→∞}. Then, U and U are opposite unipotent subgroups with respect to the Levi
subgroup L. Note that M ⊂ L. Now, since Gx,0+ and Gd−1x,0+Gx,s are decomposible with respect
to L,U,U , we have∣∣Gx\GxwG[x]/Ls∣∣ ≤ qdimk(G)♯ (G[x]/(ZGGx)) ∣∣Gx\GxwGx,0+/(Gx,0+ ∩ Ls)∣∣
≤ q2dimk(G) ♯ (G[x]/(ZGGx)) [Gx,0+ ∩ U : (Gd−1x,0+Gx,s) ∩ U ]
≤ q2dimk(G) ♯ (G[x]/(ZGGx)) [Gx ∩ U : Ls ∩ U ].

4.5. Proof of the main theorems. This subsection is devoted to the proof of Theorem 4.2 and
its quantitative version in Theorem 4.18. Combining the estimates of the previous subsection,
we have the following:
Proposition 4.15. Suppose (HB), (HGT), and (Hk) are valid. Let π = πΣ. Let γ ∈ G0 ∩Greg
with sd(γ) ≤ r2 . Then, we have∣∣∣∣Θπ(γ)deg(π)
∣∣∣∣ ≤ C1 · (♯W )2 · qdim(G)+rG(Aγ,Σ+1) ·D(γ)−1 · (r + 4)rGvolG/Z(Ls) 12 , (4.8)
where C1 = max{Cx,G′} where the maximum runs over the finitely many G-orbits of (x,G′) and
Cx,G′ is the constant as in Lemma 4.14.
Proof. Without loss of generality, we may reduce to cases as in §4.2. In the following, ψ : Gx →
Gx is the map defined by ψ(g) = gγg
−1 and for g ∈ Gx, Hg := Gx ∩ gJ . Our starting point
is formula (4.3) computing Θπ(γ). The summand for each g has a chance to contribute to the
trace of γ only if g
′
γ ∈ Gx ∩ gJ for some g′ ∈ Gx. Consider IndGxGx∩ gJgρ in the summand of g as
the direct sum of the spaces of functions supported on exactly one left Gx∩ gJ-coset in Gx. The
element γ permutes the spaces by translating the functions by γ on the right. So it is easy to see
that each space may contribute to the trace of γ on V
Gy,r+
π only if the supporting Gx ∩ gJ-coset
is fixed by γ. Hence we have
∣∣∣∣ Θπ(γ)deg(π)
∣∣∣∣ = volG/ZG(J)dim ρ
∣∣∣Tr(π(γ)|V Gy,r+π )∣∣∣
≤ volG/ZG(J)
dim ρ
∑
g∈Gx\X◦/J
s.t. g
′
γ∈Hg
#Fix(γ|(Gx ∩ gJ)\Gx) · dim ρ
=
volG/ZG(J)
dim ρ
∑
g∈Gx\X◦/J
s.t. g
′
γ∈Hg
[ψ−1(Hg) : Hg] dim ρ
= volG/ZG(J)
∑
g∈Gx\X◦/J
s.t. g
′
γ∈Hg
[ψ−1(Hg) : Hg]
≤ C1 · qdim(G)+rG(Aγ,Σ+1) ·D(γ)−1 · (♯W )2 (r◦ + 3)rG [Ls : J ] volG/ZG(Ls)−
1
2 volG/ZG(J)
= C1 · qdim(G)+rG(Aγ,Σ+1) ·D(γ)−1 · (♯W )2 (r + 4)rGvolG/ZG(Ls)1/2.
The
∑
above runs over g ∈ Gx\X ◦/J such that g′γ ∈ Hg for some g′ ∈ Gx. The second
last inequality follows from Corollary 3.9 and Proposition 4.13. The last equality follows from
[Ls : J ]volG/ZG(J) = volG/ZG(Ls). 
Proof of Theorem 4.2. Let πi = πΣi , i = 1, 2, · · · be a sequence of supercuspidal representations
in IrrYu(G) with deg(πi)→∞. Recall from §4.2, we may assume xΣi ∈ Σi is in a fixed G-orbit.
Since deg(πi)→∞, we have rΣi →∞ and rΣi > 2sd(γ) for almost all πi. Hence, (4.8) holds for
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π with i large enough. Note that in (4.8), when hG > 1, only (rΣi + 4)
rG · qrGsvolG/ZG(LsΣi )
1
2
varies as πi varies with i large enough. It suffices to show that this quantity approaches zero as
rΣi → ∞. Since the term (r + 4)rG has a polynomial growth in r while qrGsvolG/Z(Ls) decays
exponentially as s = r/2 tends to infinity by Lemma 4.17. The case hG = 1 is similar, hence we
are done. 
Remark 4.16. It is also interesting to discuss the role of the subgroup Gy,r+ in our proof. This
subgroup appears in Lemma 4.5 from the local constancy of the character Θπ. Of course for the
purpose of that lemma any open subgroup K ⊂ Gy,r+ would work. However, from the fact that
Gy,r-representations in V
Gy,r+
π are minimal K-types, we acquire another description of X ◦ as in
Lemma 4.12, which is again used to get an estimate in Lemma 4.14.
In the remainder of this section we upgrade Theorem 4.2 to a uniform quantitative statement.
From here on we may and will normalize the Haar measure on G/Z such that vol(G[x]/Z) = 1.
This is harmless because there are finitely many conjugacy classes of (~G, x) as explained in §4.2.
Lemma 4.17.
(i) If hG > 1, there exists a constant κ > 0 such that for all π = πΣ ∈ IrrYu(G),
qrGsvol(Ls)
1/2 ≤ qdimG · deg(π)−κ.
(ii) If hG = 1, there exists a constant κ > 0 such that for all π = πΣ ∈ IrrYu(G),
vol(Ls)
1/2 ≤ qdimG · deg(π)−κ.
Proof. (i) Observe that
vol(J/Z)−1 = [G[x] : J ] ≤ [ZGx : ZGx,s] = [Gx : (Z ∩Gx)Gx,s] ≤ q(dimG−dimZ)s,
vol(Ls/Z)
−1 = [G[x] : Ls] ≥ [G[x] : G′[x]Gx,s] ≥ [Gx,0+ : G′x,0+Gx,s] ≥ q(dimG−dimG
′)(s−1),
with G′ = Gd−1. Recall that deg(π) ≤ qdimGvol(J/Z)−1. Take
κ := min
G′(G
dimG− dimG′ − 2rG
2(dimG− dimZ) ,
where G′ runs over the set of proper tamely ramified twisted Levi subgroups of G. If we know
κ > 0 then the lemma follows from the following chain of inequalities:
deg(π)κ ≤ qκdimGq(dimG−dimG′−2rG)s/2 ≤ qdimG/2q(dimG−dimG′−2rG)s/2
≤ qdimG · q−rGs · vol(Ls/Z)−1/2.
It remains to show that κ > 0. Since dimG = dimkG, it is enough to show that dimG −
dimM − 2rG > 0 when M is a proper Levi subgroup which arises in a supercuspidal datum.
This can be seen as follows. If G of type other than A, the inequality holds for any proper Levi
subgroup M. If G is of type An, then κ > 0 unless M is of type An−1. However such a Levi
subgroup does not arise as part of supercuspidal datum when n ≥ 2, and the assumption hG > 1
excludes the case n = 1.
(ii) In this case, we can take κ = minG′(G
dimG−dimG′
2(dimG−dimZ) . It is clear that κ > 0 and the rest
of the proof works as in (i). 
Since J ⊂ Ls, the above proof implies the lower bound vol(J/Z)−1 ≥ q(dimG−dimG′)(s−1).
Combined with Lemma 2.9, this yields deg(π) ≥ q(dimG−dimG′)(s−1). The following theorem is
an improvement of Theorem 4.2.
Theorem 4.18. Assume hypotheses (HB), (HGT) and (Hk). There exist constants A,κ,C > 0
depending only on G such that the following holds. For every γ ∈ G0 ∩ Greg and π ∈ IrrYu(G)
such that sd(γ) ≤ r/2,
D(γ)A|Θπ(γ)| ≤ C · deg(π)1−κ. (4.9)
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Proof. Let π := πΣ ∈ IrrYu(G) and recall that r = rΣ is the depth of π. Since γ ∈ G0 we have
ν(1− α(γ)) ≥ 0 for all α ∈ Φ(Tγ). In view of Definition 3.3, we have
D(γ) =
∏
α∈Φ(Tγ)
|1− α(γ)| ≤ q−sd(γ) ≤ 1.
Proposition 4.15 yields a bound of the form
D(γ)
∣∣∣∣ Θπ(γ)deg(π)
∣∣∣∣ ≤ C · qrGAγ,Σvol(Ls)1/2,
where C ∈ R>0 is a constant depending only on G. Consider the case that hG > 1. Recall that
Aγ,Σ = hGsd(γ) + s. Let us take A := rGhG + 1. Then
D(γ)A
∣∣∣∣ Θπ(γ)deg(π)
∣∣∣∣ ≤ q−rGhGsd(γ)D(γ)
∣∣∣∣ Θπ(γ)deg(π)
∣∣∣∣ ≤ C · qrG·svol(Ls)1/2.
Then, by Lemma 4.17.(i), we have
D(γ)A|Θπ(γ)| ≤ C0 · deg(π)1−κ
with C0 := Cq
dimG and the same κ as in that lemma, completing the proof when hG > 1.
In the remaining case hG = 1, we have Aγ,Σ = sd(γ). Take A := rG + 1. Then
D(γ)A
∣∣∣∣ Θπ(γ)deg(π)
∣∣∣∣ ≤ q−rGsd(γ)D(γ)
∣∣∣∣ Θπ(γ)deg(π)
∣∣∣∣ ≤ C · vol(Ls)1/2.
The proof is finished by applying Lemma 4.17.(ii) and taking C0 = Cq
dimG again.

4.6. On the assumption sd(γ) ≤ r/2. Theorem 4.18 above remains valid without the assump-
tion sd(γ) ≤ r/2. Indeed the uniform estimate (4.9) holds in the range r < 2sd(γ) by a different
argument that we now explain.2
It suffices to produce a polynomial upper-bound on the trace character |Θπ(γ)| in the range
r < 2sd(γ). By [3, Cor 12.9] and [33] (as explained in the proof of Lemma 4.5) the character Θπ
is constant on γGy,t if t = 2sd(γ) + 1. The analogue of (4.1) holds, hence |Θπ(γ)| ≤ dimV Gy,tπ .
It is sufficient to show under the same hypotheses (HB), (HGT) and (Hk) as above that for all
π ∈ IrrYu(G), y ∈ B(G), and t ≥ 1,
dimV
Gy,t
π ≤ qBt (4.10)
for some constant B > 0 depending only on G. Indeed D(γ) ≤ q−sd(γ) and 2s = r < t =
2sd(γ) + 1 so (4.9) follows with A = 2B and κ = 1.
Similarly as in Definition 4.8 we introduce the subset X ◦ ⊂ G. Mackey’s decomposition
implies that dimV
Gy,t
π ≤ dim ρ · [Gx : Gy,t] · |Gx\X ◦/J |. The dimension dim ρ is uniformly
bounded by Lemma 2.9, the term [Gx : Gy,t] is polynomially bounded (see Lemma 4.17), as well
as the third term by Proposition 4.13. This establishes (4.10).
5. Miscellanies
5.1. Trace characters versus orbital integrals of matrix coefficients. The bulk of the
proof above was to establish a power saving as deg(π)→∞. In fact we can develop two distinct
approaches, the first of which is taken in this paper.
(i) We have handled the trace characters Θπ(g) using first their local constancy [40]. The proof
then was by a uniform estimate on the irreducible factors of the restriction of c-indGJ ρ to
a suitable subgroup.
2A priori we are proving the bound (4.9) in two disjoint regions with two different values of (A, κ); call them
(A1, κ1) and (A2, κ2). When we say that Theorem 4.18 is valid without the assumption sd(γ) ≤ r/2, it means
that there’s a single choice of (A, κ) that works in both regions. This is immediate because γ ∈ G0+ , in which case
it follows that D(γ)≪ 1. So it enough to take A = max(A1, A2) and κ = min(κ1, κ2), possibly at the expense of
increasing the constant C in (4.9).
LOCAL CONSTANCY 21
(ii) The other approach developed in [25] is via the orbital integral Oγ(φπ) of a matrix coeffi-
cient φπ which can be written explicitly from Yu’s construction. The proof is via a careful
analysis of the conjugation by γ on J and uses notably a recent general decomposition
theorem of Adler–Spice [5].
For γ regular and elliptic semisimple the orbital integral Oγ(φπ) and the trace character Θπ(γ)
coincide as follows from the local trace formula of Arthur; in this case our approaches (i) and
(ii) produce similar estimates. The approach (i), where γ is regular, is well-suited to establish
our proposed conjecture, while the approach (ii), where γ is elliptic (but not regular), is well-
suited for application of the trace formula. Indeed the goal of [25] is to establish properties of
families of automorphic representations, similarly to [42], as we prescribe varying supercuspidal
representations at a given finite set of primes.
5.2. Analogues for real groups. We would like to see the implication of Harish-Chandra’s
work on the analogue of Conjecture 4.1 for real groups. Only in this subsection, let G be a
connected reductive group over R. Write AG for the maximal split torus in the center of G
and put AG,∞ := AG(R)
0. Then G(R) has discrete series if and only if G contains an elliptic
maximal torus T over R, namely a maximal torus T such that T (R)/AG,∞ is compact. Fix
a choice of T and a maximal compact subgroup K ⊂ G(R) such that T ⊂ KAG,∞. Let WR
denote the relative Weyl group for T (R) in G(R). Write t := LieT (R) and t∗ for its linear
dual. Set q(G) := 12 dimR(G(R)/K) ∈ Z. Let π be an (irreducible) discrete series of G(R)
whose central character is unitary, and denote by λπ ∈ it∗ its infinitesimal character. Let γ be
a regular element of T (R), which is uniquely written as γ = z expH for z ∈ K ∩ Z(G(R)) and
H ∈ LieT (R).
Proposition 5.1. The real group analogue of Conjecture 4.1 is verified for elliptic regular ele-
ments γ and discrete series with unitary central characters.
Proof. Harish-Chandra’s character formula for discrete series on elliptic maximal tori implies
that (as usual D(γ) is the Weyl discriminant)
D(γ)1/2Θπ(γ) = (−1)q(G)
∑
w∈WR
sgn(w)eλπ(H).
Hence D(γ)1/2|Θπ(γ)| ≤ |WR|. 
Note that we have a much stronger version for part (ii) of the conjecture, allowing ǫ = 1.
To verify part (i) when γ is contained in a non-elliptic maximal torus, one can argue similarly
by using the character formula due to Martens [32] as far as holomorphic discrete series are
concerned. A general approach would be to use a similar character formula as above, which
exists but comes with a subtle coefficient in each summand which depends on w and π. The
coefficients can be analyzed in two steps: firstly one studies the analogous coefficients for stable
discrete series characters (as studied by Herb; also see [7, p.273]), and secondly relates the
character of a single discrete series of G(R) to the stable discrete series characters on endoscopic
groups of G(R) following the idea of Langlands and Shelstad. For instance this has been done
in [17] (also see [7, p.273] for the first step). On the other hand, Herb has another approach
avoiding endoscopy in [18]. We do not pursue either approach further in this paper as it would
take us too far afield.
5.3. Analogues for finite groups. Let G be a finite group of Lie type over a finite field with
q ≥ 5 elements. Gluck [13] has shown that if π is a nontrivial irreducible representation of G
and γ is a noncentral element, then the trace character satisfies
|χπ(γ)| ≤ dim(π)√
q − 1 .
The bound has interesting applications, see e.g. [14, 31, 30, 29].
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5.4. Open questions. In this subsection we raise the question of the possible upper-bounds
on Θπ(γ) in terms of both π and γ. One may ask about the sharpest possible bound. Our main
result was a bound of the form (Theorem 4.18)
D(γ)A|Θπ(γ)| ≤ Cdeg(π)κ, (5.1)
where C is independent of γ ∈ G0+ ∩ Greg and π ∈ IrrYu(G). Slightly more generally we fix a
bounded subset B ⊂ G and assume in the following that γ ∈ B ∩Greg.
The most optimistic bound would be that
D(γ)
1
2 |Θπ(γ)|
?≤ C, (5.2)
where γ ∈ B and C depends only on B. In the appendix we shall verify that the estimate (5.2)
is valid for the group G = SL2(k). However the analogue of this bound already doesn’t hold in
higher rank when varying the residue characteristic and π is a Steinberg representation, as we
explain in [25]. It would be interesting to investigate all the counterexamples to (5.2) in general
and find in which cases it holds.
There is a wide range of possibilities between (5.1) and (5.2). The exact asymptotic of |Θπ(γ)|
lies somewhere in between, and based on Harish-Chandra regularity theorem and our work in [25]
it seems plausible that the exact bound should be A = 12 and κ slightly below 1 depending on G.
Appendix A. The Sally-Shalika character formula
We study the Sally–Shalika formula [39] for characters of admissible representations of G =
SL2(k), where k is a p-adic field. Our goal is to establish a bound of the form (5.2) for the
character Θπ(γ) that is completely uniform in π. The explicit calculation of character values is
crucial for this. It would be interesting to investigate where such a result can hold in general.
Let Z = {±1} be the center of G. We follow mostly the notation and convention from [2].
We assume throughout that p ≥ 2e + 3 where e is the absolute ramification degree of k. We
let θ ∈ {ε, ε̟,̟}, with ̟ is a uniformizer of Ok and ε is any fixed element of O×k \(O×k )2. Let
kθ := k(
√
θ) and k1θ ⊂ k×θ be the subgroup of elements of norm one. We extend the valuation
from k× to k×θ . Note that there is a unique non-trivial quadratic character ϕε : k
1
ε → {±1}.
Inside G we let T θ ≃ k1θ be the associated maximal elliptic tori given by the matrices
(
a b
bθ a
)
where a+bθ ∈ k1θ . As θ ranges in {ε, ε̟,̟} this describes the stable conjugacy classes of elliptic
tori (abstractly kθ is the splitting field of T
θ). There is a finer classification of G-conjugacy
classes: there are two unramified conjugacy classes of unramified elliptic tori, denoted T ε = T ε,1
and T ε,̟ while for ramified elliptic tori, the answer depends on whether −1 is a square in the
residue field. If −1 is not a square then besides T̟ = T̟,1 and T ε̟ = T ε̟,1 there are two
additional G-conjugacy classes denoted T̟,ε and T ε̟,ε.
The torus filtration is as described in [2, §3.2], namely an element 1 + x ∈ k1θ ≃ T θ with
v(x) > 0 has depth equal to v(x). In particular we have D(γ) = q−2d+(γ) for all regular
semisimple γ ∈ G where d+(γ) := max
z∈Z
d(zγ) is the maximal depth.
Every supercuspidal representation of G is of the form π = π±(T, ϕ) where (T, ϕ,±) is a
supercuspidal parameter. Here T is an elliptic tori up to G-conjugation and ϕ is a quasi-
character of T . The depth of π is equal to the depth of ϕ which is the smallest r ≥ 0 such that
ϕ is trivial on Tr+ .
Let dg be the Haar measure on G/Z(G) is as in [2, §6], thus vol(SL(2,Ok)) = q
2−1
q
1
2
. The
formal degree is by construction deg(π) = dim(ρ)vol(J) . By a theorem of Harish-Chandra deg(π) is
proportional to the constant term c0(π) in the expansion of Θπ near the identity. Here we find
deg(π) = c · c0(π) where c := −2q
1
2
q+1 .
The Sally–Shalika formula is an exact formula for the character Θπ(γ) for any regular noncen-
tral semisimple element γ ∈ G. Here we shall give a direct consequence tailored to our purpose
of studying of the asymptotic behavior of characters.
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Proposition A.1. If π = π(T ε, ϕ) has depth r then the following holds:
D(γ)
1
2 |Θπ(γ)| =


∣∣ϕ(γ) + ϕ(γ−1)∣∣ , γ ∈ T ε\ZT εr+
1± deg(π)D(γ) 12 , γ ∈ T ε,η
r+
, η ∈ {1,̟}
1− deg(π)D(γ) 12 , γ ∈ Ar+
deg(π)D(γ)
1
2 , o/w if γ ∈ Gr+ .
The character vanishes in the other cases, namely if γ 6∈ Gr+ ∪ T ε. The formal degree is
deg(π) = qr.
Proof. This is [2, §14]. Note that in their notation the quasi-character ϕ is denoted ψ there; the
additive character Ωk is denoted Λ there.
Since the Gauss sum H(Λ′, kε) is unramified, we have that it is equal to (−1)r+1 according
to [2, Lemma 4.2].
The assertion on the formal degree is [2, Remark 10.16] since c0(π) = −qr. 
Proposition A.2. If π = π(̟,ϕ) has depth r then the following holds:
D(γ)
1
2 |Θπ(γ)| ≤


2, γ ∈ T θ\ZT θr
1.5, γ ∈ T̟,ηr \T̟,ηr+ , η ∈ {1,̟}
1, γ ∈ T ε̟,ηr \T ε̟,ηr+ , η ∈ {1,̟}
1 + deg(π)D(γ)
1
2 , γ ∈ T̟,η
r+
∪Ar+
deg(π)D(γ)
1
2 , o/w if γ ∈ Gr+ .
The character vanishes in the other cases, namely if γ 6∈ Gr+ ∪ T θ. The formal degree is
deg(π) = 12(q + 1)q
r− 1
2 .
Proof. Again this is [2, §14] where it is shown that c0(π) = −12(q + 1)qr−
1
2 .
The ramified Gauss sum H(Λ′, k̟) is a fourth root of unity according to [2, Lemma 4.2]. In
the second case we have the inequality ≤ 1 + |A| where the exponential sum is
A :=
1
2
√
q
∑
x∈(k1̟)r:r+
x 6=γ±1
sgn̟(tr (γ − x))ϕ(x).
Here k1θ ⊂ k×θ is the subgroup of elements of norm 1, and (k1̟)r:r+ denotes [2, §5.1] the quotient
group (k1̟)r/(k
1
̟)r+ . This is an additive group that can be described by writing explicitly
x = 1 + α2rX where X ∈ O/(̟). We have tr (x) = 2 + tr (α2r)X, and similarly we shall write
γ = 1 + α2rY .
Since sgn̟ is the quadratic character attached to ̟, we are left with χ(X − Y ) where χ is
the Legendre symbol on O/(̟). The character ϕ has conductor r, thus X 7→ ϕ(1 + α2rX) is a
non-trivial additive character. Finally the exponential sum A is a unit times a Gauss sum, thus
|A| = 12 .
In the third case the character is equal to an exponential sum which can be handled similarly.

We finally consider the remaining four “exceptional” supercuspidal representations. They all
have depth zero.
Proposition A.3. Suppose that π is an exceptional supercuspidal representation induced from
T ε. Then the following holds:
2D(γ)
1
2 |Θπ(γ)| ≤ 1 +D(γ) 12 , γ ∈ T ε\ZT ε0+ ∪A0+ ∪ T0+ ,
where T is any of the elliptic tori, and the character vanishes otherwise. The formal degree is
deg(π) = 12 . If π is induced from T
ε,̟, the same formula holds with T ε replaced by T ε,̟.
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Remark A.4. The behavior D(γ) → ∞ is qualitatively different than for the other “ordinary”
supercuspidals.
Proof. This follows from [2, §9, §15]. The passage from T ε to T ε,̟ is explained in [2, Rem. 9.8].

Corollary A.5. For all supercuspidal representations π of SL(2, k) and all regular semisimple
γ, the following holds:
D(γ)
1
2 |Θπ(γ)| ≤ 2 +D(γ) 12 .
Proof. This follows by combining the Propositions A.1, A.2 and A.3. In the last three cases of
Proposition A.1 we need to observe that γ ∈ Gr+ which is equivalent to d(γ) > r. This implies
d+(γ) > r and thus D(γ) < q
−2r. Therefore deg(π)D(γ)
1
2 < 1.
Similarly in the last two cases of Proposition A.2 we have that γ ∈ Gr+ and in view of the
normalization of the valuation this implies that D(γ) < q−2r−1. Therefore deg(π)D(γ)
1
2 ≤ 12
which concludes the claim. 
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