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Si vas a emprender el viaje hacia Itaca,
pide que tu camino sea largo,
rico en experiencias, en conocimiento.
A Lestrigones y a Cı´clopes,
o al airado Poseido´n nunca temas,
no hallara´s tales seres en tu ruta
si alto es tu pensamiento y limpia
la emocio´n de tu espı´ritu y tu cuerpo.
A Lestrigones ni a Cı´clopes,
ni al fiero Poseido´n hallara´s nunca,
si no los llevas dentro de tu alma,
si no es tu alma quien ante ti los pone.
Pide que tu camino sea largo.
Que numerosas sean las man˜anas de verano
en que con placer, felizmente
arribes a bahı´as nunca vistas;
detente en los emporios de Fenicia
y adquiere hermosas mercancı´as,
madreperla y coral, y a´mbar y e´bano,
perfumes deliciosos y diversos,
cuanto puedas invierte en voluptuosos y delicados perfumes;
visita muchas ciudades de Egipto
y con avidez aprende de sus sabios.
IX
XTen siempre a Itaca en la memoria.
Llegar allı´ es tu meta.
Mas no apresures el viaje.
Mejor que se extienda largos an˜os;
y en tu vejez arribes a la isla
con cuanto hayas ganado en el camino,
sin esperar que Itaca te enriquezca.
Itaca te regalo´ un hermoso viaje.
Sin ella el camino no hubieras emprendido.
Mas ninguna otra cosa puede darte.
Aunque pobre la encuentres, no te engan˜ara´ Itaca.
Rico en saber y en vida, como has vuelto,
comprendes ya que´ significan las Itacas.
Konstantino Kavafis
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Esta tesis doctoral se centra en dos disciplinas de la Inteligencia Artificial: la
planificacio´n de tareas y el aprendizaje automa´tico.
La planificacio´n en IA desarrolla sistemas de computacio´n que resuelvan pro-
blemas cuya solucio´n consista de un conjunto de acciones, total o parcialmente
ordenadas, denominado plan que, mediante su ejecucio´n, consiguen pasar de una
situacio´n inicial a otra situacio´n en que se hacen ciertas una serie de metas o fines
perseguidos. Debido al enorme taman˜o del espacio de bu´squeda que hay que explo-
rar, se considera un problema PSPACE-complete [Bylander, 1991]. Normalmente
es necesario definir algu´n tipo de conocimiento o heurı´stica que permita obtener
eficientemente el plan.
Por otro lado, se dice de un programa de ordenador que aprende a partir de la
experiencia E, con respecto a alguna clase de tarea T y una medida de rendimiento
P, si su rendimiento en la tarea T, medido mediante P, mejora con la experiencia
E [Mitchell, 1997].
El objetivo de esta tesis es el desarrollo de sistemas de aprendizaje automa´tico
aplicables a planificacio´n, para extraer el conocimiento de control (o heurı´sticas)
adecuado que incremente la eficiencia (disminuya el tiempo y la memoria consu-
midos por el ordenador) en resoluciones de nuevos problemas. Tambie´n se busca
definir una metodologı´a de aprendizaje adaptable a distintos paradigmas de planifi-
cacio´n capaz de obtener heurı´sticas. Por u´ltimo, se estudia la transferencia de dicho
conocimiento, primero entre dos planificadores distintos; es decir, se extrae el co-
nocimiento de una te´cnica de planificacio´n especı´fica, utilizando la metodologı´a
disen˜ada, para aplicarlo en otra diferente; y segundo, a los sistemas de aprendiza-
je: co´mo le afecta al rendimiento del sistema de aprendizaje la utilizacio´n de un
conocimiento previo proveniente de una fuente externa. Para poder realizar estas
transferencias se necesita haber definido previamente un lenguaje de representa-




The research presented in this dissertation focuses on two topics in Artificial
Intelligence: planning and machine learning. The aim of classical planning is to
find plans to solve problems. A problem is made of a starting situation and a set of
goals. Given a set of possible actions, a planner must find a sequence of actions (a
plan) that, starting from the initial state, fulfills all goals. Planning has a high com-
putational complexity. In fact, it is PSPACE-complete [Bylander, 1991]. Usually,
in order to make the search process more efficient, some heuristics are needed.
On the other hand, a computer program is said to learn from experience E,
with respect to some task T and a performance measure P, if its performance on T
according to P, improves with experience E [Mitchell, 1997].
This thesis aims to show that machine learning methods can improve efficiency
(time and memory) in modern planners, like graphplan-based planning or agent-
based hierarchical partial-order planners. From this experience, a general metho-
dology is developed to apply machine learning to different planning paradigms. Fi-
nally, this thesis explores the idea of transferring heuristics learned in one planner
to a different planner. In particular, we transfer heuristics from a graphplan-based
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Una de las caracterı´sticas de la inteligencia humana es la capacidad de plani-
ficar tareas para obtener un fin determinado. Se conoce el objetivo, considerado
como un conjunto de metas a satisfacer, y es necesario encontrar las acciones que
llevan hasta e´l partiendo de una situacio´n inicial concreta. Normalmente, las accio-
nes que se pueden escoger para obtener esas metas perseguidas no son u´nicas, sino
alternativas.
El ser humano esta´ constantemente planificando, desde los razonamientos que
hace sobre co´mo se va a organizar el dı´a, que´ tareas tiene que hacer y co´mo las
va a acometer, hasta el establecimiento de planes especı´ficos de cualquier activi-
dad profesional. Por ejemplo, las empresas elaboran su plan de accio´n en el que
se define la programacio´n de actividades para satisfacer las metas empresariales
fijadas; en manufacturacio´n es necesario determinar las acciones que transforman
las materias primas en los productos elaborados; los abogados requieren de un plan
de defensa de sus clientes, etc.
En general, planificar suele ser una tarea difı´cil debido principalmente a las
siguientes cuestiones: nuestra visio´n del mundo es incompleta (racionalidad limi-
tada), el mundo cambia constantemente (dinamismo), nuestro modelo del mundo
falla muchas veces (incertidumbre), las acciones tardan en ejecutarse (razonamien-
to temporal), algunas metas pueden tener efectos contrapuestos (dependencia entre
metas), los planes no siempre son va´lidos (ejecucio´n y replanificacio´n) y no todos
los planes tiene la calidad deseada. Sin embargo, estas dificultades pueden ser pa-
liadas en parte gracias a la capacidad de aprendizaje del hombre que hace posible
una continua adaptacio´n al mundo. Aprender es un proceso cognitivo complejo
que abarca numerosos aspectos. Ha sido ampliamente estudiado por disciplinas di-
ferentes, como psicologı´a, pedagogı´a, biologı´a, filosofı´a . . . , y existen multitud de
definiciones de aprendizaje. Una de ellas es la de Herbert Simon que lo define co-
mo “cambios en un sistema que permiten llevar a cabo la misma tarea, u otra tarea
en la misma poblacio´n, de un modo ma´s eficiente y eficaz” [Simon, 1983].
3
4 CAPI´TULO 1. INTRODUCCIO´N
La Inteligencia Artificial (IA), como rama de la ciencia de la computacio´n que
se ocupa de la automatizacio´n de la conducta inteligente [Luger and Stubblefield, 1993],
ha tratado de automatizar ambas capacidades, la de planificacio´n y la de aprendi-
zaje. Fue en los an˜os 60 cuando Alan Newell y Herbert Simon lograron crear un
programa llamado GPS (General Problem Solver: solucionador general de proble-
mas) que es considerado como el precursor de los sistemas de planificacio´n actua-
les [Newell and Simon, 1963]. El objetivo de este sistema era obtener de manera
automa´tica la solucio´n a cualquier problema expresado en un lenguaje de alto ni-
vel. Desde entonces hasta nuestros dı´as la planificacio´n de tareas ha sido abordada
desde perspectivas muy diferentes y, a pesar de todas las dificultades que conlleva,
se esta´ llegado a resultados importantes que cada vez nos aproximan ma´s a la re-
solucio´n de problemas del mundo real. Por ejemplo, la planificacio´n no lineal hace
posible resolver problemas en que hay dependencia entre metas, la planificacio´n
temporal aque´llos en los que las acciones tienen duracio´n y utilizan recursos, o la
planificacio´n con incertidumbre que permite resolver problemas a pesar de que el
modelo del mundo falle.
La planificacio´n en IA, en sentido amplio, se puede definir como la bu´squeda
de un conjunto de acciones, denominado plan, que resuelve un problema determi-
nado dentro de un dominio. En la definicio´n del problema se especifican tanto el
estado inicial del que se parte como las metas u objetivos que se quieren conseguir.
Un estado o situacio´n es la descripcio´n instanta´nea del sistema. El dominio contie-
ne la descripcio´n de todas las acciones posibles que se pueden ejecutar a trave´s de
los denominados operadores. La solucio´n (plan) determina un conjunto de accio-
nes u operadores (del dominio) necesarias para pasar del estado inicial a un estado
en que este´n presentes todas las metas. Dichas acciones pueden estar totalmente
ordenadas, constituyendo una secuencia u´nica de operadores, o parcialmente orde-
nadas, en cuyo caso el plan esta´ constituido tanto por secuencias de acciones que
necesitan estar ordenadas como por otras acciones que no importa el orden en que
se ejecuten. La representacio´n del dominio suele ser mediante predicados lo´gicos
de primer orden, los operadores se definen mediante pares precondicio´n-efecto y
normalmente se define algu´n tipo de conocimiento que permita obtener eficiente-
mente el plan, heurı´sticas.
Planificar requiere razonar acerca de las consecuencias de las acciones que se
van a ejecutar. En general se dispone de un gran nu´mero de acciones posibles y
cada una de ellas puede dar lugar a mu´ltiples consecuencias, lo que lleva a un com-
plejo problema computacional debido al enorme taman˜o del espacio de bu´squeda
que es preciso explorar y ma´xime au´n si se quiere encontrar la solucio´n o´ptima.
A pesar de los enormes avances conseguidos, todavı´a se considera intratable la
resolucio´n de problemas por medio de planificadores independientes del dominio
[Bylander, 1994]; se considera un problema PSPACE-complete [Bylander, 1991].
Por esta razo´n, una de las lı´neas de investigacio´n que se ha seguido en planifi-
cacio´n es la de mejorar los planificadores base utilizando te´cnicas de aprendizaje
automa´tico. Cuando dichas te´cnicas se utilizan en planificacio´n se pueden perse-
5guir tres tipos de objetivos: mejorar la eficiencia y eficacia del planificador, es decir,
incrementar el nu´mero de problemas resueltos por el planificador y reducir el tiem-
po y la memoria consumidos en la resolucio´n; intentar mejorar la calidad de los
planes obtenidos; y mejorar la propia teorı´a del dominio. La calidad de un plan es
posible calcularla utilizando diferentes criterios tales como: nu´mero de operadores
en el plan, tiempo que tarda en ejecutarse el plan, coste econo´mico del plan, etc.
Se habla de me´tricas de calidad y constituyen una entrada ma´s del planificador.
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Capı´tulo 2
Objetivos de la tesis doctoral
El objetivo general de esta tesis doctoral es la aplicacio´n y desarrollo de te´cni-
cas de aprendizaje automa´tico que extraigan conocimiento de control del proceso
de planificacio´n para incrementar la eficiencia, disminuyan el tiempo y la memo-
ria, en las resoluciones futuras de nuevos problemas. Tambie´n se pretende estudiar
la posibilidad de generar un marco comu´n de representacio´n de conocimiento de
control para poder intercambiar dicho conocimiento entre distintos planificadores.
Para ello se pretende analizar las decisiones comunes realizadas por los diferentes
algoritmos de planificacio´n para aprender, de la propia experiencia del planifica-
dor, las decisiones correctas que llevaron a la solucio´n de los problemas y buscar
una forma comu´n de representarlas. Esto implica definir un lenguaje de represen-
tacio´n del conocimiento de control que sea directamente utilizable por distintos
planificadores o que sea fa´cilmente adaptable a las particularidades de cada te´cnica
de planificacio´n mediante traductores automa´ticos. Una vez definido un lenguaje
general de representacio´n del conocimiento de control, se persigue definirar una
metodologı´a de aprendizaje adaptable a los distintos paradigmas de planificacio´n.
En tercer lugar, se desea encontrar las caracterı´sticas que deben tener los plani-
ficadores para hacer factible la utilizacio´n del me´todo de aprendizaje y estudiar
el tipo de conocimiento de control susceptible primero de ser extraı´do y segundo
de ser transferido de unos planificadores a otros. Por u´ltimo, se busca estudiar la
influencia de transferir conocimiento externo a los propios sistemas de aprendi-
zaje en planificacio´n: co´mo le afecta al rendimiento del sistema de aprendizaje la
utilizacio´n de un conocimiento previo proveniente de una fuente externa.
Entre los objetivos especı´ficos cabe sen˜alar:
Definicio´n de un lenguaje comu´n para la representacio´n del conocimiento de
control.
Tomar como referencia HAMLET, el sistema multi-estrategia deductivo-inductivo,
que aprende reglas de control para el planificador no lineal de orden total
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PRODIGY4.0 y desarrollar un sistema similar aplicable a un planificador
hı´brido que aplica te´cnicas de planificacio´n jera´rquica y de planificacio´n de
orden parcial. Centrado en incrementar la eficiencia de resolucio´n de pro-
blemas del planificador, ma´s que en mejorar la calidad de los planes que
obtiene.
Desarrollar un sistema similar al anterior pero aplicado a planificacio´n basa-
da en grafos de planes.
Estudiar las diferencias y similitudes de los tres sistemas de aprendizaje para
definir una metodologı´a de disen˜o y desarrollo de sistemas de aprendizaje de
conocimiento de control basada en la explicacio´n.
Determinar los a´mbitos de aplicabilidad del me´todo de aprendizaje respecto
a las caracterı´sticas de los planificadores y el conocimiento extraı´do.
Estudiar hasta que´ punto es posible reutilizar conocimiento de control apren-
dido en un planificador basado en grafos de planes en otro que utilice otra
te´cnica, como es planificacio´n bidireccional.
Estudiar las posibilidades de mejorar los propios sistemas de aprendizaje de
conocimiento de control mediante la utilizacio´n de un conocimiento inicial o
“a priori”, obtenido de experiencias previas de resolucio´n de problemas, que
facilite la tarea de aprendizaje al sistema. Es decir, investigar de que´ forma
se puede integrar el conocimiento proporcionado por otras fuentes ajenas al
propio sistema de aprendizaje.
El documento se ha estructurado en cuatro partes. El resto de esta primera par-
te presenta el estado del arte, la tecnologı´a utilizada y el lenguaje de conocimiento
de control de partida. La segunda parte describe los dos sistemas de aprendizaje
implementados en esta tesis doctoral: HEBL y GEBL y la metodologı´a de aprendi-
zaje de conocimiento de control definida. En la tercera parte se explica el estudio
experimental realizado sobre la transferencia de conocimiento de control, primero
entre distintos paradigmas de planificacio´n y luego a los sistemas de aprendizaje.
En la u´ltima parte se hace un resumen de las aportaciones de la tesis, las conclusio-
nes finales, los trabajos futuros y las publicaciones realizadas sobre los contenidos
de esta tesis. Por u´ltimo, en los ape´ndices se describen los dominios de planifica-
cio´n utilizados y los resultados detallados de los experimentos realizados. Con este
esquema se pretende separar las aportaciones propias de la tesis doctoral, todo lo
descrito a partir de la segunda parte, de los trabajos previos en los que se apoya, lo
descrito en esta primera parte.
Capı´tulo 3
Estado del arte
En este capı´tulo se presentan las investigaciones relacionadas con el tema de
esta tesis doctoral. Primero se hace una introduccio´n sobre los conceptos ma´s im-
portantes en planificacio´n, ası´ como de las principales investigaciones llevadas a
cabo sobre el tema. Se ha seguido el enfoque de Geffner en cuanto a la divisio´n
de los distintos tipos de planificacio´n y en la distincio´n de tres elementos fun-
damentales de todo proceso de planificacio´n: lenguajes, modelos matema´ticos y
algoritmos [Geffner, 2002].
La revisio´n de la literatura comienza con una introduccio´n a la planificacio´n,
seccio´n 3.1. Los siguientes apartados presentan las investigaciones ma´s relevantes
segu´n la divisio´n entre planificacio´n cla´sica, seccio´n 3.2, planificacio´n con in-
certidumbre y realimentacio´n, seccio´n 3.3 y planificacio´n temporal y scheduling,
seccio´n 3.4. Posteriormente, se presentan las investigaciones relacionadas con la
aplicacio´n de aprendizaje automa´tico a la planificacio´n, organiza´ndolos segu´n una
de las formas tradicionales de clasificar el aprendizaje en deductivo, seccio´n 3.6,
inductivo, seccio´n 3.7 y mixto (utilizan ambas te´cnicas), seccio´n 3.8. La u´ltima
seccio´n muestra las conclusiones derivadas del ana´lisis de estos trabajos.
3.1. Introduccio´n a la planificacio´n
La planificacio´n en IA tiene el objetivo de, dado cualquier problema expresado
como una situacio´n o estado inicial y unas metas a conseguir, obtener un conjunto
de acciones, denominado plan, que mediante su ejecucio´n permitan llegar desde
el estado inicial a otro estado en que todas las metas del problema se satisfacen.
En este contexto se pueden distinguir tres elementos: lenguajes de representacio´n
para describir convenientemente los problemas, modelos matema´ticos de la clase
de problemas considerada y algoritmos para resolver dichos problemas.
Diferentes suposiciones sobre la naturaleza de las acciones y problemas, y la
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presencia de sensores que realimentan los sistemas con sus mediciones, llevan a
varias formas de planificacio´n. La planificacio´n cla´sica se centra en problemas
cuya solucio´n es un conjunto de acciones deterministas y se tiene una informacio´n
completa del problema. La planificacio´n con incertidumbre resuelve problemas
en donde no se tiene una informacio´n completa del problema y las acciones no son
deterministas. Dentro de ella, se distingue la denominada planificacio´n confor-
mante [Smith and Weld, 1998] en que no es posible utilizar sensores para medir
el estado actual. La planificacio´n con tiempo y recursos o “scheduling” que trata
problemas en los que las acciones tienen duracio´n y utilizan recursos. concurren-
temente.
Los modelos matema´ticos que subyacen a la planificacio´n cla´sica son los lla-
mados modelos de estados en que las acciones, de forma determinista, transforman
un estado en otro y la tarea de planificacio´n consiste en encontrar la secuencia de
acciones que pasen del estado inicial a un estado en que este´n presentes las metas
del problema. Por otro lado, en planificacio´n conformante, las acciones transfor-
man un estado en un conjunto de posibles estados sucesores y la tarea de planifica-
cio´n consiste en encontrar la secuencia de acciones que lleve a conseguir las metas
por una cualquiera de las posibles transiciones, desde el estado inicial. Cuando hay
incertidumbre en la transicio´n de estados o en el propio estado inicial, la realimen-
tacio´n pasa a ser un factor importante afectando dra´sticamente la forma de los pla-
nes. En ausencia de realimentacio´n, como en planificacio´n cla´sica y conformante,
un plan es una secuencia fija de acciones; sin embargo, en presencia de realimen-
tacio´n, las acciones dependen del estado observado y los planes se convierten en
funciones (polı´ticas) que transforman estados en acciones.
3.2. Planificacio´n cla´sica
Los planificadores desarrollados en este modelo general de planificacio´n asu-
men que el conocimiento representado en el dominio es un conocimiento completo
y correcto. Adema´s, las acciones son deterministas, es decir, sus resultados son
predecibles y no hay otros agentes que cambien el entorno.
De los tres elementos requeridos para la resolucio´n de problemas (lenguajes,
modelos matema´ticos y algoritmos), en planificacio´n cla´sica el modelo matema´tico
es fijo. Es el denominado modelo de estados y lo que varı´a entre unos planificadores
y otros son los lenguajes de representacio´n y los algoritmos utilizados.
Los lenguajes de planificacio´n se basan en la lo´gica de predicados haciendo
algunas extensiones para poder expresar: el conjunto de acciones posibles, las con-
diciones bajo las que son aplicables dichas acciones, los efectos que producen, el
estado inicial y los estados meta. Uno de los lenguajes ma´s antiguos, simple y ma´s
usado en planificacio´n es el definido para el planificador STRIPS [Fikes and Nilsson, 1971].
Un problema en STRIPS es una tupla < A,O, I,G > donde
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A: es el conjunto de literales
O: es el conjunto de todos los operadores
I: ⊆ A representa el estado inicial
G: ⊆ A representa los estados meta
Los operadores o ∈ O se representan por tres listas:
Pre(o): ⊆ A precondiciones necesarias para poder ejecutar el operador
Add(o): ⊆ A literales que pasan a ser verdaderos por la ejecucio´n del ope-
rador
Del(o): ⊆ A literales que pasan a ser falsos por la ejecucio´n del operador
Un problema P =< A,O, I,G > determina un modelo de estados de la siguiente
forma:
1. Los estados s ∈ S se representan mediante los literales de A
2. El estado inicial s0 es I
3. Los estados meta s ∈ SG son aquellos tales que G ⊆ s
4. Las acciones A(s) son los op ∈ O que cumplen Pre(op) ⊆ s
5. El estado resultante al aplicar op en s es: s′ = s−Del(op) +Add(op)
(funcio´n de transicio´n de estados)
6. El coste c(op, s) es siempre 1
Una solucio´n para el problema de planificacio´n P es una secuencia aplicable
de acciones ai, i = 0, ..., n que llevan desde el estado inicial s0 a algu´n estado meta
s ∈ SG. Es decir, sn+1 ∈ SG y para i = 0, ..., n si+1 = f(ai, si) y ai ∈ A(si). La
solucio´n o´ptima es aque´lla que minimiza el coste total
∑n
i=0 c(ai, si)
A partir de STRIPS se han desarrollado diferentes lenguajes de planificacio´n,
destacando entre todos el lenguaje PDDL debido a que se ha constituido como
esta´ndar para la codificacio´n de dominios de planificacio´n. La primera versio´n fue
desarrollada por Drew McDermott, con la ayuda del comite´ de la competicio´n in-
ternacional de planificacio´n de 1998 [McDermott, 2000].
Los algoritmos para resolver modelos de estados son los llamados algoritmos
de bu´squeda que exploran total o parcialmente el estado de espacios tratando de
encontrar un camino (o´ptimo) que lleve de s0 a algu´n s ∈ SG. Se distingue entre:
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1. Bu´squeda ciega o algoritmos de fuerza bruta: la meta tiene un papel pasivo
en la bu´squeda. Por ejemplo, bu´squeda en amplitud, en profundidad, hacia
atra´s, bidireccional . . . .
2. Algoritmos de bu´squeda heurı´stica: se utiliza una funcio´n h(s) que estima
la “distancia” (coste) desde el estado s hasta SG para guiar la bu´squeda. Por
ejemplo, bu´squeda en escalada, te´cnicas de mejor-primero (A*, IDA*) . . . .
Algunos de los trabajos de investigacio´n realizados sobre problemas de plani-
ficacio´n cla´sica se enumeran a continuacio´n en orden cronolo´gico:
Algoritmos Strips (an˜os 70): planificacio´n de orden total partiendo desde
las metas y que realizan encadenamiento hacia atra´s. Hacen bu´squeda en un
espacio de estados. Destacan HACKER [AIS, 1974], ABSTRIPS [Sacerdoti, 1974]
y PRODIGY [Carbonell et al., 1990]. Los planificadores NOAH [Sacerdoti, 1975]
y NONLIN [Tate, 1976] constituyen un punto de inflexio´n en planificacio´n
porque son el origen de las te´cnicas de planificacio´n de orden parcial
(POP), que van construyendo planes parciales definiendo una relacio´n de
orden entre sus acciones.
Planificacio´n de orden parcial (an˜os 80): trabajan en varias submetas a la
vez y hacen bu´squeda en un espacio de planes [Barrett and Weld, 1994,
Pednault, 1991]. Introducen los conceptos de enlaces causales y amenazas.
Destacan TWEAK [Chapman, 1987], UCPOP [Penberthy and Weld, 1992] (uti-
liza el lenguaje ADL [Pednault, 1989]), SNLP [McAllester and Rosenblitt, 1991]
y UNPOP [McDermott, 1999].
Planificacio´n basada en grafos de planes (1995): construyen un grafo con
todos los planes paralelos posibles hasta una cierta longitud; generan el
plan buscando en el grafo desde la meta hacia atra´s. Destaca GRAPHPLAN
[Blum and Furst, 1995] y alguno de sus descendientes como IPP
[Koehler et al., 1997]. La seccio´n 4.5 explica con ma´s detalle este tipo de
planificadores.
Planificacio´n basada en resolucio´n SAT (1996): convierten un problema de
planificacio´n en un problema SAT [Kautz and Selman, 1996] y lo resuel-
ven con cualquiera de las estrategias para resolver problemas SAT. Un pro-
blema SAT consiste en dada una fo´rmula en lo´gica proposicional obtener
las asignaciones de valor de verdad a las proposiciones que hacen posible
que la fo´rmula se haga verdad. Aunque los problemas SAT sean intratables
(son problemas NP-completos), en la pra´ctica se puede encontrar eficien-
temente una solucio´n para muchos de ellos. Como ejemplo, el planificador
BLACKBOX unifica planificacio´n SAT y planificacio´n basada en grafos de
planes [Kautz and Selman, 1999].
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Planificacio´n con bu´squeda heurı´stica (1997): hacen una bu´squeda en el es-
pacio de estados utilizando una funcio´n heurı´stica h que se extrae del pro-
blema P . El espacio de estados se puede explorar hacia adelante (planifi-
cacio´n progresiva) o hacia atra´s (planificacio´n regresiva). Usan algoritmos
de bu´squeda, como escalada, A∗, IDA∗ . . . La funcio´n heurı´stica es el com-
ponente crı´tico de estos sistemas y se puede extraer automa´ticamente de la
representacio´n. Se tienen los planificadores HSP [Bonet and Geffner, 2001b],
GRT [Refanidis and Vlahavas, 1999], FF [Hoffmann, 2001], MIPS
[Edelkamp and Helmert, 2000] y STAN [Fox and Long, 2001] (los dos u´lti-
mos tambie´n usan otras te´cnicas). El sistema ALTALT combina planificacio´n
basada en grafos y bu´squeda heurı´stica [Nigenda et al., 2000].
Otra lı´nea de investigacio´n importante en planificacio´n cla´sica la constituyen
los planificadores jera´rquicos. Con la definicio´n de un modelo de planificacio´n
jera´rquica se pretende conseguir dos objetivos: adaptar el proceso de planificacio´n
a la manera en que los humanos resolvemos la mayorı´a de los problemas complejos
y reales, y reducir la complejidad computacional. En esta lı´nea destacan los traba-
jos sobre Redes de Tareas Jera´rquicas (HTN) [Erol et al., 1994a, Knoblock, 1996,
Wilkins, 1984], con los planificadores O-PLAN [Currie and Tate, 1991] y UMCP
[Erol et al., 1994b]; Jerarquı´as de Abstraccio´n [Knoblock, 1993, Sacerdoti, 1974,
Yang et al., 1996], como el planificador ABSTRIPS [Bacchus and Yang, 1994]; des-
composicio´n basada en orden parcial (descomposicio´n-POP)
[Fox, 1997, Young et al., 1994], como el planificador SHOP [Nau et al., 1999] y
sistemas de planificacio´n en aplicaciones reales [Knoblock, 1996, Tate et al., 1994,
Wilkins, 1984], como los planificadores HYBIS [Castillo et al., 2000] y PANDA
[Biundo and Schattenberg, 2001, Schattenberg and Biundo, 2002], ambos sistemas
hı´bridos HTN-POP, y el planificador SIADEX [Castillo et al., 2006]. Hay aproxi-
maciones que resuelven problemas HTN convirtie´ndolos a problemas SAT [Mali, 1999,
Mali and Kambhampati, 1998] y otros combinan HTN con GRAPHPLAN
[Lotem et al., 1999].
Por u´ltimo, mencionar la planificacio´n deductiva que concibe la planifica-
cio´n como programacio´n con la construccio´n de fo´rmulas y teoremas [Green, 1969,
Manna and Waldinger, 1980].
Es importante resaltar que todas esta´s te´cnicas de planificacio´n se han com-
binado entre sı´ generando planificadores difı´ciles de encasillar en so´lo una de las
categorı´as anteriores.
3.3. Planificacio´n con incertidumbre y realimentacio´n
La planificacio´n con incertidumbre se aplica para resolver problemas de con-
trol en los que se tienen unas metas que se quieren cumplir y unos agentes capaces
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de realizar acciones. Son problemas en los que no se tiene un conocimiento deter-
minista “a priori” de las acciones de los agentes; una accio´n no siempre produce el
mismo efecto en el sistema y hasta que no se ejecuta la accio´n no se sabe el efecto
que producira´. Cuando para conocer el estado del sistema hay sensores y las accio-
nes ya no so´lo dependen del estado actual, sino tambie´n de las medidas de dichos
sensores, se habla de planificacio´n con realimentacio´n.
Los modelos matema´ticos usados en estos problemas son:
Procesos de decisio´n de Markov (MDP) [Howard, 1990]: son modelos no
deterministas, donde los resultados de las acciones no son completamente
predecibles, pero sus estados son totalmente observables. Una caracterı´sti-
ca fundamental de los modelos de Markov es que las acciones del agente
dependen so´lo del estado actual del entorno, y no de acciones pasadas. Son
una generalizacio´n de los modelos de estados en que la funcio´n de transicio´n
pasa a ser probabilı´stica y representa la probabilidad de que al aplicar una
accio´n en un estado se pase a otro estado.
MDP parcialmente observables (POMDP) [Astrom, 1965]: son modelos no
deterministas y so´lo son observables parcialmente. Son una generalizacio´n
de los MDP en los que los estados, al no ser completamente observables, pa-
san a ser estados de creencia. Los POMDP requieren adema´s del modelo de
sensores, esto es, el conjunto de observaciones despue´s de cada accio´n con
una probabilidad asociada. Las soluciones, en vez de ser secuencias de accio-
nes, son funciones (polı´ticas) que determinan la accio´n a realizar basa´ndose
en el u´ltimo estado de creencia. Las polı´ticas o´ptimas minimizan los costes
esperados.
Los sistemas de planificacio´n con incertidumbre o con conocimiento incomple-
to se clasifican segu´n el grado de observacio´n del entorno por parte de los agentes,
dando lugar a tres clases:
Planificacio´n con observabilidad total: dentro de estos sistemas se puede in-
cluir la denominada planificacio´n reactiva, donde no es necesaria una repre-
sentacio´n simbo´lica del mundo externo; basta con disen˜ar procesos simples,
cada uno con su propio bucle de percepcio´n-reaccio´n, y combinar su ejecu-
cio´n adecuadamente. Los trabajos iniciales sobre reaccio´n [Georgeff, 1987,
Godefroid and Kabanza, 1991, Schoppers, 1987] han servido para establecer
las bases de los sistemas multiagentes o de inteligencia artificial distribuida
[Kokkinaki and Valavanis, 1995, Wooldridge and Jennings, 1994].
Planificacio´n con observabilidad parcial: asumen la existencia de conoci-
miento generado en el exterior que debe ser detectado. Segu´n la te´cnica se-
guida para llevar a cabo esta deteccio´n, se distinguen tres aproximaciones
generales: planificacio´n y ejecucio´n entrelazadas (PEE)
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[Ambros-Ingerson and Stell, 1996, Golden et al., 1994, Olawsky and Gini, 1990,
Olawsky et al., 1995], se tienen los planificadores IPEM
[Ambros-Ingerson and Stell, 1996], BUMP [Olawsky and Gini, 1990], XII
[Golden et al., 1994], SAGE [Knoblock, 1995]; replanificacio´n ası´ncrona
[Cross and Walker, 1994, Currie and Tate, 1985, Wilkins, 1984] y planifica-
cio´n contingente o condicional con los planificadores WARPLAN-C
[Warren, 1974], SNLP [McAllester and Rosenblitt, 1991], SENSEP
[Etzioni et al., 1992], BURIDAN
[Kushmerick et al., 1995],C-BURIDAN [Draper et al., 1993] y CASSANDRA
[Pryor and Collins, 1996].
Planificacio´n con observabilidad nula: constituye la ya mencionada planifi-
cacio´n conformant. Se aplica en sistemas complejos en los que no se puede
conocer el estado exacto del sistema porque no es posible la observacio´n
y los efectos de las acciones pueden ser muy diferentes y altamente inde-
seables si se ejecutan en un estado u otro. Por ejemplo, en las naves espa-
ciales, los sensores para medir el estado interno son mı´nimos debido a las
restricciones de energı´a y peso producidas en el espacio. Uno de los pri-
meros planificadores de este tipo es POSPLAN y su versio´n jera´rquica POS-
PLAN* [Pereira et al., 1997]. Otros sistemas que tratan este tipo de planifi-
cacio´n son CGP [Smith and Weld, 1998], CMBP [Cimatti and Roveri, 2000],
GPT [Bonet and Geffner, 2001a], HSCP [Bertoli et al., 2001] y el trabajo de
Kurien, Nayak y Smith [Kurien et al., 2002].
3.4. Planificacio´n con tiempo y recursos (scheduling)
La planificacio´n con tiempo y recursos se aplica para resolver problemas cu-
yas acciones pueden tener duracio´n y recursos. Se pueden tratar como problemas
Strips, an˜adiendo a las acciones a una duracio´n D(a) y unos recursos R(a); es
decir, un recurso puede estar siendo utilizado por una accio´n o puede estar libre.
Dos acciones a y a′ son mutex si necesitan un recurso comu´n o interactu´an des-
tructivamente (los efectos de una borran una de las precondiciones de la otra). Un
schedule es un conjunto de acciones junto con los instantes de tiempo en que em-
piezan y terminan cada una. Por scheduling se entiende la asignacio´n de recursos y
tiempos de inicio de las actividades, obedeciendo a las restricciones temporales de
las actividades y las limitaciones de capacidad de los recursos compartidos. Sche-
duling es tambie´n una tarea de optimizacio´n donde recursos limitados se disponen
a lo largo del tiempo entre actividades que se pueden ejecutar en serie o en paralelo
(plan paralelo) de acuerdo con el objetivo de, por ejemplo, minimizar el tiempo de
ejecucio´n de todas las actividades, makespan.
Los modelos matema´ticos usados son:
Problema de satisfaccio´n de restricciones (CSP) [Tsang, 1993]. Modelos ba-
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sados en variables y restricciones. Un CSP se puede definir como:
CSP =< V ariables,Dominios,Restricciones >
Una solucio´n es la asignacio´n de valores del dominio a las variables, de
manera que satisfagan todas las restricciones. Un CSP es consistente si tiene
una o varias soluciones.
Problema de optimizacio´n de restricciones (COPs) [Dechter, 2003]. Iguales
que los anteriores pero con una funcio´n de optimizacio´n.
Problema de satisfaccio´n de restricciones dina´mico (DCSP). Generalizacio´n
de los CSP en los que las variables tienen etiquetas de actividad. Inicialmente
so´lo esta´n activas un subconjunto de variables y el objetivo es encontrar una
asignacio´n va´lida para las variables activas. Tambie´n contiene un conjunto
de restricciones de actividad de la forma: si una variable x toma el valor vx,
entonces las variables y, z, w . . . pasan a estar activas.
El lenguaje PDDL2.1 es una extensio´n de PDDL para poder representar las
caracterı´sticas temporales de los dominios [Fox and Long, 2002b]. En el nivel 3
se incorporan acciones durativas sin efectos permanentes y en el nivel 4 acciones
durativas con efectos permanentes.
Entre la literatura, existen varios planificadores capaces de razonar con algu´n
modelo de tiempo. El planificador IXTET (Indexed Time Table) genera un plan de
forma similar a un planificador de orden parcial pero an˜adiendo restricciones tem-
porales, como la mı´nima y ma´xima duracio´n esperada de las acciones o la sincro-
nizacio´n entre los eventos externos [Ghallab and H., 1994]. Representa el tiempo
como un punto, que simboliza un instante, en contraste con HSTS que lo represen-
ta como un intervalo, con un punto inicial y un punto final, representando dura-
cio´n [Muscettola, 1994]. Otros planificadores de orden parcial capaces de manejar
diversos tipos de restricciones temporales son ZENO [Penberthy and Weld, 1994] y
PARCPLAN [Liatsos and Richards, 1999]. En planificacio´n en el espacio de estados
tenemos los sistemas TLPLAN [Bacchus and Ady, 2001], SAPA
[Do and Kambhampati, 2001b] y TP4 [Haslum and Geffner, 2001] que incorpora
heurı´sticas para mejorar su eficiencia, utilizando IDA* como algoritmo de bu´sque-
da. A partir de GRAPHPLAN se han desarrollado varios trabajos que incorporan
tratamientos temporales, como TGP [Smith and Weld, 1999], RIPP [Koehler, 1998]
y TPSYS [Garrido and Long, 2004, Garrido and Onaindı´a, 2003]. El sistema GP-
CSP convierte automa´ticamente un problema de GRAPHPLAN en un problema CSP
y usa resolvedores esta´ndar de CSP para encontrar la solucio´n
[Do and Kambhampati, 2001a]. Para mejorar su eficacia incorpora te´cnicas de apren-
dizaje deductivo que se explican en la siguiente seccio´n. Esta idea tambie´n se
aplica en CPLAN; trata problemas de planificacio´n complejos, que puedan tener
incertidumbre, restricciones y acciones concurrentes, transforma´ndolos en un pro-
blema CSP [van Beek and Chen, 1999]. Tiene el inconveniente de que requiere de
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mucha informacio´n que debe ser introducida a mano por un humano. El planifi-
cador LPSAT trata restricciones temporales combinando SAT y programacio´n li-
neal [Wolfman and Weld, 1999].
La NASA, motivada por la idea de crear robots que puedan explorar el espacio,
ha llevado a cabo varias investigaciones sobre planificacio´n temporal, a trave´s de
su Remote Agent Experiment (RAX) [Muscettola, 1994, Muscettola et al., 1998].
Tambie´n, la Agencia Espacial Europea tiene el sistema OPTIMUN AIV que aplica
planificacio´n temporal para la nave espacial AIV [Aarup et al., 1994].
El sistema TALPLANER [Kvarnstro¨m and Doherty, 2000] esta´ inspirado en los
trabajos previos de Bacchus&Kabanza [Bacchus and Kabanza, 1996] y Weld&Etzioni
[Weld and Etzioni, 1994] donde las metas son expresadas como fo´rmulas tempo-
rales. Utiliza TAL, una lo´gica lineal temporal [Doherty et al., 1998], para razonar
sobre las acciones y los cambios en dominios dina´micos.
El planificador IPSS integra planificacio´n y scheduling en un u´nico sistema
[R-Moreno, 2003]. En IPSS el razonamiento se divide en dos niveles. El planifica-
dor se encarga de la seleccio´n de acciones (puede optimizar segu´n una me´trica de
calidad diferente al tiempo o recursos) y el scheduler se encarga de la asignacio´n
del tiempo y los recursos. Durante el proceso de bu´squeda, cada vez que el planifi-
cador decide aplicar un operador, consulta al scheduler para comprobar su consis-
tencia temporal y de recursos. Si es inconsistente el planificador vuelve hacia atra´s
y genera otra secuencia de acciones. Otros trabajos que integran planificacio´n y
scheduling son [Garrido and Barber, 2001, Muscettola, 1994, Myers et al., 2001].
3.5. Aprendizaje aplicado a planificacio´n
En los sistemas de planificacio´n hay, al menos, tres oportunidades para apren-
der:
1. Aprender antes de que empiece la planificacio´n.
2. Aprender durante la ejecucio´n de un plan.
3. Aprender despue´s del proceso de bu´squeda de un plan va´lido.
Los trabajos que automa´ticamente extraen conocimiento del dominio a trave´s
del ana´lisis de los dominios entran dentro de la primera aproximacio´n. La mayorı´a
de los trabajos de aprendizaje en planificacio´n se enmarcan en la tercera categorı´a,
aprendizaje posterior al propio proceso de planificacio´n. Hacen uso de su propia
experiencia resolviendo problemas de planificacio´n para mejorar tanto la eficiencia
como la calidad de los planes generados en futuras ejecuciones. El segundo tipo de
aprendizaje se aplica en sistemas que tratan problemas del mundo real donde hay
incertidumbre e informacio´n incompleta y necesitan la iteracio´n con los humanos.
18 CAPI´TULO 3. ESTADO DEL ARTE
Las te´cnicas de aprendizaje automa´tico se pueden clasificar de muchas mane-
ras. Quiza´ la clasificacio´n ma´s extendida y general sea:
Aprendizaje inductivo: se pretende aprender un concepto meta o funcio´n a
partir de un conjunto de ejemplos, D, que pueden ser positivos, si satisfacen
el concepto, o negativos, en caso contrario. Una de las cuestiones ma´s im-
portantes es el lenguaje utilizado para representar cada instancia; suele ser
en forma de tupla con sus atributos y unos valores aunque se ha generalizado
a representaciones basadas en lo´gica de predicados. Hay que obtener una de
las hipo´tesis h de todo el espacio de hipo´tesis H que sea consistente con los
ejemplos.
Aprendizaje deductivo: adema´s del espacio de hipo´tesis y del conjunto de
entrenamiento del aprendizaje inductivo, se tiene una teorı´a del dominio B
que puede usarse para explicar los ejemplos de entrenamiento. La salida de-
seada es la hipo´tesis h de H que sea consistente tanto con el conjunto de
ejemplos de entrenamiento D, como con la teorı´a del dominio B.
A continuacio´n se comentan aquellos trabajos relacionados con el aprendizaje
de conocimiento para planificacio´n y resolucio´n de problemas. Una clasificacio´n
general de los trabajos ma´s relevantes se puede encontrar en
[Zimmerman and Kambhampati, 2003].
3.6. Aprendizaje deductivo en planificacio´n
Los me´todos deductivos explican y analizan un u´nico ejemplo de un concepto
para aprender descripciones ma´s eficientes del concepto. Una vez que se tiene una
explicacio´n de porque´ una instancia es un ejemplo de un concepto se realiza una
generalizacio´n para poder aplicarla a la clasificacio´n eficiente de futuras instancias
diferentes de ese concepto. Requieren normalmente un conocimiento completo y
correcto del dominio.
En planificacio´n, las aproximaciones ma´s utilizadas han sido: aprendizaje de
macro-operadores, aprendizaje de secuencias de sub-objetivos, aprendizaje basado
en la explicacio´n (EBL), y aprendizaje de la teorı´a del dominio (aunque este u´ltimo,
no necesariamente se deba realizar so´lo mediante aprendizaje deductivo).
3.6.1. Aprendizaje de macro-operadores
Los intentos iniciales para mejorar la eficiencia de la resolucio´n de problemas
se basaban en aprender macro-operadores [Fikes et al., 1972, Iba, 1989, Korf, 1985].
Los macro-operadores son secuencias de operadores de planificacio´n que pueden
ser reutilizados en futuros casos de resolucio´n de problemas, con la esperanza de
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que permitira´n alcanzar la solucio´n de manera ma´s ra´pida. Estas macro-secuencias
pueden ser u´tiles en aquellos problemas que puedan ser descompuestos en subme-
tas no serializables. Las submetas pueden ser: independientes, si la solucio´n o´ptima
se obtiene al concatenar soluciones o´ptimas de las submetas; serializables, si existe
un cierto orden de las submetas que resuelven el problema sin violar una submeta
resuelta con anterioridad; y no serializables, si se necesitan violar soluciones a me-
tas anteriores para resolver las nuevas metas. La utilizacio´n de macro-operadores
reduce la profundidad del a´rbol de bu´squeda pero hace que crezca el factor de ra-
mificacio´n por el incremento de operadores del dominio. Esto hace que el beneficio
de los macro-operadores decaiga al incrementar su nu´mero.
3.6.2. Aprendizaje de secuencias de sub-objetivos
STEPPINGSTONE aprende secuencias de sub-objetivos que actu´an como hitos
entre el estado inicial y las metas [Ruby and Kibler, 1989]. A diferencia de los
macro-operadores, consigue decrecer la distancia entre el estado inicial y las me-
tas sin incrementar el factor de ramificacio´n. Aprende cuando el planificador base
(medios-fines) falla. Los autores tambie´n proponen el sistema EAS como una gene-
ralizacio´n de STEPPINGSTONE, en la que se aprenden episodios (casos) de aquellos
problemas que, adema´s de haber sido solucionados, se podrı´a mejorar la calidad de
la solucio´n encontrada [Ruby and Kibler, 1992].
3.6.3. Aprendizaje basado en la explicacio´n (EBL)
Existen me´todos de aprendizaje que aprenden heurı´sticas que permiten a un
planificador independiente del dominio explorar de manera eficiente en su espacio
de bu´squeda. Estas heurı´sticas ayudan al planificador a tomar mejores decisiones
(por ejemplo, a elegir un operador). El conocimiento contenido en las heurı´sticas
es local, restringido a un punto de decisio´n particular. Las heurı´sticas intentan que
el planificador llegue antes a la solucio´n, ordenando las alternativas del a´rbol de
bu´squeda de planificacio´n de una manera eficiente, o realizando podas del a´rbol
de bu´squeda. La ventaja frente a los macro-operadores es que no incrementan el
factor de ramificacio´n, pero tienen la desventaja de que no decrementan el nu´me-
ro de pasos que hay desde el estado inicial a las metas. EBL intenta aprender a
partir de uno o pocos ejemplos, basa´ndose en observaciones sobre el aprendizaje
humano [Mitchell et al., 1986]. Las entradas a EBL constan de: el concepto que se
quiere aprender, el ejemplo de aprendizaje, la teorı´a del dominio y un criterio de
operatividad
Existe una gran variedad de sistemas que utilizan EBL para aprender conoci-
miento de control para planificadores. Por ejemplo, el sistema PRODIGY4.0-EBL
de aprendizaje para el planificador PRODIGY2.0 usa EBS (Explanation Based Spe-
cialization), una variedad de EBL [Minton, 1988]. El sistema aprende reglas de
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control en respuesta a decisiones correctas e incorrectas del planificador, siguiendo
el mecanismo descrito en los pa´rrafos anteriores. Dicho trabajo introdujo adema´s el
importante concepto de utilidad: en ocasiones an˜adir ma´s conocimiento de control
puede ser contraproducente. La razo´n es que este conocimiento de control hay que
equipararlo en cada nodo que se expande para comprobar si es aplicable. Puesto
que cada trozo del conocimiento de control sera´ aplicable so´lo en algunas oca-
siones, puede ocurrir que el coste de equiparacio´n del conocimiento de control
en todos los nodos expandidos supere a los beneficios de aplicar el conocimien-
to (en aquellos casos en que sea aplicable). Un problema similar ocurre con los
macro-operadores [Tambe et al., 1990]. Minton intenta resolver este problema de
dos maneras distintas. La primera, denominada compresio´n, transforma las reglas
de control sin modificar su significado, pero haciendo su equiparacio´n ma´s eficien-
te. En segundo lugar, olvida aquellas reglas cuya utilidad es negativa. El sistema
ULS utiliza evaluacio´n empı´rica de las reglas obtenidas para determinar si algunas
condiciones son frecuentemente redundantes [Chase et al., 1989]. Aquellas que lo
son, se podan, lo que hace que las reglas obtenidas sean menos costosas de aplicar.
Otros trabajos muestran que si el conocimiento de control se organiza de mane-
ra adecuada, el problema de la utilidad es mucho menos grave [Doorenbos and Veloso, 1993].
Existen tambie´n extensiones a EBL para aprender conceptos recursivos e iterati-
vos [Shavlik, 1990]. El sistema FAILSAFE aprende reglas de control a partir de fa-
llos, en lugar de so´lo ejemplos de resolucio´n de problemas exitosos [Bhatnagar, 1992,
Bhatnagar and Mostow, 1994, Mostow and Bhatnagar, 1987]. Uno de los proble-
mas de EBL es que en dominios complejos puede ser muy complicado obtener
trazas de problemas resueltos. FAILSAFE intenta resolver este problema generando
planes sin tener en cuenta ciertas restricciones que impone el dominio y compro-
bando posteriormente las restricciones e identificando porque´ falla el plan. Final-
mente, se utiliza EBL para identificar y evitar esa clase de fallos en el futuro. Estos
trabajos so´lo incrementan la eficiencia y eficacia de los planificadores, en contras-
te con QUALITY [Pe´rez, 1995] y el sistema de aprendizaje propuesto por Iwamo-
to [Iwamoto, 1994] encaminados a mejorar la calidad de las soluciones encontradas
por el planificador PRODIGY.
Los sistemas anteriores aprendı´an conocimiento de control para planificadores
de orden total (bu´squeda en el espacio de estados o de problemas). UCPOP+EBL
aprende reglas de control gracias al ana´lisis de fallos previos durante el proceso de
planificacio´n para planificadores de orden parcial [Kambhampati et al., 1996]. Es-
te sistema analiza los caminos de la traza de un problema de planificacio´n. Estudia
tanto aquellos caminos que no se pudieron continuar como aquellos que supera-
ron una profundidad lı´mite. Para ello usa conocimiento sobre el dominio adicional
basado en leyes fı´sicas del dominio. SNLP+EBL tambie´n utiliza EBL con un pla-
nificador de orden parcial [Katukam and Kambhampati, 1994]. Otros ejemplos de
sistemas que utilizan EBL en POP para incrementar la calidad de los planes son
PIPP [Upal, 1999] y PYRRHUS [Williamson and Hanks, 1994].
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Los sistemas basados en EBL necesitan teorı´as completas, correctas y tratables,
pero no siempre es posible cumplir estas condiciones al mismo tiempo. El caso del
ajedrez presenta una teorı´a que es completa pero intratable: aunque disponemos de
todos los posibles movimientos, generar demostraciones en ajedrez es un proble-
ma combinatoriamente intratable, aunque so´lo sea porque se desconoce cual va a
ser el movimiento del contrario (con lo que, habrı´a que probar todos los posibles
movimientos). LEBL (Lazy Explanation Based Learning) intenta solucionar este
problema, aprendiendo conocimiento que es so´lo va´lido de manera aproximada, y
refina´ndolo posteriormente cuando se presenten fallos, tras aprender el fallo por
medio de EBL [Tadepalli, 1989].
El sistema GP-CSP [Do and Kambhampati, 2001a] resuelve un problema de
planificacio´n convirtie´ndolo automa´ticamente a un problema CSP y utilizando la
librerı´a creada por Beek [Beek, 1994] para resolver problemas CSP. Adema´s, utili-
za EBL para ayudar a explicar los fallos encontrados durante la bu´squeda para evitar
incurrir en ellos en futuras ejecuciones. Los fallos se almacenan como asignaciones
de variable-valor con el significado sema´ntico de que no pueden formar parte de la
solucio´n. Para decidir cua´ntas de estas explicaciones se deben almacenar se pue-
den usar dos te´cnicas: aprendizaje basado en el taman˜o [Frost and Dechter, 1994]
o aprendizaje basado en la relevancia [Bayardo and Miranker, 1996]. En el apren-
dizaje basado en el taman˜o de grado k se ignoran todas las explicaciones que con-
tengan ma´s de k variables y valores. En el aprendizaje basado en la relevancia de
grado k se ignoran aquellos esquemas que difieran de la asignacio´n parcial actual
en ma´s de k asignaciones.
3.6.4. Aprendizaje por ana´lisis del dominio
Existen sistemas que realizan un ana´lisis previo de la teorı´a del dominio pa-
ra extraer conocimiento. Entre ellos se encuentra STATIC que obtiene reglas de
control tras analizar la descripcio´n del dominio (los operadores) sin necesidad de
utilizar ejemplos [Etzioni, 1993]. Este sistema tambie´n usa EBL para analizar las
relaciones entre precondiciones y efectos de los operadores que son luego con-
vertidos en reglas de control para ordenar las decisiones relativas a objetivos de
PRODIGY4.0. Sin embargo, al no utilizar ejemplos, parte del conocimiento puede
ser inu´til si nunca va a ser utilizado en la distribucio´n de problemas que se presen-
ten al planificador. En otras palabras, puede aparecer el problema de la utilidad.
Por ello, se disen˜o´ un nuevo sistema (DYNAMIC) que combina las ventajas de EBL
y STATIC [Pe´rez and Etzioni, 1992]. Otro sistema de este tipo es STAN que ana-
liza los dominios buscando simetrı´as [Fox and Long, 2001]. Estas simetrı´as pue-
den ser de dos tipos: de los objetos del dominio y de las acciones. Un ejemplo
sencillo de la utilidad de las simetrı´as en planificacio´n es que si se dispone de
una caja con 500 chinchetas, el que se use una u otra chincheta es irrelevante. Si
coger una chincheta provoca que el plan falle, cualquier otra chincheta tendra´ el
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mismo efecto. STAN aprovecha la simetrı´as de esta manera para el planificador
GRAPHPLAN, evitando elegir una accio´n sime´trica de otra que fallo´ previamente.
STAN se ve ayudado por otra herramienta denominada TIM que permite encon-
trar automa´ticamente tipos de objetos (esto es, conjuntos de objetos del dominio
que se comportan de manera similar) [Long and Fox, 1999]. Esta informacio´n es
u´til por sı´ misma, y sirve adema´s para establecer simetrı´as no so´lo de objetos si-
no tambie´n de tipos de objetos. El sistema SYMMETRICSTAN es una extensio´n
de STAN que tiene en cuenta el hecho de que en muchos problemas de planifi-
cacio´n las simetrı´as no se presentan en el estado inicial sino que pueden apare-
cer durante el proceso de bu´squeda [Fox and Long, 2002a]. Huffman, Pearson y
Laird [Huffman et al., 1992] hacen una ana´lisis de la teorı´a del dominio basa´ndose
en la premisa de que casi todas las descripciones de dominios son aproximaciones
debido a la dificultad para describir completamente las precondiciones y efectos de
los operadores [Huffman et al., 1992]. Detectan diferentes imperfecciones en las
definiciones de los operadores: precondiciones demasiado generales o demasia-
do especı´ficas, efectos incompletos o extran˜os y operadores que faltan y deberı´an
existir. RIFO es un me´todo que puede detectar automa´ticamente informacio´n irrele-
vante en planificadores basados en el espacio de estados [Nebel et al., 1997]. Una
informacio´n se considera irrelevante si no es necesaria para obtener el plan que
constituye la solucio´n. El sistema se deshace de esta informacio´n en un pre-proceso
inicial, antes de empezar a resolver el problema.
3.7. Aprendizaje inductivo en planificacio´n
Desgraciadamente, los sistemas deductivos requieren teorı´as del dominio co-
rrectas, completas y tratables (aunque existen trabajos basados en EBL que apren-
den a partir de teorı´as incompletas e intratables [Tadepalli, 1989]). Construir di-
chas teorı´as no siempre es fa´cil. Lo que es peor, aunque las teorı´as sean completas,
pueden carecer de informacio´n heurı´stica. Por ejemplo, pueden no contener infor-
macio´n acerca de que´ decisio´n es ma´s eficiente tomar en un determinado momento,
de entre un conjunto de decisiones correctas. Unido a lo anterior, puesto que los
sistemas deductivos aprenden de tan so´lo unos pocos ejemplos, tienden a producir
reglas demasiado especı´ficas, con muchas precondiciones, que sufren del problema
de la utilidad [Etzioni and Minton, 1992, Minton, 1988]. Los sistemas inductivos
intentan resolver estos problemas aprendiendo a partir de un conjunto de ejemplos.
Dichos ejemplos son instancias de decisiones correctas e incorrectas tomadas por
un planificador al resolver un determinado conjunto de problemas. Los sistemas in-
ductivos no requieren de teorı´as completamente correctas, puesto que en ocasiones
aprender una heurı´stica incorrecta no significa que el planificador tenga que fallar,
sino que simplemente puede llevarle por un camino incorrecto por el que tenga que
retroceder posteriormente. Esto podrı´a compensarse si en otras muchas ocasiones,
la aplicacio´n de la heurı´stica es correcta [Leckie, 1993]. Los sistemas deductivos no
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podrı´an aprender este tipo de conocimiento, puesto que so´lo aprenden heurı´sticas
correctas. Adema´s, los sistemas inductivos pueden aprender reglas muy generales,
puesto que examinan muchos ejemplos. La mayorı´a de los trabajos de investiga-
cio´n que utilizan aprendizaje inductivo en planificacio´n se combinan con alguna
otra te´cnica de aprendizaje deductivo dando lugar a los sistemas multi-estrategia
que se detallan en la siguiente seccio´n. A continuacio´n, se detallan algunas de las
investigaciones que utilizan so´lo aprendizaje inductivo.
3.7.1. Aprendizaje basado en el Espacio de Versiones (EV)
Como se dijo anteriormente, el aprendizaje inductivo trata de obtener la hipo´te-
sis h de todo el espacio de hipo´tesis H que sea consistente con los ejemplos pro-
porcionados, tanto positivos como negativos. El espacio de versiones es el conjunto
de todas las hipo´tesis que son consistentes con los datos. En el contexto de planifi-
cacio´n es el conjunto de todas las posibles explicaciones del concepto que se quiere
aprender. Un primer algoritmo para encontrar el EV a partir de unos ejemplos con-
siste en generar todas las posibles hipo´tesis y luego borrar aque´llas que describan
algu´n ejemplo negativo o no describan algu´n ejemplo positivo. El problema de este
algoritmo es que es muy poco eficiente por la cantidad de posibles hipo´tesis que
se pueden crear. Por eso se han desarrollado diferentes algoritmos para resolver
este problema. Entre ellos se encuentra el de eliminacio´n de candidato (candidate
elimination), introducido en [Mitchell, 1977]. El concepto a aprender se representa
mediante dos conjuntos: el conjunto G que contiene los predicados ma´s generales
posibles que explican el concepto y el conjunto S con los ma´s especı´ficos. Los con-
ceptos contenidos entre estos dos lı´mites pertenecen al EV y son posibles explica-
ciones para el concepto a aprender. Con un nu´mero suficiente de ejemplos se puede
llegar a que estos dos conjuntos sean iguales, siguiendo un algoritmo incremental.
Cada vez que llega un ejemplo nuevo se adaptan G y S para cubrirlo. El sistema
CAMEL utiliza este algoritmo para aprender me´todos de expansio´n en un planifica-
dor HTN [Ilghami et al., 2002], aplicado a dominios militares. CAMEL aprende de
manera incremental las condiciones de los me´todos. La ventaja de que sea incre-
mental es que no es necesario almacenar todos los ejemplos de entrenamiento. En
cuanto recibe uno, adapta el espacio de versiones y se deshace de e´l. Cada me´todo
tiene su correspondiente EV y cada miembro del EV de un me´todo es una posi-
ble precondicio´n para dicho me´todo. Para generar los ejemplos de entrenamiento
se requieren trazas de problemas resueltos. Cuando el me´todo utilizado llega a la
solucio´n se considera un ejemplo positivo; en caso contrario un ejemplo negativo.
El planificador utilizado es SHOP con una pequen˜a modificacio´n. Si hay ma´s de un
me´todo aplicable a la situacio´n actual SHOP siempre escoge el primero. En CAMEL
se cambia este comportamiento para que elija uno cualquiera aleatoriamente.
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3.7.2. Aprendizaje basado en a´rboles de decisio´n
Los a´rboles de decisio´n son un me´todo de aprendizaje inductivo que intenta
obtener las caracterı´sticas relevantes de un conjunto de ejemplos conocidos pa-
ra hacer una distribucio´n en clases, produciendo reglas de tipo if-then capaces
de clasificar una nueva instancia desconocida en una clase. Son muy robustos al
ruido, capaces de aprender bien con datos incompletos. Hay muchas variantes
de algoritmos de a´rboles de decisio´n, como ID3 [J.R., 1983] y su continuacio´n
C4.5 [Quinlan, 1993], ITI [Utgoff et al., 1997] . . . .
En planificacio´n se ha utilizado este me´todo de aprendizaje para determinar las
acciones que debe seguir un robot mo´vil, Pioneer, en un dominio parcialmente ob-
servable ya que su sistema de sensores no es completo ni preciso [Schmill et al., 2000].
Pretende adquirir de forma dina´mica el modelo de operadores aplicables al robot,
basa´ndose en su propia experiencia. Los datos recogidos por sus sensores, primero
se distribuyen en clases segu´n las caracterı´sticas de los patrones recibidos. Luego
se utiliza un algoritmo de a´rboles de decisio´n para determinar las condiciones ini-
ciales de cada una de las clases. Estas clases se incluyen en el planificador para que
el agente pueda determinar de que´ forma van a cambiar las lecturas de los senso-
res y de que´ forma reaccionara´ el modelo con patrones desconocidos. El dominio
parcialmente observable de Pioneer hace que el modelo que pueda aprender no
sea completo. En general, no puede aprender todas las precondiciones necesarias y
suficientes para cada uno de sus operadores.
3.7.3. Programacio´n Lo´gica Inductiva (ILP)
El sistema GRASSHOPPER aprende reglas para seleccionar metas, operadores
y argumentos de operadores utilizando FOIL [Quinlan and Cameron-Jones, 1995]
como sistema inductivo [Leckie and Zukerman, 1991]. Este sistema busca decisio-
nes similares en trazas de ejemplos resueltos por el planificador para construir de
manera inductiva las reglas de control. El sistema EXEL tambie´n utiliza ILP aplica-
do a planificadores basados en el espacio de estados [Reddy and Tadepalli, 1997].
Considera que el aprendizaje de conocimiento de planificacio´n es equivalente al
aprendizaje de cla´usulas de Horn, sin recursividad ni funciones. Utiliza un algorit-
mo recursivo e interactivo similar a CLINT [Raedt and Bruynooghe, 1992]. Se em-
pieza por la clausula vacı´a H , por medio de preguntas de equivalencia se encuentra
un ejemplo e no incluido en H y se modifica H para incluirlo. Mientras H no sea
equivalente al concepto objetivo C, se repite este proceso con otros ejemplos. Los
literales irrelevantes se descartan de la hipo´tesis por preguntas de relacio´n.
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3.7.4. Otros me´todos inductivos
Aprendizaje de polı´ticas generales: una polı´tica general es una funcio´n que
opera sobre todas las instancias de un determinado dominio y es capaz de
determinar la accio´n que se debe aplicar basa´ndose tanto en el estado del sis-
tema como en las metas actuales. Ejemplos de polı´ticas generales en el mun-
do de los bloques son: ’levantar un bloque mal puesto si esta´ libre’, ’poner el
bloque actual en el destino si el destino esta´ bien situado y libre’, etc. A partir
de ejemplos resueltos en un mismo dominio se pueden aprender estas polı´ti-
cas generales en planificadores basados en el espacio de estados. Este proble-
ma fue tratado inicialmente por Roni Khardon [Khardon, 1999]. Khardon re-
presenta una polı´tica general usando listas ordenadas de reglas y aprende las
polı´ticas generales de forma supervisada a partir de ejemplos resueltos, utili-
zando una variacio´n del algoritmo de Rivest [Rivest, 1987] de listas de deci-
sio´n. Similar a este trabajo es el de Martı´n y Geffner [Martin and Geffner, 2000],
pero en vez de utilizar un lenguaje de reglas, representa las polı´ticas genera-
les en un lenguaje de conceptos [Brachman and Levesque, 1984, Geffner, 1999].
El lenguaje de conceptos tiene la misma expresividad que la lo´gica de predi-
cados de primer orden, pero adema´s tiene una sintaxis que permite razonar
con clases de objetos. Por ejemplo, la clase de objetos ‘bien situado’ en el
mundo de los bloques, se puede definir de manera compacta en te´rminos de
los predicados originales.
El aprendizaje por refuerzo tambie´n esta´ relacionado con el aprendizaje de
polı´ticas pero tienen dos diferencias importantes: la primera es que estas
aproximaciones son algoritmos de aprendizaje supervisado, frente a RL que
no lo es y la segunda diferencia es que, en RL, las polı´ticas toman la forma de
funciones de valor que les hace difı´cil adaptarse a los cambios en el taman˜o
del espacio de estados, lo cual impide que aprendan polı´ticas generales. La
programacio´n gene´tica se ha utilizado para buscar polı´ticas generales. Koza
en [Koza, 1994] y Baum en [Baum, 1995] desarrollaron algoritmos evoluti-
vos para encontrar polı´ticas generales en el mundo de los bloques. Koza las
representa como programas Lisp mientras que en la aproximacio´n de Baum
se representan como una coleccio´n de reglas. Igual que en RL son me´to-
dos no supervisados pero sı´ que pueden aprender polı´ticas generales. Otros
sistemas basados en programacio´n gene´tica no aprenden conocimiento de
control, sino que intentan aprender un programa planificador ya adaptado
al dominio [Spector, 1994]. Es decir, buscan en el espacio de planificado-
res que funcionan bien en un dominio determinado. Hasta el momento, esta
alternativa so´lo ha sido ensayada en dominios muy simples.
Aprendizaje de reglas en planificacio´n por reescritura (Plan Rewriting PbR):
La idea ba´sica de PbR [Ambite and Knoblock, 2001] es, primero generar un
plan inicial y despue´s, reescribirlo iterativamente, usando una serie de reglas,
hasta que la calidad del plan sea aceptable o se alcance el lı´mite de un recurso
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determinado. Este tipo de planificacio´n tiene muchas ventajas con respecto
a la escalabilidad, la calidad de los planes y el tiempo de resolucio´n de pro-
blemas, pero requiere de tres entradas adicionales que no precisan otros pla-
nificadores independientes del dominio: un generador de planes inicial, un
conjunto de reglas y una estrategia de bu´squeda. Aunque las reglas esta´n des-
critas en un lenguaje declarativo de alto nivel, su disen˜o y seleccio´n requieren
un gran esfuerzo por parte del disen˜ador. Por eso, se ha creado un me´todo
capaz de aprender estas reglas a partir de ejemplos [Ambite et al., 2000]. En
un dominio determinado se resuelven un conjunto de problemas de entrena-
miento, con un planificador o´ptimo y con el generador de planes. El sistema
compara ambas soluciones y genera las reglas que transformarı´an la solucio´n
inicial en la o´ptima.
Redes Neuronales [J.W. et al., 1991]: El sistema UCPOP-NN utiliza redes
neuronales para aprender en un planificador de orden parcial [Zimmerman, 1996].
En [Ferna´ndez et al., 2002] se describe un me´todo para aprender las accio-
nes a realizar para resolver problemas del mundo de los bloques.
3.8. Aprendizaje mixto inductivo-deductivo
Sin embargo, los sistemas inductivos tambie´n tienen sus problemas. Por ejem-
plo, necesitan un gran nu´mero de ejemplos para aprender conocimiento de control
eficiente y sus operadores de generalizacio´n a menudo requieren de un gran esfuer-
zo computacional. Para solventar los problemas de los me´todos inductivos y deduc-
tivos, algunos investigadores los han combinado en un sistema multi-estrategia, los
cuales pretenden superar las desventajas de los sistemas deductivos con las carac-
terı´sticas de los inductivos, y viceversa. A continuacio´n, se explican los sistemas e
investigaciones ma´s relevantes que entran en esta categorı´a.
3.8.1. Aprendizaje basado en casos (CBR) y por Analogı´a
Surgieron otros me´todos que utilizaban analogı´a o CBR [Hammond, 1989,
Hanks and Weld, 1995, Kambhampati, 1989, Kettler et al., 1994, Veloso, 1994b],
aplicados tanto a planificacio´n basada en el espacio de estados [Avesani et al., 2000,
Bergmann and Wilke, 1996, Ihrig and Kambhampati, 1996b, Veloso and Carbonell, 1993],
como a planificacio´n de orden parcial
[Ihrig and Kambhampati, 1996a, Ihrig and Kambhampati, 1997]. La idea ba´sica de
esta lı´nea de investigacio´n es utilizar problemas previamente resueltos, sus solucio-
nes (planes) e informacio´n asociada, para resolver nuevos problemas que son simi-
lares a ellos. Para tener una buena visio´n general del tema y de los principales siste-
mas de CBR aplicados a la planificacio´n se puede consultar [Bergmann et al., 1998].
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Las cuestiones que CBR debe resolver en el caso de la planificacio´n son las siguien-
tes:
- Seleccio´n de un conjunto de casos (problemas) similares a los que se preten-
de resolver
- Adaptacio´n de los casos al nuevo problema
- Validacio´n de la solucio´n obtenida
- Almacenamiento y organizacio´n de casos nuevos
La segunda cuestio´n, la adaptacio´n del caso al nuevo problema, adquiere una
dimensio´n importante en planificacio´n. En CBR se distinguen dos tipos de adap-
tacio´n: transformacional y generativa. La transformacional utiliza heurı´sticas de-
pendientes del dominio para transformar los planes de problemas similares al que
se quiere resolver [Carbonell, 1983]. La adaptacio´n generativa utiliza el/los casos
almacenados para dirigir a un planificador. Es decir, se intenta resolver cada nue-
vo problema con el planificador, pero utilizando un caso similar a dicho problema
para orientar al sistema de planificacio´n.
Un sistema representativo de CBR aplicado a planificacio´n es PRODIGY4.0-
ANALOGY que utiliza analogı´a derivacional [Veloso, 1994a]. PRODIGY4.0/ANALOGY
almacena las decisiones tomadas por el planificador al resolver problemas jun-
to con sus justificaciones. Esto permite identificar que´ transformaciones es ne-
cesario realizar a las decisiones tomadas por el sistema de planificacio´n para re-
solver aquellos problemas que sean similares pero no ide´nticos. A diferencia de
ANALOGY, CAPLAN/CBC utiliza un planificador que busca en el espacio de pla-
nes [Mun˜oz-Avila and Huellen, 1995].
Otro sistema, PARIS, almacena cada caso en diferentes niveles de abstraccio´n
[Bergmann and Wilke, 1996]. Para resolver nuevos problemas, se equipara el pro-
blema con algu´n caso de la jerarquı´a de abstracciones y se utiliza el planifica-
dor para refinar el caso abstracto y adaptarlo al nuevo problema (relativo a la
planificacio´n utilizando abstraccio´n existen tambie´n sistemas, como ALPINE, que
pueden aprender automa´ticamente las abstracciones de un dominio de planifica-
cio´n [Knoblock, 1991]). ABALONE utiliza planificacio´n y analogı´a en el campo de
la demostracio´n de teoremas [Reiser and Kaindl, 1994]. PRIAR sigue la filosofı´a de
la analogı´a derivacional, utilizando las dependencias entre los diferentes operado-
res de un plan, para reutilizar los casos [Kambhampati and Hendler, 1989]. MRL
utiliza representaciones lo´gicas, y plantea la recuperacio´n de los casos de la base
como preguntas lo´gicas (logic query language) [Koehler, 1994]. PLAGIATOR usa
CBR para la demostracio´n de teoremas, pero sigue una filosofı´a puramente trans-
formacional [Kolbe and Brauburger, 1997].
El sistema HICAP (Hierachical Interactive Case-based Architecture for Plan-
ning) [Mun˜oz-Avila et al., 1999] combina el planificador SHOP con un sistema
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CBR llamado NACODAE [Breslow and Aha, 1997]. Cuando no se tiene una defini-
cio´n completa del dominio y no se tiene toda la informacio´n sobre el estado actual
resulta difı´cil decidir que´ me´todo de refinamiento jera´rquico utilizar. Los me´todos
de refinamiento o de expansio´n son las diferentes maneras en que una accio´n de
un nivel jera´rquico se transforma en acciones del siguiente nivel. NACODAE inte-
ractu´a con el usuario por medio de preguntas y respuestas que le permiten extraer
algu´n caso similar que tuviese almacenado que resuelva el problema. El sistema
CASEADVISOR [Carrick et al., 1999] tambie´n integra razonamiento basado en ca-
sos y planificacio´n jera´rquica. Utiliza planes almacenados con anterioridad para
obtener informacio´n de co´mo resolver una tarea en vez de para elegir el me´todo
de refinamiento. El aprendizaje CBR tambie´n se ha aplicado en planificacio´n tem-
poral, en dominios complejos de control de emergencias en los que el tiempo de
respuesta es crı´tico [Avesani et al., 1998].
3.8.2. Aprendizaje por refuerzo (RL)
El aprendizaje por refuerzo consiste en aprender polı´ticas que permitan decidir,
ante una situacio´n o estado, que´ accio´n es la ma´s adecuada para lograr un objetivo
o meta por medio de te´cnicas de prueba y error. En cada experiencia, se prueba a
ejecutar una accio´n recibiendo del dominio un refuerzo positivo o negativo segu´n
el resultado de dicha accio´n. En la mayorı´a de los sistemas se pretende maximizar
la suma de los refuerzos, como en Q-LEARNING [Watkins and Dayan, 1992] y en
ADAPTIVE REAL-TIME DYNAMIC PROGRAMMING (ARTDP) [Barto et al., 1995],
pero existen otros sistemas donde se optimiza la media de los refuerzos
[Mahadevan, 1996].
La teorı´a matema´tica que se aplica en su desarrollo se basa en los trabajos de
programacio´n dina´mica de Bellman y la teorı´a de control o´ptimo que se comenzo´ a
desarrollar a mediados de los 50
[Bellman, 1957, Bellman and Kalaba, 1965, Kumar, 1986]. Casi todos los algorit-
mos de RL esta´n basados en la aproximacio´n de las funciones de valor que estiman
lo bueno que es para un agente estar en un determinado estado, o lo bueno que es
ejecutar una determinada accio´n desde un determinado estado, que es equivalente
a aprender una polı´tica de accio´n. En planificacio´n con incertidumbre resultan muy
apropiadas estas te´cnicas de aprendizaje, tanto si se conoce el modelo del dominio
como si no. Cuando se conoce el modelo, se aplica programacio´n dina´mica para de-
cidir que´ accio´n aplicar en cada estado (la polı´tica) [Mahavedan and Connell, 1992,
Sutton, 1990, Watkins and Dayan, 1992]. Cuando no se conoce el modelo, se tie-
nen dos posibilidades: me´todos basados en el modelo, que primero aprenden el
modelo y luego ya aplican programacio´n dina´mica para aprender la polı´tica; y los
me´todos libres de modelos o aprendizaje por refuerzo directo, que directamente
aprenden las polı´ticas sin aprender el modelo.
El sistema LOPE [Garcı´a-Martı´nez and Borrajo, 1998] aprende el modelo del
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dominio observando los efectos que produce cada accio´n. El aprendizaje se lleva
a cabo integrando tres te´cnicas: por observacio´n, creando operadores directamente
de la experiencia y observando sus consecuencias en el dominio; generalizando
por medio de heurı´sticas operadores incorrectos; y por medio de aprendizaje por
refuerzo que genera refuerzos positivos y negativos segu´n la exactitud con que se
adecuan al dominio. Cuando el espacio de estados es continuo, es decir, no existe
un conjunto de estados discretos, se requieren te´cnicas de aprendizaje por refuerzo
diferentes, como por ejemplo, las utilizadas en [Ferna´ndez and Borrajo, 2002].
El sistema H-LEARNING utiliza me´todos de aprendizaje por refuerzo basa´ndose
en el modelo, optimizando la media de los refuerzos. Se ha aplicado al dominio
de los vehı´culos automa´ticos guiados [Tadepalli and Ok, 1998], similar al sistema
DYNA [Sutton, 1991]. Por u´ltimo, se han hecho algunos trabajos para extender RL
a POMDPs [Littman et al., 1995, Parr and Russel, 1995].
3.8.3. Otros sistemas inductivos-deductivos
Algunos sistemas iniciales basados en este principio son LEX-2 [Mitchell et al., 1982]
y META-LEX [Keller, 1987]. AXA-EBL combina dos te´cnicas: EBL + induccio´n
para aprender heurı´sticas aproximadamente correctas (es decir, cercanas a las que
aprenderı´a EBL so´lo) [Cohen, 1990]. En primer lugar, AXA-EBL aprende reglas
de control utilizando EBG. A partir de esas reglas, se construye un conjunto de
reglas de control eliminando k o menos condiciones de la regla. A continuacio´n
se evalu´an dichas reglas para encontrar las reglas de mı´nimo taman˜o que cubran
el mayor nu´mero de ejemplos positivos y el menor nu´mero de ejemplos negativos
(induccio´n). AXA-EBL tiene el inconveniente de que so´lo puede utilizar valores
pequen˜os de k, puesto que el conjunto de aproximaciones a la regla original crece
exponencialmente al incrementar k.
DOLPHIN (Dynamic Optimization of Logic Programs through Heuristic INduc-
tion) es una extensio´n de AXA-EBL que utiliza FOIL como sistema inductivo que
es ma´s potente [Zelle and Mooney, 1993]. HAMLET tambie´n combina induccio´n
y deduccio´n de una manera incremental [Borrajo and Veloso, 1997]. Utiliza dos
mo´dulos. El primero esta´ basado en EBL y aprende reglas de control que son apro-
ximadamente correctas y normalmente demasiado especı´ficas. El segundo mo´dulo
usa induccio´n para generalizar y especializar las reglas. El sistema EVOCK combi-
na el sistema de aprendizaje deductivo-inductivo de conocimiento de control ba-
sado en el espacio de versiones de HAMLET, con el paradigma de programacio´n
gene´tica [Aler et al., 2002]. Con ello se pretende superar las limitaciones de HAM-
LET, como son: la dependencia del lenguaje que usa para representar las hipo´tesis,
dependencia de sus operadores de bu´squeda de los ejemplos de aprendizaje y la di-
ficultad de an˜adir sesgos que enfoquen el sistema no so´lo a aprender conocimiento
correcto sino tambie´n conocimiento eficaz.
Otro sistema multi-estrategia es SCOPE [Estlin and Mooney, 1997]. SCOPE com-
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bina EBL e induccio´n de una manera diferente. El mo´dulo principal esta´ basado en
ILP (en concreto usa el sistema FOIL) y como todo me´todo inductivo, aprende a
partir de ejemplos de problemas de planificacio´n (decisiones correctas e incorrectas
del planificador UCPOP). Usa EBL para obtener literales que son usados por ILP
para construir nuevas cla´usulas. De esta manera se reduce el espacio en el que ILP
busca cuando construye nuevas cla´usulas. Tanto HAMLET como SCOPE combinan
las caracterı´sticas de los me´todos inductivos y deductivos para reducir sus proble-
mas: EBL ya no necesita utilizar teorı´as completas del dominio con el objetivo de
producir reglas completamente correctas, puesto que las reglas pueden ser corre-
gidas por el sistema inductivo. Adema´s, el que EBL produzca reglas demasiado
especı´ficas ya no es problema´tico, puesto que la induccio´n se encargara´ de gene-
ralizarlas. Desde el punto de vista de la induccio´n, ya no es necesario un nu´mero
ingente de ejemplos para aprender, puesto que el aprendizaje esta´ sesgado por el
conocimiento aproximadamente correcto aprendido por el mo´dulo deductivo. El
sistema BLACKBOX/FOIL [Huang et al., 2000] tambie´n utiliza EBL+ILP en plani-
ficacio´n basada en el espacio de estados.
Existen sistemas hı´bridos, como DERNSLP+EBL, el cual combina EBL para
planificadores de orden parcial y CBR. Este sistema aprende de los fallos que se
producen tras recuperar un caso e intentar re-generarlo para adaptarlo a un nue-
vo problema [Ihrig and Kambhampati, 1996a]. TALUS intenta combinar el apren-
dizaje de macro-operadores, CBR y EBL dentro de un mismo esquema gene´ri-
co [Allen et al., 1992]. ALPINE combina aprendizaje de jerarquı´as de abstraccio´n
y EBL [Knoblock et al., 1991]. X-LEARN, en lugar de aprender reglas de control,
aprende un nuevo planificador basado en descomposicio´n. X-LEARN utiliza ILP
en combinacio´n con te´cnicas EBL [Reddy and Tadepalli, 1997]. Para cada proble-
ma de aprendizaje, construye una regla de descomposicio´n que resuelve ese pro-
blema. A continuacio´n, se combina esa regla con las reglas aprendidas previa-
mente de manera que se encuentre la generalizacio´n menos general. El sistema
EBRL [Dietterich and Flann, 1997] utiliza EBL combinado con RL para poder tra-
tar con teorı´as del dominio incompletas.
3.9. Conclusiones
Se ha presentado una serie de aproximaciones relacionadas con la planifica-
cio´n en IA y sistemas que aplican alguna de las mu´ltiples formas de aprendizaje
automa´tica a los planificadores base independientes del dominio.
Referente a los sistemas de planificacio´n la conclusio´n que se puede extraer es
que no hay un planificador o´ptimo que destaque sobre todos los dema´s para todos
los dominios y todos los problemas; cada te´cnica de planificacio´n tiene sus venta-
jas e inconvenientes. Sin embargo, parece que los planificadores heurı´sticos y los
basados en GRAPHPLAN son los que hoy en dı´a tienen una mayor aceptacio´n entre
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la comunidad de planificacio´n independiente del dominio por su rapidez. Por otro
lado, los planificadores jera´rquicos son los ma´s utilizados en aplicaciones del mun-
do real. Muchos algoritmos de planificacio´n, aunque las te´cnicas sean diferentes,
comparten decisiones comunes como el operador a utilizar para alcanzar una meta
o el orden de resolucio´n de las metas pendientes.
En cuanto al aprendizaje, la conclusio´n derivada de estos trabajos es que el
aprendizaje mejora los algoritmos de planificacio´n y casi cualquiera de las te´cnicas
cla´sicas de aprendizaje en IA es aplicable. La mayorı´a de estas investigaciones se
dirigen a mejorar los recursos consumidos, como la memoria utilizada y el tiempo
en la bu´squeda de las soluciones, y muy pocas tratan de mejorar la calidad de los
planes obtenidos.
En general, no hay un lenguaje esta´ndar para representar el conocimiento de
control, ni una metodologı´a general de aprendizaje adaptable a diferentes paradig-
mas de planificacio´n. Tampoco hay trabajos centrados en transferir conocimiento
de control entre diferentes planificadores.
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Capı´tulo 4
Tecnologı´a utilizada
En esta seccio´n se explican en detalle los planificadores y sistemas de aprendi-
zaje desarrollados por otros investigadores que adquieren especial relevancia en la
elaboracio´n de la tesis.
La secciones 4.1 y 4.2 describen PRODIGY4.0 y HAMLET respectivamente,
ya que los nuevos sistemas de aprendizaje propuestos en esta tesis esta´n basado
en HAMLET, sistema multi-estrategia deductivo-inductivo de aprendizaje de reglas
de control para PRODIGY4.0. Adema´s, en varios de los experimentos realizados
para validar las ideas de la tesis intervienen ambos sistemas. La seccio´n 4.3 explica
el sistema de aprendizaje EVOCK que complementa a HAMLET y se utiliza para
estudiar la transferencia de conocimiento de control entre sistemas de aprendizaje
en planificacio´n.
Los sistema de aprendizaje en planificacio´n dependen estrechamente del pla-
nificador al que se aplica. Los sistemas aquı´ implementados utilizan los planifica-
dores: HYBIS que se explica en la seccio´n 4.4 y TGP, explicado en 4.6. TGP es una
ampliacio´n de GRAPHPLAN para tratar razonamiento temporal. La seccio´n 4.5 ex-
plica en detalle el planificador GRAPHPLAN y los trabajos posteriores realizados
para mejorarlo.
4.1. Planificador PRODIGY
PRODIGY4.0 es un planificador no lineal de orden total bidireccional en pro-
fundidad que hace bu´squeda en el espacio de estados para encontrar el plan solu-
cio´n (ver [Veloso et al., 1995] para los detalles del algoritmo). Empezando por las
metas del problema va asignando operadores que las satisfagan, y segu´n va encon-
trando operadores que se puedan ejecutar los ejecuta desde el estado inicial. Las
entradas a PRODIGY4.0 son las esta´ndar en cualquier planificador: la definicio´n
del dominio y el problema, ma´s un conjunto de reglas de control o heurı´sticas que
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especifican co´mo tomar las decisiones durante el proceso de bu´squeda. Tambie´n se
le puede controlar por un conjunto de para´metros como el lı´mite de tiempo y nodos
hasta encontrar la solucio´n, el lı´mite de profundidad del algoritmo de bu´squeda, si
debe encontrar mu´ltiples soluciones . . . . La salida es un plan va´lido de orden total;
una secuencia de operadores instanciados tales que, cuando se ejecutan, transfor-
man el estado inicial del problema en un estado donde todas las metas del problema
son ciertas (se han conseguido).
Todo el conocimiento se especifica usando el lenguaje PDL (PRODIGY DES-
CRIPTION LANGUAGE [Carbonell et al., 1992, Minton et al., 1989]) que es similar
en te´rminos de poder de representacio´n al de ADL en la versio´n PDDL2.2 (inclu-
yendo axiomas, llamados reglas de inferencia en PDL).1.
Desde la perspectiva de adquisicio´n de heurı´sticas, el ciclo de razonamiento
del algoritmo de planificacio´n implica distintos tipos de puntos de decisio´n:
1. Seleccionar una meta del conjunto de metas pendientes; es decir, precondi-
ciones de operadores previamente seleccionados que no sean ciertas en el
estado actual de planificacio´n (por omisio´n, selecciona la meta sobre la que
trabajar segu´n el orden de la definicio´n de las metas en el fichero del proble-
ma).
2. Elegir un operador, entre los definidos en el dominio, para conseguir la meta
particular seleccionada (por omisio´n, se exploran segu´n su posicio´n en el
fichero del dominio).
3. Elegir los valores de las variables para instanciar el operador elegido (por
omisio´n, selecciona los valores que lleven a un operador instanciado con ma´s
precondiciones ciertas en el estado actual).
4. Aplicar el operador instanciado (decisio´n por omisio´n en la versio´n utilizada
en esta tesis), o seleccionar otra meta no resuelta empezando un nuevo ciclo
de razonamiento.
Cuando un operador instanciado es aplicado pasa a ser la siguiente accio´n del
plan solucio´n y el estado de planificacio´n se actualiza segu´n los efectos de dicho
operador (bidireccionalidad)
En la figura 4.1 se muestra un ejemplo del a´rbol de bu´squeda generado por
PRODIGY al resolver un problema del dominio Blocks donde se observan los pun-
tos de decisio´n anteriores. En este dominio se definen cuatro operadores: pick-up,
cuando el brazo del robot coge un bloque de encima de la mesa; put-down, cuan-
do se deja el bloque sostenido por el brazo sobre la mesa; stack, cuando el brazo
del robot coge un bloque que esta´ encima de otro bloque; y unstack, cuando se
1Se han definido traductores en las dos direcciones, PDL a PDDL y viceversa, cubriendo casi todas
las caracterı´sticas de representacio´n.
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deja el bloque sostenido por el brazo encima de otro bloque (para una descripcio´n
completa del dominio consultar el ape´ndice A.5). Inicialmente se tienen los blo-
ques C,B y D sobre la mesa, y el bloque A encima del C. La meta del problema es
que el bloque A este´ sobre la mesa. El primer punto de decisio´n es seleccionar la
meta sobre la que empezar a trabajar. En este caso so´lo hay una, on-table(A).
Luego selecciona un operador, de entre todos los definidos en el dominio, que con-
siga dicha meta; es decir, que tenga entre sus efectos la meta. En este dominio so´lo
existe el operador put-down. El tercer punto de decisio´n es asignar las variables
al operador elegido. En este caso, el operador so´lo tiene una variable que queda
fijada por la propia meta, el bloque A. Las precondiciones del operador, que no
sean ciertas en el estado actual, pasan a la lista de metas pendientes y comienza un
nuevo ciclo de razonamiento. En el ejemplo, la precondicio´n de put-down(A) es
holding(A). El segundo ciclo de razonamiento empieza seleccionando la u´nica
meta pendiente holding(A). Existen dos operadores del dominio que la an˜aden,
pick-up y unstack. Selecciona el primer operador pick-up. El siguiente
nodo asigna las variables al operador seleccionado pick-up(A). Las precondi-
ciones de dicho operador son arm-empty, clear(A) y on-table(A) que
era la meta que se estaba tratando de solucionar en primer lugar, con lo que se ha
entrado en lo que se denomina un bucle de meta y el planificador etiqueta el nodo
como de fallo. Retrocede y selecciona el operador unstack. Tiene dos variables:
el bloque a levantar y el bloque desde el que se levanta. La primera queda fijada
por la meta, holding(A), pero la segunda variable puede ser cualquier bloque
del problema. El planificador intenta todas las opciones hasta llegar a la correcta,
unstack(A,C). Todas sus precondiciones son ciertas en el estado de planifica-
cio´n y se llega al u´ltimo punto de decisio´n posible, aplicar dicho operador instan-
ciado o seguir resolviendo otra meta. En este ejemplo no quedan metas pendientes
y aplica el operador instanciado UNSTACK(A,C), con lo que ya se cumplen todas
las precondiciones del operador put-down(A) y aplica el operador instancia-
do PUT-DOWN(A). Si hubiese otras metas pendientes, en este punto el planifi-
cador podrı´a seleccionar otra meta para resolver en vez de aplicar el operador. El
plan solucio´n se compone de los dos operadores instanciados: UNSTACK(A,C) y
PUT-DOWN(A).
PRODIGY permite definir conocimiento de control declarativo. En cada uno de
los puntos de decisio´n se pueden disparar reglas que determinen el siguiente nodo
a explorar. En el ejemplo anterior se pueden definir una regla para seleccionar
el operador unstack y otra para seleccionar las variables de dicho operador tal
como se muestra en la figuras 4.2 y 4.3 respectivamente.
En la siguiente seccio´n se explica en detalle la sintaxis de estas reglas ya que
va a ser el modelo de partida para definir el lenguaje comu´n de representacio´n del
conocimiento de control.
El planificador no incorpora heurı´sticas independientes del dominio ya que el
objetivo de PRODIGY no es construir el planificador ma´s eficiente, sino estudiar

































Figura 4.1: Ejemplo de a´rbol de bu´squeda gene´rico en PRODIGY.
(control-rule select-op-unstack-for-holding
(if (and (current-goal (holding <x>))
(true-in-state (on <x> <y>))))
(then select operator unstack))
Figura 4.2: Ejemplo de regla de control de PRODIGY para seleccionar el operador
unstack en el dominio de los bloques.
te´cnicas de aprendizaje automa´tico para la resolucio´n de problemas. La idea era que
la arquitectura pudiera incrementalmente aprender conocimiento (como heurı´sti-
cas, casos, modelos del dominio . . . ) a trave´s de la interaccio´n entre el planificador
y la te´cnica de aprendizaje, de forma que este conocimiento haga a PRODIGY efi-
ciente.
4.2. Sistema de aprendizaje HAMLET
HAMLET es un sistema de aprendizaje mixto, combinando te´cnicas de aprendi-
zaje deductivo e inductivo, que aprende automa´ticamente reglas de control para el
planificador PRODIGY. A continuacio´n se explica un resumen de sus caracterı´sticas
principales. Para una completa descripcio´n del sistema consultar [Borrajo and Veloso, 1997].
La figura 4.4 muestra un esquema de su arquitectura. Recibe como entrada un
conjunto de problemas de aprendizaje de un dominio. Por cada problema, PRO-
DIGY lo resuelve y guarda el a´rbol de bu´squeda generado hasta encontrar la solu-
cio´n. El mo´dulo deductivo de HAMLET explora el a´rbol aplicando EBL para dar una
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(control-rule select-bindings-unstack-holding
(if (and (current-goal (holding <x>))
(current-operator unstack)
(true-in-state (on <x> <y>))))
(then select bindings
((<ob> . <x>) (<underob> . <y>))))
Figura 4.3: Ejemplo de regla de control para seleccionar las variables del operador
unstack en el dominio de los bloques.
explicacio´n de la decisiones correctas de PRODIGY que llevaron a la solucio´n y ge-
nera un conjunto de reglas de control que son aproximadamente correctas. Dichas
reglas pueden ser demasiado generales o demasiado especı´ficas. El mo´dulo induc-
tivo usa aprendizaje inductivo para corregir dichas reglas, generaliza´ndolas cuando
encuentra nuevos ejemplos positivos de entre el resto de problemas de aprendizaje
o especializa´ndolas si el ejemplo es negativo. Adema´s del dominio y los proble-
mas HAMLET tiene como entradas diversos para´metros de aprendizaje del mo´dulo

















Figura 4.4: Esquema arquitectura de HAMLET.
Me´trica de calidad: determina el criterio o me´trica a utilizar para medir la
calidad de las soluciones encontradas por PRODIGY. El conocimiento de
control generado tratara´ de maximizar la calidad. Ejemplos de me´tricas pue-
den ser la longitud del plan, el tiempo tardado en encontrar la solucio´n, el
coste econo´mico del plan . . . o incluso combinaciones de ma´s de un criterio.
Modo de aprendizaje: HAMLET permite que el aprendizaje se haga sobre
todos los puntos de decisio´n del camino solucio´n durante la resolucio´n del
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problema o bien, so´lo sobre las decisiones que no sean la opcio´n por omisio´n
del planificador.
Para´metro de optimalidad: para que el aprendizaje tenga lugar es necesario
que PRODIGY resuelva un problema y genere todo el a´rbol de bu´squeda. En
algunos dominios esto no es posible y HAMLET permite empezar el apren-
dizaje sobre un a´rbol de bu´squeda no generado completamente.
La figura 4.5 describe un ejemplo de regla de control aprendida por HAMLET
en el dominio Logistics (se describe en el ape´ndice A.1) para seleccionar el ope-
rador unload-airplane. La regla dice que si la meta es tener un paquete en
una localidad, <location1>, y el paquete esta´ actualmente dentro de un avio´n,
entonces el planificador deberı´a usar el operador unload-airplane en vez del
operador unload-truck que tambie´n alcanza la misma meta (tener un paquete
en una localidad dada). Sin esta regla, debido al razonamiento hacia atra´s, PRO-
DIGY intentarı´a satisfacer la meta utilizando el primer operador en la definicio´n del
dominio que entre sus efectos la an˜ada (unload-truck) an˜adiendo en la lista de
metas pendientes las precondiciones de dicho operador, incluida la precondicio´n
de que el paquete este´ dentro de un camio´n. Intentarı´a buscar operadores para con-
seguir que el paquete este´ dentro de un camio´n incrementando innecesariamente
el a´rbol de bu´squeda. Eligiendo el operador seleccionado por la regla se consigue
alcanzar la meta aplicando un u´nico operador.
HAMLET induce esta regla ma´s general a partir de dos reglas ma´s especı´ficas
aprendidas, en el mo´dulo deductivo, de dos problemas de entrenamiento distintos.
En el primer problema, el avio´n esta´ en un aeropuerto distinto de <location1>
y la primera regla aprendida tiene como precondicio´n un true-in-state ma´s
indicando la localizacio´n del avio´n. En un segundo problema, el avio´n esta´ en
<location1> an˜adie´ndose el correspondiente meta-predicado true-in-state.
El mo´dulo inductivo de HAMLET detecta que ambas reglas esta´n subsumidas por
la regla ma´s general aprendida (las dos reglas ma´s especı´ficas se quitan).
(control-rule select-operators-unload-airplane
(if (and (current-goal (at <package> <location1>))





(then select operator unload-airplane))
Figura 4.5: Ejemplo de regla de control aprendida por HAMLET para seleccionar el opera-
dor unload-airplane en el dominio Logistics.
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4.3. Sistema de aprendizaje EVOCK
EVOCK es un sistema de aprendizaje inductivo para aprender reglas de control
basado en Programacio´n Gene´tica (ver [Aler et al., 2002] para los detalles). Em-
pieza con una poblacio´n inicial formada por un conjunto de reglas (llamadas indi-
viduos) que pueden ser generadas aleatoriamente o proporcionadas externamente.
La figura 4.6 muestra un ejemplo de individuo en el dominio Blocks. En este
caso, el individuo consta de dos reglas: select-op-unstack-1 y
select-op-unstack-2. Cada regla se compone de dos partes: la parte de pre-
condiciones, representada en la figura debajo de IF, y la parte del consecuente (de-
bajo de THEN). La parte de precondiciones, a su vez, se divide en meta-predicados,
separando las variables de las constantes . Y la parte del consecuente se divide
en tres: el tipo de regla (select, prefer o reject), la accio´n (operator,
goal, bindings) y el argumento. Los individuos se dividen segu´n se muestra























Figura 4.6: Ejemplo de individuo en EVOCK.
Despue´s, sigue un tipo de bu´squeda heurı´stica en haz para encontrar un con-
junto de reglas suficientemente buenas. Durante la bu´squeda, los individuos se mo-
difican mediante los operadores gene´ticos. Existe una grama´tica para generar so-
lamente reglas sinta´cticamente correctas. Los operadores gene´ticos pueden an˜adir
reglas (o partes de ellas), quitar reglas (o partes de ellas) y cruzar partes de unas
reglas con partes de otras, igual que el operador esta´ndar crossover de Programa-
cio´n Gene´tica. EVOCK tambie´n incluye algunos operadores hechos a medida para
modificar las reglas de control. La bu´squeda en EVOCK esta´ guiada por la funcio´n
de fitness que evalu´a los individuos entre otros criterios segu´n el nu´mero de proble-
mas del conjunto de entrenamiento que es capaz de resolver, el nu´mero de nodos
expandidos, y el taman˜o del individuo (son preferibles los ma´s pequen˜os).
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4.4. El planificador HYBIS
El disen˜o correcto y completo de un programa de control industrial es muy
complejo, incluso para un humano. Tradicionalmente, los ingenieros de control
han usado diferentes metodologı´as, esta´ndares y herramientas para llevar a cabo
esta tarea. El esta´ndar ISA-SP88 [ANS, 1995] constituye una de estas metodo-
logı´as usada para hacer un disen˜o jera´rquico de programas de control industrial.
El planificador HYBIS mezcla te´cnicas de HTN y POCL (versio´n de POC) para
aproximar la resolucio´n de problemas de planificacio´n a la manera en la que los
ingenieros disen˜an los programas de control en los sistemas de manufacturacio´n
en dos sentidos:
representa una planta industrial como una composicio´n jera´rquica de dispo-
sitivos a distintos niveles de abstraccio´n que aceptan el esta´ndar SP88, lo
cual facilita al ingeniero la representacio´n de los dominios (entrada) y
genera programas de control automa´ticamente a distintos niveles de detalle,
cercano a la manera en que los humanos desarrollan un programa modular
de control industrial, lo cual produce una salida ma´s entendible.
Los dominios para el planificador son representados por una jerarquı´a de agen-
tes donde la raı´z (un agente ficticio) representa toda la planta industrial, los nodos
hojas son los agentes primitivos que representan los dispositivos de la planta y
los nodos intermedios son los agentes agregados. La estructura y comportamiento
de los agentes agregados viene determinada por el conjunto de agentes de un nivel
menor de abstraccio´n del que este´n compuestos. Cada agente agregado tiene cono-
cimiento de las diferentes alternativas que hay para llevar a cabo las acciones del
siguiente nivel. Esto es equivalente a los diferentes me´todos usados en HTN para
descomponer cada operador.
4.4.1. Ejemplo de dominio
Como ejemplo de descripcio´n de un dominio se tiene el sistema de manufac-
turacio´n ITOPS extraı´do de [Viswanathan et al., 1998]. La figura 4.7 muestra el
diagrama de la planta al ma´s alto nivel. La descripcio´n de la composicio´n jera´rqui-
ca de sus agentes se muestra en la figura 4.8.
Esta planta tiene los productos r1 a r5 inicialmente en los tanques S1 a S5. Los
productos intermedios, obtenidos por la reaccio´n de los iniciales, son I1 a I4, segu´n
el siguiente esquema:
- Mix r1, r2, y r3 producen I1.
- Filter I1 produce I3.
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MIX1 V15DISTILLER2HEAT2 V14 FILTER
Figura 4.8: Planta ITOPS . Jerarquı´a de agentes.
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- Heat r4, r5 e I3 producen I4.
El agente TANK1 es un tanque para contener los tres productos que vienen de
los tanques S1 a S5, que son mezclados por el agente MIX1. Los agentes STILL1 y
STILL2 compuestos por HEAT1 y HEAT2 respectivamente calientan unos produc-
tos y los transforman en otros. El agente FILTER sirve para filtrar. Los transporta-
dores TRANS-3 y TRANS-1 son similares salvo que el primero puede transportar
cualquier combinacio´n de tres productos desde un punto hasta otro, siempre que
este´n conectados por cualquiera de los circuitos que lo componen. Y TRANS-1 se
refiere a un so´lo producto. Los agentes denominados LINE son circuitos compues-
tos por un nu´mero determinado de va´lvulas.
Este dominio tiene tres niveles de abstraccio´n con los siguientes agentes (entre
pare´ntesis el tipo):
Nivel 1: TANK1-AGG(tank), STILL1-AGG(still), STILL2-AGG(still),
FILTERAGG-AGG(filter-agg), TRANS-3(line-3prod), TRANS-1(line-1prod).
Nivel 2: TANK1(tank), STILL1(still), STILL2(still), FILTERAGG(filter-agg),
LINE1 a LINE9 y LINE7-1(valve-agg).
Nivel 3: MIX1(mixer-3prod), HEAT1(heater-3prod), DISTILLER1(distiller),
HEAT2(heater-3prod), DISTILLER2(distiller), FILTER(filter), V1, V2, V7
a V10(valve), V11,V12,V15 a V21, V23(valve-fwd).
4.4.2. Descripcio´n de los agentes
Cada agente tiene un comportamiento similar al de un auto´mata finito: esta´ en
un estado que puede ser cambiado por una accio´n (operador) definida dentro del
agente. Un agente se representa como g=<N,V,E,A> donde
N(g) representa el nombre u´nico del agente.
V(g)=v1, ..., vn es un conjunto de variables que pueden tomar su valor (son
instanciadas) de objetos definidos en el dominio. Cada variable tiene restric-
ciones de asignacio´n y de no-asignacio´n.
E(g)=s1, ..., sm es el conjunto de estados en los que un agente puede encon-
trarse.
A(g)=a1, .., ap es el conjunto de acciones que pueden ser ejecutadas por el
agente. Cada accio´n produce un u´nico cambio de estado en el agente.
Por ejemplo, en la planta ITOPS de la figura 4.7 se tiene el agente MIX1 que
mezcla tres productos contenidos en el tanque TANK1, y viene definido de la si-
guiente forma:
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N= MIX1
V= (?P1 ?P2 ?P3 ?RESULT ?LOC)
E= (OFF MIXING)
A= (MIX OFF-MIX)
Las variables de este agente son los tres productos que puede mezclar (?P1,?P2 y
?P3), el resultado obtenido de la mezcla (?RESULT) y el lugar donde esta´n contenidos
los productos (?LOC). Los estados son dos: OFF, cuando esta´ parado y MIXING cuando
esta´ activo. Y las acciones tambie´n son dos: MIX (mezclar productos) y OFF-MIX
(parar de mezclar los productos).
Una accio´n primitiva es una accio´n que puede llevar a cabo un agente primitivo
y se representa mediante la tupla ap=<N,Arg,Req,Efs> donde:
N(ap) es un sı´mbolo identificativo de la accio´n dentro del agente al que per-
tenece.
Arg(ap) es un conjunto de variables o constantes que representan los argu-
mentos de la accio´n.
Req(ap) es el conjunto de requisitos, representado cada uno como un lite-
ral, que deben ser ciertos para poder ejecutar la accio´n. Existen cuatro tipos
distintos de requisitos: previos, deben cumplirse antes de que se ejecute ap;
simulta´neos, deben cumplirse durante la ejecucio´n de ap; de consulta, se de-
ben cumplir antes de ejecutarse ap pero se interpretan como la respuesta a
una consulta sobre la situacio´n producida por la ejecucio´n de otras acciones;
y posteriores, condiciones que se deben cumplir despue´s de ejecutar ap.
Efs(ap) es el conjunto de efectos de la accio´n. Es un conjunto de literales
que representan el cambio de estado producido en el agente por la ejecucio´n
de ap, adema´s del cambio producido en los objetos del dominio debido a la
ejecucio´n de la accio´n.
En el ejemplo anterior del agente MIX1, la accio´n MIX viene definida por:
N=MIX
Arg=(MIX1 ?RESULT)
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(MIX ?RESULT ?LOC)
(CONTAINS ?RESULT ?LOC)
(NOT (STATE MIX1 OFF)))
La accio´n MIX que mezcla los tres productos requiere dos argumentos, el propio
agente MIX1 y el producto resultado de la mezcla ?RESULT. Los requisitos necesa-
rios previos a la ejecucio´n de la accio´n son que el agente este´ parado, (STATE MIX1
OFF), que la mezcla de los tres productos se transforme en el producto resultado,
(TRANS-OP ?P1 ?P2 ?P3 ?RESULT) y que cada producto este´ ubicado en la misma loca-
lizacio´n, (CONTAINS ?PX ?LOC). El u´nico requisito necesario durante la ejecucio´n de
la accio´n es que los tres productos se puedan transformar en el producto resultado.
No requiere ningu´n requisito ni de consulta ni posteriores. El efecto de esta accio´n
es que cambia el estado del agente a MIXING y por tanto deja de estar en el estado
OFF, y que el producto resultado ?RESULT queda mezclado en ?LOC.
Los requisitos y efectos de una accio´n se representara´n como un conjunto de
literales, donde un literal es la representacio´n de un predicado que puede estar ins-
tanciado o no. Las acciones de los agentes agregados se representan igual que las
de los primitivos pero con una propiedad ma´s llamada expansio´n que especifica
las diferentes maneras posibles de transformar una accio´n en un problema de otro
nivel. Cada me´todo de expansio´n se representa por un conjunto de literales, que
pueden estar ordenados, representando un problema a resolver por agentes del si-
guiente nivel de abstraccio´n. Por ejemplo, en la planta ITOPS de la figura 4.8 se
tiene el agente TRANS-3 del nivel 1 que transporta tres productos desde un punto
hasta otro. Para su accio´n agregada OFF se definen dos me´todos de expansio´n adi-
cionales:
((STATE LINE1 OFF) (STATE LINE4 OFF) (STATE LINE7-1 OFF)) y
((STATE LINE4 OFF) (STATE LINE5 OFF) (STATE LINE9 OFF))
Es decir, dicha accio´n se puede transformar en dos problemas del nivel 2 distin-
tos. El primero consiste en que tres de los agentes del que esta´ compuesto TRANS-3,
las lı´neas de transporte 1, 4 y 7-1, se paren. El segundo problema es equivalente
pero con las lı´neas 4, 5 y 9.
Las propiedades y comportamiento de cada agente agregado se relaciona con
los agentes que lo componen por medio de la interfaz. La interfaz es una lista orde-
nada de reglas de herencia de restricciones que sirven como herramienta sinta´ctica
para poder describir la asociacio´n de abstraccio´n entre el conocimiento que repre-
senta a un agente compuesto y el de sus componentes. Si un agente agregado no
tiene definido un me´todo de expansio´n, la funcio´n de expandir una accio´n devuelve
una lista de literales resultado de aplicar la interfaz de su agente a los literales de
sus efectos. El me´todo por omisio´n es independiente del dominio pues so´lo es una
traduccio´n de los efectos de una accio´n compuesta a literales (metas) del siguiente
nivel que debera´n resolverse por subacciones de la accio´n compuesta. Una misma
accio´n compuesta podrı´a descomponerse de formas distintas (en el sentido de las
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subacciones del otro nivel) siguiendo el me´todo por omisio´n, segu´n el contexto del
problema.
4.4.3. Algoritmo de planificacio´n
El proceso de planificacio´n es un algoritmo generativo y regresivo a distintos
niveles de detalle. Cada plan en un nivel de abstraccio´n es refinado en otro plan de
menor nivel hasta que no quede ninguna accio´n primitiva en el plan de menor nivel
de abstraccio´n (y mayor nivel en la jerarquı´a). En cada nivel, el plan es generado
por MACHINE [Castillo et al., 2001], un Planificador de Orden Parcial. La entrada
al planificador completo HYBIS es la descripcio´n del dominio (jerarquı´a de agen-
tes), el estado inicial que es el conjunto de literales representando las condiciones
iniciales de los estados de todos los agentes del dominio y un objetivo al mayor
nivel de abstraccio´n a resolver. El procedimiento es el siguiente:
Primero, por medio de un proceso generativo POP se obtiene la secuencia de
acciones de control que deben ser resueltas por los agentes del mayor nivel
de abstraccio´n.
Segundo, si la secuencia encontrada esta´ compuesta so´lo por acciones pri-
mitivas, entonces el problema esta´ resuelto. Si no, la secuencia es refina-
da jera´rquicamente; es decir, el algoritmo expande cada actividad agregada
segu´n la interfaz del agente o los me´todos de expansio´n que tenga definido,
para obtener un nuevo problema de un nivel menor.
Tercero, el algoritmo se repite recursivamente para resolver el problema con
los agentes del siguiente nivel.
Por tanto, el plan final obtenido por este algoritmo es la secuencia de control a
diferentes niveles de modularidad. El algoritmo de planificacio´n se muestra en la
figura 4.9. Las funciones principales son:
PrimitivePlan?: devuelve verdadero si la secuencia obtenida esta´ compuesta
so´lo por acciones primitivas.
DownwardRefine: este mo´dulo expande cada actividad agregada segu´n el in-
terfaz del agente y los me´todos de expansio´n definidos. Cada me´todo es represen-
tado por un conjunto de literales, que pueden estar ordenados, representando un
problema a resolver por los agentes del siguiente nivel de abstraccio´n. En realidad
es un proceso ma´s complejo porque prueba distintas maneras de hacer la expansio´n
eligiendo la mejor.
GENERATE extiende el algoritmo de MACHINE (que se describe a conti-
nuacio´n) para que el plan en construccio´n preserve las restricciones heredadas de
orden e intervalos y asegure la modularizacio´n correcta de las acciones.
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HYBRID (Domain,Level,Agenda,H-Plan,H-Links)
IF Agenda is EMPTY THEN
IF PrimitivePlan?(H-Plan) THEN return H-Plan
ELSE DownwardRefine
Result=HYBRID (Domain,Level,Agenda,H-Plan,H-Links)
IF Result FAIL THEN return FAIL
ELSE
Result=GENERATE (Domain,Level,Agenda,H-Plan,H-Links)
IF Result=FAIL THEN return FAIL
ELSE return HYBRID (Domain,Level,Agenda,H-Plan,H-Links)
Figura 4.9: Algoritmo de planificacio´n de HYBIS.
MACHINE (Domain,Agenda,Plan,Links)
1. IF Agenda is EMPTY THEN return SUCCESS
2. Task <-- SelectTask (Agenda)
3. Choices <-- HowToDoIt? (Task, Domain, Plan)
4. Iterate over Choices until it is empty
(a) How <-- ExtractFirst (Choices)
(b) DoIt (How, Domain, Agenda, Plan, Links)
(c) IF MACHINE (Domain, Agenda, Plan, Links) THEN
return SUCCESS
5. Return FAIL
Figura 4.10: Algoritmo de planificacio´n de MACHINE.
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El proceso generativo que busca un plan con te´cnicas de POP en un mismo
nivel se basa en el algoritmo de MACHINE de la figura 4.10. Empieza por un plan
vacı´o con dos acciones, START y END que codifican el problema de planificacio´n
como en SNLP [McAllester and Rosenblitt, 1991] y UCPOP
[Penberthy and Weld, 1992]. Sobre este plan inicial, en cada paso se resuelve una
tarea pendiente hasta que no quede ninguna por resolver o el problema no tenga
solucio´n. Las diferentes tareas a resolver pueden ser metas pendientes, amenazas,
interferencias o inconsistencias en el orden. Todas ellas se incluyen en la Agenda.
El proceso de bu´squeda para resolver una tarea de la Agenda es primero en profun-
didad con respecto a las distintas maneras (choices) que hay para resolverla. Du-
rante el proceso de planificacio´n se utilizan cuatro estructuras de datos: la Agenda,
el Plan, los Enlaces causales y el Dominio. El Plan es el conjunto de nodos parcial-
mente ordenados, donde cada nodo es una accio´n instanciada del dominio o una
meta, junto con los enlaces causales existentes entre las acciones. La Agenda es el
conjunto de todas las tareas pendientes. Los tres mo´dulos ba´sicos del algoritmo se
describen a continuacio´n:
SelectTask: selecciona la primera tarea de la Agenda para resolverla. Las
tareas en la agenda esta´n ordenadas segu´n el siguiente esquema: primero las
inconsistencias de orden y luego las interferencias, amenazas y metas.
HowToDoIt?: construye una lista con todas las posibles maneras para re-
solver la accio´n seleccionada de la agenda. Las inconsistencias de orden no
tienen solucio´n. Las interferencias y amenazas se resuelven por los me´todos
de promotion (adelantar) o demotion (retrasar). Las metas se pueden resolver
de tres maneras: por los axiomas, an˜adiendo una accio´n nueva del dominio,
o reutilizando una accio´n incluida en el plan parcial.
DoIt: aplica una de las alternativas choices de la lista de HowToDoIt. La
inclusio´n de una nueva accio´n para resolver una meta pendiente implica la
inclusio´n de todas sus precondiciones como metas pendientes y la inclusio´n
de un nuevo enlace causal. Si la accio´n es reusada se incluye el enlace causal.
4.5. Planificador GRAPHPLAN
En este apartado se expone brevemente el funcionamiento de GRAPHPLAN y
los trabajos ma´s notables que tratan de mejorar su eficacia con diversas te´cnicas de
aprendizaje.
Graphplan alterna dos fases:
Expansio´n del grafo: extiende el grafo del plan hasta lograr las condiciones
necesarias (no suficientes) para que el plan exista.
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Extraccio´n de la solucio´n: realiza una bu´squeda en encadenamiento hacia
atra´s dentro del grafo del plan buscando un plan va´lido. Si no existe, se
realiza otro proceso de expansio´n y ası´ sucesivamente.
El grafo de planificacio´n tiene dos tipos de nodos colocados por niveles:
proposiciones: efectos de las acciones del nivel anterior (niveles pares)
acciones: cuyas precondiciones esta´n presentes en el nivel anterior (niveles
impares).
El nivel cero lo constituyen las proposiciones correspondientes al estado inicial
del problema. El nivel uno contiene aquellas acciones cuyas precondiciones esta´n
presentes en el nivel cero (podrı´an ejecutarse en el estado inicial). El siguiente ni-
vel de proposiciones se forma con los efectos de las acciones del nivel anterior y
ası´ sucesivamente. En todos los niveles de acciones, adema´s, se consideran accio-
nes ficticias no-op por cada una de las proposiciones existentes que tiene como
u´nica precondicio´n y efecto dicha proposicio´n. Cuando se an˜ade la accio´n no-op
se dice que la proposicio´n persiste, ya que es una manera de que las proposiciones
vayan pasando a niveles posteriores para representar el hecho de que no cambian
por la ejecucio´n de los operadores (relacionado con el problema del marco en pla-
nificacio´n).
En el grafo del plan todas las acciones esta´n representadas en paralelo. Sin
embargo, no necesariamente todas se pueden realizar al mismo tiempo. Se define
una relacio´n de mutex entre nodos del mismo nivel de la siguiente forma:
Entre acciones: dos acciones son mutex cuando una borra alguna precondi-
cio´n o efecto de la otra, o cuando alguna de las precondiciones de una es
mutex con alguna de las precondiciones de la otra, en el nivel anterior.
Entre proposiciones: dos proposiciones son mutex si todas las formas de
alcanzarlas por las acciones del nivel anterior son mutex.
La figura 4.11 muestra un posible grafo del plan para un problema definido por
el estado inicial, {l1, l2 y l3} y las metas {G1,G2,G3,G4}. Tambie´n se representan
gra´ficamente las relaciones de mutex que se pueden dar entre acciones y entre
proposiciones.
GRAPHPLAN extiende el grafo hasta llegar a un nivel en donde todas las pro-
posiciones meta esta´n presentes y ninguna es mutex con otra (meta). Esta es la
condicio´n necesaria para que exista un plan y a partir de la cual, GRAPHPLAN pasa
a la fase de extraccio´n de la solucio´n, realizando una bu´squeda hacia atra´s de me-
ta en meta por niveles. Para cada meta busca la accio´n del nivel anterior a que la
alcanza, incluyendo las acciones ficticias no-op.

























Figura 4.11: Grafo del plan generado por el algoritmo de GRAPHPLAN.
- Si a no es mutex con las acciones que ya se tienen en el plan parcial, se
pasa a la siguiente meta. Cuando se tienen todas las acciones que satisfacen
las metas en un nivel sin violar la relacio´n de mutex, se hace lo mismo con
las precondiciones de las acciones escogidas recursivamente. Si todas las
precondiciones esta´n en el estado inicial del problema, se ha encontrado el
plan solucio´n.
- Si a es mutex, se busca otra accio´n. Si todas las acciones posibles siguen
siendo mutex, se retrocede a niveles anteriores de acciones para probar otra
asignacio´n. Si no hay ma´s acciones posibles, se extiende el grafo con un
nivel ma´s de acciones y proposiciones y se repite el proceso.
Dado el alto grado de redundancia que hay en el grafo y los numerosos re-
trocesos del algoritmo, GRAPHPLAN introduce unas estructuras de datos llamadas
memorizaciones (memoizations, memos o nogoods). Cada vez que se produce un
fallo en la asignacio´n de valores a un conjunto de metas en un nivel, esas metas se
guardan en una tabla hash. Antes de intentar cualquier asignacio´n de operadores en
un nivel se consulta dicha tabla para evitar bu´squedas innecesarias.
La u´nica heurı´stica que sigue GRAPHPLAN es la de persistir las metas siempre
que se pueda; es decir, elegir la accio´n no-op. De esta forma evita introducir
un nuevo operador en el plan. GRAPHPLAN encuentra el mejor plan paralelo, el
de menor makespan, asumiendo que cada accio´n tarda una unidad de tiempo en
realizarse.
A continuacio´n se exponen los trabajos ma´s notables de aplicacio´n de alguna
te´cnica de aprendizaje en GRAPHPLAN.
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4.5.1. Mejoras de GRAPHPLAN por Kambhampati
El artı´culo [Kambhampati, 2000] resume todas las investigaciones realizadas
por Kambhampati y sus colaboradores para mejorar la eficiencia de GRAPHPLAN
visto como un CSP [Do and Kambhampati, 2001a]. Son las siguientes:
Incorporacio´n de te´cnicas de aprendizaje deductivo, EBL y retroceso diri-
gido por dependencias (dependency directed backtracking (DDB)). Cuando
se produce un fallo en la asignacio´n de valores a un conjunto de metas en
un nivel, en lugar de almacenar todas las metas como un memoization, con
te´cnicas de EBL da una explicacio´n del fallo y restringe las metas del memoi-
zation a las que realmente hacen imposible una asignacio´n va´lida de accio-
nes (ver seccio´n 3.6). Para hacer el retroceso de forma ma´s eficiente utiliza
DDB. La tabla hash originalmente utilizada por GRAPHPLAN para almace-
nar los memoizations deja de ser u´til ya que ahora se buscan subconjuntos de
metas; con que alguna de las metas sobre las que se esta´ buscando una asig-
nacio´n forme parte de un memoization se puede asegurar que la bu´squeda
va a fallar. Utiliza los UB-Tree [Koehler et al., 1997] que permiten de forma
eficiente comprobar que un subconjunto de proposiciones esta´ contenido en
un conjunto.
Ordenacio´n dina´mica de las variables: como se menciono´ antes, la u´nica
heurı´stica que introduce GRAPHPLAN es la de persistir las proposiciones
antes de introducir una nueva accio´n, aunque no sea siempre lo ma´s adecua-
do. Kambhampati propone una familia de heurı´sticas basadas en el nivel del
plan en que se introducen por primera vez las acciones y proposiciones. Se
basan en la tradicional ordenacio´n de metas (variable ordering heuristic) en
CSP, segu´n las que tengan mayor nu´mero de restricciones y la ordenacio´n de
las acciones que pueden alcanzar una meta (value ordering heuristic) segu´n
tengan menos restricciones. Define el coste de una proposicio´n como el nivel
en el grafo en que se introduce por primera vez; intuitivamente las proposi-
ciones con mayores restricciones aparecera´n ma´s tarde en el grafo. El coste
de las acciones se define en funcio´n del coste de sus precondiciones esta-
bleciendo tres posibles criterios: el ma´ximo, la suma, o el nivel en que por
primera vez esta´n presentes todas, que es equivalente, por la forma en que
se construye el grafo, al nivel en el que se introduce la accio´n en el grafo
menos uno. Las metas se ordenan de forma decreciente de mayor a menor
coste y las acciones que satisfacen una meta en orden creciente de menor
a mayor coste. Esta heurı´stica puede ayudar a establecer un lı´mite inferior
para determinar el mı´nimo nu´mero de pasos que tendra´ la solucio´n; es decir,
permite establecer en que´ nivel del grafo empezar, como mı´nimo, a extraer
la solucio´n.
Tambie´n han estudiado otras formas de mejorar GRAPHPLAN en paralelo
con EBL y DDB, aunque los resultados no han sido tan buenos, como la
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utilizacio´n de forward checking y reinicializacio´n aleatoria de la bu´squeda
cuando se alcanza un nu´mero determinado de retrocesos.
En un trabajo posterior Zimmerman y Kambhampati amplı´an estas ideas y pre-
sentan cuatro planificadores diferentes que construyen y explotan una traza del
proceso de bu´squeda [Zimmerman and Kambhampati, 2005]. La idea comu´n es
capturar los aspectos relevantes del primer episodio de bu´squeda para que guie´ las
bu´squedas posteriores, actualiza´ndolos dina´micamente durante todo el camino has-
ta la solucio´n. Adema´s de contemplar el proceso de bu´squeda desde la perspectiva
de los CSP, lo tratan como una bu´squeda en el espacio de estados donde los esta-
dos son los subconjuntos de metas a los que hay que buscar una asignacio´n va´lida
de operadores que las satisfagan. La funcio´n generadora de nodos es el motor que
encuentra acciones a las metas. Esto permite definir heurı´sticas y convertir el algo-
ritmo original de bu´squeda de GRAPHPLAN en un IDA* o bu´squeda en haz. Las
aproximaciones se pueden dividir en dos clases segu´n la extensio´n de la experiencia
de bu´squeda capturada en la traza y segu´n la perspectiva desde la que se contempla
el proceso de bu´squeda:
Familia planificadores EGBG (Explanation Guided Backward search for Graphplan):
la traza de bu´squeda es completa y contemplan el proceso de bu´squeda co-
mo un CSP. Construyen los planificadores EGBG y ME-EGBG en el que
incorporan 6 me´todos para reducir la demanda de memoria (ordenacio´n de
variables, ordenacio´n de valores, EBL, DDB, ana´lisis de invariantes del do-
minio y transiciones a otras partes del grafo del plan).
Familia planificadores PEGG (Pilot Explanation Guided Graphplan): quitan
de la traza de bu´squeda toda la informacio´n relativa a mutex y contemplan
el proceso de bu´squeda desde la perspectiva de los IDA*. Crean los planifi-
cadores PEGG y la versio´n SO-PEGG que garantiza optimalidad.
4.5.2. Mejoras de GRAPHPLAN por Fox y Long
Como se expuso en la seccio´n 3.6 Fox y Long en [Long and Fox, 1999], por
medio de te´cnicas de ana´lisis del dominio consiguen mejorar la velocidad de bu´sque-
da de soluciones en GRAPHPLAN en varios o´rdenes de magnitud. Desarrollaron
la herramienta denominada TIM que permite encontrar automa´ticamente tipos de
objetos, es decir, conjuntos de objetos del dominio que se comportan de manera
similar.
4.5.3. Mejoras de GRAPHPLAN por Afzal Upal
En el artı´culo [Upal, 2003] generaliza las memoizations de GRAPHPLAN para
que puedan ser usadas en problemas distintos. Para ello hace un ana´lisis del do-
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minio antes de comenzar el proceso de planificacio´n y aprende memos generales.
Tiene en cuenta las metas, las condiciones iniciales y las acciones. Los primeros
experimentos realizados hicieron que el tiempo en encontrar soluciones aumenta-
se en un 20 % a 30 % debido al problema de la utilidad. Para reducirlo crearon
un mo´dulo previo que instancia todas las memos antes de empezar el proceso de
planificacio´n almacena´ndolas de la misma forma en que el algoritmo original de
GRAPHPLAN lo hace. De esta forma consiguieron mejorar de un 5 a un 33 % el
tiempo de bu´squeda de la solucio´n.
4.5.4. Mejoras de GRAPHPLAN por Huang et. al.
Aplicaron te´cnicas de aprendizaje sobre el planificador BLACKBOX en dos tra-
bajos diferentes:
En [Huang et al., 1999] presentan un sistema de aprendizaje automa´tico pa-
ra sistemas de planificacio´n basados en SAT que combina aspectos de apren-
dizaje supervisado e inductivo. El conjunto de entrenamiento es un nu´mero
pequen˜o de problemas (alrededor de 10) junto con sus soluciones o´ptimas.
Utiliza el planificador BLACKBOX para generar el plan de longitud paralela
o´ptima. Dicho plan se pasa por un algoritmo de justificacio´n que quita todas
las acciones innecesarias [Fink and Yang, 1992] y por un algoritmo de infe-
rencia de tipos que computa informacio´n de todos los operadores y objetos
del dominio, TIM [Long and Fox, 1999]. El plan justificado y la informacio´n
de tipos se pasan al mo´dulo de aprendizaje, que lo utiliza de dos formas. Pri-
mero, verifica las reglas aprendidas hasta el momento con el nuevo plan para
descartar inconsistencias. Luego, se extraen del plan un conjunto de ejemplos
positivos y negativos que constituyen los datos de entrenamiento del mo´dulo
inductivo, que genera una o ma´s reglas de control con un algoritmo parecido
a FOIL. El proceso se repite con varios problemas, generando un conjunto
de reglas en forma de conjunto de axiomas lo´gicos que pueden usarse tanto
por el mismo planificador como por otros parecidos. Aprende reglas de se-
leccio´n y rechazo de una accio´n. Distinguen entre reglas esta´ticas, el cuerpo
de la regla so´lo depende del estado inicial y de las metas, y dina´micas, tam-
bie´n depende del estado actual de planificacio´n. Por ejemplo, en el dominio
de logı´stica una regla dina´mica puede ser la de no mover un avio´n si dentro
tiene un paquete cuyo destino es la ciudad en que se encuentra el avio´n. Una
regla esta´tica serı´a no descargar un paquete a no ser que este´ en su destino
final. BLACKBOX utiliza las reglas de rechazar acciones esta´ticas para podar
la codificacio´n booleana SAT. El resto de reglas se convierten en cla´usulas
proposicionales y se an˜aden a la codificacio´n booleana SAT.
En [Huang et al., 2000] estudian la posibilidad de incorporar conocimiento
de control de forma puramente declarativa en forma de restricciones adi-
cionales en BLACKBOX. Utilizan las misma reglas de control de TLPLAN
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[Bacchus and Kabanza, 2000]. En TLPLAN se incorpora conocimiento de
control codifica´ndolo directamente en los operadores del dominio en forma
de fo´rmulas lo´gicas temporales. Es un planificador que hace encadenamien-
to de bu´squeda de la solucio´n hacia adelante, con lo cual, pasar esas reglas a
planificacio´n con encadenamiento hacia atra´s no es trivial.
4.6. Planificador TGP
TGP es un planificador temporal que utiliza las te´cnicas de planificacio´n basa-
das en grafos de planes. Sigue un algoritmo similar al de GRAPHPLAN aunque con
algunas variaciones, que se explican en las secciones siguientes, para poder adaptar
el razonamiento temporal.
4.6.1. Fase generacio´n del grafo del plan
GRAPHPLAN genera el grafo del plan alternando niveles consecutivos de pro-
posiciones y acciones. El primer nivel lo constituyen las proposiciones del estado
inicial del problema a resolver. El siguiente nivel esta´ formado por las acciones cu-
yas precondiciones esta´n presentes en el nivel anterior. El siguiente nivel lo forman
los efectos de las acciones del nivel anterior ma´s todas las proposiciones que ya
existı´an gracias a la accio´n ficticia no-op que permite la persistencia de metas. La
expansio´n del grafo continu´a hasta encontrar un nivel en que esta´n presentes todas
las proposiciones que representan las metas del problema y no son mutex entre sı´.
En el caso de TGP, al tener las acciones duracio´n ya no se alternan los niveles de
proposiciones y acciones exclusivas si no que en cada nivel pueden aparecer mez-
cladas. El nivel 0 y el nivel 1 del grafo se construye igual que en GRAPHPLAN,
las proposiciones del estado inicial y las acciones cuyas precondiciones este´n en
el nivel cero. Cada accio´n del nivel 1 tiene una duracio´n diferente con lo que sus
efectos en lugar de an˜adirse al siguiente nivel se situ´an en el nivel d + 1, siendo
d la duracio´n de la accio´n. A partir del nivel 3 se van an˜adiendo acciones cuyas
precondiciones este´n presentes en el nivel anterior. Los efectos de dichas acciones
en lugar de an˜adirlos en el siguiente nivel, se colocan en el nivel d + i (siendo i
el nivel de la accio´n). De esta forma, el nivel del grafo representa el instante de
tiempo ma´s temprano en que una accio´n puede empezar a ejecutarse o en el que
se hace cierta por primera vez una proposicio´n. Esto permite extender el lenguaje
STRIPS de representacio´n de acciones para hacer el tratamiento temporal:
Las acciones tienen un tiempo de inicio, ti y una duracio´n, d.
Para que una accio´n se ejecute, todas sus precondiciones deben ser ciertas en
el instante ti.
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Los efectos de las acciones quedan indefinidos hasta que se alcanza el ins-
tante ti + d.
En TGP las relaciones de mutex definidas en GRAPHPLAN se siguen mante-
niendo aunque es preciso hacer algunas extensiones que se explican en el siguiente
apartado. Los nogoods (o memoizations) de GRAPHPLAN siguen igual (conjuntos
de metas que no pueden ser satisfechas en un nivel).
La representacio´n del grafo del plan se puede simplificar teniendo en cuenta
las siguientes observaciones:
Las proposiciones y las acciones son monoto´nicamente crecientes: si apare-
cen en un nivel, siguen presentes en los niveles superiores.
Los mutex son monoto´nicamente decrecientes: si dos nodos son mutex en
un nivel, la relacio´n de mutex se mantiene en los niveles anteriores.
Los nogoods son monoto´nicamente decrecientes: si un conjunto de metas
no se puede resolver en un nivel tampoco se podra´ alcanzar en los niveles
inferiores.
En vez de representar el grafo con sus niveles y los enlaces entre precondicio-
nes y efectos de las acciones, cada accio´n, proposicio´n, mutex y nogood se etiqueta
con un nu´mero. En el caso de acciones y proposiciones representa el primer nivel
del grafo en que aparecen; es decir, el primer instante en que la accio´n se puede
ejecutar o la proposicio´n se hace cierta. En el caso de mutex y nogoods representan
el u´ltimo nivel del grafo en que la relacio´n se mantiene.
4.6.2. Ampliacio´n de las relaciones de mutex
Amplia las relaciones de mutex en dos sentidos:
Adema´s de las consideradas por GRAPHPLAN entre accio´n-accio´n y entre
proposicio´n-proposicio´n, define una relacio´n ma´s entre accio´n-proposicio´n.
Una accio´n es mutex con una proposicio´n si alguna de las precondiciones o
efectos de la accio´n es mutex con la proposicio´n.
Diferencia entre mutex eternos y condicionales. Los primeros existen siem-
pre, en todos los niveles del grafo, frente a los cmutex que pueden desapare-
cer segu´n crece el nivel del grafo del plan (al introducirse nuevas acciones y
proposiciones).
Al tener duracio´n las acciones, las condiciones para verificar los mutex se de-
finen mediante relaciones de desigualdad referidas a:
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1. Duracio´n de una accio´n.
2. Tiempo en que una accio´n o proposicio´n aparece por primera vez en el grafo
del plan.
3. Tiempo teo´rico ma´s temprano en que podrı´a terminar una accio´n.
4. Instante de tiempo en que comienza la accio´n o una proposicio´n se hace
cierta.
5. Instante de tiempo en que termina realmente la accio´n.
Las relaciones de mutex que define TGP son:
Mutex eterno (emutex):
Entre dos proposiciones P y Q: si P es la negacio´n de Q.
Entre accio´n-proposicio´n, a y P : si noP es una precondicio´n o efecto de a.
Entre accio´n-accio´n, a y b: a o b borran precondiciones o efectos de la otra,
o bien, a y b tienen precondiciones que son emutex.
Mutex condicionales (cmutex):
Entre dos proposiciones: P y Q son cmutex cuando P es mutex con todas
las acciones que soportan Q y viceversa. Una accio´n soporta P cuando entre
sus efectos an˜ade P y adema´s termina antes de que P empiece.
Entre accio´n-proposicio´n: a y P son cmutex cuando P es mutex con alguna
precondicio´n de a, o bien, a es mutex con todas las acciones que soportan
P .
Entre accio´n-accio´n: a y b son cmutex cuando a es mutex con alguna pre-
condicio´n de b o viceversa.
La figura 4.12 presenta algunos ejemplos de relaciones de mutex definidas en
GRAPHPLAN.
Los mutex que TGP definirı´a para el ejemplo de la figura serı´an:
a es emutex con b porque a borra una precondicio´n de b, R.
b es emutex con c porque b borra un efecto de c.
T es cmutex con U porque en el nivel i del grafo las u´nicas acciones que
soportan ambas proposiciones son mutex. Sin embargo, podrı´a ocurrir que
en niveles del grafo superiores apareciera una nueva accio´n que tenga entre
sus efectos T o U sin ser mutex con la otra accio´n que soporta a la otra
proposicio´n.
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Figura 4.12: Relacio´n de mutex en GRAPHPLAN.
d es cmutex con e porque tienen precondiciones que son cmutex entre sı´, T
y U .
d es cmutex con U porque d tiene una precondicio´n que es cmutex con U , T .
e es cmutex con T porque e tiene una precondicio´n que es cmutex con T , U .
En la estructura que utiliza TGP para almacenar los mutex an˜ade un campo
para representar el tipo de mutex (PP entre proposiciones, AA entre acciones y AP
entre accio´n-proposicio´n) y otro para definir o explicar la relacio´n, consistente en
dos nu´meros [x, y]. Una relacio´n de mutex entre dos nodos esta´ activa si el instante
de tiempo en que empieza la accio´n (o en que se hace cierta la proposicio´n) del
primer nodo de la relacio´n es menor que x y el instante de tiempo en que empieza
la accio´n (o en que se hace cierta la proposicio´n) del segundo nodo de la relacio´n
es menor que y. En el caso de ser mutex eternos x o y tiene valor infinito.
4.6.3. Fase de extraccio´n de la solucio´n
Una vez que el grafo del plan se ha extendido hasta un nivel i en que esta´n
presentes todas las metas del problema sin mutex activos entre ellas, TGP realiza
una bu´squeda hacia atra´s del plan solucio´n.
Esta bu´squeda esta´ implementada utilizando dos estructuras de datos, G y A.
G es una lista de pares < gi, ti > donde gi es una meta y ti el instante de tiempo
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en que aparece por primera vez en el grafo del plan. Inicialmente G tiene un par
< Gi, tGi > por cada meta del problema. La segunda estructura es A que almacena
el plan en construccio´n como pares < ai, si >, donde ai representa una accio´n
del plan y si el instante de tiempo en que empieza a ejecutarse. Inicialmente A
esta´ vacı´a. El algoritmo de extraccio´n de la solucio´n de TGP repite los siguientes
pasos hasta que G este´ vacı´a:
1. Saca < g, t > de G.
2. Si t = 0 y g 6∈ Estado Inicial, entonces falla (retrocede).
3. Hacer P = ∅, G′ = ∅.
4. Si puede persistir g, t < i y no es mutex con ninguna otra accio´n de A:
an˜adir < g, t > a P y a G′.
5. Si no, hacer O = conjunto de operadores oi que tienen como efecto g y son
ciertas en un instante de tiempo ti <= t. Esta´ ordenado de forma creciente
en el tiempo.
6. Elegir o de O que no sea mutex con ninguna otra accio´n en A ni con ninguna
proposicio´n en P . An˜adir < o, t − d > (siendo d la duracio´n de o) a A, y
para cada precondicio´n pjo de o, an˜adir < pjo, t − d > a G′. Si no existe
dicha o, retroceder.
7. Repetir en nivel (i-1) con G = G′.
Si no es posible encontrar una asignacio´n va´lida para G, incrementa en un nivel
el grafo del plan y repite el proceso.
El algoritmo, a un nivel ma´s bajo de detalle, es el que se presenta en la figu-
ra 4.14. Las funciones ba´sicas del algoritmo se describen a continuacio´n:
PLAN: mientras el tiempo no exceda el tiempo ma´ximo de resolucio´n es-
tablecido y no se encuentre un plan va´lido repite las siguientes acciones:
extiende el grafo del plan y llama a FIND-PLANS-IN-PG para que encuen-
tre un plan va´lido en ese nivel. Si encuentra la solucio´n devuelve el plan y
termina; si no, incrementa el tiempo y continua.
FIND-PLANS-IN-PG: ordena todas las acciones que puedan satisfacer una
meta en orden creciente en el tiempo (primero se prueban las acciones que
esta´n antes en el grafo del plan). Verifica que las metas del problema esta´n
presentes en el grafo del plan para el tiempo actual y no hay ningu´n mutex
activo entre ellas. Si es ası´, llama a FIND-PLAN-IN-PG1 para que encuentre
un plan va´lido que satisfaga las metas del problema. Si lo encuentra, devuel-
ve el plan solucio´n; si no devuelve nil.
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FIND-PLAN-IN-PG1: si el tiempo es 0 o no quedan metas por satisfacer,
genera un plan con las acciones que tenga el plan parcial y lo devuelve. Si
no, comprueba si el conjunto de metas que se le pasa esta´ almacenada co-
mo nogood, en cuyo caso devuelve nil. En caso contrario, llama a la funcio´n
ASSIGN-GOALS para que encuentre las acciones va´lidas que satisfagan to-
das las metas. Si no encuentra tal asignacio´n, almacena las metas como un
nuevo conjunto nogood y continu´a. Si encuentra una asignacio´n va´lida, de-
vuelve el plan.
ASSIGN-GOALS: es una funcio´n recursiva que va buscando meta por me-
ta una accio´n que la satisfaga. Mantiene dos listas: la de acciones que van
constituyendo el plan parcial y la de persistencias; es decir, las metas a las
que aplica el operador ficticio no-op para satisfacerlas (en el nivel actual no
an˜ade ningu´n operador que las satisfagan porque se asignara´ en un nivel in-
ferior). Para cada meta, primero intenta persistir, verificando que no se viole
ninguna relacio´n de mutex entre el conjunto de acciones y persistencias que
lleva. Si la persistencia no funciona, prueba con el primer operador que hay
para satisfacer esa meta. Si el operador es mutex con alguna de las acciones o
persistencias que ya hay, prueba con los siguientes operadores hasta encon-
trar uno que no viola ninguna relacio´n de mutex. Dicho operador se an˜ade a
la lista de acciones y se repite el mismo proceso con el resto de metas. Una
vez encontrada una lista de acciones y persistencias va´lidas para todas las
metas se llama a la funcio´n DESCEND.
DESCEND: genera un nuevo conjunto de metas con las precondiciones de
las acciones elegidas ma´s las persistencias y vuelve a llamar a la funcio´n
FIND-PLAN-IN-PG1.
En la figura 4.13 se muestra un ejemplo de co´mo actuarı´a el algoritmo en
GRAPHPLAN que es pra´cticamente igual al de TGP salvo las diferencias explica-
das en las secciones anteriores. Supo´ngase que hay cuatro metas G1, G2, G3, G4
en el nivel i. Se busca un conjunto de acciones que satisfaga todas ellas (y que
no sean mutex) en el nivel de acciones i − 1. Supo´ngase que encuentra Plan =
[A1, A2, A3, A4]. Para cada una de esas acciones se buscan sus precondiciones y
se intenta encontrar otro conjunto de acciones que satisfagan las nuevas metas en
el nivel i − 2. Es decir, se buscan acciones para satisfacer P1, P2, P3, P4, P5, P6.
El algoritmo empieza con la primera meta P1. So´lo hay una accio´n que la sa-
tisfaga, A5, que se an˜ade al plan (Plan = [A1, A2, A3, A4, A5]). P2 tiene dos
posibles acciones que la soporta, A6 y A11. Prueba con la primera (Plan =
[A1, A2, A3, A4, A5, A6]) y pasa a la meta P3, an˜adiendo A7 al plan (Plan =
[A1, A2, A3, A4, A5, A6, A7]). Al intentar buscar una accio´n para P4, comprueba
que las u´nicas acciones posibles son mutex con alguna accio´n del plan;A8 es mutex
con A6 y A9 es mutex con A5. Entonces, tiene que retroceder a P3, pero como no
hay ninguna otra accio´n que la soporte, retrocede a P2 y prueba con la accio´n A11
(Plan = [A1, A2, A3, A4, A5, A11]). Pasa a P3 y la u´nica accio´n posible es A7,
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Figura 4.13: Ejemplo de un episodio de bu´squeda hacia atra´s en el grafo del plan realizado
por GRAPHPLAN.
que es mutex con A11 con lo que tendrı´a que volver a retroceder. Al no haber ma´s
acciones posibles, almacena como nogood el conjunto {P1, P2, P3, P4, P5, P6} y
retrocede al nivel i para buscar otra asignacio´n va´lida para {G1, G2, G3, G4}, pero,
como no hay ma´s acciones posibles, almacena {G1, G2, G3, G4} como un nuevo
nogood y tendrı´a que expandir el grafo del plan en un nivel ma´s.
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PLAN (problem)
*plan-graph* = initialize-plan-graph(problem domain)
MIENTRAS time < max_time
update-support(*plan-graph* time) ;;extending the plan graph
plans = FIND-PLANS-IN-PG(*plan-graph* time)
IF (plan-p plans) THEN return plans




WHEN check-goal-props(goal-props time) ;;all problem goals no mutex
plan = FIND-PLAN-IN-PG1 (goal-props nil time)
IF (plan-p plan) THEN return plan
ELSE return nil
FIND-PLAN-IN-PG1 (goal-props actions time)
IF (time = 0) or (goal-props = 0 ) THEN return make-plan(actions)
ELSE
IF memoized-failute-p(goal-props action time) THEN return nil
ELSE
result = ASSIGN-GOALS(goal-props actions nil nil)
IF (plan-p result) THEN return result
ELSE return memoize-as-failure(result time)
ASSIGN-GOALS (remaining-goal-props actions persistences conflict-set)
IF remaining-goal-props
THEN
earlier = time - delta
goal = first-goal-of(remaining-goal-props)
rest = rest-goals-of(remaining-goal-props)
conflict-set = conflict-set + goal
IF can-persist(goal time) THEN persistences=goal+persistences
RECUR(actions persistences rest conflict-set)
ELSE
IF establisher = find-new-establisher(goal time)
THEN actions = establisher + actions
RECUR(actions persistences rest conflict-set)
ELSE return conflict-set
;; Found a set of actions that work at this level,
;;so descend to the next level
DESCEND(actions persistences earlier time)
RECUR(action persistences rest conflict-set)
result = ASSIGN-GOALS(rest actions persistences conflict-set)
IF (plan-p result) THEN return result
ELSE IF member(goal result)
THEN conflict-set = result+conflict-set
return conflict-set
ELSE return-from assign-goals result
DESCEND(actions persistences earlier time)
preconditions = find-preconditios-of (actions)
FIND-PLAN-IN-PG1((preconditions+persistences) actions earlier)
Figura 4.14: Algoritmo de planificacio´n de TGP.
Capı´tulo 5
Lenguaje de representacio´n del
conocimiento de control
Uno de los objetivos de la tesis doctoral es estudiar la posibilidad de transferir
conocimiento de control entre las diferentes te´cnicas de planificacio´n y a los pro-
pios sistemas de aprendizaje. Para ello es necesario definir un lenguaje comu´n que
represente el conocimiento de control que pueda ser utilizado por cualquier te´cnica
de planificacio´n y ser extraı´do por los sistemas de aprendizaje. Debe ser suficiente-
mente expresivo para poder cubrir todo el conocimiento y suficientemente flexible
para poder an˜adir cualquier particularidad de un planificador concreto. En la tesis
se ha partido del lenguaje utilizado en PRODIGY, haciendo las adaptaciones per-
tinentes para cada una de las te´cnicas de planificacio´n utilizadas en esta tesis y
comprobando experimentalmente en cada caso su validez. Para que el lenguaje sea
va´lido se debe tener en cuenta lo siguiente: que sea declarativo, para poder generar-
lo automa´ticamente, y que sea posible interpretarlo (operacionalizacio´n); es decir,
que pueda ser utilizado por un sistema de planificacio´n para tomar las decisiones,
lo que implica que el lenguaje debe poder acceder al meta-estado del planificador.
En la siguiente seccio´n se describe el lenguaje de partida, el utilizado en el
planificador PRODIGY, y en las secciones donde se describen los nuevos sistemas
de aprendizaje desarrollados en la tesis, se especifican las variantes utilizadas. El
lenguaje utilizado en PRODIGY ofrece la flexibilidad de ser ampliado fa´cilmen-
te mediante la definicio´n de nuevos meta-predicados. La u´ltima seccio´n de este
capı´tulo explica co´mo realizarlo. Previamente, la seccio´n 5.2 resume el proceso de
equiparacio´n y ejecucio´n de reglas realizado por PRODIGY.
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5.1. Descripcio´n del lenguaje de PRODIGY
El modelo para representar el conocimiento de control se toma del lenguaje
utilizado por PRODIGY que permite la definicio´n de reglas de control para guiar el
proceso de bu´squeda del plan. Las reglas constan de tres partes: el nombre de la
regla, la parte condicional o requisitos que se debe cumplir en el meta-estado de
planificacio´n para poder dispararse, y la parte del consecuente o decisio´n a tomar.
La parte condicional se compone de meta-predicados (dado que algunos de sus
argumentos representan predicados), que describen caracterı´sticas del meta-estado
actual de planificacio´n. La parte del consecuente da lugar a tres tipos de reglas
diferentes: de seleccio´n, de rechazo y de preferencia. Las de seleccio´n determinan
que hay un subconjunto de alternativas que deben tenerse en cuenta descartando
el resto de nodos seleccionados. Las reglas de rechazo le obligan a descartar un
subconjunto de alternativas de entre las seleccionadas. Y las reglas de preferencia
determinan un orden en el que estudiar las alternativas restantes. Las acciones, a
su vez, pueden ser variadas y depender del planificador: elegir la meta sobre la que
trabajar, elegir un operador para resolver una meta, elegir los bindings1 apropiados
para el operador seleccionado, decidir aplicar un operador cuyos bindings ya han
sido instanciados o trabajar en una nueva meta. Deberı´a haber una accio´n por cada
punto de decisio´n del planificador. Por ejemplo, en planificacio´n jera´rquica, puede
ser el me´todo de expansio´n a utilizar en cada refinamiento; en planificacio´n POP,
la forma de resolver una amenaza; en planificacio´n basada en grafos, las metas
que en cada nivel pueden persistir. Adema´s, se deben adaptar a la manera en que
el planificador toma esas decisiones. Por ejemplo, PRODIGY para seleccionar un
operador instanciado lo realiza en dos nodos: primero elige el operador y luego los
valores de sus variables. Sin embargo, en planificacio´n basada en grafos, la misma
decisio´n se realiza en un so´lo nodo; y en los planificadores POP se diferencia entre
si el operador a utilizar ha sido previamente utilizado en el plan o no, dando lugar
a dos tipos de decisio´n diferentes.
En la figura 5.1 se muestra el lenguaje utilizado en las reglas de PRODIGY
en notacio´n BNF y en la figura 5.2 un ejemplo de regla de control en el domi-
nio Logistics. La parte de precondiciones normalmente consiste en una conjuncio´n
de meta-predicados, aunque tambie´n admite la disyuncio´n. PRODIGY cuenta con
un conjunto de meta-predicados ba´sicos que recogen las principales caracterı´sti-
cas del proceso de planificacio´n (para una completa descripcio´n de todos consul-
tar [Minton et al., 1989]). Algunos de ellos utilizados en esta tesis son:
True-in-state <literal>: comprueba si <literal> es cierto en el estado actual
de planificacio´n. En la regla del ejemplo, el meta-predicado (true-in-state
(at <tr1> <po1>)) comprueba si el objeto representado por la variable
<tr1> se encuentra en el lugar indicado por la variable <po1>.
1Instanciaciones de operador (en te´rminos lo´gicos, sustituciones de valores a variables).
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regla-control = ( CONTROL-RULE nombre-regla
(if precondiciones)
(then consecuente))
precondiciones = (and (meta-predicado)+)
consecuente = seleccion|rechazo|preferencia|SUB-GOAL|APPLY
seleccion = SELECT tipo-candidato valor
rechazo = REJECT tipo-candidato valor
preferencia = PREFER tipo-candidato valor-preferido otra-preferencia
tipo-candidato= NODE|GOAL|OPERATOR|BINDINGS
Figura 5.1: Lenguaje reglas de control de PRODIGY en notacio´n BNF.
(control-rule regla-logistics-aips98-l3-9-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob3> <po1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (inside <ob3> <tr1>))







((<obj> . <ob3>) (<truck> . <tr1>) (<loc> . <po1>))))
Figura 5.2: Ejemplo regla de control en el lenguaje de PRODIGY.
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Current-goal <meta>: comprueba si <meta> es la meta actual que esta´ re-
solviendo el planificador. En el ejemplo, se tiene (current-goal (at
<ob3> <po1>)) que comprueba que la meta sea que un objeto, represen-
tado por la variable <ob3>, este´ en un lugar, representado por la variable
<po1>.
Some-candidate-goals <metas>: comprueba si alguno de los literales en la
lista de<metas> es una meta pendiente. En el ejemplo, (some-candidate-goals
((at <ob1> <po0>))) indica que debe existir una meta pendiente de
que un objeto este´ en otro lugar. Este meta-predicado tambie´n comprueba
que los objetos asignados a variables con distintos nombres sean diferentes.
Current-operator <operador>: comprueba si <operador> es el nombre del
operador actualmente seleccionado para resolver una meta. En el ejemplo, el
operador seleccionado para resolver la meta es unload-truck porque se
indica en el meta-predicado (current-operator unload-truck).
Type-of-object <var> tipo: comprueba si el tipo del objeto, segu´n la jerar-
quı´a de tipos en la definicio´n del dominio, de la variable <var> es tipo. En
el ejemplo, para cada una de las variables que intervienen en la definicio´n de
las reglas se define uno de estos meta-predicados, como (type-of-object
<tr1> truck) que indica que el objeto representado por la variable<tr1>
sea un camio´n.
Los argumentos de los predicados pueden incluir variables y constantes. La regla
del ejemplo es de seleccio´n de variables del operador unload-truck. La u´nica
variable libre de este operador, cuando se elige para conseguir la meta de que un
objeto se encuentre en un lugar, es el camio´n desde el que descargar el objeto. Si
el objeto se encuentra dentro de un camio´n, representado por el meta-predicado
(true-in-state (inside <ob3> <tr1>)), la regla elige ese camio´n.
Las reglas definidas con la sintaxis descrita se utilizan en el proceso de bu´sque-
da realizado por PRODIGY segu´n el algoritmo representado en la figura 5.3. El
algoritmo incluye cuatro puntos de decisio´n sobre los que puede haber retroce-
so. Cada una de estas decisiones puede ser condicionada por reglas de cierto tipo
(SUB-GOAL, APPLY, node, goal, operator, bindings). Observan-
do el algoritmo, los puntos de decisio´n se producen en el paso 3 del bucle While:
el primero para elegir entre aplicar un operador o resolver otra meta del conjunto de
metas pendientes y las reglas que pueden guiar esta decisio´n son las de SUB-GOAL
y las de APPLY; el segundo, para elegir una de las metas pendientes y puede ser
guiada por reglas de tipo goal; el tercero, para seleccionar el operador que re-
suelva la meta elegida en el paso anterior y puede ser guiada por reglas de tipo
operator; y el u´ltimo para seleccionar las variables libres del operador selec-
cionado que puede ser guiada por reglas de tipo bindings. Todavı´a existe un
punto ma´s de decisio´n para seleccionar el operador instanciado a aplicar, pero no
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puede ser guiada por reglas. El algoritmo para seleccionar el conjunto de decisio-
nes posibles en cada punto de decisio´n de acuerdo con las reglas se describe en la
figura 5.4.
Cada meta-predicado esta´ implementado como una funcio´n en LISP por lo
que es factible adaptarlas a otros sistemas de planificacio´n y definir nuevos meta-
predicados. Antes de explicar co´mo hacer estas definiciones, conviene entender el
proceso de equiparacio´n de reglas realizado por PRODIGY.
5.2. Proceso de equiparacio´n de reglas
Para verificar si una regla se cumple, PRODIGY realiza un proceso de equipa-
racio´n simple lineal, salvo en el caso de las reglas de instanciacio´n de operador
cuya equiparacio´n se realiza mediante una red RETE [Forgy, 1982]. Se comprueba
secuencialmente las formas de asignar valores de verdad a cada meta-predicado y
a sus variables genera´ndose una lista con las posibles asignaciones de las variables
que contengan las reglas, a constantes del proceso actual de planificacio´n.2 Se to-
ma el primer meta-predicado de la regla y se obtiene una lista con las asignaciones
posibles de las variables a contantes. Esta lista se compone de un conjunto de sus-
tituciones, donde cada sustitucio´n es de la forma:




Cada meta-predicado debe devolver uno de los siguientes valores: true, si es cier-
to, y no se an˜ade informacio´n a la lista de sustituciones; nil, si no se cumple; o
nuevas sustituciones que se juntan con las anteriores. Con cada una de las posibles
asignaciones de la lista se comprueba si se cumple el segundo meta-predicado y se
an˜aden o crean nuevas asignaciones a las ya existentes. Se sigue ası´ con todas las
condiciones. Para todas las sustituciones de valor de variables de la parte izquierda
que la hacen cierta, σi, se tiene una instanciacio´n de la regla de control. Ejecutar
una regla de control significa que se tomara´ la decisio´n especificada en la parte
derecha de la regla despue´s de sustituir las variables en las mismas utilizando cada
σi. Este proceso se podrı´a hacer ma´s eficientemente utilizando el algoritmo RETE
en todos los tipos de reglas.
2Tambie´n se denominan bindings y, aunque tengan la misma sintaxis que los bindings de los
operadores, su significado es diferente.
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PRODIGY4.0(S,G,D,C)
S: estado del problema
G: conjunto de metas pendientes
D: definicio´n del dominio
C: conjunto de reglas (conocimiento de control)
P : plan. Inicialmente ∅
O: operador del dominio sin instanciar
B: sustitucio´n (bindings) de las variables de un operador
OB : operador O instanciado con las variables B
A: conjunto de operadores aplicables
G0: precondiciones de todos los operadores en O
While G * S y a´rbol de bu´squeda no agotado
1. G = G0 − S
2. A← ∅
Forall OB ∈ O | precondiciones (OB) ⊆ S do A← A ∪ {OB}
3. If select-subgoal-or-apply(G,A, S,C)=subgoal
Then
(.1) G← select-goal(G,S,C)
(.2) O ← select-relevant-operator(G,D, S,C)
(.3) O ← select-bindings(O,S,C)
(.4) O ← O ∪OB
Else
(.1) OB ← select-applicable-operator(A,S,C)
(.2) S ← apply(OB , S)
(.3) O ← O −OB
(.4) P ← enqueue-at-end(P,OB)
4. Si hay una razo´n para suspender la bu´squeda
Entonces retroceder
ST ← a´rbol de bu´squeda
Devolver P y ST
Figura 5.3: Algoritmo de bu´squeda en PRODIGY.
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Comprobar-reglas(T,Op,C)
T : tipo de regla
Op: conjunto de opciones posibles para el punto de decisio´n
C: conjunto de reglas (conocimiento de control)
0 = Op; 0′ = ∅
1. ∀ regla de SELECT T que seleccione opciones O′′
0′ = (0′ ∪ 0′′) ∩O
0 = 0′
2. ∀ regla de REJECT T que rechace opciones O′′
0 = 0− 0′′
3. reordenar O de acuerdo con las reglas de PREFER T
devolver 0
Figura 5.4: Algoritmo para seleccionar las opciones en cada punto de decisio´n de acuerdo
a un conjunto de reglas en PRODIGY.
5.3. Nuevos meta-predicados
En el algoritmo de equiparacio´n de reglas descrito antes, por cada precondicio´n
de las reglas se llama a una funcio´n de nombre igual que el meta-predicado susti-
tuyendo las variables que intervienen en el argumento del meta-predicado por los
valores indicados en cada sustitucio´n actual. Como se ha dicho, la funcio´n puede
devolver: otro conjunto de sustituciones que se juntan a los ya obtenidos previa-
mente; true, en cuyo caso el algoritmo continu´a equiparando el resto de meta-
predicados de la regla sin agregar nuevas sustituciones; o nil, en cuyo caso la regla
falla para esa sustitucio´n y el proceso de equiparacio´n para la sustitucio´n corres-
pondiente y la regla se detiene. Por tanto, para definir un nuevo meta-predicado
basta con implementar una funcio´n que tome las entradas adecuadas y que devuel-
va la salida correspondiente. Si se necesita algu´n para´metro ma´s de entrada habrı´a
que pasa´rselo en la llamada a la funcio´n, modificando la funcio´n pertinente del
mo´dulo de equiparacio´n de reglas que invoca dichas funciones. Por ejemplo, para
definir un meta-predicado que determine si una accio´n ya ha sido utilizada en el
plan parcial de un planificador POP, suponiendo que *CURRENTNODE* es el nodo
actual, se implementarı´a la funcio´n representada en la figura 5.5
Los argumentos de entrada son la accio´n que se quiere comprobar; es de-
cir, el nombre de la variable utilizada en la definicio´n de la regla. La funcio´n
get-actions-from-partial-plan obtiene la lista de acciones del plan
parcial construido hasta ese momento. La funcio´n find-matching encuen-
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(DEFUN operator-in-plan (action binding)
(declare (special *CURRENTNODE*))
(let ((actions (get-actions-from-partial-plan *CURRENTNODE*)))
(if action
(let ((bins (find-matching action actions binding)))
(if (and bins (listp bins))
(verify-constraints action bins :str t) bins))
(null actions))))
Figura 5.5: Ejemplo de funcio´n en LISP para definir un meta-predicado.
tra todos los valores que puede tomar la variable action recorriendo la lista
actions y devuelve otra lista de bindings. Por tanto, la funcio´n operator-in-plan
puede devolver los siguientes valores: el subconjunto de sustituciones de bins que
cumplen las restricciones comprobadas en la funcio´n verify-constraints,
nil si find-matching no encuentra asignaciones posibles o true si action es






Uno de los objetivos de la tesis doctoral es desarrollar sistemas de aprendi-
zaje automa´tico aplicables a los planificadores base para extraer conocimiento de
control que incrementen su eficiencia resolviendo nuevos problemas. Se han im-
plementado dos sistemas de aprendizaje diferentes, uno aplicable a planificacio´n
mixta jera´rquica, en particular HTN, y POP y otro a planificacio´n basada en grafos
de planes. La razo´n de estas elecciones es doble: porque estas te´cnicas de planifica-
cio´n se esta´n utilizando ampliamente tanto en investigaciones como en aplicaciones
y porque existen muy pocos sistemas de aprendizaje centrados en incrementar la
eficiencia en resoluciones futuras para ellas.
En esta parte se explican los dos sistemas de aprendizaje desarrollados. Primero
se describe HEBL disen˜ado para el planificador hı´brido HTN-POP, HYBIS. La
descripcio´n detallada del planificador se expuso en la seccio´n 4.4. Son varias las
razones para usar este planificador:
Permite una descripcio´n modular de los me´todos de expansio´n posibilitando
el aprendizaje del mejor me´todo en cada situacio´n. La mayorı´a de los HTN
son “ad-hoc” imposibilitando dicho aprendizaje.
Utiliza otra te´cnica de planificacio´n, POP, de la que tambie´n es posible obte-
ner conocimiento de control. Desarrollando un u´nico sistema de aprendizaje,
se puede estudiar la influencia del aprendizaje sobre dos te´cnicas de planifi-
cacio´n diferentes.
Resuelve problemas de manufacturacio´n del mundo real.
El segundo sistema de aprendizaje implementado es GEBL. Se ha utilizado el plani-
ficador TGP que es la versio´n temporal de GRAPHPLAN, por estar implementado en
el lenguaje LISP y por incorporar una serie de mejoras respecto al algoritmo origi-
nal de Graphplan. So´lo se aprende de la parte de GRAPHPLAN no temporal en esta
tesis. El u´ltimo capı´tulo pretende ser una propuesta de metodologı´a de aprendizaje
de control, utilizando EBL, aplicable a distintos paradigmas de planificacio´n.
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Capı´tulo 6
Sistema de aprendizaje HEBL
En este capı´tulo se presenta un sistema, HEBL , que aprende conocimiento de
control para mejorar la eficiencia de un planificador especialmente disen˜ado pa-
ra la resolucio´n de problemas de manufacturacio´n, (HYBIS [Castillo et al., 2000]).
HYBIS es un planificador jera´rquico con una representacio´n de sus operadores ba-
sada en auto´matas finitos que es capaz de obtener secuencias de control en un
proceso de manufacturacio´n. Mezcla te´cnicas de planificacio´n jera´rquica (HTN)
[Currie and Tate, 1991] y Planificacio´n de Orden Parcial (POP) [Weld, 1994]. Los
problemas en HYBIS se van descomponiendo jera´rquicamente en problemas de
mayor a menor nivel de abstraccio´n. En cada nivel se genera un plan utilizando
POCL (Partial Order Causal Link). Una vez encontrado el plan en un nivel, cada
accio´n se transforma en un problema del nivel inferior segu´n un me´todo de expan-
sio´n. El me´todo de aprendizaje propuesto esta´ basado en HAMLET siendo dos los
aspectos fundamentales a destacar: el aprendizaje durante la generacio´n de planes
de orden parcial y el aprendizaje durante la descomposicio´n jera´rquica.
6.1. Descripcio´n
En manufacturacio´n un problema se describe por las transformaciones necesa-
rias realizables sobre un elemento/s base para producir un producto elaborado. El
dominio es el modelo de conocimiento del sistema de manufacturacio´n. El modelo
se puede representar como un conjunto de agentes, donde cada agente represen-
ta un dispositivo industrial, junto con las operaciones o acciones que es capaz de
realizar; y un conjunto de axiomas que describen hechos que siempre se verifi-
can. Cada agente es descrito jera´rquicamente segu´n las diferentes partes de las que
este´ compuesto, que a su vez pueden ser otros agentes. El comportamiento de cual-
quier agente de la jerarquı´a se describe mediante un auto´mata finito de forma que
los estados del auto´mata se corresponden con un conjunto de diferentes estados en
los que se pueda encontrar un agente y las transiciones del auto´mata se correspon-
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den con un conjunto de acciones que puede ejecutar. En este contexto, un problema
consiste en un estado inicial representado por un conjunto de literales que descri-
ben tanto el sistema de manufacturacio´n como los productos base; y unas metas,
que representan el conjunto de literales que describen las transformaciones nece-
sarias para obtener el producto manufacturado. La solucio´n a un problema es una
secuencia ordenada de acciones de los agentes del dominio que consiguen la meta,
empezando desde el estado inicial especificado.
Como ocurre en todos los planificadores independientes del dominio, HYBIS
no encuentra el mejor plan ra´pidamente porque gasta mucho tiempo estudiando
alternativas no va´lidas antes de llegar a la solucio´n. Para evitar esto, se propone
adquirir conocimiento automa´ticamente para, posteriormente, guiar el proceso de
planificacio´n. Este conocimiento se adquiere por la experiencia de resolver pro-
blemas anteriores al generar una explicacio´n de los pasos seguidos por el propio
proceso de planificacio´n.
6.2. Proceso de aprendizaje
El planificador HYBIS es completo pero no siempre es eficiente incluso con
las heurı´sticas independientes del dominio que utiliza. En algunos casos dichas
heurı´sticas no guı´an al planificador por el mejor camino de bu´squeda. Sin embar-
go, aprendiendo de la propia experiencia de planificacio´n se pueden identificar los
puntos en que las heurı´sticas fallan para extraer el conocimiento de control necesa-
rio que permitan podar las partes del a´rbol de bu´squeda erro´neas y aumentar ası´ la
eficiencia en resoluciones futuras de nuevos problemas.
Para adquirir conocimiento de control de este planificador HTN-POCL se sigue
un algoritmo con tres pasos:
1. El planificador se ejecuta sobre un problema y se etiquetan todos los no-
dos del a´rbol de bu´squeda de forma que se puedan identificar los puntos de
decisio´n de e´xito, los nodos que conducen a la solucio´n.
2. En los puntos de decisio´n de e´xito se generan reglas de control de forma
que cuando se vuelva a ejecutar el planificador otra vez con las reglas, vaya
directamente a la solucio´n.
3. Las constantes y variables en las reglas de control se generalizan para que
puedan ser usadas en otros problemas.
Como en HAMLET, el aprendizaje en HEBL comienza despue´s de que el pla-
nificador haya encontrado una solucio´n. Dado que HYBIS devuelve el a´rbol de
bu´squeda completo en todos los niveles de la jerarquı´a, HEBL genera reglas de
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control para todos los niveles de abstraccio´n. Aunque tambie´n se puede comen-
zar el proceso de aprendizaje justo antes de un refinamiento jera´rquico, cuando ha
encontrado un plan para un nivel determinado, en cuyo caso so´lo generarı´a reglas
para ese nivel y los anteriores. En esta tesis hemos seguido la primera opcio´n.
6.2.1. Etiquetado del a´rbol
Cada nodo del a´rbol de bu´squeda tiene un campo etiqueta que puede tomar los
siguientes valores:
success, el nodo pertenece al camino solucio´n del problema.
failure, pertenece a un camino de fallo.
abandoned, el planificador comienza a expandir este nodo pero lo abandona
debido a la heurı´stica que le recomienda seguir por otro camino.
unknown, el planificador no ha expandido el nodo.
Durante el proceso de planificacio´n, cada vez que se genera un nodo se etiqueta
como unknown. Si se detecta un fallo, el nodo afectado se etiqueta como failure.
Cuando se llega a una solucio´n se van etiquetando todos los antecesores del nodo
como success. Cuando empieza el proceso de aprendizaje, lo primero que se hace
es etiquetar el a´rbol mediante un algoritmo recursivo ascendente, empezando por
los nodos ma´s profundos en el a´rbol y subiendo hasta el nodo raı´z:
Si un nodo tiene al menos un sucesor que sea de e´xito, se etiqueta como
success (esto se hace justo al encontrar la solucio´n).
Si todos sus sucesores son de fallo e´l tambie´n se etiqueta como failure.
Si esta´ etiquetado como unknown, pero tiene al menos un sucesor, se cambia
su etiqueta a abandoned.
El resto se consideran unknown.
Una vez que se tiene el a´rbol etiquetado existen dos puntos de decisio´n; es
decir, nodos que son candidatos para que se aprenda una regla de control:
Failure-Success: son nodos que tienen, al menos, dos hijos: uno etiquetado
con e´xito y otro con fallo.
Abandoned-Success: igual que antes, pero en vez de fallo se trata de un nodo
abandonado.
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En la figura 6.1 se muestra un ejemplo de a´rbol de bu´squeda, sen˜alando los
puntos de decisio´n de donde se pueden aprender reglas. Los nodos de e´xito esta´n
rodeados por un cı´rculo y los nodos hojas de fallo tienen una X. Los nodos 23, 41,
42 y 43 se etiquetan como abandoned porque no son ni de e´xito ni de fallo y tienen









































































Figura 6.1: Ejemplo abstracto de a´rbol de bu´squeda en HEBL .
Cuando encuentra uno de estos dos puntos de decisio´n, se genera una regla de
control segu´n se explica a continuacio´n.
6.2.2. Generacio´n de reglas de control
En los nodos de decisio´n donde se ha decidido aprender, se genera una regla
de control para que el planificador pueda seleccionar la opcio´n de e´xito la pro´xima
vez. De entre los tres tipos de reglas descritos en el capı´tulo 5: de seleccio´n, de
rechazo y de preferencia esta tesis considera so´lo las de seleccio´n.
En un planificador HTN-POCL hay dos tipos diferentes de nodos donde se
pueden aprender reglas:
1. Puntos HTN: de que´ manera se puede hacer un refinamiento, es decir, que´ me´to-
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do de expansio´n de los posibles es mejor elegir; y
2. Puntos POCL
(.1) Para elegir un operador que ya esta´ en el plan o an˜adir uno nuevo del
dominio, cuando se intenta hacer cierta una meta pendiente.
(.2) Para decidir en ambos casos que´ operador seleccionar.
(.3) Para resolver una amenaza, si usar promote o demote.
Por tanto, se ha decidido aprender tres tipos de reglas:
SELECT operator-plan: para resolver una meta reutilizar una accio´n
instanciada incluida en el plan parcial.
SELECT operator-new: para resolver una meta seleccionar una nueva
accio´n instanciada del dominio.
SELECT expansion: para refinar una accio´n seleccionar un me´todo de
expansio´n.
Las reglas constan de tres partes: el nombre de la regla, la parte condicional o
requisitos que debe cumplir, y la parte del consecuente o decisio´n a tomar. La parte
condicional se compone de una conjuncio´n de los siguientes meta-predicados:
HTN-LEVEL, su argumento se extrae del nivel en el que esta´ el planificador
jera´rquico. No tiene sentido aplicar reglas aprendidas para un nivel en otro
ya que tanto las acciones como los me´todos de expansio´n dependen del nivel
de abstraccio´n del dispositivo al que se refieren.
CURRENT-GOAL, su argumento se extrae de la meta que esta´ tratando de
alcanzar el planificador.
SOME-CANDIDATE-GOALS, su argumento son las otras metas que debera´n
resolverse en ese nodo.
OPERATOR-NOT-IN-PLAN, para comprobar que, en las reglas de tipo
Operator-new, la accio´n que se pasa como argumento no este´ ya incluida
en el plan parcial; o el meta-predicado OPERATOR-IN-PLAN, para asegu-
rarse que, en las reglas de tipo Operator-plan, realmente se encuentre la
accio´n pasada como argumento. Estos meta-predicados tambie´n comprueban
que los argumentos del operador verifican las restricciones del agente (esta
informacio´n se encuentra en la descripcio´n del dominio). Todos los opera-
dores tienen por lo menos un argumento para representar el agente ejecutor
de la accio´n y el resto de argumentos, si existen, deben estar incluidos en las
restricciones de dicho agente.
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OPERATOR-TO-EXPAND, para identificar la accio´n que el planificador esta´ tra-
tando de refinar. Es so´lo para las reglas de SELECT expansion. Tambie´n
comprueba que los argumentos del operador cumplan las restricciones del
agente.
COMPONENTS-OF para identificar los agentes del nivel inferior que com-
ponen un agente agregado.
Por u´ltimo hay un meta-predicado TRUE-IN-STATE por cada literal que
es cierto en el estado inicial. Para hacer ma´s eficientes las reglas de control
y disminuir los meta-predicados TRUE-IN-STATE se hace una regresio´n
de metas. Es decir, so´lo se consideran los literales del estado inicial que sean
requeridos, directa o indirectamente, por las precondiciones del operador que
an˜ade la regla.
(control-rule regla-1
(IF (AND (HTN-LEVEL 1)
(CURRENT-GOAL (CONTAINS <I3> <?SRC330>))






(TRUE-IN-STATE (STATE <LINE-3PROD%%TRANS-3> OFF))
(TRUE-IN-STATE (STATE <FILTER-AGG%%FILTERAGG-AGG> OFF))))
(THEN SELECT OPERATOR-NEW
(FILTRATE (<FILTER-AGG%%FILTERAGG-AGG> <?RESULT>))))
Figura 6.2: Ejemplo regla de control en HEBL .
En la figura 6.2 se muestra un ejemplo de regla de control aprendida por HEBL
. Se trata de una regla de seleccio´n de la accio´n filtrate, no incluida en el
plan parcial, para conseguir la meta de que el producto representado por la variable
<I3> este´ contenido en el contenedor representado por la variable <?SRC330>.
Debe existir como meta pendiente alguna de las metas representadas en el argu-
mento del meta-predicado SOME-CANDIDATE-GOALS: que el estado de un dis-
positivo representado por la variable <LINE-3PROD%%TRANS3> sea OFF, o que
el estado de un dispositivo representado por la variable <STILL%%STILL1-AGG>
sea OFF o READY. En la seccio´n 6.2.3 se explica la sintaxis de estas variables pro-
veniente del proceso de generalizacio´n realizado por el algoritmo de aprendizaje.
Cada constante del proceso de planificacio´n se transforma en una variable (se in-
cluye entre <>) con el mismo nombre y precedida por un prefijo denotando el tipo
de dispositivo. Las variables del proceso de planificacio´n (van precedidas por ?)
se transforman directamente a variables del proceso de aprendizaje. Para obtener
los literales del estado inicial que son relevantes para poder tomar esta decisio´n,
bien porque son directamente las precondiciones de la accio´n, o bien porque sean
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requeridas por las acciones necesarias para satisfacer las precondiciones de la ac-
cio´n, se realiza una regresio´n de metas. De esta forma se reduce a dos el nu´mero
de meta-predicados TRUE-IN-STATE de la regla, en vez de los 63 literales que
definen el estado inicial de este dominio. Esta regresio´n de metas se realiza a trave´s
del conjunto de enlaces causales de la siguiente manera: la accio´n (filtrate (filteragg-
agg ?result)) aparece como accio´n consumidora en los siguientes enlaces causales,
donde el formato es ((accio´n-productora) (literal) (accio´n-consumidora)):
((start) (state filteragg-agg off) (filtrate (filteragg-agg i3)))
((on (trans-1 i1 filteragg)) (open-flow i1 tank1 filteragg)
(filtrate (filteragg-agg i3)))
((mix (tank1-agg i1)) (mix i1 tank1) (filtrate (filteragg-agg i3)))
De aquı´ se obtiene el primer literal (state filteragg-agg off) dado que la accio´n
productora de este enlace causal es la accio´n start. Para el segundo enlace causal
se hace la regresio´n de metas con la accio´n-productora, es decir (on (trans-1 i1 fil-
teragg)) de la misma manera y se obtiene un nuevo literal (state trans-1 off) y un
operador nuevo para hacer la regresio´n de metas (mix (tank1-agg i1)), pero que ya
estaba incluido por ser la accio´n productora del tercer enlace causal. Procediendo
de la misma manera con todos los enlaces causales y acciones productoras, al final
se obtienen los literales:
(contains r1 s1) (contains r2 s2) (contains r3 s3) (state trans-3 off)
(state tank1-agg off) (state trans-1 off) (state filteragg-agg off)
So´lo se incluyen en la regla aquellos literales en los que al menos uno de sus
argumentos aparece en el resto de meta-predicados. En este ejemplo, son los dos
literales (state trans-3 off) y (state filteragg-agg off) que constituyen los dos meta-
predicados TRUE-IN-STATE de la regla. Los argumentos r1, s1, r2, s2,
r3 y tank1-agg no aparecen en ningu´n otro meta-predicado de la regla y por
eso se descartan el resto de literales.
Un me´todo de expansio´n consiste en un conjunto de metas que deben ser adqui-
ridas por los agentes del siguiente nivel de abstraccio´n. En algunas ocasiones, estas
metas representan simplemente estados que deben ser alcanzados por los agentes
agregados del agente cuya accio´n se esta´ tratando de refinar, en cuyo caso es pre-
ciso utilizar el meta-predicado COMPONENTS-OF. Esto nos lleva a tener dos tipos
de reglas; unas cuando el me´todo de expansio´n consiste en un conjunto de literales
del tipo (STATE <AGENT> state) y otras para los dema´s casos.
Resumiendo, se definen cuatro tipos reglas de control diferentes, dos relacio-
nadas con los puntos de decisio´n POP y otras dos con los HTN. Cada una sigue
una plantilla especı´fica:
1. Nodos (o decisiones) POP de seleccio´n de un nuevo operador del dominio
para resolver una meta:
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(control-rule name1







(THEN SELECT OPERATOR-NEW (operator arguments)))
La figura 6.3 muestra un ejemplo de una regla para seleccionar una nueva
accio´n no incluida en el plan parcial, (ONLINE ADDITIVE-TRANSPORT1), cuan-
do el planificador esta´ en el nivel 1, trabajando en la meta, (CONTAINS FLOUR
RTANK), teniendo pendiente por resolver al menos una de las metas que apare-
cen en los argumentos del meta-predicado SOME-CANDIDATE-GOALS, y siendo
ciertos en el estado inicial los literales (CONTAINS FLOUR ADDITIVE1) y (STATE
ADDITIVE-TRANSPORT1 OFF).
(control-rule rule-pop-1
(IF (AND (HTN-LEVEL (1))
(CURRENT-GOAL (CONTAINS FLOUR RTANK))






(TRUE-IN-STATE (CONTAINS FLOUR ADDITIVE1))
(TRUE-IN-STATE (STATE ADDITIVE-TRANSPORT1 OFF))))
(THEN SELECT OPERATOR-NEW
(ONLINE ADDITIVE-TRANSPORT1)))
Figura 6.3: Ejemplo de regla de control en HEBL de seleccio´n de un operador nuevo del
dominio.
2. Nodos POP de seleccio´n de un operador ya existente en el plan parcial para
resolver una meta:
(control-rule name2







(THEN SELECT OPERATOR-PLAN (operator arguments)))
La figura 6.4 muestra un ejemplo de este tipo de regla que reutiliza la accio´n
START, cuando esta´ en el nivel 1, trabajando en la meta (STATE REACTOR READY),
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teniendo pendiente de resolver alguna de las metas que aparecen en el meta-
predicado SOME-CANDIDATE-GOALS, y siendo cierto en el estado inicial el literal
(STATE REACTOR READY).
(control-rule rule-pop-2
(IF (AND (HTN-LEVEL (1))
(CURRENT-GOAL (STATE REACTOR READY))




(TRUE-IN-STATE (STATE REACTOR READY))))
(THEN SELECT OPERATOR-PLAN (START)))
Figura 6.4: Ejemplo de regla de control en HEBL de seleccio´n de un operador ya presente
en el plan parcial.
3. Nodos HTN para seleccionar un me´todo de expansio´n compuesto por un
conjunto de literales que representan el estado de agentes del nivel inferior:
(control-rule name3





(COMPONENTS-OF (agent-agg (agent1 ... agentr)))))
(THEN SELECT EXPANSION ((STATE agent1 ESTADO1)
...
(STATE agentm ESTADOm))))
La figura 6.5 muestra un ejemplo de regla que utiliza el me´todo de expansio´n
((STATE HEAT1 OFF) (STATE ST1 OFF) (STATE SV OFF)), cuando el planificador esta´ ha-
ciendo el refinamiento jera´rquico de la accio´n (OFF REACTOR ?RESULT171), los
agentes que componen el agente REACTOR son (HEAT1 ST1 SV) y en el estado
inicial son ciertos los literales que aparecen como argumentos de los meta-
predicados TRUE-IN-STATE. Esta regla obligarı´a al planificador a refinar la ac-
cio´n (OFF REACTOR ?RESULT171) en ((STATE HEAT1 OFF) (STATE ST1 OFF) (STATE SV
OFF)) del siguiente nivel de abstraccio´n.
4. Nodos HTN para seleccionar un me´todo de expansio´n diferente al anterior;
es decir, que no este´ constituido por literales que representan el estado de
agentes del nivel inferior y por tanto, no es necesario identificar los agentes
del nivel inferior que componen el agente agregado.
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(control-rule rule-htn-1
(IF (AND (HTN-LEVEL (2))
(OPERATOR-TO-EXPAND (OFF REACTOR ?RESULT171))
(TRUE-IN-STATE (STATE SV OFF))
(TRUE-IN-STATE (STATE ST1 OFF))




((STATE HEAT1 OFF) (STATE ST1 OFF) (STATE SV OFF))))
Figura 6.5: Ejemplo de regla de control en HEBL de seleccio´n de un me´todo de expansio´n
consistente en un conjunto de estados de los agentes agregados.
(control-rule name4





(THEN SELECT EXPANSION (expansion)))
La figura 6.6 muestra un ejemplo de control para seleccionar el me´todo de
expansio´n (CONTAINS FERMENT REACTOR), cuando el planificador esta´ tratando
de refinar la accio´n (REACT REACTOR FERMENT) y en el estado inicial es cierto
el literal (STATE REACTOR READY).
(control-rule rule-htn-2
(IF (AND (HTN-LEVEL (2))
(OPERATOR-TO-EXPAND (REACT REACTOR FERMENT))
(TRUE-IN-STATE (STATE REACTOR READY))))
(THEN SELECT EXPANSION
((CONTAINS FERMENT REACTOR))))
Figura 6.6: Ejemplo de regla de control en HEBL de seleccio´n de un me´todo de expansio´n
gene´rico.
6.2.3. Generalizacio´n
Cuando se generan las reglas, los argumentos de los meta-predicados son o
bien constantes, porque representan objetos particulares del dominio o bien varia-
bles de planificacio´n que cambian en cada ejecucio´n. Para evitar que las reglas de
control dependan de los nombres particulares usados cuando se aprendio´ es preciso
generalizarlas convirtie´ndolas en variables dentro de las reglas, proceso denomina-
do parametrizacio´n. Cada variable se puede emparejar so´lo con objetos del mismo
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tipo. Por eso cada variable se nombra con un prefijo compuesto por el tipo y los
caracteres % %. Por ejemplo, <still % %still1-agg> representa una variable que es
del tipo still. No todas las constantes se pueden parametrizar; en algunos casos no
tiene sentido. Por ejemplo, si tenemos el literal (state trans-3 off), trans-3 es un
buen candidato para ser parametrizado, pero off no, ya que el significado de que
el transporte esta´ apagado se perderı´a. Por tanto, actualmente, no se generaliza el
segundo argumento de los predicados state, porque representa el estado concreto
en que se encuentra el agente. Este esquema de generalizacio´n es independiente
del dominio aunque sea dependiente del planificador.1
La regla del ejemplo 1 de la figura 6.3 se generaliza como se muestra en la
figura 6.7.
(control-rule rule-1
(IF (AND (HTN-LEVEL (1))
(CURRENT-GOAL (CONTAINS <FLOUR> <RTANK>))






(TRUE-IN-STATE (CONTAINS <FLOUR> <ADDITIVE1>))
(TRUE-IN-STATE (STATE <TRANSPORTLINE%%ADDITIVE-TRANSPORT1> OFF))))
(THEN SELECT OPERATOR-NEW
(ONLINE <TRANSPORTLINE%%ADDITIVE-TRANSPORT1>)))
Figura 6.7: Generalizacio´n de una regla en HEBL .
6.3. Equiparacio´n y ejecucio´n de reglas
Cuando el proceso de aprendizaje termina, se crea un fichero con un conjun-
to de reglas de control que son usadas en la resolucio´n de problemas futuros para
podar el a´rbol de bu´squeda. Como se vio en el apartado 4.4, cada vez que el pla-
nificador ha de resolver una tarea, obtiene una lista con las posibles formas de
resolverla (los choices del algoritmo de planificacio´n). Si utiliza reglas de control,
genera otra lista paralela con el mismo formato pero a partir de las reglas de control
cuyas precondiciones son ciertas en ese momento. La interseccio´n de ambas listas
pasa a ser la lista de choices y el algoritmo de planificacio´n continu´a. En caso de
que dicha interseccio´n sea vacı´a, se queda con los choices originales. Para verificar
si una regla se cumple, se realiza un proceso de equiparacio´n cla´sico explicado en
la seccio´n 5.2. La u´nica diferencia es que ahora se comprueba meta-predicado a
meta-predicado y se genera una lista con las posibles asignaciones de las variables
1Salvo en el caso de los literales que representan el estado de un dispositivo, como (state
trans-3 off), en que la generalizacio´n sı´ depende del dominio.
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que contengan las reglas a constantes del proceso actual de planificacio´n, siempre
que sean del mismo tipo. En PRODIGY no es necesaria esta comprobacio´n de tipos
porque se utilizan los meta-predicados type-of-object. En los dominios de
manufacturacio´n tratados, los nombres de los operadores (las acciones de los agen-
tes) se repiten en los distintos agentes, lo que hace que haya ma´s de una accio´n
cuyos argumentos satisfagan la lista de asignaciones posibles obtenida al compro-
bar la parte izquierda de la regla. Por tanto, por cada regla que se verifica puede
haber ma´s de una accio´n posible y hay que considerarlos todos.
(control-rule regla-29
(IF (AND (HTN-LEVEL 3 )
(CURRENT-GOAL (CONTAINS <R1> <TANK%%TANK1>))
(SOME-CANDIDATE-GOALS (CONTAINS <R2> <TANK%%TANK1>)
(CONTAINS <R3> <TANK%%TANK1>)
(CONTAINS <I1> <TANK%%TANK1>)))
(OPERATOR-NOT-IN-PLAN (OPEN <VALVE-FWD%%V15> <?PROD> <?SRC> <?DST>))
(TRUE-IN-STATE (STETE <VALVE-FWD%%V15> OFF))
(TRUE-IN-STATE (CONTAINS <R1> <S1>))
(TRUE-IN-STATE (CONTIANS <R3> <S3>))
(TRUE-IN-STATE (CONTAINS <R2> <S2>)))
(THEN SELECT OPERATOR-NEW (OPEN <VALVE-FWD%%V15> <?PROD> <?SRC> <?DST>)))
Figura 6.8: Ejemplo de regla en HEBL para explicar proceso de equiparacio´n de reglas.
Por ejemplo, si se tiene la regla representada en la figura 6.8, al comprobar la
parte izquierda de la regla saldra´n varios valores posibles que pueden tomar las va-
riables <valve-fwd%%v15>, <?prod>, <?src> y <?dst>. Por ejem-
plo, <valve-fwd%%v15> podrı´a ser cualquier va´lvula de tipo valve-fwd y
en este dominio hay 12, cada una con su correspondiente accio´n OPEN, con lo cual
podrı´a haber hasta 12 operadores distintos a aplicar por esta regla (seguramente
sean menos porque los otros meta-predicados habra´n reducido el nu´mero).
6.4. Experimentos y resultados
La experimentacio´n se ha dividido en dos fases. En la primera, simplemente se
quiere comprobar la validez del me´todo de aprendizaje propuesto: si las reglas de
control aprendidas son correctas y consiguen un aumento de la eficacia del proceso
de planificar al disminuir los recursos utilizados en cada ejecucio´n. Si las pre-
condiciones de la reglas son demasiado generales, se pueden disparar en un lugar
incorrecto, haciendo que el planificador elija el operador erro´neo. Al ser reglas de
seleccio´n, el resto de alternativas se descartan, con lo cual se pierde la posibilidad
de explorar el nodo con la accio´n adecuada y el sistema nunca llega a la solucio´n.
Dada las caracterı´sticas de los dominios tratados, en que hay muchos agentes de
un determinado tipo y todos con las mismas acciones, se hace especialmente re-
levante esta cuestio´n. Por ejemplo, en el dominio ITOPS hay 10 va´lvulas de tipo
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valve-fwd, todas con dos acciones OPEN y SHUT. Sema´nticamente es muy distinto
abrir o cerrar una va´lvula u otra pero sinta´cticamente es complicado distinguir estas
situaciones. Por otro lado, si las precondiciones son demasiado especı´ficas so´lo se
dispararı´an en un conjunto muy reducido de problemas y llevarı´an a un problema
de utilidad.
En la segunda fase de experimentacio´n se quiere comprobar que las reglas son
capaces de generalizar y mejoran la eficiencia en la resolucio´n de nuevos proble-
mas en dominios similares a los que se realizo´ el aprendizaje. Es decir, plantas
industriales con un nu´mero diferente de agentes del mismo tipo a los de la plan-
ta original. En HYBIS la definicio´n de los dominios y problemas de planificacio´n
difiere del resto de planificadores porque cada planta industrial constituye un do-
minio pero representa un u´nico problema a resolver. En planificacio´n esta´ndar se
define un dominio, representando el conjunto de acciones que se pueden ejecutar,
y un nu´mero de problemas indeterminado que para solucionarlos requieren utilizar
las acciones del dominio.
En ambos casos los experimentos consisten en definir manualmente dominios
y problemas que representen una determinada planta industrial. Dichos problemas
se proporcionan al sistema para que los resuelva en un tiempo ma´ximo fijado.
Las variables independientes de la experimentacio´n son:
- dominio de planificacio´n,
- problemas: variando la complejidad, medida por ejemplo, por el nu´mero de
metas a satisfacer, nu´mero de agentes en el dominio . . . ,
- tiempo lı´mite de ejecucio´n para encontrar una solucio´n.
y las variables dependientes son:
- tiempo de CPU que se tarda en encontrar la solucio´n del problema,
- nu´mero de nodos expandidos en el a´rbol de bu´squeda,
- porcentaje de tiempo de CPU ahorrado con las reglas de control.
El objetivo del sistema de aprendizaje es mejorar la eficiencia del planificador;
es decir, disminuir los recursos consumidos (tiempo y memoria) utilizados al resol-
ver los problemas. Para evaluar el sistema se escogen dos conjuntos diferentes de
problemas, el de entrenamiento y el de validacio´n. Se ejecuta el sistema de aprendi-
zaje con los problemas de entrenamiento para obtener el conocimiento de control.
Los problemas de validacio´n se introducen en el planificador dos veces, prime-
ro sin utilizar ningu´n conocimiento y la segunda vez utilizando el conocimiento
aprendido. Se computan las variables dependientes definidas antes y se comparan
los resultados. Este mismo proceso se realiza con diferentes valores de las variables
independientes anteriormente definidas.
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6.4.1. Validez de las reglas
La manera ma´s inmediata y simple de comprobar la validez del me´todo de
aprendizaje es utilizando el mismo conjunto, compuesto por un u´nico problema,
para entrenar y para validar.
Se han hecho varios experimentos utilizando diferentes dominios con carac-
terı´sticas distintas. En la tabla 6.1 se muestran las caracterı´sticas de los dominios
y problemas utilizados, como son el nu´mero de agentes definidos (Agentes), el
nu´mero de niveles de abstraccio´n (Niveles), el nu´mero de operadores o acciones
(Operadores) que hay entre todos los agentes, el nu´mero de literales del estado
inicial (Inicial) y el nu´mero de metas que tiene el problema resuelto (Metas).
Dominio AGENTES NIVELES OPERADORES INICIAL METAS
ITOPS03 42 3 92 63 1
BC-2 19 2 44 27 5
PAPILLA 26 2 61 46 3
MANIPULADOR 15 3 46 26 1
PLANTA-3 10 2 20 16 2
Tabla 6.1: Caracterı´sticas de los dominios utilizados en los experimentos de HEBL .
En la tabla 6.2 se muestran los resultados al resolver un problema sin utilizar
reglas y al resolver ese mismo problema usando las reglas aprendidas en una eje-
cucio´n previa (del mismo problema). Se representa: el nu´mero de nodos generados
por el proceso de planificacio´n hasta encontrar la solucio´n (N), los segundos tarda-
dos hasta llegar a la solucio´n (T), el porcentaje de ahorro en nodos (Ahorro N) y
en tiempo (Ahorro T) al utilizar las reglas y el nu´mero total de reglas utilizadas en
todos los niveles de abstraccio´n (Reglas).
Sin reglas Con reglas
Dominio N T(S) N T(S) AHORRO N % AHORRO T % REGLAS
ITOPS03 898 244 639 212 29 13 59
BC-2 637 60 319 34 50 43 36
PAPILLA 583 62 326 40 44 35 40
MANIPULADOR 235 21 185 15 21 29 33
PLANTA-3 198 9 125 4 37 55 14
Tabla 6.2: Resultados de HEBL para la validacio´n de las reglas que genera.
En todos se observa que disminuye tanto el nu´mero de nodos generados como
el tiempo que tarda en llegar a la solucio´n, aunque las diferencias no sean muy
grandes, debido a la naturaleza de los problemas. Tal como se muestra en la ta-
bla 6.1 son problemas sencillos entre 1 y 5 metas.
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6.4.2. Generalizacio´n de las reglas en nuevos problemas
Figura 6.9: Sistema de manufacturacio´n real, PAPILLA, que produce una mezcla elaborada
a partir de leche, encimas y harina.
Para comprobar la capacidad de generalizacio´n del algoritmo hemos realizado
experimentos en el domino Papilla de la figura 6.9 que representa un dominio de
manufacturacio´n real de la industria la´ctea.2 Se compone de 26 agentes de distintos
tipos interconectados entre sı´, (va´lvulas, bombas, mezcladores, calentadores, cintas
transportadoras y embotelladoras), 46 acciones diferentes y 2 niveles de abstrac-
cio´n. El objetivo de este dominio es an˜adir un ingrediente (harina), inicialmente en
ADDITIVE-1, a la leche contenida en MILK-TANK y embotellar la mezcla. La
leche y la encima se transforman en fermento en REACTOR. El resultado se mezcla
con la harina y produce el producto final. El disen˜o de un programa de control para
este sistema es difı´cil incluso para un ingeniero debido a la cantidad de agentes y
al nu´mero posible de acciones que se pueden ejecutar.
Para definir los conjuntos de entrenamiento y validacio´n definimos los siguien-
tes dominios, a partir de e´ste, an˜adiendo nuevos agentes del mismo tipo. Tal como
se dijo antes, a diferencia de planificacio´n esta´ndar, cada dominio en HYBIS sirve
para resolver un u´nico problema.
PAPILLA 2B: se an˜ade una segunda embotelladora y la primera se asume
que no esta´ operable (se quita del estado inicial una de las precondiciones que
activan la embotelladora). El planificador no detecta su no funcionamiento
2La compan˜ı´a es PULEVA y el proyecto fue el TIC2001-4936-E del Ministerio de Ciencia y
Tecnologı´a.
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hasta muy tarde en el a´rbol de bu´squeda necesitando ma´s tiempo para en-
contrar la solucio´n. Si las dos embotelladoras esta´n activas el planificador
encuentra la misma solucio´n que el problema original y no se comprueba la
capacidad de generalizacio´n del algoritmo.
PAPILLA 3B: se an˜aden 2 embotelladoras ma´s, estando activa so´lo la terce-
ra.
PAPILLA 4B: se an˜aden 3 embotelladoras ma´s, estando activa so´lo la cuarta.
PAPILLA 2B2R: se an˜aden una embotelladora y un reactor. El problema
consiste en duplicar la produccio´n de la mezcla final, una en cada reactor, y
embotellar cada una en una embotelladora.
Como conjunto de entrenamiento se utilizan los problemas PAPILLA y PA-
PILLA 2B. De forma independiente se extrae el conocimiento de cada problema.
En ambos casos se generaron 43 reglas de control. Del resto de problemas no es
posible extraer conocimiento debido a problemas de memoria del planificador. El
me´todo de aprendizaje requiere almacenar todo el a´rbol de bu´squeda para explorar-
lo, una vez se encuentra la solucio´n, identificando los puntos de decisio´n. El plani-
ficador tiene una opcio´n que permite la posibilidad de almacenarlo o no. En el resto
de problemas, al ser ma´s complejos y necesitar ma´s nodos, no fue posible activar
dicha opcio´n. Adema´s, suele ser ma´s conveniente hacer aprendizaje sobre proble-
mas pequen˜os porque se obtienen reglas ma´s generales. Las reglas de control se
generan obteniendo el meta-estado del episodio actual de planificacio´n y haciendo
regresio´n de metas para determinar los literales del estado inicial. Por tanto, cuanto
menor sea el problema de aprendizaje, menor sera´ el meta-estado, menos literales
habra´ en el estado inicial y las reglas sera´n ma´s simples y generales.
La tabla 6.3 muestra los resultados con estos dos conjuntos de reglas: re-
glas 1 aprendidas del problema PAPILLA y reglas 2 aprendidas del problema PA-
PILLA 2B. Muestra el nu´mero de nodos (N) generados por el proceso de planifi-
cacio´n, el tiempo en segundos (T) hasta que encuentra la solucio´n y el porcentaje
de nodos (AN) y tiempo (AT) ahorrado al utilizar las reglas.
Sin reglas Con reglas 1 Con reglas 2
Dominio N T(S) N T(S) AN AT N T(S) AN AT
PAPILLA 2B 2506 630 1463 393 42 % 38 % 1539 429 39 % 32 %
PAPILLA 3B 4458 1350 2604 750 42 % 44 % 2753 862 38 % 36 %
PAPILLA 4B 6410 1952 3745 1082 42 % 45 % 3967 1090 38 % 44 %
PAPILLA 2B2R 4057 1094 808 770 80 % 30 % 842 911 79 % 17 %
PAPILLA 3B2R 6821 1455 1091 842 84 % 42 % 1125 966 83 % 34 %
Tabla 6.3: Resultados de HEBL con nuevos problemas.
Se observa que tanto el nu´mero de nodos como el tiempo disminuyen con las
reglas de control. La media de tiempo ahorrado es del 36 % y en nodos del 57 %.
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Tambie´n se ha medido el tiempo total de equiparacio´n para medir la utilidad de
las reglas, tal como se muestra en la Tabla6.4. La columna TIEMPO representa el
tiempo de equiparacio´n de las reglas en segundos y la columna %TOTAL represen-
ta el porcentaje respecto al tiempo total de bu´squeda. Los resultados muestran que
no existe un problema grave de utilidad, empleando en media entre 8 y 10 % ma´s
de tiempo, y eso que se utiliza un esquema de equiparacio´n de reglas lenta frente a
otros algoritmos ma´s eficientes como el RETE que disminuirı´an este tiempo.
Con reglas 1 Con reglas 2
Dominio TIEMPO %TOTAL TIEMPO %TOTAL
PAPILLA 2B 50 13 % 43 10 %
PAPILLA 3B 63 8 % 80 9 %
PAPILLA 4B 85 8 % 84 8 %
PAPILLA 2B2R 44 6 % 68 7 %
PAPILLA 3B2R 55 6 % 37 4 %
Tabla 6.4: Tiempo total de equiparacio´n de las reglas en HEBL .
Los resultados utilizando el primer conjunto de reglas son mejores que los ob-
tenidos utilizando el segundo dominio. Esto demuestra la conveniencia de entrenar
con problemas simples para aplicar el conocimiento a problemas ma´s complejos.
6.5. Conclusiones y trabajos futuros
En los planificadores HTN los planes se construyen en distintos niveles de je-
rarquı´a, empezando por el nivel ma´s alto de abstraccio´n y refinando poco a poco
hasta niveles ma´s especı´ficos. El ingeniero puede definir me´todos para describir
co´mo realizar el refinamiento de un nivel a otro. Por ejemplo, HYBIS es un pla-
nificador jera´rquico que adema´s tiene definido un me´todo por omisio´n para pasar
de un nivel a otro inferior. El refinamiento jera´rquico implica resolver un nuevo
problema de la misma forma en que lo hace un POP. Sin embargo, aunque el uso
de la jerarquı´a simplifica la complejidad computacional, el proceso sigue siendo
au´n ineficiente. En un planificador hı´brido como HYBIS se puede incrementar la
eficiencia tanto en los puntos de decisio´n propios de los HTN como en los de POP.
En este trabajo se han discutido varios aspectos de aprendizaje automa´tico apli-
cado a este tipo de planificadores y se han extendido algunas de las idea de apren-
dizaje automa´tico para poder aplicarlas a un planificador hı´brido HTN-POP. En
particular, se han analizado los puntos de decisio´n POP en los que el planificador
decide si aplicar un nuevo operador ya utilizado en el plan parcial o utiliza uno
nuevo y en ambos casos de que´ operador concreto se trata. Se han generado reglas
de control que ayuden a tomar estas decisiones basa´ndose en las decisiones toma-
das por el planificador en resoluciones de problemas que llevaron a la solucio´n.
Tambie´n se ha estudiado el refinamiento jera´rquico. Cada tarea se puede descom-
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poner en varias subtareas del nivel inferior utilizando un me´todo predefinido. Cada
posible descomposicio´n representa una nueva rama en el a´rbol de bu´squeda y se
pueden aprender reglas de control para podar las ramas que no llevan a la solucio´n.
Se ha evaluado el sistema de aprendizaje propuesto generando todas las reglas de
control anteriores y comprobado que incrementan la eficiencia del planificador,
disminuyen el tiempo y nu´mero de nodos necesarios para encontrar la solucio´n.
Tambie´n se ha verificado la conveniencia de adquirir el conocimiento de control de
problemas simples para aplicarlo a problemas ma´s complejos.
El concepto de dominio en HYBIS difiere del de otros planificadores. Para HY-
BIS un dominio es una planta industrial, disen˜ada especı´ficamente para resolver un
u´nico problema; es decir, para generar un producto manufacturado concreto a partir
de unas materias primas iniciales. Lo ma´s usual es que se encuentre un u´nico plan
que realice esta transformacio´n y el planificador no necesite volver a ejecutarse.
Sin embargo, puede ocurrir que en una misma planta industrial se requiera hacer
una pequen˜a modificacio´n del disen˜o, con lo que se tendrı´a que volver a encontrar
el plan adecuado, con todas las dificultades que ello conlleva. Aunque la modifi-
cacio´n sea mı´nima, el proceso de planificacio´n tiene que empezar desde cero otra
vez. Si se tienen reglas de control aprendidas en la primera ejecucio´n, este segun-
do problema de planificacio´n se resolvera´ con mayor eficiencia. En caso de tener
un problema que el planificador no pudiese resolver se podrı´an definir relajaciones
de dicho problema y entrenar el sistema con ellos. Las reglas de control obtenidas
ayudarı´an a encontrar la solucio´n al problema original.
En un futuro, se podrı´a extender el esquema de aprendizaje para mejorar las re-
glas de control obtenidas especializa´ndolas, generaliza´ndolas o modifica´ndolas por
medio de me´todos inductivos tal como se ha hecho con otros planificadores (HAM-
LET [Borrajo and Veloso, 1997] y EVOCK [Aler et al., 2002]). Tambie´n, HYBIS se
ha extendido para generar planes condicionales que ofrece nuevas oportunidades
de aprendizaje. Por u´ltimo, realizar un ana´lisis de la aportacio´n de las reglas HTN
y de las POP para estudiar la posibilidad de aplicarlo a planificadores similares que
utilicen el mismo paradigma.
Capı´tulo 7
Sistema de aprendizaje GEBL
En este capı´tulo se presenta un sistema de aprendizaje de conocimiento de
control aplicable a planificacio´n basada en grafos de planes, desarrollado en la tesis
doctoral. Se ha denominado GEBL, de Graphplan EBL. El planificador utilizado es
TGP descrito en la seccio´n 4.6. El me´todo de aprendizaje propuesto esta´ basado
en HAMLET; en cuanto, al lenguaje de representacio´n del conocimiento de control
y la te´cnica de aprendizaje deductiva, EBL, utilizada para dar una explicacio´n de
las decisiones correctas tomadas durante el proceso de bu´squeda del plan solucio´n.
Tambie´n permite hacer un aprendizaje eager o lazy dependiendo de si aprende de
todos los puntos de decisio´n posibles o so´lo de aque´llos en los que la decisio´n
correcta no fue la tomada inicialmente por el planificador. Se vera´ la conveniencia
de utilizar uno u otro segu´n el fin que se le vaya a dar al conocimiento de control
generado.
7.1. Descripcio´n
Los planificadores basados en grafos de planes, como se explica en la sec-
cio´n 4.5, alternan dos fases: la expansio´n del grafo del plan y la bu´squeda hacia
atra´s del plan solucio´n en el grafo generado. La primera fase se realiza en tiempo
polino´mico, generando todos los predicados y acciones instanciadas que confor-
man el grafo del plan. En la segunda fase es donde reside la complejidad computa-
cional al tratarse de un algoritmo de bu´squeda hacia atra´s sin heurı´stica.1 Aunque el
espacio de bu´squeda se haya simplificado de lo´gica preposicional a lo´gica proposi-
cional, sigue siendo un proceso costoso en el que es preciso retroceder en muchos
puntos porque las decisiones tomadas llevan a puntos muertos. La utilizacio´n de
los memoizations o nogoods del algoritmo incrementa la eficiencia de resolucio´n
pero no evita todos los retrocesos. Es en estos casos donde las te´cnicas de apren-
1TGP utiliza heurı´sticas de´biles importadas de los CSP: ordenacio´n de metas, de mayor a menor
dificultad; y ordenacio´n de operadores que alcanzan una meta, de menor a mayor coste.
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dizaje automa´tico tienen cabida para intentar mejorar la eficacia del planificador,
podando las ramas erro´neas del a´rbol de bu´squeda que conducen a nodos de fallo.
El sistema GEBL extrae conocimiento de control, en forma de reglas, de un
planificador basado en grafos de planes utilizando te´cnicas de aprendizaje deduc-
tivo, en particular EBL, durante la fase de bu´squeda del plan solucio´n en el grafo
del plan. Analiza el a´rbol de bu´squeda generado por el planificador al resolver los
problemas de entrenamiento, estudiando las decisiones tomadas que llevaron a la
solucio´n y las que llevaron a nodos de fallo, para dar una explicacio´n de las cir-
cunstancias que las propiciaron y generar las reglas de control.
El me´todo es general e independiente del problema que se este´ solucionando.
Genera conocimiento de control aplicable a cualquier otro problema del mismo do-
minio. Existen varios trabajos que han incorporado alguna te´cnica de aprendizaje
para aumentar la eficiencia de GRAPHPLAN, como se expone en la seccio´n 4.5.
Uno de los ma´s notables es el de Zimmerman y Kambhampati
[Zimmerman and Kambhampati, 2005]. Sin embargo, todas las propuestas de es-
tos trabajos se centran en aprender so´lo para el problema actual de resolucio´n sin
tratar la generalizacio´n a problemas diferentes. Por tanto, el sistema aquı´ propuesto
pretende complementar estas preguntas.
Antes de detallar el sistema de aprendizaje se explica el a´rbol de bu´squeda que
se puede derivar del algoritmo de planificacio´n realizado por TGP.
7.2. ´Arbol de bu´squeda en TGP
El algoritmo de extraccio´n de la solucio´n realizado por TGP es un algoritmo de
bu´squeda hacia atra´s sobre el grafo del plan. La bu´squeda comienza por las metas,
u´ltimos niveles del grafo, y va progresando hasta el estado inicial, nivel 0 del grafo.
Cada estado o nodo del a´rbol puede describirse por tres elementos:
El nivel del grafo del plan, i, o instante de tiempo donde se hace la bu´sque-
da.2
El conjunto de metas, G, al que hay que buscar una asignacio´n va´lida de
acciones que las consigan.
El plan parcial o acciones, A, que hasta ese punto conforman la solucio´n
actualmente construida.
El primer nodo, N(i, G,∅), se genera con las metas, G, del problema, el ni-
vel, i, donde empieza la fase de extraccio´n de la solucio´n y como plan parcial el
2Para realizar el tratamiento temporal, TGP transforma los niveles del grafo del plan para que
representen instantes de tiempo. Nivel del grafo y tiempo son equivalentes en TGP.
7.2. A´RBOL DE BU´SQUEDA EN TGP 93
conjunto vacı´o. El algoritmo de planificacio´n en el nivel i busca una asignacio´n
va´lida de las metas gi ∈ G: para cada meta gi puede, o bien, buscar una accio´n
instanciada que la tenga entre sus efectos, o bien, persistirla (en ambos casos, si no
violan ninguna relacio´n de mutex). En este u´ltimo caso, se pospone la asignacio´n
de la accio´n a los siguientes niveles de bu´squeda, ma´s pro´ximos al estado inicial. Es
equivalente a escoger la accio´n no-op para dicha meta cuya u´nica precondicio´n (y
efecto) es la propia meta. Cuando encuentra una asignacio´n va´lida de las metas, se
genera un nuevo nodo hijo en el nivel inferior, N(i − 1, G′, A′), donde G′ son las
precondiciones de las nuevas acciones elegidas para satisfacer las metas de G (in-
cluida las acciones no-op, cuya u´nica precondicio´n es la propia meta) y A′ son las
nuevas acciones elegidas para satisfacer las metas (sin incluir las no-op). Pueden
existir tantos nodos hijos como asignaciones va´lidas distintas haya de las metas G.
El resto de nodos del a´rbol se generan de la misma forma durante la bu´squeda de
asignaciones va´lidas de las metas G′ en los siguientes niveles del grafo del plan.
Las acciones nuevas encontradas en cada nivel se an˜aden al principio del plan par-
cial, de forma que el conjunto A′ de un nodo hijo es igual al conjunto A del nodo
padre ma´s las nuevas acciones encontradas por el algoritmo de planificacio´n en ese
nivel.
La figura 7.1 muestra parte de un posible a´rbol de bu´squeda generado por TGP.
Representa un episodio de bu´squeda fallido empezando en el nivel 6 y los prime-
ros cuatro nodos del segundo episodio de e´xito, a partir del nivel 7 (los nodos de
fallo se representan con cuadrados de lı´neas discontinuas y los de e´xito con lı´nea
continua). El primer episodio corresponde a una bu´squeda en la que las metas del
problema, G0, aparecen por primera vez en el nivel 6, sin relaciones de mutex entre
ellas. El primer nodo del a´rbol se construye con G0, nivel 6 y plan parcial (NIL). El
segundo nodo, (5,G1,A1), se origina cuando TGP busca una asignacio´n va´lida
de operadores que satisfagan todas las metas de G0. Es el conjunto A1, y G1 son las
precondiciones de las acciones de A1 junto con las metas que persisten en el nivel
6. El segundo nodo, (4,G2,A2), se genera de forma similar, al intentar satisfacer
las metas G1 en el nivel 5. El conjunto A2 contiene las acciones A1 ma´s las nuevas
acciones encontradas para satisfacer todas las metas de G1. G2 son las precondi-
ciones de las nuevas acciones junto con las metas que persisten de G1. El algoritmo
continu´a hasta llegar al nodo G3A3. En el nivel 2 del grafo no existe un conjunto
de acciones capaz de satisfacer las metas de G3 sin que sean mutex con las accio-
nes de A3. Se retrocede hasta el nodo G2A2 y se busca otra asignacio´n posible de
acciones, genera´ndose el nodo (3,G4,A4) que tambie´n falla. Se retrocede al no-
do (4,G2,A2) otra vez, pero al no haber ma´s conjuntos de acciones posibles se
retrocede al nodo (5,G1,A1) y se prueba con el nodo (4,G5,A5) que tambie´n
falla. El proceso sigue hasta agotar todas las combinaciones y TGP incrementa el
grafo del plan con un nuevo nivel de acciones y sus efectos. El segundo episodio
de bu´squeda comienza. El primer nodo se genera con las metas originales del pro-
blema, G0, y el plan vacı´o pero en el nivel 7. Muchos de los nodos generados en el
primer episodio de bu´squeda para un nivel i se repiten en episodios posteriores en
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el nivel (i+1) y, aunque fallaran en la primera bu´squeda, en otros episodios pueden
conducir hasta la solucio´n al haber ma´s acciones y proposiciones en el grafo que
hacen desaparecer relaciones de mutex. El a´rbol de bu´squeda seguirı´a creciendo de
forma similar, a partir del nodo (6,G12,A12), hasta llegar al nivel 0, en que el
u´ltimo nodo generado, su conjunto de acciones A, sera´ la solucio´n del problema























Figura 7.1: Ejemplo abstracto de parte del a´rbol de bu´squeda en TGP.
Este a´rbol de bu´squeda es una abstraccio´n de la bu´squeda realizada por TGP. El
algoritmo original de TGP no lo construye y es el sistema de aprendizaje el que lo va
generando y almacenando. Cada nodo del a´rbol representa un conjunto de metas
a satisfacer, en un nivel del grafo del plan, y sus hijos representan las diferentes
maneras de satisfacerlas. A cada nodo se le denominara´ punto de decisio´n (PD)
y sobre ellos se basa el algoritmo de aprendizaje que se explica en la siguiente
seccio´n.
7.3. Proceso de aprendizaje
Analizando el algoritmo de bu´squeda hacia atra´s que realizan los planificadores
basados en grafos de planes del plan solucio´n, se identifican algunos puntos en
los que el algoritmo es ineficaz y es preciso retroceder. Es en estos puntos donde
las te´cnicas de aprendizaje automa´tico pueden extraer el conocimiento de control
preciso para guiar la bu´squeda por las ramas de e´xito. Se distinguen los siguientes
puntos de aprendizaje:
En que´ nivel del grafo del plan empezar a hacer la bu´squeda de la solucio´n.
El que este´n todas las metas presentes en un nivel y no exista una relacio´n de
mutex activa entre ellas es una condicio´n necesaria pero no suficiente para
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encontrar un plan va´lido. Muchas veces el algoritmo comienza la bu´squeda
en un nivel erro´neo, expandiendo el a´rbol de bu´squeda inu´tilmente hasta
comprobar que no hay solucio´n y retrocediendo sucesivamente hasta que no
hay ma´s acciones posible con lo que hay que expandir el grafo del plan en
un nivel ma´s y comenzar un nuevo episodio de bu´squeda.
Para cada conjunto de metas que se esta´ asignando operadores en un nivel,
hay que decidir cuales pueden persistir.
Por u´ltimo, en las metas en que no es posible la persistencia, hay que elegir
un operador de entre todos los posibles que la soportan.
Aprender el nivel del grafo en el que comenzar la bu´squeda es equivalente
a determinar, “a priori”, la longitud del plan solucio´n. Se considera un problema
complejo en aprendizaje aplicado a planificacio´n. Por eso, esta tesis se centra so´lo
en los otros dos puntos de decisio´n. El algoritmo de TGP en esos puntos, sigue dos
heurı´sticas (de´biles) que no siempre son las ma´s adecuadas:
Intentar la persistencia primero antes que an˜adir un nuevo operador.
De entre los posibles operadores que soportan una meta se intentan antes los
que esta´n en un nivel inferior en el grafo del plan.
El me´todo de aprendizaje implementado en GEBL sigue un algoritmo con tres
pasos:
1. El planificador resuelve un problema de aprendizaje genera´ndose una traza
de todos los puntos de decisio´n probados durante el proceso de bu´squeda del
plan solucio´n. Cada PD se etiqueta como de e´xito o de fallo segu´n llevaron
a la solucio´n o a un punto muerto.
2. En los puntos de decisio´n de e´xito, se generan reglas de control que expli-
quen el estado de planificacio´n que condujo a tales decisiones.
3. Las constantes en las reglas de control se generalizan para que puedan ser
usadas en otros problemas. En GEBL la parametrizacio´n o generalizacio´n
consiste, simplemente, en incluir entre <> las constantes de planificacio´n.
El proceso de aprendizaje comienza despue´s de que el planificador encuen-
tra una solucio´n para un problema. Si no encuentra solucio´n, no se puede extraer
ningu´n conocimiento de control.
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7.3.1. Generacio´n y etiquetado de los puntos de decisio´n
Cada punto de decisio´n del a´rbol de bu´squeda tiene un campo etiqueta que
puede tomar los siguientes valores:
success, el punto pertenece al camino solucio´n del problema. Las acciones
representadas en dicho nodo son parte del plan solucio´n.
failure, pertenece a un camino de fallo. El fallo se origina cuando no se
encuentra una asignacio´n va´lida para todas las metas de dicho nodo en el
nivel actual, o todos sus nodos hijos fallan.
memo-failure, el planificador no ha expandido el punto de decisio´n porque
ya esta´ almacenado como memoization en un episodio de bu´squeda previo.
Durante el proceso de planificacio´n, cada vez que el planificador intenta asignar
valores a un conjunto de metas en un nivel (instante de tiempo), se crea un nuevo
punto de decisio´n con esas metas, el nivel de bu´squeda, las acciones que hasta
ese momento tenga el plan parcial y con el valor memo-failure de la etiqueta de
aprendizaje. Si se encuentra una asignacio´n correcta, dicho punto se etiqueta como
success y se continu´a la bu´squeda con el siguiente nivel. Si se produce algu´n error,
se etiqueta como failure y se retrocede al nivel anterior. Si ese conjunto de metas,
en ese nivel, ya esta´ almacenado como memo su etiqueta permanece con el valor
memo-failure inicial.
Cuando el algoritmo de planificacio´n termina satisfactoriamente, se encuentra
una solucio´n al problema, y se recorre la lista de los puntos de decisio´n anterio-
res buscando pares de nodos etiquetados como success con niveles consecutivos.
Por cada pareja encontrada, se llama al mo´dulo generador de reglas de control
crea´ndose una regla por cada meta del primer punto de decisio´n. Segu´n el tipo de
aprendizaje establecido, eager o lazy (es un para´metro de entrada del sistema de
aprendizaje), dicha seleccio´n se hara´ de distinta manera. En aprendizaje lazy so´lo
se generan reglas de control si la primera decisio´n del planificador no es la que
conduce a la solucio´n mientras que el aprendizaje eager aprende de todas las deci-
siones. En ambos casos, se comienza seleccionando el primer PD etiquetado como
success, P1:
1. Si el siguiente PD es de e´xito, P2, y el aprendizaje eager, llama al mo´dulo
de generacio´n de reglas de control con P1 y P2.
2. Si no, busca el siguiente PD de e´xito, P3, y llama al mo´dulo de generacio´n
de reglas con P1 y P3 (aprendizaje tanto lazy como eager). Si el aprendizaje
es lazy, al mo´dulo generador de las reglas, tambie´n se le pasa el punto de
decisio´n P2 para identificar las decisiones tomadas por el planificador, como
se explicara´ a continuacio´n.
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Posteriormente, hace P1=P2 en el primer caso y P1=P3 en el segundo, y se repite
el proceso anterior hasta que no queden ma´s PD en la lista.
Por ejemplo, supo´ngase que tenemos el problema del dominio Zenotravel re-
presentado en la figura 7.2. En el dominio Zenotravel existen ciudades, personas
y aviones. Cada persona esta´ inicialmente en una ciudad y la meta es desplazarla
a otra distinta. Para ello se deben utilizar los aviones que pueden volar a dos ve-
locidades diferentes consumiendo ma´s o menos combustible, fly y zoom. Los
aviones tienen un nivel de combustible inicial y tras cada vuelo se ve disminuido
en uno (accio´n fly) o dos niveles (accio´n zoom). Existe una accio´n refuel para
repostar los aviones (ver el ape´ndice A.2). En el ejemplo, existen 2 ciudades, 2 per-
sonas y un avio´n. Inicialmente las dos personas esta´n en ciudades diferentes y la
meta es intercambiarlas de ciudad; es decir, que person0 que esta´ en city0 pase
a city1 y que person1 que esta´ en city1 pase a city0. El avio´n esta´ inicial-
mente en la misma ciudad que person1 y tiene un nivel de combustible suficiente
para hacer los dos viajes. La traza con los puntos de decisio´n y sus etiquetas ge-










Figura 7.2: Ejemplo de problema en el domino Zenotravel en el que la meta es intercambiar
dos personas de las ciudades en las que inicialmente se encuentran.
este problema, TGP expande el grafo del plan hasta el nivel (instante de tiempo)
5 en que aparecen, por primera vez, las dos metas del problema sin ser mutex
entre sı´. Entonces, empieza un episodio de bu´squeda. Se genera el primer punto
de decisio´n con las metas del problema ((at person1 city0) (at person0
city1)) y conjunto de acciones vacı´o (NIL). El algoritmo de bu´squeda empieza
en el nivel 5, encontrando la accio´n (debark person0 plane1 city1) para
conseguir la meta (at person0 city1) y persiste la otra meta (at person1
city0). Esto genera el nodo hijo representado en la lı´nea Time:(4) que tiene la me-
ta que ha persistido y las precondiciones del operador seleccionado (debark); es
decir, ((at plane1 city1) (in person0 plane1)). La accio´n (debark
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Time:(5) (SUCCESS)
Goals=((at person1 city0) (at person0 city1))
Actions=NIL
Time:(4) (SUCCESS)
Goals=((at person1 city0) (at plane1 city1) (in person0 plane1))
Actions=(((debark person0 plane1 city1) (at person0 city1)))
Time:(3) (SUCCESS)
Goals=((at person1 city0) (in person0 plane1) (fuel-level plane1 fl1)
(at plane1 city0))
Actions=(((fly plane1 city0 city1 fl1 fl0) (at plane1 city1))
((debark person0 plane1 city1) (at person0 city1)))
Time:(2) (SUCCESS)
Goals=((in person1 plane1) (fuel-level plane1 fl1) (at plane1 city0)
(at person0 city0))
Actions=(((board person0 plane1 city0) (in person0 plane1))
((debark person1 plane1 city0) (at person1 city0))
((fly plane1 city0 city1 fl1 fl0) (at plane1 city1))
((debark person0 plane1 city1) (at person0 city1)))
Time:(1) (SUCCESS)
Goals=((in person1 plane1) (at person0 city0) (fuel-level plane1 fl2)
(at plane1 city1))
Actions=(((fly plane1 city1 city0 fl2 fl1) (fuel-level plane1 fl1))
((board person0 plane1 city0) (in person0 plane1))
((debark person1 plane1 city0) (at person1 city0))
((fly plane1 city0 city1 fl1 fl0) (at plane1 city1))
((debark person0 plane1 city1) (at person0 city1)))
Time:(0) (SUCCESS)
Goals=((at person1 city1) (at person0 city0) (fuel-level plane1 fl3)
(at plane1 city1))
Actions=(((board person1 plane1 city1) (in person1 plane1))
((fly plane1 city1 city0 fl2 fl1) (fuel-level plane1 fl1))
((board person0 plane1 city0) (in person0 plane1))
((debark person1 plane1 city0) (at person1 city0))
((fly plane1 city0 city1 fl1 fl0) (at plane1 city1))
((debark person0 plane1 city1) (at person0 city1)))
Figura 7.3: Ejemplo de a´rbol de bu´squeda en el dominio Zenotravel.
person0 plane1 city1) se an˜ade al principio de las acciones del nodo hi-
jo. Comienza una nueva bu´squeda en el nivel 4, donde se encuentra la accio´n
(fly plane1 city0 city1 fl1 fl0) para conseguir la meta (at plane1
city1) y se persisten el resto de metas. Esto genera el nodo hijo de la lı´nea Ti-
me:(3) con las precondiciones de la accio´n fly y las metas que persisten. La nueva
accio´n se an˜ade al principio del plan parcial (conjunto de acciones del nodo hijo).
El algoritmo continu´a hasta alcanzar el nivel 0 y las acciones del u´ltimo punto de
decisio´n representan la solucio´n del problema. Todos los puntos de decisio´n del
camino solucio´n se etiquetan como success. En este ejemplo, no hay ningu´n nodo
de fallo y por tanto, no hay retroceso. Si el aprendizaje fuese lazy, no se generarı´a
ninguna regla de control. Pero, con aprendizaje eager, se generan varias reglas por
cada par de puntos de decisio´n de e´xito en niveles consecutivos; es decir, del punto
de decisio´n de la lı´nea Time: (5) y Time: (4), de Time: (4) y Time: (3), de Time: (3)
y Time: (2), Time: (2) y Time: (1) y por u´ltimo, de Time: (1) y Time: (0). Al final
de la siguiente seccio´n se muestra un ejemplo de aprendizaje lazy.
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7.3.2. Generacio´n de reglas
El mo´dulo de generacio´n de reglas recibe como entrada dos puntos de decisio´n
de e´xito con niveles consecutivos. Corresponde a un estado de planificacio´n en que,
dado un conjunto de metas, parte de ellas persisten (se pospone la asignacio´n de
operadores a niveles ma´s pro´ximos al estado inicial), y a otras, se le asignan ope-
radores para satisfacerlas. Por cada meta implicada en el primer punto de decisio´n,
se crea una regla de control para seleccionar la opcio´n tomada por el planificador
(reflejada en el segundo punto de decisio´n) que condujo a la solucio´n; es decir,
persistir la meta o asignarle un operador.
Por ejemplo, dados los dos primeros puntos de decisio´n de la figura 7.3, Ti-
me:(5) y Time:(4), el conocimiento de control que se puede obtener es:
Elegir el operador (debark person0 plane1 city1) para satisfacer la
meta (at person1 city0).
Elegir la persistencia para la meta (at person1 city0).
Para que las reglas sean generales y puedan utilizarse en otros problemas, es
necesario dar una explicacio´n del estado de planificacio´n durante la decisio´n. El
conocimiento de control se representa como reglas de control IF-THEN. Las pre-
condiciones representan dicho estado de planificacio´n, mediante meta-predicados
y la parte del consecuente representa la accio´n realizada por el planificador. Dicho
estado se obtiene del primer punto de decisio´n. El segundo punto de decisio´n se
necesita para obtener las acciones realizadas.
GEBL aprende dos tipos de reglas para guiar las bu´squedas futuras en TGP:
SELECT operator: selecciona un operador instanciado que resuelva una
meta.
SELECT operator persits: selecciona la persistencia para una meta.
La parte condicional de las reglas se compone de una conjuncio´n de los si-
guientes meta-predicados que determinan el estado de planificacio´n:
CURRENT-GOAL, su argumento es la meta que el planificador esta´ tratando
de conseguir.
SOME-CANDIDATE-GOALS, su argumento es el resto de metas en el punto
de decisio´n. Para hacer ma´s eficientes las reglas so´lo se consideran aquellas
metas que tengan alguna relacio´n de mutex (no activa) con CURRENT-GOAL.
ALL-SOLVED-ACTIONS: su argumento es el plan parcial actual. Se consi-
deran so´lo las que tengan alguna relacio´n de mutex (no activa) con CURRENT-GOAL.
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Por u´ltimo, hay un meta-predicado TRUE-IN-STATE por cada literal que
es cierto en el estado actual de planificacio´n. Para hacer ma´s eficientes las re-
glas de control y disminuir los meta-predicados TRUE-IN-STATE se hace
una regresio´n de metas. Esto es, so´lo se consideran los literales del esta-
do que sean requeridos, directa o indirectamente, por las precondiciones del
operador que an˜ade la regla. En la seccio´n 7.3.2 se explica en detalle co´mo
realizar la regresio´n de metas en planificadores basados en grafos.
La figura 7.4 muestra la regla de SELECT OPERATOR generada del primer
punto de decisio´n del ejemplo anterior. Esta regla selecciona el operador debark
para desplazar una persona de una ciudad a otra. Selecciona el avio´n ma´s conve-
niente; es decir, el que esta´ en la misma ciudad que la persona y con suficiente
combustible. El argumento del meta-predicado ALL-SOLVED-ACTIONS es NIL
porque se trata de la primera decisio´n y el plan parcial esta´ vacı´o. El argumento de
SOME-CANDIDATE-GOALS es NIL, porque la otra meta del punto de decisio´n,
no es mutex (no activo) con (at <person0><city1>).
(control-rule regla-ZENO-TRAVEL-ZENO1-e1
(IF (AND (CURRENT-GOAL (AT <PERSON0> <CITY1>))
(TRUE-IN-STATE (AT <PERSON0> <CITY0>))
(TRUE-IN-STATE (AT <PLANE1> <CITY1>))







(TRUE-IN-STATE (NEXT <FL2> <FL3>))
(TRUE-IN-STATE (NEXT <FL1> <FL2>))
(TRUE-IN-STATE (PERSON <PERSON0>))
(SOME-CANDIDATE-GOALS NIL) (ALL-SOLVED-ACTIONS NIL)))
(THEN SELECT OPERATORS (DEBARK <PERSON0> <PLANE1> <CITY1>))
Figura 7.4: Ejemplo de regla de SELECT OPERATOR en el dominio Zenotravel.
La regla de persistir generada en ese mismo punto de decisio´n se muestra en la
figura 7.5. Lo´gicamente, las precondiciones son las mismas que la regla anterior.
Cuando el aprendizaje es lazy, no se invoca al mo´dulo generador de reglas si
entre los dos puntos de decisio´n de e´xito no hay, al menos, uno intermedio etique-
tado como failure. Si los nodos intermedios esta´n etiquetados como memo-failure
(son memoization del algoritmo de planificacio´n) se considera que es equivalente a
la opcio´n por omisio´n ya que no se llegan a explorar esos nodos. Con los dos puntos
de decisio´n de e´xito, se genera una regla de control por cada una de las metas del
primer punto que seleccione la accio´n elegida por el planificador (esta informacio´n
se puede obtener comparando los dos puntos de decisio´n de e´xito). Sin embargo,
alguna de estas acciones seleccionadas para resolver una de las metas del punto
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(control-rule regla-ZENO-TRAVEL-ZENO1-p1
(IF (AND (CURRENT-GOAL (AT <PERSON1> <CITY0>))
(TRUE-IN-STATE (AT <PERSON1> <CITY1>))
(TRUE-IN-STATE (AT <PLANE1> <CITY1>))







(TRUE-IN-STATE-STATIC (NEXT <FL2> <FL3>))
(TRUE-IN-STATE-STATIC (NEXT <FL1> <FL2>))
(TRUE-IN-STATE-STATIC (PERSON <PERSON0>))
(TRUE-IN-STATE-STATIC (PERSON <PERSON1>))
(SOME-CANDIDATE-GOALS NIL) (ALL-SOLVED-ACTIONS NIL)))
(THEN SELECT OPERATORS PERSIST)
Figura 7.5: Ejemplo de regla de persistir en el dominio Zenotravel.
de decisio´n podrı´a ser la opcio´n por omisio´n del planificador. Aunque el siguiente
punto de decisio´n posterior al de e´xito sea de fallo, no implica que todas las accio-
nes elegidas por el planificador para satisfacer todas las metas en ese punto sean
incorrectas, basta con que una no lo sea para que todo el nodo se considere de fallo.
Por tanto, para hacer un aprendizaje lazy estricto y no generar reglas de control
de estas selecciones, al mo´dulo generador de reglas es preciso pasarle un para´me-
tro ma´s: el punto de decisio´n de fallo inmediatamente posterior al primer punto de
e´xito del que se van a aprender las reglas para obtener las acciones seleccionadas
inicialmente (opcio´n por omisio´n) por TGP.
Por ejemplo, la figura 7.6 muestra parte del a´rbol de bu´squeda generado para
un problema del dominio Driverlog. En este dominio existen paquetes que deben
ser transportados a diferentes sitios en camiones. Los camiones han de ser condu-
cidos por conductores que pueden estar en diferentes sitios y deben andar hasta
llegar a ellos. Los caminos por los que pueden andar los conductores son diferen-
tes de las carreteras por las que pueden ir los camiones (para una descripcio´n ma´s
detallada ver el ape´ndice A.3). El nodo Time: (5) es de e´xito, y el siguiente nodo
expandido en el nivel 4 es de fallo. A continuacio´n, se expanden varios nodos don-
de la bu´squeda falla o que ya esta´n memorizados como de fallo (en la figura so´lo se
representan con el nivel y la etiqueta porque no son relevantes para la explicacio´n),
hasta que llega al u´ltimo nodo de e´xito, Time: (4), representado en la figura. El
mo´dulo generador de reglas recibe los dos nodos de e´xito y el nodo de fallo. Con
aprendizaje eager se generarı´an tres reglas de seleccionar operador, una por cada
nueva meta conseguida; es decir, ((load-truck package1 truck2 s2) (in
package1 truck2)), ((walk driver2 p2-1 s1) (at driver2 s1)) y
((unload-truck package2 truck2 s2) (at package2 s2)). Sin embar-
go, con aprendizaje lazy, la accio´n ((load-truck package1 truck2 s2) (in
package1 truck2)) es la decisio´n por omisio´n de TGP, tal como se ve en el no-
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do Time:(4) (FAILURE), y no se genera una regla para dicha meta.
Time:(5) (SUCCESS)
Goals=((AT TRUCK2 S2) (AT PACKAGE2 S2) (AT TRUCK1 S2) (AT DRIVER2 S1)
(IN PACKAGE1 TRUCK2) (IN PACKAGE3 TRUCK2)
(DRIVING DRIVER1 TRUCK2))
Actions=(
(DRIVE-TRUCK TRUCK2 S2 S0 DRIVER1) (AT TRUCK2 S0))
(UNLOAD-TRUCK PACKAGE1 TRUCK2 S0) (AT PACKAGE1 S0))
(UNLOAD-TRUCK PACKAGE3 TRUCK2 S0) (AT PACKAGE3 S0))
(DISEMBARK-TRUCK DRIVER1 TRUCK2 S0) (AT DRIVER1 S0))
(WALK DRIVER1 S0 P0-1) (AT DRIVER1 P0-1))
(WALK DRIVER1 P0-1 S1) (AT DRIVER1 S1)))
Time:(4) (FAILURE)
Goals=((IN PACKAGE2 TRUCK1) (AT PACKAGE1 S2) (DRIVING DRIVER1 TRUCK2)
(IN PACKAGE3 TRUCK2) (AT DRIVER2 S1) (AT TRUCK1 S2)
(AT TRUCK2 S2))
Actions=(
(LOAD-TRUCK PACKAGE1 TRUCK2 S2) (IN PACKAGE1 TRUCK2))
(UNLOAD-TRUCK PACKAGE2 TRUCK1 S2) (AT PACKAGE2 S2))
(DRIVE-TRUCK TRUCK2 S2 S0 DRIVER1) (AT TRUCK2 S0))
(UNLOAD-TRUCK PACKAGE1 TRUCK2 S0) (AT PACKAGE1 S0))
(UNLOAD-TRUCK PACKAGE3 TRUCK2 S0) (AT PACKAGE3 S0))
(DISEMBARK-TRUCK DRIVER1 TRUCK2 S0) (AT DRIVER1 S0))
(WALK DRIVER1 S0 P0-1) (AT DRIVER1 P0-1))
(WALK DRIVER1 P0-1 S1) (AT DRIVER1 S1)))
Time:(4) (FAILURE) Time:(4) (FAILURE) Time:(4) (FAILURE) Time:(3) (FAILURE)
Time:(2) (FAILURE) Time:(2) (FAILURE) Time:(3) (FAILURE) Time:(2) (MEMO-FAILURE)
Time:(2) (FAILURE) Time:(2) (MEMO-FAILURE) Time:(3) (FAILURE) Time:(2) (FAILURE)
Time:(2) (MEMO-FAILURE) Time:(4) (FAILURE) Time:(3) (MEMO-FAILURE) Time:(3) (FAILURE)
Time:(2) (MEMO-FAILURE) Time:(2) (FAILURE) Time:(2) (MEMO-FAILURE) Time:(3) (MEMO-FAILURE)
Time:(4) (SUCCESS)
Goals=((IN PACKAGE2 TRUCK2) (AT DRIVER2 P2-1) (AT PACKAGE1 S2)
(DRIVING DRIVER1 TRUCK2) (IN PACKAGE3 TRUCK2) (AT TRUCK1 S2)
(AT TRUCK2 S2))
Actions=(
(LOAD-TRUCK PACKAGE1 TRUCK2 S2) (IN PACKAGE1 TRUCK2))
(WALK DRIVER2 P2-1 S1) (AT DRIVER2 S1))
(UNLOAD-TRUCK PACKAGE2 TRUCK2 S2) (AT PACKAGE2 S2))
(DRIVE-TRUCK TRUCK2 S2 S0 DRIVER1) (AT TRUCK2 S0))
(UNLOAD-TRUCK PACKAGE1 TRUCK2 S0) (AT PACKAGE1 S0))
(UNLOAD-TRUCK PACKAGE3 TRUCK2 S0) (AT PACKAGE3 S0))
(DISEMBARK-TRUCK DRIVER1 TRUCK2 S0) (AT DRIVER1 S0))
(WALK DRIVER1 S0 P0-1) (AT DRIVER1 P0-1))
(WALK DRIVER1 P0-1 S1) (AT DRIVER1 S1)))
Figura 7.6: Ejemplo de puntos de decisio´n para aprendizaje lazy en el dominio Driverlog.
Regresio´n de metas
La regresio´n de metas consiste en obtener los literales del estado actual de pla-
nificacio´n que sean requeridos por un operador, bien porque son directamente las
precondiciones del operador, o bien porque son requeridos por las acciones nece-
sarias para satisfacer las precondiciones del operador. El algoritmo para obtener la
regresio´n de metas R, de una accio´n Ai, considerando el estado S, y la solucio´n
del problema P se muestra en la figura 7.7.
Adema´s de hacer la regresio´n de metas sobre la accio´n seleccionada por la
regla, se hace sobre las metas del meta-predicado SOME-CANDIDATE-GOALS
para obtener tambie´n los literales del estado inicial requeridos por el argumento de
este meta-predicado. La regresio´n de metas de una meta, es la regresio´n de metas
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REGRESI ´ON-METAS (Ai:accio´n, S:estado inicial, P:plan)
Q = precondiciones (Ai)
R = ∅
while Q 6= ∅
q = primer elemento de Q
if q ∈ S then R = R ∪ q
else
Aq = accio´n que consiguio´ q segu´n P
Qr = precondiciones (Aq)
Q = Q ∪Qr
quitar q de Q
devolver R
Figura 7.7: Algoritmo para obtener la regresio´n de metas de una accio´n.
de la accio´n que la establece segu´n el plan solucio´n.
El mayor problema para realizar la regresio´n de metas en planificacio´n basa-
da en grafos, es que el estado permanece invariante durante toda la bu´squeda. El
estado inicial se an˜ade al grafo del plan en el nivel 0. Posteriormente el grafo del
plan se amplia, pero el estado correspondiente, en el momento de seleccionar las
acciones por el planificador, no esta´ claramente definido; el grafo del plan no es
suficiente para determinarlo. Esta informacio´n es fundamental para que las reglas
de control generadas disciernan entre unos estados y otros. La opcio´n adoptada en
este trabajo es hacer la regresio´n siempre al estado inicial del problema y an˜adir el
meta-predicado ALL-SOLVED-ACTIONS para recoger la informacio´n de co´mo
puede haber cambiado dicho estado. Esto es tan so´lo una aproximacio´n. Tiene la
ventaja de que a la hora de hacer la equiparacio´n de las reglas, para comprobar si
se pueden disparar (proceso bastante costoso), basta con realizarlo una vez, como
se explicara´ en la seccio´n 7.4. Otra alternativa estudiada fue tratar de buscar dicho
estado en el grafo del plan, pero los resultados fueron peores. Para ello, cuando
se generan las reglas de control a partir de un punto de decisio´n de un nivel, i, se
considera que el estado de planificacio´n esta´ compuesto por los literales li del gra-
fo del plan cuya etiqueta sea menor o igual que i y adema´s no este´n negados (no
exista en ese nivel o inferior el literal (not li)). Esto, adema´s de hacer el proceso
de equiparacio´n muy costoso, sigue sin discernir correctamente los estados ya que
el nivel del grafo do´nde aparece por primera vez un literal tampoco es muy deter-
minante en la bu´squeda. Generalmente los literales se an˜aden al grafo del plan en
niveles relativamente bajos comparados con los niveles en los que se realizan las
bu´squedas de las acciones que los satisfacen.
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7.4. Equiparacio´n y ejecucio´n de reglas
Cuando el proceso de aprendizaje termina, se crea un fichero con un conjunto
de reglas de control que son usadas en la resolucio´n de problemas futuros para
podar el a´rbol de bu´squeda. Para verificar si una regla se cumple, se realiza un
proceso de equiparacio´n simple lineal explicado en la seccio´n 5.2.
El coste computacional de este proceso se incrementa con el nu´mero de varia-
bles de las reglas, llegando incluso a hacerlo inviable (problema de la utilidad). De
ahı´, la conveniencia de reducir, tanto los meta-predicados de una regla (regresio´n
de metas), como sus argumentos (so´lo se consideran SOME-CANDIDATE-GOALS
y ALL-SOLVED-ACTIONS que tienen alguna relacio´n de mutex con la meta im-
plicada en la regla). En planificacio´n basada en grafos, el problema de la utilidad es
especialmente crı´tico debido a la cantidad de informacio´n recogida en cada punto
de decisio´n. Por otra parte, el algoritmo de Graphplan es muy ra´pido, siendo nece-
sario que las reglas de control eviten explorar muchos nodos de fallo para que el
tiempo de ahorro de exploracio´n compense al de equiparacio´n.
La equiparacio´n de las reglas durante la resolucio´n de un problema en TGP se
hace en dos fases:
Al principio de la resolucio´n de cada problema, se equiparan los meta-predicados
TRUE-IN-STATE una u´nica vez, ya que, como se explico´ antes, so´lo de-
penden del estado inicial del problema.
El resto de meta-predicados se comprueban antes de iniciar una asignacio´n
a un conjunto de metas en un nivel, partiendo de los pares variable-valor
encontrados en el paso anterior.
El algoritmo de TGP intenta como primera opcio´n persistir una meta. Si la
persistencia no es posible, intenta el primer operador que tenga asignado para sa-
tisfacerla. Cada meta tiene un campo con la lista de operadores instanciados que
pueden conseguirla. Dichos operadores esta´n ordenados segu´n el nivel del grafo
del plan en que se introdujeron. En caso de que una regla de seleccio´n de operador
se dispare, se reordena esta lista poniendo como primer operador el indicado por
la regla. En realidad, las reglas no son de seleccio´n de operador sino de preferen-
cia, ya que el resto de operadores no se quitan de la lista. No se ha descubierto la
manera de implementar reglas de seleccio´n estrictas en TGP porque, en un mismo
problema de planificacio´n, una misma meta puede ser satisfecha por ma´s de un
operador en distintas partes del plan; es decir, el algoritmo de TGP puede realizar
diferentes procesos de bu´squeda, en diferentes niveles, para encontrar operadores
que satisfagan la misma meta y en cada bu´squeda el operador encontrado ser dife-
rente. Sin embargo, dada la simplificacio´n en la representacio´n del grafo del plan
realizada por TGP, las metas se almacenan una sola vez en el grafo, habiendo una
u´nica lista de operadores instanciados que pueden conseguirlas que se utiliza en
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todas las bu´squedas en que dicha meta deba ser alcanzada. En el consecuente de
las reglas se ha mantenido la denominacio´n SELECT en vez de PREFER porque,
desde el punto de vista de adquisicio´n del conocimiento, las reglas aprendidas son
de seleccio´n, lo que ocurre es que, tal como esta´ implementado el algoritmo de
TGP, no es posible adaptarlas como tales en el proceso de equiparacio´n y ejecucio´n
de reglas. Serı´a necesario un cambio en el propio algoritmo de TGP que sobrepasa
los objetivos de esta tesis.
Las reglas de seleccio´n de operadores cambian el comportamiento por omisio´n
de TGP para que no se intente primero la persistencia, a no ser que, en un mismo
punto de decisio´n, tambie´n se dispare una regla de persistencia. En este caso, se
hace la ordenacio´n de los operadores, pero se prueba primero la persistencia.
7.5. Experimentos y resultados
Los experimentos descritos en este apartado tienen por objetivo demostrar la
validez del me´todo de aprendizaje propuesto, para incrementar la eficiencia del
propio planificador TGP en la resolucio´n de problemas. Se extrae el conocimiento
de control de un conjunto de problemas de entrenamiento y se aplica en la resolu-
cio´n de otros problemas diferentes, del mismo dominio, esperando que haya una
disminucio´n de los recursos consumidos por el ordenador en su resolucio´n (tiempo
y memoria) respecto a la no utilizacio´n de conocimiento de control. Se fija un tiem-
po ma´ximo de resolucio´n. El aprendizaje es lazy para corregir so´lo las decisiones
en que las heurı´sticas del planificador fallan y minimizar el problema de utilidad
tı´pico de EBL. En el capı´tulo siguiente se vera´ co´mo se puede utilizar el conoci-
miento de control extraı´do de TGP en otra te´cnica de planificacio´n. En este caso el
tipo de aprendizaje que conviene hacer es eager.
Las variables independientes de la experimentacio´n son:
- dominio de planificacio´n,
- problemas: variando la complejidad, medida, por ejemplo, por el nu´mero de
metas a satisfacer,
- me´trica de calidad a utilizar: longitud del plan paralelo y nu´mero de opera-
dores en la solucio´n,
y las variables dependientes son:
- nu´mero y porcentaje de problemas de un mismo dominio resueltos en el
tiempo lı´mite de ejecucio´n establecido,
- tiempo de CPU que se tarde en encontrar la solucio´n del problema,
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- calidad de la solucio´n encontrada, segu´n la me´trica de calidad establecida,
- puntos de decisio´n: nu´mero de nodos del a´rbol de bu´squeda. Representa el
nu´mero total de veces que el planificador intenta buscar una asignacio´n va´li-
da a un conjunto de metas.
La experimentacio´n se ha hecho utilizando los dominios de las competiciones
internacionales de planificacio´n. TGP resuelve problemas PDDL con los requisitos
strips y equality. Los dominios de las competiciones definidos con estos requisitos
son las versiones STRIPS de:
IPC02: Driverlog, Zenotravel, Satellite, Depots y Rover.
IPC00: Miconic, Logistics, Blocks y FreeCell.
Los primeros experimentos se realizaron con estos dominios y utilizando los
problemas definidos para las competiciones. TGP intento´ resolver todos los proble-
mas propuestos en las competiciones. En los dominios Depots, Rover y FreeCell
no consiguio´ solucionar ninguno de los problemas por lo que se desecharon para
el aprendizaje. En el dominio Blocks so´lo resolvio´ un problema, pero no apren-
dio´ ninguna regla de e´l, por lo que tambie´n se descarto´. En los otros dominios se
utilizaron los problemas ma´s sencillos (los A primeros) para hacer el aprendiza-
je. La tabla 7.1 resume los resultados obtenidos. Muestra el nu´mero de problemas
(columnas Problemas) de aprendizaje (A) y de validacio´n (V), los problemas re-
sueltos por TGP sin conocimiento de control (TGP) y utilizando las reglas (GEBL)
y el nu´mero de reglas generadas (Reglas). Se muestra tanto el nu´mero de proble-
mas resueltos (Res) como el porcentaje ( % Res) de resueltos respecto al total de
problemas probados. El tiempo de ejecucio´n fue 60s.
DOMINIO Problemas TGP GEBL
A V Res % Res Res % Res Reglas
Driverlog 3 20 9 45 % 9 45 % 8
Zenotravel 3 20 8 40 % 8 40 % 1
Logistics 2 30 4 13 % 0 0 % 6
Satellite 3 20 4 20 % 3 15 % 6
Miconic 10 150 33 22 % 31 21 % 8
Tabla 7.1: Resumen resultados de GEBL en TGP con los problemas de las IPCs. Nu´mero de
problemas resueltos.
Estos resultados reflejan que el me´todo de aprendizaje no hace que se resuelvan
ma´s problemas. Las tablas detalladas con los valores de las variables dependientes
mencionadas antes esta´n en el ape´ndice C.1. La tabla 7.2 muestra un resumen de
dichos resultados. Muestra la suma total de las variables medidas de todos los pro-
blemas resueltos por TGP tanto con reglas de control como sin ellas: el tiempo de
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resolucio´n en segundos (TE), el tiempo de equiparacio´n de reglas (TM), los puntos
de decisio´n (PD), la calidad de las soluciones medidas como la longitud del plan
paralelo (Q) y el nu´mero de reglas aprendidas (R). En todos los casos el tiempo de
CPU necesario para resolver los problemas es peor con reglas de control que sin
ellas. La calidad de las soluciones es la misma y los puntos de decisio´n, en el domi-
nio Driverlog, Zenotravel y Miconic es pra´cticamente igual y en el Satellite, con las
reglas, se incrementan en un 13 %. Esto demuestra que apenas hay diferencia entre
usar las reglas de control y no usarlas. En el dominio Logistics, se comprobo´ expe-
rimentalmente que la disminucio´n en el nu´mero de problemas resueltos al utilizar
las reglas es debido a la expiracio´n del tiempo de ejecucio´n (60s) mas que a que
las reglas se disparen en sitios incorrectos.
DOMINIO TGP GEBL
TE(s) PD Q TE(s) TM(s) PD Q R
Driverlog 51.50 682321 167 50.30 0.12 682321 167 8
Zenotravel 15.58 193608 43 16.64 0.95 193605 43 1
Satellite 1.35 59729 26 4.40 3.08 69072 26 6
Miconic 107.62 4817076 322 167.56 70.73 4817190 322 8
Tabla 7.2: Resumen resultados de GEBL en TGP con los problemas de las IPCs. Tiempo,
calidad y puntos de decisio´n acumulados de los problemas resueltos por ambos sistemas.
Se hicieron otros experimentos generando ma´s problemas aleatorios, tanto de
entrenamiento como de validacio´n. Se incluyo´ un dominio ma´s (Robocare, ver
ape´ndice A.7) no utilizado en las competiciones porque es un dominio especial-
mente ido´neo para generar planes paralelos. Los resultados detallados esta´n en el
ape´ndice C.1 y en las tablas 7.4 y 7.3 se muestra el resumen. La primera tabla re-
fleja el nu´mero de problemas resueltos por cada sistema, junto con los problemas
utilizados para validar y entrenar, y la segunada tabla muestra el acumulado de los
valores de las variables independientes medido para los problemas que resuelven
ambos sistemas. Los resultados vuelven a confirmar que la utilizacio´n de las reglas
de control casi no varı´a el comportamiento de TGP, simplemente se observa un in-
cremento en el tiempo de resolucio´n debido al proceso de equiparacio´n de reglas.
En los tres primeros dominios, tanto el nu´mero total de puntos de decisio´n como la
calidad total tienen el mismo valor en ambos casos, so´lo en el u´ltimo dominio se
aprecia una reduccio´n del 85 % en el nu´mero de puntos de decisio´n, pero la calidad
de las soluciones es igual y el tiempo total en encontrar las soluciones se incremen-
ta en un 92 % con las reglas. Este aumento es debido al tiempo de equiparacio´n de
reglas. En el dominio Logistics este tiempo es especialmente alto, incluso haciendo
que expire el tiempo total antes de encontrar las soluciones; por eso se resuelven
menos problemas con reglas que sin ellas. El tiempo total de ejecucio´n fue de 60s.
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DOMINIO Problemas TGP GEBL
A V Res % Res Res % Res Reglas
Driverlog 23 100 100 100 % 100 100 % 8
Zenotravel 200 100 21 21 % 21 21 % 1
Logistics 200 100 93 93 % 4 4 % 6
Robocare 27 336 68 20 % 68 20 % 12
Tabla 7.3: Resumen resultados de GEBL en TGP con los problemas aleatorios. Nu´mero de
problemas resueltos.
DOMINIO TGP GEBL
TE(s) PD Q TE(s) TM(s) PD Q R
Driverlog 41.79 224672 769 42.24 0.07 224672 769 8
Zenotravel 0.30 195 43 0.20 0.00 195 43 1
Logistics 3.35 22487 34 150.14 146.79 22485 34 6
Robocare 138.20 3745275 693 1771.76 1682.15 558265 693 12
Tabla 7.4: Resumen resultados de GEBL en TGP con los problemas aleatorios. Tiempo,
calidad y puntos de decisio´n acumulados de los problemas resueltos por ambos sistemas.
7.6. Conclusiones y trabajos futuros
Se ha implementado un sistema de aprendizaje basado en EBL para extraer co-
nocimiento de control de un planificador basado en grafos de planes, con el objeti-
vo de mejorar la eficiencia de resolucio´n del planificador de nuevos problemas. Sin
embargo, los experimentos realizados demuestran que el sistema de aprendizaje no
mejora dicha eficiencia. El tiempo necesario para resolver los problemas utilizan-
do el conocimiento de control aprendido es mayor que sin utilizarlo y el nu´mero
de nodos expandidos durante la bu´squeda so´lo disminuye ligeramente en algunos
de los problemas, sin que, aparentemente, siga alguna pauta preestablecida. Esto
hace que aunque se consiguiera mejorar el tiempo de equiparacio´n de reglas, no
se conseguirı´a un incremento significativo de la eficiencia del planificador. ´Unica-
mente en uno de los dominios probados, el Robocare en el que el paralelismo de
las acciones es alto, se ha observado una reduccio´n considerable de la memoria
utilizando las reglas, pero la calidad de las soluciones permanece igual y el tiempo
de ejecucio´n aumenta considerablemente. La razo´n de este comportamiento puede
ser que en este dominio no hay conflictos entre metas; es decir, ningu´n efecto de
una accio´n borra una precondicio´n de otra, y probablemente tambie´n el alto grado
de paralelismo del dominio.
A continuacio´n se enumeran los problemas detectados que hacen que el sistema
de aprendizaje no mejore la eficiencia del planificador:
Estado de planificacio´n. En planificacio´n basada en grafos no hay estados;
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se tiene el estado inicial de cada problema y el grafo del plan. Estos no son
suficientes para discernir los estados de planificacio´n intermedios durante las
decisiones parciales realizadas por el planificador, necesarios para generar
las explicaciones durante el aprendizaje EBL.
Problema de utilidad. Los puntos de decisio´n o nodos del a´rbol de bu´squeda
son demasiado grandes: contienen todas las metas que se intentan satisfacer
en un nivel, ma´s el plan parcial. Esto hace que las reglas generadas tengan
muchas variables, con el consiguiente incremento del proceso de equipara-
cio´n de reglas. Por otra parte, el algoritmo de Graphplan es especialmente
ra´pido, por lo que necesita que las reglas eviten explorar muchos nodos de
fallo para que el tiempo de ahorro de exploracio´n compense al de equipara-
cio´n.
Tipo de conocimiento aprendido. Tal como esta´ implementado el algoritmo
de bu´squeda, cada meta tiene un campo donde se representan los posibles
operadores que la pueden establecer y las metas se almacenan so´lo en el gra-
fo del plan una u´nica vez (etiqueta´ndolas con el nivel en que inicialmente
se introducen en el grafo). Una misma meta se puede satisfacer varias veces
en la resolucio´n de un mismo problema; es decir, que para encontrar la so-
lucio´n puede ser necesario satisfacer la misma meta en distintas partes del
plan utilizando diferentes operadores instanciados en cada caso. Pero la in-
formacio´n para satisfacerla en todos los casos es u´nica: la del campo de la
meta donde se guardan los posibles operadores que la pueden establecer. Si
una regla de seleccio´n de un operador se dispara para alcanzar una meta en
un punto dado, el resto de operadores considerados para resolver esa meta
se deberı´a quitar de este campo, pero si se quitan, en el siguiente punto del
algoritmo de planificacio´n en que la misma meta tiene que ser satisfecha otra
vez no los puede utilizar. Esto hace que las reglas so´lo pueden ser de prefe-
rencia y no de seleccio´n; es decir, el operador seleccionado por la regla se
puede colocar al principio de los operadores que alcanzan la meta, pero el
resto de operadores no se pueden quitar. Aunque en el consecuente de las
reglas generadas por GEBL se ha mantenido el nombre SELECT, el mo´dulo
de equiparacio´n las considera de preferencia en vez de seleccio´n. No se uti-
liza el nombre PREFER porque desde el punto de vista de adquisicio´n del
conocimiento serı´a deseable que fueran reglas de seleccio´n.
Se puede concluir que la forma como se ha aplicado EBL al planificador TGP
en esta tesis no incrementa la eficiencia del planificador. Las reglas aprendidas
diferencian correctamente los estados de planificacio´n, no se disparan en sitios in-
correctos, pero no generalizan suficientemente para incrementar el rendimiento de
TGP; son reglas demasiado especı´ficas. Mejores resultados han dado las investiga-
ciones que aceleran episodios consecutivos de bu´squeda en un mismo problema
evitando incurrir en errores anteriores, ma´s que intentar generalizar las decisio-
nes correctas a otros problemas. Sin embargo, se puede reutilizar el conocimiento
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aprendido para aplicarlo a otro tipo de planificador que no presente los problemas
anteriores. Por ejemplo, a planificacio´n bidireccional. En la siguiente parte de la
tesis se explica las adaptaciones necesarias para que GEBL obtenga conocimiento
de control va´lido para un planificador bidireccional.
Como trabajos futuros se podrı´a aplicar EBL para generar reglas de control que
aprendan memos gene´ricos que se puedan aplicar a diferentes problemas. Tam-
bie´n, se puede aprender a ordenar las metas antes de cada una de las bu´squedas
realizadas por TGP en los distintos niveles. Kambhampati, en uno de sus trabajos,
las ordeno´ de mayor a menor nivel en el grafo del plan, pero en TGP se defiende
que es preferible el orden inverso. Por tanto, es posible que el orden ma´s adecuado
dependa de cada problema en particular.
Capı´tulo 8
Metodologı´a para aplicar EBL a
sistemas de planificacio´n
En los capı´tulos anteriores se han descrito dos sistemas de aprendizaje desarro-
llados para extraer conocimiento de control de diferentes paradigmas de planifica-
cio´n: planificacio´n hı´brida HTN-POP y planificacio´n basada en grafos de planes.
Ambos sistemas esta´n inspirados en otro sistema de aprendizaje aplicado a planifi-
cacio´n bidireccional. El me´todo de aprendizaje utilizado en todos es EBL. En este
capı´tulo se pretende generalizar los tres sistemas para definir una metodologı´a de
disen˜o y desarrollo de sistemas de aprendizaje de conocimiento de control basada
en la explicacio´n que permita sistematizar los me´todos y te´cnicas necesarias para
aprender conocimiento de control de diferentes te´cnicas de planificacio´n.
En la siguiente seccio´n se describe la metodologı´a. En la seccio´n 8.2 se enu-
meran los requisitos del paradigma de planificacio´n necesarios para aplicar la me-
todologı´a. Por u´ltimo, se analiza el conocimiento de control que se puede extraer
con su utilizacio´n.
8.1. Guı´a para aplicar EBL a sistemas de planificacio´n
Los pasos requeridos para aplicar EBL a sistemas de planificacio´n, cuando se
explican las decisiones de e´xito del planificador son:
Identificar el proceso de bu´squeda del algoritmo de planificacio´n, identifi-
cando los nodos del a´rbol de bu´squeda. Esto puede no ser inmediato como
ocurre en GEBL por la diferencia entre el algoritmo de bu´squeda y el de pla-
nificacio´n. Es decir, planificar (a “grosso modo”) consiste en encontrar ope-
radores instanciados del dominio de planificacio´n que satisfagan unas metas
y para ello es preciso realizar un proceso de bu´squeda en el espacio de pro-
111
112 CAPI´TULO 8. METODOLOGI´A DE APRENDIZAJE
blemas. Cada paradigma de planificacio´n considera un espacio de problemas
diferentes y aplica un determinado algoritmo de bu´squeda. Los operadores
de bu´squeda no tienen porque´ coincidir con los operadores de planificacio´n.
Por ejemplo, en TGP un estado de bu´squeda (nodo del a´rbol) viene determi-
nado por 3 factores: un conjunto de metas, el plan parcial y el nivel en el
grafo del plan, porque TGP busca asignaciones de operadores instanciados
del dominio de planificacio´n que satisfagan un conjunto de metas sin violar
ninguna relacio´n de mutex, para lo cual necesita conocer el plan parcial y el
nivel del grafo. Los operadores de bu´squeda en TGP transforman un estado
del espacio de estados de planificacio´n en un estado del espacio de proble-
mas de TGP compuesto tambie´n por un conjunto de metas, un plan parcial y
un nivel, tal como se explico´ en la seccio´n 7.2. Sin embargo, los operadores
de planificacio´n en TGP son asignar una accio´n del dominio para alcanzar
una meta, an˜adir o borrar relaciones de mutex entre nodos, almacenar un
conjunto de metas como memo . . . . Por tanto, en TGP no hay coincidencia
entre los operadores de bu´squeda y los de planificacio´n.
Pero, en HYBIS cada nodo del espacio de bu´squeda representa una tarea pen-
diente de planificacio´n que pueden ser metas pendientes, amenazas, interfe-
rencias, inconsistencias en el orden o co´mo realizar un refinamiento jera´rqui-
co; y los nodos hijos representan las diferentes formas en que dicha tarea se
puede resolver. En este caso, los operadores de bu´squeda coinciden con los
operadores de planificacio´n. Cada nodo lleva asociado toda la informacio´n
que el algoritmo necesita para resolver la tarea.
En PRODIGY hay tres tipos diferentes de nodos de bu´squeda: pueden repre-
sentar una meta, un operador o una sustitucio´n de variables y los operadores
de bu´squeda de cada tipo son diferentes: en los nodos de tipo meta se busca
un operador que la satisfaga generando un nodo hijo de tipo operador por
cada posible operador del dominio que tenga dicha meta en la lista de efec-
tos an˜adidos; en los nodos de tipo operador se busca la asignacio´n de sus
variables generando nodos hijos de tipo sustitucio´n y en los nodos de tipo
sustitucio´n PRODIGY decide entre aplicar el operador instanciado o explorar
otro nodo de tipo meta.
Identificacio´n de los posibles puntos de aprendizaje, estudiando los pun-
tos de retroceso del algoritmo de bu´squeda. Una vez identificado el a´rbol
de bu´squeda resulta inmediato encontrar los nodos en que el algoritmo de
bu´squeda tiene que retroceder porque la solucio´n no se encuentra en la pri-
mera opcio´n explorada. Generalmente todos los nodos son posibles puntos
de retroceso, pero en cada algoritmo puede haber diferentes opciones que se
puedan aprender de forma independiente y estudiar la conveniencia, en cada
caso, de aprender esas decisiones o no. Por ejemplo, en HEBL de los dife-
rentes tipos de nodos que hay so´lo se aprende de los de tipo meta pendiente
y refinamiento jera´rquico, mientras que en HAMLET se aprende de todos. En
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GEBL so´lo hay un tipo de nodo del que aprender.
Identificar, en los puntos anteriores, el tipo de accio´n realizada por el plani-
ficador para definir los diferentes tipos de reglas de control que se pueden
generar. Por ejemplo, en GEBL hay un so´lo tipo de punto de decisio´n, pero
se pueden aprender dos acciones diferentes: el operador del dominio de pla-
nificacio´n que consiga una de las metas o persistir dicha meta. En HEBL en
los nodos de tipo meta se aprende el operador del dominio que la satisfaga
diferenciando entre si dicho operador ya ha sido utilizado en el plan parcial
o no; y en los nodos de tipo refinamiento jera´rquico se aprende el me´todo
de expansio´n a utilizar. En HAMLET de cada punto de decisio´n se aprende
una accio´n diferente: una meta de entre un conjunto de metas para empe-
zar a trabajar sobre ella, un operador del dominio para satisfacer una meta,
un conjunto de sustituciones que instancien las variables libres del operador
elegido o la opcio´n de aplicar un operador instanciado o empezar a resolver
otra meta.
Determinar si el algoritmo de planificacio´n permite distinguir los estados
en cada decisio´n realizada identificando si el propio algoritmo proporciona
algu´n mecanismo para tal diferenciacio´n o se pueden hacer aproximacio-
nes. Estos estados son lo utilizados por EBL para explicar las circunstancias
en que se produce cada decisio´n durante la resolucio´n de un problema pa-
ra generar la parte de precondiciones (meta-predicados) de las reglas que
permitan identificar en resoluciones futuras situaciones similares de forma
unı´voca. En el caso de PRODIGY el propio algoritmo de planificacio´n ac-
tualiza estos estados cuando aplica un operador instanciado. Sin embargo,
en TGP el algoritmo de planificacio´n so´lo necesita explorar el grafo del plan
que permanece invariante durante un episodio de bu´squeda; es decir, no hay
un estado diferente en cada decisio´n tomada por el algoritmo de bu´squeda
por lo que es necesario hacer aproximaciones que permitan discernir los es-
tados en otros procesos de bu´squeda. En el caso de HYBIS el algoritmo POP
no modifica el estado pero se puede obtener a trave´s del conjunto de enlaces
causales, tal como se explico´ en la seccio´n 6.2.2.
Preparar los problemas de entrenamiento de los que aprender que el planifi-
cador ejecutara´ de uno en uno. El taman˜o y complejidad de los problemas de
entrenamiento es un factor importante en EBL. Conviene que sean sencillos
para que el planificador pueda resolverlos, requisito imprescindible para ini-
ciar el proceso de aprendizaje, y tambie´n para que las reglas aprendidas sean
lo ma´s general posibles, sin demasiadas precondiciones que incrementan el
proceso de equiparacio´n de reglas produciendo el problema de la utilidad.
Cuanto ma´s complejos son los problemas de aprendizaje ma´s especı´ficas son
las reglas aprendidas; es decir, se disparan en menos situaciones, pero dis-
ciernen mejor unos casos de otros, por lo que hay que llegar a un equilibrio
entre generalizacio´n y especializacio´n no siempre alcanzado con te´cnicas
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exclusivas de aprendizaje deductivo.
Guardar el a´rbol de bu´squeda realizado por el planificador hasta encontrar
la solucio´n de cada problema. Si el planificador no lo almacena, generar la
traza con la informacio´n necesaria. Esto puede consumir mucha memoria y
tiempo del ordenador por lo que conviene que sea opcional su generacio´n
y almacenamiento. Ası´, durante el aprendizaje, que normalmente se realiza
con problemas pequen˜os, se activa y en el resto de casos se desactiva. En
HYBIS es un para´metro de ejecucio´n del planificador; en GEBL se ha intro-
ducido en el algoritmo de aprendizaje: cuando se aprende de un problema se
genera y se guarda el a´rbol de bu´squeda, en el resto de resoluciones no; y
PRODIGY siempre guarda el a´rbol de bu´squeda en todas las resoluciones de
problemas que realiza ya que este planificador se implemento´ para estudiar
la influencia de las te´cnicas de aprendizaje automa´tico en planificacio´n.
Etiquetar los nodos de bu´squeda para la identificacio´n de los nodos de e´xi-
to y de fallo. Cada vez que se genera un nuevo nodo durante el proceso de
planificacio´n se le asigna una etiqueta. Si el nodo falla se cambia su etiqueta
a fallo. Cuando el algoritmo de planificacio´n encuentra una solucio´n a to-
dos los nodos del a´rbol de e´xito, desde abajo hacia arriba, se les cambia la
etiqueta a e´xito. De forma similar los nodos tales que todos sus sucesores
son nodos de fallo, se etiquetan como de fallo. Adema´s de nodos de e´xito y
fallo puede existir otro tipo de nodos que tambie´n se quieran identificar. Por
ejemplo, en HEBL hay ramas del a´rbol de bu´squeda incompletas porque la
heurı´stica utilizada desaconseja seguir explora´ndolas antes de llegar a fallar,
y se denominan nodos abandonados. El algoritmo de planificacio´n de TGP
almacena memos cuando en un nivel de bu´squeda no es posible encontrar
una asignacio´n va´lida a todas las metas. Esos nodos GEBL los etiqueta como
memo-failure ya que, aunque sean de fallo, el propio algoritmo de planifica-
cio´n lo detecta y no los explora. En PRODIGY hay nodos que no explora, que
se denominan desconocidos o, incluso, que no ha llegado a generar, que se
denominan no-intentados.
Cada punto de decisio´n de e´xito puede generar una o varias reglas de con-
trol cuyo consecuente sean la decisio´n tomada por el planificador. Se puede
optar por un aprendizaje eager o lazy dependiendo de si se aprende de todos
los puntos de decisio´n o so´lo de aque´llos que no constituyeron la primera
decisio´n del planificador. Hay que implementar una funcio´n que tome como
entrada la lista de todos los nodos etiquetados y vaya devolviendo, consecu-
tivamente, el nodo o nodos de los que aprender.
Utilizar los meta-predicados ba´sicos usados por el lenguaje comu´n para ex-
plicar el estado del planificador en cada decisio´n, identificando, en el algo-
ritmo de planificacio´n, la manera de obtenerlos. En la en la seccio´n 5.3 se
describio´ a alto nivel co´mo implementar dichas funciones. La mayorı´a de
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los algoritmos de planificacio´n definen funciones para obtener los valores
necesarios para la definicio´n de los meta-predicados ma´s comunes, como la
meta actual que esta´ tratando de resolver, la lista de metas pendientes . . . .
En caso de no existir habrı´a que implementarlos. Para reducir el nu´mero y
taman˜o de los meta-predicados que preguntan por el estado de planificacio´n
se realiza una regresio´n de metas de forma que se incluyan so´lo los literales
que afectan directamente a la decisio´n considerada. La forma de hacer es-
ta regresio´n depende del paradigma de planificacio´n. Por ejemplo, en HEBL
se utiliza el conjunto de enlaces causales (ver seccio´n 6.2.2) y en GEBL se
contemplan diferentes alternativas para hacerlo (ver seccio´n 7.3.2).
Estudiar otros aspectos del estado de planificacio´n analizado por el planifi-
cador que puedan servir para definir nuevos meta-predicados especı´ficos del
paradigma de planificacio´n utilizado. Por ejemplo, el nivel HTN en HEBL o
el plan parcial en GEBL.
Implementar o reutilizar un mecanismo de equiparacio´n y ejecucio´n de las
reglas que se dispare en cada punto de decisio´n segu´n se explico´ en la sec-
cio´n 5.2.
Realizar de forma opcional algu´n estudio de utilidad de las reglas genera-
das para restringir la cantidad de reglas de cada dominio y evitar los pro-
blemas tı´picos de utilidad de los sistemas de aprendizaje basados en la ex-
plicacio´n. Por ejemplo, el realizado en HAMLET siguiendo la ecuacio´n de
Minton [Minton, 1988] en que la utilidad de una regla r se calcula como:
u(r) = s(r)× p(r)−m(r)
donde u(r) es una estimacio´n de la utilidad de r, s(r) es una estimacio´n del
tiempo de bu´squeda que la regla ahorra cuando se usa, p(r) es una estimacio´n
de la probabilidad de que la regla se dispare, y m(r) es una estimacio´n del
coste de equiparacio´n de la regla. Cada una de estas funciones HAMLET las
estima de la siguiente forma:
• s(r): es el nu´mero de nodos que hay por debajo del nodo donde se
aprende la regla, multiplicado por el tiempo que PRODIGY tarda en
expandir un nodo. Se puede hacer una mejor estimacio´n utilizando un
segundo conjunto de entrenamiento, como hizo Minton, y calcular la
media del nu´mero de nodos usados cada vez por la regla.
• p(r): es el nu´mero de veces en que r se dispara en los problemas de en-
trenamiento dividido entre el nu´mero de veces en que PRODIGY intenta
usar la regla. Igual que antes, se puede realizar una mejor estimacio´n
utilizando un segundo conjunto de entrenamiento.
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• m(r): es el tiempo total consumido intentando equipar la regla durante
toda la resolucio´n del problema dividido entre el nu´mero de veces en
que se intenta disparar.
8.2. Aplicabilidad de la metodologı´a
En principio, cualquier te´cnica de planificacio´n en que se puedan realizar los
pasos anteriores podrı´a ser susceptible de ser mejorada mediante conocimiento de
control extraı´do con la metodologı´a. Sin embargo, existen algunas caracterı´sticas
de los planificadores que pueden determinar el grado de idoneidad del me´todo de
aprendizaje:
Deficiencias del algoritmo de planificacio´n. Verificar si las mayores deficien-
cias del algoritmo de planificacio´n pueden ser solventadas o atenuadas con
el aprendizaje. Por ejemplo, la mayor deficiencia detectada en el algoritmo
de GRAPHPLAN se deriva de las simetrı´as de los dominios que imposibilitan
la expansio´n del grafo del plan y GEBL no soluciona este problema porque
so´lo se puede aplicar en la segunda fase del algoritmo, en la extraccio´n de la
solucio´n, una vez expandido el grafo del plan hasta un nivel en que aparecen
todas las metas del problema sin ser mutex. Sin embargo, tanto en PRODIGY
como en HYBIS las mayores deficiencias de los algoritmos de planificacio´n
vienen de la exploracio´n de los nodos de bu´squeda en que sus heurı´sticas
se equivocan generando muchas ramas erro´neas que llevan a puntos muertos
que consumen todos los recursos del ordenador antes de llegar a la solu-
cio´n. El me´todo de aprendizaje ayuda a realizar esta bu´squeda de forma ma´s
eficiente podando las ramas que no conducen a la solucio´n.
Estados de planificacio´n. Para poder dar las explicaciones de las decisio-
nes correctas del planificador es necesario definir los meta-estados cuando
se toman. Por tanto, es necesario que el planificador diferencie estos meta-
estados, tal como se explico´ en la seccio´n anterior. Si no los diferencia, hay
que hacer aproximaciones que siempre introducen un factor de inexactitud,
como ocurrı´a en GEBL.
Taman˜o de los puntos de decisio´n. Si los nodos del algoritmo de bu´squeda
contienen demasiada informacio´n, como en TGP, las reglas generadas con-
tendra´n muchas variables generando un problema de utilidad. El tiempo de
verificacio´n de las reglas supera al tiempo que ahorran. El problema se agra-
va si el algoritmo de planificacio´n es especialmente eficiente, en cuyo caso
las reglas tendra´n que evitar explorar muchos nodos para compensar el tiem-
po de equiparacio´n. El algoritmo de bu´squeda realizado por GRAPHPLAN
es muy ra´pido porque hace la bu´squeda en el grafo del plan donde todos
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los literales esta´n instanciados y no hay variables; es decir, se transforma un
problema de lo´gica de predicados a lo´gica proposicional.
Una vez comprobado que la te´cnica de planificacio´n reu´ne las caracterı´sticas
necesarias para aplicar el me´todo de aprendizaje, e implementado el sistema de
aprendizaje correspondiente, siguiendo los pasos descritos en la seccio´n anterior;
la forma de actuacio´n para obtener el conocimiento de control que incremente la
eficiencia del planificador en resoluciones futuras es la siguiente:
1. Seleccionar un conjunto de problemas de entrenamiento de un dominio dado
segu´n los criterios apuntados en la seccio´n anterior.
2. Aplicar el sistema de aprendizaje con los problemas anteriores y generar el
conjunto de reglas. Normalmente es preferible utilizar aprendizaje lazy para
que las reglas so´lo corrijan las decisiones erro´neas del planificador.
3. Realizar algu´n estudio sobre la utilidad de las reglas obtenidas para restringir
su nu´mero o taman˜o a las realmente u´tiles segu´n el criterio que se establezca.
4. Utilizar las reglas anteriores para guiar las bu´squedas futuras del planificador
al resolver nuevos problemas ma´s complejos.
La forma de evaluacio´n de la metodologı´a es simplemente: ejecutar el planifi-
cador para que resuelva un conjunto de problemas de validacio´n, diferentes a los
de entrenamiento, utilizando el conocimiento de control aprendido por el sistema
de aprendizaje y sin utilizarlo. Se compara el tiempo y memoria que el planificador
necesita para resolver cada problema en los dos casos. Tambie´n se puede medir la
calidad de las soluciones generadas, segu´n la me´trica de calidad que se establezca
(por ejemplo, nu´mero de operadores en el plan). Aunque el objetivo del sistemas
de aprendizaje no sea mejorar dicha calidad, conviene estudiar co´mo se ve afectada
con el aprendizaje.
8.3. Conocimiento de control aprendido
Analizando las reglas de control generadas por los tres sistemas de aprendi-
zaje tratados en esta tesis se observa que existe un conocimiento compartido por
todos los sistemas y otro especı´fico para cada uno. Por ejemplo, HEBL aprende
dos tipos de reglas relacionadas con la seleccio´n del operador a utilizar para conse-
guir una meta dada, select operator-new y select operator-plan.
GEBL tambie´n aprende dos tipos de reglas para seleccionar el operador: select
operator y select operator persist. Por u´ltimo, HAMLET aprende
otros dos tipos de reglas relacionadas con el operador a seleccionar: las de select
operators y las de select bindings. En la tabla 8.1 se resume el tipo de
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reglas aprendidas por cada uno de los tres sistemas de aprendizaje. Si el sistema de
aprendizaje genera reglas del tipo indicado en la columna Tipo, la casilla corres-
pondiente indica el nombre utilizado en el consecuente de las reglas creadas, y si
la casilla esta´ vacı´a es que el sistema de aprendizaje no contempla la generacio´n de
ese tipo de reglas. En las figuras 8.1 a la 8.7 se muestra un ejemplo de cada una de
estas reglas.




Operador operators operator-new operator
bindings operator-plan operator persist
Metas goals
Refinamiento jera´rquico expansion
Tabla 8.1: Resumen del tipo de reglas aprendidas por los sistemas de aprendizaje HAMLET,
HEBL y GEBL.
En todas las reglas se observa que hay meta-predicados comunes, como current-goal,
some-candidate-goals y true-in-state, y otros especı´ficos del para-
digma de planificacio´n, como htn-level y operator-in-plan en HEBL , o
el meta-predicado all-solved-actions en GEBL. En la tabla 8.2 se muestra
los meta-predicados utilizados por cada sistema de aprendizaje.
Meta-predicado HAMLET HEBL GEBL
current-goal X X X
some-candidate-goals X X X








Tabla 8.2: Meta-predicados utilizados en las reglas aprendidas por los sistemas de apren-
dizaje HAMLET, HEBL y GEBL.
El tratamiento del tipo de las variables difiere en los tres sistemas: en HEBL se
indica en el nombre de las variables utilizadas en las reglas, en GEBL se tratan como
true-in-state y en HAMLET como meta-predicados type-of-object.
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Tambie´n se observan diferencias en las reglas, derivadas del algoritmo de planifi-
cacio´n. Por ejemplo, HYBIS cuando tiene que seleccionar un operador para conse-
guir una meta diferencia entre si el operador ya ha sido utilizado en el plan parcial
o debe ser uno nuevo todavı´a no aplicado; por eso se generan dos tipos de reglas
diferentes. En PRODIGY, la seleccio´n del operador instanciado se hace en dos pun-
tos de decisio´n, primero se selecciona el operador y luego su instanciacio´n. Todas
estas diferencias deben ser reflejadas en el conocimiento de control generado.
Por u´ltimo, en cada paradigma de planificacio´n existe un conocimiento es-
pecı´fico que puede ser aprendido con la metodologı´a. Por ejemplo, en HTN se
puede aprender el me´todo de expansio´n; en POP, co´mo resolver las amenazas; en
planificacio´n basada en grafos de planes, las metas que persisten en cada nivel. La
parte de las precondiciones de estas reglas es similar a las otras pero el consecuente
es diferente.
(control-rule INDUCED-SELECT-FLY-L188-03-DECOX-157992
(if (and (current-goal (at <aircraft-157992-3> <city-157992-4>))








(then select operators fly))
Figura 8.1: Ejemplo de regla de control en HAMLET de seleccio´n de un operador.
(control-rule INDUCED-SELECT-BIND-BOARD-L138-02-DECOX-140063
(if (and (current-operator board)
(current-goal (in <person-140063-2> <aircraft-140063-3>))









((<p> . <person-140063-2>) (<a> . <aircraft-140063-3>)
(<c> . <city-140063-4>))))
Figura 8.2: Ejemplo de regla de control en HAMLET de seleccio´n de bindings.
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(control-rule regla-10
(if (and (htn-level (1))








(true-in-state (contains <flourl> <additive1>))
(true-in-state (state <transportline%%additive-transport1> off))))
(then select operator-new (online <transportline%%additive-transport1>)))
Figura 8.3: Ejemplo de regla de control en HEBL de seleccio´n de un operador nuevo del
dominio.
(control-rule regla-1
(if (and (htn-level (2))
(current-goal (flow <flour> <additive1> <rtank>))
(some-candidate-goals nil)
(operator-in-plan (on <belt%%belt1>))
(true-in-state (contains <flour> <additive1>))
(true-in-state (state <belt%%belt1> off))))
(then select operator-plan (on <belt%%belt1>)))
Figura 8.4: Ejemplo de regla de control en HEBL de seleccio´n de un operador ya presente
en el plan parcial.
(control-rule regla-24
(if (and (htn-level (2))
(operator-to-expand (off <line-3prod%%trans-3> <r4> <r5> <i3> <?dst>))
(true-in-state (state <valve-agg%%line4> off))
(true-in-state (state <valve-agg%%line5> off))







Figura 8.5: Ejemplo de regla de control en HEBL de seleccio´n de un me´todo de expansio´n.
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(control-rule regla-ZENO-TRAVEL-ZENO1-e1
(if (and (current-goal (at <person0> <city1>))
(true-in-state (at <person0> <city0>))
(true-in-state (at <plane1> <city1>))







(true-in-state (next <fl2> <fl3>))




(then select operators (debark <person0> <plane1> <city1>))
Figura 8.6: Ejemplo de regla de control en GEBL de seleccio´n de un operador.
(control-rule regla-ZENO-TRAVEL-L004-01-p1
(if (and (current-goal (in <person1> <plane10>))
(true-in-state (at <person1> <city0>))






(all-solved-actions ((debark <person1> <plane1> <city1>)))))
(then select operators persist))
Figura 8.7: Ejemplo de regla de control en GEBL de persistir
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Parte III





Transferencia entre sistemas de
planificacio´n
El objetivo de esta parte de la tesis es estudiar la viabilidad de transferir cono-
cimiento de control entre distintas te´cnicas de planificacio´n: co´mo extraer conoci-
miento de control (o heurı´sticas) de un planificador para posteriormente aplicarlo a
otro diferente, con el fin de mejorar la eficiencia en la resolucio´n de problemas del
segundo planificador o incrementar la calidad de los planes que encuentra. Como
se ha dicho, no existe un planificador o´ptimo que destaque sobre todos los dema´s
para todos los dominios y problemas; cada te´cnica tiene sus ventajas e inconvenien-
tes. Por otra parte, hay planificadores que, aunque su algoritmo de planificacio´n
no sea tan eficiente como el de otros, presentan otras ventajas que, para algunos
casos, puede resultar aconsejable su utilizacio´n. Por ejemplo, PRODIGY permite
definir y manejar diferentes me´tricas de calidad, razonando sobre mu´ltiples crite-
rios; flexibilidad para definir fa´cilmente diferentes comportamientos (a trave´s de
las funciones que se pueden disparar cada vez que un nodo se expande, llama-
das handlers); tiene capacidad para representar y razonar con variables nume´ricas
en un mismo predicado (no posibles en PDDL); permite definir restricciones de los
valores que pueden tener las variables de los operadores llamando a funciones LISP
definidas por el usuario; permite incorporar conocimiento de control independiente
que guı´e la bu´squeda y explorar el a´rbol de bu´squeda generado en la resolucio´n de
los problemas para analizar cada una de las decisiones tomadas por el planificador.
Adema´s, PRODIGY se ha integrado con un scheduler permitiendo el razonamiento
temporal y con recursos (sistema IPSS [Rodrı´guez-Moreno et al., 2004]). Sin em-
bargo, hay dominios en los que la eficiencia de PRODIGY es inferior a la de otros
planificadores, como pueden ser los basados en grafos de planes.
El objetivo a corto plazo (y en el que se centra esta tesis), es transferir conoci-
miento de control de un planificador basado en grafo de planes al planificador bidi-
reccional PRODIGY. A largo plazo, serı´a capturar heurı´sticas de cualquier te´cnica
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de planificacio´n para aplicarlas a cualquier otra te´cnica. Es decir, analizar las deci-
siones comunes realizadas por los distintos paradigmas de planificacio´n y estudiar
la posibilidad de representarlas y compartirlas entre ellos. Por ejemplo, muchos
planificadores eligen un operador o una instanciacio´n, de entre los definidos en el
dominio, para alcanzar una determinada meta; o, eligen el orden en que resolver
las metas.
Para poder transferir conocimiento de control de un planificador P1 a otro P2
se deben verificar las siguientes condiciones:
1. que existan decisiones comunes o similares entre ambos planificadores. Es
decir, que alguna de las decisiones de P1 sea equivalente a decisiones en
P2 directamente o tras alguna transformacio´n que pueda realizarse de forma
automa´tica.
2. que exista un sistema de aprendizaje para extraer el conocimiento de control
de P1,
3. que P2 disponga de un mo´dulo capaz de interpretar y utilizar conocimiento
de control (equiparacio´n y ejecucio´n de las reglas),
4. que exista un traductor sinta´ctico/sema´ntico para que el lenguaje del conoci-
miento aprendido en P1 sea entendido por P2.
Para hacer transferencia de conocimiento de control del planificador basado
en grafos, TGP, al planificador bidireccional, PRODIGY, se cumplen casi todos los
requisitos anteriores:
1. Los dos planificadores tiene puntos de decisio´n comunes: que´ operador ele-
gir para satisfacer una meta y que´ meta seleccionar para resolver primero.
2. Se tiene el sistema de aprendizaje GEBL que extrae conocimiento de con-
trol de TGP, que genera reglas de control de seleccio´n de un operador para
resolver una meta.
3. PRODIGY permite incorporar heurı´sticas externas en forma de reglas de con-
trol.
Y falta por desarrollar lo siguiente:
Ampliar GEBL para que aprenda reglas de seleccio´n de metas.
Hacer un traductor del conocimiento generado por GEBL a la sintaxis de
PRODIGY y a los puntos de decisio´n equivalentes.
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En este capı´tulo se describe co´mo se ha transferido conocimiento de control
de TGP a PRODIGY. Primero, se comparan los algoritmos de bu´squeda realizados
por ambos planificadores para estudiar los puntos de decisio´n comunes. Luego, se
describen las ampliaciones realizadas a GEBL para que genere reglas de seleccio´n
de metas. Luego, se describe el traductor de las reglas generadas por GEBL. Des-
pue´s, se presentan los experimentos y resultados realizados. Por u´ltimo, se hace
un ana´lisis del conocimiento de control transferido y se exponen las conclusiones
obtenidas.
9.1. GRAPHPLAN versus PRODIGY
PRODIGY esta´ basado en planificacio´n bidireccional que combina bu´squeda
hacia atra´s de las metas en el espacio de estados con simulaciones de ejecuciones
de planes (ver seccio´n 4.1) y TGP es un planificador temporal basado en grafos de
planes que hace bu´squeda hacia atra´s sobre el grafo del plan (ver seccio´n 4.6). Esto
implica que existen las siguientes diferencias en los algoritmos de bu´squeda de la
solucio´n de ambos planificadores:
´Arbol de bu´squeda:
- Los nodos del a´rbol de bu´squeda en PRODIGY, cuando hace encade-
namiento hacia atra´s, pueden representar una meta, un operador o una
asignacio´n de valor a variables de cada operador.
- Un nodo de bu´squeda en TGP representa un conjunto de metas a las que
se les busca una asignacio´n posible de operadores en un nivel del grafo
dado, junto con el plan parcial construido hasta ese instante.
Puntos de decisio´n (posibles puntos de retroceso en la bu´squeda):
- Los puntos de decisio´n en PRODIGY pueden ser de cuatro tipos: selec-
cio´n de una meta sobre el conjunto de metas pendientes, seleccio´n de
un operador para satisfacer la meta seleccionada, seleccio´n de los valo-
res de las variables del operador elegido y decidir si aplicar un operador
instanciado o resolver otra meta.
- Los puntos de decisio´n en TGP son: dado un conjunto de metas en un ni-
vel del grafo, determinar cua´les de ellas pueden persistir (se asignara´n
los operadores que las consigan en los siguientes niveles) y a cua´les
se les pueden asignar un operador que las consigan en el nivel actual.
Cada posible asignacio´n de operadores genera un nuevo punto de de-
cisio´n formado por las metas que persisten ma´s las precondiciones de
los operadores utilizados para conseguir las otras metas.
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Proceso de bu´squeda:
- PRODIGY combina bu´squeda hacia atra´s con simulaciones de ejecucio-
nes de planes. Los operadores instanciados que antes se aplican durante
la bu´squeda en PRODIGY, constituyen las primeras acciones del plan
solucio´n.
- TGP realiza un bu´squeda hacia atra´s, empezando en el u´ltimo nivel del
grafo y encontrando primero las u´ltimas acciones que constituira´n el
plan solucio´n.
Estados:
- PRODIGY modifica el estado dina´micamente durante el proceso de bu´sque-
da segu´n va aplicando operadores instanciados para satisfacer las me-
tas.
- TGP no modifica el estado durante la bu´squeda; toda la informacio´n del
estado esta´ en el primer nivel del grafo del plan y permanece invariable
durante un episodio de bu´squeda.
Lista de metas pendientes:
- PRODIGY no an˜ade precondiciones de operadores a la lista de metas
pendientes que sean ciertas en el estado actual. Se ordenan segu´n su
definicio´n en el fichero del problema.
- TGP an˜ade todas las precondiciones de los operadores alcanzados .1
Soluciones de los problemas:
- PRODIGY encuentra planes va´lidos de orden total.
- TGP encuentra planes paralelos o´ptimos.
Con el fin de entender los dos algoritmos de planificacio´n, se utiliza el ejem-
plo del dominio Zenotravel descrito en el capı´tulo anterior y representado en la
figura 7.2. La traza con los puntos de decisio´n generados por TGP al resolver di-
cho problema se mostraba en la figura 7.3. La figura 9.1 representa el a´rbol de
bu´squeda generado por PRODIGY resolviendo el mismo problema. El algoritmo
empieza seleccionando una meta sobre la que trabajar. Por omisio´n, PRODIGY
la selecciona segu´n la definicio´n del fichero del problema eligiendo trabajar en
1En el artı´culo donde se presenta TGP, se afirma que importan la heurı´stica (de´bil) de los CSP
de ordenar las metas en forma decreciente, de mayor a menor dificultad. La dificultad de alcanzar
una meta se mide segu´n la distancia al estado inicial en el grafo del plan: cuanto ma´s cerca este´ ma´s
fa´cil sera´ satisfacerla. Sin embargo, en el co´digo tienen un comentario diciendo que funciona mejor
ordena´ndolas al reve´s, de menor a mayor nivel del grafo, debido, probablemente, a que primero se
prueba la persistencia. El co´digo original, finalmente, no ordena las metas de ninguna forma. Para la
transferencia de conocimiento convendrı´a que se ordenaran en orden creciente, pero se ha utilizado
el algoritmo original de TGP.
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ellas segu´n el orden en el que aparecen definidas. En este caso elige la meta (at
person0 city1) que es la primera definida en el problema. Luego, selecciona
el operador instanciado (debark person0 plan1 city1) (nodos 6 y 7) para
alcanzarla. Las precondiciones del operador se an˜aden a la lista de metas pendien-
tes, (in person0 plane1), pero la precondicio´n (at plane1 city1) no se
an˜ade porque es cierta en el estado actual de planificacio´n.2 El siguiente punto
de decisio´n elige la meta (in person0 plane1) (nodo 8) para satisfacerla, se-
leccionando el operador instanciado (board person0 plan1 city0) (nodos
9 y 10). Sus precondiciones generan un nuevo nodo de tipo meta, (at plane1
city0) (nodo 12) y elige un operador instanciado para satisfacerla,(fly plane1
city1 city0 fl3 fl2) (nodos 14 y 15). En este punto, todas las precondicio-
nes del operador instanciado son ciertas en el estado actual y PRODIGY puede
aplicar el operador (bu´squeda hacia adelante y opcio´n por omisio´n) o continuar
resolviendo otra meta pendiente. Cuando un operador se aplica, pasa a ser la si-
guiente accio´n del plan solucio´n y el estado actual de planificacio´n se cambia de
acuerdo a los efectos del operador. Por tanto, PRODIGY aplica primero el opera-
dor FLY (nodo 16) y despue´s el operador BOARD (nodo 17), generando las prime-
ras acciones de la solucio´n, (fly plane1 city1 city0 fl3 fl2) y (board
person0 plane1 city0) (en la traza, cuando PRODIGY aplica un operador lo
representa en mayu´sculas). El algoritmo continu´a alternando bu´squeda hacia atra´s
con bu´squeda hacia adelante (simulaciones de ejecucio´n de planes) hasta que re-
suelve el problema.
Comparando los dos algoritmos de bu´squeda se observan los puntos de deci-
sio´n comunes de ambos planificadores:
Decidir la meta a resolver primero. En cada punto de decisio´n de TGP, se
seleccionan unas metas para resolver en ese instante y otras persisten (se
resuelven en los siguientes niveles). PRODIGY, en los nodos de tipo meta,
elige una meta para trabajar en ella.
Elegir un operador instanciado para satisfacer una meta determinada.
Por ejemplo, en el primer punto de decisio´n de la figura 7.3, TGP persiste la me-
ta (at person1 city0), que es satisfecha en el nivel 2 (ma´s pro´ximo al estado
inicial). PRODIGY elige la meta (at person0 city1) en primer lugar (nodo 5
de la figura 9.1) porque es la primera meta definida en el fichero del problema.
Esto hace que PRODIGY seleccione, como primera accio´n del plan, volar el avio´n
(inicialmente en city1) para recoger a person0. El plan generado por TGP es mejor
porque aprovecha el vuelo del avio´n para traer a person1. Se puede generar una
regla de control para que PRODIGY seleccione primero la meta que TGP persiste,
2Esto origina que la bu´squeda de PRODIGY sea incompleta en los casos en que alguna precondi-
cio´n sea cierta en el estado actual pero posteriormente sea negada por la aplicacio´n de algu´n opera-
dor [Fink and Blythe, 2005].
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Figura 9.1: Ejemplo de a´rbol de bu´squeda en PRODIGY.
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cambiando el comportamiento por omisio´n de PRODIGY, para que empiece resol-
viendo la segunda meta y evitar ası´ un vuelo innecesario del avio´n . Por otro lado,
todos los puntos de decisio´n donde TGP selecciona un operador instanciado para
satisfacer una meta tienen dos puntos de decisio´n equivalentes en PRODIGY: uno
para seleccionar el operador y otro para seleccionar los valores de sus variables
(bindings), excepto con la meta (fuel-level plane1 fl1) que no se introdu-
ce en la lista de metas pendientes de PRODIGY por ser cierta en el estado.
Por tanto, hay tres tipos de reglas que se pueden aprender en TGP para guiar la
bu´squeda de PRODIGY: reglas de SELECT goals, de SELECT operators y
de SELECT bindings. En la siguiente seccio´n, se explica co´mo adaptar GEBL
para aprender este conocimiento.
9.2. GEBL para transferir conocimiento
El proceso de aprendizaje seguido por GEBL es el descrito en la seccio´n 7.3
pero con algunas modificaciones. Existen para´metros de ejecucio´n del sistema que
determinan su comportamiento segu´n la aplicabilidad del conocimiento de control
generado: para transferir a PRODIGY o para utilizarlo en TGP. Dichos para´metros
son:
Tipo de aprendizaje lazy o eager: para la transferencia conviene que sea ea-
ger, aprender de todos los puntos de decisio´n, ya que el comportamiento de
ambos planificadores es diferente y la seleccio´n por omisio´n de uno no tiene
por que´ ser la misma que la del otro planificador. En aprendizaje eager se
aprende tanto de las decisiones correctas por omisio´n del planificador co-
mo de las decisiones cuya opcio´n por omisio´n no lleva a la solucio´n. Por el
contrario, en aprendizaje lazy so´lo se aprende si la decisio´n por omisio´n del
planificador no es la correcta.
Procedimiento para hacer la regresio´n de metas. Como se explico´ en el
capı´tulo anterior, una de las dificultades mayores en GEBL es la falta de es-
tados de planificacio´n definidos durante las decisiones tomadas por el plani-
ficador en la bu´squeda. En el caso de la transferencia, el problema se agrava
porque dichos estados se tienen que verificar en PRODIGY cuando las reglas
se ejecuten. No existe una equivalencia exacta entre los estados cuando TGP
genera las reglas y cuando PRODIGY deberı´a ejecutarlas; es preciso hacer
algunas aproximaciones. Se ha optado por considerar dos aproximaciones
diferentes que se explican en detalle en la siguiente seccio´n.
Tipo de reglas a aprender: para la transferencia hay que indicar al sistema
que aprenda reglas de seleccio´n de metas y que no aprenda las reglas de
elegir el operador no-op para conseguir una meta (reglas de persistencia).
Las reglas de seleccio´n de operador se aprenden en ambos casos.
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Si el conocimiento generado va a ser transferido o no.
9.2.1. Regresio´n de metas y estados de planificacio´n
El algoritmo de regresio´n de metas realizado por GEBL se explicaba en la sec-
cio´n 7.3.2. Necesita conocer el estado actual S. Al no haber estados definidos en
planificacio´n basada en grafos, se suponı´a que era siempre el mismo durante todo
el proceso de bu´squeda, el estado inicial del problema a resolver. Por tanto, e´ste
constituye el primer modo para realizar la regresio´n de metas en GEBL.
En el caso de hacer la transferencia, el estado S debe representar el estado
equivalente en PRODIGY. Tras el estudio detallado de los algoritmos de bu´squeda
realizados por ambos planificadores, no se observa que haya una equivalencia total
de estados de planificacio´n. TGP empieza la bu´squeda para satisfacer las metas en
el u´ltimo nivel del grafo del plan (encadenamiento hacia atra´s), y los primeros ope-
radores que encuentra constituyen las u´ltimas acciones del plan. Cuando persiste
una meta esta´ posponiendo la asignacio´n del operador que la satisface a niveles
ma´s pro´ximos al estado inicial y dicha accio´n aparecera´ antes en la solucio´n. Sin
embargo, PRODIGY combina la bu´squeda hacia atra´s con la bu´squeda hacia delante
y, por omisio´n, intenta primero la bu´squeda hacia adelante (aplicar los operadores
instanciados). Los primeros operadores instanciados de la bu´squeda constituyen
las primeras acciones del plan solucio´n. Parece adecuado hacer la siguiente suposi-
cio´n: el instante en que PRODIGY tomara´ la decisio´n de que´ operador aplicar para
resolver una meta de un problema resuelto tambie´n por TGP, las metas que TGP per-
siste, en ese punto de decisio´n, PRODIGY ya las habra´ satisfecho, ya que se habra´n
aplicado los operadores pertinentes que las satisfacen y el estado de planificacio´n
estara´ modificado de forma acorde. Se ha observado experimentalmente que esta
aproximacio´n no siempre es correcta; parece ma´s adecuada cuantas menos metas
haya en el punto de decisio´n de TGP.
Por tanto, el segundo modo para hacer la regresio´n de metas en GEBL es ha-
ciendo esta aproximacio´n. Para calcular dicho estado, se busca en la solucio´n del
problema (el proceso de aprendizaje empieza cuando el planificador encuentra un
plan) el primer plan parcial en que todas las metas que persisten en el punto de
decisio´n se satisfacen. Entonces, se progresa el estado inicial segu´n los efectos de
las acciones de dicho plan parcial. Es decir, se empieza con el estado inicial del
problema y la primera accio´n del plan parcial. Se cambia el estado inicial segu´n
los efectos de dicha accio´n, borrando y an˜adiendo los literales de su lista de bo-
rrados y an˜adidos en la definicio´n del operador en el dominio. Se aplica el mismo
proceso con el estado resultante y la segunda accio´n del plan parcial. Se repite
recursivamente hasta que no quedan acciones en el plan parcial.
Esta aproximacio´n del estado equivalente de planificacio´n en PRODIGY afecta
tambie´n al argumento del meta-predicado SOME-CANDIDATE-GOALS. Si supo-
nemos que las metas que persisten en el punto de decisio´n de TGP ya se habra´n
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resuelto en PRODIGY, las u´nicas metas pendientes sera´n a las que TGP asigna un
operador en paralelo en ese nodo.
9.2.2. Generacio´n de reglas
Para la transferencia, GEBL genera dos tipos de reglas:
1. Reglas de SELECT goals. En aquellos puntos de decisio´n en que TGP
persiste una u´nica meta, se genera una regla de SELECT goals con dicha
meta para PRODIGY. Cuando se persisten ma´s metas, en ese punto de deci-
sio´n, no se puede asegurar cu´al es la primera que se debe resolver y hacer
una regla para que seleccione todas las metas que persiste es menos eficiente
que seleccionar una u´nica meta.
2. Reglas de SELECT operators. En un punto de decisio´n de TGP se crea
una regla de e´stas por cada una de las metas a las que se les asigna un opera-
dor en ese nivel del grafo.
De los dos primeros puntos de decisio´n del ejemplo de la figura 7.3, se generan
dos reglas: una para seleccionar la meta (at person1 city0) y otra para selec-
cionar el operador (debark person0 plane1 city1) para conseguir la meta
(at person0 city1).
Las reglas de SELECT goals tienen los siguientes meta-predicados:
(TARGET-GOAL g1): g1 es la meta que TGP persiste. La misma que se-
lecciona la parte derecha de la regla.
(SOME-CANDIDATE-GOALS goals): resto de metas en el punto de de-
cisio´n; sera´n so´lo metas a las que TGP asigna un operador en ese nivel. So´lo
se generan este tipo de reglas si TGP persiste una u´nica meta en el punto de
decisio´n. En el caso de persistir ma´s de una meta, no se puede asegurar la
primera meta que debe seleccionar PRODIGY y se ha optado por no generar
ninguna regla.
Un TRUE-IN-STATE por cada literal que sea cierto en el estado. Para cal-
cularlo se hace la regresio´n de metas de g1 y las metas de goals, supo-
niendo que el estado de planificacio´n es el estado inicial del problema. La
regla es para seleccionar una meta pendiente sobre la que trabajar (la meta
que persiste); por tanto, no se puede suponer que PRODIGY ya la ha resuelto.
La figura 9.2, muestra la regla de SELECT goals del ejemplo anterior men-
cionado. Elige entre dos metas de desplazar personas de una ciudad a otra (los
argumentos de los meta-predicados TARGET-GOAL y SOME-CANDIDATE-GOALS).
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Una de las personas (variable <person1>) se encuentra en la misma ciudad don-
de hay un avio´n con suficiente nivel de combustible para volar. La regla selecciona
la meta para desplazar dicha persona primero.
(control-rule regla-ZENO-TRAVEL-PZENO-s1
(IF (AND (TARGET-GOAL (AT <PERSON1> <CITY0>))
(TRUE-IN-STATE (AT <PERSON1> <CITY1>))
(TRUE-IN-STATE (AT <PERSON0> <CITY0>))
(TRUE-IN-STATE (AT <PLANE1> <CITY1>))






(TRUE-IN-STATE (NEXT <FL1> <FL2>))
(TRUE-IN-STATE (PERSON <PERSON0>))
(TRUE-IN-STATE (PERSON <PERSON1>))
(SOME-CANDIDATE-GOALS ((AT <PERSON0> <CITY1>)))))
(THEN SELECT GOALS (AT <PERSON1> <CITY0>))
Figura 9.2: Ejemplo de regla de SELECT goals en el dominio Zenotravel aprendida por
GEBL para transferir a PRODIGY.
Las reglas de SELECT operators son iguales a las descritas en la sec-
cio´n 7.3 salvo los meta-predicados TRUE-IN-STATE y los argumentos de los
meta-predicados SOME-CANDIDATE-GOALS. La regresio´n de metas se calcula
segu´n el para´metro de GEBL establecido; por omisio´n, para la transferencia, es el
segundo modo (suponiendo que las metas que persisten en el punto de decisio´n se
habra´n satisfecho). El argumento del meta-predicado SOME-CANDIDATE-GOALS
es el resto de metas en el punto de decisio´n a las que TGP asigna un operador en
ese nivel. No se incluyen aque´llas que TGP decidio´ persistir por la aproximacio´n
del estado equivalente en PRODIGY explicada anteriormente.
La figura 9.3 muestra la regla de SELECT operators generada en el ejem-
plo anterior, cuando se configuran los para´metros de GEBL para transferir conoci-
miento de control. Esta regla selecciona el operador debark para desplazar una
persona de una ciudad a otra. PRODIGY intentarı´a (por omisio´n) desembarcar a la
persona de cualquier avio´n definido en el problema, pero la regla escoge el avio´n
mas conveniente: el que esta´ en la misma ciudad que la persona y con suficiente
nivel de combustible.
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(control-rule rule-ZENO-TRAVEL-ZENO1-e1
(IF (AND (CURRENT-GOAL (AT <PERSON0> <CITY1>))
(TRUE-IN-STATE (AT <PERSON0> <CITY0>))
(TRUE-IN-STATE (AT <PLANE1> <CITY0>))






(TRUE-IN-STATE (NEXT <FL0> <FL1>))
(TRUE-IN-STATE (PERSON <PERSON0>))
(ALL-SOLVED-ACTIONS NIL)))
(THEN SELECT OPERATORS (DEBARK <PERSON0> <PLANE1> <CITY1>))
Figura 9.3: Ejemplo de regla de SELECT operators en el dominio Zenotravel apren-
dida por GEBL para transferir a PRODIGY.
9.3. Traductor de reglas
Las reglas generadas anteriormente no se pueden usar directamente en PRO-
DIGY. Es necesario construir un traductor para convertirlas a la sintaxis de PRO-
DIGY. El traductor realiza las siguientes transformaciones:
Divide las reglas de SELECT operators en dos: una para seleccionar el
operador y otra para seleccionar los valores de sus variables (bindings).
Traduce cada uno de los meta-predicados TRUE-IN-STATE referentes a
tipos de variable, en un meta-predicado TYPE-OF-OBJECT. TGP no con-
sidera los tipos de las variables explı´citamente; los representa como literales
del estado inicial. Sin embargo, PRODIGY utiliza el tipo de cada variable en
la definicio´n del dominio igual que en typed PDDL.
Quita los meta-predicados ALL-SOLVED-ACTIONS de las precondiciones
de las reglas.
Quita aquellas reglas en que el argumento de algu´n TRUE-IN-STATE sea
igual al argumento de CURRENT-GOAL, TARGET-GOAL o de alguna de las
metas pendientes de SOME-CANDIDATE-GOALS. Dada las aproximacio-
nes seguidas para calcular el estado podrı´a darse esta situacio´n que imposi-
bilitarı´a la ejecucio´n de dicha regla. PRODIGY nunca puede tener como meta
pendiente una meta que sea cierta en el estado actual.
Las reglas anteriores traducidas a la sintaxis de PRODIGY se muestran en la
figura 9.4 y la figura 9.5.
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(CONTROL-RULE REGLA-ZENO-TRAVEL-ZENO1-S1
(IF (AND (TARGET-GOAL (AT <PERSON1> <CITY0>))
(TRUE-IN-STATE (AT <PERSON1> <CITY1>))
(TRUE-IN-STATE (AT <PERSON0> <CITY0>))
(TRUE-IN-STATE (AT <PLANE1> <CITY1>))
(TRUE-IN-STATE (FUEL-LEVEL <PLANE1> <FL3>))
(TRUE-IN-STATE (NEXT <FL2> <FL3>))
(TRUE-IN-STATE (NEXT <FL1> <FL2>))









(THEN SELECT GOALS (AT <PERSON1> <CITY0>)))
Figura 9.4: Ejemplo de regla traducida a partir de la regla de SELECT goals de la figu-
ra 9.2.
9.4. Experimentos y resultados
La experimentacio´n se ha hecho utilizando los dominios de las competiciones
internacionales de planificacio´n. Los primeros experimentos tienen como objeti-
vo determinar que´ dominios son los ma´s apropiados para comprobar la utilidad
de la transferencia de conocimiento. Posteriormente se han realizado pruebas ma´s
completas sobre dichos dominios.
Se quiere demostrar la posibilidad de transferir conocimiento de control del
planificador TGP a PRODIGY. Para ello, se ejecuta GEBL con los para´metros ade-
cuados para la transferencia (modo de aprendizaje eager, generacio´n de reglas de
seleccio´n de metas, el procedimiento seguido para hacer la regresio´n de metas y
traduccio´n de reglas), sobre un conjunto de entrenamiento de cada dominio. GEBL
genera un conjunto de reglas que se traducen a la sintaxis de PRODIGY segu´n se
explico´ en el apartado anterior. Dichas reglas se suministran a PRODIGY para que
intente resolver los problemas de validacio´n establecidos, con un tiempo ma´ximo
de resolucio´n. Las variables independientes de la experimentacio´n son:
- dominio de planificacio´n,
- tipo de problemas: variando la complejidad, medida, por ejemplo, por el
nu´mero de metas a satisfacer,
- me´trica de calidad: nu´mero de operadores en el plan,
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(CONTROL-RULE REGLA-ZENO-TRAVEL-ZENO1-E1
(IF (AND (CURRENT-GOAL (AT <PERSON0> <CITY1>))
(TRUE-IN-STATE (AT <PERSON0> <CITY0>))
(TRUE-IN-STATE (AT <PLANE1> <CITY0>))
(TRUE-IN-STATE (FUEL-LEVEL <PLANE1> <FL1>))







(THEN SELECT OPERATORS DEBARK))
(CONTROL-RULE REGLA-ZENO-TRAVEL-ZENO1-E1-binds
(IF (AND (CURRENT-OPERATOR DEBARK)
(CURRENT-GOAL (AT <PERSON0> <CITY1>))
(TRUE-IN-STATE (AT <PERSON0> <CITY0>))
(TRUE-IN-STATE (AT <PLANE1> <CITY0>))
(TRUE-IN-STATE (FUEL-LEVEL <PLANE1> <FL1>))








((<P> . <PERSON0>) (<A> . <PLANE1>) (<C> . <CITY1>))))
Figura 9.5: Ejemplo de reglas traducidas a partir de la regla de SELECT operators de
la figura 9.3.
- obtencio´n o no de mu´ltiples soluciones en el tiempo lı´mite de ejecucio´n es-
tablecido,
y las variables dependientes son:
- nu´mero y porcentaje de problemas de un mismo dominio resueltos en el
tiempo lı´mite de ejecucio´n,
- tiempo de CPU que se tarda en encontrar la solucio´n del problema,
- calidad de la solucio´n encontrada, segu´n la me´trica de calidad establecida.
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9.4.1. Seleccio´n de dominios
Los primeros experimentos se realizaron con los dominios y problemas de las
competiciones utilizados en la seccio´n 7.5. Es decir, los problemas de validacio´n
fueron los propuestos para las competiciones, utilizando los ma´s sencillos para en-
trenar (en las tablas detalladas aparecen en negrita) y dejando un tiempo ma´ximo de
ejecucio´n de 30s. Los resultados detallados esta´n en el ape´ndice C.2 y la tabla 9.1
resume los resultados obtenidos. La tabla muestra el porcentaje de problemas re-
sueltos por TGP, y por PRODIGY, sin conocimiento de control, y utilizando las
reglas aprendidas por GEBL, junto con el nu´mero de reglas aprendidas. Estos re-
DOMINIO TGP PRODIGY PRODIGY-GEBL
Reglas
Driverlog 45 % 0 % 5 % 46
Zenotravel 40 % 10 % 10 % 14
Logistics 13 % 0 % 0 % 100
Miconic 22 % 10 % 99 % 13
Satellite 20 % 100 % 100 % 26
Blocks 3 % 26 % 26 % 4
Tabla 9.1: Resumen resultados de transferencia de conocimiento en problemas de las IPCs.
Porcentaje de problemas resueltos por cada sistema.
sultados concuerdan con la conclusio´n deducida del estudio del estado del arte en
planificacio´n, de que no existe un planificador o´ptimo que destaque sobre todos los
dema´s para todos los dominios y problemas. Los planificadores basados en grafos
de planes son los que hoy en dı´a, junto con los heurı´sticos, tienen una mayor acep-
tacio´n entre la comunidad de planificacio´n por su eficiencia. Sin embargo, en dos
de los dominios estudiados, Satellite y Blocks, PRODIGY es ma´s eficiente. En los
dominios Depots, Rover y FreeCell, TGP no consiguio´ solucionar ninguno de los
problemas de las competiciones y se descartaron para el aprendizaje. En el dominio
Miconic, las reglas de GEBL mejoran considerablemente el rendimiento de PRO-
DIGY (en un 89 %). En los dominios Satellite y Blocks, al utilizar el conocimiento
aprendido por GEBL, PRODIGY resuelve los mismos problemas. Estudiando la ca-
lidad de las soluciones encontradas y el tiempo que tarda en encontrarlas, se deduce
que la transferencia no mejora ninguno de estos dos valores, tal como se muestra en
las tablas 9.2 y 9.3. Estas tablas representan el tiempo de CPU, en segundos, que
tarda PRODIGY en encontrar la solucio´n (T) y la calidad de los planes obtenidos
(Q), medida como el nu´mero de operadores del plan. Los problemas en negrita son
los utilizados para el aprendizaje. El tiempo de ejecucio´n fue de 30s.
Por tanto, los experimentos ma´s detallados se hicieron con los dominios Driver-
log, Zenotravel, Logistics y Miconic porque la transferencia mejoro´ el rendimien-
to de PRODIGY, o al menos no lo empeoro´. Los otros dos se descartaron porque
originalmente PRODIGY se comporta mejor que TGP y la transferencia no consi-
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guio´ mejorar ningu´n aspecto.
PRODIGY PRODIGY-GEBL
Problema Q T Q T
STRIPS-SAT-X-1-p1 9 0.01 9 0.04
STRIPS-SAT-X-1-p2 17 0.03 17 0.06
STRIPS-SAT-X-1-p3 14 0.02 16 0.06
STRIPS-SAT-X-1-p4 23 0.04 23 0.11
STRIPS-SAT-X-1-p5 20 0.04 20 0.13
STRIPS-SAT-X-1-p6 20 0.04 20 0.10
STRIPS-SAT-X-1-p7 30 0.09 30 0.19
STRIPS-SAT-X-1-p8 26 0.06 26 0.21
STRIPS-SAT-X-1-p9 36 0.11 38 0.38
STRIPS-SAT-X-1-p10 36 0.12 36 0.31
STRIPS-SAT-X-1-p11 35 0.10 34 0.35
STRIPS-SAT-X-1-p12 55 0.23 55 0.57
STRIPS-SAT-X-1-p13 74 0.39 76 1.19
STRIPS-SAT-X-1-p14 76 0.36 76 0.85
STRIPS-SAT-X-1-p15 67 0.34 67 1.15
STRIPS-SAT-X-1-p16 60 0.32 66 1.44
STRIPS-SAT-X-1-p17 55 0.32 55 1.70
STRIPS-SAT-X-1-p18 61 0.25 61 0.46
STRIPS-SAT-X-1-p19 93 0.62 90 1.46
STRIPS-SAT-X-1-p20 203 2.36 203 2.64
TOTAL 1010 5.85 1016 13.40
Tabla 9.2: Resultados de transferencia de conocimiento en problemas de la IPC02, en el
dominio Satellite.
PRODIGY PRODIGY-GEBL
Problema Q T Q T
BLOCKS-4-0 10 0.01 10 0.01
BLOCKS-8-1 78 0.25 78 0.45
BLOCKS-6-2 38 0.09 38 0.09
BLOCKS-6-0 40 19.08 40 18.27
BLOCKS-4-2 14 2.46 14 2.23
BLOCKS-4-1 16 0.02 16 0.02
BLOCKS-12-1 372 6.81 372 7.36
BLOCKS-10-2 180 1.80 180 1.64
TOTAL 748 30.52 748 30.07
Tabla 9.3: Resultados transferencia de conocimiento en problemas de la IPC02, en el do-
minio Blocks
9.4.2. Experimentos detallados
El objetivo de estos experimentos es demostrar, primero, si la transferencia de
conocimiento de control de TGP a PRODIGY es posible y u´til; es decir, si pue-
de mejorar la tarea de planificacio´n de PRODIGY y, segundo, si puede mejorar a
un sistema de aprendizaje disen˜ado para extraer conocimiento en ese planificador
(HAMLET). Por u´ltimo, se comparan los resultados con los producidos por TGP pa-
ra verificar experimentalmente si PRODIGY, con las heurı´sticas aprendidas de TGP,
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puede superarlo en alguno de los dominios estudiados.
Para hacer los experimentos, se entrenaron de forma separada HAMLET y GEBL
con un conjunto de problemas de entrenamiento generados aleatoriamente y se
probo´ sobre otro conjunto de problemas de validacio´n, de dificultad creciente, ge-
nerados aleatoriamente. Los problemas de entrenamiento deben ser pequen˜os para
que los planificadores puedan resolverlos e iniciar los procesos de aprendizaje.
Adema´s, para la generalizacio´n de las reglas suele ser conveniente entrenar con
problemas sencillos, sin demasiadas metas ni literales en el estado inicial tal como
se apunto´ en la seccio´n 8.1. Las reglas generadas por GEBL se tradujeron a la sin-
taxis de PRODIGY y se refinaron con el mo´dulo de refinamiento de HAMLET que
sinta´cticamente borra aquellas reglas que sean ma´s especı´ficas que una regla ma´s
general (este´n subsumidas por otra regla).
El nu´mero de problemas de entrenamiento y la complejidad de los de valida-
cio´n vario´ segu´n la dificultad del dominio para PRODIGY. GEBL necesita menos
problemas de entrenamiento que HAMLET porque realiza un aprendizaje eager, se
aprende de todos los puntos de decisio´n, y no tiene un mo´dulo inductivo para ge-
neralizar y refinar las reglas, con lo que se originan los problemas tı´picos de EBL
(problema de la utilidad y generacio´n de conocimiento demasiado especı´fico). Es-
tos problemas se pueden paliar utilizando pocos problemas de entrenamiento que
no sean muy complejos. Para comparar los dos sistemas de aprendizaje se deberı´an
utilizar los mismos problemas de entrenamiento, pero si se entrena HAMLET con
los mismos problemas que GEBL se estarı´a limitando toda su potencia inducti-
va. Por eso, se ha optado por entrenar GEBL con subconjuntos de los problemas
de entrenamiento utilizados en HAMLET. Cuando se han utilizado los mismos los
resultados han sido mucho peores, por el problema de la utilidad. Se generan pro-
blemas aleatorios de entrenamiento para cada dominio que se estimen suficientes
para el aprendizaje de HAMLET y se toma un subconjunto de ellos para entrenar
GEBL de la siguiente manera:
Zenotravel: se utilizaron 200 problemas de entrenamiento de 1 y 2 metas
para entrenar HAMLET. GEBL se entreno´ con los que resolvio´ TGP, 110 en
total. Para la validacio´n, se utilizaron 100 problemas entre 2 y 13 metas.
Miconic: se utilizaron los problemas de la competicio´n, 10 para entrenar
HAMLET de 1 y 2 metas, 3 para entrenar GEBL de 1 meta y 140 para la
validacio´n entre 3 y 30 metas.
Driverlog: se usaron 150 problemas de entrenamiento entre 2 y 4 metas en
HAMLET y los de 2 metas para GEBL, 23 en total. Para la validacio´n, se
usaron 100 problemas entre 2 y 6 metas.
Logistics: se utilizaron 400 problemas entre 1 y 3 metas en HAMLET y los
primeros 200 problemas de 2 metas para GEBL. Para la validacio´n, se usaron
100 problemas entre 1 y 5 metas.
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Los problemas de entrenamiento constituyen un factor importante en los sis-
tema de aprendizaje en planificacio´n. Conviene realizar varios procesos de entre-
namiento con diferentes conjuntos. En estos experimentos, se probaron con dife-
rentes combinaciones de problemas, tanto por el taman˜o del conjunto como por la
dificultad de los problemas, y los mejores resultados se obtuvieron con los con-
juntos explicados antes. El caso ma´s extremo fue el del dominio Miconic en el
que se entreno´ con los mismos problemas de entrenamiento que HAMLET y las
reglas resultantes hicieron que PRODIGY resolviera so´lo el 25 % de los problemas
de validacio´n, frente al 99 % que consiguio´ con el conjunto de entrenamiento ma´s
sencillo.
Los resultados detallados obtenidos esta´n en el ape´ndice C.2 y en la tabla 9.4
se presenta el resumen. Muestra el porcentaje de problemas resueltos (Res) de va-
lidacio´n y las reglas obtenidas (Reglas) para cada uno de los sistemas. La u´ltima
columna indica el nu´mero total de reglas generadas por GEBL antes de refinarlas
por HAMLET. El tiempo de ejecucio´n fue de 30s para todos los dominios menos
el Miconic que fueron 60s. El tiempo ma´ximo de resolucio´n depende del taman˜o
de los problemas. Se ha verificado experimentalmente que aumentar dicho tiempo
no mejora los resultados; si no se encuentra una solucio´n en el tiempo establecido,
la probabilidad de llegar a una solucio´n en un tiempo varios o´rdenes de magnitud
mayor es muy pequen˜a.
Dominio TGP PRODIGY HAMLET PRODIGY-GEBL
Res Res Res Reglas Res Reglas Todas
Zenotravel 1 % 37 % 40 % 5 98 % 14 459
Logistics 93 % 12 % 25 % 16 57 % 406 2347
Driverlog 100 % 26 % 4 % 9 77 % 71 325
Miconic 10 % 4 % 100 % 5 99 % 13 27
Tabla 9.4: Resultados del porcentaje de problemas aleatorios resueltos utilizando reglas
aprendidas por GEBL, compara´ndolas con PRODIGY, HAMLET y TGP.
Los resultados demuestran que las reglas aprendidas por GEBL incrementan
notablemente el porcentaje de problemas resueltos, respecto a PRODIGY solo y res-
pecto a HAMLET, en todos los dominios menos en el Miconic en el que las reglas de
HAMLET son ligeramente mejores. En dos de los dominios Miconic y Zenotravel,
PRODIGY-GEBL supero´ al propio planificador TGP. En el dominio Zenotravel, TGP
so´lo resuelve un problema de validacio´n porque en el resto de problemas los avio-
nes no tienen suficiente combustible y es necesario aplicar el operador refuel.
En estos casos, se ha observado que TGP no termina de generar el grafo del plan.
En el dominio Zenotravel, se generaron progresivamente problemas mas difı´ci-
les de validacio´n, con el generador aleatorio de la competicio´n, hasta conseguir un
conjunto de 100 problemas en los que habı´a 5 aviones, 10 ciudades y un nu´mero de
personas variable entre 60 y 100. Generando problemas con un nu´mero de metas
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entre 50 y 102. Dado que PRODIGY no considera metas pendientes que sean ciertas
en el estado actual, se hizo un filtro para quitar aquellas metas de los problemas del
conjunto que estuvieran en el estado inicial.
Utilizando las 14 reglas aprendidas con GEBL, PRODIGY resolvio´ el 64 % de
ellos, dejando como lı´mite de tiempo de ejecucio´n 120s. La figura 9.6 muestra el
tiempo de CPU, en segundos, y la calidad de los planes, en nu´mero de operadores
en el plan. Por cada problema resuelto, hay dos puntos en la gra´fica: uno represen-
tando el tiempo y otro la calidad. En el extremo, llega a resolver problemas de 102
metas en 53.16s y 576 operadores en la solucio´n. Esto supone un enorme incre-
mento, no so´lo respecto a PRODIGY y HAMLET (u´nicamente resolvı´an problemas
de 6 metas con 12 operadores en la solucio´n), sino tambie´n respecto a TGP que no
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Figura 9.6: Resultados del ca´lculo del tiempo y la calidad en 100 problemas aleatorios
entre 50 y 102 metas en el dominio Zenotravel resueltos por PRODIGY-GEBL.
Para comparar mejor el comportamiento de PRODIGY-GEBL respecto a TGP
se utilizaron los 20 problemas de la competicio´n. Se ejecuto´ PRODIGY con las
14 reglas aprendidas por GEBL durante 60s, obligando a PRODIGY a que buscara
mu´ltiples soluciones y la primera solucio´n. Se dejo´ a TGP ese mismo tiempo para
que resolviera los mismos problemas. La tabla 9.5 muestra el tiempo en segundos
y la calidad de los planes, en nu´mero de operadores en el plan de cada sistema. La
primera columna muestra los resultados de GEBL encontrando mu´ltiples soluciones
(GEBL-MS), la segunda columna cuando encuentra la primera solucio´n (GEBL-
PS) y la tercera columna muestra los resultados de TGP. Los resultados muestran
que, respecto al tiempo (primera solucio´n) y el nu´mero de problemas resueltos,
GEBL es mejor que TGP. Sin embargo, las soluciones encontradas por TGP son de
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mejor calidad. En los 8 problemas resueltos por todos, la calidad de los planes
encontrados por GEBL es, en total, un 46 % peor que la calidad total de los planes
encontrados por TGP. Al utilizar mu´ltiples soluciones, GEBL so´lo consigue mejorar
la calidad en menos de un 3 %, que esta´ muy desproporcionado con respecto al
incremento del tiempo, ma´s de 6 minutos y medio frente a los 0.58s. La razo´n
de este comportamiento se explica en la siguiente seccio´n al analizar las reglas
aprendidas por GEBL.
En el dominio Miconic se hizo el mismo experimento, observa´ndose un com-
portamiento similar, tal como muestra la tabla 9.6. GEBL resuelve un 89 % ma´s de
problemas que TGP pero la calidad de los problemas resueltos por ambos sistemas




Q T Q T Q T
ZTRAVEL-1-2-P1 2 0.02 2 0.01 1 0.02
ZTRAVEL-1-3-P2 8 8.48 8 0.03 6 0.16
ZTRAVEL-2-4-P3 8 60.00 8 0.05 9 0.30
ZTRAVEL-2-5-P4 14 60.00 14 0.04 8 0.32
ZTRAVEL-2-4-P5 25 69.58 25 0.10 11 1.22
ZTRAVEL-2-5-P6 30 72.47 34 0.12 12 1.05
ZTRAVEL-3-6-P8 27 60.00 27 0.09 12 5.75
ZTRAVEL-3-7-P9 32 60.00 32 0.14 23 6.76
TOTAL 146 390.55 150 0.58 82 15.58
ZTRAVEL-2-6-P7 24 67.67 24 0.10 - -
ZTRAVEL-5-25-P20 238 60.00 238 4.54 - -
ZTRAVEL-5-25-P19 234 60.00 234 3.95 - -
ZTRAVEL-5-20-P18 137 60.00 137 1.74 - -
ZTRAVEL-5-20-P17 172 60.01 172 2.05 - -
ZTRAVEL-5-15-P16 95 60.00 95 0.89 - -
ZTRAVEL-5-15-P15 86 60.00 86 0.70 - -
ZTRAVEL-5-10-P14 88 60.00 88 0.68 - -
ZTRAVEL-3-10-P13 64 60.02 64 0.34 - -
ZTRAVEL-3-8-P12 51 60.00 51 0.25 - -
ZTRAVEL-3-7-P11 34 60.00 34 0.15 - -
ZTRAVEL-3-8-P10 64 60.00 64 0.31 - -
Tabla 9.5: Problemas de la competicio´n en el dominio Zenotravel resueltos por PRODIGY-
GEBL, con mu´ltiples soluciones, y por TGP.
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GEBL-MS GEBL-PS TGP
Q T Q T Q T
MIXED-F14-P7-R3 33 60.00 34 0.08 45.18 022
MIXED-F14-P7-R2 30 60.00 32 0.08 28.94 022
MIXED-F14-P7-R0 33 60.02 35 0.19 55.49 023
MIXED-F12-P6-R4 27 60.96 31 0.06 16.61 021
MIXED-F12-P6-R3 27 60.00 29 0.06 9.04 020
MIXED-F12-P6-R2 25 60.00 28 0.05 21.43 020
MIXED-F12-P6-R1 28 60.00 30 0.06 7.33 019
MIXED-F12-P6-R0 27 60.03 29 0.06 9.33 019
MIXED-F10-P5-R4 23 61.37 25 0.05 3.05 018
MIXED-F10-P5-R3 23 60.21 24 0.15 2.49 017
MIXED-F10-P5-R2 20 60.00 23 0.05 0.44 015
MIXED-F10-P5-R1 20 60.00 22 0.04 4.09 017
MIXED-F10-P5-R0 22 61.41 24 0.04 2.38 017
MIXED-F8-P4-R4 16 60.00 18 0.03 0.62 015
MIXED-F8-P4-R3 17 60.00 18 0.03 0.56 015
MIXED-F8-P4-R2 16 60.00 17 0.03 0.55 015
MIXED-F8-P4-R1 16 60.00 18 0.03 0.21 013
MIXED-F8-P4-R0 18 60.00 20 0.03 0.26 014
MIXED-F6-P3-R4 10 60.00 11 0.02 0.04 010
MIXED-F6-P3-R3 11 60.00 14 0.03 0.05 010
MIXED-F6-P3-R2 10 60.00 12 0.02 0.05 010
MIXED-F6-P3-R1 12 60.04 16 0.02 0.04 011
MIXED-F6-P3-R0 12 60.00 14 0.02 0.03 010
MIXED-F4-P2-R4 7 0.89 8 0.02 0.01 007
MIXED-F4-P2-R3 7 2.57 9 0.02 0.02 007
MIXED-F4-P2-R2 7 0.38 7 0.01 0.01 007
MIXED-F4-P2-R1 7 0.38 8 0.01 0.01 007
MIXED-F4-P2-R0 7 2.85 10 0.01 0.01 007
MIXED-F2-P1-R4 4 0.01 4 0.01 0.00 004
MIXED-F2-P1-R3 4 0.01 4 0.01 0.01 004
MIXED-F2-P1-R2 4 0.01 4 0.01 0.00 004
MIXED-F2-P1-R1 3 0.01 3 0.02 0.00 003
MIXED-F2-P1-R0 4 0.01 4 0.00 0.01 004
TOTAL 530 1391.16 585 1.35 208.29 427
Tabla 9.6: Problemas de la competicio´n en el dominio Miconic resueltos por GEBL, con
mu´ltiples soluciones, y por TGP.
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9.5. Ana´lisis del conocimiento generado por GEBL
9.5.1. Dominio Zenotravel
Todas las reglas aprendidas por GEBL se listan en el ape´ndice B.1. GEBL genera
una o dos reglas para seleccionar los bindings ma´s apropiados para cada uno de los
operadores del dominio. Para el operador debark genera dos reglas: una cuando
la persona a desembarcar se encuentra en una ciudad donde hay un avio´n, y otra
cuando la persona esta´ dentro de un avio´n. En ambos casos, las reglas seleccionan
el avio´n ma´s apropiado, u´nica variable libre en dicho operador: el avio´n que este´ en
la misma ciudad que la persona a desplazar, con combustible suficiente; y el avio´n
en el que esta´ la persona, respectivamente. Para el operador board se generan dos
reglas pra´cticamente iguales, so´lo difieren en los argumentos del meta-predicado
SOME-CANDIDATE-GOALS. En estas reglas, la seleccio´n de la u´nica variable libre,
el avio´n, tambie´n es la ma´s adecuada. Lo que no es correcto son las metas pendien-
tes. En las dos considera que debe haber otra meta pendiente de alcanzar un nivel
de combustible para el avio´n y en la segunda regla que, adema´s, haya una segunda
persona dentro del mismo avio´n. No son necesarias ninguna de estas condiciones.
Las reglas para seleccionar los bindings de los operadores fly y refuel selec-
cionan las variables ma´s adecuados en cada caso. Tambie´n se genera una regla para
seleccionar cada uno de los operadores del dominio, paralela a las reglas de bin-
dings anteriores. La ma´s interesante es la que se muestra en la figura 9.7 que indica
que hay que utilizar el operador refuel para alcanzar la meta (fuel-level
<plane1><fl1>) cuando el avio´n tiene un nivel de combustible <fl0>. La
mayor dificultad de este dominio es aplicar el operador refuel correctamente.
GEBL es capaz de aprender este conocimiento. El problema que tiene es que, tal
como lo aprende, se aplica en ma´s ocasiones de las estrictamente necesarias, dado
que la u´nica precondicio´n que tiene es que haya un nivel posterior de combustible.
Esto es lo que esta´ originando la peor calidad de los planes generados por PRO-
DIGY cuando utiliza las reglas de GEBL. Esta regla sema´nticamente es correcta
porque selecciona el operador refuel cuando el avio´n tiene el nivel mas bajo
de combustible (TRUE-IN-STATE (fuel-level <plane1> <fl0>)), pero,
sinta´cticamente, no hay ningu´n meta-predicado que indique que <fl0> sea el
nivel inferior.
Un problema parecido presenta la u´ltima regla aprendida de seleccio´n de meta:
hay tres metas pendientes, dos para desplazar a personas diferentes a la misma
ciudad y una tercera para desplazar un avio´n a esa misma ciudad, cuando tiene un
nivel de combustible <fl0>. Las personas y el avio´n se encuentran originalmente
en la misma ciudad. La regla selecciona la meta de desplazar al avio´n primero, pero
en ningu´n momento se especifica que <fl0> sea el nivel ma´s bajo de combustible.
En ese caso, sı´ podrı´a ser mejor empezar por satisfacer la meta de desplazar el
avio´n para que haga el refuel y pueda desplazar a las personas. Por u´ltimo, la
otra regla que aprende de seleccio´n de metas es la representada en la figura 9.4 de
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la que ya se comento´ su utilidad (seleccionaba la meta de desplazar a una persona
que estuviera en la misma ciudad en que hubiera un avio´n).
(control-rule regla-zeno-travel-l200-03-e2
(if (and (current-goal (fuel-level <plane1> <fl1>))
(true-in-state (next <fl0> <fl1>))
(true-in-state (fuel-level <plane1> <fl0>))





(then select operators refuel))
Figura 9.7: Regla para seleccionar el operador refuel aprendida en GEBL en el dominio
Zenotravel.
9.5.2. Dominio Driverlog
En el dominio Driverlog las reglas generadas por GEBL, tras el refinamiento,
son:
13 reglas de seleccio´n de bindings del operador unload-truck
3 reglas de seleccio´n de bindings del operador board-truck
3 reglas de seleccio´n de bindings del operador disembark-truck
5 reglas de seleccio´n de bindings del operador drive-truck
4 reglas de seleccio´n de bindings del operador walk
1 regla de seleccio´n de bindings del operador load-truck
29 reglas para seleccionar operador: las mismas de cada operador que las de
bindings correspondientes
13 reglas de seleccio´n de metas: 2 para seleccionar metas de tipo (at <truck><s>),
2 de tipo (in <package><truck>) y 9 de tipo (at <package><s>).
Al hacer bu´squeda hacia atra´s, el conocimiento ma´s importante en este dominio
es aplicar el operador unload-truck cuando la meta es llevar un paquete a un
sitio. Las 13 reglas aprendidas se listan en el ape´ndice B.2. En ellas se observa que
GEBL aprende las variables correctas para diferentes situaciones. Suponiendo que
la meta actual sea llevar un paquete a s0, la primera regla describe un estado en el
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que el paquete esta´ dentro de un camio´n que se encuentra en s0. La segunda regla,
el paquete esta´ en otro sitio donde hay un camio´n conducido por un conductor y
hay un link entre ambos sitios. La tercera, es igual a la anterior, pero el paquete
esta´ dentro del camio´n. En la cuarta, el camio´n no tiene conductor y el conductor
se encuentra en el mismo sitio que el camio´n. En las siguientes reglas el conductor
se encuentra en un sitio diferente al del camio´n existiendo caminos entre ambos.
En la quinta, el paquete y el conductor esta´n en un mismo sitio y el camio´n en
s0. En la sexta, el conductor esta´ en s0 y el camio´n y el paquete en el mismo
sitio. En la se´ptima, el conductor y el camio´n esta´n en el mismo sitio, el paquete
en un tercer sitio y hay links entre los dos sitios. Esta regla an˜ade la precondicio´n
innecesaria de que el mismo conductor esta´ en s0. La octava es igual que la anterior,
pero el conductor y el camio´n esta´n en el mismo sitio. En la novena, el camio´n y
el paquete esta´n juntos y el conductor esta´ en un tercer sitio. Necesita andar por
dos caminos hasta llegar al camio´n. Las siguientes reglas son parecidas a alguna
de las anteriores, pero an˜adiendo metas pendientes. Las reglas cubren casi todos
los casos referentes a la localizacio´n inicial del camio´n, el conductor y el paquete
interviniendo hasta tres sitios diferentes, pero algunas de estas reglas se podrı´an
generalizar o especializar a trave´s de algu´n mecanismo de induccio´n creando un
conjunto ma´s reducido de reglas, como hace HAMLET.
Las reglas de seleccio´n de metas se muestran en el ape´ndice B.2. Las cuatro
primeras seleccionan entre dos metas de llevar paquetes a distintos sitios que se
encuentran en otro sitio. Eligen empezar por el paquete en el que hay un camino
entre el origen y el destino. Difieren en la situacio´n original del conductor, el ca-
mio´n y los paquetes. Si hay un camio´n en la misma ciudad que uno de los paquetes
a desplazar seleccionan empezar por esa meta. Las dos siguientes reglas eligen em-
pezar por metas para desplazar paquetes antes que conductores que siempre es una
buena estrategia en este dominio. En la regla 12, hay un paquete, un camio´n y un
conductor en el mismo sitio y dos metas una de llevar el camio´n a un segundo sitio
y otra de llevar el paquete al mismo sitio. La regla elige la meta del camio´n, lo cual
no parece lo ma´s conveniente; es preferible transportar el paquete a la vez que el
camio´n. La siguiente regla describe una situacio´n igual, pero las metas entre las
que puede elegir son la de que el paquete este´ dentro del camio´n o la de desplazar
el camio´n. En este caso selecciona la opcio´n adecuada, empezar por la meta del
paquete. PRODIGY dispara todas las reglas cuyas precondiciones se cumplen en
cada punto de decisio´n. Aunque alguna de las reglas sea incorrecta, si hay otras
que son correctas, el comportamiento final de PRODIGY sera´ correcto.
9.5.3. Dominio Logistics
En este dominio ocurre algo similar al dominio anterior. Se generan varı´as
reglas para seleccionar los bindings de cada uno de los operadores del dominio:
48 para el operador unload-truck, 39 para el operador load-truck, 23 para
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el operador load-airplane, 14 para el operador unload-airplane, 5 para
el operador drive-truck y 4 para el operador fly-airplane. Tambie´n se
generan 133 reglas para seleccionar operadores y 140 de seleccio´n de metas.
Las reglas para seleccionar los bindings del operador unload-truck para
conseguir la meta de que un paquete este´ en un sitio, representan diferentes situa-
ciones, desde que el paquete este´ dentro de un camio´n en la localidad destino hasta
que el paquete se encuentre en un sitio de diferente ciudad y es necesario llevarlo en
avio´n. Muchas de las reglas se podrı´an agrupar en una sola ma´s general. Tambie´n
hay reglas iguales donde varı´an las metas pendientes que podrı´an generalizarse.
Las reglas de seleccio´n de metas eligen la meta ma´s adecuada cuando la se-
leccio´n es entre dos metas pendientes (108 reglas). Por ejemplo, si tiene que elegir
entre dos metas de llevar paquetes a un sitio selecciona primero la meta en la que
el paquete esta´ en la ciudad destino, bien dentro de un camio´n, de un avio´n o en un
sitio de la misma ciudad. Sin embargo, cuando intervienen 3 metas (32 reglas) la
opcio´n elegida por la regla no es siempre la ma´s correcta. Por ejemplo, la regla de
la figura 9.8 representa una situacio´n en que hay tres metas pendientes: que un ob-
jeto, inicialmente dentro de una camio´n en una ciudad c1, este´ dentro de un avio´n
que inicialmente esta´ en otra ciudad c0; que ese mismo avio´n este´ en el aeropuerto
de la ciudad c1; y que un segundo objeto obj0, inicialmente dentro de un camio´n
que esta´ en el aeropuerto donde esta´ el avio´n, este´ en el otro aeropuerto de la ciu-
dad c1. La regla elige empezar por la meta de desplazar el avio´n a la otra ciudad y
serı´a ma´s eficiente que antes cargara obj0 ya que esta´ en la misma ciudad que el
avio´n; es decir, que comenzara por la meta (at obj0 a1). El meta-predicado
some-candidate-goals se cumple si, al menos, una de las metas de su ar-
gumento es una meta pendiente; no es necesario que lo sean todas. Por tanto, si la
u´nica meta pendiente es que obj0 este´ dentro del avio´n, la regla si es correcta.
9.5.4. Dominio Miconic
En este dominio, GEBL genera 13 reglas que resuelven todos los problemas
menos uno. HAMLET aprende so´lo 5 reglas que son capaces de resolver todos los
problemas. Por tanto, para este dominio el aprendizaje realizado por HAMLET es
suficiente para resolver los problemas y no es necesario recurrir a la transferencia
de conocimiento. De las 5 reglas que aprende HAMLET 2 son de sub-goal y
las otras 3 GEBL aprende la misma regla u otra muy similar como se muestra en
las figuras 9.9, 9.10 y 9.11 (la primera regla es la aprendida por GEBL). Entre las
reglas que seleccionan el operador down, la regla de HAMLET es ma´s general
que la de GEBL ya que tiene un meta-predicado true-in-state menos que
indica la situacio´n del ascensor. En las otras reglas, son ma´s especı´ficas las que
aprende HAMLET ya que an˜ade otra precondicio´n de que exista una meta pendiente
ma´s en cada caso. De hecho, las reglas aprendidas por HAMLET para seleccionar
las instanciaciones de variables de los operadores up y down utilizan la palabra
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(control-rule regla-logistics-aips98-l1-15-s2
(if (and (target-goal (at <pl0> <a1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (inside <ob0> <tr0>))
(true-in-state (inside <ob1> <tr1>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <tr1> <po1>))











(then select goals (at <pl0> <a1>)))
Figura 9.8: Regla de seleccio´n de metas en el dominio Logistics.
rededuced en el nombre, que indica que al principio por EBL se genero´ una regla
sobre-general.
9.6. Conclusiones y trabajos futuros
En esta seccio´n se ha estudiado la viabilidad de transferir conocimiento de
control aprendido en un planificador basado en grafos de planes, TGP, a un plani-
ficador bidireccional, PRODIGY. Se han estudiado las decisiones comunes hechas
por ambos planificadores, seleccio´n de la pro´xima meta a resolver y seleccio´n del
operador para alcanzar una meta, genera´ndose reglas de control que explican las
circunstancias en las que dichas decisiones se toman en TGP para aplicarlas a PRO-
DIGY en situaciones similares. Se ha adaptado el sistema de aprendizaje GEBL
para generar este conocimiento y traducirlo a la sintaxis de PRODIGY. El objetivo
es aprender heurı´sticas de TGP que mejoren la tarea de planificacio´n de PRODIGY.
Tal como se dijo en la introduccio´n, PRODIGY presenta una serie de ventajas frente
a TGP que hacen que en algunos casos pueda resultar preferible su utilizacio´n, sien-
do muy interesante incrementar su eficiencia durante la resolucio´n de problemas.
Adema´s, desde un punto de vista cientı´fico, la transferencia de conocimiento entre
planificadores tiene intere´s por sı´ misma y hasta el momento, no existı´a ninguna
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(control-rule GEBL-REGLA-MICONIC-MIXED-F2-R2-E2
(if (and (current-goal (lift-at <f0>))




(then select operators down))
(control-rule HAMLET-INDUCED-SELECT-DOWN-L009-02
(if (and (current-goal (lift-at <f2>))
(true-in-state (above <f2> <f1>))
(type-of-object <f2> floor)
(type-of-object <f1> floor)))
(then select operators down))
Figura 9.9: Reglas similares aprendidas por GEBL (1a regla) y HAMLET (2a regla) en el
dominio Miconic para seleccionar el operador down.
(control-rule GEBL-REGLA-MICONIC-MIXED-F2-R2-E4-BINDS
(if (and (current-operator up)
(current-goal (lift-at <f1>))
(true-in-state (lift-at <f0>))




((<f1> . <f0>) (<f2> . <f1>))))
(control-rule HAMLET-REDEDUCED-SELECT-BIND-UP-L010-02
(if (and (current-operator up)
(current-goal (lift-at <f1>))
(true-in-state (above <f2> <f1>))
(true-in-state (above <f2> <f3>))
(true-in-state (lift-at <f3>))







((<f1> . <f2>) (<f2> . <f1>))))
Figura 9.10: Reglas similares aprendidas por GEBL (1a regla) y HAMLET (2a regla) en el
dominio Miconic para seleccionar los bindings del operador up.
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(control-rule GEBL-REGLA-MICONIC-MIXED-F2-R2-E2-BINDS
(if (and (current-operator down)
(current-goal (lift-at <f0>))





((<f1> . <f1>) (<f2> . <f0>))))
(control-rule HAMLET-REDEDUCED-SELECT-BIND-DOWN-L009-02
(if (and (current-operator down)
(current-goal (lift-at <f1>))
(true-in-state (above <f1> <f2>))
(true-in-state (above <f3> <f2>))
(true-in-state (lift-at <f3>))







((<f1> . <f2>) (<f2> . <f1>))))
Figura 9.11: Reglas similares aprendidas por GEBL (1a regla) y HAMLET (2a regla) en el
dominio Miconic para seleccionar los bindings del operador down.
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investigacio´n al respecto. De todas formas, como segundo objetivo, se busca veri-
ficar experimentalmente si PRODIGY, con las heurı´sticas aprendidas de TGP, tiene
un comportamiento mejor que TGP en algu´n dominio.
Los experimentos demuestran que la transferencia es factible. En los cuatro do-
minios estudiados, GEBL aprende un conocimiento del paradigma de planificacio´n
basado en grafos, que incrementa la eficiencia de otro paradigma de planificacio´n
distinto. En dos de los dominios, Miconic y Zenotravel, el conocimiento aprendi-
do incluso mejoro´ el tiempo de resolucio´n en encontrar la solucio´n y el nu´mero
de problemas resueltos con respecto a TGP. Sin embargo, en los problemas que
resuelven ambos, TGP y PRODIGY con las reglas aprendidas en GEBL, se observa
un empeoramiento de la calidad de las soluciones. El sistema aprende automa´ti-
camente, en el dominio Zenotravel, el conocimiento de control necesario para re-
solver casi todos los problemas. En este caso, se trata so´lo de aprender a repostar
los aviones cuando no tiene combustible suficiente. Los otros dominios estudia-
dos (Logistics, Driverlog y Miconic) son ma´s complejos y GEBL no es capaz de
extraer todo el conocimiento necesario para resolver problemas de mucha mayor
complejidad, aunque si incrementa notablemente la eficiencia de PRODIGY.
La mayor dificultad de la transferencia vuelve a ser encontrar los estados de
planificacio´n, igual que ocurrio´ al utilizar GEBL para incrementar la eficiencia del
propio planificador TGP. Ahora, los estados de planificacio´n durante las decisiones
tomadas por TGP deben corresponderse con estados equivalentes cuando se rea-
licen esas mismas selecciones en PRODIGY. No existe dicha equivalencia por lo
que ha sido necesario hacer algunas aproximaciones que en algunos casos son ma´s
acertadas que en otros. Las suposiciones adoptadas para obtener los estados de pla-
nificacio´n se implementan en el algoritmo de regresio´n de metas, y por eso se ha
an˜adido un para´metro a GEBL que permita posibilidades variadas. En un futuro, se
podrı´an estudiar otras formas de calcular la regresio´n y verificar experimentalmen-
te si mejoran los resultados.
Aunque el artı´culo original donde se explica el planificador TGP, se afirma que
ordenan las metas en orden decreciente, igual que los CSP, en la pra´ctica no lo im-
plementan porque dicen que se obtienen mejores resultados con el orden inverso.
Al final, optan por no utilizar ninguna ordenacio´n y los experimentos aquı´ rea-
lizados han mantenido su criterio. Serı´a interesante probar distintas opciones de
ordenacio´n de las metas y estudiar co´mo afecta al conocimiento transferido. Pa-
ra generar las reglas de seleccio´n de metas es posible que sea mejor ordenar las
metas en orden creciente, primero las que se encuentran ma´s cerca del estado ini-
cial. Estas reglas seleccionan la meta que TGP persiste para solucionar primero.
Dado que la persistencia es la opcio´n primera intentada por TGP, a PRODIGY le
interesa empezar resolviendo las metas que menos cambios requieren del estado.
Sin embargo, en los CSP se ha demostrado que es ma´s eficiente empezar a resol-
ver las metas ma´s difı´ciles. Otra posible opcio´n es probar la ordenacio´n en orden
decreciente pero modificando el comportamiento de TGP para que intente aplicar
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operadores para resolver las metas antes que persistirlas. O probar con diferentes
combinaciones entre ordenaciones de metas y persistir/aplicar operadores.
Por u´ltimo, como trabajos futuros tambie´n serı´a conveniente aplicar induccio´n
en las reglas generadas por GEBL para generalizarlas y especializarlas de forma
similar a HAMLET y estudiar la transferencia de conocimiento entre ma´s planifica-
dores.
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Capı´tulo 10
Transferencia de conocimiento a
los sistemas de aprendizaje
El objetivo de esta parte de la tesis es estudiar experimentalmente co´mo influye
la utilizacio´n de conocimiento previo en los sistemas de aprendizaje en planifica-
cio´n. Esto es, determinar si la utilizacio´n de algu´n tipo de conocimiento externo
al propio sistema de aprendizaje consigue mejorar su rendimiento; es decir, hace
que el sistema obtenga un conocimiento de control que incremente la eficiencia del
planificador. Hay que determinar de que´ fuentes se puede obtener el conocimiento
inicial y co´mo integrarlo en los sistemas de aprendizaje. En particular se han estu-
diado tres posibles fuentes: de una persona, de otro planificador y de otro sistema
de aprendizaje diferente. Los sistemas de aprendizaje estudiados son HAMLET y
EVOCK que utilizan te´cnicas de aprendizaje muy diferentes, EBL ma´s induccio´n
en el primero y programacio´n gene´tica en el segundo (ver capı´tulo 4). GEBL se ha
utilizado so´lo como fuente de aprendizaje para HAMLET y no como sistema de
aprendizaje a estudiar, ya que como se vio en el capı´tulo anterior, no incrementa la
eficiencia del planificador TGP. HEBL no se ha utilizado, en esta parte de la tesis,
porque el tipo de dominios para el que esta´ disen˜ado difiere de los dominios de
planificacio´n cla´sicos utilizados por el resto de sistemas.
El capı´tulo esta´ organizado de la siguiente manera: primero se describe co´mo
incorporar conocimiento previo a HAMLET, luego a EVOCK, despue´s se describen
los experimentos realizados y por u´ltimo, las conclusiones obtenidas.
10.1. Conocimiento previo en HAMLET
La primera condicio´n necesaria para que HAMLET pueda generar las reglas de
control es que encuentre la solucio´n a un problema y almacene el a´rbol de bu´squeda
generado durante el proceso. En algunos dominios, excesivamente difı´ciles, no es
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posible encontrar estas soluciones, ni siquiera para problemas sencillos, lo que
imposibilita el aprendizaje de ningu´n conocimiento. Necesita de una ayuda extra,
conocimiento previo, que le permita resolver algu´n problema.
Se han seguido dos me´todos para suministrar conocimiento previo a HAMLET.
El primero consiste en proporcionarle un conjunto inicial de reglas de control, bien
generadas manualmente por una persona o bien mediante algu´n proceso de apren-
dizaje previo, realizado con alguna otra te´cnica de aprendizaje. El segundo me´todo
es recibiendo la solucio´n de un problema alcanzada por otro planificador. Si HAM-
LET no encuentra la solucio´n al problema en un tiempo razonable se recurre a otro
planificador para que la encuentre y ayude a HAMLET.
10.1.1. Conjunto inicial de reglas de control
Cuando se utiliza un conjunto inicial de reglas, HAMLET puede generalizar
o quitar algunas de las reglas suministradas pero no puede especializarlas al no
tener informacio´n sobre el episodio de aprendizaje que las produjo. Pero, puede
utilizar este conocimiento previo para resolver problemas de aprendizaje que sin
conocimiento de control no era capaz de resolver e iniciar nuevos procesos de
aprendizaje completos incluida la especializacio´n.
Como se ha dicho, pueden ser generadas manualmente por un humano o au-
toma´ticamente por otros sistema de aprendizaje. En la generacio´n manual, un factor
determinante es el grado de cualificacio´n de la persona que disen˜a las reglas, va-
riando desde un experto en planificacio´n hasta alguien novel en el tema. En esta
tesis so´lo se ha recurrido a expertos.
Cuando se utiliza otra te´cnica de aprendizaje, puede ser preciso un proceso de
adaptacio´n previo del conocimiento extraı´do para que sea entendido por HAMLET.
En particular, se ha utilizado el conocimiento extraı´do por GEBL y por EVOCK.
Con GEBL se tiene el traductor que adapta la sintaxis a la de HAMLET, tal como se
explica en la seccio´n 9.3, pero con EVOCK no siempre es factible dicha adaptacio´n.
10.1.2. Utilizando otro planificador
Se ha utilizado el planificador FF para proporcionar las soluciones de los pro-
blemas que HAMLET no puede resolver, con el fin de que le sirvan de ayuda para
encontrar la soluciones y generar los a´rboles de bu´squeda que precisa para identifi-
car los puntos de decisio´n, los nodos de e´xito y fallo, de los que obtener las reglas
de control.
La aproximacio´n es gene´rica y se podrı´a usar con cualquier planificador. La
generacio´n de las instancias de aprendizaje se realiza en dos pasos:
En el primer paso, FF recibe el problema de planificacio´n que no pudo re-
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solver HAMLET y trata de encontrar una solucio´n. Normalmente, para el
aprendizaje es suficiente con que se llegue a una solucio´n, aunque no sea la
mejor posible en te´rminos de la me´trica de calidad (por ejemplo, longitud del
plan). El problema ahora, consiste en co´mo esa solucio´n puede proporcionar
a HAMLET las instancias de aprendizaje que requiere.
El segundo paso consiste en generar artificialmente un a´rbol de bu´squeda de
la solucio´n de FF. Esto no es un tarea trivial ya que lo u´nico que proporciona
la solucio´n es un conjunto de operadores instanciados que se deben ejecu-
tar en secuencia. Hay muchos posibles a´rboles de los que se podrı´a obtener
la misma solucio´n. Se ha optado por generar un conjunto de reglas de con-
trol, independientemente de las que se van a aprender, que seleccionan como
nodos va´lidos de la bu´squeda nueva aque´llos que utilizan alguno de los ope-
radores instanciados en la solucio´n de FF. Siguiendo la sintaxis de PRODIGY
esto da lugar a dos tipos de reglas:
• SELECT operator: se generan reglas de seleccionar operador para los
operadores que conforman la solucio´n de FF de la siguiente manera: por
cada efecto del operador, segu´n su definicio´n en el dominio, se crea una
regla cuya meta actual de resolucio´n sea dicho efecto y el consecuente
sea seleccionar el operador. Si el plan de FF contuviera todas las accio-
nes definidas en el dominio estas reglas no aportarı´an nada al proceso
de bu´squeda ya que para cada meta seguirı´a considerando todos los
operadores relevantes (los que obtienen dicha meta).
• SELECT bindings: para cada operador O que aparezca en la solucio´n
de FF genera una regla para seleccionar todos los bindings de sus va-
riables que se correspondan con las instancias de O en la solucio´n. Por





se genera una regla de control para seleccionar los siguientes bindings
del operador fly-airplane:
((<airplane> . airplane1) (<city-from> . city1) (<city-to> . city2))
((<airplane> . airplane1) (<city-from> . city2) (<city-to> . city3))
En este ejemplo se generarı´a una regla para seleccionar el operador load-airplane,
otra para seleccionar el operador unload-airplane y otra para seleccionar
el operador fly-airplane ya que estos operadores so´lo tienen un efecto
cada uno. Es decir, de los cinco posibles operadores del dominio PRODIGY
restringirı´a la bu´squeda a tres de ellos, con los que FF resolvio´ el problema.
Tambie´n, se generarı´an dos reglas ma´s de seleccio´n de los bindings del ope-
rador load-airplane y unload-airplane que se corresponden con la
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instanciacio´n de esos operadores en la solucio´n de FF, adema´s de la regla de
seleccio´n de los bindings del operador fly-airplane comentada.
Utilizando este conjunto de reglas, PRODIGY es capaz de encontrar la solu-
cio´n al problema y generar el a´rbol de bu´squeda correspondiente. Despue´s,
PRODIGY continu´a buscando otras soluciones para que HAMLET pueda ge-
nerar reglas de control de las decisiones que llevaron a soluciones mejores

























Figura 10.1: Introduccio´n de conocimiento previo en HAMLET utilizando otro planificador,
FF.
En algunos casos, ni siquiera con este conocimiento el planificador es ca-
paz de encontrar una solucio´n. Esto es debido a que los posibles a´rboles de
bu´squeda generados con este esquema pueden llegar a ser demasiado gran-
des al no poder podar las alternativas.
10.2. Conocimiento previo en EVOCK
La forma de proporcionar conocimiento previo en EVOCK es generando un
conjunto de reglas, bien por una persona, bien por otro sistema de aprendizaje, que
constituya la poblacio´n inicial, en vez de generarla de forma aleatoria. Este con-
junto supone un punto de partida que hubiese sido difı´cil de alcanzar con te´cnicas
puramente evolutivas, adema´s de focalizar el espacio de bu´squeda en unas reglas
determinadas.
La figura 10.2 muestra co´mo las reglas generadas por HAMLET son usadas co-
mo conocimiento previo para EVOCK. En primer lugar, HAMLET aprende de un
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conjunto aleatorio de problemas, explorando los a´rboles de bu´squeda generados
por PRODIGY al resolver esos problemas. Luego, estas reglas, junto a otros indivi-
duos generados de forma aleatoria, proporcionan una poblacio´n inicial para EVOCK
y se deja que el sistema evolutivo actu´e. Las nuevas reglas obtenidas por EVOCK se
proporcionan a PRODIGY para que resuelva otro conjunto de problemas aleatorios
















Figura 10.2: Esquema de insercio´n de conocimiento previo para EVOCK.
10.3. Experimentos y resultados
La experimentacio´n se ha dividido en dos partes: una concerniente, so´lo a la
utilizacio´n de GEBL como fuente de conocimiento previo para HAMLET y la otra,
concerniente con el resto de aspectos estudiados. En ambos casos se utilizan los do-
minios de las competiciones internacionales de planificacio´n. Elegido un dominio,
es necesario generar conjuntos de problemas para hacer los experimentos, tanto de
aprendizaje como de validacio´n. Pueden ser los mismos propuestos para las compe-
ticiones o generados aleatoriamente. Los experimentos consisten en proporcionar
problemas a los distintos sistemas en prueba para obtener un plan solucio´n y medir
una serie de variables que permitan hacer las comparaciones pertinentes. Se fija un
tiempo ma´ximo de resolucio´n dependiendo del taman˜o de los problemas. Se ha ve-
rificado experimentalmente que aumentar dicho tiempo no mejora los resultados;
si no se encuentra una solucio´n en el tiempo establecido, la probabilidad de llegar
a una solucio´n en un tiempo con o´rdenes de magnitud mayor es muy pequen˜a.
Las variables independientes de la experimentacio´n son el dominio de planifi-
cacio´n y el tipo de problemas, variando la complejidad, medida, por ejemplo, por el
nu´mero de metas a satisfacer. Como u´nica variable dependiente, se mide el porcen-
taje de problemas de un mismo dominio resueltos en el tiempo lı´mite de ejecucio´n
establecido.
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10.3.1. GEBL como fuente para HAMLET
Una vez estudiada, en la seccio´n anterior, la viabilidad de transferir conoci-
miento de GEBL a PRODIGY, en esta seccio´n se comprueba, experimentalmente,
co´mo el conocimiento generado por GEBL afecta a HAMLET. Para ello se escoge
un dominio y dos conjuntos diferentes de problemas, el de entrenamiento y el de
validacio´n. El conjunto de entrenamiento se utiliza en los dos sistemas de aprendi-
zaje de la siguiente manera:
1. En HAMLET, sin utilizar conocimiento previo y aprendizaje lazy, se genera
un conjunto de reglas de control.
2. En GEBL, con aprendizaje eager, se generan las reglas de SELECT goals
y SELECT operator y se traducen a la sintaxis de HAMLET, como se
explica en la seccio´n 9.3.
3. Otra vez en HAMLET, pero utilizando el conjunto de reglas obtenido en el
paso anterior, como conocimiento previo para hacer el entrenamiento, gene-
rando un nuevo conjunto de reglas.
Los problemas de validacio´n se presentan a PRODIGY con los diferentes con-
juntos de reglas de control y se mide la variable dependiente comentada anterior-
mente. Se han utilizado los mismos dominios y conjuntos de problemas que en los
experimentos realizados en la seccio´n 9.4.2.
En el ape´ndice C.2 esta´n los resultados detallado y en la tabla 10.1, se muestra
un resumen de los resultados obtenidos. Se representa, el porcentaje de problemas
resueltos (Res) por PRODIGY, utilizando los diferentes conjuntos de reglas obte-
nidos por cada sistema de aprendizaje, y el nu´mero de reglas generadas (Reglas).
La columna PRODIGY indica los resultados cuando se utiliza PRODIGY sin ningu´n
conocimiento de control. La columna HAMLET, utilizando las reglas aprendidas
por HAMLET sin conocimiento previo. La columna PRODIGY-GEBL, utilizando
las reglas aprendidas por GEBL. La columna HAMLET+GEBL, cuando se entrena
HAMLET partiendo de las reglas generadas por GEBL. El tiempo lı´mite de ejecu-
cio´n fueron 30s en todos los dominios, menos en el Miconic que fue de 60s.
Los resultados muestran que la utilizacio´n de conocimiento externo en HAM-
LET, proveniente del sistema de aprendizaje GEBL, no incrementa el nu´mero de
problemas resueltos por HAMLET. Tampoco incrementa el nu´mero de problemas
resueltos por PRODIGY compara´ndolo con la utilizacio´n exclusiva de las reglas
aprendidas por GEBL. La razo´n de este empeoramiento es por las te´cnicas induc-
tivas utilizadas en HAMLET: la generalizacio´n y especializacio´n incremental no
aseguran la convergencia.
En el dominio Zenotravel, al volver a entrenar partiendo de las reglas generadas
por GEBL, HAMLET especializa la regla para seleccionar el operador refuel, ex-
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Dominio PRODIGY HAMLET PRODIGY-GEBL HAMLET+GEBL
Res Res Reglas Res Reglas Res Reglas
Zenotravel 37 % 40 % 5 98 % 14 40 % 14
Logistics 12 % 25 % 16 57 % 406 23 % 222
Driverlog 26 % 4 % 9 77 % 71 2 % 49
Miconic 4 % 100 % 5 99 % 13 82 % 17
Tabla 10.1: Resultados del porcentaje de problemas resueltos por PRODIGY utilizando dis-
tintos conjuntos de reglas.
plicada en el capı´tulo anterior 9.7, an˜adiendo el meta-predicado (SOME-CANDIDATE-
GOALS NIL). Esto hace que el porcentaje de problemas resueltos disminuya al 40 %.
Se quito´ dicha condicio´n manualmente de la regla y el planificador resolvio´ los 100
problemas, resolvio´ incluso los 2 que las reglas de GEBL solas no resolvı´an.
10.3.2. HAMLET y EVOCK con diferentes fuentes
Para estos experimentos se han utilizado dos de los dominios de las competi-
ciones internacionales de planificacio´n que son especialmente difı´ciles para PRO-
DIGY: Logistics y Depots (ver ape´ndice A.1 y A.8.
Para evaluar co´mo le afecta la utilizacio´n de conocimiento previo a un sistema
de aprendizaje, SA1, se elige un dominio y dos conjuntos de problemas diferen-
tes, el de entrenamiento y el de validacio´n. Se ejecuta SA1 con los problemas de
entrenamiento, utilizando el conocimiento previo y sin utilizarlo. Esto genera dos
conjuntos de reglas de control, CSA1P y CSA1, respectivamente. Los problemas
de validacio´n se presentan al planificador dos veces, una utilizando el conjunto de
reglas CSA1P y la otra con las reglas CSA1. Se computan las variables depen-
dientes de la experimentacio´n y se comparan los resultados. Si el conocimiento
previo puede provenir de ma´s de una fuente, se repite el proceso con cada una de
ellas.
Para el dominio Logistics el conjunto de entrenamiento lo constituyen 400 pro-
blemas generados aleatoriamente de 1 o´ 2 metas, y para Depots 200 problemas de
1 o´ 2 metas. Para el conjunto de validacio´n se han utilizado problemas genera-
dos aleatoriamente de entre 1 y 5 metas, 120 para Logistics y 60 problemas para
Depots. El tiempo lı´mite de resolucio´n se ha establecido en 15 segundos.
La tabla 10.2 muestra los resultados del funcionamiento de todos los sistemas
de forma auto´noma, sin ningu´n conocimiento de control. Tambie´n se muestran
los resultados de las reglas generadas a mano por un experto en planificacio´n. La
columna Resueltos muestra el porcentaje de problemas resueltos por el sistema en
los 15 segundos y la columna Reglas el nu´mero de reglas generadas.
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Logistics Depots
Sistema Resueltos Reglas Resueltos Reglas
PRODIGY 21 % 12 %
EVOCK 33 % 7 52 % 2
HAMLET 36 % 32 0 % 4
Humano 100 % 37 55 % 5
Tabla 10.2: Resultados de PRODIGY, EVOCK, and HAMLET sin conocimiento previo.
La principal conclusio´n que se saca del ana´lisis de estos resultados es que am-
bos dominios son bastante difı´ciles para PRODIGY y los sistemas de aprendizaje.
Con las reglas proporcionadas por el humano, se consigue resolver el 100 % de
los problemas en el dominio Logistics pero so´lo un 55 % en el Depots. Incluso
en el caso del dominio Depots, HAMLET no es capaz de resolver ninguno de los
problemas. Estos resultados llevan a la conclusio´n de que podrı´an mejorarse intro-
duciendo conocimiento previo a dichos sistemas.
La tabla 10.3, muestra los resultados de introducir conocimiento de control pre-
vio a cada uno de los sistemas de aprendizaje. En la primera columna (Fuente), se
muestra la fuente de donde proviene el conocimiento, que puede ser: ninguna (si
no se utiliza conocimiento previo), reglas generadas por EVOCK, por HAMLET, por
la solucio´n de otro planificador (FF) o por el humano. El resto de columnas, mues-
tran los resultados para cada sistema de aprendizaje, representando en la columna
Res el porcentaje de problemas resueltos y en la columna Mejora el porcentaje
de mejora que supone el conocimiento previo frente a la no utilizacio´n de ningu´n
conocimiento. En el caso de utilizar EVOCK como conocimiento previo para HAM-
LET, no siempre es posible generarlo ya que ambos sistemas utilizan un lenguaje de
representacio´n diferente y no siempre se puede adaptar. Esto se consiguio´ en el do-
minio Logistics pero no en el Depots. No se ha desarrollado de momento ninguna
forma para utilizar FF como fuente de conocimiento en EVOCK.
Logistics Depots
EVOCK HAMLET EVOCK HAMLET
Fuente Res Mejora Res Mejora Res Mejora Res Mejora
Ninguna 33 % - 36 % - 52 % - 0 % -
EVOCK - - - - 57 % 57 %
HAMLET 33 % 0 % - - 43 % -9 % - -
FF 48 % 12 % 43 % 43 %
Humano 83 % 50 % 88 % 52 % 55 % 3 % 55 % 55 %
Tabla 10.3: Resultados para EVOCK y HAMLET con conocimiento previo en los dominios
Logistics y Depots. Porcentaje de problemas resueltos.
Los resultados demuestran que en el dominio Logistics, EVOCK so´lo mejora
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cuando el conocimiento de control viene del humano, en un 50 % y HAMLET me-
jora en los dos casos, cuando el conocimiento viene de FF, en un 12 % y cuando
viene del humano, en un 52 %. En el dominio Depots los resultados son muy dis-
pares en EVOCK y en HAMLET. En el primer sistema, el conocimiento previo no
aporta ninguna mejora, es ma´s, incluso empeora los resultados en un 9 % cuando
el conocimiento previo viene de HAMLET. Sin embargo, HAMLET mejora nota-
blemente en los tres casos dado que partı´a de un 0 % de problemas resueltos, un
57 % si el conocimiento previo viene de EVOCK, un 43 % si viene de FF y un 55 %
del humano. Tambie´n se demuestra que los sistemas de aprendizaje no mejoran las
reglas generadas por el humano: en el dominio Logistics pasa de resolver el 100 %
de los problemas a resolver un 83 % EVOCK y un 88 % HAMLET. En el domi-
nio Depots, el porcentaje de problemas resueltos con las reglas del humano, 55 %,
permanece igual cuando se utilizan como conocimiento previo tanto en HAMLET
como en EVOCK. Por u´ltimo, se observa que, en el dominio Depots, EVOCK tiene
un rendimiento mucho mejor que HAMLET funcionando de forma independiente.
EVOCK resuelve el 52 % de los problemas frente a 0 % resueltos por HAMLET y
utilizar HAMLET como fuente para EVOCK hace empeorar su rendimiento (en un
9 %). Al utilizar EVOCK como fuente para HAMLET consigue mejorar, incluso, el
rendimiento de utilizar EVOCK solo, aunque en un porcentaje pequen˜o, 5 %. En el
Logistics, HAMLET resuelve el 36 % de los problemas frente al 33 % de EVOCK,
apenas hay diferencia, y la utilizacio´n de HAMLET como fuente de conocimiento
para EVOCK no mejora su rendimiento; sigue resolviendo el 33 % de los problemas.
10.4. Conclusiones y trabajos futuros
En esta seccio´n se ha estudiado co´mo influye la transferencia de conocimiento
entre los sistemas de aprendizaje en planificacio´n. Es decir, si dado un sistema de
aprendizaje, se puede mejorar su rendimiento proporciona´ndole un conocimiento
previo proveniente de una fuente externa al propio sistema de aprendizaje. Los sis-
temas de aprendizaje estudiados son HAMLET y EVOCK. En el caso de HAMLET, el
aprendizaje so´lo puede realizarse cuando resuelve los problemas de entrenamiento.
En los dominios en que no es capaz de encontrar ninguna solucio´n, incluso a pro-
blemas sencillos, no se puede generar ningu´n conocimiento. Por eso, en estos casos
resulta, necesario “ayudar” a HAMLET a resolver problemas, proporciona´ndole un
conocimiento inicial.
Los experimentos realizados demuestran que, en el caso de HAMLET, efecti-
vamente el conocimiento previo mejora el rendimiento del sistema respecto a no
utilizar conocimiento externo, en todos los casos, menos cuando se utiliza GEBL.
Se han utilizado diferentes fuentes para proporcionar dicho conocimiento: reglas
generadas manualmente por un humano, reglas generadas automa´ticamente por dos
sistemas de aprendizaje diferentes (GEBL y EVOCK) y utilizando otro planificador
(FF). En el caso de EVOCK, se le ha proporcionado conocimiento previo provenien-
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te de dos fuentes: el humano y el sistema de aprendizaje HAMLET. EVOCK mejora
su rendimiento so´lo en el primer caso, cuando la fuente de conocimiento viene del
humano.
Por otro lado, los experimentos tambie´n demuestran que, si el conocimiento
previo proporcionado se puede aplicar directamente al planificador produciendo
un mejor resultado que el obtenido utilizando las reglas aprendidas por el sistema
de aprendizaje solo, utilizar dicho conocimiento externo, para entrenar por segunda
vez al sistema de aprendizaje, no produce mejores resultados. Por ejemplo, en el
caso de HAMLET, las reglas generadas manualmente por un humano y las reglas
generadas por GEBL se pueden utilizar directamente en PRODIGY, produciendo
mejores resultados que utilizando las reglas generadas exclusivamente con HAM-
LET. Utilizar ambos conjuntos de reglas, como conocimiento previo en HAMLET,
no mejoran el rendimiento inicial conseguido con las reglas externas exclusiva-
mente, incluso lo empeora. So´lo en un caso (cuando se utiliza EVOCK como fuente
para HAMLET en el dominio Depots), la transferencia de conocimiento al sistema
de aprendizaje mejora ligeramente el resultado. En el caso de EVOCK, ocurre algo
similar. Las reglas proporcionadas por el humano incrementan el rendimiento de
PRODIGY en un porcentaje mayor que las generadas exclusivamente por EVOCK,
y al utilizarlas como conocimiento previo, no mejoran la eficiencia alcanzada con
las reglas del humano. En este caso se observa tambie´n que si la fuente de conoci-
miento es un sistema de aprendizaje que produce peores resultados que el propio
sistema, utilizar el conocimiento proporcionado es contraproducente.
Resumiendo, la transferencia de conocimiento externo a un sistema de apren-
dizaje, en general, incrementa la eficiencia del sistema de aprendizaje, Pero, si la
fuente de conocimiento previo es otro sistema de aprendizaje diferente, con un
comportamiento mejor que el sistema al que se quiere transferir, es preferible la
transferencia de conocimiento directamente al planificador que al sistema de apren-
dizaje. Esto ocurre cuando el segundo sistema de aprendizaje es inductivo, que es el
caso de HAMLET y EVOCK. Si fueran so´lo deductivos, an˜adirı´an nuevas reglas que
seguramente mejorarı´an el rendimiento. Adema´s en el caso de HAMLET, cuando
utiliza un conjunto de reglas inicial, no hace induccio´n sobre las nuevas que gene-
ra, so´lo las utiliza para resolver ma´s problemas de entrenamiento e iniciar nuevos
procesos de bu´squeda.
Otra conclusio´n que se deriva de estos experimentos es que el aprendizaje de
conocimiento de control en planificacio´n es complicado. Una pequen˜a variacio´n en
el conocimiento adquirido puede alterar el rendimiento del sistema dra´sticamente.
Ası´ ha ocurrido, por ejemplo, en el domino Zenotravel, al especializar una regla
an˜adiendo un meta-predicado, hace que se resuelvan muchos menos problemas.
Como trabajos futuros se podrı´a buscar en el espacio de estados de conjuntos de
reglas con escalada en sistemas inductivos (como HAMLET), de forma que no pue-
da pasar a un estado que sea peor que el anterior. Tambie´n, se podrı´an estudiar otras
combinaciones de entrada, como GEBL+EVOCK, Humano+GEBL, FF+EVOCK. . . .
Parte IV






Las aportaciones de esta tesis doctoral y las principales conclusiones obtenidas
se pueden resumir en:
Definicio´n de un lenguaje comu´n para la representacio´n del conocimiento de
control. Se ha demostrado experimentalmente que el lenguaje utilizado en
PRODIGY de reglas de control, con una parte de precondiciones, definidas
como una conjuncio´n de meta-predicados, y un consecuente, sirve para re-
presentar conocimiento de control (o heurı´sticas) que incrementa la eficien-
cia de diferentes paradigmas de planificacio´n. Los meta-predicados ba´sicos
de PRODIGY son u´tiles en los otros paradigmas y so´lo es preciso implemen-
tarlos segu´n el algoritmo de planificacio´n de donde se aprende. Adema´s, se
ha demostrado que permite definir nuevos predicados que obtengan carac-
terı´sticas particulares de la te´cnica de planificacio´n.
Desarrollo de un sistema de aprendizaje de conocimiento de control que
incrementa la eficiencia resolviendo problemas de un planificador hı´brido
HTN-POP usado para resolver problemas de manufacturacio´n del mundo
real. Pese a que el planificador es muy eficiente, se logra mejorar su compor-
tamiento aprendiendo conocimiento de control para seleccionar me´todos de
refinamiento jera´rquico y para an˜adir operadores al plan parcial.
Desarrollo de un sistema de aprendizaje de conocimiento de control aplica-
ble a planificacio´n basada en grafos de planes. El sistema no incrementa la
eficiencia del planificador del que aprende, pero sı´ la de otro planificador
que utiliza planificacio´n bidireccional cuando se realiza transferencia de co-
nocimiento. Adema´s se han analizado las caracterı´sticas del planificador que
hacen que el tipo de conocimiento extraı´do no mejore su rendimiento para
extrapolarlo a otras te´cnicas de planificacio´n.
Definicio´n de una metodologı´a de disen˜o y desarrollo de sistemas de aprendi-
zaje de conocimiento de control basada en la explicacio´n que sistematiza los
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pasos necesarios para aplicar EBL a diferentes paradigmas de planificacio´n.
Se han analizado algunas caracterı´sticas de los planificadores que pueden
condicionar la validez de la metodologı´a. Tambie´n, se ha hecho un ana´lisis
del tipo de conocimiento que puede ser aprendido con la metodologı´a.
Estudio sobre la transferencia de conocimiento de control aprendido en un
planificador basado en grafo de planes a otro planificador que utiliza otra
te´cnica diferente, planificacio´n bidireccional. Sin embargo, la transferencia
en el otro sentido no ha sido posible porque el sistema de aprendizaje para el
planificador basado en grafos de planes no mejora la eficiencia del planifica-
dor con conocimiento de control. Tambie´n se ha hecho un ana´lisis cualitativo
del conocimiento transferido. Se ha comprobado experimentalmente que el
conocimiento generado incrementa la eficacia del segundo planificador en
todos los dominios seleccionados para el estudio e incluso, en dos de ellos,
supera el porcentaje de problemas resueltos por el planificador de donde se
extrae el conocimiento.
Estudio sobre la transferencia de conocimiento a los propios sistemas de
aprendizaje en planificacio´n. La principal conclusio´n obtenida es que la trans-
ferencia a los sistemas de aprendizaje no mejora a la fuente de donde provie-
ne el conocimiento. Es decir, no hace que el sistema de planificacio´n resuel-
va ma´s problemas cuando el sistema de aprendizaje se entrena utilizando el
conocimiento externo que utilizando directamente el conocimiento propor-
cionado por la fuente origen. Sin embargo, sı´ mejora respecto a utilizar el
sistema de aprendizaje solo.
Capı´tulo 12
Futuras lı´neas de trabajo
Como trabajos futuros se propone profundizar en la especificacio´n de un len-
guaje comu´n de representacio´n del conocimiento de control para poder seguir in-
vestigando la transferencia de conocimiento entre distintos paradigmas de planifi-
cacio´n. Para ello, se propone aplicar la metodologı´a de aprendizaje definida a otros
planificadores para intentar la transferencia entre distintas combinaciones de pla-
nificadores. Tambie´n serı´a interesante desarrollar un me´todo inductivo que permita
generalizar y especializar las reglas de control aprendidas, similar al de HAMLET
o EVOCK. Ası´ como, realizar algu´n estudio de utilidad del conocimiento aprendido
por HEBL y GEBL que permita reducir la cantidad de reglas generadas a aque-
llas que realmente incrementen el rendimiento del sistema en que se aplican. El
proceso de equiparacio´n y ejecucio´n de reglas se puede mejorar aplicando el al-
goritmo RETE en vez de la equiparacio´n simple lineal actualmente utilizada. Por
u´ltimo, dentro del marco de la transferencia de conocimiento entre diferentes pa-
radigmas, analizar tambie´n las caracterı´sticas de los dominios de planificacio´n que
determinen el tipo de te´cnica o te´cnicas de planificacio´n ma´s apropiada para resol-
ver problemas de cada dominio.
En cuanto a la transferencia de conocimiento a los propios sistemas de apren-
dizaje, el mayor problema encontrado es que los esquemas propuestos no mejo-
ran el rendimiento de la propia fuente externa por lo que habrı´a que buscar en
el espacio de estados de conjuntos de reglas con escalada en sistemas inductivos
de forma que no pueda pasar a un estado que sea peor que el anterior. Tambie´n,
serı´a interesante hacer el estudio sobre la transferencia a sistemas de aprendizaje
no inductivos, por ejemplo, a los dos sistemas deductivos implementados. En esta
lı´nea, probar otras combinaciones de proporcionar el conocimiento externo, como
GEBL+EVOCK, Humano+GEBL, FF+EVOCK. . . , especialmente las que requieran la
intervencio´n del humano que lleven a iniciativas mixtas de aprendizaje, automa´ti-
cas y manuales, que han demostrado ser muy eficientes.
Respecto a los sistemas de aprendizaje desarrollados, en planificacio´n basada
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en grafos de planes investigar otro tipo de conocimiento que se pueda extraer, co-
mo la ordenacio´n de las metas antes de cada proceso de bu´squeda en un nivel o
aprender memoizations gene´ricos que consideren el estado inicial del problema.
Dada la rapidez del algoritmo GRAPHPLAN es preciso investigar formas ma´s efi-
cientes para hacer el proceso de equiparacio´n posterior, bien con el ya mencionado
algoritmo RETE, con los UB-Tree o cualquier otra te´cnica. En HEBL convendrı´a
encontrar una forma para traducir los dominios y problemas del lenguaje PDDL al
utilizado por HYBIS para poder experimentar con ma´s dominios y tambie´n hacer
un ana´lisis de las reglas aprendidas de cada tipo, las HTN y las POP.
Por u´ltimo, investigar en la metodologı´a de disen˜o y desarrollo de sistema de
aprendizaje definida la manera de ampliarla para que el conocimiento obtenido
tambie´n incremente la calidad de los planes y otros aspectos fuera de la denomi-
nada planificacio´n cla´sica. Por ejemplo, de la parte de scheduling con que se ha
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En este ape´ndice se describen los principales dominios de planificacio´n utiliza-
dos para realizar los experimentos que validan las ideas y nuevos sistemas imple-
mentados en la tesis.
A.1. Dominio Logistics
El dominio Logistics representa problemas de logı´stica de paquetes. Existen un
nu´mero determinado de paquetes que deben ser transportados a diferentes lugares.
El transporte se realiza por camiones, cuando los desplazamientos ocurren entre lo-
calidades de la misma ciudad, o por avio´n, cuando hay que cambiar de ciudad. Los
lugares considerados son oficinas de correo y aeropuertos. Los camiones pueden
alcanzar ambos sitios y los aviones so´lo los aeropuertos. Hay varias versiones de
este dominio y la utilizada en la tesis es la de la competicio´n internacional de pla-




(:predicates (object ?o) (truck ?t) (at ?o ?l) (inside ?o ?t)
(airplane ?p) (airport ?s) (loc-at ?s ?city) (city ?c)
(location ?l))
(:action load-truck
:parameters (?o ?truck ?loc)
:precondition (and (object ?o) (truck ?truck) (location ?loc)
(at ?o ?loc) (at ?truck ?loc))
:effect (and (not (at ?o ?loc)) (inside ?o ?truck)))
(:action load-airplane
:parameters (?o ?p ?loc)
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:precondition (and (object ?o) (airplane ?p)
(airport ?loc) (at ?o ?loc) (at ?p ?loc))
:effect (and (not (at ?o ?loc)) (inside ?o ?p)))
(:action unload-truck
:parameters (?o ?truck ?loc)
:precondition (and (object ?o) (location ?loc) (truck ?truck)
(inside ?o ?truck) (at ?truck ?loc))
:effect (and (at ?o ?loc) (not (inside ?o ?truck))))
(:action unload-airplane
:parameters (?o ?p ?loc)
:precondition (and (object ?o) (location ?loc) (airplane ?p)
(inside ?o ?p) (at ?p ?loc))
:effect (and (at ?o ?loc) (not (inside ?o ?p))))
(:action fly-airplane
:parameters (?p ?s ?d)
:precondition (and (airplane ?p) (airport ?s) (airport ?d) (at ?p ?s)
(not (= ?s ?d)))
:effect (and (at ?p ?d) (not (at ?p ?s))))
(:action drive-truck
:parameters (?truck ?s ?d ?city)
:precondition (and (truck ?truck) (location ?s) (location ?d)
(city ?city) (at ?truck ?s) (loc-at ?s ?city)
(loc-at ?d ?city) (not (= ?s ?d)))
:effect (and (at ?truck ?d) (not (at ?truck ?s)))))
A.2. Dominio Zenotravel
En el domino Zenotravel existen ciudades, personas y aviones. Cada persona
esta´ inicialmente en una ciudad y las metas de los problemas son desplazarlas a
diferentes ciudades. Para ello se deben utilizar los aviones que pueden volar a dos
velocidades, consumiendo ma´s o menos combustible, y expresadas mediante dos
operadores diferentes: fly y zoom respectivamente. Este dominio se utilizo´ en la
competicio´n internacional de planificacio´n del an˜o 2002 existiendo diferentes ver-
siones. La utilizada en la tesis es la versio´n STRIPS en que el nivel de combustible
de los aviones viene representado por niveles discretos cada uno expresado por un
literal del tipo (flevel fl0) (normalmente desde el nivel 0 hasta el 6) y en
las definiciones de los problemas se an˜aden literales del tipo (next fl0 fl1)
para indicar que el siguiente nivel de combustible del fl0 es el nivel fl1. La
formulacio´n completa del dominio en lenguaje PDDL es la siguiente:
(define (domain zeno-travel)
(:requirements :strips :equality)
(:predicates (at ?x ?c) (in ?p ?a) (fuel-level ?a ?l) (next ?l1 ?l2)
(aircraft ?p) (person ?x) (city ?x) (flevel ?x))
(:action board
:parameters ( ?p ?a ?c)
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:precondition (and (person ?p) (aircraft ?a) (city ?c) (at ?p ?c)
(at ?a ?c))
:effect (and (in ?p ?a) (not (at ?p ?c))))
(:action debark
:parameters ( ?p ?a ?c)
:precondition (and (person ?p) (aircraft ?a) (city ?c) (in ?p ?a)
(at ?a ?c))
:effect (and (at ?p ?c) (not (in ?p ?a))))
(:action fly
:parameters ( ?a ?c1 ?c2 ?l1 ?l2)
:precondition (and (aircraft ?a) (city ?c1) (city ?c2) (flevel ?l1)
(flevel ?l2) (at ?a ?c1) (fuel-level ?a ?l1)
(next ?l2 ?l1))
:effect (and (at ?a ?c2) (fuel-level ?a ?l2)
(not (at ?a ?c1)) (not (fuel-level ?a ?l1))))
(:action zoom
:parameters ( ?a ?c1 ?c2 ?l1 ?l2 ?l3)
:precondition (and (aircraft ?a) (city ?c1) (city ?c2) (flevel ?l1)
(flevel ?l2) (flevel ?l3) (at ?a ?c1)
(fuel-level ?a ?l1) (next ?l2 ?l1)
(next ?l3 ?l2))
:effect (and (at ?a ?c2) (fuel-level ?a ?l3)
(not (at ?a ?c1)) (not (fuel-level ?a ?l1))))
(:action refuel
:parameters ( ?a ?c ?l ?l1)
:precondition (and (aircraft ?a) (city ?c) (flevel ?l) (flevel ?l1)
(fuel-level ?a ?l) (next ?l ?l1) (at ?a ?c))
:effect (and (fuel-level ?a ?l1) (not (fuel-level ?a ?l))))
)
A.3. Dominio Driverlog
En este dominio existen paquetes que deben ser transportados a diferentes si-
tios en camiones. Los conductores para llevar los camiones pueden estar en otros
sitios y deben andar hasta llegar a ellos. Los caminos por los que pueden andar los
conductores son diferentes de las carreteras por las que pueden circular los camio-
nes, existiendo conexiones diferentes entre ellos representadas por el literal link
para las carreteras y path para los caminos. Este dominio se utilizo´ en la compe-
ticio´n internacional de planificacio´n del an˜o 2002 existiendo varias versiones. La
utilizada en la tesis es la versio´n STRIPS cuya formulacio´n completa en PDDL es:
(define (domain driverlog)
(:requirements :strips)
(:predicates (obj ?obj)(truck ?truck) (location ?loc) (driver ?d)
(at ?obj ?loc) (in ?obj1 ?obj) (driving ?d ?v)
(link ?x ?y) (path ?x ?y)(empty ?v))
(:action load-truck
:parameters (?obj ?truck ?loc)
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:precondition (and (obj ?obj) (truck ?truck) (location ?loc)
(at ?truck ?loc) (at ?obj ?loc))
:effect (and (not (at ?obj ?loc)) (in ?obj ?truck)))
(:action unload-truck
:parameters (?obj ?truck ?loc)
:precondition (and (obj ?obj) (truck ?truck) (location ?loc)
(at ?truck ?loc) (in ?obj ?truck))
:effect (and (not (in ?obj ?truck)) (at ?obj ?loc)))
(:action board-truck
:parameters (?driver ?truck ?loc)
:precondition (and (driver ?driver) (truck ?truck) (location ?loc)
(at ?truck ?loc) (at ?driver ?loc) (empty ?truck))
:effect (and (not (at ?driver ?loc)) (driving ?driver ?truck)
(not (empty ?truck))))
(:action disembark-truck
:parameters (?driver ?truck ?loc)
:precondition (and (driver ?driver) (truck ?truck) (location ?loc)
(at ?truck ?loc) (driving ?driver ?truck))
:effect (and (not (driving ?driver ?truck))
(at ?driver ?loc) (empty ?truck)))
(:action drive-truck
:parameters (?truck ?loc-from ?loc-to ?driver)
:precondition (and (truck ?truck) (location ?loc-from)
(location ?loc-to) (driver ?driver)
(at ?truck ?loc-from) (driving ?driver ?truck)
(link ?loc-from ?loc-to))
:effect(and (not (at ?truck ?loc-from)) (at ?truck ?loc-to)))
(:action walk
:parameters (?driver ?loc-from ?loc-to)
:precondition (and (driver ?driver) (location ?loc-from)
(location ?loc-to) (at ?driver ?loc-from)
(path ?loc-from ?loc-to))
:effect (and (not (at ?driver ?loc-from)) (at ?driver ?loc-to)))
)
A.4. Dominio Miconic
En este dominio hay ascensores y personas en diferentes plantas cuya meta
es subir o bajar en el ascensor a otro piso. El predicado (served ?person)
indica que la persona ha llegado al piso que deseaba. Este dominio se utilizo´ en la
competicio´n del 2000 y la formulacio´n completa en PDDL es la siguiente:
(define (domain miconic)
(:requirements :strips)
(:predicates (origin ?person ?floor) ;; entry of ?person is ?floor
(floor ?floor) (passenger ?passenger)
(destin ?person ?floor) ;; exit of ?person is ?floor
(above ?floor1 ?floor2)
;; ?floor2 is located above of ?floor1
(boarded ?person)
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;; true if ?person has boarded the lift
(served ?person)
;; true if ?person has alighted as her destination
(lift-at ?floor)
;; current position of the lift is at ?floor
)
;;stop and allow boarding
(:action board
:parameters (?f ?p)




:precondition (and (floor ?f) (passenger ?p) (lift-at ?f) (destin ?p ?f)
(boarded ?p))




:precondition (and (floor ?f1) (floor ?f2) (lift-at ?f1)
(above ?f1 ?f2))




:precondition (and (floor ?f1) (floor ?f2) (lift-at ?f1)
(above ?f2 ?f1))
:effect (and (lift-at ?f2) (not (lift-at ?f1))))
)
A.5. Dominio Blocks
Es el cla´sico dominio del mundo de los bloques en los que hay bloques que
pueden estar encima de una mesa o sobre otro bloque y un brazo de un robot para
moverlos de posicio´n de uno en uno. Los problemas consisten en pasar de una
configuracio´n inicial de un conjunto de bloques dada a otra configuracio´n final.
La versio´n utilizada en la tesis utiliza cuatro operadores: dos para apilar/desapilar




(:predicates (on ?x ?y) (ontable ?x) (clear ?x) (handempty) (holding ?x))
(:action pick-up
:parameters (?x)
:precondition (and (clear ?x) (ontable ?x) (handempty))
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:precondition (holding ?x)
:effect(and (not (holding ?x)) (clear ?x) (handempty) (ontable ?x)))
(:action stack
:parameters (?x ?y)
:precondition (and (holding ?x) (clear ?y))
:effect (and (not (holding ?x)) (not (clear ?y)) (clear ?x)
(handempty) (on ?x ?y)))
(:action unstack
:parameters (?x ?y)
:precondition (and (on ?x ?y) (clear ?x) (handempty))
:effect (and (holding ?x) (clear ?y) (not (clear ?x))
(not (handempty)) (not (on ?x ?y)))))
A.6. Dominio Satellite
En este domino hay sate´lites con instrumentos a bordo para tomar ima´genes de
diferentes feno´menos. Para tomar una imagen, el sate´lite debe encender el instru-
mento adecuado, teniendo en cuenta que so´lo puede haber un instrumento encen-
dido al mismo tiempo, calibrar el instrumento para lo cual debe girar hasta apuntar
a la direccio´n de calibracio´n, volver a girar hasta apuntar al feno´meno y por u´lti-
mo tomar la imagen. Este dominio se utilizo´ en la competicio´n del an˜o 2002 y la
versio´n utilizada en esta tesis es la versio´n STRIPS que se muestra a continuacio´n:
(define (domain satellite)
(:requirements :equality :strips)
(:predicates (on_board ?i ?s) (supports ?i ?m) (pointing ?s ?d)
(power_avail ?s) (power_on ?i) (calibrated ?i)
(have_image ?d ?m) (calibration_target ?i ?d)
(satellite ?x) (direction ?x) (instrument ?x) (mode ?x))
(:action turn_to
:parameters ( ?s ?d_new ?d_prev)
:precondition (and (satellite ?s) (direction ?d_new) (direction ?d_prev)
(pointing ?s ?d_prev) (not (= ?d_new ?d_prev)))
:effect (and (pointing ?s ?d_new) (not (pointing ?s ?d_prev))))
(:action switch_on
:parameters ( ?i ?s)
:precondition (and (instrument ?i) (satellite ?s) (on_board ?i ?s)
(power_avail ?s))
:effect (and (power_on ?i)
(not (calibrated ?i)) (not (power_avail ?s))))
(:action switch_off
:parameters ( ?i ?s)
:precondition (and (instrument ?i) (satellite ?s) (on_board ?i ?s)
(power_on ?i))
:effect (and (power_avail ?s) (not (power_on ?i))))
(:action calibrate
:parameters ( ?s ?i ?d)
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:precondition (and (satellite ?s) (instrument ?i) (direction ?d)
(on_board ?i ?s) (calibration_target ?i ?d)
(pointing ?s ?d) (power_on ?i))
:effect (calibrated ?i))
(:action take_image
:parameters ( ?s ?d ?i ?m)
:precondition (and (satellite ?s) (direction ?d) (instrument ?i)
(mode ?m) (calibrated ?i) (on_board ?i ?s)
(supports ?i ?m) (power_on ?i) (pointing ?s ?d)
(power_on ?i))
:effect (have_image ?d ?m))
)
A.7. Dominio Robocare
Este dominio no ha sido utilizado en ninguna competicio´n pero se utiliza aquı´ pa-
ra estudiar la capacidad de los sistemas estudiados de generar planes paralelos. El
dominio consiste en unos robots que hacen las camas de un hospital. Para que un
robot pueda hacer una cama se debe encontrar en la misma habitacio´n y la cama
debe estar limpia.
(define ( domain robocare)
(:requirements :strips :equality)
(:predicates (agent ?a) (object ?o) (person ?p) (room ?r) (door ?d)
(bed ?b) (is_in_agent_room ?a0 ?r0) (is_door ?r0 ?r1)
(unmade ?b0) (clear ?b0) (is_in_bed_room ?b0 ?r0)
(made ?b0) (not-clear ?b0)
)
;; mueve el agente de un sitio a otro. debe estar el primero
;; de lo contrario cogera´ el operador walk_person y no encuentra
;; la solucio´n.
(:action goto_room
:parameters (?a0 ?r0 ?r1)
:precondition (and (agent ?a0) (room ?r0) (room ?r1)
(is_in_agent_room ?a0 ?r0) (is_door ?r0 ?r1))
:effect (and (is_in_agent_room ?a0 ?r1)
(not (is_in_agent_room ?a0 ?r0))))
;; si la cama no esta hecha, la hace. la cama debe estar libre,
;; el agente en la misma habitacio´n que en la cama.
(:action r_make_bed
:parameters (?a0 ?b0 ?r0)
:precondition (and (agent ?a0) (bed ?b0) (room ?r0) (unmade ?b0)
(clear ?b0) (is_in_bed_room ?b0 ?r0)
(is_in_agent_room ?a0 ?r0))
:effect (and (not (unmade ?b0)) (made ?b0)))
;; para hacer la cama antes hay que limpiarla.
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(:action r_clear_bed
:parameters (?a0 ?b0 ?r0)
:precondition (and (agent ?a0) (bed ?b0) (room ?r0) (not-clear ?b0)
(is_in_bed_room ?b0 ?r0)(is_in_agent_room ?a0 ?r0))
:effect (and (clear ?b0) (not (not-clear ?b0))))
)
A.8. Dominio Depots
El dominio Depots es una mezcla del dominio Logistics y el Blocks. Hay pale´s
que pueden ser colocados en camiones, por medio de gru´as que los apilan, y deben
ser distribuidos entre diferentes almacenes. Se utilizo´ en la competicio´n del an˜o
2002 y su formulacio´n en PDDL es.
(define (domain depots)
(:predicates (at ?x ?y) (on ?x ?y) (in ?x ?y) (lifting ?x ?y)
(available ?x) (clear ?x) (place ?x) (depot ?x)
(distributor ?x) (truck ?x) (hoist ?x)
(surface ?x) (pallet ?x) (crate ?x))
(:action drive
:parameters ( ?x ?y ?z)
:precondition (and (truck ?x) (place ?y) (place ?z) (at ?x ?y))
:effect (and (at ?x ?z) (not (at ?x ?y))))
(:action lift
:parameters ( ?x ?y ?z ?p)
:precondition (and (hoist ?x) (crate ?y) (surface ?z) (place ?p)
(at ?x ?p) (available ?x) (at ?y ?p) (on ?y ?z)
(clear ?y))
:effect (and (lifting ?x ?y) (clear ?z) (not (at ?y ?p))
(not (clear ?y)) (not (available ?x)) (not (on ?y ?z))))
(:action drop
:parameters ( ?x ?y ?z ?p)
:precondition (and (hoist ?x) (crate ?y) (surface ?z) (place ?p)
(at ?x ?p) (at ?z ?p) (clear ?z) (lifting ?x ?y))
:effect (and (available ?x) (at ?y ?p) (clear ?y) (on ?y ?z)
(not (lifting ?x ?y)) (not (clear ?z))))
(:action load
:parameters ( ?x ?y ?z ?p)
:precondition (and (hoist ?x) (crate ?y) (truck ?z) (place ?p)
(at ?x ?p) (at ?z ?p) (lifting ?x ?y))
:effect (and (in ?y ?z) (available ?x) (not (lifting ?x ?y))))
(:action unload
:parameters ( ?x ?y ?z ?p)
:precondition (and (hoist ?x) (crate ?y) (truck ?z) (place ?p)
(at ?x ?p) (at ?z ?p) (available ?x) (in ?y ?z))
:effect (and (lifting ?x ?y) (not (in ?y ?z)) (not (available ?x))))
)
Ape´ndice B
Reglas aprendidas por GEBL para
transferir a PRODIGY
En este ape´ndice se muestran las reglas ma´s significativas aprendidas por GEBL
para transferir a PRODIGY utilizadas para hacer el ana´lisis del conocimiento de
control discutido en la seccio´n 9.5.
B.1. Dominio Zenotravel
A continuacio´n se muestran las 14 reglas aprendidas en este dominio.
(control-rule regla-zeno-travel-l154-02-e1-binds
(if (and (current-operator debark)
(current-goal (at <person1> <city1>))
(true-in-state (next <fl0> <fl1>))
(true-in-state (fuel-level <plane1> <fl0>))
(true-in-state (at <plane1> <city0>))








((<p> . <person1>) (<a> . <plane1>) (<c> . <city1>))))
(control-rule regla-zeno-travel-l192-03-e6-binds
(if (and (current-operator board)
(current-goal (in <person1> <plane1>))
(true-in-state (at <plane1> <city0>))
(true-in-state (at <person1> <city0>))










((<p> . <person1>) (<a> . <plane1>) (<c> . <city0>))))
(control-rule regla-zeno-travel-l198-03-e1-binds
(if (and (current-operator debark)
(current-goal (at <person1> <city1>))
(true-in-state (at <plane1> <city1>))





((<p> . <person1>) (<a> . <plane1>) (<c> . <city1>))))
(control-rule regla-zeno-travel-l198-03-e4-binds
(if (and (current-operator board)
(current-goal (in <person1> <plane1>))
(true-in-state (at <person1> <city0>))
(true-in-state (at <plane1> <city0>))






((<p> . <person1>) (<a> . <plane1>) (<c> . <city0>))))
(control-rule regla-zeno-travel-l200-03-e1-binds
(if (and (current-operator fly)
(current-goal (at <plane1> <city0>))
(true-in-state (next <fl0> <fl1>))
(true-in-state (fuel-level <plane1> <fl0>))







((<a> . <plane1>) (<c1> . <city1>) (<c2> . <city0>)
(<l1> . <fl1>) (<l2> . <fl0>))))
(control-rule regla-zeno-travel-l200-03-e2-binds
(if (and (current-operator refuel)
(current-goal (fuel-level <plane1> <fl1>))
(true-in-state (at <plane1> <city1>))
(true-in-state (fuel-level <plane1> <fl0>))






((<a> . <plane1>) (<c> . <city1>) (<l> . <fl0>)
(<l1> . <fl1>))))
(control-rule regla-zeno-travel-l154-02-e1
(if (and (current-goal (at <person1> <city1>))
(true-in-state (next <fl0> <fl1>))
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(true-in-state (fuel-level <plane1> <fl0>))
(true-in-state (at <plane1> <city0>))







(then select operators debark))
(control-rule regla-zeno-travel-l192-03-e6
(if (and (current-goal (in <person1> <plane1>))
(true-in-state (at <plane1> <city0>))
(true-in-state (at <person1> <city0>))







(then select operators board))
(control-rule regla-zeno-travel-l198-03-e1
(if (and (current-goal (at <person1> <city1>))
(true-in-state (in <person1> <plane1>))




(then select operators debark))
(control-rule regla-zeno-travel-l198-03-e4
(if (and (current-goal (in <person1> <plane1>))
(true-in-state (at <person1> <city0>))
(true-in-state (at <plane1> <city0>))





(then select operators board))
(control-rule regla-zeno-travel-l200-03-e1
(if (and (current-goal (at <plane1> <city0>))
(true-in-state (next <fl0> <fl1>))
(true-in-state (fuel-level <plane1> <fl0>))






(then select operators fly))
(control-rule regla-zeno-travel-l200-03-e2
(if (and (current-goal (fuel-level <plane1> <fl1>))
(true-in-state (next <fl0> <fl1>))
(true-in-state (fuel-level <plane1> <fl0>))
(true-in-state (at <plane1> <city1>))
(type-of-object <plane1> aircraft)




(then select operators refuel))
(control-rule regla-zeno-travel-l004-01-s1
(if (and (target-goal (in <person1> <plane1>))
(true-in-state (at <person1> <city0>))
(true-in-state (at <plane1> <city0>))
(true-in-state (fuel-level <plane1> <fl0>))
(true-in-state (next <fl0> <fl1>))







(then select goals (in <person1> <plane1>)))
(control-rule regla-zeno-travel-l192-03-s1
(if (and (target-goal (at <plane1> <city1>))
(true-in-state (next <fl0> <fl1>))
(true-in-state (fuel-level <plane1> <fl0>))
(true-in-state (at <plane1> <city0>))
(true-in-state (at <person1> <city0>))
(true-in-state (at <person2> <city0>))









(then select goals (at <plane1> <city1>)))
B.2. Dominio Driverlog
Las reglas aprendidas para seleccionar los bindings del operador unload-truck
son:
1 (control-rule regla-driverlog-l022-02-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <package1> <s2>))
(true-in-state (in <package1> <truck1>))





((<obj> . <package1>) (<truck> . <truck1>)
(<loc> . <s2>))))
2 (control-rule regla-driverlog-l004-02-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <package2> <s2>))
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(true-in-state (at <truck1> <s0>))
(true-in-state (at <package2> <s0>))
(true-in-state (driving <driver1> <truck1>))







((<obj> . <package2>) (<truck> . <truck1>)
(<loc> . <s2>))))
3 (control-rule regla-driverlog-l013-02-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <package2> <s2>))
(true-in-state (link <s1> <s2>))
(true-in-state (in <package2> <truck1>))
(true-in-state (driving <driver1> <truck1>))







((<obj> . <package2>) (<truck> . <truck1>)
(<loc> . <s2>))))
4 (control-rule regla-driverlog-l023-02-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <package1> <s0>))
(true-in-state (at <driver1> <s1>))
(true-in-state (at <truck1> <s1>))
(true-in-state (at <package1> <s1>))
(true-in-state (empty <truck1>))







((<obj> . <package1>) (<truck> . <truck1>)
(<loc> . <s0>))))
5 (control-rule regla-driverlog-l009-02-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <package1> <s2>))
(true-in-state (path <p1-2> <s2>))
(true-in-state (path <s1> <p1-2>))
(true-in-state (link <s2> <s1>))
(true-in-state (empty <truck1>))
(true-in-state (at <package1> <s1>))
(true-in-state (at <driver1> <s1>))









((<obj> . <package1>) (<truck> . <truck1>)
(<loc> . <s2>))))
6 (control-rule regla-driverlog-l014-02-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <package1> <s0>))
(true-in-state (at <driver1> <s0>))
(true-in-state (at <truck1> <s1>))
(true-in-state (at <package1> <s1>))
(true-in-state (empty <truck1>))
(true-in-state (link <s1> <s0>))
(true-in-state (path <s0> <p1-0>))








((<obj> . <package1>) (<truck> . <truck1>)
(<loc> . <s0>))))
7 (control-rule regla-driverlog-l017-02-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <package1> <s2>))
(true-in-state (link <s0> <s2>))
(true-in-state (link <s1> <s0>))
(true-in-state (empty <truck1>))
(true-in-state (at <driver1> <s1>))
(true-in-state (at <truck1> <s1>))
(true-in-state (at <package1> <s0>))








((<obj> . <package1>) (<truck> . <truck1>)
(<loc> . <s2>))))
8 (control-rule regla-driverlog-l018-02-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <package1> <s0>))
(true-in-state (link <s1> <s0>))
(true-in-state (link <s2> <s1>))
(true-in-state (empty <truck1>))
(true-in-state (at <driver1> <s2>))
(true-in-state (at <truck1> <s2>))
(true-in-state (at <package1> <s1>))
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(then select bindings
((<obj> . <package1>) (<truck> . <truck1>)
(<loc> . <s0>))))
9 (control-rule regla-driverlog-l015-02-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <package2> <s1>))
(true-in-state (path <p0-2> <s2>))
(true-in-state (path <s0> <p0-2>))
(true-in-state (link <s2> <s1>))
(true-in-state (empty <truck1>))
(true-in-state (at <package2> <s2>))
(true-in-state (at <truck1> <s2>))









((<obj> . <package2>) (<truck> . <truck1>)
(<loc> . <s1>))))
10 (control-rule regla-driverlog-l016-02-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <package1> <s2>))
(true-in-state (at <package1> <s1>))
(true-in-state (at <driver1> <s0>))
(true-in-state (at <truck1> <s0>))
(true-in-state (at <package2> <s0>))
(true-in-state (empty <truck1>))
(true-in-state (link <s0> <s1>))
(true-in-state (link <s1> <s2>))









((<obj> . <package1>) (<truck> . <truck1>)
(<loc> . <s2>))))
11 (control-rule regla-driverlog-l016-02-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <package2> <s2>))
(true-in-state (at <package2> <s0>))
(true-in-state (at <truck1> <s0>))
(true-in-state (at <driver1> <s0>))
(true-in-state (at <package1> <s1>))
(true-in-state (empty <truck1>))
(true-in-state (link <s1> <s2>))
(true-in-state (link <s0> <s1>))










((<obj> . <package2>) (<truck> . <truck1>)
(<loc> . <s2>))))
12 (control-rule regla-driverlog-l008-02-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <package1> <s0>))
(true-in-state (path <p0-2> <s2>))
(true-in-state (path <s0> <p0-2>))
(true-in-state (link <s2> <s1>))
(true-in-state (link <s1> <s0>))
(true-in-state (empty <truck1>))
(true-in-state (at <driver1> <s0>))
(true-in-state (at <package1> <s1>))
(true-in-state (at <truck1> <s2>))









((<obj> . <package1>) (<truck> . <truck1>)
(<loc> . <s0>))))
13 (control-rule regla-driverlog-l006-02-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <package2> <s2>))
(true-in-state (at <package2> <s1>))
(true-in-state (at <truck1> <s2>))
(true-in-state (at <driver1> <s0>))
(true-in-state (at <package1> <s1>))
(true-in-state (empty <truck1>))
(true-in-state (link <s2> <s1>))
(true-in-state (path <s0> <p0-2>))
(true-in-state (path <p0-2> <s2>))










((<obj> . <package2>) (<truck> . <truck1>)
(<loc> . <s2>))))
Las reglas de seleccio´n de metas aprendidas son:
(control-rule REGLA-DRIVERLOG-L001-02-S1
(if (and (target-goal (at <package2> <s2>))
(true-in-state (at <package2> <s0>))
(true-in-state (at <truck1> <s1>))
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(true-in-state (at <driver1> <s0>))
(true-in-state (at <package1> <s0>))
(true-in-state (empty <truck1>))
(true-in-state (link <s0> <s2>))
(true-in-state (link <s1> <s0>))
(true-in-state (path <s0> <p1-0>))
(true-in-state (path <p1-0> <s1>))









(then select goals (at <package2> <s2>)))
(control-rule REGLA-DRIVERLOG-L002-02-S1
(if (and (target-goal (at <package2> <s0>))
(true-in-state (at <package2> <s2>))
(true-in-state (at <truck1> <s1>))
(true-in-state (at <driver1> <s0>))
(true-in-state (at <package1> <s2>))
(true-in-state (empty <truck1>))
(true-in-state (link <s2> <s0>))
(true-in-state (link <s1> <s2>))
(true-in-state (path <s0> <p0-1>))
(true-in-state (path <p0-1> <s1>))









(then select goals (at <package2> <s0>)))
(control-rule REGLA-DRIVERLOG-L003-02-S1
(if (and (target-goal (at <package2> <s2>))
(true-in-state (at <package2> <s1>))
(true-in-state (at <truck1> <s1>))
(true-in-state (at <driver1> <s2>))
(true-in-state (at <package1> <s0>))
(true-in-state (empty <truck1>))
(true-in-state (link <s0> <s2>))
(true-in-state (link <s1> <s0>))
(true-in-state (path <s2> <p2-1>))
(true-in-state (path <p2-1> <s1>))









(then select goals (at <package2> <s2>)))
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(control-rule REGLA-DRIVERLOG-L004-02-S1
(if (and (target-goal (at <package1> <s0>))
(true-in-state (at <package1> <s1>))
(true-in-state (at <truck1> <s2>))
(true-in-state (at <driver1> <s1>))
(true-in-state (at <package2> <s0>))
(true-in-state (empty <truck1>))
(true-in-state (link <s2> <s1>))
(true-in-state (link <s1> <s0>))
(true-in-state (path <s1> <p1-2>))
(true-in-state (path <p1-2> <s2>))









(then select goals (at <package1> <s0>)))
(control-rule REGLA-DRIVERLOG-L005-02-S1
(if (and (target-goal (at <package1> <s2>))
(true-in-state (at <truck1> <s2>))
(true-in-state (at <package1> <s0>))
(true-in-state (at <driver1> <s2>))
(true-in-state (empty <truck1>))
(true-in-state (link <s2> <s0>))
(true-in-state (path <s2> <p2-1>))
(true-in-state (path <p2-1> <s1>))








(then select goals (at <package1> <s2>)))
(control-rule REGLA-DRIVERLOG-L005-02-S2
(if (and (target-goal (at <package1> <s2>))
(true-in-state (at <truck1> <s2>))
(true-in-state (at <package1> <s0>))
(true-in-state (at <driver1> <s2>))
(true-in-state (empty <truck1>))
(true-in-state (link <s2> <s0>))
(true-in-state (path <s2> <p2-1>))







(then select goals (at <package1> <s2>)))
(control-rule REGLA-DRIVERLOG-L010-02-S1
(if (and (target-goal (at <truck1> <s0>))
(true-in-state (at <driver1> <s1>))
(true-in-state (at <truck1> <s2>))
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(true-in-state (at <package1> <s2>))
(true-in-state (empty <truck1>))
(true-in-state (link <s2> <s0>))
(true-in-state (path <s1> <p1-0>))
(true-in-state (path <p1-0> <s0>))
(true-in-state (path <s0> <p0-2>))
(true-in-state (path <p0-2> <s2>))









(then select goals (at <truck1> <s0>)))
(control-rule REGLA-DRIVERLOG-L010-02-S2
(if (and (target-goal (in <package1> <truck1>))
(true-in-state (path <p0-2> <s2>))
(true-in-state (path <s0> <p0-2>))
(true-in-state (path <p1-0> <s0>))
(true-in-state (path <s1> <p1-0>))
(true-in-state (link <s2> <s0>))
(true-in-state (empty <truck1>))
(true-in-state (at <driver1> <s1>))
(true-in-state (at <truck1> <s2>))
(true-in-state (at <package1> <s2>))









(then select goals (in <package1> <truck1>)))
(control-rule REGLA-DRIVERLOG-L011-02-S1
(if (and (target-goal (at <package2> <s2>))
(true-in-state (at <package2> <s0>))
(true-in-state (at <truck1> <s0>))
(true-in-state (at <driver1> <s2>))
(true-in-state (empty <truck1>))
(true-in-state (link <s0> <s2>))
(true-in-state (link <s2> <s1>))
(true-in-state (path <s2> <p2-0>))
(true-in-state (path <p2-0> <s0>))








(then select goals (at <package2> <s2>)))
(control-rule REGLA-DRIVERLOG-L012-02-S1
(if (and (target-goal (at <package2> <s0>))
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(true-in-state (at <package2> <s1>))
(true-in-state (at <truck1> <s1>))
(true-in-state (at <driver1> <s2>))
(true-in-state (empty <truck1>))
(true-in-state (link <s1> <s0>))
(true-in-state (path <s2> <p1-2>))
(true-in-state (path <p1-2> <s1>))








(then select goals (at <package2> <s0>)))
(control-rule REGLA-DRIVERLOG-L013-02-S1
(if (and (target-goal (at <package1> <s1>))
(true-in-state (at <package1> <s0>))
(true-in-state (at <driver1> <s0>))
(true-in-state (at <truck1> <s0>))
(true-in-state (at <package2> <s0>))
(true-in-state (empty <truck1>))
(true-in-state (link <s0> <s1>))
(true-in-state (link <s1> <s2>))








(then select goals (at <package1> <s1>)))
(control-rule REGLA-DRIVERLOG-L022-02-S1
(if (and (target-goal (at <truck1> <s2>))
(true-in-state (at <driver1> <s1>))
(true-in-state (at <truck1> <s1>))
(true-in-state (at <package1> <s1>))
(true-in-state (empty <truck1>))
(true-in-state (link <s1> <s2>))






(then select goals (at <truck1> <s2>)))
(control-rule REGLA-DRIVERLOG-L022-02-S2
(if (and (target-goal (in <package1> <truck1>))
(true-in-state (link <s1> <s2>))
(true-in-state (empty <truck1>))
(true-in-state (at <driver1> <s1>))
(true-in-state (at <truck1> <s1>))
(true-in-state (at <package1> <s1>))
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(type-of-object <package1> obj)
(type-of-object <truck1> truck)))




(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (inside <ob0> <tr1>))





((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-42-e4-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <a1>))
(true-in-state (at <tr1> <a1>))
(true-in-state (inside <ob0> <tr1>))
(type-of-object <tr1> truck) (type-of-object <ob0> object)
(type-of-object <a1> airport)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <a1>))))
(control-rule regla-logistics-aips98-l3-9-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob3> <po1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (inside <ob3> <tr1>))




(type-of-object <ob3> object) (type-of-object <ob1> object)))
(then select bindings
((<obj> . <ob3>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-15-e11-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (inside <ob0> <tr1>))
(true-in-state (at <tr1> <po1>))
(some-candidate-goals ((inside <ob2> <tr0>)))
(type-of-object <ob0> object) (type-of-object <ob2> object)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-29-e7-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob4> <po0>))
(true-in-state (inside <ob4> <tr0>))
(true-in-state (at <tr0> <po0>))
(some-candidate-goals ((at <pl0> <a0>)))
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((<obj> . <ob4>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-2-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (inside <ob0> <tr1>))
(some-candidate-goals ((at <ob2> <a1>)))
(type-of-object <tr1> truck)
(type-of-object <po1> post-office)
(type-of-object <ob2> object) (type-of-object <ob0> object)
(type-of-object <a1> airport)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-44-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po0>))
(true-in-state (at <tr0> <po0>))
(true-in-state (inside <ob2> <tr0>))
(some-candidate-goals ((at <ob1> <a1>)))
(type-of-object <tr0> truck)
(type-of-object <po0> post-office)
(type-of-object <ob2> object) (type-of-object <ob1> object)
(type-of-object <a1> airport)))
(then select bindings
((<obj> . <ob2>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-11-e7-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob3> <po1>))
(true-in-state (inside <ob3> <tr1>))
(true-in-state (at <tr1> <po1>))
(some-candidate-goals ((at <tr0> <a0>) (at <pl0> <a0>)))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <ob3> object)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob3>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-12-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <a0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (inside <ob0> <tr0>))
(true-in-state (at <tr0> <po0>))





((<obj> . <ob0>) (<truck> . <tr0>) (<loc> . <a0>))))
(control-rule regla-logistics-aips98-l4-28-e1-binds
(if (and (current-operator unload-truck)
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(current-goal (at <ob1> <po0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (inside <ob1> <tr0>))
(true-in-state (at <tr0> <a0>)) (type-of-object <a0> airport)




((<obj> . <ob1>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-37-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <ob2> <a0>)) (type-of-object <a0> airport)




((<obj> . <ob2>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-41-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob3> <a0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <ob3> <po0>))





((<obj> . <ob3>) (<truck> . <tr0>) (<loc> . <a0>))))
(control-rule regla-logistics-aips98-l4-7-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <a1>))
(true-in-state (at <ob0> <po1>))
(true-in-state (at <tr1> <a1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(type-of-object <tr1> truck)
(type-of-object <po1> post-office)
(type-of-object <ob0> object) (type-of-object <c1> city)
(type-of-object <a1> airport)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <a1>))))
(control-rule regla-logistics-aips98-l4-23-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po0>))
(true-in-state (at <pl1> <a0>))
(true-in-state (at <tr0> <po0>))
(true-in-state (inside <ob0> <pl1>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(type-of-object <tr0> truck)
(type-of-object <po0> post-office)
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((<obj> . <ob0>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-30-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <po1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (inside <ob1> <pl0>))
(true-in-state (at <tr1> <a1>))
(true-in-state (at <pl0> <a1>))
(type-of-object <pl0> airplane) (type-of-object <a1> airport)




((<obj> . <ob1>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l2-29-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <ob0> <a1>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)





((<obj> . <ob0>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l3-43-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <po1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <ob1> <a0>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)





((<obj> . <ob1>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l3-8-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <ob0> <a1>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
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((<obj> . <ob0>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-46-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr1> <po1>))
(true-in-state (inside <ob0> <pl0>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(type-of-object <tr1> truck)
(type-of-object <po1> post-office)
(type-of-object <ob0> object) (type-of-object <c1> city)
(type-of-object <a1> airport) (type-of-object <a0> airport)
(type-of-object <pl0> airplane)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-48-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob3> <po0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (inside <ob3> <pl1>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <pl1> <a1>))
(type-of-object <pl1> airplane) (type-of-object <a0> airport)





((<obj> . <ob3>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-49-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <po0>))
(true-in-state (at <ob1> <a1>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr0> <a0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(type-of-object <tr0> truck)
(type-of-object <po0> post-office)
(type-of-object <ob1> object) (type-of-object <c0> city)
(type-of-object <a1> airport) (type-of-object <a0> airport)
(type-of-object <pl0> airplane)))
(then select bindings
((<obj> . <ob1>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-8-e3-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob3> <po1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (inside <ob3> <pl0>))
(true-in-state (at <pl0> <a1>))
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(true-in-state (at <tr1> <a1>))
(some-candidate-goals ((at <pl0> <a1>)))
(type-of-object <pl0> airplane) (type-of-object <a1> airport)




((<obj> . <ob3>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l3-15-e6-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po1>))
(true-in-state (at <ob2> <a1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(some-candidate-goals ((at <pl0> <a0>)))
(type-of-object <tr1> truck)
(type-of-object <po1> post-office)
(type-of-object <ob2> object) (type-of-object <c1> city)
(type-of-object <a1> airport) (type-of-object <a0> airport)
(type-of-object <pl0> airplane)))
(then select bindings
((<obj> . <ob2>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-31-e8-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <a0>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <pl0> <a1>))
(true-in-state (inside <ob2> <tr0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(some-candidate-goals ((at <pl0> <a0>)))
(type-of-object <tr0> truck)
(type-of-object <po0> post-office)
(type-of-object <ob2> object) (type-of-object <c0> city)
(type-of-object <a1> airport) (type-of-object <a0> airport)
(type-of-object <pl0> airplane)))
(then select bindings
((<obj> . <ob2>) (<truck> . <tr0>) (<loc> . <a0>))))
(control-rule regla-logistics-aips98-l2-43-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po1>))
(true-in-state (at <ob2> <a1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (inside <ob1> <pl0>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(some-candidate-goals ((at <ob1> <po1>)))
(type-of-object <tr1> truck)
(type-of-object <po1> post-office)
(type-of-object <ob2> object) (type-of-object <ob1> object)
(type-of-object <c1> city) (type-of-object <a1> airport)
(type-of-object <pl0> airplane)))
(then select bindings
((<obj> . <ob2>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l3-22-e1-binds
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(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr1> <po1>))
(true-in-state (inside <ob0> <tr0>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(type-of-object <tr1> truck) (type-of-object <tr0> truck)
(type-of-object <po1> post-office)
(type-of-object <ob0> object) (type-of-object <c1> city)
(type-of-object <a1> airport) (type-of-object <a0> airport)
(type-of-object <pl0> airplane)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-25-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (inside <ob2> <tr1>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr1> <a1>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <ob2> object)
(type-of-object <po0> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob2>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-3-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr1> <a1>))
(true-in-state (inside <ob0> <tr0>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(type-of-object <tr1> truck) (type-of-object <tr0> truck)
(type-of-object <po1> post-office)
(type-of-object <ob0> object) (type-of-object <c1> city)
(type-of-object <a1> airport) (type-of-object <a0> airport)
(type-of-object <pl0> airplane)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-4-e10-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <a1>))
(true-in-state (at <ob2> <po1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (inside <ob1> <pl0>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(some-candidate-goals ((inside <ob1> <tr1>)))
(type-of-object <tr1> truck)
(type-of-object <po1> post-office)
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(type-of-object <ob2> object) (type-of-object <ob1> object)
(type-of-object <c1> city) (type-of-object <a1> airport)
(type-of-object <pl0> airplane)))
(then select bindings
((<obj> . <ob2>) (<truck> . <tr1>) (<loc> . <a1>))))
(control-rule regla-logistics-aips98-l2-36-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <ob2> <a0>))
(true-in-state (at <ob0> <a1>))
(some-candidate-goals ((at <ob2> <po1>)))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c1> city)




((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-34-e13-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <a1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <ob0> <a0>))
(true-in-state (at <pl0> <a1>))
(true-in-state (inside <ob1> <tr1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(some-candidate-goals ((inside <ob0> <pl0>)))
(type-of-object <tr1> truck)
(type-of-object <po1> post-office)
(type-of-object <ob1> object) (type-of-object <ob0> object)




((<obj> . <ob1>) (<truck> . <tr1>) (<loc> . <a1>))))
(control-rule regla-logistics-aips98-l4-45-e2-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po0>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <pl0> <a1>))
(true-in-state (inside <ob2> <tr0>))
(true-in-state (inside <ob3> <pl0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(some-candidate-goals ((at <ob3> <a0>)))
(type-of-object <tr0> truck)
(type-of-object <po0> post-office)
(type-of-object <ob3> object) (type-of-object <ob2> object)




((<obj> . <ob2>) (<truck> . <tr0>) (<loc> . <po0>))))
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(control-rule regla-logistics-aips98-l4-26-e3-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (inside <ob1> <tr1>))
(true-in-state (inside <ob0> <tr0>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr1> <po1>))
(some-candidate-goals ((inside <ob1> <tr0>)))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c1> city)
(type-of-object <ob0> object) (type-of-object <ob1> object)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-26-e13-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <a1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (inside <ob0> <tr0>))
(true-in-state (inside <ob1> <tr1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <tr1> <po1>))
(some-candidate-goals ((inside <ob0> <pl0>)))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c1> city)
(type-of-object <ob0> object) (type-of-object <ob1> object)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob1>) (<truck> . <tr1>) (<loc> . <a1>))))
(control-rule regla-logistics-aips98-l4-8-e8-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <a0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (inside <ob3> <pl0>))
(true-in-state (inside <ob1> <tr0>))
(true-in-state (at <tr1> <a1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr0> <po0>))
(some-candidate-goals ((at <pl0> <a0>) (inside <ob3> <tr1>)))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <ob1> object) (type-of-object <ob3> object)
(type-of-object <po0> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob1>) (<truck> . <tr0>) (<loc> . <a0>))))
(control-rule regla-logistics-aips98-l1-10-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <po0>))
(true-in-state (at <ob1> <po1>))
(true-in-state (at <tr1> <a1>))
222 APE´NDICE B. REGLAS
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr0> <po0>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(type-of-object <tr1> truck) (type-of-object <tr0> truck)
(type-of-object <po1> post-office)
(type-of-object <po0> post-office)
(type-of-object <ob1> object) (type-of-object <c1> city)




((<obj> . <ob1>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l1-20-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (inside <ob0> <tr1>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr1> <po1>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <c1> city) (type-of-object <ob0> object)
(type-of-object <po0> post-office)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l2-28-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <ob0> <po1>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <c1> city) (type-of-object <ob0> object)
(type-of-object <po0> post-office)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l2-4-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po0>))
(true-in-state (at <ob0> <po1>))
(true-in-state (at <tr1> <a1>))
(true-in-state (at <pl0> <a1>))
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(true-in-state (at <tr0> <a0>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(type-of-object <tr1> truck) (type-of-object <tr0> truck)
(type-of-object <po1> post-office)
(type-of-object <po0> post-office)
(type-of-object <ob0> object) (type-of-object <c1> city)




((<obj> . <ob0>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l3-15-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob3> <po0>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr0> <po0>))
(true-in-state (inside <ob3> <tr1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(type-of-object <tr1> truck) (type-of-object <tr0> truck)
(type-of-object <po1> post-office)
(type-of-object <po0> post-office)
(type-of-object <ob3> object) (type-of-object <c1> city)




((<obj> . <ob3>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l3-41-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob0> <po1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (at <tr1> <a1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <ob0> <po0>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <c1> city) (type-of-object <ob0> object)
(type-of-object <po0> post-office)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob0>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-15-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a0> <c0>))
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(true-in-state (loc-at <po0> <c0>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <ob2> <po0>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <c1> city) (type-of-object <ob2> object)
(type-of-object <po0> post-office)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob2>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-24-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <po1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (at <tr1> <a1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <ob1> <po0>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <c1> city) (type-of-object <ob1> object)
(type-of-object <po0> post-office)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob1>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-31-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po1>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr1> <a1>))
(true-in-state (inside <ob2> <tr0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(type-of-object <tr1> truck) (type-of-object <tr0> truck)
(type-of-object <po1> post-office)
(type-of-object <po0> post-office)
(type-of-object <ob2> object) (type-of-object <c1> city)




((<obj> . <ob2>) (<truck> . <tr1>) (<loc> . <po1>))))
(control-rule regla-logistics-aips98-l4-34-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <po0>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr0> <a0>))
(true-in-state (inside <ob1> <tr1>))
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(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(type-of-object <tr1> truck) (type-of-object <tr0> truck)
(type-of-object <po1> post-office)
(type-of-object <po0> post-office)
(type-of-object <ob1> object) (type-of-object <c1> city)




((<obj> . <ob1>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-4-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob2> <po0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (at <tr0> <a0>))
(true-in-state (at <pl0> <a1>))
(true-in-state (at <tr1> <po1>))
(true-in-state (at <ob2> <po1>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <c1> city) (type-of-object <ob2> object)
(type-of-object <po0> post-office)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob2>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l4-9-e1-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <po0>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <pl0> <a0>))
(true-in-state (at <tr1> <a1>))
(true-in-state (at <ob1> <po1>))
(type-of-object <pl0> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <c1> city) (type-of-object <ob1> object)
(type-of-object <po0> post-office)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob1>) (<truck> . <tr0>) (<loc> . <po0>))))
(control-rule regla-logistics-aips98-l3-2-e3-binds
(if (and (current-operator unload-truck)
(current-goal (at <ob1> <po0>))
(true-in-state (loc-at <po1> <c1>))
(true-in-state (loc-at <a1> <c1>))
(true-in-state (loc-at <a0> <c0>))
(true-in-state (loc-at <po0> <c0>))
(true-in-state (inside <ob1> <tr1>))
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(true-in-state (at <tr1> <a1>))
(true-in-state (at <tr0> <po0>))
(true-in-state (at <pl1> <a0>))
(some-candidate-goals ((at <tr1> <po1>)))
(type-of-object <pl1> airplane) (type-of-object <a0> airport)
(type-of-object <a1> airport) (type-of-object <c0> city)
(type-of-object <c1> city) (type-of-object <ob1> object)
(type-of-object <po0> post-office)
(type-of-object <po1> post-office)
(type-of-object <tr0> truck) (type-of-object <tr1> truck)))
(then select bindings
((<obj> . <ob1>) (<truck> . <tr0>) (<loc> . <po0>))))
B.4. Dominio Miconic
(control-rule regla-miconic-mixed-f2-r2-e3-binds
(if (and (current-operator board) (current-goal (boarded <p0>))
(true-in-state (lift-at <f1>))
(true-in-state (origin <p0> <f1>))
(type-of-object <p0> passenger) (type-of-object <f1> floor)))
(then select bindings ((<f> . <f1>) (<p> . <p0>))))
(control-rule regla-miconic-mixed-f2-r1-e1-binds
(if (and (current-operator depart) (current-goal (served <p0>))
(true-in-state (lift-at <f0>))
(true-in-state (above <f0> <f1>))
(true-in-state (destin <p0> <f1>))
(true-in-state (origin <p0> <f0>))
(type-of-object <p0> passenger) (type-of-object <f1> floor)
(type-of-object <f0> floor)))
(then select bindings ((<f> . <f1>) (<p> . <p0>))))
(control-rule regla-miconic-mixed-f2-r2-e1-binds
(if (and (current-operator depart) (current-goal (served <p0>))
(true-in-state (lift-at <f0>))
(true-in-state (above <f0> <f1>))
(true-in-state (destin <p0> <f0>))
(true-in-state (origin <p0> <f1>))
(type-of-object <p0> passenger) (type-of-object <f1> floor)
(type-of-object <f0> floor)))
(then select bindings ((<f> . <f0>) (<p> . <p0>))))
(control-rule regla-miconic-mixed-f2-r2-e2-binds
(if (and (current-operator down) (current-goal (lift-at <f0>))
(true-in-state (above <f0> <f1>))
(true-in-state (lift-at <f1>)) (type-of-object <f0> floor)
(type-of-object <f1> floor)))
(then select bindings ((<f1> . <f1>) (<f2> . <f0>))))
(control-rule regla-miconic-mixed-f2-r2-e4-binds
(if (and (current-operator up) (current-goal (lift-at <f1>))
(true-in-state (lift-at <f0>))
(true-in-state (above <f0> <f1>)) (type-of-object <f1> floor)
(type-of-object <f0> floor)))
(then select bindings ((<f1> . <f0>) (<f2> . <f1>))))
(control-rule regla-miconic-mixed-f2-r2-e3
(if (and (current-goal (boarded <p0>)) (true-in-state (lift-at <f1>))
(true-in-state (origin <p0> <f1>))
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(type-of-object <p0> passenger) (type-of-object <f1> floor)))
(then select operators board))
(control-rule regla-miconic-mixed-f2-r1-e1
(if (and (current-goal (served <p0>)) (true-in-state (lift-at <f0>))
(true-in-state (above <f0> <f1>))
(true-in-state (destin <p0> <f1>))
(true-in-state (origin <p0> <f0>))
(type-of-object <p0> passenger) (type-of-object <f1> floor)
(type-of-object <f0> floor)))
(then select operators depart))
(control-rule regla-miconic-mixed-f2-r2-e1
(if (and (current-goal (served <p0>)) (true-in-state (lift-at <f0>))
(true-in-state (above <f0> <f1>))
(true-in-state (destin <p0> <f0>))
(true-in-state (origin <p0> <f1>))
(type-of-object <p0> passenger) (type-of-object <f1> floor)
(type-of-object <f0> floor)))
(then select operators depart))
(control-rule regla-miconic-mixed-f2-r2-e2
(if (and (current-goal (lift-at <f0>))
(true-in-state (above <f0> <f1>))
(true-in-state (lift-at <f1>)) (type-of-object <f0> floor)
(type-of-object <f1> floor)))
(then select operators down))
(control-rule regla-miconic-mixed-f2-r2-e4
(if (and (current-goal (lift-at <f1>)) (true-in-state (lift-at <f0>))
(true-in-state (above <f0> <f1>)) (type-of-object <f1> floor)
(type-of-object <f0> floor)))
(then select operators up))
(control-rule regla-miconic-mixed-f2-r2-s2
(if (and (target-goal (lift-at <f1>))
(true-in-state (origin <p0> <f1>))
(true-in-state (above <f0> <f1>))
(true-in-state (lift-at <f0>))
(some-candidate-goals ((boarded <p0>)))
(type-of-object <f0> floor) (type-of-object <f1> floor)
(type-of-object <p0> passenger)))
(then select goals (lift-at <f1>)))
(control-rule regla-miconic-mixed-f2-r2-s1
(if (and (target-goal (boarded <p0>)) (true-in-state (lift-at <f0>))
(true-in-state (above <f0> <f1>))
(true-in-state (origin <p0> <f1>))
(some-candidate-goals ((lift-at <f0>)))
(type-of-object <p0> passenger) (type-of-object <f1> floor)
(type-of-object <f0> floor)))
(then select goals (boarded <p0>)))
(control-rule regla-miconic-mixed-f2-r1-s1
(if (and (target-goal (boarded <p0>)) (true-in-state (lift-at <f0>))
(true-in-state (above <f0> <f1>))
(true-in-state (origin <p0> <f0>))
(some-candidate-goals ((lift-at <f1>)))
(type-of-object <p0> passenger) (type-of-object <f1> floor)
(type-of-object <f0> floor)))
(then select goals (boarded <p0>)))




En este ape´ndice se describen los resultados detallados de los experimentos
realizados.
C.1. Resultados de GEBL para mejorar TGP
Las tablas muestran el tiempo total de ejecucio´n hasta encontrar la solucio´n en
segundos (TE), el tiempo total de equiparacio´n de las reglas en segundos (TM), el
nu´mero de puntos de decisio´n (PD), la longitud del plan paralelo de la solucio´n
(M) y el nu´mero de operadores en la solucio´n (L). Utilizando las reglas de control
aprendidas por GEBL(entre pare´ntesis se muestran el nu´mero de reglas aprendidas)
y sin utilizar conocimiento de control (TGP). En las filas TOTALES, se muestra
la suma de los valores de las columnas correspondientes para poder hacer compa-
raciones entre sistemas. Por eso, estos totales so´lo se calculan para los problemos
resueltos por los dos sistemas a comporar. En el caso de que las tablas este´n di-
vidas en dos (por razones de espacio), los totales se ponen en la u´ltima tabla y se
consideran tambie´n los valores de las tablas anteriores.
En las primeras tablas se utilizaron los problemas definidos para las competi-
ciones internacionales de planificacio´n. Los problemas ma´s sencillos se usaron para
el aprendizaje, se representan en negrita en las tablas. En los otros experimentos se
utilizaron problemas aleatorios de validacio´n y aprendizaje de diferentes taman˜os
y complejidad segu´n el dominio:
Driverlog: 23 problemas de aprendizaje de 2 metas, y 100 de validacio´n entre
1 y 6 metas.
Logistics: 200 problemas de aprendizaje de 1 y 2 metas, y 100 de validacio´n
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entre 1 y 10 metas.
Zenotravel: 200 problemas de aprendizaje de 1 a 3 metas, y 100 validacio´n
de 1 a 13.
Robocare: 27 problemas de aprendizaje de 1 a 3 metas y 336 validacio´n de
1 a 50 metas.
Problemas TGP GEBL (8 reglas)
TE(s) PD M L TE(s) TM(s) PD M L
DLOG-2-2-2 0.01 000042 006 008 0.04 0.00 000042 006 008
DLOG-2-2-3 0.24 011918 009 019 0.25 0.00 011918 009 019
DLOG-2-2-4 0.18 001548 007 012 0.20 0.00 001548 007 012
DLOG-3-2-5 23.77 408766 045 053 23.43 0.03 408766 045 053
DLOG-3-3-6 0.77 000274 011 015 0.80 0.00 000274 011 015
DLOG-3-3-7 3.68 062600 045 054 3.45 0.01 062600 045 054
DLOG-2-3-6-1 5.75 102919 027 038 5.82 0.03 102919 027 038
DLOG-2-3-6-2 8.51 086220 008 020 7.77 0.05 086220 008 020
DLOG-2-3-6-3 8.59 008034 009 021 8.54 0.00 008034 009 021
TOTALES 51.50 682321 167 240 50.30 0.12 682321 167 240
Tabla C.1: Resultados de GEBL aplicados en TGP con los problemas de la IPC en el dominio
Driverlog.
Problemas TGP GEBL (1 regla)
TE(s) PD M L TE(s) TM(s) PD M L
ZTRAVEL-1-2-P1 0.02 000004 001 001 0.01 0.00 000004 001 001
ZTRAVEL-2-4-P3 0.30 000077 005 009 0.29 0.00 000077 005 009
ZTRAVEL-2-5-P4 0.32 000315 007 008 0.32 0.00 000314 007 008
ZTRAVEL-1-3-P2 0.16 000057 005 006 0.16 0.00 000055 005 006
ZTRAVEL-2-4-P5 1.22 001156 007 011 1.18 0.02 001156 007 011
ZTRAVEL-2-5-P6 1.05 004340 005 012 1.07 0.01 004340 005 012
ZTRAVEL-3-6-P8 5.75 016490 006 012 5.66 0.05 016490 006 012
ZTRAVEL-3-7-P9 6.76 171169 007 023 7.95 0.87 171169 007 023
TOTALES 15.58 193608 43 82 16.64 0.95 193605 43 82
Tabla C.2: Resultados de GEBL aplicados en TGP con los problemas de la IPC en el dominio
Zenotravel.
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Problemas TGP GEBL(6 reglas)
TE(s) PD M L TE(s) TM(s) PD M L
STRIPS-LOG-X-1 1.61 001059 009 027 - - - - -
STRIPS-LOG-X-2 15.93 000318 007 032 - - - - -
STRIPS-LOG-X-5 55.79 1677001 012 024 - - - - -
STRIPS-LOG-X-11 34.09 000152 009 033 - - - - -
Tabla C.3: Resultados de GEBL aplicados en TGP con los problemas de la IPC en el dominio
Logistics.
Problemas TGP GEBL (6 reglas)
TE(s) PD M L TE(s) TM(s) PD M L
STRIPS-SAT-X-1-P1 0.04 000086 008 009 0.08 0.03 000083 008 009
STRIPS-SAT-X-1-P2 0.64 028189 012 013 2.08 1.42 038226 012 013
STRIPS-SAT-X-1-P3 0.67 031454 006 013 2.24 1.63 030763 006 013
TOTALES 1.35 59729 26 35 4.40 3.08 69072 26 35
STRIPS-SAT-X-1-P6 9.35 340499 008 023 - - - - -
Tabla C.4: Resultados de GEBL aplicados en TGP con los problemas de la IPC en el dominio
Satellite.
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Problemas TGP GEBL(8 reglas)
TE(s) PD M L TE(s) TM(s) PD M L
MIXED-F2-P1-R0 0.01 000010 004 004 0.01 0.00 000010 004 004
MIXED-F2-P1-R1 0.00 000008 003 003 0.00 0.00 000007 003 003
MIXED-F2-P1-R2 0.00 000010 004 004 0.00 0.00 000010 004 004
MIXED-F2-P1-R3 0.01 000010 004 004 0.01 0.00 000010 004 004
MIXED-F2-P1-R4 0.00 000010 004 004 0.00 0.00 000010 004 004
MIXED-F4-P2-R0 0.01 000025 006 007 0.01 0.00 000025 006 007
MIXED-F4-P2-R1 0.01 000046 006 007 0.01 0.00 000039 006 007
MIXED-F4-P2-R2 0.01 000088 006 007 0.01 0.00 000081 006 007
MIXED-F4-P2-R3 0.02 000085 006 007 0.00 0.00 000084 006 007
MIXED-F4-P2-R4 0.01 000042 006 007 0.01 0.00 000042 006 007
MIXED-F6-P3-R0 0.03 000659 008 010 0.04 0.00 000658 008 010
MIXED-F6-P3-R1 0.04 002264 010 011 0.07 0.04 002264 010 011
MIXED-F6-P3-R2 0.05 002636 008 010 0.07 0.02 002636 008 010
MIXED-F6-P3-R3 0.05 001252 009 010 0.07 0.02 001251 009 010
MIXED-F6-P3-R4 0.04 001583 008 010 0.05 0.02 001583 008 010
MIXED-F8-P4-R0 0.26 014695 012 014 0.35 0.10 014695 012 014
MIXED-F8-P4-R1 0.21 011187 011 013 0.32 0.15 011185 011 013
MIXED-F8-P4-R2 0.55 032745 014 015 0.82 0.28 032745 014 015
MIXED-F8-P4-R3 0.56 033123 014 015 0.75 0.24 033123 014 015
MIXED-F8-P4-R4 0.62 037435 014 015 0.85 0.27 037435 014 015
MIXED-F10-P5-R0 2.38 131953 014 017 3.63 1.40 131945 014 017
MIXED-F10-P5-R1 4.09 215629 015 017 5.96 2.12 215628 015 017
MIXED-F10-P5-R2 0.44 016799 010 015 0.68 0.31 016797 010 015
MIXED-F10-P5-R3 2.49 137237 014 017 4.26 1.95 137224 014 017
MIXED-F10-P5-R4 3.05 167577 016 018 4.27 1.39 167577 016 018
MIXED-F12-P6-R0 9.33 453436 014 019 16.95 8.14 453630 014 019
MIXED-F12-P6-R1 7.33 348964 015 019 11.22 4.30 348959 015 019
MIXED-F12-P6-R2 21.43 941063 016 020 30.93 11.71 941051 016 020
MIXED-F12-P6-R3 9.04 424268 016 020 16.74 8.40 424268 016 020
MIXED-F12-P6-R4 16.61 737788 018 021 27.24 12.72 737788 018 021
MIXED-F14-P7-R2 28.94 1104449 017 022 42.23 17.15 1104430 017 022
TOTALES 107.62 4817076 322 366 167.56 70.73 4817190 322 366
MIXED-F14-P7-R0 55.49 2135115 018 023 - - - - -
MIXED-F14-P7-R3 45.18 1721581 017 022 - - - - -
Tabla C.5: Resultados de GEBL aplicados en TGP con los problemas de la IPC en el dominio
Miconic.
C.1. RESULTADOS DE GEBL PARA MEJORAR TGP 233
Problemas TGP GEBL (8 reglas)
TE(s) PD M L TE(s) TM(s) PD M L
P001-01 0.00 000000 001 000 0.00 0.00 000000 001 000
P002-01 0.01 000000 001 000 0.00 0.00 000000 001 000
P003-02 0.03 000025 005 006 0.03 0.00 000025 005 006
P004-02 0.04 000034 007 007 0.04 0.00 000034 007 007
P005-02 0.04 000027 005 007 0.05 0.00 000027 005 007
P006-02 0.03 000025 005 006 0.03 0.00 000025 005 006
P007-02 0.08 000053 011 011 0.10 0.00 000053 011 011
P008-03 0.15 000034 006 006 0.16 0.00 000034 006 006
P009-03 0.04 000047 009 010 0.04 0.00 000047 009 010
P010-03 0.03 000068 012 012 0.03 0.00 000068 012 012
P011-03 0.04 000049 007 009 0.04 0.00 000049 007 009
P012-03 0.03 000270 012 013 0.03 0.00 000270 012 013
P013-03 0.04 000023 004 005 0.04 0.00 000023 004 005
P014-03 0.05 000127 009 009 0.05 0.00 000127 009 009
P015-03 0.03 000049 007 009 0.04 0.00 000049 007 009
P016-03 0.03 000068 012 012 0.03 0.00 000068 012 012
P017-03 0.04 000047 009 010 0.04 0.00 000047 009 010
P018-03 0.14 000033 006 008 0.16 0.00 000033 006 008
P019-03 0.07 000041 003 007 0.06 0.00 000041 003 007
P020-03 0.13 000184 010 011 0.12 0.01 000184 010 011
P021-03 0.53 000154 008 009 0.56 0.00 000154 008 009
P022-03 0.57 000043 008 008 0.59 0.00 000043 008 008
P023-03 0.86 000054 007 009 0.89 0.00 000054 007 009
P024-03 0.68 000030 005 007 0.70 0.00 000030 005 007
P025-04 0.23 008682 007 010 0.23 0.00 008682 007 010
P026-04 0.08 000025 004 007 0.08 0.00 000025 004 007
P027-04 0.04 000049 005 006 0.03 0.00 000049 005 006
P028-04 0.05 000095 008 008 0.04 0.00 000095 008 008
P029-04 0.04 000028 003 003 0.05 0.00 000028 003 003
P030-04 0.04 000105 010 012 0.05 0.00 000105 010 012
P031-04 0.04 000041 006 009 0.04 0.00 000041 006 009
P032-04 0.03 000107 007 008 0.03 0.00 000107 007 008
P033-04 0.04 000064 007 008 0.03 0.00 000064 007 008
P034-04 0.04 000160 009 011 0.04 0.00 000160 009 011
P035-04 0.03 000199 013 013 0.03 0.00 000199 013 013
P036-04 0.04 000105 010 012 0.04 0.01 000105 010 012
P037-04 0.05 000105 010 012 0.04 0.00 000105 010 012
P038-04 0.04 000105 010 012 0.05 0.00 000105 010 012
P039-04 0.05 000028 003 003 0.05 0.00 000028 003 003
P040-04 0.04 000095 008 008 0.04 0.00 000095 008 008
P041-04 0.03 000049 005 006 0.04 0.00 000049 005 006
P042-04 0.13 000042 005 010 0.14 0.00 000042 005 010
P043-04 0.20 000910 009 010 0.20 0.00 000910 009 010
P044-04 0.03 000020 004 004 0.03 0.00 000020 004 004
P045-04 0.02 000020 004 004 0.02 0.00 000020 004 004
P046-04 0.08 000076 007 008 0.08 0.00 000076 007 008
P047-04 0.25 003360 041 045 0.26 0.00 003360 041 045
P048-04 0.17 000040 005 011 0.17 0.00 000040 005 011
P049-04 0.36 000064 007 010 0.36 0.00 000064 007 010
P050-04 0.31 000041 005 011 0.27 0.00 000041 005 011
Tabla C.6: Resultados de GEBL aplicados en TGP con problemas aleatorios en el dominio
Driverlog I.
234 APE´NDICE C. RESULTADOS
Problemas TGP GEBL (8 reglas)
TE(s) PD M L TE(s) TM(s) PD M L
P051-04 0.36 000024 004 008 0.38 0.00 000024 004 008
P052-04 0.37 000024 004 008 0.42 0.01 000024 004 008
P053-04 0.58 000205 015 022 0.59 0.00 000205 015 022
P054-04 0.68 000066 007 015 0.68 0.00 000066 007 015
P055-04 0.55 000063 008 012 0.51 0.00 000063 008 012
P056-04 0.38 000045 006 013 0.49 0.00 000045 006 013
P057-04 0.96 000749 008 013 0.96 0.00 000749 008 013
P058-04 0.67 000728 010 011 0.69 0.00 000728 010 011
P059-04 1.23 000051 006 013 1.24 0.00 000051 006 013
P060-04 0.26 000023 003 008 0.28 0.00 000023 003 008
P061-04 1.79 000051 006 013 1.84 0.00 000051 006 013
P062-04 1.40 000092 008 015 1.32 0.00 000092 008 015
P063-04 1.32 000051 006 013 1.41 0.00 000051 006 013
P064-04 0.98 000087 009 012 0.99 0.00 000087 009 012
P065-04 0.34 000034 004 012 0.37 0.00 000034 004 012
P066-05 0.34 009774 012 017 0.34 0.01 009774 012 017
P067-05 0.16 000087 008 012 0.16 0.00 000087 008 012
P068-05 0.17 000087 008 012 0.15 0.00 000087 008 012
P069-05 0.20 000212 006 007 0.20 0.00 000212 006 007
P070-05 0.15 000056 007 013 0.15 0.00 000056 007 013
P071-05 0.25 000050 006 010 0.27 0.00 000050 006 010
P072-05 0.14 003394 007 011 0.14 0.00 003394 007 011
P073-05 1.25 077245 016 021 1.24 0.01 077245 016 021
P074-05 0.41 000086 009 015 0.42 0.00 000086 009 015
P075-05 0.41 000086 009 015 0.40 0.00 000086 009 015
P076-05 0.65 005891 007 012 0.66 0.00 005891 007 012
P077-05 0.37 000085 009 015 0.38 0.00 000085 009 015
P078-05 0.42 000073 008 014 0.42 0.01 000073 008 014
P079-05 0.70 000076 006 016 0.69 0.00 000076 006 016
P080-05 0.88 003314 007 017 0.86 0.00 003314 007 017
P081-05 1.04 003314 007 017 0.96 0.00 003314 007 017
P082-05 2.10 048540 016 024 2.22 0.01 048540 016 024
P083-05 1.68 045208 007 017 1.72 0.00 045208 007 017
P084-05 0.71 000997 009 020 0.66 0.00 000997 009 020
P085-05 0.85 000069 007 014 0.88 0.00 000069 007 014
P086-05 0.49 000058 006 014 0.48 0.00 000058 006 014
P087-05 0.45 000058 006 014 0.46 0.00 000058 006 014
P088-05 0.67 000251 016 022 0.69 0.00 000251 016 022
P089-05 0.74 000098 009 018 0.75 0.00 000098 009 018
P090-05 0.65 000178 010 016 0.62 0.00 000178 010 016
P091-05 0.43 000298 009 016 0.41 0.00 000298 009 016
P092-05 0.95 000082 008 017 0.98 0.00 000082 008 017
P093-05 1.00 000082 008 017 0.93 0.00 000082 008 017
P094-05 1.14 000470 009 018 1.19 0.00 000470 009 018
P095-05 0.71 000131 008 018 0.69 0.00 000131 008 018
P096-05 0.45 000026 003 008 0.53 0.00 000026 003 008
P097-05 0.28 000026 003 008 0.27 0.00 000026 003 008
P098-05 0.05 000017 002 006 0.04 0.00 000017 002 006
P099-06 1.57 004475 009 013 1.58 0.00 004475 009 013
P100-06 1.31 001385 007 019 1.26 0.00 001385 007 019
TOTALES 41.79 224672 769 1163 42.24 0.07 224672 769 1163
Tabla C.7: Resultados de GEBL aplicados en TGP con problemas aleatorios en el dominio
Driverlog II.
C.1. RESULTADOS DE GEBL PARA MEJORAR TGP 235
Problemas TGP GEBL(1 regla)
TE(s) PD M L TE(s) TM(s) PD M L
P001-01 0.00 000000 001 000 0.00 0.00 000000 001 000
P002-02 0.02 000013 003 004 0.01 0.00 000013 003 004
P003-02 0.00 000000 001 000 0.00 0.00 000000 001 000
P006-02 0.00 000000 001 000 0.01 0.00 000000 001 000
P007-02 0.02 000013 003 004 0.01 0.00 000013 003 004
P008-02 0.01 000000 001 000 0.01 0.00 000000 001 000
P009-02 0.00 000000 001 000 0.00 0.00 000000 001 000
P010-02 0.01 000000 001 000 0.00 0.00 000000 001 000
P011-02 0.02 000013 003 004 0.02 0.00 000013 003 004
P013-02 0.00 000000 001 000 0.00 0.00 000000 001 000
P014-02 0.03 000013 003 004 0.02 0.00 000013 003 004
P015-02 0.00 000000 001 000 0.00 0.00 000000 001 000
P016-02 0.00 000000 001 000 0.01 0.00 000000 001 000
P017-02 0.02 000013 003 004 0.01 0.00 000013 003 004
P022-04 0.03 000019 003 004 0.01 0.00 000019 003 004
P024-04 0.01 000000 001 000 0.00 0.00 000000 001 000
P025-04 0.03 000019 003 004 0.02 0.00 000019 003 004
P027-05 0.03 000022 003 004 0.02 0.00 000022 003 004
P031-05 0.03 000024 003 006 0.02 0.00 000024 003 006
P032-05 0.02 000022 003 004 0.01 0.00 000022 003 004
P034-05 0.02 000024 003 006 0.02 0.00 000024 003 006
TOTALES 0.30 195.00 43.00 48 0.20 0.00 195.00 43.00 48
Tabla C.8: Resultados de GEBL aplicados en TGP con problemas aleatorios en el dominio
Zenotravel.
236 APE´NDICE C. RESULTADOS
Problemas TGP GEBL(6 reglas)
TE(s) PD M L TE(s) TM(s) PD M L
T-10-5-1 1.08 015240 013 028 2.60 1.47 015239 013 028
T-10-5-2 0.84 007013 007 012 1.60 0.67 007013 007 012
T-10-5-6 0.50 000097 006 019 87.16 86.66 000096 006 019
T-10-5-9 0.93 000137 008 022 58.78 57.99 000137 008 022
TOTALES 3.35 22487 34 81 150.14 146.79 22485 34 81
T-10-5-0 1.06 000223 006 021 - - - - -
T-10-5-3 1.25 005183 008 029 - - - - -
T-10-5-4 0.84 000071 005 012 - - - - -
T-10-5-5 2.71 070611 008 022 - - - - -
T-10-5-7 1.38 000230 010 031 - - - - -
T-10-5-8 1.17 000342 008 026 - - - - -
T-1-10-0 4.33 000005 002 002 - - - - -
T-1-10-1 0.47 000002 001 001 - - - - -
T-1-10-2 0.00 000000 001 000 - - - - -
T-1-10-5 1.08 000002 001 001 - - - - -
T-1-10-6 0.83 000006 002 003 - - - - -
T-1-10-8 53.83 000019 005 005 - - - - -
T-1-10-9 5.99 000010 003 004 - - - - -
T-1-5-0 0.00 000000 001 000 - - - - -
T-1-5-1 0.57 000021 005 006 - - - - -
T-1-5-2 0.10 000005 002 002 - - - - -
T-1-5-3 0.28 000020 005 006 - - - - -
T-1-5-4 0.82 000010 003 003 - - - - -
T-1-5-5 0.24 000013 004 004 - - - - -
T-1-5-6 0.08 000005 002 002 - - - - -
T-1-5-7 0.06 000006 002 003 - - - - -
T-1-5-8 0.02 000002 001 001 - - - - -
T-1-5-9 0.22 000016 004 005 - - - - -
T-2-10-0 25.98 000016 003 005 - - - - -
T-2-10-2 8.45 000012 002 006 - - - - -
T-2-10-5 0.48 000003 001 001 - - - - -
T-2-10-6 49.99 000014 003 005 - - - - -
T-2-10-7 0.51 000003 001 001 - - - - -
T-2-10-8 0.49 000004 001 002 - - - - -
T-2-5-0-10 0.27 000037 007 010 - - - - -
T-2-5-0-11 0.12 000022 005 005 - - - - -
T-2-5-0-12 0.12 000036 006 009 - - - - -
T-2-5-0-13 0.44 000360 009 014 - - - - -
T-2-5-0-14 0.27 000052 008 013 - - - - -
T-2-5-0-15 0.20 000065 006 008 - - - - -
T-2-5-0-16 0.35 000371 009 015 - - - - -
T-2-5-0-17 0.18 000030 005 009 - - - - -
T-2-5-0-18 0.22 000035 005 008 - - - - -
T-2-5-0-19 0.29 000056 007 009 - - - - -
T-2-5-0 0.08 000008 002 003 - - - - -
T-2-5-1 0.28 000013 003 004 - - - - -
T-2-5-2 0.10 000010 002 004 - - - - -
T-2-5-3 0.27 000013 003 005 - - - - -
T-2-5-4 0.27 000015 004 004 - - - - -
T-2-5-5 0.03 000003 001 001 - - - - -
T-2-5-6 0.12 000012 002 006 - - - - -
T-2-5-7 0.03 000003 001 001 - - - - -
T-2-5-8 1.04 000026 005 006 - - - - -
T-2-5-9 3.29 000048 008 011 - - - - -
Tabla C.9: Resultados de GEBL aplicados en TGP con problemas aleatorios en el dominio
Logistics I.
C.1. RESULTADOS DE GEBL PARA MEJORAR TGP 237
Problemas TGP GEBL(6 reglas)
TE(s) PD M L TE(s) TM(s) PD M L
T-3-7-0-10 0.89 001847 010 020 - - - - -
T-3-7-0-11 1.07 010539 010 017 - - - - -
T-3-7-0-12 0.62 000232 008 017 - - - - -
T-3-7-0-13 0.75 000064 010 012 - - - - -
T-3-7-0-14 0.65 001951 009 017 - - - - -
T-3-7-0-15 0.61 000301 009 015 - - - - -
T-3-7-0-16 0.80 000052 007 013 - - - - -
T-3-7-0-17 0.77 000053 008 013 - - - - -
T-3-7-0-18 0.84 000709 009 015 - - - - -
T-3-7-0-19 0.85 000044 007 010 - - - - -
T-3-7-0-1 0.73 001755 010 017 - - - - -
T-3-7-0-2 0.87 000071 008 011 - - - - -
T-3-7-0-3 0.85 000102 007 013 - - - - -
T-3-7-0-4 0.73 001582 009 019 - - - - -
T-3-7-0-5 0.40 000048 007 012 - - - - -
T-3-7-0-6 0.20 000029 005 008 - - - - -
T-3-7-0-7 0.79 000208 009 019 - - - - -
T-3-7-0-8 0.20 000056 005 008 - - - - -
T-3-7-0-9 0.37 000112 006 012 - - - - -
T-5-5-0 0.40 000064 006 014 - - - - -
T-5-5-10 2.58 069755 012 032 - - - - -
T-5-5-11 0.60 007039 010 027 - - - - -
T-5-5-12 2.83 060830 011 029 - - - - -
T-5-5-13 0.19 000126 005 010 - - - - -
T-5-5-14 6.58 203722 011 031 - - - - -
T-5-5-15 0.35 000077 007 018 - - - - -
T-5-5-16 2.28 052566 008 014 - - - - -
T-5-5-17 0.35 000524 008 014 - - - - -
T-5-5-18 0.46 000599 009 022 - - - - -
T-5-5-19 0.35 000088 010 019 - - - - -
T-5-5-1 1.09 000031 004 006 - - - - -
T-5-5-20 0.37 000127 009 028 - - - - -
T-5-5-2 1.47 000076 006 015 - - - - -
T-5-5-3 0.71 000479 006 021 - - - - -
T-5-5-4 0.63 000203 007 016 - - - - -
T-5-5-5 1.29 000047 005 010 - - - - -
T-5-5-6 0.03 000006 001 001 - - - - -
T-5-5-7 1.58 000114 008 025 - - - - -
T-5-5-8 1.57 000060 006 013 - - - - -
T-5-5-9 2.34 000035 004 010 - - - - -
Tabla C.10: Resultados de GEBL aplicados en TGP con problemas aleatorios en el dominio
Logistics II.
238 APE´NDICE C. RESULTADOS
Problemas TGP GEBL (12 reglas)
TE(s) PD M TE(s) PD M
P15-04-001 0.53 014423 004 2.84 000903 004
P15-05-001 53.37 2252174 004 9.96 001924 004
P15-05-002 0.18 001320 003 2.48 000127 003
P15-05-003 0.34 007638 003 5.35 002507 003
P15-06-001 0.19 000163 003 3.08 000198 003
P15-06-002 0.16 000155 003 3.24 000154 003
P15-06-003 0.27 000387 003 3.12 000526 003
P15-07-001 0.34 000132 003 3.20 000310 003
P15-07-002 0.20 000175 003 4.72 000209 003
P15-07-003 0.26 000102 003 2.64 000100 003
P15-08-001 0.38 000128 003 9.41 000419 003
P15-08-002 0.15 000240 003 1.16 000100 003
P15-08-003 0.68 000157 003 8.04 000094 003
P15-09-001 0.11 000078 002 1.16 000071 002
P15-09-002 0.27 000183 003 6.09 000441 003
P15-09-003 0.16 000080 002 2.83 000072 002
P15-10-001 0.30 000103 003 2.95 000098 003
P15-10-002 0.13 000094 003 1.17 000094 003
P15-10-003 0.16 000086 002 3.35 000077 002
P15-20-001 0.21 000076 002 7.01 000099 002
P15-20-002 0.50 000087 002 6.82 001506 002
P15-20-003 0.76 000082 002 8.93 000067 002
P20-05-001 0.15 000101 002 6.72 000092 002
P20-05-002 1.25 033469 004 3.78 000255 004
P20-05-003 0.08 000270 002 2.06 000256 002
P20-06-001 0.23 000453 003 12.95 000213 003
P20-06-002 0.29 002111 003 14.90 001944 003
P20-06-003 0.34 000139 002 8.91 000124 002
P20-07-001 0.54 000996 003 13.14 000382 003
P20-07-002 0.63 000289 004 12.20 000167 004
P20-07-003 0.44 000280 003 14.75 000161 003
P20-08-001 0.77 000675 003 17.46 000212 003
P20-08-002 0.60 000109 002 13.43 000097 002
P20-08-003 0.24 000538 003 6.08 000505 003
P20-09-002 0.48 000143 003 6.54 000151 003
P20-09-003 0.19 000105 002 5.08 000094 002
P20-10-001 0.71 000115 002 20.39 000095 002
P20-10-002 0.19 000113 002 5.16 000100 002
P20-10-003 0.15 000083 002 4.30 000079 002
P20-20-001 0.45 000100 002 12.05 000092 002
P20-20-002 0.62 000103 002 12.91 000092 002
P20-20-003 0.41 000099 002 7.47 000088 002
P30-05-002 0.47 001073 004 13.71 004280 004
P30-06-001 0.49 001918 003 59.83 001076 003
P30-06-003 21.33 590162 003 32.67 000187 003
P30-07-001 0.19 000149 002 12.22 000134 002
P30-07-002 0.83 000188 003 29.17 000185 003
P30-07-003 0.40 000398 003 54.75 000813 003
P30-08-002 0.14 000140 002 9.78 000124 002
P30-08-003 1.93 013538 003 60.83 030155 003
P30-09-002 0.17 000127 002 11.65 000115 002
P30-09-003 0.27 000166 002 25.22 000145 002
P30-10-001 0.46 000173 003 22.79 000173 003
P30-10-002 1.38 001376 002 81.31 001074 002
P30-10-003 0.46 000152 002 27.56 000135 002
P30-20-001 2.18 000134 002 55.03 000121 002
P30-20-002 3.44 000155 002 91.83 000139 002
P30-20-003 0.97 000150 002 44.85 000137 002
P40-09-001 1.47 000259 003 78.48 000251 003
P40-10-001 0.49 000192 002 81.82 000173 002
P40-10-002 0.37 000183 002 34.66 000164 002
P40-10-003 1.29 000237 003 76.83 000233 003
P40-20-001 1.22 000194 002 96.19 000175 002
P40-20-003 1.66 000203 002 102.40 000180 002
P50-07-002 0.37 000238 002 72.09 000212 002
TOTAL 138.20 3745275 693 1771.76 558265 693
Tabla C.11: Resultados de GEBL aplicados en TGP con problemas aleatorios en el dominio
Robocare (u´ltimos problemas resueltos de 287).
C.2. RESULTADOS DE GEBL Y HAMLET PARAMEJORAR PRODIGY239
C.2. Resultados de GEBL y HAMLET para mejorar PRO-
DIGY
En estas tablas se muestran los resultados detallados de los experimentos rea-
lizados en el estudio de la transferencia de conocimiento de control. Muestran el
tiempo (en segundos) y la calidad de las soluciones (en nu´mero de operadores en
el plan) de cada sistema: TGP, PRODIGY , PRODIGY utilizando las reglas apren-
didas por GEBL con los problemas de la competicio´n y por u´ltimo PRODIGY con
las reglas aprendidas por GEBL con los problemas aleatorios. En las primeras ta-
blas se utilizaron los problemas definidos para las competiciones internacionales
de planificacio´n igual que en los experimentos de la seccio´n anterior. En negrita
se representan los problemas utilizados para el aprendizaje. En algunas tablas se
muestran resultados TOTALES en los que se suman todos los valores de las co-
lumnas correspondientes con el fin de comparar los sistemas. Estas sumas so´lo se
pueden realizar para los problemas que resuelvan todos los sistemas comparados.
El modo para hacer la regresio´n de metas fue el de omisio´n utilizado por GEBL pa-
ra la transferencia a PRODIGY(suponiendo que las metas que persisten en el punto
de decisio´n se habra´n satisfecho) en todos los dominios menos para el Logistics en
que la regresio´n de metas se hizo asumiendo que el meta-estado es el estado inicial
del problema.
Problemas TGP PRODIGY PRODIGY-GEBL (46 r. IPC) PRODIGY-GEBL (73 r. aleat.)
Q T Q T Q T Q T
DLOG-2-2-2 8 0.01 - - 8 0.38 8 0.17
DLOG-2-2-4 12 0.18 - - - - 19 0.71
DLOG-2-2-3 19 0.24 - - - - - -
DLOG-3-2-5 53 23.77 - - - - - -
DLOG-3-3-6 15 0.77 - - - - - -
DLOG-3-3-7 54 3.68 - - - - - -
DLOG-2-3-6 38 5.75 - - - - - -
DLOG-2-3-6 20 8.51 - - - - - -
DLOG-2-3-6 21 8.59 - - - - - -
Tabla C.12: Resultados de GEBL aplicado a PRODIGY con los problemas de la IPC en el
dominio Driverlog.
240 APE´NDICE C. RESULTADOS
Problemas TGP PRODIGY PRODIGY-GEBL (14 r. IPC) PRODIGY-GEBL (14 r. aleat.)
Q T Q T Q T Q T
ZTRAVEL-1-2-P1 1 0.02 1 0.02 1 0.02 2 0.01
ZTRAVEL-1-3-P2 6 0.16 - - - - 8 0.03
ZTRAVEL-2-4-P3 9 0.30 6 0.01 6 0.03 8 0.02
ZTRAVEL-2-5-P4 8 0.32 - - - - 14 0.04
ZTRAVEL-2-4-P5 11 1.22 - - - - 25 0.08
ZTRAVEL-2-5-P6 12 1.05 - - - - 34 0.12
ZTRAVEL-3-6-P8 12 5.75 - - - - 27 0.12
ZTRAVEL-3-7-P9 23 6.76 - - - - 32 0.12
TOTALES 82 15.58 150 0.54
ZTRAVEL-2-6-P7 - - - - - - 24 0.07
ZTRAVEL-3-8-P10 - - - - - - 64 0.30
ZTRAVEL-3-7-P11 - - - - - - 34 0.14
ZTRAVEL-3-8-P12 - - - - - - 51 0.24
ZTRAVEL-3-10-P13 - - - - - - 64 0.33
ZTRAVEL-5-10-P14 - - - - - - 88 0.67
ZTRAVEL-5-15-P15 - - - - - - 86 0.69
ZTRAVEL-5-15-P16 - - - - - - 95 1.16
ZTRAVEL-5-20-P17 - - - - - - 172 2.09
ZTRAVEL-5-20-P18 - - - - - - 137 1.68
ZTRAVEL-5-25-P19 - - - - - - 234 3.92
ZTRAVEL-5-25-P20 - - - - - - 238 4.55
Tabla C.13: Resultados de GEBL aplicado a PRODIGY con los problemas de la IPC en el
dominio Zenotravel.
Problemas TGP PRODIGY PRODIGY-GEBL (1 reglas IPC)
Q T Q T Q T
STRIPS-SAT-X-1-P1 9 0.04 9 0.02 9 0.02
STRIPS-SAT-X-1-P2 13 0.64 17 0.02 17 0.02
STRIPS-SAT-X-1-P3 13 0.67 14 0.02 14 0.03
STRIPS-SAT-X-1-P4 - - 23 0.03 23 0.04
STRIPS-SAT-X-1-P5 - - 20 0.02 20 0.03
STRIPS-SAT-X-1-P6 23 9.35 20 0.03 20 0.14
STRIPS-SAT-X-1-P7 - - 30 0.04 30 0.06
STRIPS-SAT-X-1-P8 - - 26 0.04 26 0.05
STRIPS-SAT-X-1-P9 - - 36 0.06 36 0.09
STRIPS-SAT-X-1-P10 - - 36 0.06 36 0.09
STRIPS-SAT-X-1-P11 - - 35 0.06 35 0.09
STRIPS-SAT-X-1-P12 - - 55 0.11 55 0.14
STRIPS-SAT-X-1-P13 - - 74 0.20 74 0.23
STRIPS-SAT-X-1-P14 - - 76 0.17 94 0.33
STRIPS-SAT-X-1-P15 - - 67 0.17 67 0.21
STRIPS-SAT-X-1-P16 - - 60 0.15 60 0.19
STRIPS-SAT-X-1-P17 - - 55 0.23 55 0.26
STRIPS-SAT-X-1-P18 - - 61 0.11 61 0.15
STRIPS-SAT-X-1-P19 - - 93 0.30 91 0.33
STRIPS-SAT-X-1-P20 - - 203 1.21 201 1.19
TOTALES 1010 3.05 1024 3.69
Tabla C.14: Resultados de GEBL aplicado a PRODIGY con los problemas de la IPC en el
dominio Satellite.
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Problemas TGP PRODIGY PRODIGY-GEBL (6 reglas IPC)
Q T Q T Q T
BLOCKS-8-1 - - 78 0.24 - -
BLOCKS-6-2 - - 38 0.08 - -
BLOCKS-6-0 - - 40 17.89 - -
BLOCKS-4-2 - - 14 2.29 16 12.01
BLOCKS-4-1 - - 16 0.02 - -
BLOCKS-4-0 6 0.08 10 0.02 10 0.02
BLOCKS-12-1 - - 372 8.77 - -
BLOCKS-10-2 - - 180 1.94 - -
BLOCKS-10-0 - - 180 2.00 - -
Tabla C.15: Resultados de GEBL aplicado a PRODIGY con los problemas de la IPC en el
dominio Blocks.
Problemas TGP PRODIGY HAMLET (5 reglas) PRODIGY-GEBL (13 reglas)
Q T Q T Q T Q T
mixed-f14-r3 22 45.18 - - 28 0.13 34 0.08
mixed-f14-r2 22 28.94 - - 26 0.10 32 0.09
mixed-f14-r0 23 55.49 - - 28 0.13 35 0.09
mixed-f12-r4 21 16.61 - - 24 0.08 31 0.07
mixed-f12-r3 20 9.04 - - 25 0.08 29 0.07
mixed-f12-r2 20 21.43 - - 23 0.08 28 0.07
mixed-f12-r1 19 7.33 - - 24 0.09 30 0.07
mixed-f12-r0 19 9.33 - - 23 0.07 29 0.06
mixed-f10-r4 18 3.05 - - 20 0.05 25 0.05
mixed-f10-r3 17 2.49 - - 20 0.05 24 0.05
mixed-f10-r1 17 4.09 - - 19 0.04 22 0.04
mixed-f10-r0 17 2.38 - - 20 0.05 24 0.05
mixed-f8-r3 15 0.56 - - 15 0.05 18 0.03
mixed-f8-r2 15 0.55 - - 15 0.04 17 0.03
mixed-f8-r1 13 0.21 - - 16 0.04 18 0.03
mixed-f8-r0 14 0.26 - - 16 0.03 20 0.03
mixed-f6-r3 10 0.05 - - 12 0.02 14 0.02
mixed-f6-r1 11 0.04 - - 11 0.01 16 0.02
mixed-f6-r0 10 0.03 - - 12 0.02 14 0.03
mixed-f10-r2 15 0.44 25 0.02 19 0.04 23 0.05
mixed-f6-r2 10 0.05 12 0.01 12 0.03 12 0.02
mixed-f6-r4 10 0.04 11 7.24 11 0.03 11 0.02
mixed-f8-r4 15 0.62 27 1.55 15 0.05 18 0.03
TOTALES 373 208.21 434 1.31 524 1.10
mixed-f18-r4 - - - - 36 0.30 - -
mixed-f18-r3 - - 53 0.31 36 0.28 43 0.24
Tabla C.16: Resultados de GEBL aplicado a PRODIGY con los problemas de la IPC en el
dominio Miconic I.
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Problemas TGP PRODIGY HAMLET (5 reglas) PRODIGY-GEBL (13 reglas)
Q T Q T Q T Q T
mixed-f28-r4 - - - - 55 1.45 69 0.34
mixed-f28-r3 - - - - 54 1.40 69 0.35
mixed-f28-r2 - - - - 55 1.24 67 0.35
mixed-f28-r1 - - - - 56 1.48 69 0.34
mixed-f28-r0 - - - - 55 1.33 70 0.35
mixed-f26-r4 - - - - 53 1.07 63 0.30
mixed-f26-r3 - - - - 52 1.11 63 0.31
mixed-f26-r2 - - - - 52 1.00 65 0.30
mixed-f26-r1 - - - - 52 1.06 64 0.31
mixed-f26-r0 - - - - 52 1.18 65 0.29
mixed-f24-r4 - - - - 48 0.69 58 0.24
mixed-f24-r3 - - - - 47 0.66 59 0.26
mixed-f24-r2 - - - - 48 0.70 59 0.25
mixed-f24-r1 - - - - 49 0.86 60 0.25
mixed-f24-r0 - - - - 48 0.93 59 0.23
mixed-f22-r4 - - - - 43 0.60 56 0.22
mixed-f22-r3 - - - - 44 0.55 55 0.25
mixed-f22-r2 - - - - 45 0.59 54 0.20
mixed-f22-r1 - - - - 42 0.52 53 0.21
mixed-f22-r0 - - - - 44 0.45 55 0.22
mixed-f20-r4 - - - - 41 0.40 49 0.17
mixed-f20-r3 - - - - 39 0.38 49 0.18
mixed-f20-r2 - - - - 40 0.36 48 0.16
mixed-f20-r1 - - - - 40 0.36 48 0.17
mixed-f20-r0 - - - - 40 0.45 48 0.17
Tabla C.17: Resultados de GEBL aplicado a PRODIGY con los problemas de la IPC en el
dominio Miconic II.
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Problemas TGP PRODIGY HAMLET (5 reglas) PRODIGY-GEBL (13 reglas)
Q T Q T Q T Q T
mixed-f46-r4 - - - - 92 9.38 115 1.23
mixed-f46-r3 - - - - 89 9.27 111 1.23
mixed-f46-r2 - - - - 91 10.98 115 1.23
mixed-f46-r1 - - - - 93 9.97 115 1.21
mixed-f46-r0 - - - - 92 8.25 113 1.22
mixed-f44-r4 - - - - 87 7.92 111 1.04
mixed-f44-r3 - - - - 88 8.46 109 1.03
mixed-f44-r2 - - - - 89 7.93 109 1.09
mixed-f44-r1 - - - - 85 7.11 107 1.08
mixed-f44-r0 - - - - 87 7.50 109 1.14
mixed-f42-r4 - - - - 82 7.01 105 0.90
mixed-f42-r3 - - - - 83 6.38 104 0.96
mixed-f42-r2 - - - - 81 7.78 104 0.88
mixed-f42-r1 - - - - 83 7.25 105 0.99
mixed-f42-r0 - - - - 85 7.25 105 0.93
mixed-f40-r4 - - - - 80 5.26 99 0.84
mixed-f40-r3 - - - - 79 5.08 98 0.86
mixed-f40-r2 - - - - 79 5.04 95 0.85
mixed-f40-r1 - - - - 78 4.76 98 0.83
mixed-f40-r0 - - - - 80 4.34 100 0.88
mixed-f38-r4 - - - - 76 4.40 95 0.71
mixed-f38-r3 - - - - 75 4.24 95 0.77
mixed-f38-r2 - - - - 74 4.11 92 0.73
mixed-f38-r1 - - - - 76 5.00 95 0.71
mixed-f38-r0 - - - - 74 4.50 94 0.74
mixed-f36-r4 - - - - 71 2.99 88 0.64
mixed-f36-r3 - - - - 69 3.53 88 0.62
mixed-f36-r2 - - - - 70 3.42 90 0.66
mixed-f36-r1 - - - - 70 3.18 89 0.67
mixed-f36-r0 - - - - 71 3.28 89 0.65
mixed-f34-r4 - - - - 67 2.92 83 0.54
mixed-f34-r3 - - - - 68 2.73 85 0.55
mixed-f34-r2 - - - - 67 2.61 83 0.56
mixed-f34-r1 - - - - 67 2.96 84 0.55
mixed-f34-r0 - - - - 68 2.79 85 0.59
mixed-f32-r4 - - - - 63 2.44 78 0.47
mixed-f32-r3 - - - - 64 2.27 81 0.53
mixed-f32-r2 - - - - 64 2.45 79 0.45
mixed-f32-r1 - - - - 64 2.28 80 0.52
mixed-f32-r0 - - - - 62 2.75 80 0.49
mixed-f30-r4 - - - - 61 1.70 75 0.43
mixed-f30-r3 - - - - 59 1.84 74 0.41
mixed-f30-r2 - - - - 59 1.63 74 0.41
mixed-f30-r1 - - - - 60 1.76 75 0.44
mixed-f30-r0 - - - - 60 1.73 74 0.42
TOTALES 6339 369.86 7885 58.60
Tabla C.18: Resultados de GEBL aplicado a PRODIGY con los problemas de la IPC en el
dominio Miconic III.
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Problemas TGP PRODIGY HAMLET (9 reglas) PRODIGY-GEBL (73 reglas)
Q T Q T Q T Q T
P001-01 1 0.00 1 0.00 1 0.01 1 0.01
P002-01 1 0.01 1 0.01 1 0.01 1 0.00
P003-02 6 0.03 6 0.03 - - 8 0.08
P004-02 7 0.04 7 0.02 - - 9 0.09
P005-02 7 0.04 10 0.02 - - 10 0.12
P006-02 6 0.03 6 0.04 - - 8 0.08
P009-03 10 0.04 13 0.02 - - 15 0.25
P010-03 12 0.03 12 0.03 - - 12 0.11
P011-03 9 0.04 11 0.18 - - 9 0.26
P012-03 13 0.03 13 1.01 - - 13 0.38
P013-03 5 0.04 5 20.85 - - 13 0.19
P015-03 9 0.03 11 0.02 - - 9 0.28
P016-03 12 0.03 12 0.02 - - 12 0.10
P017-03 10 0.04 13 0.02 - - 15 0.23
P020-03 11 0.13 15 0.02 - - 15 0.33
P021-03 9 0.53 13 0.02 - - 15 0.65
P027-04 6 0.04 6 2.25 - - 10 7.73
P029-04 3 0.04 3 0.01 - - 3 27.92
P039-04 3 0.05 3 0.00 - - 3 18.64
P041-04 6 0.03 6 2.31 - - 10 7.77
P043-04 10 0.20 25 0.03 - - 16 0.46
P046-04 8 0.08 25 0.03 - - 15 0.31
P053-04 22 0.58 23 0.03 - - 11 0.28
P088-05 22 0.67 29 0.04 - - 17 0.52
P099-06 13 1.57 26 0.04 - - 22 1.53
TOTALES 221 4.35 295 27.05 272 68.32
P098-05 6 0.05 33 0.06 - - - -
P044-04 4 0.03 - - 6 0.02 4 0.06
P045-04 4 0.02 - - 6 0.01 4 0.07
Tabla C.19: Resultados de GEBL aplicado a PRODIGY con problemas aleatorios en el do-
minio Driverlog I.
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Problemas TGP PRODIGY HAMLET (9 reglas) PRODIGY-GEBL (73 reglas)
Q T Q T Q T Q T
P008-03 6 0.15 - - - - 10 0.30
P014-03 9 0.05 - - - - 10 8.15
P018-03 8 0.14 - - - - 29 1.06
P022-03 8 0.57 - - - - 12 0.30
P023-03 9 0.86 - - - - 16 0.78
P024-03 7 0.68 - - - - 19 0.64
P025-04 10 0.23 - - - - 38 1.48
P026-04 7 0.08 - - - - 22 0.55
P019-03 7 0.07 - - - - 20 0.47
P032-04 8 0.03 - - - - 12 0.27
P035-04 13 0.03 - - - - 19 3.14
P047-04 45 0.25 - - - - 22 0.73
P049-04 10 0.36 - - - - 35 1.10
P050-04 11 0.31 - - - - 16 0.57
P051-04 8 0.36 - - - - 20 0.59
P052-04 8 0.37 - - - - 20 0.59
P054-04 15 0.68 - - - - 36 2.36
P055-04 12 0.55 - - - - 20 0.94
P056-04 13 0.38 - - - - 15 0.40
P057-04 13 0.96 - - - - 23 0.79
P058-04 11 0.67 - - - - 20 0.54
P059-04 13 1.23 - - - - 26 1.50
P060-04 8 0.26 - - - - 20 0.67
P061-04 13 1.79 - - - - 26 1.98
P063-04 13 1.32 - - - - 26 1.72
P064-04 12 0.98 - - - - 21 1.28
P065-04 12 0.34 - - - - 40 2.33
P067-05 12 0.16 - - - - 26 0.80
P068-05 12 0.17 - - - - 26 0.65
P070-05 13 0.15 - - - - 22 0.72
P072-05 11 0.14 - - - - 29 3.90
P074-05 15 0.41 - - - - 30 1.09
P075-05 15 0.41 - - - - 30 1.04
P077-05 15 0.37 - - - - 29 1.36
P078-05 14 0.42 - - - - 28 2.10
P080-05 17 0.88 - - - - 28 1.24
P081-05 17 1.04 - - - - 28 1.22
P084-05 20 0.71 - - - - 27 1.57
P085-05 14 0.85 - - - - 40 3.29
P086-05 14 0.49 - - - - 34 1.58
P087-05 14 0.45 - - - - 34 1.57
P089-05 18 0.74 - - - - 50 3.94
P090-05 16 0.65 - - - - 25 1.34
P091-05 16 0.43 - - - - 19 0.63
P092-05 17 0.95 - - - - 36 1.26
P093-05 17 1.00 - - - - 36 1.27
P094-05 18 1.14 - - - - 51 2.22
P095-05 18 0.71 - - - - 18 0.63
P096-05 8 0.45 - - - - 20 0.85
P097-05 8 0.28 - - - - 20 0.76
TOTALES 648 26.70 1279 70.26
Tabla C.20: Resultados de GEBL aplicado a PRODIGY con problemas aleatorios en el do-
minio Driverlog II.
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Problemas TGP PRODIGY HAMLET (9 reglas) PRODIGY-GEBL (73 reglas)
Q T Q T Q T Q T
P007-02 11 0.08 - - - - - -
P028-04 8 0.05 - - - - - -
P030-04 12 0.04 - - - - - -
P031-04 9 0.04 - - - - - -
P033-04 8 0.04 - - - - - -
P034-04 11 0.04 - - - - - -
P036-04 12 0.04 - - - - - -
P037-04 12 0.05 - - - - - -
P038-04 12 0.04 - - - - - -
P040-04 8 0.04 - - - - - -
P042-04 10 0.13 - - - - - -
P048-04 11 0.17 - - - - - -
P062-04 15 1.40 - - - - - -
P066-05 17 0.34 - - - - - -
P069-05 7 0.20 - - - - - -
P071-05 10 0.25 - - - - - -
P073-05 21 1.25 - - - - - -
P076-05 12 0.65 - - - - - -
P079-05 16 0.70 - - - - - -
P082-05 24 2.10 - - - - - -
P083-05 17 1.68 - - - - - -
P100-06 19 1.31 - - - - - -
Tabla C.21: Resultados de GEBL aplicado a PRODIGY con problemas aleatorios en el do-
minio Driverlog III.
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Problemas TGP PRODIGY HAMLET (5 reglas) PRODIGY-GEBL (14 reglas)
Q T Q T Q T Q T
P001-01 1 0.00 1 0.01 1 0.01 1 0.00
P002-02 4 0.02 4 0.21 4 0.03 4 0.01
P003-02 1 0.00 1 0.01 1 0.01 1 0.01
P006-02 1 0.00 1 0.01 1 0.01 1 0.01
P007-02 4 0.02 4 0.22 4 0.01 4 0.02
P008-02 1 0.01 1 0.01 1 0.01 1 0.01
P009-02 1 0.00 1 0.01 1 0.01 1 0.01
P010-02 1 0.01 1 0.01 1 0.01 1 0.01
P011-02 4 0.02 4 0.21 4 0.02 4 0.02
P013-02 1 0.00 1 0.01 1 0.01 1 0.01
P014-02 4 0.03 4 0.18 4 0.02 4 0.02
P015-02 1 0.00 1 0.02 1 0.01 1 0.00
P016-02 1 0.00 1 0.01 1 0.01 1 0.01
P017-02 4 0.02 4 0.19 4 0.01 4 0.01
P022-04 4 0.03 4 0.28 4 0.02 4 0.01
P024-04 1 0.01 1 0.01 1 0.01 1 0.00
P025-04 4 0.03 4 0.19 4 0.02 4 0.02
P027-05 4 0.03 4 0.20 4 0.02 4 0.01
P032-05 4 0.02 4 0.23 4 0.04 4 0.02
P031-05 6 0.03 10 3.95 6 0.40 10 0.03
P034-05 6 0.02 10 3.63 6 0.39 10 0.03
TOTALES 58.00 0.30 66.00 9.60 58.00 1.08 66 0.27
P004-02 - - 6 0.36 6 0.02 6 0.02
P005-02 - - 8 2.32 8 0.61 8 0.03
P012-02 - - 6 0.37 6 0.03 6 0.02
P018-03 - - 8 2.43 8 0.57 8 0.03
P019-03 - - 6 0.77 6 0.02 6 0.01
P020-03 - - 6 0.36 6 0.02 6 0.02
P021-04 - - 10 5.84 8 0.03 10 0.03
P023-04 - - 6 0.38 6 0.04 6 0.02
P026-05 - - 8 2.32 8 0.58 8 0.02
P028-05 - - 10 5.99 8 0.02 10 0.03
P030-05 - - 8 2.53 8 0.74 8 0.03
P033-05 - - 12 6.81 8 0.61 12 0.04
P035-05 - - 6 0.38 6 0.04 6 0.02
P036-05 - - 6 0.41 6 0.02 6 0.02
P037-05 - - 8 2.21 8 0.62 8 0.03
P039-06 - - 12 6.37 8 0.03 12 0.05
P029-05 - - - - 10 5.93 12 0.03
P038-06 - - - - 12 5.85 20 1.38
P040-06 - - - - 10 0.78 18 0.06
P055-11 - - - - - - - -
P059-11 - - - - - - - -
Tabla C.22: Resultados de GEBL aplicado a PRODIGY con problemas aleatorios en el do-
minio Zenotravel I.
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Problemas TGP PRODIGY HAMLET (5 reglas) PRODIGY-GEBL (14 reglas)
Q T Q T Q T Q T
P041-09 - - - - - - 26 0.11
P042-09 - - - - - - 28 0.11
P043-09 - - - - - - 32 0.13
P044-10 - - - - - - 40 0.16
P045-10 - - - - - - 38 0.15
P046-10 - - - - - - 26 0.10
P047-10 - - - - - - 46 0.19
P048-10 - - - - - - 24 0.09
P049-10 - - - - - - 48 0.20
P050-10 - - - - - - 22 0.08
P051-10 - - - - - - 22 0.08
P052-10 - - - - - - 36 0.15
P053-10 - - - - - - 30 0.11
P054-10 - - - - - - 46 0.19
P056-11 - - - - - - 44 0.38
P057-11 - - - - - - 34 0.17
P058-11 - - - - - - 60 0.26
P060-12 - - - - - - 46 0.34
R001-07 - - - - - - 28 0.21
R002-08 - - - - - - 38 0.16
R003-08 - - - - - - 32 0.12
R004-08 - - - - - - 42 0.19
R005-08 - - - - - - 36 0.14
R006-08 - - - - - - 44 0.19
R007-08 - - - - - - 20 0.07
R008-08 - - - - - - 32 0.12
R009-08 - - - - - - 32 0.12
R010-09 - - - - - - 38 0.15
R011-09 - - - - - - 48 0.22
R012-09 - - - - - - 42 0.17
R013-09 - - - - - - 44 0.19
R014-09 - - - - - - 30 0.11
R015-09 - - - - - - 38 0.16
R016-09 - - - - - - 38 0.15
R017-09 - - - - - - 36 0.14
R018-09 - - - - - - 38 0.15
R019-10 - - - - - - 26 0.11
R020-10 - - - - - - 26 0.11
R021-10 - - - - - - 50 0.21
R022-10 - - - - - - 44 0.18
R023-11 - - - - - - 54 0.27
R024-11 - - - - - - 60 0.33
R025-11 - - - - - - 50 0.25
R026-11 - - - - - - 40 0.18
R027-11 - - - - - - 40 0.19
R028-12 - - - - - - 58 0.31
R029-12 - - - - - - 64 0.36
R030-12 - - - - - - 56 0.29
R031-12 - - - - - - 52 0.27
R032-12 - - - - - - 52 0.27
R033-12 - - - - - - 66 0.35
R034-12 - - - - - - 54 0.30
R035-12 - - - - - - 52 0.26
R036-12 - - - - - - 48 0.24
R037-13 - - - - - - 72 0.42
R038-13 - - - - - - 54 0.29
R039-13 - - - - - - 58 0.30
R040-13 - - - - - - 54 0.28
TOTALES 1832 8.87
Tabla C.23: Resultados de GEBL aplicado a PRODIGY con problemas aleatorios en el do-
minio Zenotravel II.
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Problemas TGP PRODIGY HAMLET (5 reglas) PRODIGY-GEBL (406 reglas)
Q T Q T Q T Q T
T-1-10-0 2 4.33 2 0.01 8 0.02 2 2.59
T-1-10-1 1 0.47 1 0.01 1 0.00 1 1.13
T-1-10-2 1 0.00 1 0.01 1 0.00 1 0.00
T-1-5-0 1 0.00 1 0.01 1 0.01 1 0.00
T-1-10-5 1 1.08 1 0.01 1 0.01 1 1.69
T-1-5-8 1 0.02 1 0.00 1 0.01 1 0.21
T-2-10-5 1 0.48 1 0.02 1 0.01 1 1.25
T-2-10-7 1 0.51 1 0.01 1 0.01 1 1.23
T-2-10-8 2 0.49 2 0.01 2 0.12 2 4.07
T-2-5-5 1 0.03 1 0.00 1 0.01 1 0.38
T-2-5-7 1 0.03 1 0.01 1 0.00 1 0.39
T-5-5-6 1 0.03 1 0.01 1 0.13 1 0.25
T-1-10-9 4 5.99 - - 4 0.01 4 6.69
T-1-5-2 2 0.10 - - 2 0.01 2 0.83
T-1-5-6 2 0.08 - - 6 0.01 2 1.03
T-1-5-7 3 0.06 - - 7 0.01 3 1.27
T-2-5-0-11 5 0.12 - - 5 0.01 5 1.65
T-2-5-2 4 0.10 - - 4 0.01 4 2.30
T-2-5-3 5 0.27 - - 5 0.01 5 3.22
T-2-5-4 4 0.27 - - 4 0.01 4 1.94
TOTALES 43 14.46 57 0.41 43 32.12
T-5-5-9 10 2.34 - - 10 0.02 10 17.28
T-2-5-0 3 0.08 - - - - 3 1.47
T-5-5-1 6 1.09 - - - - 6 4.58
Tabla C.24: Resultados de GEBL aplicado a PRODIGY con problemas aleatorios en el do-
minio Logistics I.
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Problemas TGP PRODIGY HAMLET (5 reglas) PRODIGY-GEBL (406 reglas)
Q T Q T Q T Q T
T-1-5-4 3 0.82 - - 4 0.01 4 1.81
T-1-5-5 4 0.24 - - 4 0.01 4 2.06
T-2-5-0-18 8 0.22 - - 8 7.35 8 4.30
T-2-5-8 6 1.04 - - 6 0.01 6 3.26
T-5-5-8 13 1.57 - - - - 13 29.18
T-10-5-2 12 0.84 - - - - 13 15.20
T-10-5-4 12 0.84 - - - - 12 18.75
T-10-5-9 22 0.93 - - - - 20 21.46
T-1-10-6 3 0.83 - - - - 3 5.92
T-1-10-8 5 53.83 - - - - 5 12.11
T-1-5-1 6 0.57 - - - - 6 3.45
T-1-5-3 6 0.28 - - - - 6 4.39
T-2-10-0 5 25.98 - - - - 5 17.26
T-2-10-2 6 8.45 - - - - 6 29.85
T-2-5-0-10 10 0.27 - - - - 11 4.95
T-2-5-0-12 9 0.12 - - - - 9 3.86
T-2-5-0-15 8 0.20 - - - - 7 3.62
T-2-5-0-17 9 0.18 - - - - 10 5.88
T-2-5-0-19 9 0.29 - - - - 11 5.13
T-2-5-1 4 0.28 - - - - 4 1.79
T-2-5-6 6 0.12 - - - - 6 5.30
T-2-5-9 11 3.29 - - - - 12 12.71
T-3-7-0-12 17 0.62 - - - - 19 16.04
T-3-7-0-19 10 0.85 - - - - 10 7.38
T-3-7-0-3 13 0.85 - - - - 14 14.33
T-3-7-0-6 8 0.20 - - - - 10 6.34
T-3-7-0-9 12 0.37 - - - - 12 8.72
T-5-5-0 14 0.40 - - - - 17 14.07
T-5-5-15 18 0.35 - - - - 22 23.64
T-5-5-16 14 2.28 - - - - 16 18.23
T-5-5-19 19 0.35 - - - - 21 13.35
T-5-5-2 15 1.47 - - - - 12 8.91
T-5-5-4 16 0.63 - - - - 15 18.78
T-5-5-5 10 1.29 - - - - 10 9.15
TOTALES 343 110.85 359 371.18
Tabla C.25: Resultados de GEBL aplicado a PRODIGY con problemas aleatorios en el do-
minio Logistics II.
