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Planetary exploration is one of the main goals that humankind has established as a
must for space exploration in order to be prepared for colonizing new places and
provide scientific data for a better understanding of the formation of our solar system.
In order to provide a safe approach, several safety measures must be undertaken to
guarantee not only the success of the mission but also the safety of the crew. One of
these safety measures is the Autonomous Hazard, Detection, and Avoidance (HDA)
sub-system for celestial body landers that will enable di!erent spacecraft to complete
solar system exploration. The main objective of the HDA sub-system is to assemble a
map of the local terrain during the descent of the spacecraft so that a safe landing
site can be marked down. This thesis will be focused on a passive method using a
monocular camera as its primary detection sensor due to its form factor and weight,
which enables its implementation alongside the proposed HDA algorithm in the
Intuitive Machines lunar lander NOVA-C as part of the Commercial Lunar Payload
Services technological demonstration in 2021 for the NASA Artemis program to take
humans back to the moon. This algorithm is implemented by including two di!erent
sources for making decisions, a two-dimensional (2D) vision-based HDA map and a
three-dimensional (3D) HDA map obtained through a Structure from Motion process
in combination with a plane fitting sequence. These two maps will provide di!erent
metrics in order to provide the lander a better probability of performing a safe
touchdown. These metrics are processed to optimize a cost function.
v
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1. Introduction
The terminal phase of any space exploration mission is one of the most critical
moments, especially when the final safety checks are performed to proceed to land.
Hence, some people in the space industry have nicknamed the terminal phase “the
last minutes of terror”. For this reason, the Entry, Descent, and Landing (EDL)
maneuvers can be often acknowledged as a mission bottleneck; any failure
encountered during this phase could lead to a high probability of the complete loss of
the lander (Braun & Manning, 2006). Despite having multiple landing successes, the
task is di"cult and complex. To illustrate the hardship, some recent attempts and
failures are the Indian Space Research Organisation (ISRO) Vikram in Figure (1.1)
(Gurgaon, 2019), the Israel Aerospace Industries (IAI) Beresheet lunar lander in
Figure (1.2) (Gibney, 2019; Shyldkrot et al., 2019), and the European Space Agency
(ESA) Martian Schiaparelli EDL Demo Lander (Ferri et al., 2017).
Figure 1.1 Vikram lunar lander artist’s
concept (ISRO, 2017).
Figure 1.2 Beresheet lunar lander artist’s
concept (Grush, 2019a).
The next generation of space exploration is being developed right now as a
collaboration led by the National Aeronautics and Space Administration (NASA) in
companionship with ESA, Japan Aerospace Exploration Agency (JAXA), and other
agencies around the world to bring humans back to the moon in 2024. This will be
followed by Mars under the Artemis program (NASA, 2019). This program has
sprouted di!erent possible solutions for these challenges including the SLS launch
vehicle and the Orion module as a government-supported approach. Unlike the Apollo
2
program, they have encouraged development by private contractors such as Dynetics
in Figure (1.3), Astrobotic Technology, OrbitBeyond, SpaceX in Figure (1.4), Blue
Origin, Intuitive Machines (IM) in Figure (1.5), Masten Space Systems in Figure
(1.6), and more (Daines, 2019) to provide their solutions and perform technological
demonstrations that involve landing maneuvers.
Figure 1.3 HLS artist’s concept (Dynetics,
2020).
Figure 1.4 Starship moon adaptation
artist’s concept (Grush, 2019b).
Figure 1.5 NOVA-C lunar lander artist’s
concept (SpaceNews, 2020).
Figure 1.6 XL-1 lunar lander artist’s
concept (TechCrunch, 2020).
Furthermore, other missions also require safe landing maneuvers such as the new
Mars Rover Perseverance that is scheduled to be launched in late July of 2020 (NASA
Astrobiology Blog, 2020), or the IM NOVA-C Lander in Figure (1.5) scheduled for
late October 2021 as part of the Commercial Lunar Payload Services (CLPS) within
the Artemis program. In addition to the missions toward planets and their moons,
there has been a vibrant interest in visiting small bodies in the solar system such as
asteroids and comets as they can provide valuable scientific data. A few missions of
3
this autonomous-type scenario have performed maneuvers such as Touch-and-Go
(TAG) to collect, analyze, and return samples to earth.
Figure 1.7 OSIRIS-REx artist’s concept
(Garner, 2015).
Figure 1.8 Hayabusa 2 artist’s concept
(News, 2018).
Just to mention a few, the OSIRIS-REx spacecraft in Figure (1.7) launched by
NASA in 2016, is currently orbiting asteroid Bennu and performed recently the TAG
rehearsal to verify all systems are working (Berry et al., 2013). Hayabusa 2 in Figure
(1.8) by JAXA is currently returning to earth after collecting samples from asteroid
Ryugu (Kawaguchi et al., 2008). The Rosetta orbiter by ESA deployed a lander on
comet 67P/Churyumov-Gerasimenko in 2014 and then performed a hard-landing on
the comet in 2016 (Bibring et al., 2007). Moreover, upcoming missions such as
Psyche, developed by NASA’s Jet Propulsion Laboratory (JPL), are scheduled for
launch in July 2022 (Hart et al., 2018).
It can be concluded that almost all the examples mentioned above share the
common challenge of designing a strategy for landing on a celestial body.
Nevertheless, none of these missions is completely autonomous; they send data back
to earth to be analyzed to avoid rocks, craters, or slopes that could harm the mission.
Therefore, safety is the main driver in the mission analysis and design process. This is
the reason why providing a safe and precise autonomous landing capability is a key
element in the next space exploration systems. This renders the opportunity to adjust
4
Figure 1.9 Possible hazards when landing in another celestial bodies.
the trajectory during the descent while classifying hazardous from safe landing areas
relying on the HDA suite.
1.1. HDA Development Objectives
The main purpose of this research is to present a passive autonomous Hazard
Detection and Avoidance algorithm to aid in terrain relative navigation (TRN). This
will improve the probability of mission success of an autonomous landing spacecraft
by providing hazard relative navigation (HRN) to the guidance, navigation, and
control (GNC) system once the intended landing site is on the scope. As a remark, it
is important to clarify that, currently, no complete HDA suite system has ever flown
in a space-related mission. Therefore, in order to develop this algorithm some
milestones are to be accomplished:
1. Perform some literature review on the state of the art in order to have a base
comparison of di!erent approaches to Hazard Detection and Avoidance.
2. Define metrics to evaluate the performance and the output of the algorithm.
3. Develop the Hazard Detection and Avoidance algorithm.
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4. Code the algorithm in MATLABR!.
5. Provide an analysis on possible features that could be included in the future
development of this algorithm.
This thesis also has some secondary objectives:
• Establish a repository to provide the results from the algorithms in order for
others to test and provide implementation feedback.
• Explore an approach using Open Source software such as OpenCV (Bradski,
2000) and Scikit-Image (van der Walt et al., 2014) using Python.
• Use part of these algorithms in other applications such as: Automated
Rendezvous, Proximity Operations, and Docking (ARPOD), Orbital Navigation
and Orbit Determination (OD), and Surface Mobility.
1.2. Complexities of Vision-Based HDA
Performing an autonomous landing based on a vision-based method using a
passive sensor such as a camera poses multiple challenges and complexities. Initially,
the first task is to be able to acquire the required imagery. Once the images are
obtained, the next challenge is to process them in order to extract the most
information out of each frame. The subsequent task is the toughest one, as it requires
to use the data from the images to define safe landing spots. Finally, all of this must
happen in a short amount of time to guarantee that the lander’s fuel will su"ce to
reach the designated zone.
Quality images are required to guarantee a highly detailed hazard map, and this
can be a!ected by di!erent parameters from the camera such as the field of view, the
shutter speed, the streaming rate, the resolution, and the location on the spacecraft.
All these constraints from the camera can be simplified into a geometry problem.
Therefore, they can be taken into account in the trajectory of the lander to provide
the best possible scenario to generate the best hazard map; for example, adjusting the
angles of maneuvers such as the pitch-over to provide the full system the best possible
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view of the landing site Additionally, the landing environment poses other parameters
that will a!ect the mapping depending on the type the camera such as the amount of
light being reflected back from the surface of the celestial body (Sunlight incidence
angle). For this mission, the sun incidence angle will be reflecting over the lunar
surface between 10! to 20!.
Finally, the most common limiting factor for a complete HDA suite is the
computational e"ciency dedicated for this task. Radiation hardened hardware
complying with NASA’s Technology Readiness Level (TRL)(Hirshorn & Je!eries,
2016) is usually not very powerful and tends to be a couple generations behind the
current processors technology (Keys et al., 2007). During the terminal phase, the
software must be robust enough to provide the lander the opportunity to control its
trajectory and perform any last second attitude correction; this implies the processor
will be busy doing this task and will not have enough computational power to spare
to perform HDA, which might present a challenge for the development of these
algorithms.
1.3. Proposed Solution
The proposed algorithm for HDA will be accomplished by including two main
sources for making decisions: the first part will be a 2 dimensional (2D) vision-based
HDA grid map, and the second will be a 3 dimensional (3D) depth HDA map
obtained through a Structure from Motion process in combination with an adaptive
occupancy grid. These two maps will supply di!erent metrics in order to provide the
lander a better probability of performing a safe touchdown. The merged hazard map
produced using this method demonstrates a good approach for real hardware
applications, not only to spacecraft but even extended to UAVs or autonomous
vehicles such as rovers or cars. The following requirements are established for the
algorithm based on the requirements from Intuitive Machines:
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Terrain Shadows: Dark areas that cannot be processed by the sensors system
should be classified a priori as unsafe; they could represent a deep crater, or the
shadow generated by a boulder hiding more hazards.
Terrain Roughness: The physical and geometrical characteristics of the
lander touchdown system determine the maximum hazard size the lander can
take without damaging any part of the system (e.g., the NOVA-C lander can
withstand rocks up to 30 cm).
Terrain Slopes: As mentioned above, the lander physical characteristics limit
the slopes where it can land to avoid keeling (e.g., the NOVA-C lander slopes
up to 10!).
Size of Safe Area: Once everything mentioned above is assessed, the area of
the safe zone is verified to guarantee that the Vehicle Footprint Dispersion
Ellipse (VFDE) can be fitted inside.
Landing Site Scoring: The top 5 candidates for landing within the intended
landing site will be provided to the GNC system alongside its metrics. This
ranking is based on the minimization of a function with metrics where 10 is the
best and 1 the worst for each of the conditions mentioned above. In the event
that just 1 candidate is provided, it will still be considered a success, as the
number of candidates will vary with the cases.
1.4. Test Cases
To evaluate the algorithm, di!erent sources of imagery will be used. Synthetic
images will be recreated in order to provide a ground-truth estimate. Real pictures
acquired by di!erent planetary missions will also be used to test the avoidance of real
hazards encountered in di!erent celestial bodies.
1.5. Contributions
This work provides a di!erent approach using multiple computer vision techniques
(Contrast enhancement, binary segmentation, and superpixels segmentation) in
8
combination with some state-of-the-art methods (Occupancy-grid, ORB feature
tracking, and structure from motion) to create a computationally e"cient algorithm.
This code will be implemented as the Hazard, Detection, and Avoidance method for
the Intuitive Machines NOVA-C mission, proving its e"ciency when deployed in
actual space-qualified hardware.
This document is organized as follows: Chapter 1 gives an insight into the
problem statement, the objectives, the challenges, the proposed solution and the cases
for testing. Chapter 2 will provide state of the art and a literature review summary.
Chapter 3 provides an overview of the algorithm architecture, the hardware used, and
some examples of the datasets used. Chapter 4 shows the results of the algorithm,
showing the di!erent results for di!erent steps of the algorithm and the logic
compared with the defined metrics for performance. Finally, Chapter 5 provides
conclusions, recommendations, and future work.
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2. Literature Review
This chapter presents an overview of work related to the task areas of Planetary
Landing and Hazard Avoidance (PL&HA). The objective of this review is to identify
some methods (Adams et al., 2008; Brady et al., 2009; Cheng et al., 2001; Crane,
2014; Huertas et al., 2006; Lunghi, 2017; Matthies et al., 2008; Sinclair & Fitz-Coy,
2003) that can be extended and adapted to the constraints specified in the field of
HDA for a celestial body landing mission.
2.1. Hazard Detection and Avoidance - State of the Art
As stated before in Chapter 1, currently, no complete HDA system has ever flown
in a NASA space-related mission. Some techniques and methods have been proposed
(Crane, 2014; Lunghi, 2017) and developed. But most of these systems are still in the
lower scale of TRL developed by NASA (Villalpando et al., 2010). As these
technologies cannot be trusted entirely under the TRL standards for spaceflight,
NASA will not use any complete HDA system yet (A. E. Johnson et al., 2010). Thus,
this testing is one of the challenges of the CLPS contract awarded by NASA in 2019
(Daines, 2019); the contractors in Figure (2.1), such as Intuitive Machines will test a
complete online HDA to prove that these systems can comply with all the
requirements to be cataloged safe for their exploitation in the coming years. The
testing will add flight heritage to these technologies, and they will increase the TRL
to be suited for future space exploration.
In the last decade, diverse research initiatives such as NASA’s program focused on
Autonomous Landing Hazard Avoidance Technology (ALHAT) have encountered the
same di"culties mentioned above (Epp & Smith, 2007). This program was lead by
NASA’s Johnson Space Center (JSC) with support from JPL, Langley Research
Center (LaRC), Charles Stark Draper Labs (CSDL)(Brady et al., 2009), and the
Johns Hopkins Applied Physics Laboratory (JHAPL)(Adams et al., 2008). ALHAT
was based mainly on a combination of sensors: a laser altimeter, flash LiDAR, and a
Doppler LiDAR (Brady & Schwartz, 2007; A. Johnson & Ivanov, 2011). These sensors
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Figure 2.1 CLPS 2019 selected contractors props (Daines, 2019).
performed multiple tasks such as terrain relative navigation and hazard relative
navigation. The system was tested in di!erent test-beds such as a helicopter as in
Figure (2.2) flight (Epp et al., 2013) with the whole GNC system, and on the
Morpheus Lander as showcased in Figure (2.3) (Carson et al., 2014).
The Morpheus lander is a vertical takeo! and vertical landing test vehicle,
designed to demonstrate a new nontoxic spacecraft propellant system based on
methane and oxygen, and an autonomous landing and hazard detection technology.
Attached on top of Morpheus, there is a complete navigation system with all the
essential electronics and the arrangement of sensors. The gimbaled flash-lidar sensor
provides a precise point cloud, providing a direct 3D measurement of the topography.
The challenge of this approach is the TRL, size, and weight. This technology needs
more experimentation in space, and there are physical limitations on sensor
fabrication.
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Figure 2.2 ALHAT HDA system tested in a helicopter (Epp et al., 2013).
Figure 2.3 ALHAT HDA system attached to Morpheus lander (Carson et al., 2014).
By way of contrast, the image processing approach requires that these algorithms
are to be tried-out continuously to tune and improve the quality when measuring the
hazard field (Cheng et al., 2001). It is imperative to guarantee that these estimations
are not o!-nominal by visual e!ects. On the plus side, these sensors have been tested
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continuously in space and comply with TRL, size, and weight (Neveu et al., 2015).
Due to all the benefits from the camera approach, more work has been focused on
monocular vision as it is more suitable for small spacecraft (Brady et al., 2009).
Following the objectives defined in Chapter 1, multiple vision-based hazard
detection methods have been explored to employ monocular hazard data collection
(Huertas et al., 2006). Most of the work in this area has focused on extracting hazard
data from the imagery collected during the terminal phase (Simões et al., 2009;
Sinclair & Fitz-Coy, 2003). An example of one of the most advanced research is JPL’s
shadow-based vision techniques (Cheng et al., 2001).
Figure 2.4 Example of stereo-vision hazard detection (Matthies et al., 2008).
This work has been developed using multiple sources of imagery such as simulated,
terrestrial, and from the Mars Orbiter (A. E. Johnson et al., 2002). JPL has also
tested these algorithms to measure performance and its e!ectiveness in the
implementation of HDA in an actual space-qualified embedded processor
(A. E. Johnson et al., 2008). Some stereo vision techniques have also been proposed
for landing hazard detection as in Figure (2.4).
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Compared to monocular, stereo provides the benefit of determining and
reconstructing the rock hazard size better using well-established processing techniques
(Matthies et al., 2008). The main disadvantage of a stereo system is that it depends
on the size and geometry of the lander. In other words, the range discrimination
capability is restricted by the camera baseline capability on the proposed lander.
2.2. Computer Vision and Image Processing Review
This section is to provide the reader some of the many computer vision techniques
that could be used and that will be used in this work:
2.2.1. Definitions
The following subsection will explain briefly some basic mathematical definitions
needed to build the di!erent concepts.
2.2.1.1. 2D Points - Pixels
2D points are geometric primitives that help to define a basis to describe an image
(Szeliski, 2010). Every image is a matrix container where the intensity values
correspond to a specific coordinate. In the case of monochromatic images, only one
channel is mapped imparting the appearance of black and whites. Color images, on
the other hand, can be analyzed in di!erent spectra providing di!erent mappings for
each color analyzed. These values are ordered in the matrix given by a set of
coordinates #x.
#x = (x, y) ! R2 (2.1)
2.2.1.2. 3D Points - Point Cloud
Just like the 2D points, 3D points are also a primitive that define a basis for
three-dimensional shapes. This approach takes the 2D points and augments the
vector with a new dimension.
#G = (x, y, z) ! R3 (2.2)
This approach will be used to define all of the points in the point cloud.
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2.2.1.3. Camera Intrinsics
This matrix is equivalent to the projection of a 3D point through a small hole in a
plane. This is commonly known as a pin-hole camera model as in Figures (2.5a, 2.5b).
This ideal projection maps the intensity values in a plane by transforming 3D
camera-centered points to indexed integer pixel coordinates (xs, ys)(Szeliski, 2010).
This matrix is a composition of the translation, rotation, and distortion of the sensor
due to the lens.
(a) Horizontal direction. (b) Vertical direction.






















In some literature K might appear as the transpose. Fx is the focal length in the
width direction, Fy is the focal length in the horizontal direction, Cx is the image
principal point in the width direction, Cy is the image principal point in the
horizontal direction, and S is the shear or Akin-Skew which accounts for lens
distortion on the image.
2.2.2. Contrast Enhancement
Images acquired by the camera will often have defects caused by the instability of
the sensors, the variation of the lighting conditions, noise from radiation, and the lack
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of contrast. These defects can be mitigated with point operators that modify suitably
the gray levels (pixel intensity) of the image to enhance the visual qualities of the
image and boost its contrast. Amidst the techniques of image improvement, there are
two major approaches used: the statistical approach of the values of the gray levels of
the image and the spectral approach based on the spatial frequencies present in the
image (Szeliski, 2010).
Figure 2.6 Example of histogram before equalization (Bradski, 2000).
Figure 2.7 Example of histogram after equalization (Bradski, 2000).
All the required transformation of the gray levels can be executed with operators
that depend only on the actual gray level value of the input image, or by operators
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that additionally take into consideration the position (i, j) of the pixel. A couple of
examples from the last-mentioned operator are the algorithms for contrast and
histogram manipulation as in Figures (2.6, 2.7).
Figure 2.8 Comparison of image after equalization (Bradski, 2000).












where I is the original image (Figure 2.6), and N is the number if pixels in I. This
mapping integrates the distribution of the original histogram of the image H(I) to
find the cumulative distribution C(I) and assigns the new value based on the
corresponding percentile as in Figure (2.7). Finally, this new pixel intensity
assignment highlights more details in the image improving the contrast as in Figure
(2.8).
2.2.3. Superpixel Segmentation
Image segmentation is the process of partitioning an image into multiple segments.
The intent is to render the entire image as something more noteworthy and more
manageable to analyze. To put it di!erently, image segmentation is the method of
allocating a label to each pixel in an image, such that pixels with the same label
share certain characteristics. Multiple existing algorithms in computer vision use the
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pixel-grid segmentation approach as an underlying representation, for example,
stochastic models of images or Markov random fields (Mester et al., 2011). Superpixel
segmentation can be defined as a compact pixel-grid, where the pixels share common
characteristics, for instance, pixel intensity as in Figure (3.6). This approach allows
the categorization of the images into a defined number of segments. This pixel-grid,
however, is not a natural representation of the actual image (Mori et al., 2004).
Superpixels are very useful in image processing and vision-based algorithms like
image segmentation, object detection, tracking, and many more. The main reason for
them to be an adequate approach is that they are computationally e"cient, as
superpixels reduce the complexity of the images from many thousands of pixels to
just a desired few pixels. This segmentation can be used to locate objects and
boundaries such as lines, curves, and more. Nowadays, there are multiple superpixel
algorithms to choose (Stutz et al., 2018) and for this application, the method that
will be implemented is a derivation named Simple Linear Iterative Clustering (SLIC)
(Achanta et al., 2012).
Figure 2.9 Comparison of SLIC implementations including SLICO (Bradski, 2000).
Within this algorithm, an option named SLICO which is an Adaptive Simple
Linear Iterative Clustering is selected as in Figure (2.9); SLICO is characterized for
autonomously adapting the size and compactness of the pixels in an optimal way that
can be very useful for computationally demanding problems. A way of generating
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approximately equal superpixels is by defining a grid interval to apply to the image.
This approach is described in (Stutz et al., 2018) and is composed of the number of






This squared ratio allows to reduce the chance of combining a good superpixel with
noisy pixels, making them uniform.
2.2.4. Binary Segmentation and Conditionals
Continuing the line of image segmentation mentioned above, binary segmentation
also allows to label certain portions of the image based on a threshold. This will
separate the image in a mask depending on the conditional used (<, #, =, $, and >).
The advantage of this particular m
binary mask = image > threshold (2.6)
2.2.5. Oriented FAST and Rotated BRIEF
One of the crucial tools in a computer vision-based approach is feature detection.
This tool allows identifying unique features in the images as in Figure (2.10), that
provide significant information such as motion (Optical Flow) or the relation between
image sequences to perform photogrammetry (Structure from Motion). Some of the
most recognized feature detectors are the Scale-Invariant Feature Transform (SIFT)
and the Speeded Up Robust Features (SURF). The first one is computationally
e"cient, but it was patented, restraining the use due to the costs. The patent for
SIFT expired in March 2020, granting free use of this algorithm.
Oriented FAST and rotated BRIEF (ORB) is a fast robust local feature detector,
that combines Features from Accelerated and Segments Test (FAST) and Binary
Robust Independent Elementary Feature (Rublee et al., 2011). ORB was a solution by
the OpenCV foundation as a free fast and e"cient algorithm (Karami et al., 2017).
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Figure 2.10 ORB key points marked (Bradski, 2000).
2.2.5.1. Features from Accelerated and Segments Test (FAST)
FAST is a corner detection technique, used to extract feature points. This
classification was extracted from a machine learning approach in order to provide
real-time feature detection while avoiding being computationally intensive (Rosten &
Drummond, 2006). Due to this performance, FAST is one of the most used methods
for real-time video processing. To detect the corners, FAST chooses a pixel in an
array, then compares the brightness of the pixel to the surrounding 16 pixels that are
in a small circle around. The pixels in this circle are then classified into three classes:
brighter, darker, or similar (Rosten & Drummond, 2006; Rublee et al., 2011). If at
least 8 pixels are brighter or darker than the selected pixel, this pixel is classified as a
key point.
However, the FAST method is susceptible to scale. If the image is downsampled,
some pixels will combine and may not detect the key points. Another possibility is
that FAST may assign the same corner to multiple pixels. ORB, on the contrary, uses
pyramid levels (Rublee et al., 2011) to discern and compare the key points.
2.2.5.2. Binary Robust Independent Elementary Feature (BRIEF)
ORB uses BRIEF to solve the corner coupling from FAST. The BRIEF algorithm
helps to filter all the key points detected by FAST and converts them into a binary
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feature vector (Calonder et al., 2010). This vector is also known as a descriptor; this
descriptor becomes a unique identifier of the feature, solving the issue of having
multiple pixels with the same corners. The combination of the key point and
descriptor is known as an object, which improves the probability of matching the
detected features with its corresponding pair. BRIEF smooths the image using a
Gaussian Kernel to avoid creating sensibility to high-frequency noise.
Similar to FAST, BRIEF picks a patch of pixels around the selected pixel. Next, it
selects a random pair of pixels from this patch and compares them using the standard
deviation of a Gaussian distribution from the key point and the first pixel. If the first
pixel is brighter than the second, the flag is set to 1, otherwise to 0 (Ergo, the binary
name).
2.2.6. Occupancy Grid Mapping
Occupancy grid maps are significant tools for computer vision-based algorithms to
address the issue of mapping the environment to avoid obstacles or hazards (Collins
& Collins, 2007; Elfes, 1989). To create this grid, a fractal approach based on the
quadtree algorithm was used, specifically the region quadtree (Kraetzschmar et al.,
2004). This algorithm outlines a distribution of the image space in 2D by
decomposing the region into four equal sections, sub-sections, and so forth as in
Figure (2.11). Each leaf node contains data corresponding to a specific subregion.
Once the initial space is divided, each node in the tree either has exactly four
subregions or none as in Figure (2.13).
The quadtrees that follow this decomposition strategy (subdividing into
subregions as long as there is interesting data in the subregion for which more
refinement is desired) are sensitive and dependent on the spatial distribution of
compelling areas and the details in the space being decomposed as in Figure (3.9). To
process a defined region of an image using the quadtree, an image that is squared and
multiple of the power of 2n should be used to guarantee that it can always be
subdivided into 4 subregions, where each pixel value is 0 or 1.
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Figure 2.11 Example of quadtree distribution.
Figure 2.12 Synthetic image for testing
quadtree. Di!erent intensities to test
decomposition.
Figure 2.13 Quadtree output detecting the
changes in the intensity.
Finally, to make it an occupancy grid the value of the intensity and its standard
deviation provides the information. For example, a black value (0uint8) can be
represented as a hazard.
2.2.7. Structure from Motion
The structure from motion (SfM), or stereophotogrammetry technique, is a
photogrammetric range imaging method for estimating 3D coordinates of points and
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di!erent point structures (Point cloud-based 3D models) from two-dimensional image
sequences that could be linked with body motion sensor measurements (Häming &
Peters, 2010; Koenderink & Van Doorn, 1991; Schonberger & Frahm, 2016; Westoby
et al., 2012). This method follows a common approach as depicted in Figure (2.14).
This technique is studied in many fields of computer vision and visual-based
perception methods, as they produce similar models to LiDAR approaches without
having to rely on an expensive device. In planetary landings on a small spacecraft, a
LiDAR might take a lot of functional payload space making a camera a more viable







Figure 2.14 Example of general SfM pipeline.
The main advantage of this technique is that it can be used to create
high-resolution surface models with simple passive cameras. However, the main
disadvantage is that it is highly sensitive to the image conditions, such as the attitude
of the camera and the light source. Although this might represent a great
disadvantage, the user can still decide to plan a trajectory that allows the user to
have the most control of the environment to create the DEM.
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To solve this problem, triangulation is used to calculate and build the relative
positions of objects in a virtual space (x, y, z). The benefit of this application is that
a DEM can be built using at least two images, as long as they have a high degree of
overlap taken from di!erent angles as in Figures (2.15, 2.16).
Figure 2.15 Example of SfM input (Bradski, 2000).
Figure 2.16 SfM point cloud output (Bradski, 2000).
Finally, to guarantee the quality of the points when performing di!erent
regressions, some statistical methods that can be used are: RANSAC (Nistér, 2005),
MLESAC (P. H. Torr & Zisserman, 2000), MAPSAC (P. H. S. Torr & Davidson,
2003), or KALMANSAC (Vedaldi et al., 2005). The chosen method is applied to help
filter and remove outliers and improve the quality of the data-set.
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2.2.8. Surface Fitting
To provide the last layer of information, the points obtained from the Structure
from Motion photogrammetric technique are fitted into a plane. A generic plane
passing through a surface as in Figure 2.17.
a#x+ b#y + c#z = 1 (2.7)
where a, b, and c are coe"cients that are obtained from the fitting process, and d
can be set by the user to match a defined regression. This plane can be described by
the normal vector #p perpendicular to that particular plane composed of those
parameters.











Figure 2.17 Plane fitting in a surface made from a cloud point.
There are di!erent methods to fit the points such as the Linear Least-Squares
(LLS) which solves the classic equation A#x = b, and other statistical methods
mentioned in SfM. This plane provides the following information such as the angle of
the plane and the error as described in (Cui et al., 2017).
G#p = #d





= (GTG)"1GT #d (2.10)
where G is the point cloud matrix, and d is a unitary column vector.
Once the coe"cients are obtained, the angle " between the local gravity vector










a2 + b2 + c2
,
(2.12)
If the the angle is larger than 90! as in Figures (2.18a, 2.18b) due to the direction of
the normal vector, the angle can be corrected as:
"! = 180! " "! (2.13)
Finally, the fitting error that represents the roughness of the surface de can be
calculated as:
de =
|axk + byk + czk " 1|%
a2 + b2 + c2
, k = 1, 2, . . . , n (2.14)
(a) Plane fitted in blue, point cloud in red. (b) Side view of point cloud with plane and
vectors.
Figure 2.18 Point cloud with plane and vectors.
2.3. Test Cases
Part of the challenges of developing the HDA algorithm is how to evaluate them on
real hardware before sending it into a mission. Di!erent approaches have been made
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to mimic on Earth the terrain of the Moon and Mars in Figure (2.19) (Rutishauser et
al., 2012). Although they provide an accurate test-bed, having some imagery of the
Figure 2.19 Hazard field constructed at NASA KSC’s SLF. Inset is a digital elevation map
of the design JPL provided KSC to build the field (Rutishauser et al., 2012).
di!erent celestial bodies can be more helpful in order to create the logic that will be
able to deal with the di!erent environments at the moment of the deployment of the
HDA suite. Some of these images will be pulled from datasets obtained by previous
spacecraft missions with science experiments sent to di!erent celestial bodies such as
LRO orbiting the Moon and MRO orbiting Mars in Figures (2.20, 2.21).
This imagery is important as it showcases the actual hazards that the lander
might encounter in Figure (2.22). Additionally, these images since the Apollo missions
and previous observations have provided valuable data to create math models and
analysis of the distribution of these hazards such as rocks (Lunar Planetary Institute,
2007) or craters (Neukum et al., 1975). Using this imagery presents another di"cult
challenge because some data have to be simulated accurately as there are no real data
to use, and this is no easy task. Some solutions are being developed such as PANGU
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Figure 2.20 LROC M1195740691R (NASA/GSFC/Arizona State University, 2009).
Figure 2.21 MRO image of the Opportunity rover ILS (NASA/GSFC/Arizona State
University, 2005).
by the Dundee University (Parkes et al., 2004) or the DSENDS software by JPL
(Balaram et al., 2002).
In this thesis, some of the imagery tested in Figures ( 2.23a, 2.23b) is courtesy of
Dr. John Christian and his team at the sensing, estimation, and automation
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laboratory in the Rensselaer Polytechnic Institute (Christian & Lightsey, 2012;
Rhodes et al., 2017).
Figure 2.22 LRO LROC close-up on Lunar hazards (NASA/GSFC/Arizona State
University, 2009).
(a) Lunar surface. (b) Lunar surface.
Figure 2.23 Synthethic Lunar surface (Hong & Christian, 2020).
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3. Methodology
This chapter presents the application of the di!erent methods and techniques
reviewed in Chapter 2 to create the Hazard Detection and Avoidance algorithm.



































Figure 3.1 Flow Chart for passive HDA.
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3.2. Hazard Detection and Avoidance
This section will expand on the HDA algorithm. As an initial approach these
algorithms will be developed based on passive sensors (Adams et al., 2008; Cheng et
al., 2001; Huertas et al., 2006; Neveu et al., 2015), that could be extended to include
active sensors in future work in Chapter 5(A. E. Johnson et al., 2002). To perform
this hazard detection, the process is simplified into three main tasks: image
enhancement, image processing, and landing site scoring. These three tasks will be
described below and a high-level interaction between the methods and the tasks is
laid on the HDA Flow Chart in Figure (3.1).
3.2.1. Image Enhancement
During this task, the images are enhanced by modifying the contrast and bringing
out the details that might be missing at first sight. One pixel in the snapshot might
represent part of a rock that could lead to damage to the lander. MATLABR!
provides multiple functions within the Image Processing Toolbox
TM
(Mathworks,
2020) to increase the signal-to-noise ratio and accentuate image features by modifying
the colors or intensities of an image. First, to remap the dynamic range, the applied
method is the MATLAB R! implementation of the Contrast Limited Adaptive
Histogram Equalization (CLAHE)(Szeliski, 2010).
Figure 3.2 Original histogram of image
from RPI.
Figure 3.3 CLAHE histogram equalization
to redistribute pixel intensity.
31
This algorithm computes multiple histograms, to perform a local histogram
equalization instead of applying the same distribution across the whole image. This
approach also limits the amplification of the contrast; this amplification could insert
noise to the image, creating undesired e!ects. In the case of PL&HA, ARPOD, and
other space applications, the contrast enhancement can be used to bring out details
that might have been omitted.
Figure 3.4 Lunar surface before histogram
equalization.
Figure 3.5 Lunar surface after histogram
equalization.
3.2.2. Image Processing
Once the image enhancement is complete, the images are ready to be processed.
This task is crucial, as the output is entirely dependent on the correct image
processing tools. To extract a large amount of data, an approach from big to small is
implemented. The first layer of analysis is the superpixels approach. The MATLAB R!
algorithm implementation uses the SLIC approach. The superpixels are clustering
areas of similar intensity as in Figure (3.6). For the PL&HA case, the dark areas are
the fundamental hazard to eliminate.
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Figure 3.6 Lunar surface divided in
superpixels.
Figure 3.7 Lunar surface with pixels
labeled.
These obscure zones serve only one purpose when using a passive sensor such as a
camera: to not operate or direct the spacecraft for landing in those zones. The output
of the superpixels is a label that contains the information about the first possible
areas to land as in Figure (3.7).
This approach refines the data processing in the next step. That label is converted
to a binary mask as in Figure (3.8) to execute a logic approach to filter the
superpixels based on size and intensity, and store the location of each centroid on the
same structure. This particular segmentation is ideal for this application to detect
shadows or ultra-bright spots that could represent steep slopes or craters. This
process narrows the data to be analyzed. Next, the occupancy grid creation is created
from a tree data structure in which each internal node has exactly four children
(quadtree). The division of the grid is driven by the di!erence in dynamic range on
each superpixel as in Figures (3.9, 3.10).
This grid is refined by labeling only the children where the VFDE can fit. At the
same time, these images are passed down to the structure from motion module, to
reconstruct a point cloud as in Figures (3.11a, 3.11b).
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Figure 3.8 Labels after binary conditionals applied to filter shadows.
Figure 3.9 Binary occupancy grid used for
region of interest analysis.
Figure 3.10 Lunar surface occupancy grid
made with quadtree.
MATLAB R! provides multiple functions within the Computer Vision Toolbox
TM
(Mathworks, 2020) for designing and testing computer vision, 3D vision, and video
processing systems. This point cloud is used to check the next hazards: slope and
rocks. From the previous grid, the locations where the VFDE fits are verified for slope
and rocks.
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(a) Front view of point cloud. (b) Side view of point cloud.
Figure 3.11 Point cloud reconstruction using 50 images of the approach at 10 Hz. Camera
positions in red.
3.2.3. Landing Site Scoring
The last task to perform is scoring. All the information obtained by the image
processing is used to make a final decision. A value is assigned to each hazard
individually in order to rank the top five landing sites. The metric range for each
hazard goes from 1 to 10. The best being 10, and 1 being the worst. Therefore,











where k1, k2, and k3 are weights that can be adjusted depending on the knowledge of
the terrain and the significance to the lander landing system. Because this algorithm
only focuses on HDA, fuel constraints are not considered into this level of the
architecture. Instead, the result from the cost function is passed to the navigation
system which takes care of the fuel consumption within the designated landing sites.
Other approaches, such as the safety index have been developed (Cui et al., 2017),
but they require solving a complex optimization function which requires a large
amount of computational resources. Therefore, this cost function has been developed
to minimize computational requirements.
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3.2.4. Crater Detection
The objective of this task is to detect in the terminal descent during the Hazard
Detection and Avoidance maneuver any crater or rock that could jeopardize the
mission. Some approaches to this problem using passive methods can be verified in
these works (Cohen et al., 2016; Emami et al., 2015; Jahn, 1994; Leroy et al., 2001;
Salamuniccar & Loncaric, 2010; Smirnov, 2002; Woicke et al., 2018; Yu et al., 2014).
These included gradient detection, Hough circles, shadow detection, ellipse fitting,
and convolutional neural networks (CNN).
First, an initial passive approach shadow detection will be used to detect the dark
side of the craters and rocks. Then, a secondary layer will try to detect the bright
side. Third, both masks including bright and shadow zones are combined to get an
average centroid measurement of the feature. Fourth, a circle is fitted to cover the
area to reduce the possibility of hitting that mark. Finally, this new mask is combined
with the Occupancy Grid. This helps to eliminate landing areas that might have a
rock and were not accounted for previously.
Due to the number of features that could show up in the image, this task is
computationally extensive; therefore, it has been removed from this implementation.
This method detects multiple craters, although there might be better approaches that
can be taken into account for future iterations of the algorithm such as a
Convolutional Neural Network that can be trained to detect craters under more
variable conditions (Vinogradova et al., 2002). These networks require less
computational burden as they are pretrained on the Earth. This task will be added as
part of the future work in Chapter 5.
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Figure 3.12 Crater cut out from Figure
3.16.
Figure 3.13 Crater region of interest (ROI).
Figure 3.14 Common segment detection
(Bright and shadow).
Figure 3.15 Detection of bright and shadow
zone of the crater, and ellipse fitting over
the shadow zone.
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Figure 3.16 LROC Dante Crater
M121044107R (NASA/GSFC/Arizona State
University, 2009).
Figure 3.17 Detection of craters and rocks
over Occupancy Grid.
3.3. Datasets
Testing an HDA algorithm requires high-fidelity images that can resemble the
actual situation where a spacecraft might be under high failure probability due to any
risk or hazard in its surrounding. Therefore, obtaining real data is laborious, as it
requires to risk a multi-million dollar mission. For this reason, tools like PANGU
(Parkes et al., 2004), DSENDS (Balaram et al., 2002), or di!erent physics engines
developed for video games and content creation have been very useful to create and
simulate accurate synthetic data.
NASA, the Air Force Research Laboratory (AFRL), and the Department of
Defense (DoD) have used tools such as Gazebo (Open Source Robotics Foundation,
2014), a robotic simulation environment that provides realistic scenarios (Allan et al.,
2019), in combination with the Robotic Operating System (ROS) and the Dynamic
Animation and Robotics Toolkit (DART) (Wlodarczyk, 2014) which provides a
complete physics engine (Siciliano & Khatib, 2016).
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3.3.1. Mars Reconnaissance Orbiter Imagery
The Mars Reconnaissance Orbiter (MRO) is a spacecraft designed by NASA.
Launched in 2005, it reached Mars orbit in 2006 (Zurek & Smrekar, 2007). This
spacecraft is currently fixed in a highly elliptical polar orbit in order to make the
most out of all the di!erent scientific experiments. This data has been used to help
define a safe landing site for the Phoenix lander (2007), Mars Science Laboratory
(2012), InSight lander (2018), and the Perseverance rover (2020).
(a) West of image. (b) East of image.
Figure 3.18 MRO Close up of ESP0540351915 RED (NASA/GSFC/Arizona State
University, 2005).
Built by Lockheed Martin, this spacecraft incorporates di!erent scientific
payloads. The main goal was to provide data on the climate, search for water, and
map and characterize the di!erent geological features. The secondary objectives were
to act as an antenna to relay any connection from ground missions and designate the
safety and probability of potential future landing sites and Mars rover traverses. For
the purpose of Hazard Detection and Avoidance, the main experiment that has the
most valuable data is the High-Resolution Imaging Science Experiment (HiRISE)
(McEwen et al., 2007).
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MRO has exceeded its operational lifetime, and it is currently still actively
orbiting Mars (& 14 years). HiRISE provides images with an accuracy of up to 30
centimeters/pixel.
3.3.2. Lunar Reconnaissance Orbiter Imagery
The Lunar Reconnaissance Orbiter (LRO) mission is a robotic spacecraft designed
by NASA and launched in 2009 (Chin et al., 2007). This spacecraft is located in an
eccentric polar orbit in order to make the most out of all the di!erent scientific
experiments. These data are considered highly valuable as it has been used for
di!erent missions, and it is being used for planning the future human Moon
exploration.
(a) Plato Mare. (b) Vikram intended landing site close up.
Figure 3.19 LROC imagery (NASA/GSFC/Arizona State University, 2009).
The majority of the scientific experiments were designed for mapping di!erent
features on the Moon. For Hazard Detection and Avoidance, the two main
experiments that have the most valuable scientific data are the Lunar Orbiter Laser
Altimeter (LOLA) and Lunar Reconnaissance Orbiter Camera (LROC). LOLA was
designed to provide the most precise global lunar topographic model. On the other
hand, LROC was meant to provide proof and validity of the Apollo landings and find
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potential future landing sites through measurement requirements of landing site
certification and polar illumination (NASA/GSFC/Arizona State University, 2009;
Robinson et al., 2010). LROC was designed based on the success of the MRO mission.
The mission lifetime was meant for one year, but due to the quality of the scientific
data, the mission has been renewed and extended up to the current day (& 11 years).
LOLA provides DEMs with an accuracy of up to 100 meters/pixel, and LROC up to
50 centimeters/pixel (Riris et al., 2008).
Figure 3.20 LROC Interface to search the Planetary Data System files.
3.3.3. Intuitive Machines and RPI Imagery
The Sensing, Estimation, and Automation Laboratory (SEAL) located at RPI,
has provided images to test the algorithm under parameters very close to the actual
expected conditions for the NOVA-C mission. These synthetic images are produced
with Unreal Engine (Epic Games, 2019), developed by Epic Games for video game
development. This physics engine allows to simulate the trajectory of the camera as if
it was on the actual lander at the moment of the descent providing a “real” image set
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of what the camera sensor would capture. The extra benefit of this approach is that
di!erent rock model distributions can be tested (M. Golombek & Rapp, 1997;
M. P. Golombek et al., 2003; Li et al., 2017; Lunar Planetary Institute, 2007).
Figure 3.21 Lunar surface generated in Unreal Engine (Hong & Christian, 2020).
3.3.3.1. Hardware Implementation
For the purpose of this thesis and the set of images acquired from RPI, the
following camera model is described in Table 3.1.
Table 3.1
5MP Camera Parameters. Camera Specifications for Synthetic Imagery
Parameter Value
Active Array Size 2160 (H) x 2560 (V)
ADC Resolution 22 bits (2 x 11-bit)
Field of View 33.3!
Chroma RGB or Monochrome
Dynamic Range > 83.5 dB
Using the ideal pinhole camera model, the camera intrinsic parameters can be
obtained for calibration purposes (Szeliski, 2010). This model is a good
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approximation as the lens distortion is not as high as it would be in a fish-eye lens.
The camera intrinsic matrix (K) allows to map the points in a 2D pixel-grid
























This chapter is focused on portraying the results from the algorithm in the
di!erent data sets. The sets from LROC and MRO HiRISE only provide imagery;
therefore, these sets will be tested only for the 2D mapping approach. As opposed to
the previous case, the RPI sets have all the required dynamics from the camera
(Including the location in the spacecraft) to test the complete algorithm including the
SfM in order to create the point cloud of the corresponding landing sites.
4.1. LROC Imagery Results
The following image Figure (4.1a) is a reconstruction of the Plato Mare on the
surface of the moon. This image was created using Java Mission-Planning and
Analysis for Remote Sensing (JMARS) (Christensen et al., 2009) using as a direct
source the products obtained from LROC and stored in the Planetary Data System
(PDS). As the image is already squared, there is no need to graphically show the
process in the algorithm. This image represents a situation were the lander could
perform an initial assessment at an altitude of more than 100 km. Once the lander
gets close to the intended landing site, it can run the complete algorithm to build the
surface map with the actual roughness measurement.
4.1.1. Image Enhancement
Following the process mentioned in Chapter 3, the original image portrayed in
Figure (4.1a) is loaded in the system, and then it is enhanced using the adaptive
histogram equalization method. The outcome of this process is displayed Figure
(4.1b) is an image with increased contrast particularly on details such as hazard
features. E.g., inside the Plato more craters are identified. This also helps to identify
changes in the material surface by displaying a more complete dynamic range.
4.1.2. Image Processing and Computer Vision
Continuing with the algorithm, the image is now ready to be analyzed. The first
segmentation is the superpixels process. An initial layer is obtained as in Figure (4.2a).
This layer is then refined in Figure (4.2b) to improve the quality of the superpixels.
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(a) LROC Original image. (b) LROC Enhanced image.
Figure 4.1 JMARS LROC Plato (NASA/GSFC/Arizona State University, 2009).
(a) LROC Superpixels detection. (b) LROC Refined superpixels.
Figure 4.2 Superpixels segmentation process.
From each superpixel, information such as the mean intensity, size, and centroid is
calculated. Then, this information is used to create a mask label as in Figure (4.3)
with the initial selected superpixels. Ultra bright areas are omitted as they could be a
slope by reflecting more light from the sun. Dark areas are avoided as they could
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Figure 4.3 LROC Labels of possible landing areas.
represent a deep crater, or hide other unobservable features in the shadow. The
identified superpixels that meet the criteria are individually analyzed for features
using the quadtree occupancy grid map. This quadtree subdivision clearly tracks
features such as rocks, craters, and changes in surfaces in Figure (4.4).
Finally, a complete map as in Figure (4.5a) is made of the multiple quadtree zones
providing ideal areas for an initial landing site designation. These can be graphically
identified for the viewer purposes in Figure (4.5b), as the computer uses the binary
occupancy grid map for the calculations. Due to the altitude of the spacecraft at the
current time in the image is > 100 km, the outcome should not be used to designate a
final landing site. Instead, it can be used to designate an initial landing site and
navigate towards it. Once the spacecraft is closer to the surface and the initial
landing site, the code can be executed again to perform the complete HDA maneuver
and designate the final landing site.
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Figure 4.4 LROC Quadtree decomposition.
(a) LROC Occupancy grid map. (b) LROC Map overlay.
Figure 4.5 Occupancy grid mapping and feature detection.
4.2. MRO HiRISE Imagery Results
The following image is a close up from a bigger snapshot (ESP 054035 1915 5 km
' 5 km) of an analysis being done by NASA/JPL/ASU for recent crater impact
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zones in Mars. This image was aquired by HiRISE on February 2018, at
approximately 278 km in altitude (NASA/JPL/ASU, 2018).
Additional information that can be extracted from this image for future work is:
di!erent color channels, a complete DEM with 1m/pix resolution, and image scale.
Due to the image being already squared, there is no need to graphically show the
process in the algorithm.
4.2.1. Image Enhancement
Following the process mentioned in Chapter 3, the original image portrayed in
Figure (4.6a) is loaded in the system, and then it is enhanced using the adaptive
histogram equalization method.
(a) Original Image. (b) Enhanced Image.
Figure 4.6 JMARS MRO ESP 054035 1915 (NASA/GSFC/Arizona State University, 2005).
The outcome of this process in Figure (4.6b) is an image with increased contrast
particularly on details such as hazard features. E.g., in the planes more craters are
identified. This also helps to identify changes in the material surface by displaying a
more complete dynamic range.
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4.2.2. Image Processing and Computer Vision
Continuing with the algorithm, the image is now ready to be analyzed. The first
segmentation is the superpixels process. An initial layer is obtained as in Figure (4.7a).
This layer is then refined as in Figure (4.7b) to improve the quality of the superpixels.
(a) MRO Superpixels detection. (b) MRO Refined Superpixels.
Figure 4.7 Superpixels segmentation process.
Figure 4.8 MRO Labels of possible landing areas.
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From each superpixel, information such as the mean intensity, size, and centroid is
calculated. Then, this information is used to create a mask label as in Figure (4.8)
with the initial selected superpixels. Ultra bright areas are omitted as they could be a
slope by reflecting more light from the sun. Dark areas are avoided as they could
represent a deep crater, or hide other unobservable features in the shadow. In this
particular case the southwest area is darker. Therefore, more superpixels are omitted
from this area. The thresholds can be adjusted for each particular case to account for
multiple illumination conditions.
Figure 4.9 MRO Quadtree decomposition.
The identified superpixels that meet the criteria are individually analyzed for
features using the quadtree occupancy grid map. This quadtree subdivision clearly
tracks features such as rocks, craters, and changes in surfaces in Figure (4.9). Finally,
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a complete map as in Figure (4.10a) is made of the multiple quadtree zones providing
ideal areas for an initial landing site designation. These can be graphically identified
for the viewer purposes in Figure (4.10b), as the computer uses the binary occupancy
grid map for the calculations.
(a) MRO Occupancy Grid map. (b) MRO Overlay of Occupancy Grid.
Figure 4.10 Occupancy grid mapping and feature detection.
Just like the LROC case, due to the altitude of the spacecraft at the current time
in the image is & 278 km, the outcome should not be used to designate a final landing
site. Instead, it can be used to designate an initial landing site and navigate towards
it. Once the spacecraft is closer to the surface and the initial landing site, the code
can be executed again to designate the final landing site.
4.3. RPI Set 1 Imagery Results
This image was synthetically generated by RPI and represents the intended
landing site for the NOVA-C mission by Intuitive Machines. Located at Lat. 24, Long.
-50, this landing spot was chosen as it has a low rock distribution, and the topography
by LOLA displays a leveled terrain. This snapshot is a reconstruction of the LOLA
and LROC stereo images, providing a high quality DEM. In order to test HDA up to
hazards of 30 cm/pix, the DEM is upscaled and rocks are added. This image is the
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same as Figure (3.21) with the addition of rocks using the Surveyor 7 rock distribution
values from the Lunar Planetary Institute (Lunar Planetary Institute, 2007).
4.3.1. Image Enhancement
Following the process mentioned in Chapter 3, the original image portrayed in
Figure (4.11a) is loaded in the system, and then it is enhanced using the adaptive
histogram equalization method.
(a) RPI Original image. (b) RPI Enhanced image.
Figure 4.11 Synthetic Image (Hong & Christian, 2020).
The outcome of this process as in Figure (4.11b) is an image with increased
contrast particularly on details such as hazard features. E.g., the shadows from the
rocks and the roughness is highlighted providing more information for the feature
detection section with an increased dynamic range. The final process of the enhancing
process is to square the image as in Figure (4.12). This image is not square and takes
into account the real resolution of the actual camera.
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Figure 4.12 RPI Squared Image
4.3.2. Image Processing and Computer Vision
Continuing with the algorithm, the image is now ready to be analyzed. The first
segmentation is the superpixels process. An initial layer is obtained as in Figure
(4.13a). This layer is then refined as in Figure (4.13b) to improve the quality of the
superpixels.
(a) RPI Superpixels detection. (b) RPI Refined Superpixels.
Figure 4.13 Superpixels segmentation process.
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Figure 4.14 Labels of possible landing areas.
From each superpixel, information such as the mean intensity, size, and centroid is
calculated. Then, this information is used to create a mask label as in Figure (4.14)
with the initial selected superpixels. Ultra bright areas are omitted as they could be a
slope by reflecting more light from the sun. Dark areas are avoided as they could
represent a deep crater, or hide other unobservable features in the shadow. In this
particular case the shadows and craters are omitted the most. The thresholds can be
adjusted for each particular case to account for multiple illumination conditions.
The identified superpixels that meet the criteria are individually analyzed for
features using the quadtree occupancy grid map. This quadtree subdivision clearly
tracks features such as rocks, craters, and changes in surfaces in Figure (4.15). Finally,
a complete map as in Figure (4.16a) is made of the multiple quadtree zones providing
ideal areas for an initial landing site designation. These can be graphically identified
for the viewer purposes in Figure (4.16b), as the computer uses the binary occupancy
grid map for the calculations. For the RPI case, the altitude of the spacecraft at the
current time in the image is & 400m, the outcome can be used to designate a final
landing site. Because these data set does not have attitude included, only half of the
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Figure 4.15 Quadtree decomposition.
algorithm is tested to demonstrate the area selection. Therefore, it is missing the
slope and roughness measurement that will be tested on the next set.
(a) RPI Occupancy Grid map. (b) RPI Overlay of Occupancy Grid.
Figure 4.16 Occupancy grid mapping and feature detection.
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4.4. RPI Set 2 Imagery Results
Just like the previous set, this image was synthetically generated by RPI and
represents the intended landing site for the NOVA-C mission by Intuitive Machines.
This set of images recorded at 10Hz is accompanied by the following trajectory in
Figure (4.17). This trajectory only encompasses the Hazard Detection and Avoidance
section. Therefore, it starts closer to the 400m mark and goes down to the 150m,
where the HDA module will provide the navigation system with the metrics to make
the final decision on where to land. This maneuver spans around 10 secs.
Figure 4.17 HDA Lunar approach trajectory. The color scale indicates the correspondence
of the image file to the actual trajectory data (Hong & Christian, 2020).
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4.4.1. Image Enhancement
Following the process mentioned in Chapter 3, the original image displayed in
Figure (4.18a) is loaded in the system, and then it is enhanced using the adaptive
histogram equalization method.
(a) RPI Set 2 Original image. (b) RPI Set 2 Enhanced image.
Figure 4.18 Synthetic Image (Hong & Christian, 2020).
The outcome of this process as in Figure (4.18b) is an image with increased
contrast particularly on details such as hazard features. E.g., the roughness and
surface is highlighted providing more information for the feature detection section.
The final process of the enhancing process is to square the image as on Figure (4.19).
This image is not square and takes into account the real resolution of the actual
camera.
4.4.2. Image Processing and Computer Vision
Continuing with the algorithm, the image is now ready to be analyzed. The first
segmentation is the superpixels process. An initial layer is obtained as in Figure
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Figure 4.19 RPI Set 2 Squared Image
(4.20a). This layer is then refined as in Figure (4.20b) to improve the quality of the
superpixels.
(a) RPI Set 2 Superpixels detection. (b) RPI Set 2 Refined Superpixels.
Figure 4.20 Superpixels segmentation process.
From each superpixel, information such as the mean intensity, size, and centroid is
calculated. Then, this information is used to create a mask label as in Figure (4.21)
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Figure 4.21 RPI Set 2 Labels of possible landing areas.
with the initial selected superpixels. Ultra bright areas are omitted as they could be a
slope by reflecting more light from the sun.
Dark areas are avoided as they could represent a deep crater, or hide other
unobservable features in the shadow. In this particular case the shadows and craters
are omitted the most. The thresholds can be adjusted for each particular case to
account for multiple illumination conditions. The identified superpixels that meet the
criteria are individually analyzed for features using the quadtree occupancy grid map.
This quadtree subdivision clearly tracks features such as rocks, craters, and changes
in surfaces.
Finally, a complete map displayed in Figure (4.22a) is made of the multiple
quadtree zones providing ideal areas for an initial landing site designation. These can
be graphically identified for the viewer purposes in Figure (4.22b), as the computer
uses the binary occupancy grid map for the calculations. For the RPI case, the
altitude of the spacecraft at the current time in the image is & 400m, the outcome
can be used to designate an ideal final landing site. These superpixels comply with
avoiding dark spots and include at least an area where the VFDE fits as seen in
Figures (4.23a, 4.23b). The next step, is to perform the SfM analysis to build the
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point cloud portrayed in Figures (4.24a, 4.24b, 4.25a) and calculate the slope and
roughness on the superpixels that meet all the criteria as in Figure( 4.25b).
(a) RPI Set 2 Occupancy Grid map. (b) RPI Set 2 Map Overlay.
Figure 4.22 Occupancy grid mapping and feature detection.
(a) RPI Set 2 Refined Grid with
only areas that fit the VFDE.
(b) RPI Set 2 Overlay of refined Occupancy
Grid.
Figure 4.23 Areas that fit the VFDE.
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(a) Lunar surface point cloud almost top
view.
(b) Lunar surface point cloud side view.
Figure 4.24 Red boxes represent the camera pose and the number corresponds to the image.
Note: Axis are a reference, not to scale.
(a) Lunar surface point cloud angled
bottom view.
(b) Example of local point cloud ROI
selection.
Figure 4.25 Red boxes represent the camera pose and the number corresponds to the image.
Note: Axis are a reference, not to scale.
Finally, the metrics are calculated using a linear interpolation between the
allowable ranges and the correspondent maximum criteria limits. From this table, the
best five sites metrics are passed down to the navigation sub-sytem of the NOVA-C
Lander into their own cost function. Below, Table 4.1 is an example of ten di!erent
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sites from Figure (4.23b); five are selected to sent to the navigation module (for this
case a total of 49 sites were identified).
Table 4.1
Example of Landing Site Scoring Metrics - Areas have been filtered to only include bigger
than the VFDE area. Therefore, the area metric will be 10 for all of them.
Site & Area [m2] Metric Slope [deg] Metric Roughness [m] Metric
1 563.50 10 2.53 8 0.135 6
2 495.84 10 3.23 7 0.149 6
3 418.88 10 3.48 7 0.175 5
4 413.76 10 3.74 6 0.235 3
5 445.57 10 4.13 6 0.135 6
6 563.50 10 4.28 6 0.256 2
7 563.50 10 4.56 5 0.345 1
8 482.06 10 5.39 4 0.453 1
9 515.72 10 7.12 3 0.128 6
10 360.21 10 8.12 3 0.456 1
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5. Conclusions and Future Work
A simple but e!ective open-source algorithm towards the implementation of a full
autonomous Hazard Detection and Avoidance system for space applications is
presented in this work. This work will be configured to satisfy the requirements of the
Intuitive Machines NOVA-C Lunar lander. Attention has been focused on the
segmentation methods for feature identification that have not been used previously on
similar space applications.
5.1. Hazard Detection and Avoidance
This method has proven to yield reliable results once it is tailored and tuned for
the specific application. The algorithm provided every time at least one safe landing
site under the requirements of the NOVA-C Lunar lander (Table 4.1). The
segmentation performed by superpixels improved the speed of the analysis by
reducing the number of pixels to be examined, proving their usefulness in space
applications under low computing capabilities.
The algorithm, instead of analyzing each time 6, 553, 600 pixels each time
(2560'2560), it analyzed between 75 and 150 superpixels sharing similar
characteristics. The quadtree approach for feature identification proved a reliable
method to create a map of where not to go during the terminal descent. The
occupancy map based on the fractal strategy is a technique reliable to define safe
areas. Compared to other methods that require the identification of the features by
using di!erent masks, some for rocks, others for craters, the occupancy grid does not
require any previous knowledge of the appearance of a crater or a rock.
This mapping can autonomously avoid them by marking them on the map when
the variations of the dynamic range were detected. The combination of the
superpixels with the quadtree proved that they are computationally e!ective methods
(MATLAB execution time of 2.61secs 3.1GHz i7 - 16GB ram memory - This code is
being optimized and refined for the implementation in the actual space-qualified obc
for the NOVA-C lander). They run only on the desired regions of interest based on
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the safe landing criteria. This approach reduced the amount of data that need to be
processed, which is one of the problems that the implementation must overcome. It is
important to emphasize that due to the amount of data to process, a separate crater
detection method had to be removed from the main pipeline as it needed a lot of
computing power. Part of the future work will be to investigate other novelty
methods (ANNs, CNNs, AI, etc.) that could improve this detection.
This implementation also demonstrated the e!ectiveness of using low-cost
space-qualified sensors. This application remains sensor-agnostic and active sensors
such as LiDAR can be introduced as well; the only change in the system will be the
source of the point cloud. Finally, open-source tools such as OpenCV with Python
demonstrated an e"cient and robust code development enough to program and use
the code directly without having to tailor the application too much.
5.2. Landing Site Scoring
For this implementation, a simple metric system based on goal achievement was
implemented. Although optimal and better solutions exist, these are also
computationally expensive, introducing a challenge in the implementation of a
complete HDA system on a spacecraft. This simple cost function demonstrated its
practicality to provide the navigation system with enough information to guarantee
the safety of the lander when performing Hazard Detection and Avoidance maneuvers
in the terminal descent phase. In the second set of RPI images, multiple landing sites
were detected and classified with the metric providing multiple landing safe spots.
The optimal solution from these metrics is yet to be determined by the automated
flight navigation system that takes into account the fuel consumption as well.
5.3. Open-Source Repository
This algorithm will be open-source and available for anyone to use. This
repository will be initially set up by Intuitive Machines and the license is currently
being defined. This repository will also include other uses of parts of the algorithm for
di!erent space-related tasks such as ARPOD, OD, and Surface Mobility.
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5.4. Future Work
To conclude this work, di!erent things can be done to improve this algorithm and
make it cutting-edge technology:
• The fractal approach using the quadtree decomposition to identify features
might be replaceable with a k-tree implementation making the occupancy grid
more e"cient.
• Replace the plane fitting for a recursive adaptive octree mapping to create a
more accurate height map and obtain a better approach to terrain than
estimating a plane in a surface. An example of this application being tested on
UAVs can be reviewed in (Vergara, 2019). This could also be used as the
occupancy grid, reducing the size of the implementation.
• Testing this algorithm in UAVs for cases where humans cannot reach due to the
hazards, for example a collapsed building.
• Development of a forked library from OpenCV adapted for space applications.
• Testing of newer segmentation methods such as Convolutional Neural Networks
(CNN), Artificial Neural Networks (ANN), and techniques of deep learning,
machine learning, and artificial intelligence.
• Development of synthetic imagery (Digital or recreated in a lab) to increase the
variety of test cases, such as Lunar south pole.
• Include dynamics of spacecraft to perform simulations that incorporate other
factors such as estimation, noise rejection, fuel consumption, and trajectory
planning.
• Testing of di!erent cost functions. Additionally, consider other variables such as
the fuel and speed of the lander.
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