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In this paper, we give an algorithm for solving linear systems of the Pascal matrices. The
method is based on the explicit factorization of the Pascal matrices. The algorithm costs no
multiplications and O(n2) additions. The linear systems of the generalized Pascal matrices
are also considered. Some examples are given.
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1. Introduction
The Pascalmatrix arises in applications such as in biomial expansion, Filter design [1,4], probability, combinatorics, linear
algebra [9], electrical engineering [13] and order statistics [14], etc. In recent years, the linear systems of equations with
coefficient matrices of Pascal type have been quietly investigated in different fields of applied linear algebra, for instance,
[2,5,11,15].
For example, consider a particular solution y∗ of an mth order non-homogeneous differential equation with constant
coefficients of the following form:
am
dmy
dtm
+ am−1 d
m−1y
dtm−1
+ · · · + a1 dydt + a0y = (q0 + q1t + · · · + qnt
n)eat , (1)
where n,m ≥ 0 and ak and qk represent constant coefficients.
Assume a particular solution y∗ of the form y∗ = (b0 + b1t + · · · + bntn)eat . Substituting y∗ into (1), obtain
a equation and compare the coefficients of the polynomials of the left-hand side and the right-hand side of the
equation. This will allow us to determine the coefficients bi (i = 1, . . . , n). In fact, computing the coefficients bi (i =
1, . . . , n) of the particular solution is equal to solving the following lower triangular generalized Pascal functional
systems
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
p 0 0 0 0
p′ p 0 0 0
p′′ 2p′ p 0 0
...
...
...
. . . 0
p(n) C1np
(n−1) C2np
(n−2) · · · p

T
b0
b1
b2
...
bn
 =

q0
q1
q2
...
qn
 , (2)
where p =∑mk=0 akak and p(i) denotes the ith derivative of pwith respect a.
In this paper, we consider the solution of the linear systems of the Pascal type. A straightforward application of the
Gaussian elimination to the systems of the linear equations result in an algorithm of O(n3) complexity, where n is the size of
the matrix. In [7], El-Mikkawy gives the inverse of the Pascal matrix in explicit form, and obtains two algorithms for solving
the linear systems of equations with coefficient matrix of Pascal type of order n. The cost of the two algorithms are O(n3)
operations and O(n2) operations, respectively. Wang and Lu [12] presented a fast algorithm for solving the linear systems
of equations with coefficient matrix of Pascal type of order n and the complexity is only O(n log n). The algorithm is based
on the matrix decomposition. The entries of the Toeplitz matrices in the decomposition have very different magnitudes of
numbers, so there can exist instability problems if the decomposition is implemented naively. An explicit factorization of
the Pascal matrix is given in [8].
In this paper, we present an algorithm for linear systems of equations with coefficient matrices of Pascal type with the
factorization of the Pascal matrices by the Jordan matrices. In the algorithm, we must consider computing matrix-vector
products for Pascal matrices. In general, the matrix-vector multiplication algorithm costs O(n2) multiplications and O(n2)
additions. But, the algorithm presented in this paper uses additions instead of multiplications. This means that we obtain
an algorithm which costs O(n2) additions and no multiplications for solving the linear systems of Pascal type.
Our paper is organized as follows: In Section 2, we give some properties of Pascal matrices. In Section 3, an algorithm for
solving linear systems of equations with coefficient matrices of Pascal type is presented. Finally, illustrative examples are
given.
To begin with, some formal definitions are given in the following:
Definition 1 ([11]). The n× n Pascal matrix P is defined as
Pij =
(
i+ j− 2
j− 1
)
, i, j = 1, 2, . . . , n.
For example, the Pascal matrix of order 6 is
P =

1 1 1 1 1 1
1 2 3 4 5 6
1 3 6 10 15 21
1 4 10 20 35 56
1 5 15 35 70 126
1 6 21 56 126 252
 .
From the definition of the Pascal matrix, we have
(1) The matrix P is symmetric and the matrix P is positive definite;
(2) The determinant det(P) = 1;
(3) The Cholesky’s factorization P = LLT is always possible;
(4) The eigenvalues of P must come in reciprocal λ and 1/λ.
Definition 2 ([3]). The lower triangular Pascal matrix of order n is a matrix of integers defined by PL:
PL(i, j) =
(
i− 1
j− 1
)
, i, j = 1, 2, . . . , n,
where
(
i− 1
j− 1
)
= 0, if j > i.
For example, the lower triangular Pascal matrix of order 5 is
P =

1 0 0 0 0
1 1 0 0 0
1 2 1 0 0
1 3 3 1 0
1 4 6 4 1
 .
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Definition 3 ([3]). Let n be a natural number and k be a nonnegative integer, we define the generalized Pascal matrix Q and
the lower triangular generalized Pascal matrix Q L of order n by
Q ij =
(
i+ j+ k− 1
j+ k− 1
)
, i, j = 1, 2, . . . , n,
Q L(i, j) =
(
i+ k− 1
j+ k− 1
)
, i, j = 1, 2, . . . , n,
where
(
i+ k− 1
j+ k− 1
)
= 0, if j > i.
Obviously, if k = 0, Q is the Pascal matrix and Q L is just the lower triangular Pascal matrix.
Further we need the n× nmatrices In, Kn and Hn by
In = diag(1, 1, . . . , 1),
Kn(i, j) =
{
1 j = i, j = i− 1
0 j > i, j < i− 1 ,
Hk =
(
In−k−1 0
0 Kk+1
)
, k = 1, 2, . . . , n− 2, and Hn−1 = Kn.
For k = 1, . . . , n− 1, Hk is an n by nmatrix.
2. Properties of Pascal matrices
Theorem 1 ([6]). If P is an n by n Pascal matrix, then P has Cholesky factorization P = PLPTL , where PL is the lower triangular
Pascal matrix of order n.
Theorem 2 ([12]). The lower triangular Pascal matrix PL can be decomposed as follows:
PL = diag(d1) · T · diag(d2),
the vectors d1 and d2 are
d1 = (0!, 1!, . . . , (n− 1)!)T, d2 =
(
1
0! ,
1
1! , . . . ,
1
(n− 1)!
)T
and T is a lower triangular Toeplitz matrix:
T =

1 0 0 0 0
1
1! 1 0 0 0
1
2!
1
1! 1 0 0
...
...
...
. . . 0
1
(n− 1)!
1
(n− 2)!
1
(n− 3)! · · · 1

.
Proof. Notice that the (i, j) entry of the lower triangular Pascal matrix is PL(i, j) = (i−1)!(i−j)(j−1) for i ≤ j and PL(i, j) = 0 for
i < j. That is, every entry in ith row of PL has a common factor (i−1)!, and every entry in jth column PL has a common factor
1
(j−1)! . We can take out the common factor (i− 1)! of the ith row and the common factor 1(j−1)! of the jth column. 
At first, we have (diag(d1))−1 = diag(d2). As well known, the inverse of the lower triangular Toeplitz matrix is also a
lower triangular Toeplitz matrix. By easily computing, we obtain
T−1 =

1
− 1
1! 1
1
2! −
1
1! 1
...
...
...
. . .
(−1)n+1 1
(n− 1)! (−1)
n+2 1
(n− 2)! (−1)
n+3 1
(n− 3)! · · · 1

,
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that is to say, T−1 = diag(−1, 1, . . . , (−1)n) · T · diag(−1, 1, . . . , (−1)n). Therefore,
P−1
L
= (diag(d2))−1 · T−1 · (diag(d1))−1
= diag(d1) · diag(−1, 1, . . . , (−1)n) · T · diag(−1, 1, . . . , (−1)n) · diag(d2)
= diag(−1, 1, . . . , (−1)n) · diag(d1) · T · diag(d2) · diag(−1, 1, . . . , (−1)n)
= diag(−1, 1, . . . , (−1)n) · PL · diag(−1, 1, . . . , (−1)n).
We just proved the following theorem.
Theorem 3. If PL is the n by n lower triangular Pascal matrix and P the n by n Pascal matrix, then
P−1
L
= diag(−1, 1, . . . , (−1)n) · PL · diag(−1, 1, . . . , (−1)n),
P−T
L
= diag(−1, 1, . . . , (−1)n) · PTL · diag(−1, 1, . . . , (−1)n).
P−1 = diag(−1, 1, . . . , (−1)n) · PTL P · diag(−1, 1, . . . , (−1)n).
Theorem 4 ([8]). If PL is the n by n lower triangular Pascal matrix, then the matrix PL has the following Jordan factorization:
PL = H1H2 · · ·Hn−1.
For example, the lower triangular Pascal matrix of order 4 has the following factorization1 0 0 01 1 0 01 2 1 0
1 3 3 1
 =
1 0 0 00 1 0 00 0 1 0
0 0 1 1

1 0 0 00 1 0 00 1 1 0
0 0 1 1

1 0 0 01 1 0 00 1 1 0
0 0 1 1
 .
So, by Theorem 4, we have
P−1
L
= diag(−1, 1, . . . , (−1)n) · H1H2 · · ·Hn−1 · diag(−1, 1, . . . , (−1)n).
Theorem 5. The lower triangular generalized Pascal matrix Q L and the generalized Pascalmatrix Q have the following properties:
Q−1
L
= diag(−1, 1, . . . , (−1)n) · Q L · diag(−1, 1, . . . , (−1)n),
Q L = H1 · · ·Hn−2Hk+1n−1,
Q−1 = P−TL Q−1L ,
Q−1 = diag(−1, 1, . . . , (−1)n) · PTL Q L · diag(−1, 1, . . . , (−1)n).
3. Main results
At first, we consider the linear systems
PLx = b,
where the matrix PL is the n by n lower triangular Pascal matrix and the vector b = (b1, b2, . . . , bn). By Theorem 1 and
Theorem 3, we have
x = P−1
L
b = diag(−1, 1, . . . , (−1)n) · H1H2 · · ·Hn−1 · diag(−1, 1, . . . , (−1)n) · b.
So, we can easily obtain the following new algorithm for the linear systems PLx = b.
Algorithm 1 (Algorithm for Solving Linear Systems with Lower Pascal Matrix).
1. Compute x = diag(−1, 1, . . . , (−1)n) · b = (−b1, b2 · · · , (−1)nbn)T;
2. For i = 1, 2, . . . , n− 1, compute x = Hn−i · x;
3. Compute x = diag(−1, 1, . . . , (−1)n) · x = (−x1, x2 · · · , (−1)nxn)T.
Howmuchwork does this algorithm require? In step 1 and step 3 of Algorithm 1, it only change sign of xi for i = 1, . . . , n.
In step 2, the matrix-vector product x = Hn−i · x, there is no need of multiplication. For example, when i = 1, then
x = Hn−1 · x =

1
1 1
. . .
. . .
1 1


x1
x2
...
xn
 =

x1
x1 + x2
...
xn−1 + xn
 .
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Table 1
Comparison of the computing complexity
Complexity PASIM LSPAS WL Our algorithm
Additions 16 n(n− 1)(n+ 1) n2 − n n log2 n+ 4n− 4 n2 − n
Multiplications 16 n(n− 1)(n+ 1) n2 − n 12 (n log2 n− 2)+ 4n+ 1 0
From this formula, it only needs n− 1 additions and no multiplication. Therefore, solving linear systems with the lower
Pascal matrix costs
1
2
((n− 1)+ · · · + 2+ 1) = 1
2
(n2 − n)
additions, and it needs no multiplications.
Now we consider linear systems of the Pascal type Px = b, where the matrix P is the n by n Pascal matrix and the vector
b = (b1, b2, . . . , bn). The solution:
x = P−T
L
P−1
L
b
= diag(−1, 1, . . . , (−1)n) · PT
L
· PL · diag(−1, 1, . . . , (−1)n)b
= diag(−1, 1, . . . , (−1)n) · HTn−1 · · ·HT2HT1H1H2 · · ·Hn−1 · diag(−1, 1, . . . , (−1)n)b.
Therefore, to solve the linear system we may proceed as follows:
Algorithm 2 (Algorithm for Solving Linear Systems with Symmetric Pascal Type).
1. Compute x = diag(−1, 1, . . . , (−1)n) · b = (−b1, b2 · · · , (−1)nbn)T;
2. For i = 1, 2, . . . , n− 1, compute x = Hn−i · x;
3. For i = 1, 2, . . . , n− 1, compute x = HTi · x;
4. Compute x = diag(−1, 1, . . . , (−1)n) · x = (−x1, x2 · · · , (−1)nxn)T.
The algorithm only needs n2 − n additions.
For the linear systems with the lower triangular generalized Pascal matrix Q Ly = b and the linear systems with the
generalized Pascal matrix Qz = b, we have
y = Q−1
L
b
= diag(−1, 1, . . . , (−1)n) · Q−1
L
· diag(−1, 1, . . . , (−1)n) · b
= diag(−1, 1, . . . , (−1)n) · H1H2 · · ·Hn−2Hk+1n−1 · diag(−1, 1, . . . , (−1)n)b;
z = Q−1b
= P−TL Q−1L b
= diag(−1, 1, . . . , (−1)n) · HTn−1HTn−2 · · ·HT1 · H1 · · ·Hn−2Hk+1n−1 · diag(−1, 1, . . . , (−1)n)b.
The algorithms for linear systems Q Ly = b and Qz = b are analogous to Algorithms 1 and 2. They all only cost additions.
Example 1. Consider the following linear systems of the Pascal type Px = b:
1 1 1 · · · 1
1 2 3 · · · C1n
1 3 6 · · · C2n+1
...
...
...
. . .
...
1 C1n C
2
n+1 · · · Cn−12n−2


x1
x2
x3
...
xn
 =

C1n
C2n+1
C3n+2
...
Cn2n−1
 .
Using Algorithm 2:
Step 1. Compute
x = diag(−1, 1, . . . , (−1)n) · b = (−C1n , C2n+1, C3n+2, . . . , (−1)nCn2n−1)T ;
Step 2. For i = 1, 2, . . . , n− 1, compute x = Hn−i · x, then we get
x = (−C1n , C2n ,−C3n , . . . , (−1)nCnn )T;
Step 3. For i = 1, 2, . . . , n− 1, compute x = HTi · x, then we get
x = (−1, 1,−1, . . . , (−1)n)T;
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Table 2
Comparison of the computing complexity
Complexity PASIM LSPAS WL Our algorithm
Additions 35 30 36 30
Multiplications 35 5 20 0
Table 3
Comparison of ‖x− x∗‖∞
n Standard FFT algorithm Stabilized FFT algorithm Our method
6 0 2.2204e−16 7.1054e−15 0
12 0 5.5409e−9 4.5475e−13 0
24 0 6.7560e+6 3.7253e−9 0
48 0 3.3851e+43 0.0313 0
72 2.62144e+5 7.9105e+85 7.3400e+6 0
96 1.7592e+13 2.7288e+131 3.0786e+14 0
1000 Failure Failure Failure 0
Step 4. Compute x = diag(−1, 1, . . . , (−1)n) · x = (1, 1, 1, . . . , 1)T.
For the Pascal linear systems of order n, we have the following comparison of the computing complexity.
In Table 1, PASIM and LSPAS are algorithms denoted in [7], respectively. WL means the algorithm in [12]. Our algorithm
of solving the n by n Pascal matrix only costs n2 − n additions and no multiplications. If we use the algorithm LSPAS of [7],
it costs 2n2 − 2n operations for multiplications and additions. The algorithm of [12] solving the n by n Pascal matrix costs
O(n log n)multiplications and O(n log n) additions.
Example 2. Solve the following linear systems of the Pascal type Px = b:
1 1 1 1 1 1
1 2 3 4 5 6
1 3 6 10 15 21
1 4 10 20 35 56
1 5 15 35 70 126
1 6 21 56 126 252


x1
x2
x3
x4
x5
x6
 =

−2
−6
−8
−4
11
43
 .
The solution is x = (1, 0,−4, 0, 1, 0)T. In Table 2, we compare the computing complexitywhen different algorithms applied
to the linear systems of the Pascal matrix of order 6.
Example 3. Solve the following linear systems of the generalized Pascal type Qz = b:
3 4 5 6 7
6 10 15 21 28
10 20 35 56 84
15 35 70 126 210
21 56 126 252 462


z1
z2
z3
z4
z5
 =

0
−5
−12
−11
21
 .
where Q ij =
(
i+ j+ k− 1
j+ k− 1
)
for i, j = 1, 2, . . . , 5 and k = 2. We use the formula
z = Q−1b
= diag(−1, 1, . . . , (−1)5) · HT4 · · ·HT1 · H1 · · ·H3H2+14 · diag(−1, 1, . . . , (−1)5)b.
In each step, for the matrix-vector product x = Hn−i · x, there is no need for multiplications. It costs only 28 additions.
Example 4. Consider the matrix-vector product x = PLu where PL denotes a lower triangular Pascal matrix of order n and
u = (1, 1, . . . , 1)T an n-dimensional vector.
Our results from comparing ‖x−x∗‖∞ are shown in Table 3,where x∗ is the exact value and x is the computing value. Here
we denote by ‘‘standard’’ the standard method computing PLuwith standard matrix-vector multiplication. ‘‘FFT algorithm’’
means themethod applied the FFT algorithm to thematrix-vector product in [12], and ‘‘stabilized FFT algorithm’’ means the
modified FFT algorithm by using a stabilized parameter α ≈ n−1e in [10]. Our method is similar to Algorithm 1 in this paper.
It only costs additions for computing the matrix-vector product. We find that cuptime of our method is less than others. For
example, our method for solving the linear equations of the order 1000 cost 0.031 s. We also observe that even when the
order n of the Pascal matrix is large, our method is suitable and effective. We don’t show this issue here.
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