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Abstract-By combining the Kramers-Moyal expansion with fractional Brownian motion of or- 
der n, in a formal symbolic calculus, one can obtain an approximation for the solution of some 
stochastic differential equations involving both Gaussian and Poissonian white noises, in terms of 
rotating Gaussian white noises on the grid defined by the complex roots of the unity. Illustrative 
examples are outlined. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Whilst Gaussian white noise and Brownian motion provide useful models in an incredible number 
of various problems (mathematical finances, mechanics, physics, electronics, automatic control, 
and so on) it appears that in a number of cases, it would be more realistic to rather use Pois- 
sonian white noises. Loosely speaking, it would be better to use this modelling whenever the 
disturbances are similar to those which originate, for instance, from impact-type loadings. This 
description is useful in random mechanics; see, for instance, [I] (response of bridges to mov- 
ing loads), [2,3] ( ff t e ec s of seismic loads on structure), [4] (efforts of wave on ships), and [5] 
(earthquake). 
The response of these dynamics is completely characterized by its probability density function 
which satisfies an integrodifferential equation referred to as generalised Kolmogorov equation 
(GKE). Its solution is generally obtained by numerically solving the Fourier-transformed equation 
which defines the characteristic function of the probability density, and then using a numerical 
Fourier inversion to recover the density function. 
In the following, we shall show that, in some cases, it is possible to obtain a stochastic approx- 
imation for the system state itself, directly, on by-passing the GKE. The key of the approach is 
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as follows: when the amplitude of the Poissonian noise is not too large, then a Taylor expansion 
allows us to identify the GKE with the Kramers-Moyal expansion. We are then led to introduce a 
concept of formal Brownian motion of order n, whereby we can define a new stochastic differential 
equation which is equivalent to the starting one. Now it remains to solve the latter. 
The derivation below is purely formal and should be thought of as related to engineering math- 
ematics, or to operational calculus. 
2. STATEMENT OF THE PROBLEM 
We consider the one-dimensional stochastic differential equation 
k(t) = f(x) + d~)w(t) + OMt), s(to) = x0, (2.1) 
where 2, f(z), s(z), and h(z) are E 9, w(t) E 8 is a normalized Gaussian white noise (i.e., with 
zero mean and unit variance), and v(t) (the symbol := means that the left side is defined by the 
right side), 
N(t) 
v(t) := c z&t - tj) P.2) 
j=l 
is a scalar Poissonian white noise excitation, that is to say, a sequence of impulses with arrivals 
(characterized by the intensity X) of the underlying Poisson counting process, N(t). ~1, ~2,. . is a 
sequence of independent random variables identically distributed with the density function q(z). 
It has been shown [6] that equations (2.1),(2.2) define a Markovian process which is completely 
characterized by the probability density p(~, t ] ~0, to), shortened as p(~, t), which satisfies the 
integro-PDE, referred to as generalized Kolmogorov equation (GKE), ; P = -b - ;(fp) + ; &(g2p) + A s ~ P(X - h(z)z)q(z) dz. 
In the following, we shall show how this equation can be identified with the so-called Kramers- 
Moyal expansion. 
3. NEW FORMULATION OF THE PROBLEM 
3.1. Background on Kramer+Moyal Expansion 
The result reads as follows (see, for instance, [7]). 
Consider the scalar-valued Markovian stochastic process z(t) with the state probability density 
~(2, t) and the state transition probability density q( z’, t + dt 1 2, t). Assume that its transition 
moments satisfy the equalities 
E {(z:’ - x)‘} = 1 q (x’, t + dt ) 2, t) (z’ - z)’ dz’ 
R 
= aj (xc, t) dt; j=l,2,...,n 
= o ( (dt)2) ; j>n+l. 
Then p(~:, t) is defined by the PDE 
(3.la) 
(3.lb) 
(3.lc) 
It can be shown (this is the Pavula theorem [7]) that p(rc, t) as so defined is positive when and 
only when n 5 2 or n = 00. I 
In the following, we shall use this result to obtain an alternative form for the stochastic differ- 
ential equation (2.1). 
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3.2. Stochastic Differential Equation Revisited 
Assume that h( z z in equation (2.3) is small enough to allow us to use the Taylor expansion ) 
to write 
(3.3) 
On substituting this expression into (2.3), we get the equation 
$P=-; [Kf+wpj+;~ [(g2+Xh2m2)p] +c k;3 y g (Xh”mkP), (3.4). 
where mk, k = 1,2,3,. . . denotes the moments 
mk := E {z”} . 
On identifying equation (3.4) with the Kramers-Moyal expansion (3.2), we are led to assume 
that the moments of the increment dz of the system described by (3.4) satisfies the conditions 
E {dx} = (f + Xhml) dt, 
E { (dx)2} = (g2 + Xh2m2) dt, 
E { (dx)k} = Xhkmk dt, k 2 3. 
(3.5) 
(3.6) 
(3.7) 
These expressions suggest that we look for an approximate modelling of equations (2.1) as 
follows. 
(i) Define fomrzally a fractional Brownian motion b(t, k) as a stochastic process which satisfies 
the following conditions: 
db(t, k) = w(t, k)(dt)‘/“, 
E {wj(t, k)} = 0, l<j<k-1, 
E {wk(t, k)} = 1. 
(3.8) 
(3.9) 
(3.10) 
(ii) Then, according to equations (3.5)-(3.7), d z will be the solution of the equation 
dx(t) = (f + Ahml) dt + (g2 + Xh2m2)1’2 db(t, 2) + h 5 (Xmk)‘lk db(t, k), 
k=3 
(3.11) 
which is equivalent to (2.1). 
The stochastic process w(t, k) can be thought of as an extension of the Gaussian white noise, 
and will be referred to as Gaussian white noise of order k in the following. 
Let us examine now how one can use (3.11) t o obtain an estimate of the solution of (2.1). 
4. APPROXIMATE SOLUTION 
4.1. General Principle 
Series (3.11) is truncated to the order n to yield the new equation (with a shortened notation), 
dx = ‘pl(x, t) dt + (pz(x, t) db(t, 2) + kylc(x, t) db(t, k), 
k=3 
(4.1) 
and the solution of the latter will be considered as an estimate of the solution of the former. 
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To this end, Ito’s stochastic calculus can be formally generalized to the order n to deal with 
the fractional Brownian motion so introduced, by using mean value convergence of order n. The 
key is that, in this framework, we shall have the equality 
s t (db(t, k)y = t, 0 
what amounts to write 
EXAMPLE. 
(db(t, k))” = dt. (4.3) 
(i) The differential of the process 
&(t) = e-+@,‘) f dt + -ydb(t, 3) + ; (db(t, 3))2) . 
(4.4) 
(4.5) 
(ii) Assume now that we have the stochastic differential equation 
dz = zydb(t, 3), t 2 0. (4.6) 
Then its solution is 
x(t)=exp{-$t--$l(db(t,3))“+$(t,3)}, (4.7) 
as it can be verified by using the Taylor expansion of this expression. 
This being the case, we need an explicit form for b(t, k) in order to have a sensible description 
of its content. 
4.2. The Practical Meaning of This Formal Approach 
According to the Pavula theorem, the signed probability density p(z, t) associated with equa- 
tion (4.1) has positive and negative values, but we think that this feature should not be sufficient 
to disqualify the approach, as far as the solution of (4.1) converges toward that of (3.11), and 
that we take interest in the expression of x(t) itself rather than in its probability distribution. 
Let us comment on this point in what follows. 
According to the Kramers-Moyal expansion (3.2), the probability density of b(t, n) would satisfy 
the PDE 
$4 = (-v; g&A (4.8) 
of which the solution has positive and negative values. (See, for instance, [8] which refers to 
signed measure of probability.) A s a matter of fact, conditions (3.9) and (3.10) define implicitly 
the framework in which the problem should be set in a more detailed way. For instance, according 
to (3.9), in the case when j = 2 and k > 3, we would have the equality 
J’ R w2p(w) dw = 0, 
and therefore, the following alternative: either p(w) 2 0 and then w2 has necessarily negative 
values, that is to say w is complex-valued; or w2 > 0, and thus, p(w) is both positive and negative. 
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But if we consider equation (4.8) in the complex plane, then p(t, t), 6 = z + iy E C, will have 
no negative value. A special useful case is the following one. 
(i) Refer to the complex roots of order n of the unity, wk(n) = 2ikr/n, k = O,l,. . . , 
n - 1, and define the delta-correlated stochastic process R(t, n), referred to as Rademacher 
white noise, which takes on the values Wk(n) at the time instant t, with the uniform prob- 
ability l/n. 
(ii) Let w(t) denote the standard G aussian white noise (here w(t) = w(t, 2)). Then a model 
for b(t, n), denoted b,(t, n), can be meaningfully selected in the form [9] 
db,(t, n) = R(t, n) Iw(t)I (dt)l’“. 
This being the case, consider equation (4.8) in the complex plane with p([, t); it should hold 
everywhere in the complex plane, and of course, more especially when [ = 2 + i0, in which case 
the corresponding process reads b(t, z + i0). 
This suggests that we take as an approximate solution of the process (4.8) the process defined 
by the equation 
&(t,n) = s(Wt,n)) /w(t)1 (dt)““, (4.10) 
where !JI( .) holds for the real part of (.). 
(iii) The probability density p,(b, n) can be estimated as follows by using Jaynes’ maximum 
entropy principle [lo]. 
According to condition (3.9), we shall define the problem in the complex plane by using the 
space !Ry” = {Z E C, z?’ E !J?+}, and we shall refer to the informational entropy 
H(Z, t) := - s @” ~(6 t) lnp(z, t) d  + 
=-n/ P(T t) lnpht) dz. LR+ 
Then maximizing H(Z) with respect to p(~, t) with the constraint 
s Rl,” znp(z, t) dz = ant + 
yields the density 
1 
p,(z, t, = ctl/nnl+l/“r (1+ lln) exp 
Zn 
{ > 
-- 
ncPt ’ 
z E !Ry, t E !J?+, 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
which satisfies condition (3.9) as a result of the properties of the complex roots of the unity 
in %p:/“. 
4.3. Solution via Continuation in the Complex Plane 
An alternative, which is much more sound on the mathematical standpoint, is to consider 
equation (4.1) in the complex plane, to determine its solution in the complex plane, and then to 
select the real part of the latter. 
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5. ILLUSTRATIVE EXAMPLES 
5.1. Mathematical Finance 
The basic equation of mathematical finance is 
dx = x (pdt + aw(t, 2)(dt)‘/‘) , (5.1) 
where x is the value of the stock exchange share (or likely the equity), w(t, 2) is a normalized 
Gaussian white noise (of order 2), /I E !R, and c E % denotes a positive scaling factor. In order 
to take account of some events such as, sudden political changes, increase of petroleum price, for 
instance, one can replace (5.1) by the new equation 
dx =x (pdt+ow(t,2)(dt)1’2 +a:(t)), (5.2) 
where c E !J? is a constant. 
According to (3.11), this equation (5.2) is equivalent to 
dx 
-g = (cl + xcw) dt + (u” + X~~rnz)~‘~ db(t, 2) + ~2 (X~Q$‘~ db(t, k); 
k=3 
(5.3) 
and if we restrict ourselves to the approximation of order 3, for instance, we shall consider the 
equation 
dx 
F = (p + Xcml) dt + (0” + X~~rn~)~‘~ db(t, 2) + ~(Xrn~)~‘~ db(t, 3) 
(5.4) 
=~~dt+pdb(t,2)+ydb(t,3). 
According to (4.7), the solution of (5.4) is provided by the expression 
x(t) = exp 
K 
c+$ t+/3b(t,Z)+$(t,3)-$ 
.> 
. I’ (Wt, w2) (5.5) 
This expression gives some indications on x(t) as follows. 
(i) First, one can verify easily that one has the equality 
E {x(t)} = eUt, (5.6) 
which put in evidence the effect of the Poissonian noise on the standard average exp{@}. 
(ii) Second, according to (5.5), everything happens as if x(t) were randomly fluctuating around 
exp{at} with the time amplitude exp{ot} - exp{(cr - (p2/2) - (r3/3))t}. In other words, 
this suggests a modelling of x(t) in the form 
x(t) = eat + 
[ 
eat - e (-P/2 -?P!)t 5(t), 1 (5.7) 
where Z(t) is a stochastic process with zero average. 
5.2. Stochastic Differential Equation with Constant Coefficients 
Let us consider the stochastic differential equation 
dx = al dt + TLC ak db(t, k), 
k=l 
aj E ZR, for all j, (5.8) 
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where aj, j = 1,2,. . . are given constants. This is exactly equation (3.11) in which f, g, and h 
are some constants (i.e., z independent). Its complex-valued solution e(t) is 
k=2 
(5.9) 
= t0 + alt + &db(t, k) IWk(t)I(dt)“k, 
k=2 
(5.10) 
where wi, 202, . and RI, Rz, . . denote a set of mutual independent Gaussian white noises and 
of mutual independent Rademacher white processes, respectively. Therefore, 
z = 20 + a1t + 2 akx (RI,@, k)) iwk@)i (dt) l/k . (5.11) 
k=2 
6. CONCLUDING REMARKS 
As pointed out in the Introduction, the above derivation was mainly formal, and of course, there 
remain many points to be improved on the standpoint of the mathematical rigor. The key here 
is the formal definition of the fractional noise which implies either that the probability density 
might have negative values or that we set the problem in the complex plane. And correlated 
with this remark is the fact that the Kramers-Moyal expansion defines density functions which 
may be negative. But we have shown how one can easily circumvent this pitfall. The problem is 
continued in the complex plane, and one takes the real part of the solution so obtained. 
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