Identification for a model for robust control design is more complicated than for the standard linear system transfer function model-the structure of the uncertainty as well as bounds on its size must be determined. It is especially unclear as to which parts of the system should be better modeled to improve robust performance. This paper addresses this question through some new tools, the p-sensitivities.
Introduction

Robust Performance
The goal of any controller design is that the overall system is stable and satisfies some minimum performance requirements. These requirements should be satisfied at least when the controller is applied to the nominal plant, that is, we require nominal stability and nominal performance.
In practice the real plant Gp is not equal to the model G. The term "robust" is used to indicate that some property holds for a set n of possible plants Gp as defined by the uncertainty description. In particular, by robust performance we mean that the performance requirements are satisfied for all Gp E II.
Performance is commonly defined in robust control theory using the HO,-norm. The input weight W2 is often equal to the disturbance model. The output weight WI is used to specify the eCorrespondence should be sent to: phone (818)3564186, fax (818)568-8743, e-mail mm@imc.caltech.edu frequency range over which the sensitivity function should be small and to weight each output according to its importance. C is the transfer function of the controller.
Doyle [3] The perturbations, which may occur at different locations in the system, are collected in the diagonal matrix Au (the U denotes uncertainty) Au = diag{A, * I ... An} (2.5) and the system is arranged to match the structure in Figure 1 . The interconnection matrix M in Figure  1 is determined by the nominal model (G), the size and nature of the uncertainty, the performance specifications, and the controller (C). The Any system with uncertainty adequately modeled as in (2.4) can be put into M -A form, and robust performance can be tested using (2.6 [4] , decentralized controller design using independent designs [17] , poptimal single-loop PID controller design [11] al/2Mf21 M22 (3.11) Define M(a1) to be equal to M(a) for a such that caj = 1, Vj $ i. The following is the definition of the ith p-sensitivity.
Recall that each ai is nominally one.
I=-I (3.12) [15] and that we have a complex performance block). Although the slope of p,rp(M(ag)) as a function of ai can be discontinuous, the one-sided derivatives defining the p-sensitivities will exist and be finite except for a set of measure zero. We will use the following lemma from [9] to prove that not only is the one-sided derivative well-defined, the full derivative is well-defined (and equal to the one-sided derivative) almost everywhere. 
Computational Issues
The exact calculation of p for general real and complex Ai is not currently available. Two main approaches are taken to computing p. The first approach calculates p exactly, but involves an exponential growth in computation as a function of the parameters. The best of these methods are rapid when the number of Ai blocks is small (< -10) [16] .
The second approach is more computationally attractive, but can be inexact. Computationally inexpensive upper and lower bounds are calculated (see Appendix A for more details); if the bounds are equal, then an exact value for p has been found. For strictly complex A, the upper and lower bounds are almost always within a percent or so for real problems [14] , thus for engineering purposes, p never has to be exactly calculated. The upper and lower bounds also appear to be tight for the mixed uncertainty case [19, 20, 7] . [3, 14] .
We see that the p-sensitivities can be approximated The description of the problem can be found in [10] . The cross-directional (CD) control problem in paper manufacturing is aimed at maintenance of flat profiles of paper sheet properties a;ross the paper machine. One important sheet property, for example, is the paper weight per unit area. Variations in CD paper weight per unit area can result in paper that will not lie flat. Successful control of CD paper sheet properties can mean significant reductions in raw material consumption. Minimal variation in CD sheet properties enables the production of thinner paper closer to the target caliper. The process model used to describe the system includes three factors always present in CD control problems: actuator dynamics, interactions, and time-delay. All of these components of the system have significant uncertainty associated with them. We will describe the uncertainty as parametric uncertainty in k,, r0, 9, p2, and p3, i.e. each parameter is allowed to vary between upper and lower bounds independent of the other real parameters.
Nominal values for p1, P2, and p3 are taken from actual proce data from [2] . The Actuator dynamics and time-delay vary substantially from machine to machine; we will start our design 234 x i procedure with the following broad ranges for k0, Ta, and 9: k. E (0.5,1.5); GE (0.5,1.5); rT E (0.5,1.5). (6. 18) It is hoped that it is fairly simple to gue the time constant, steady-state gain, and time delay by a factor of two. A tighter uncertainty description would require some identification effort.
Choice of Performance Weight
Our performance objective is to achieve a bandwidth of at least , radian per second, under model uncer- 
Controller Design Procedure
A decentralized controller is designed for flexibility in operation, simplicity of design, and operator acceptance. Since the plant is almost diagonal, it is reasonable to use a single loop Internal Model Control (IMC) [13] controller multiplied by the identity matrix. The IMC controller is q(s) = f(s)f(s), where i(s) is H2 optimal for step disturbances for ras' detuned somewhat to take into account the effect of interactions (the design procedure is discussed in detail in [10] For the CD response system, the interactions can be identified independent of the other plant parameters (k, 6, and r.). A re-identification was "simulated" by decreasing the allowable ranges for P2 and p3 to (0.1, 0.2) and (-0.1, -0.05), respectively. A controller was designed, with the relevant results in Table  2 . We see that the most important uncertainties are still associated with the interactions. For this example, we will assume that better identifying P2 and p3 would require a large amount of effort, at least much more effort than identifying the actuator gain k better. We can see that the uncertainty in is almost as important as interaction uncertainty (within a factor of two), so we will identify k more accurately. This is "simulated" by decreasing the range of k to (0.9,1.1).
A controller was designed and it was found that PRP = 1.0 for A = 2.64. The design procedure is complete.
Discussion
The example problem shows the utility of the proposed robust design procedure. For the chosen controller design method, the p-sensitivities implied that robust performance does not depend strongly on uncertainty in time parts of the system are important-robust performance is still guaranteed when the design procedure ends with pRp < 1-no guarantees are necessary. The p-sensitivities complement the information obtained by the structured singular value, with minimal added computation.
This paper can be interpreted as an extension of [8] . The above paragraph applied to the work in [8] also, and is lifted from that paper.
The p-sensitivity is a specialized one-sided deriva- Doyle [3] is that the lower bound, maxp(QM), is always equal to p (M). UnfortuqeQ nately, the maximization is not convrex, and computing the global maximum of such functions is, in general, difficult. The lower bound calculation procedure may converge to local maxima. In contrast, the computation of the upper bound is convex. In general though, the upper bound is not equal to p, though for certain block structures A, equality does always hold.
Appendix B: Comments regarding
Remark 3.3 Q and D discussed below are defined in Appendix A, which reviews the well-known upper and lower bounds onp.
We defined M(a) by (3.10) instead of (3.12) or (3.13) so that a perturbation in a would result in a near-symmetric perturbation, on M(a). Since Q and D are symmetric, it is suspected that using (3.10) for the perturbed M(a) will cause a smaller perturbation in the optimizing Q and D [20] .
