






In questo capitolo si fa un riassunto delle principali nozioni
di algebra tensoriale, per organicità ed uniformità di impostazi~
ne e di linguaggio. Per brevità, omettiamo le dimostrazioni dei
teoremi, rimandando a Ll1J .
Nella Geometria Elementare (fondata sugli assiomi di Euclide),
per "spaz io vettoriale" s'intende l'insieme dei vettori, ciascuno
dei quali è una classe d'equivalenza di segmenti orientati.
In altri testi classici si identificano gli spazi vettoriali
(di dimensione n) con Rn e, successivamente, si studia il loro
significato geometrico.
In questo lavoro, invece, si darà la struttura di spazio vetto
riale seguendo la via moderna puramente algebrica, che è ormai asso-
data. Ossia, s'intenderà come spazio vettoriale, un qualsiasi in
sieme munito di due operazioni che godono di certe proprietà. In
tal modo questa definizione generale, ha come casi particolari, R,
n
R , ecc ...
Comunque, uno dei principali interessi, che abbiamo noi per gli
spazi vettoriali, consiste nel loro significato geometrico, il qu~
le appari rà evidente allorché introdurremo gli "spazi af fini" .
Si ritiene, anzi, che questa sia la strada matematicamente più
valida di Costruzione della Geometria Euclidea.
Considerato uno spazio vettoriale V, possiamo introdurre la
nozione di "base", mediante la quale è possibile esprimere ogni el~
mento di v, in modo univoco, come combinazione lineare degli ele-
menti della base. Pertanto, fissata la base, ogni elemento di V
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è caratteri.zzato completamente dalle sue componenti. In questo modo,
si recupera la defi.nizione classica di spazio vettoriale di cui si
2 parlato •pr~rna.
Dunque, così facendo, viene prima lo spazio vettoriale costrui-
[O a priori e poi la nozione di base e di rappresentazione numerica.
enere, col procedimento classico, vengono prima le componenti le-
gate ad un non ben definito sistema di riferimento e, successivamen
•
costruiti relazionete, l vettor1. con una
brare arbitraria.
ree
. dettagli • veda [ 11Jmagglon 51 •
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l SPAZI VETTORIALI
o La prima nozione che introduciamo è quella di "spazio ve!
toriale" v. In questo paragrafo ne diamo la definizione e le •pr~
me conseguenze. Definiamo poi i "sottospazi vettoriali lt , come i
sottoinsiemi di uno spazio vettoriale che conservano una tale strut
tura. Dopo aver introdotto il "prodotto cartesiano" di più spazi
vettoriali e quella di "spazio quoziente" ci dedichiamo alla im
portantissima nozione di "base". Essa è costituita da un insieme
di vettori di V, tale che ogni altro vettore di v possa
esprimersi in uno ed in un sol modo, come "combinazione lineare"
dei vettori di tale base. Osservato poi che ogni spazio vettoria
le ammette una base, si fa vedere che ogni insieme di vettori "li:.
nearmente indipendenti" può essere completato con vettori di un
insieme di "generatori" in modo da costituire una base.
Infine introduciamo l'importantissimo concetto di "dimensione ll
di uno spazio vettoriale, dopo aver visto che la cardinalità di
tutte le basi di uno spazio vettoriale è la medesima.
0.1.1. DEFINIZIONE Sia IK un corpo.







e un qualsiasi insieme;
è un'operazione, detta "addizione"
+:VxV+V
così indicata + : (u,v) u+v
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rispetto alla quale V è un gruppo abeliano (o commutativo);
- . è un'operazione, detta "moltiplicazione per gli scalari"
• : IK x V + V
così indicata À·v
la quale gode delle seguenti proprietà
a) À' (u+v) - À·U + À·V
b) (HIJ) ·v - À·V + IJ·V
c) (ÀIJ) ·v - À· (lJ·v)
d) l . v - v •Ik' -
Gli elementi di uno spazio vettoriale su un corpo IK sono
detti "vettori".
In seguito, tratteremo solo spazi vettoriali sui reali (anche
se molte delle nozioni introdotte hanno validità più ampia).
Sia, dunque, (V,+,·) uno spazio vettoriale su R che, per se~
plicità, indicheremo con V.
D'ora in avanti, per mettere in risalto l'appartenenza dei vet
tori allo spazio vettoriale li soprallinieremo.
A partire da Veda un insieme S, è possibile munire l 'i~
sieme F(S,V), costituito dalle applicazioni
S + V,
di una struttura di spazio vettoriale, definendovi le operazioni
di addizione e di moltiplicazione per gli scalari nel modo seguente
(f+g)(x) _ f(x) + g(x)
(À.f)(x) - À·f(x) Il x li S.
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0.1.2. DEFINIZIONE Sia W un sottoinsieme di V.
Si dice che W è un SOTTOSPAZIO (VETTORIALE) di
no soddisfatte le seguenti condizioni
- -
- -
a) u+v e W V u, v ew
- -b) À. u e W V Àe R, u e W
-
c) o e W o e V •
V se so
0.1.3. Facciamo ora alcune premesse, utili .a dare il concetto
di "somma diretta" di due sottospazi (vettoriali) U e U' di V.
DEFINIZIONE Dicesi SOMMA di U e U' il sottospazio di V,
generato da UUU'
- - - -U+U' - {v eV / v = u+u' , con u eU e u'e U'}·
0.1.4. DEFINIZIONE Si dice che U e U' sono linearmente in
dipendenti se è
-un U' = {o} .
0.1.5. DEFINIZIONE Si dice che U + U, e la SOMMA DIRETTA di





-Dunque V U G U' • Ve V- se ognl
- -
- - -• u+u I , e U, u'eU' .Z10ne v = con u
ammette un'unica decomposi
Naturalmente, è possibile estendere tali nozioni a più sotto-
spazi di V.
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O.1.6.DEFINIZIDNE-Siano U e U' duesottospazidiV.
Si dice che U' è un SUPPLEMENTARE di U ln V, se
V = U @ U'.
Si osservi che il supplementare non e univocamente determinato.
Vedremo, in seguito (0.8.4) che se V è uno spazio vettoria
le "euclideo", allora esiste un unico supplementare "ortogonale"
di un sottospazio U cV.
p spazi vettori ali.Siano Vl , ... ,Vp
A11 ora, l'i ns i eme PRODOTTO CARTES IANO
0.1.7. PROPOSIZIONE
. .. x e Vl , ... ,
-
v ep V }p
e uno spazlo vettoriale, definendovi le operazioni di addizione
e di moltiplicazione per gli scalari nel modo seguente
- -
- (À·vl,···,À,vpl .
0.1.8. Sia W un sottospazio vettoriale di V.
Si vede che la relazione binaria in V, data da
v:>u-veW-li - - - -v u, ve V
e una relazione d'equivalenza.
Allora, Sl dà la seguente definizione.
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DEFINIZIONE
Dicesi INSIEME QUOZIENTE di V rispetto a W l'insieme
delle classi di equivalenza rispetto a ~
•
-
Se U' V, indichiamo con [ u] la classe d'equivalenza di
u, costituita da tutti gli elementi di V del tipo
-
u + w , con w € W.
Perciò, Sl usa anche il simbolo
[U]-u+W.
Si vede che l'insieme quoziente V/W, munito delle seguenti ope




e uno spazio vettoriale.









'"lX v. -1= 1
n-




x , ... ,x € IR •
Se ogni vettore di V è combinazione lineare di
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- -
allora si dice che {Vl' ... ,v
n
} è un INSIEME DI GENERATORI di V.
In seguito, quando non c'è pericolo di confusione, ometteremo
il simbolo di sommatoria.
0.1.10. DEFINIZIONE
Si dice che n vettori V sono LINEARMENTE INDI-
PENDENTI se è, l nIJx, ... ,xeR
•l -X V.
l
=0) l _ n=> (x - ....-x - o) •
-
O. 1.11. DEFINIZIONE
Dicesi BASE di V ogni sottoinsieme finito B c V, che gode
delle seguenti proprietà:
- B è un insieme di generatori di V;
B e linearmente indipendente.
0.1.12. Dunque, ogni spazio vettoriale(purché non costituito
dal solo vettore nullo) ammette una base. Anzi, si può dimostrare .di più
che ogni insieme di vettori linearmente indipendenti (che esiste
sempre) può essere completato con vettori di





ri di V. Si a I:
di pendente.
- -G {Vl' ... ,v
n
}
- -{V l , .•. ,Vp} c G,
un insieme finito di generato-
con p < n, linearmente in-
Allora, esiste una base B di V, tale che
IeBcGcV •
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Si possono anche considerare spazi vettoriali con basi infini
te, i qua l i però esul ano dai nostri SCOp1.
0.1.13. La nOZ10ne di base può essere caratterizzata tramite
una sua proprietà importantissima, come segue.
TEOREMA Sia B: {Vl, ... ,V
n
} un sottoinsieme di V.
Allora, le seguenti condizioni sono equivalenti.
è una base;Ba)
b) ogni vettore -x e V si scrive in uno e in un solo modo come
combinazione lineare di vettori di B
•
- 1-X - X V.
1
•






- -Sia B - {v l ' .•. ,vnl una base di V. Sia
I coefficienti della combinazione lineare, secondo i vettori di
-B, di x (che sono univocamente determinati) si dicono le COMPONEN
-TI di x secondo la base B.
-Allora, dicesi MATRICE (COLONNA) rappresentante x, relativa a











Si osserV1 che la matrice rappresentante
sce lta.
-x dipende dalla base
Quando consideriamo fissata la base B, SCrlveremo (x) al po-
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sto di
La rappresentazione matriciale degli spazi vettoriali è un fatto
molto importante, strettamente connesso alla nozione di base.
Questa tecnica verrà usata per le applicazioni lineari, multili
neari e per i tensori: apparirà, così, chiara la sua importanza.
O. l .15. TEOREMA
Supposto che
ogni base di v
v abbia un numero finito di generatori, allora,
è costituita da uno stesso numero di elementi .
-
0.1.16. Si da, perciò, la seguente definizione.
DEFINIZIONE
Se V ha una base di n elementi, allora si dice che V
ha DIMENSIONE n • •e Sl SCrl ve
dim V - n .
Se V = {o}, allora si dice che V ha dimensione zero e si




dim V-n. Sia W un sottospazio vettoriale
dim W~ dim V .
Inoltre, sussiste la seguente equivalenza
(dim W= dim V)~ W= V •
Siano Il e W' sottospazi di V l · h V - W~ W'.ta1ce ..
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Allora,è
di m V - di m W+ di m W' .
0.1.18. PROPOSIZIONE Siano V ,p V, W spazi vetto-




. .. x V )
P




o Un'applicazione fra due spazi vettoriali si dice lineare se
"conserva" le operazioni di addizione e di moltiplicazione per gli
scalari.
Quindi tali applicazioni sono le uniche ad essere "canoniche"
rispetto alla struttura di spazio vettoriale ed è perciò logico at
tendersi da esse un ruolo fondamentale.
Siano, dunque, U e V due spazi vettori ali.
0.2.1. DEFINIZIONE
Un'applicazione
f : U ... V
dicesi (un OMOMORFISMO di spazi vettoriali o) LINEARE se sono so~
disfatte le seguenti condizioni
a) f(u+v) - f(u) + f(v)
b) f(À·u) - À.f(ù)
In particolare. se U - V, f
0.2.2. DEFINIZIONE
Un'applicazione lineare
v U. ve U
Il À<Ò lR • ile U.
si dice un ENDOMORFISMO.
-
f:U -, V
dicesi un ISOMORFISMO se esiste un'applicazione lineare
g : V ... U
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ta le che
g o f - idU , f o g
In particolare, se U =V, f si dice un AUTOMORFISMO.
0.2.3. Se un'applicazione lineare f è invertibile, allora
anche l'inversa f-l è lineare e dunque f(ed f-l) è un isomor-
fismo.
PROPOSIZIONE Sia f: U ~ V un'applicazione lineare.
Allora, le seguenti condizioni sono equivalenti
a) f è un isomorfimo;
b) f e biiettiva .
0.2.4. PROPOSIZIONE
cazione lineare e B =
Sia dim U = n. Sia f: U ~ V
- -
un'appli-
e caratterizzata dai valori che essa assume sui vetAllora, f
tori della base B. Più precisamente, per ognl - .-x = x1u. € U è
1
•
Dunque, l'immagine di f, OSSla f(U) " Im(f), è il sottospazio
vettoriale di V generato dai vettori f(u.) .
1
0.2.5. Diamo, allora, la seguente definizione.
DEFINIZIONE
Dicesi RANGO di f la dimensione di Im(f) ~
Si vede che è rango (f) ~ dim V.
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0.2.6. Il concetto di immagine non dipende dalla 1inearità di
f; lnvece se f è lineare, si ha anche il concetto di "nucleo"
che ha proprietà di tipo "duale" rispetto a quelle di immagine.
DEFINIZIONE Sia f: U + V un'applicazione lineare.
Dicesi NUCLEO di f il sottoinsieme di U
,
-
cos tituito da i vettori u (; V, ta 1i che - -f(u) - o •
-
Si vede che Ker(f) è un sottospazio di U.
0.2.7. TEOREMA Sia f: U + V un'applicazione lineare.
Allora, è
dim V - dim Im(f) + dim Ker(f) •











basi di U e V. Sia f: U + V un'applicazione lineare.
Si i ndi ca con
BI
M B (f) c ~
n
la matrice di f, relativa alle basi B e B', ossia la matri-
ce ad m righe ed n colonne i cui elementi sono
•
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Si noti che la matrice rappresentante
delle basi.
f dipende dalla scelta
Quando consideriamo fissate le basi B e B' , • •scn V1 amo ( f)
( f 1 .) l d .o a posto 1
J
Si osservi, inoltre, che abbiamo usato usato la convenZ1one di
scrivere,come primo indice. quello relativo allo spazio d'arrivo e,
come secondo indice, quello relativo allo spazio di partenza. In






_ xJ (f (y .))1 :
J
Pertanto, d'ora in p01 useremo questa convenzione.
0.2.9. PROPOSIZIONE
L'insieme L(U,V) delle applicazioni lineari f: U -, V ha una
struttura naturale di spazio vettoriale,che si definiscono le operazioni di
addizione e di moltiplicazione per gli scalari nel modo seguente
- - -(f+g)(u) - f(u) + g(u)
- -(À'f)(u) - À'f(u)
-Il u € U •
Qgni spazio vettoriale
notevoli
V induce 1 seguenti spaz1 vettoriali
L(IR ,V)
l) L(R,V)
, L(V,V) , L(V,IR) - V* .








Lo spazio vettoriale L(V,V) viene indicato anche con End(V) ed
ogni suo elemento, che è un endomorfismo, è detto anche un "operato-
re lineare".
Inoltre, l'insieme GL(V) costituito dagli automorfismi
v V, con l'operazione di composizione, è un gruppo.
0.2.10. Studiamo ora le nozioni di "autovalore" ed "autovettore"
•
di un operatore lineare, che hanno un importante significato prati-






h ~ L(V,V) : End(V) .
si dice AUTOVETTORE di h se esiste À E IR,





v # o , si dice che
ha
À è un AUTOVALORE di
•
h e Sl dice
Dunque, si vede subito che -o E V è un autovettore bana le, ma non
si r1esce a definire l'autovalore associato perché è indeterminato.
Inoltre, se - -v fo o è un autovettore, si vede che l' autova lore asso
ciato è unico. Per maggiori dettagli si veda [ 11 ] .
3) ~L(V,IR) " V
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Lo spazio vettoriale ~L(V,IR) = V è detto "duale" di V • •e l SUOl
elementi si dicono "forme lineari".
In seguito, verranno sottolineati l SUOl elementi.
Se V ha dimensione finita, allora V e V~ sono isomorfi;
però, non esiste, in generale, un isomorfismo canonico tra V e ~V .
Vedremo, invece, che, se nello spazio vettoriale v è definita
una "moltiplicazione scalare" allora, essa induce un ben determinato
"isomorfismo V % V , con il quale è possibile identificare, in modo
naturale, vettori e forme lineari, ossia elementi di V ed elemen
ti di •V •
0.2.11. DEFINIZIONE
Sia f : U V un'applicazione lineare.
Dicesi TRASPOSTA di f l'applicazione lineare
. ~ .
f : V U
data da •f : v \J o f .
0,2.12. TEOREMA Sia dim V = n.
Sia
- -
B : {v, ... v} una base di
l ' n
V.













costituiscono una base di
li li l nV , indica ta con B - {v , ... v } ,
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detta la "duale" di B.
- -
0.2.13. PROPOSIZIONE Sia dim V - n, e sia B - (vl, ... ,vnl
una base di V.
,.
a) Ogni f e V si scrive in uno e un solo modo come combina-
zione lineare delle forme
l n __. _




f - f. v,
-f. - f(v.) .
l l
l n
-{v, ... ,v} è la base di
,.
V , che de
termina l'isomorfismo della rappresentazione matriciale di






















0.2.14. DEFINIZIONE Sia V uno spazio vettoria1e di dimensione
fi nita.
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Dicesi BIDUALE di V lo spazio vettoriale
*" "V : L(V , IR) - L(L(V ,IR) ,IR) •
Identi fi che remo con V, mediante l 'isomorfismo naturale,
** .V .,. V lndotto dalla regola
-
- f(x).
Per ragioni di simmetria, adotteremo anche il simbolo
- - -
x(f) = < f,x > : f(x) .
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3 APPLICAZIONI MULTILINEARI
o La nozione di applicazione "multilineare" costituisce una
generalizzazione di quella di applicazione lineare.
I caSi di maggiore interesse sono le forme bilineari "simmetri-
che!1 e le forme n-lineari "antisimmetriche" (in uno spazio vettoria
le di n dimensioni).
0.3.1. DEFINIZIONE
Un'applicazione
Siano U1·····Up.V p+l spazi vettorial i.
f : v
s i di ce
bi l i .
P-LINEARE se è lineare rispetto ad ognuna delle p •vana-
Se v "IR. allora. f si dice "forma p-lineare" •
0.3.2. PROPOSIZIONE
L'i ns i eme
L(U1, ... ,Up ; V)
delle applicazioni p-lineari
U1x•.. x Up ... V
•
con le operazioni naturali di addizione e di moltiplicazione per gli
scalari. è uno spazio vettoria1e
Se U1 - ... :up - U, scriviamo L(U 1•...• Up ; V):LP(U.V) .
Se. inoltre. è V" IR si pone L(U 1•... ,Up ; V):LP(U).
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0.3.3. Siano U,V spazi vettoriali, rispettivamente, di dimensio
•nl n,m.




e B' ={vl' ... ,v
m




la matrice di f, relativa alle basi B e B', l CUl elementi sono
dati da
f .. = f(iL,v.).
l J l J
Si noti che la matrice rappresentante f dipende dalla scelta
delle basi. Quando consideriamo fissate B e B', scriviamo (f) o
(fij ) al posto di MBB,(f).
0.3.4. Quando un'applicazione p-lineare dipende da p variabili
dello stesso spazio vettoriale è interessante notare come varia il ri
-
sultato se si effettuano delle permutazioni di posto tra le variabili.





f è SIMMETRICA se e invariante rispetto ad ognl
f è ANTISIMMETRICA se è invariante rispetto alle
permutazioni parl, mentre cambia segno per quelle dispari.
0.3.5. Possiamo caratterizzare l'antisirrnnetria mediante la seguente
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• •propOS1Zl0ne.
PROPOSIZIONE Siano V,V spazi vettoriali. Sia f : Ux ..xU + V
un'applicazione p-lineare.
Allora le seguenti condizioni sono equivalenti:
a) f - •• •e antl.Slmmetrlca;
- -b) f - Italternata"' . - Y"u , .•. , li € U -e eloe se e u. - u. con, l p , J
•
-F • allora, J ,




o La nozione di "prodotto tensoriale" fornisce un algoritmo di
calcolo che permette di trasformare le applicazioni multilineari
in dei nuovi enti detti "tensori!', i quali rendono più evidenti
certe proprietà formali delle prime.
Se v è uno spazio vettoriale, si possono costruire (per
ognl lntero p,q) gli spazi vettoriali
p ., ..







p volte q volte
Gli elementi di ®' P V sono detti "tensori p volte contro
q
varianti e q volte covarianti". Dunque, tensori dello stesso ti-
pc possono essere sommati e moltiplicati scalarmente; tensori di ti






di "contrazione" dell'indice contro-
variante i-mo con l'indice covariante j-rno, che abbassa di uno,
sia il grado di controvarianza che quello di covarianza.
La più importante contrazione è la "traccia", che associa un nu-
mero reale ad ogni tensore una volta controvariante ed una volta co-
variante.
Siano, dunque, U e V due spazl vettori ali.
0.4.1. DEFINIZIONE
Dicesi PRODOTTO TENSORIALE di U
u :Xl V
e V lo spazlo vettoriale
costituito da tutte le combinazioni formali del tipo








lJx €IR, u.€ U,
l
V. € V, munito delle seguenti operazioni
J
+ • (U 0 V) x (U 0 V) + U0V•
• •
- - - - (x1J l J - -• indicata (x,y) .... x+ycos l + • - +y)u.0v.• - ,l J
• • IR x (U 0 V) + U0V•
così indicata lJ - -:(i..·x)u.0v.
l J
e con l'unica condizione che la moltiplicazione tensoriale
da ta da
sia bilineare.
t : U x V




In modo naturale, si estende la definizione al prodotto tensori~
le di p spazi vettoriali e lo si indica con
P








Per una definizione più rigorosa, S'I veda [l1J .
0.4.2. PROPOSIZIONE Siano U e V due spazi vettoriali rispetti
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e BI -{v1' ... ,v
m
} basi, rispettivamente,
di U e V. Allora è
dim(U ®V) - dimU . dimV.
Inoltre
B ® B' - - - -- {u ®v , ... ,u ®v ll l n m
costituita da n'm elementi, è una base di U®V.







ed è con~letamente rappresentato dalla matrice delle sue componenti
BB' -
M (x) =
Si noti che la matrice rappresentante x dipende dalla scelta del
le basi. Quando consideriamo fissate le basi B e BI, scriviamo
(x) al posto di BB'M (x) •
0.4.3. La proprietà più importante del prodotto tensoriale conSl
ste nel fatto che esso permette di trasformare applicazioni bilineari
in lineari. Consideriamo, dunque, uno spazio vettoriale W •e Sla
f : U x V + W un'applicazione bilineare. Allora, vale la seguente
proprietà universale.
TEOREMA





f(u ® v) = f(u,v)










• •1J - -
- x f(u. ,v.)
l J
•
Esiste un isomorfismo canonico
U@V V@U
mediante il quale taremo, talvolta, l'identificazione
u@V:V@u .
0.4.4. E' possibile dare la nozione di prodotto tensoriale di ap-
plicazioni lineari, in modo naturale, compatibile con la loro compo-




Siano h: U + U' e k: V -+ V' applicazioni
Allora, esiste un'unica applicazione lineare
h@k:U@V -+U'@V'
tale che
- - - -(h@k)(u@v) = h(u) ® k(v) ,
- 28 -
cioé, tale che
(h ® k) o t = t'o (h ® k)
dove t: U x V -+ U ® V, t': U' x V' -+ UI ® VI




h ® k( x u. ® v . )
l J
1J - -
= x h(u.) ® k(v.)
l J
• •1J-
V X u. ® v. e U ® V.
l J
Inoltre, si considerino B B' B B'l' l' 2' 2 basi rispettivamente di
O,U' ,V,V' e B' ® B'
l 2
le basi indotte in U® V e
u' ® Vi , rispettivamente. Allora, relativamente a queste basi, la
matrlce di h ® k è data da
r.>. )rs hr .(h 'òI k .. =
1J l
. k S .
J
•
Tale applicazione è detta prodotto tensoriale di h e k.
Il prodotto tensoriale di applicazioni lineari si comporta, •ln mD
do naturale, nei riguardi della loro
Si vede che l'applicazione
• •
compOS1Zlone.
® : L(U ,U ') x L(V , V' ) -+ L(U ® V, UI ® V' )





Se le dimensioni di U,u',V,V' sono finite, allora l'applicazio
~
o : L(U,U') x L(V,V') -+ L(U x V, u' x V')
data da
'"®(h ® k) =® (h,k)
è un isomorfismo .
,
Da questo teorema discendono degli importanti corollari che forni.
scano delle regole pratiche, permettendo di identificare, tramete






U ® V :t
,.
(U ® V) ,
,. ,.
U @U
0.4.6. Sia - -Bl - {ul'···,un } e
- -
B :{v , ... ,V }
2 l m
basi di U e
V, •e Slano
,. l n
Bl={u .... ,~ } le basi duali di
e B2 . Abbiamo, allora, le seguenti regole.
I REGOLA
Identifichiamo
- la base di L(V,U), indotta da B
l
e con
• • •05818, scrlVlamo
l - j -Q9V, ... ,u.®v, ... ,u















con l'applicazione f e L(V, U), che ha la stessa rappresentazione





.x u.J , ,
- ogni applicazione lineare •f eL(U,V), con il vettore f eu ® V ,














sono gli elementi della matrice di
f e L(U,V) .
II REGOLA
Identifichiamo
- la base di •(U ® V) , indotta da B e B eon
l 2
• • •OSSla, scrlViamo
l l i
- (u ®v , ... ,u
•J n m®~ , ... ,u ®~ )
• •
, J








f - f ..u' ® vJ
'J- -
• •U ® V
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lO
con la forma lineare f e (U @ V) , che ha la stessa rap?resentazio-








- _ q- -
Vx=x u.@v.
1 J
e u @ V;
- ogni forma lineare f e
lO(U ® V) con il vettore *' *f eu ® V ,









- la base di L
2 (U), indotta da BI' con
l l
- {u ® ~ , ... ,
. ,
1 J











u (u )u (u ) =h - k •,
, ,
f -f '® J- , . u u1J- - e
lO lO
U ® U
con la forma bilineare f e L2 (U), che ha la stessa rappresentazione
matriciale, ossia,che è data da
- -f(x,y) _
, ,








- ogni forma bilineare
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2
f €L (U) li licon il vettore f € U @ U , che
ha la stessa rappresentazione matriciale, scrivendo
• •
1 Jf-f .. u@u1J- - ,
dove - -f.. - f(u. ,u.)
1J 1 J
sono gli elementi della matrice di f e L2 (U).
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5 CONTRAZIONI NELL'ALGEBRA TENSORIALE MISTA. TRACCIA
o Sia V uno spazio vettoriale.
Esiste un'applicazione lineare naturale che permette di IIcontra!.
re" un indice controvariante con un indice covariante dei tensori
misti, abbassando di una unità il numero degli indici controvarian-
ti e quello degli indici covarianti.
L'esistenza di tale contrazione è una conseguenza innnediata del-




data da Ho- < \l , v >.
0.5.1. Fra tutte le contrazioni, la più importante è la più sem
plice, ossia quella
PROPOSIZIONE
v Gì> V" .. IR, che è detta "traccia".
Esiste un'unica forma lineare
..
tr : V ® V .. IR
















Sia , - -poi, B - {vI'· .. ,v
n
} una base di V e $la .. l nB :{v, ... ,;: }
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Analoghe considerazioni possono essere stabilite per una forma
lineare
•tr : V @ V .. IR •
Tali forme lineari si dicono "traccia".
In particolare, è
tr(id ) = n = dimV.
V
0.5.2. Le considerazioni precedenti si estendono a tutti i tenso
ri misti nel modo seguente.
DEFINIZIONE Sia l ~ i ~ p, l::j:::q.
Dicesi CONTRAZIONE dell'i-mo indice controvariante con il j-mo













l - - l q













In particolare, è tr.












se r>i , •S >.J •
E' utile fare alcune convenzioni di scrittura, per il caso i.n cui
si devono eseguire più contrazioni.
a) Se l<i <
, l • • • • <i ~pr
•S1 pone
b) Se o<p~q,
• • • •
11 • • • l 11 lr r
-C· • - c. o • • • • o C •J • • • • J J I J r1 r







"xe® V, Y e
r® Vq







"y"'e® V ,xe ®PV
r
se p-o, allora si pone
- Àx V À eR, x ® re v.
q
0.5.3. La contrazione i gode di alcune semplici proprietà.










0.5.4. Procedendo nell'identificazione dei tensori con applicazio
ni lineari e multilineari ,possìamotradurre in termini di contrazione
tensoriale varie formule riguardanti la composizione di applicazioni
lineari e multi lineari.
PROPOSIZIONE Sia V uno spazio vettoriale a dimensione finita.
Si considerino le seguenti identificazioni canoniche
@ ~V : L(V,V) , •
- 2 - -
a) E' h(x) - cl (h @ x) - i- h li h e L(V , V) , x e V.
x
- - 12 - - f eL2(V) - -b) E' f(x,y) - c12 (f @ x @ y) - i- -f li x,yeV.x ® y , ,
c) E' hok - c~ (h @ k)
d) E' f o (hxk) = c~~ Cf @ h @ k)
li h,k e L(V,V).
2
li f eL (V) , h,k eL(V,V) .
0.5.5. PROPOSIZIONE
La contrazione
Sia p ~ q.
P q • q-p.i:@Vx@V-.@ V
è caratterizzata dalla seguente formula.
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è l'unico tensore, tale che
-
< i_ ~ , z > - <y , x
x
@ z>, V z C @ q-p V
•
0.5.6. DEFINIZIONE Sia V uno spazio vertoriale di dimeLsilme n.




cV ® V o ..l c V @ V,
_. .













è una base di V e .. l nB :{v , ... ,~ ) è la sua
base duale .
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6 ALGEBRA ESTERNA: TENSORI SIMMETRICI ED ANTISIMMETRICI.
o Sia u uno spazio vettoriale di dimensione finita.
Come per le applicazioni multilineari anche per i tensori ~ € ® pU
ha senso fare delle permutazioni degli indici e vedere se queste
lasciano invariato o no x.
Indichiamo con E l'insieme delle possibili permutazioni di
p
J =il, ... ,p}
p
e con c (o) m- (-l) il segno della permutazione o,
dove m è il numero delle inversioni di o , ossia il numero delle
coppie (i,j) €i J x J tale che
p p
e o(i) > o(j) •
0.6.1. PROPOSIZIONE Sia p un intero positivo e o € E
P
una
permutazione. Allora esiste un unico isomorfismo
~ : ® pU .. ® p u
tale che "-o : • • • ®up • •• •
0.6.2. DEFINIZIONE Sia ~ € ® pU .
Si dice che -x è SIMMETRICO se è "- -o(x) -= x , li o € E
P
•




Gli insiemi dei censorl simmetrici €. nel teiìSJri auti simcE:;cric.i
di grado p costituiscono due sottospazi veti:oriali di ® p u
che si indicano rispettivamente con VPU e PA U •
0.6.3. Per poter costruire censori sitnrnetrici ed antisimmetrici
di ordine p a partire da tensori qualsiasi, si definiscono degli
opportuni operatori.
DEFINIZIONE
Dicesi OPERATORE DI SIMMETRIZZAZIONE l'applicazione
S : ® Pu ... ® p u
data da
•
Dicesi OPERATORE DI ANTISIMMETRIZZAZIONE l'applicazione
data da
'V




Dicesi MOLTIPLICAZIONE TENSORIALE SI;~ffiTRICA l'applicazione
data da
- -







1:. u(.)® •• .Q9u()
cr €" tJ 1 a pp
•
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Dicesi MOLTIPLICAZIONE TENSORIALE ANTISIMMETRICA l'applicazione
a - A o t : uP APu























con l~il~" . <i ~n e BIO :{u. Il ••• It u. } con l<i < ••• <i ~n,
, l pP
'1 1 P
basi rispettivamente di VPU psono e
" U.
Inoltre, è
dim "Pu _ ( n )
p
se dim U - n.




è una base di n
" U, indotta da B.
Questo fatto permette di trasportare i problemi relativi ad uno
spazio vettoriale U di dimensione n allo spazio vettoriale
"nU di dimensione l. Pertanto gli spazi "PU sono molto in te-




E' equivalente stabilire se
- -
B ,,{u , ... ,u }
l n
è una base di u
o se è una base di nA li, ossia se l'unico vet
tore di B' è diverso da quello nullo.
0.6.7. Introduciamo, innanzitutto, il conc.:"tto di "orientazione"
di uno spazio vettoriale U di dimensione l.
- -Se u,u' € U sono due vettori non nulli, allora eSlste un unico
- -O ~ 1 € H, tale che u' = 1u.




tale che u' = 1 u : (u' '" u) < > (1 > o)
è una relazione d'equivalenza.
Tale relazione determina due classi d'equivalenza.
0.6.8. DEFINIZIONE
Dicesi ORIENTAZIONE di U la scelta di una delle due classi d'equi
valenza nell'insieme delle basi di D.
Si dice che U è orientato se è scelta un'orientazione di U.
0.6.9. Possiamo ora definire l'orientazione dello spazio vettoria
le U di dimensione n.
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DEFINIZIONE
- - (~~, ... u~)Due basi ordinate (u , ... u ) di • dicono •, 11 Sl equ~l n
- - - -
valenti - ulfl ...Au
n
' A'se e u A... u •l n
Allora, dicesi ORIENTAZIONE di U la scelta di una delle due
classi d'equivalenza nell'insieme delle basi ordinate di U o cor-
rispondentemente nell'insieme delle basi di "nU
Si noti che in generale non esiste un'orientazione canonica di U,
nel senso che non c'è un modo privilegiato d~scegliere una delle due
orientazioni. Ci sono, però, delle eccezioni.
Ad esempio, lo spazio vettoriale Rn ha un'orientazione canoni-
ca, perché possiede una base - -canonica {e , ... e } .l n
Abbiamo visto che dal teorema 0.4.5. conseguivano degli importan-
ti corollari che fornivano alcune regole pratiche.
Ora, in questo paragrafo, facendo un discorso analogo è possibile
identificare, tramite isomorfismi canonici, i seguenti spazi vetteria
li
"U) ,
dove APU è lo spazio vettoriale delle forme p-lineari antisimme-
triche.
0.6.10. Sia - -B -{u , ... ,u}l n una base di U
•
e Sla "l nB ={u , .•• ,u}




- la base di
p ..






















, l ••• < i ~ np ,
l <Jo <
, l • • • <j <n)p' •,
•
- ogni vettore o •
'"
11 l
/ Pe AP ..f - f. u A•••Au U•
1~ \.1 (".(~ (li l • . • l,. l p
con la forma lineare f e( APU)·, che ha la stessa rappresentazlone
matriciale, ossia che è data da
f (x)" o E . f. . (u
- 1<1 < •• <1 <n l .. 1
, l p' l p
o o
l l
l p - '"f\ ..{lu )(x)= ~ o f o •





fcon il vettore- ogni forma lineare f
la stessa rappresentazione matriciale, scrivendo
,







f -l' E. f. . u
:;:1 1< • • <lp::n 11'' 'lp-








Osserviamo che questa regola differisce dalla regola Il di 0.4.6.












6 . Pv, - • • •, ,
J J l J p
,




- la base di APU, indotta da B, con
p .._i l i pA B =l u fI ...Au } ,. .





< l <o ••• < l <n
, l p ,










con la forma p-lineare alternata f E che ha la stessa rappresen





~I> - -) y








dove (x) l p e MP
l ... p p







l: x P v. e u ;
~I>: 1. p lp




li xl - l: x v, - • • •- • ,




l , ••• l
l p
prendendo le righe1., ... ,Xp 'di
f € fu·, che ha la stessa rappresentazione matriciale, scrivendo





- -f , (v. , ... v.
l l
l p
) > sono gli elementi della
matrice di f € AP U.
Questa regola, invece, non è diversa dalla regola III di 0.4.6.
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0.6.11. In modo analogo al 5° paragrafo, si introduce la noz~one
di contrazione fra gli spazi vettoriali
., .









D'ora in poi, quando non C'~ pericolo di confusione e ci si l:i
ferisce ai tensori antisinunetrici, scriveremo per semplicità •l al






p ~ q •
'"U ... q-p '"1\ U
è caratter~zzata dalla seguente formula.
Siano , '"U , allora






,z>-<:t..,XI\Z> , - Aq- P U •











•lxl A~ - (i_ yx- )A z +
q
(-l) l
li x € "U con •
0.6.13. Introduciamo ora alcune notazioni che permettono lo studio
della rappresentazione matriciale dei tensori antisimmetrici.
DEFINIZIONE Siano D, l~p~n interi.











l • •se Jl, ... ,J p




sono tutti distinti e se
è una permutazione pari di
• •J , ..• , J
l P
non sono tutti distinti o se
E:
• •








{i , ... ,i }
l P
• •
se J , ... J
l P
non è una permutazione
sono tutti distinti e
di jl, ,jp;
se{i , ,i '
l p
è una permutazione dispari di {j, ... ,j}.
l p
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- ·1 ..• 1 E M
l n n' .• n
~
n volte





l n o se {i , ... ,i }
l n
-l se {i .... ,i }
1 n
non è una pennutazione di {l, ... , n};
è una permutazione dispari di{l, . , . , ,<}
c) Dicesi DETERMINANTE l'applicazione
det : Rnn + IR
data da





-l·E. x·l···x.~'l, ... ,l:::n l lU,
n l n
" x - (x .. ) € Rnn
'J
•
0.6.14. Passando, dunque, allo studio della rappresentazione matricia
le, incominciamo dall'operatore di antisimmetrizzazione.
PROPOSIZIONE
Allora, è
Sia - -B -{ ,=u, ... ,UJ
l n









, •• , J •• J
l p l p-
e . . x u i
l
®
1<' . < J l ' 'J p..,l.l,··,l.p ... n




dove -x = . E •l~J , .. ,J :i nl p
• •J •• Jl p-
x u. ® .. .@l.
J l J p
•





x = • E .1~ 1. , •• , 1. ~nl p
• •
'l' .. , p -
x u. @ ... @u.
'l 'p
Allora, le tre condizioni seguenti sono equivalenti










, li 1< i .. i <n,




c) x :lIl • 1: .l<J .. J <n
.. l p'" •
Sia, dunque, x e APU
-posizioni di x.
p





















1:::::1 ,•.• ,1. ::nl p
l:::j ,...,j :::::n
l p
e • •• ® u.
l'l?
• E .l:::J ,.•.,J ::nl p



















-® ... ®u.} ..
l 1::::: l , .... ' l :::::n
p l P
di







- - P - -
, ••• ,U. ):u. A • •• Au. = • E . e u. Il ••• Ati .• • •
J p J l J p
1<1 <. $1 <n J ••• J l l
.... 1 p'" l P l p
Pertartto, se
allora, è
_ n j _ _
Xl - .E x u., , x















u. A•• ,Au .




X U. " •.. AUi
P 1 1 P
•• •
ll· .. lp J l
= ~ € .. x ... x




• .,I, . '~ .. ~'ll •
l
_ E e(o)x 0(1) ...






'1 ... 1 p- -
= .< . det(x) u. " ...Au. Il~lt··<."'~'" 11 lp
• •
1. ••• 1.
dove (x) l p E MP è il minore ottenuto da x, prendendo le righe
p
•





P E R di - -x ,
p
secondo i vet-
tori u. A...Au. (con
l l
l p
l<i <... <i <n)
... 1 p'" de lla base di
• •
l l
te dai determinanti dei minori (x) l··· p della matrice (x) costi
tuita dalle componenti di - -Xl' ... ,xp
• •
'1 ... l P .det(x)
0.6.17. Diamo, infine, una formula che esprima il modo di variare del
le componenti dei tensori antisimmetrici, relativamente ad un cambiamen
to di base.




- ~ S'u~ - u. ••J i=l J l
Allora, è
- -u~ A•• •AU~=
J l J p
• •
1. ••• l.







(S) l ~ . IO
J l ••• J P


























• •J ••• J
• l P
x






,.. ••• 1\ -u'n = det (S)
-












x = det(S) x' •
-
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7 FORMA BILINEARE SIMMETRICA
Sia v uno spazio vettoriale.
o In questo paragrafo, fissata una forma bilineare simmetrica
f : V x V ... IR
si studia la nozione • " • ...If . •dl ortogonallta che essa lnduce ln V.
Si dimostra che esiste sempre una base ortogonale (ne esistono •ln-
finite) rispetto ad f, cioé una base in cui la matrice di f è"dia-
"ganale; inoltre, qualunque sia la base così fatta, il numero degli ele
menti diagonali positivi, negativi e nulli è invariante.
Ci si interessa, anche, della nozione di forma bilineare simmetrica
llnon degenere ll e "definita positiva" osservando che la seconda ipotesi
è più forte della prima.
Il presente paragrafo è particolarmente utile per parlare della moltiplica




Sia f : V x V ~ una forma bilineare





- -f(u , v) - O •
Sia S un sottoinsieme di V. Dicesi ORTOGONALE di S l'insieme
S , -li u .. S} •
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Si vede che SoL e un sottospazio di V.




Si dice che B è ORTOGONALE rispetto ad f se e
- -f.. - f(v. , v.) - o
l J l J
V i f j •
-
In termini matriciali, tale fatto si esprime dicendo che la matri-
ce (f .. ) è diagonale.
lJ
0.7.3. DEFINIZIONE
Si dice che una forma bilineare f: V x V + ~ è NON DEGENERE
se è
ossia, se è
... -V = o ,
-( V V E V, - - --f (u • v) = ·0) ~ u - o •
L'applicazione f induce un'applicazione lineare
'f : V + v*'
cos ì defi ni ta -'f : v .... "
-
,
dove - - -.J : x .... y (x) - f(v • x) .
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0.7.4. Sia V uno spazio vettoriale di dimensione m > o. Sia
f : V x V + ~ una forma bilineare simmetrica.
TEOREMA (di SYLVESTER)
Esistono tre interi positivi o nulli n. o. p tali che per ogni
- -base ortogonale B ={vl •...• v
m
}. è (salvo eventuale ordinamento di
B)
- -f(v .• v.) < o
1 1
- -f(v .• v.) = o
1 1







n+o+l~i~n+o+p - m •
0.7.5. DEFINIZIONE Sia f: V x V+ ~ una forma bilineare
si l1VTIetri ca.
Si di ce che f è DEFINITA POSITIVA se è
- -f(u.u» o • - -per ogni o # u e V .
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8 SPAZI VETTORIALI EUCLIDEI
o In questo paragrafo si introduce la nuov~ struttura di spaz.o
vettoriale eucliàeo, ottenuta fissando in uno spazio vettorlale, a di
mensione finita, una moltiplicazione scalare.
Questo concetto è importante per la costruzione di un ~odèilo mate
matico dello spazio fisico, ossia, per una
della Geometria Euclidea .
~ .' ..10nr.Ul..;Zl,·!:.e as~-_.:..~matlca
0.8.1. DEFINIZIONE
dove
Si dice SPAZIO VETTORIALE EUCLIDEO· "e
- E e uno spazlo vettoriale a dimensione finita;
- g è una forma bilineare
-
così indicata - - -1 : (x,y).... x . y
,
,
simmetrica e definita positiva, detta MOLTIPLICAZIONE SCALARE o METRICA.
0.8.2. Uno degli aspetti piO importanti della metrica è la po~sibi '1
tà di eseguire "misure". Innanzitutto si possono misurare ie "lt;~ghezze"
dei vettori.
Diamo, pertanto, la seguente definiziont.
DEFINIZIONE
Dicesi NORMA (relativa a 1) l'applicazion~
-II Il : xcos ì indi cata
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/111 :E + IR
.... Ilxll=(x. xl~ •
Si tenga presente che l'applicazione ora definita è detta norma.
- -Vx,lo"E;
perché verifica le proprietà di una norma che
generale:
alllxll>o
bl I IÀX Il = IÀI Il xIl
cl Ilx + iii ~ llxll + Ilili.
Ino ltre. è




- -Un vettore v,l o"E si dice UNITARIO se è
Ilvll=l •
-Allora. dicesi VERSORE di v il vettore unitario
vers v ;; v/II vIl .
- -Inoltre. una base 8 ={v1•...• vn} di E si dice ORTONORMALE se e
ortogonale e se i suoi vettori sono unitari •




U è univocamente determinato.
E'
E - F <$l F.L
•
Nel caso particolare, in cui - -F è generato dal vettore u ~ o,
-allora ogni vettore V€ E ammette l'unica decomposizione
v- v" + v.l.. ,
dove
- -
- v • u -
v" = -2 u e F
u
-.I. - _II F.l
, V = v-v e
•
0.8.5. PROPOSIZIONE Sia F un sottospazio di E. Sia
- -B' ={v l ' ... ,Vm}cF, con m~n, una base di F, ortogonale. Sia
- -B ={vl' ... ,v
n
} una base di E, ortogonale, ottenuta estendendo B'.
A11 ora, una base di F.I. è
B" ={ - -v l""'V}m+ n •-
0.8.6. DEFINIZIONE Sia F un sottospazio di E.
Le due proiezioni della somma diretta E = F<$lF.l
P" - l .- 11 • E .... F" ,
sono dette LA PROIEZIONE PARALLELA e LA PROIEZIONE ORTOGONALE •
0.8.7. Introduciamo ora la nozione di "angolo non orientato". Per
far ciò è necessaria la seguente premessa.
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LEMMA
Sia la relazione binaria in (E - {Q})2, data da
- -
- - - -(u,v) '" (u' , v') ~
- -u . V u' . v'
--;1"";lu:"11;---:'1;-"'1v-r"I"""'1- - --;17::10-;-;'1;-'..;.,.\I=vI 771I
- - - -
\I "• U,V,U,V E
-E -{o} •
Allora, '" è una relazione d'equivalenza.
Inoltre, si ha
-- -- --(v,u) "'(u,v) '" (À u, ~ v)
- - -V u,V!, E - {o} , À, ~ > o •
Per la disuguaglianza di Schwarz è
- -
u • v
- 1 ~ --=---=--- ~ 1 .
I\ullllvii





dove cos : IR .... IR è l'applicazione data da
2 4
cos x = l _ -,x,;,.,- + ~I - ...2! 't! , V x e IR •
Il numero e non dipende dai rappresentanti delle classi di
dove
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-li v e E.
Si dà, così, la nozione di forma covariante (x) e controvariante
-(x) di un vettore.
- - -Dunque, se x e E, B : {Vl'···,vn} è una base di E, indichere-
•l -
mo con x le componenti di x secondo la base B e con x. le coml -
ponenti di x secondo la base duale.
-
Si ha
•Jx. - g.. X
l l J •
.dove - -g.. :: ~ (v. , v.) .lJ I J
L'i somorfismo '~ si estende mediante ® ai prodotti tensoriali
•
In particolare, la forma controvariante
9 e "",2E-· . d~ e caratterlzzata a
-




La molti~plicazione scalare si può estendere ai prodotti tensori~




Essendo n li<A E uno spazio vettoriale euclideo a dimensione l. esi-
stono esattamente due vettori unitari
che differiscono per il verso.
Allora. se E ha un'orientazione fissata, si ha l'unico elemento
Il ~ A:E* di norma l ed orientazione positiva, ovvero l'unica forma
-
-dinata,orientata positivamente. B :{vl •...•
ogni base ortonormale or-n *n .. A E ta l e che
-
-~ (v l





Più precisamente. se B*
è
1 n
= {y , ...•y } e la base duale di B. allo,a,
n - ,I det(g)
-
dove (9) : (ghk) .
1 n
'J A .•• Ay




è la base (canonica) ortonormale di AnE* .
Allora, ogni vettore V li:
-
si scrive in uno ed un solo modo
come combinazione lineare di D
v = Vll
-
con V-V' n:: < V
-
-




è un isomorfismo che mette in corrispondenza le basi canoniche di
*:11 ... l .
-
Analogamente, si può parlare di n come base ortonormale di




e quindi definire l 'isomorfismo che si indicherà ancora con
•
•
dato da •. : -v -0+ v" V • 11 •
0.8.9. Generalizzando, si trova un isomorfismo canonico, detto di
HODGE, tra II P E* e
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n-p *Il E il cui significato geometrico è
quello di far corrispondere le forme volume unitarie dei sottospazi
(di dim. p e n - pl mutuamente supplementari e ortogonali di E.
PROPOS IZIONE
S· n E*la n ii: Il
-






e un i somorfi smo, detto ISOMORFISMO DI HODGE.
Valgono, inoltre, le seguenti proprietl
a l 'i ti * x = (- ì lq(p-q l * •1_ Xy- , se q ~ p
- -bI 'i /I * x = x ti * 'i = x • Y n
-
S I", - q - p
cl - -* x . * Y = x . Y , se q - p
dI ** x = (_lIP(n- pl x ,
•









è un isomorfismo. Inoltre, valgono proprietà analoghe alle precedenti.
E, ancora, l'isomorfismo .. cOlTl11uta con , '-.l! ' OSSla, e
- -
'g( .. ~l = .. x .
0.8.10.Un caso importante si verifica, se dim E = 3. Infatti, in
,
DEFINIZIONE Sia E uno spazio vettoriale euclideo di dimensione
3, orientato. Sia n la forma volu~e unitaria.
-
Dicesi MOLTIPLICAZIONE VETTORIALE l'applicazione bilineare alternata
indicata con (~ , ~ l ... ~ x ~ : .. (~ 1\ vl .:.
Il significato geometrico del prodotto vettoriale è dato dalle se-
guenti propri età:
al u x v è ortogonale ad u e v ;
- - - -
sen x = x -




, V x e IR+ -3! 5i • • • •
II~ x ~ Il - o;
cl se u e ~ sono linearmente indipendenti, allora la base ordina
ta {~' ~ , ~ x~} determina l 'orientazione positiva di E.
-Tramite 'g si può anche considerare la moltiplicazione vettoriale




u x v : i T\ - 'g (~ x y-) .
~ AY-
Per ilvJggi ori dettaq l i si veda [11] ,
La struttura euclidea di E permette di trovare una relazione tra
un endomorfi smo f: E .,. E e una forma bi l i nea re f: E x E .... R
-
Più precisamente, poniamo




- -~ x,y e E.
Si vede che la forma bilineare associata alla somma di due endo,;iùr-
fismi (che è ancora un endomorfismo) è data dalla somma delle forme bi-
lineari associate agli endomorfismi.
Allora, si vede che l'applicazione
End(E)
e un isomorfismo.
In termini matriciali, si ha il seguente risultato.
0.8.11.PROPOSIZIONE Sia - -B = {V l ' ... ,vn} una base di E.
E' f ..lJ = l ,
dove k(f .. ) , (f .) , (gkJ') sono le matrici, rispettivamente, di
1J 1
f , f, ~ relative alla base B.
Sia h lO End(E). Diamo ora la nOZlone di "endomorfismo unitario".
0.8.12.DEFINIZIONE
Si dice che h -e un
- 66 -
ENDOMORFIS~10 UNITARIO se è
- - - -h(x) . h(y) - x . y - -,Vx,y.E •
In particolare, h conserva la lunghezza e l 'ortogonalitl.
O.8.13.PROPOSIZIONE Sia h E End (E) •
Allora, le seguenti condizioni sono equivalenti:
a) h è unitario.
b) h e un automorfismo ~,in una base ortonormale,si ha
•
Indichiamo con U(E) c Gl(E) l'insieme degli endomorfismi unitari.
Allora, si vede che U(E), con la legge di composizione
o : U(E) x U(E) + U(E)
data da o : (h,k) h o k
è un gruppo, detto" gruppo unitario" di E.
Determiniamo ora gli endomorfismi unitari quando E ha dimensione
1,2,3.
O.8.14.LEMt~A Sia dim E = l .
Allora, gli endomorfismi unitari sono:
l) idE endomorfismo identico;




d o - 2 COolITi t. - • ~l:l - -B: { e" e2} una base crto-
Allora, gli end8morfiswi unitari sono rappresentati da una delle se-
guenti ma tri ci
cos e - sen e
1) sen e cos e 2)
COS 8 sen e
<' e'l t} -ces 8
con o ~e < 2~.
La l) è detta matrice di "rotazione", ia 2) è detta matrice di
"ribaltamento" ed è data dal prodotto della matrice di rotazione e del-
la matrice di "riflessione" ( l o) o
o -l
- - -0.8.160 LEMMA Sia dim E : 3 . Sia B: {el ,e2,e3} una base orto-
normale di E. Allora, gli endomorfismi unitari sono rappresentati da





















-Qui nei'" ogni endomorfi smo unitari o ha un autovettore (e3) .
- --0.8.17. Sia E orientato e dim E - 2. Siano o ~ U,V E Eo
Allora, esiste un unlCO endomorfismo unitario







Diamo, pertanto, la seguente definizione .
DEFINIZIONE
- -Dicesi ANGOLO ORIENTATO di (u,v) , l'unico numero reale




nella base ordinata ortonormale che ha come primo vettore vers u
