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1. Introduction
Let m > 1 be an integer and put ζm = e2πi/m. We denote by Km = Q(ζm) the m-th
cyclotomic field, whose integer ring will be denoted by OKm . Let p be a prime number
such that p ≡ 1 (mod m). Throughout the present paper we fix a prime ideal P of OKm
dividingp. Since p splits completely inKm, the residue field OKm/P can be identified with
the finite field Fp = Z/pZ. Thus, them-th power residue symbol defines a homomorphism
χ : F×p −→ μm ,
where μm denotes the group of m-th roots of unity in the complex number field. In other
words, χ is a group homomorphism such that
χ(x) ≡ x p−1m (mod P)




χ(t)aζ tp , (1)
where ζp = e2πi/p. Let us recall two types of formulas concerning products of Gauss
sums; one is the norm relation
τ (a)τ (−a) = χ(−1)ap , (2)
















) = χ(d)−ad , (3)
where d is a positive divisor of m and a is an integer such that ad ≡ 0 (mod m).
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of the symbols [a] (a ∈ {1, 2, . . . ,m − 1}) with integral coefficients ca ∈ Z, we define a




τ (a)ca . (4)
Under this notation, a multiplicative relation between Gauss sums is by definition a
formula of the form
τ (α) = εps/2 , (5)
where s = ∑m−1a=1 ca ∈ Z and ε is a root of unity. Then it can be shown that ε is a root
of unity contained in Km (see [19, §19]). In 1964, Hasse [9] conjectured that (2) and (3)
are essentially the only multiplicative relations between Gauss sums. This conjecture was,
however, disproved by Yamamoto [19] in 1966; he showed that a counterexample exists
whenm = 12. Moreover, in a subsequent paper [20] he determined the structure of the ‘gap
group’ which measures the number of independent multiplicative relations between Gauss
sums essentially distinct from (2) and (3) (see Theorem 2.9). In particular, Yamamoto’s
theorem says that the square of the root of unity ε in (5) can be computed using (2) and (3),
hence ε itself can be determined up to sign. It is, however, not easy in general to determine
the sign. This problem, which is called the sign ambiguity problem, has been studied by
many authors (see for example [7], [8], [11], [14], [15], [16], [18]).
Ifm is either a power of a prime number or the twice of a power of an odd prime num-
ber, then the gap group vanishes by Yamamoto’s theorem, hence every multiplicative rela-
tion between Gauss sums can be reduced to a combination of (2) and (3). On the contrary,
in the case where m is a product of two distinct odd prime numbers, Yamamoto’s theorem
implies that there is essentially only one exceptional multiplicative relation. Muskat [15]
and Muskat-Zee [16] studied some special cases of this type. For example, the following
results are proved in [15] or [16]:
THEOREM 1.1. Supposem = 39 = 3 · 13 or m = 21 = 3 · 7, and p ≡ 1 (mod m).
Then the following statements hold:
(i) (Muskat) If m = 39, then
τ (1)τ (16)τ (−17)τ (−2)τ (−32)τ (34)= εχ(13)13p3,
where the sign ambiguity ε = ±1 is given by
ε =
{
1 if p = u2 + 39v2 (∃u, v ∈ Z) ,
−1 if p = 3u2 + 13v2 (∃u, v ∈ Z) .
(ii) (Muskat-Zee) In the case of m = 21, let u, v be integers such that p = u2 + 7v2.
Then
τ (1)τ (4)τ (−5)τ (−3)τ (−12)τ (15)= εχ(7)7p3 ,
where the sign ambiguity ε = ±1 is given by
ε =
{
1 if 3 | v ,
−1 if 3 | u .
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Murray [14] and van Wamelen [18] generalized Theorem 1.1 (i) to the case wherem =
l1l2 is a product of two primes l1 and l2 with l1 ≡ 1 (mod 4), l2 ≡ 3 (mod 4) satisfying
certain additional arithmetic conditions (see [14, Main Theorem 1] and [18, Theorem 8] for
more precise statements).
The purpose of this paper is to generalize Theorem 1.1 (ii). The main theorem of the
present paper can be stated as follows (see Theorem 5.3 and Theorem 5.5):
THEOREM 1.2. Let m = l1l2 be a product of two distinct primes l1, l2 such that








τ (a)ca = εζ√ps, (6)
be a multiplicative relation between Gauss sums which is not deducible from (2) and (3),
where ε = ±1 and ζ is a root of m-th root of unity. Then,
ζ =
{
1 if l1 > 3 and l2 > 3 ,
χ(l)l if m = 3l .
Moreover, ε is given as follows: Let u, v be integers such that
4p
1
4 (l2+1)h(−l1) = u2 + l1v2 , (7)
where h(−l1) denote the class number of the imaginary quadratic field Q(√−l1). Then
exactly one of u, v is divisible by l2, and
ε =
{
1 if l2 | v ,
−1 if l2 | u .
In the case of Theorem 1.2, the sign ambiguity ε is related to a ring class field of the
imaginary quadratic field F = Q(√−l1). To be more precise, let O be the order in F of
conductor l2. Then the class number h(O) of O is known to be divisible by 4. Under this
notation, we can prove the following theorem, which was conjectured by van Wamelen in
[18, Conjecture 21].
THEOREM 1.3 (See Corollary 5.8). Let pO = P ∩ O. Then ph(O)/2O is a principal
ideal in O, and
ε =
{
1 if ph(O)/4O is principal ,
−1 if ph(O)/4O is not principal .
Theorems above suggest that the sign ambiguity problem can be interpreted into a
class field theoretic problem. This idea can be clarified by a theorem of Deligne on the
special values of Γ -functions. Given a multiplicative relation (5), it is known that the














Γ̃m(α) = εαΓ̃m(α) ,






symbol and εα = εα(P ) is the root of unity ε appeared in (5). Thus the map sending P
to εα(P ) defines an algebraic Hecke character of Km corresponding to the abelian exten-
sion Km(Γ̃m(α))/Km. Note that we can compute Γ̃m(α) explicitly using Euler’s reflection
formula (22) and Gauss’ multiplication formula (23), and so we can determine the abelian
extension explicitly. The result of the computation in the case of Theorem 1.2 will be given
in the final section.
2. Multiplicative relations between Gauss sums
In order to study multiplicative relations between Gauss sums in a systematic way,
we consider a free abelian group Rm generated by the elements of Z/mZ − {0}. Thus an
element of Rm can be written as a formal sum∑
a∈Z/mZ−{0}
ca[a] ,
where ca ∈ Z. For any a1, . . . , ar ∈ Z/mZ − {0}, we set
[a1, . . . , ar ] = [a1] + · · · + [ar ] .
For example, [1, 1, 2, 2, 2] = 2[1] + 3[2]. Let Gm = (Z/mZ)×. Then we can naturally








for any t ∈ Gm.





Since τ (a) = −1 if a ≡ 0 (mod m) and |τ (a)| = √p otherwise, it follows that |τ (α)| =√





A multiplicative relation between Gauss sums is by definition a formula of the form
τ (α) = εp 12 s(α) (9)
where ε is a root of unity.
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Note that τ (α) a priori belongs to Q(ζmp) and need not belong to Km. In order to













For example, [a,−a] ∈ Am for any a ∈ Z/mZ − {0}, and [1, 1,m − 2] ∈ Am if m > 2.
We set A1 = ∅ for convenience.
PROPOSITION 2.1. We have τ (α) ∈ Km for any α ∈ Am.
To prove this, we recall some basic properties of Gauss sums. For any t ∈ (Z/mpZ)×,
let σt ∈ Gal(Q(ζmp)/Q) denote the element defined by σt (ζmp) = ζ tmp.
LEMMA 2.2. Suppose a ≡ 0 (mod m). Then
σt (τ (a)) = χ(t)−taτ (ta)
for any t ∈ (Z/mpZ)×. In particular τ (a) = χ(−1)aτ (−a).













= χ(t)−taτ (ta) .
The last statement immediately follows from this since σ−1 is the complex conjugate. This
proves the lemma. 
Proof of Proposition 2.1. Suppose t ≡ 1 (mod m). Then
σt (τ (a)) = χ(t)−aτ (a)
for any a ∈ Z/mZ. Hence, if α = ∑a ca[a] ∈ Am, then Lemma 2.2 shows that
σt (τ (α)) = χ(t)−
∑
a caaτ (α) = τ (α)
for any t ∈ (Z/mpZ)× with t ≡ 1 (mod m). This proves that τ (α) ∈ Q(ζm). 




























≡ a (mod m) .
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PROPOSITION 2.3. Notation being as above, we have θ(α) ∈ Z[Γm] if and only if
α ∈ Am.


























caa (mod Z) ,
it follows from (10) that θ(α) ∈ Z[Γm] if and only if α ∈ Am. This proves the proposi-
tion. 
Define a group homomorphism θ̃ : Rm −→ Q[Γm] by
θ̃ (α) = θ(α)− 1
2
s(α)ν





denotes the norm element. If m > 1, we define a subset Bm of Am by


















= 0 (∀t ∈ Gm)
⎫⎬
⎭ .
We set B1 = ∅ for convenience.
PROPOSITION 2.4. Let α ∈ Am and put s = s(α). Then τ (α) = εps/2 for some
root of unity ε if and only if α ∈ Bm.
Although this is a well-known fact (for example, see [19]), we give a proof for the sake
of the reader. For this purpose, we recall Stickelberger’s theorem on the prime factorization
of the ideal τ (a)mOKm , where OKm denotes the integer ring of Km.
THEOREM 2.5. For any a ∈ Z/mZ − {0}, τ (a)m belongs to Km, and the prime
ideal decomposition of the principal fractional ideal τ (a)mOKm is given by
τ (a)mOKm = Pmθ(a) .
Proof. See [10] or [4]. 
COROLLARY 2.6. If α ∈ Am, then τ (α) ∈ OKm and
τ (α)OKm = Pθ(α).
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Proof. Since τ (α) is always an algebraic integer, the first statement immediately fol-
lows from Proposition 2.1. The second statement then follows from Theorem 2.5. 
Proof of Proposition 2.4. Suppose τ (α) = εps for some root of unity ε. Then the
ideal τ (α)OKm is invariant under the Galois action. On the other hand, we have
σt (P
θ(α)) = Pσt θ(α) = Pθ(t ·α)
for any t ∈ Gm. It follows that θ(t · α) = sν for any t ∈ Gm by Corollary 2.6, hence
α ∈ Bm.
Conversely, suppose that α ∈ Bm. Then τ (α)OKm = psOKm by Corollary 2.6 again.
It follows that σ(τ(α)) = εps for some unit ε in OKm . Moreover we have |σ(τ(α))| =
|σ(ε)|ps for any σ ∈ Γm. Since |σ(τ(α))| = ps for any σ ∈ Γm, it follows that |σ(ε)| = 1
for any σ ∈ Γm. But, this holds only when ε is a root of unity. This completes the proof. 
We defineDm to be the subgroup ofRm generated by the elements of the form [a,−a]
with a ∈ Z/mZ − {0}. Although it is clear from the formula (2) that Bm containsDm, the
following proposition gives an explicit expression of τ (α) for any α ∈ Dm.
PROPOSITION 2.7. Let a1, . . . , as ∈ Z/mZ − {0}. Then
τ ([a1,−a1, . . . , as,−as]) = χ(−1)a1+a2+···+asps .
In particular, if either m is odd or [a1, . . . , as] ∈ Am, then τ ([a1,−a1, . . . , as,−as]) =
ps .
Proof. This is an immediate consequence of (2). 
It is known that Bm = Dm if and only if m is either a prime or m = 4 (see [1]), and
in the other cases there are another type of elements in Bm corresponding to the Hasse-
Davenport relation. To describe them, for any prime factor l of m, we define
γl,a =
{ [a, a + d, a + 2d, . . . , a + (l − 1)d,−la] (if l is an odd prime) ,
[a, a + d,−2a, d] (if l = 2) , (11)
where d = m/l and a is an element of Z/mZ such that la = 0. Then it can be easily
verified that γl,a ∈ Bm, hence γl,a gives an multiplicative relation between Gauss sums.
More precisely we have the following proposition.
PROPOSITION 2.8. If l is a prime factor of m, then
τ (γl,a) = χ(l)−alp s2
for any a ∈ Z/mZ with al = 0, where
s = s(γl,a) =
{
l + 1 (l > 2) ,
4 (l = 2) .
Proof. Let d = m/l. First we consider the case where l is an odd prime. From the
Davenport-Hasse relation, we obtain
l−1∏
k=0






τ (γl,a)= τ (−al)
l−1∏
k=0
τ (a + kd)




If m is odd, then χ(−1) = 1. If m is even and l = 2, then χ(−1)l = 1. Therefore,
χ(−1)l = 1 in both cases. Thus, by (2) we have
τ (al)τ (−al) = χ(−1)alp = p .
Similarly we have χ(−1)d = 1, so
τ (kd)τ (−kd) = χ(−1)kdp = p






τ (kd)τ (−kd) = p(l−1)/2 .
Consequently we obtain
τ (γl,a) = χ(l)−al · p · p(l−1)/2 = χ(l)−alp(l+1)/2 .
Next we consider the case l = 2. Applying the Davenport-Hasse relation again, we
obtain
τ (a)τ (a + d) = χ(2)−2aτ (2a)τ(d) .
Therefore
τ (γ2,a)= τ (a)τ (a + d)τ(−2a)τ(d)
= χ(2)−2aτ (2a)τ(−2a)τ(d)2
= χ(2)−2a · χ(−1)2ap · p
= χ(2)−2ap2 .
This proves the proposition. 
Let Sm be the subgroup of Rm generated by Dm and the elements of the form (11).
Then Sm is a subgroup of Bm. Hasse’s conjecture mentioned in the introduction says that
Bm = Sm, which means that (2) and (3) are essentially the only multiplicative relations
between Gauss sums. In [20] Yamamoto determined the structure of the the quotient group
Bm/Sm, which is called the ‘gap group’.
THEOREM 2.9. If m ≥ 3, then
Bm/Sm ∼= (Z/2Z)2r−1−1 ,
where r is the number of distinct prime factor of m (resp. m/2) if m ≡ 2 (mod 4) (resp. if
m ≡ 2 (mod 4)).
Proof. See [20, Theorem 17]. 
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Yamamoto’s theorem says that 2α ∈ Sm for any α ∈ Bm. Thus, using the multi-
plicative relations (2) and (3), we can determine τ (α)2 explicitly for any α ∈ Bm, and
consequently we can determine τ (α) up to sign.
REMARK 2.10. Strictly speaking, Theorem 2.9 is not identical with what Yama-
moto proved in [20]. To be more precise, define B ′m by
B ′m =
{
Bm (if m is odd) ,
Bm + Z[m/2] (if m is even) .
It is then not hard to see that
B ′m = {α ∈ Rm | θ̃ (α) = 0} .
Moreover define S′m by
S′m =
{
Sm (if m is odd) ,
Sm + Z[m/2] (if m is even) .
Yamamoto proved that B ′m/S′m ∼= (Z/2Z)2r−1−1. However, since S′m ∩ Bm = Sm, the
inclusion map Bm ↪→ B ′m induces an isomorphism
Bm/Sm ∼= B ′m/S′m ,
and so Theorem 2.9 holds.
COROLLARY 2.11.
(i) Bm = Sm if and only if either m = le with l a prime or m = 2le with l an odd
prime.
(ii) Bm/Sm ∼= Z/2Z if and only if either m = le11 le22 with l1, l2 distinct primes or
m = 2le11 le22 with l1, l2 distinct odd primes.
EXAMPLE 2.12. Ifm = 12, then B12/S12 ∼= Z/2Z is generated by α = [1, 6, 8, 9],
and
2α = [1, 1, 6, 6, 8, 8, 9, 9]
= [1, 5, 9, 9] + [1, 7, 10, 6] + [2, 8, 8, 6] − [2, 10, 5, 7]
= γ3,1 + γ2,1 + γ2,2 − [2,−2] − [5,−5] .
Yamamoto computed the product τ (α) for α = [2, 5, 8, 9], which is connected with the
element [1, 6, 8, 9] by
[1, 6, 8, 9] + [2,−2] + [5,−5] = [2, 5, 8, 9] + γ2,1.
Therefore
[2, 5, 8, 9] ≡ [1, 6, 8, 9] (mod S12) .
EXAMPLE 2.13. If m = 15, then B15/S15 ∼= Z/2Z is generated by α =
[1, 7, 10, 12], and
2α = [1, 1, 7, 7, 10, 10, 12, 12]
= [1, 4, 7, 10, 13, 12] + [1, 6, 11, 12] + [2, 7, 12, 9] − [2, 13, 6, 9]
= γ5,1 + γ3,1 + γ3,2 − [2,−2] − [6,−6] .
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3. A characterization of Bm
Let ψ be a Dirichlet character modulo m, namely ψ is a multiplicative function on
(Z/mZ)× with ψ(1) = 1. The conductor of ψ is defined to be the minimal positive divisor
f ofm such thatψ is a pull-back of a Dirichlet character modulo f by the natural surjection
(Z/mZ)× −→ (Z/fZ)×. If the conductor of ψ is m, ψ is called a primitive character. As
usual, we regard ψ as a multiplicative function on Z by setting
ψ(a) =
{
ψ(a (mod f )) (if (a, f ) = 1) ,
0 (if (a, f ) > 1) .
We say that ψ is odd (resp. even) if ψ(−1) = −1 (resp. ψ(−1) = 1). Let PC−(m) be the
set of primitive odd character of conductorm.






where dψ is the conductor of ψ . Then the following lemma is well known.
LEMMA 3.1. Let ψ0 be the trivial character of G.





where νG = ∑t∈G σt is the norm element.
(ii) If ψ is even and ψ = ψ0 then θeψ0 = 0.








where dψ is the conductor of ψ .
PROPOSITION 3.2. For any divisor d of m and for any ψ ∈ PC−(m/d), we have











(1 − ψ(l)) .
Proof. For a proof see [13]. 
In order to obtain a simpler expression of the formula in Proposition 3.2, we introduce
a ring structure into the moduleRm as follows: For any a, b ∈ Z/mZ, we define the product
of two elements [a], [b] ∈ Rm by
[a][b] =
{[ab] (if ab = 0) ,
0 (if ab = 0) .
Moreover, extending this definition Z-linearly, we define a product of two elements of Rm.
For example, if a1, . . . , as, b1, . . . , bt ∈ Z/mZ, then
[a1, . . . , as ][b1, . . . , bt ] = [a1b1, . . . , a1bt , . . . , asb1, . . . , asbt ] .
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It is then easy to see that this defines a ring structure on Rm.



































where l runs over the prime divisors of d/(a, d) not dividing m/d and l′ is an integer such
that
ll′ ≡ 1 (mod m/d).
Extending this Z-linearly to Rm, we obtain a group homomorphism Td : Rm −→ Rm/d ; if





PROPOSITION 3.3. For any ψ ∈ PC−(m/d), we have
ψ(θ̃ (α)) = ψ(Td(α))B1,ψ .
Proof. This is a restatement of Proposition 3.2. 
COROLLARY 3.4. Notation being as above, we have
Bm = {α ∈ Am | ψ(Td(α)) = 0 (∀d | m, ∀ψ ∈ PC−(m/d))}.
Proof. This follows from Proposition 3.3 since B1,ψ = 0 for any primitive odd char-
acter ψ . 
The following proposition shows that the map Td is a natural one.
PROPOSITION 3.5. If d1d2 | m, then Td2 ◦ Td1 = Td1d2 .
Proof. This is essentially proved in [2], we give a proof for the sake of the reader. Let













































































This proves Proposition 3.5 




∣∣∣∣ ψ(α) = 0 (∀ψ ∈ PC−(m)),Td(α) ∈ Bm/d (∀d | m, d > 1)
}
.
Proof. Note that for any α ∈ Rm the following equivalences hold by Corollary 3.4:
α ∈ Bm ⇐⇒
[
ψ(α) = 0 (∀ψ ∈ PC−(m)), and
ψ(Td(α)) = 0 (∀d | m, d > 1, ∀ψ ∈ PC−(m/d)).
]
The second condition of the right hand side holds if and only if the condition
ψ(Te(α)) = 0 (∀e such that d | e | m and ∀ψ ∈ PC−(m/e)) (12)
holds for any d with 1 < d | m. If we put e = dd ′ and βd = Td(α), then Te(α) = Td ′(βd)
by Proposition 3.5. Hence the condition (12) is equivalent to
ψ(Td ′(βd)) = 0 (∀δ′ | m/d, ∀ψ ∈ PC−(m/dd ′)).
But this holds if and only if βd ∈ Bm/d by Corollary 3.4 again. Therefore
α ∈ Bm ⇐⇒
[
ψ(α) = 0 (∀ψ ∈ PC−(m)), and
Td(α) ∈ Bm/d (∀d | m, d > 1)
]
.
This proves the proposition. 
4. A generator of Bm/Sm when r = 2
In what follows, we always assume that m = l1l2 is a product of distinct odd prime
numbers l1, l2 satisfying
l1 ≡ l2 ≡ 3 (mod 4) .





Let G = (Z/mZ)× and define subgroupsG1,G2,H1,H2,H of G as follows:
G1 = {t ∈ G | t ≡ 1 (mod l2)} ,
G2 = {t ∈ G | t ≡ 1 (mod l1)} ,
H1 = {t2 | t ∈ G1} ,
H2 = {t2 | t ∈ G2} ,
H =H1H2 .
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Then Gi ∼= (Z/liZ)× for i = 1, 2 and G = G1G2. Moreover we have G/H ∼= Z/2Z ×
Z/2Z. We identifyGwith the Galois group Gal(Km/Q) in the usual way. LetKli = Q(ζli ).









[t] ∈ Rm .
It is clear from the definition that
[t]η1 = η1 (∀t ∈ H1) ,
[t]η = η (∀t ∈ H) .
PROPOSITION 4.1. Let
α = η + [−l2]η1 ∈ Rm . (13)
Then α is a generator of the gap group Bm/Sm, and satisfies
2α = γl2η1 + γl2η2 − [l1,−l1]η2 − [u,−u]η . (14)







is an even character. It follows
that ψ(α) = 0. Thus, in order to prove that α ∈ Bm, it suffices to show that Tl1(α) ∈ Bl2

















[1,−l′2] + (l2 − 1)[−1]
)
η1
= (l2 − 1)[1,−1]η1 ,
which shows that Tl2(α) ∈ Dl1 . Hence α ∈ Bm.
In order to obtain the formula (14), we prove the following lemma.
LEMMA 4.2. Let u be the element of Z/mZ such that
u ≡
{
1 (mod l1) ,
−1 (mod l2) .
Then the following formulas hold.
(i) [1, u]α = γl2η1.
(ii) [1,−u]α = γl1η2 − [l1,−l1]η2 + [l2,−l2]η1.
(iii) [u,−u]α = [u,−u]η+ [l2,−l2]η1.
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Proof. Using the identity
2[1] = [1, u] + [1,−u] − [u,−u] ,
we have
2α= 2[1]α
= [1, u]α + [1,−u]α − [u,−u]α
= [1, u]η1η2 + [1, u][−l2]η1 + [1,−u]η1η2 + [1,−u][−l2]η1 − [u,−u]α .
Define l̃2 ∈ Z/mZ by
l̃2 ≡
{
1 (mod l1) ,
0 (mod l2) .
Then, since [1, u]η2 = γl2 − [l̃2,−l2], it follows that
[1, u]η1η2 = (γl2 − [l̃2,−l2])η1
= γl2η1 − [l̃2,−l2]η1
= γl2η1 − 2[−l2]η1 .
Moreover, we have [1, u][−l2]η1 = 2[−l2]η1, and so
[1, u]α = γl2η1.
On the other hand, if we define l̃1 ∈ Z/mZ by
l̃1 ≡
{
0 (mod l1) ,
1 (mod l2) ,
then [1,−u]η1 = γl1 − [l̃1,−l1], hence
[1,−u]η1η2 = γl1η2 − [l̃1,−l1]η2
= γl1η2 − [l1,−l1]η2 .
Here the last equality holds since [l̃1]η2 = [l1]η2. Moreover,
[1,−u][−l2]η1 = [1,−1][−l2]η1 = [l2,−l2]η1 ,
which belongs to Dm. Therefore
[1,−u]α = γl1η2 − [l1,−l1]η2 + [l2,−l2]η1 ,
which proves the lemma. 
Now, we return to the proof of Proposition 4.1. From Lemma 4.2 we obtain
2α = γl2η1 + γl1η2 − [l1,−l1]η2 − [u,−u]η ,
which proves (14).
It remains to show that α generates the quotient groupBm/Sm, or equivalently α ∈ Sm.
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for any β = ∑b cb[b] ∈ Rm. Recall that Sm is generated by the elements of the form
γl1,a, γl2,b and [c,−c], and all of them have even s1, hence s1(Sm) = 2Z. But, since
l1 ≡ l2 ≡ 3 (mod 4), it follows that s1(α) = s1(η) ≡ 1 (mod 2). This proves that α ∈ Sm
as desired. The proof of Proposition 4.1 is now complete. 
EXAMPLE 4.3. If m = 21, then B21/S21 ∼= Z/2Z is generated by α = [1, 4, 9, 15,
16, 18], and
2α = [1, 1, 4, 4, 9, 9, 15, 15, 16, 16, 18, 18]
= γ3,1 + γ3,2 + γ3,4 + γ7,1 − [7,−7] − [8,−8] − [5,−5] − [10,−10] .
EXAMPLE 4.4. If m = 77 = 7 · 11 (l1 = 11, l2 = 7), then B77/S77 is generated by
α = [1, 4, 16, 25, 23, 15, 60, 9, 36, 67, 37, 71, 53, 58]+ [−7][1, 8, 2, 7, 6] ,
and
2α = γ11η1 + γ7η2 − [11,−11]η2 − [34,−34]η .




±p l1−12 · l2+14 (if l1 = 3 and l2 = 3) ,
±χ(l1)l1p
l1−1
2 (if l2 = 3) ,
±χ(l2)l2p
l2+1
4 (if l1 = 3) .
Proof. It follows from Proposition 4.1 that
τ (α)2 = τ (γl2η1)τ (γl1η2)
τ ([l1,−l1]η2)τ ([u,−u]η) .







· p l1+12 · l2−12 = δ1p
l1+1







· p l1−12 · l2+12 = δ2p
l1−1




1 (l2 = 3) ,
χ(l1)
−l1 (l2 = 3) , δ2 =
{
1 (l1 = 3) ,
χ(l2)
−l2 (l1 = 3) .




τ ([u,−u]η)= p l1−12 · l2−12 .
Hence
τ (α)2 = δ1δ2p
l1+1
2 · l2−12 + l1−12 · l2+12 − l1−12 − l1−12 · l2−12 = δ1δ2p
l1+1
2 · l2+12 .
Therefore, if l1 = 3 and l2 = 3, then τ (α)2 = p
l1−1
2 · l2+12 , and so
τ (α) = ±p l1−12 · l2+14 .
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If l2 = 3, then
τ (α)2 = χ(l1)2l1pl1−1 .
Taking the square roots of the both sides yields the formula for τ (α). The case where l2 = 3
can be proved quite similarly. 
5. Ring class fields
In this section we state our main theorems. For this end, we collect some basic facts
on ring class fields of imaginary quadratic fields. We refer the reader to [5] for more details
on ring class fields.
We start with a general setting. Let F be an imaginary quadratic field and O the order
in F of conductor f . Thus
O = Z + fOF ,
where OF is the integer ring of F . Let I (O) denote the group of fractional proper O-ideals
and P(O) the group of principal O-ideals. Then the quotient group
C(O) = I (O)/P (O)
is called the ideal class group of O and its order h(O) is called the class number of O.
PROPOSITION 5.1. Let hF be the class number of F and dF the discriminant of F .
Then the class number h(O) is given by the formula













where the product is over the prime numbers dividing f and (dF /l) denotes the Kronecker
symbol.
Proof. See [5, Theorem 7.24]. 
Let IF (f ) be the subgroup of IF generated by the ideals of F prime to f and PF (f )
the subgroup of IF (f ) generated by principal ideals of F prime to f . Following Cox [5],
we denote by PF,Z(f ) the subgroup of IF (f ) generated by principal ideals of the form
αOF , where α ∈ OF satisfies
α ≡ a (mod fOF )
for some integer a prime to f . Then
C(O) ∼= IF (f )/PF,Z(f ) .
(See [5, Proposition 7.22].) Let PF,1(f ) be the subgroup of IF (f ) generated by the princi-
pal ideals of the form αOF with α ∈ OF such that α ≡ 1 (mod f ). Since
PF,1(f ) ⊂ PF,Z(f ) ⊂ IF (f ) ,
by class field theory there exists an abelian extension L(f )/F such that the Artin map
induces an isomorphism
IF (f )/PF,Z(f ) ∼= Gal(L(f )/F ) .
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The class field L(f ) is called the ring class field of O.
Now, let us return to the special case m = l1l2, where l1, l2 are prime numbers satis-
fying the following conditions:







Let F = Q(√−l1), and let OF denote the maximal order of F . Then the condition (ii)
implies that l2 is a remain prime in F . Let
O = Z + l2OF




(l2 + 1)hF if l1 > 3 ,
(l2+1)
3 if l1 = 3 ,
where hF is the class number of F . Here, note that if l1 = 3, then l2 ≡ 2 (mod 3) since
(−3/l2) = −1.
Let L(l2) be the ring class field of O. Then the following proposition holds.
PROPOSITION 5.2. Define the quartic field M0 by
M0 = Q(
√−l1,√−l2) = F(√−l2) .
Then L(l2) ∩Km = M0.
Proof. Note that M0 is a subfield of Km. First, we prove that M0 ⊂ L(l2). For this,
recall that the abelian extension Q(








of the idéle group of Q, where Hl2 = {t2 | t ∈ Z×l2 } and Z×∞ denotes the group of positive

















of the idéle group of F , where NF/Q is the norm map for the extension F/Q and v runs
over the set of places of F distinct from l2. (Recall that l2 is a remain prime in F since
(−l1/l2) = −1.) Obviously, the subgroup (Z + l2OFl2 )× of O×Fl2 satisfies

















Since the group in the right hand side corresponds to the ring class field L(l2), this implies
that M0 ⊂ L(l2).
Next, let L(1) be the Hilbert class field of F . Note that [L(1) : F ] = hF is odd
and Gal(L(l2)/L(1)) is isomorphic to a quotient group of the cyclic group (OF /l2OF )×
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(see [5, Exercises 9.21]). Hence M0 is the unique intermediate field in L(l2)/F with [M0 :
F ] = 2. Let Qab denote the maximal abelian extension of Q. Then
L(l2) ∩Km = L(l2) ∩ Qab . (16)
To see this, let Rm be the ray class field of F of conductorm. Then, sinceL(l2) is contained
in Rm andKm = Rm ∩ Qab, it follows that
L(l2) ∩Km = L(l2) ∩ (Rm ∩ Qab)
= (L(l2) ∩ Rm) ∩ Qab
= L(l2) ∩ Qab .
It follows from (17) that L(l2) ∩ Km is the maximal subextension of L(l2)/F on which
Gal(F/Q) acts trivially. But, since L(l2)/F is a generalized dihedral extension (see [5,
Theorem 9.18]), we see that M0 = L(l2) ∩Km. This completes the proof. 
Let L(1) be the Hilbert class field of F . Then [L(1) : F ] = hF and [L(l2) : F ] =
h(O). Since hF is odd and L(l2)/L(1) is a cyclic extension of degree l2 + 1 or (l2 + 1)/3,
which is divisible by 4, there exists a unique intermediate field M such that [M : F ] = 4.
Since p ≡ 1 (mod m), p splits completely in Q(ζm). Moreover, since L(l2) ∩ Q(ζm) =











∈ Gal(M/M0). Identifying the Galois group Gal(M/M0) with
μ2 = {±1}, we obtain a homomorphism
ε : IF (l2) −→ μ2 .
Thus ε(p) = 1 if and only if p splits completely in M/F .
We can now state our main theorems. First, suppose l1 > 3 and l2 > 3.
THEOREM 5.3. Suppose l1, l2 > 3. If we put α = η + [−l2]η1, then
τ (α) = ε(p)p l1−12 · l2+14 .
Moreover, we have 4ph(O)/4 = u2 + l1v2 for some integers u, v, exactly one of which is
divisible by l2, and ε(p) = 1 if and only if l2 | v.





= 1, we set
l1 = 11 and l2 = 7. Let F = Q(
√−11) and O = Z + 7OF . Then hF = 1 and h(O) = 8.
Let α be the generator defined in Example 4.4. Then
τ (α) = εp10
with ε = ±1. Since hF = 1, we have
4p2 = u2 + 11v2 ,
for some integer u, v. Then Theorem 5.3 implies that
ε =
{
1 if 7 | v ,
−1 if 7 | u .
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Next, we consider the case wherem = 3l. In this case, χ(l)l is a cubic root of unity.
THEOREM 5.5. Supposem = 3l.
(i) If l ≡ 1 (mod 3) (i.e., l1 = l, l2 = 3), then 4p(l+1)hF /4 = u2 + lv2 for some
integers u, v, and exactly one of u and v is divisible by 3. Moreover, if we put
α = η + [−3]η, then
τ (α) = ε(p)χ(l)lp l−12
and ε(p) = 1 if and only if 3 | v.
(ii) If l ≡ 2 (mod 3) (i.e., l1 = 3, l2 = l), then 4p(l+1)/12 = u2 + 3v2 for some
integers u, v, and exactly one of u and v is divisible by l. Moreover, if we put
α = η + [−l], then
τ (α) = ε(p)χ(l)lp l+14
and ε(p) = 1 if and only if l | v.
EXAMPLE 5.6 (Muskat-Zee [16]). If m = 21 = 3 · 7, then l1 = 7 and l2 = 3. Let
F = Q(√−7) and O = Z + 3OF . Then hF = 1 and h(O) = 4. Let
α = [1, 4, 16] + [−3][1, 4, 16] = [1, 4, 16, 9, 15, 18] .
Then
τ (α) = εχ(7)7p3
with ε = ±1. We have p = u2 + 7v2 for some integers u, v, and
ε =
{
1 if 3 | v ,
−1 if 3 | u .
EXAMPLE 5.7. If m = 33 = 3 · 11, then l1 = 3 and l2 = 11. Let F = Q(
√−3)
and O = Z + 11OF . Then hF = 1 and h(O) = 4. Let
α = [1, 4, 16, 31, 25] + [−11] = [1, 4, 16, 31, 25, 22] .
Then
τ (α) = εχ(11)11p3
with ε = ±1. We have 4p = u2 + 3v2 for some integers u, v, and
ε =
{
1 if 11 | v ,
−1 if 11 | u .
Let pO = p ∩ O be the prime ideal in O. Since p splits completely in M0, we have
p
h(O)/2
O is principal. The following corollary gives an affirmative answer to the conjecture
of van Wamelen ([18, Conjecture 21]).
COROLLARY 5.8. Notation being as above, ph(O)/4O is principal if and only if
ε(p) = 1.
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6. Proof of the main theorems
The purpose of this section is to prove Theorem 5.3, Theorem 5.5 and Corollary 5.8.
After proving them, we will prove Theorem 1.2. In this section we write τm(a) for τ (a)
to specify the Gauss sum τ (a) depends on χ whose order is m. We also write τl1(a) for
τm(l2a) since χl2 is the l1-th power residue symbol.
Let us start with two lemmas.
LEMMA 6.1. Let l′2 be an integer prime to l1 such that l2l′2 ≡ 1 (mod l1). Let λ2 be
a prime ideal of Km which divides l2. Then
τm(a) ≡ τl1(l′2a) (mod λ2) .
Proof. Let A,B be integers such that Al2 + Bl1 = 1. Then
p − 1
m
= (p − 1)A
l1
+ (p − 1)B
l2
.

























where Pi = P ∩ Q(ζli ) and (·/Pi)li is the li -th power residue symbol. Since μm(C) maps

























































ζ xp (mod λ2)
= τl1(l′2a) .
This completes the proof. 
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Let F = Q(√−l1). Then the class number hF of F is odd. Since t · η1 = η1
for any t ∈ (Z/l1Z)×, it follows that σ(τl1(η1)) = η1 for any σ ∈ Gal(Kl1/F ), hence
τl1(η1) belongs to F . Consequently τl1(η1) belongs to OF , and so we can consider the
ideal τl1(η1)OF . The following lemma gives the prime ideal decomposition of the ideal
τl1(η1)OF .
LEMMA 6.2. Let p = OF ∩ P be the prime ideal of F lying under P . Then the









Proof. Let Kl1 = Q(ζl1) be the l1-th cyclotomic field and put P1 = OKl1 ∩ P . Then














(l1 − 1)νG1 ,






t∈H1 ψ(t) = 0, so
θ(η1)eψ = 0 .





θ(η1)eψ = − l1 − 1
2

















which proves the lemma. 
PROPOSITION 6.3. Notation being as above, we have τl1(η1)
(l2+1)/2 ∈ O and
τl1(η1)
l2+1
2 O = (p)
(
l1−1





In particular, phO/2O is a principal ideal of O.
Proof. By Lemma 6.1 we have
τm(a) ≡ τl1(l′2a) (mod λ2)
























= −1, we have
τl1([l′2]η1) = τl1([−1]η1) .
Therefore
τ (η) ≡ τl1([−1]η1)
l2−1











2 (mod λ2) .
On the other hand,
τm(α) = εp
l1−1
2 · l2+14 ≡ ε (mod l2) .
Since λ2OKm ∩ F = l2OF , this implies that
τl1(η1)
l2+1
2 ≡ ε (mod l2OF ) , (18)
which shows that τl1(η1)
(l2+1)/2 ∈ O. 







































for some integers u, v with u ≡ v (mod 2). Combining this with (19), we obtain
4p
h(O)
4 = u2 + l1v2 .






2 ≡ ε (mod l2) .
This implies that
u2 − l1v2 + 2uv
√−l1 ≡ 4ε (mod l2) ,
which means that l2 | uv. If l2 | v, then
u2 ≡ 4ε (mod l2) . (21)





= ε, hence (21) shows that ε = 1.
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On the other hand, if l2 | u, then
−l1v2 ≡ 4ε (mod l2).
By a similar argument as above, we conclude that ε = −1.
Finally, we prove that ε = ε(p). To see this, note that v ≡ 0 (mod l2) if and only
if τl1(η1)
(l2+1)/4 ∈ O. The latter condition holds if and only if ph(O)/4 is principal, or
equivalently ε(p) = 1. Therefore ε = 1 if and only if ε(p) = 1. This completes the
proof. 
Proof of Theorem 5.5. We can prove Theorem 5.5 quite similarly as above if we re-
place (18) with the congruence
τl1(η1)
l2+1
2 ≡ εχ(l)l (mod l2OF ) ,
which derives from Proposition 4.5. 
Proof of Corollary 5.8. If ε = 1, then l2 | v and l1  u. Hence
2τl1(η1)
l2+1
4 ≡ u (mod l2) ,
which implies that τl1(η1)
l2+1
4 ∈ PF,Z(l2). This shows that ph(O)/4O is principal.
On the other hand, if ε = −1, then l2 | u and l1  v, hence
2τl1(η1)
l2+1
4 ≡ v√−l1 (mod l2) ,
which implies that τl1(η1)
l2+1
4 ∈ PF,Z(l2). This shows that ph(O)/4O is not principal. 
Proof of Theorem 1.2. Proposition 2.7 and Proposition 2.8 show that τ (α)p−s(α)/2 is
an m-th rot of unity for any α ∈ Sm. Therefore εm in Theorem 1.2 does not depend of
the choice of a generator of Bm/Sm. Hence Theorem 1.2 follows from Theorem 5.3 and
Theorem 5.5. 
7. Products of special values of Γ -functions
In this section we will give an explicit description of the fieldM defined in §5. For the
time being, we assume that m is a general positive integer.











If α ∈ Bm, then s(α) is even and Γ̃m(α) is an algebraic number and generates an abelian
extension of Km (see [6]). More precisely the following theorem holds.
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THEOREM 7.1. If α ∈ Bm, then Γ̃m(α) is an algebraic number and generates an










denotes the Artin symbol.
Proof. See [6, Theorem 7.18]. 





Proof. By Euler’s reflection formula for the Γ -function, we have
Γ (x)Γ (1 − x) = π
sinπx
(22)
for any x ∈ R − Z. Therefore,














The lemma immediately follows from this. 







for any a ∈ Z with la ≡ 0 (mod m).
















































l〈a/d〉−1/2 · 2 sin(〈 a
d
〉π) ,
from which the lemma easily follows. 
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LEMMA 7.4. Let l be an odd prime number with l ≡ 3 (mod 4) and h(−l) the class
number of the imaginary quadratic field Q(























Proof. The first formula (i) is well known. To prove (ii), let ζ = eπi/ l . Since
sin(〈−a
l






































ζ a(1 − ζ−2a)
= (−1)− l−12 ζ l(l−1)2
l−1∏
a=1
(1 − ζ a)




〉π) > 0 for any a with 0 < a < l, the lemma follows. 
Now, we focus on the case where m = l1l2. To state the next theorem, let
κ =
{





(if m = 3l) .
THEOREM 7.5. Let α be as in Theorem 5.3. Then
Γ̃m(α)= ρ−1κ
√−l1 h(−l2)−12 √−l2 h(−l1)−12 4√l2√ε0 h(l1l2)2 ,




COROLLARY 7.6. Let M be the subfield of L(l2) defined in §5. Then







Proof. Since εα(P ) = ε(p), this follows from Theorem 7.1 and Theorem 7.5. 
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which proves the lemma. 




















By Lemma 7.4 the denominator is equal to (−1)(l2−3)/4√−l2, and the lemma follows. 
LEMMA 7.9. Let ε0 be the fundamental unit of the real quadratic field Q(
√
l1l2)
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= 1 . (26)
To see this, let Φm(x) be the m-th cyclotomic polynomial and put ζ = eπi/m. Then, since











(ζ a − ζ−a) =
∏
a∈G
ζ a(1 − ζ−2a) =
∏
a∈G
(1 − ζ 2a) = Φm(1) .


















a∈G 2 sin(〈 am 〉π)
=
∏








We know that the last quantity equals ε2h(l1l2)0 by Dirichlet’s class number formula. It











〉π) > 0 for any a ∈ G and ε0 > 0. Therefore, taking the 4-th roots of the









Combining this with (24), we obtain the lemma. 
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= (2π) 14 (l1−1)(l2+1) · κ2√l1h(−l2)−1√l2h(−l1)−1√l2√ε0h(l1l2).
Therefore




2 (h(−l2)−1)√l2 12 (h(−l1)−1) 4√l2√ε0 h(l1l2)2 .
Dividing the both sides by (2πi)s(α)/2, we obtain Theorem 7.5. 
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