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Abstract
Kastor–Traschen (KT) type solution in a cosmological set up is
studied in this article. We examine a hybrid of a KT metric and a
Friedmann-Robertson-Walker-Lemaitre (FRWL) solution. The prob-
lem is treated in a general number of dimensions D ≥ 4 and we
include the cosmological constant Λ parameter into the Einstein–
Maxwell equations.
The matter source consists of two fluids – charged dust and neu-
tral fluid with non-vanishing pressure.
The equations of motion for the fluid and electromagnetic (EM)
field are written down and an exact solution generalising the ex-
tremely charged Reissner–Nordstro¨m black hole to an arbitrary spa-
tial curvature parameter is presented. We examine metric and sin-
gularities of curvature scalars, trapped horizons as well as energy
conditions.
Keywords
Kastor–Traschen, Friedmann-Robertson-Walker-Lemaitre, exact so-
lution, general relativity, spherical symmetry.
1 Introduction
Since the formulation of general relativity by Albert Einstein in the early
twentieth century, scientists have been trying to find exact solutions to
the Einstein equations, equations of motion for the metric field (de-
scribing the space–time) and matter sources, in various settings. Some
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of them include cosmological solutions and solutions describing var-
ious matter source distributions that are finite in space. A natural
desire has emerged – to find a solution describing an object immersed
in a cosmological space–time.
There are several solutions, such as the McVittie one [1] and metric
ansa¨tze that may describe such a situation, e.g. the Lemaitre–Tolman–
Bondi metrics [2].
Dynamic black hole solutions are objects that have been intensively
studied in recent years, e.g. generating theorems [3] and conservation
laws [4], [5].
FRWL space-time [6] is another exact solution of the Einstein equa-
tions, which describes, both globally and spatially, isotropic space-time
and represents one of the most famous cosmological solutions.
Majumdar–Papapetrou (MP) solutions describe static space–times
of a charged fluid with mass and charge densities in equilibrium [7],
i.e. the repulsive electrostatic forces are balanced by attracting gravi-
tational forces.
It turns out that such solutions have a simple form. The metric
is determined by a single function that is directly related to the non–
relativistic electrostatic potential of the charge distribution in question.
The MP solutions can be extended to the case of a positive cosmological
constant; such solutions are generally called KT solutions [8].
In this article, we follow the above mentioned line of research. We
examine a KT type solution in a cosmological FRWL inspired setting
by considering co–moving charged dust and perfect fluid as the matter
source.
Outline of this article is as follows: We introduce the metric of inter-
est, hybrid KT–FRWL metric, in Section 2. Einstein–Maxwell equations
are examined in Section 3 starting from a general charged fluid source
and applying it to the metric considered; the equations are reduced to
a set of basic equations on which the rest of this article is based on.
In Section 4, we comment on Λ–electro-vacuum charged dust shells
related to a proposition from our earlier article [9].
The remaining Sections 5 – 8, except for the inevitable conclusion
in Section 9, are devoted to the examination of various aspects (such
as singularities, trapped horizons and energy conditions) of possible
solutions with special emphasis on a spherical symmetry.
2 Kastor-Traschen–FRWL (KT–FRWL) metric
The notation is as follows: Lower-case Greek indices run from 0 to D−1,
lower-case Latin indices from 1 to D − 1. x0 = ct, where t is the time
coordinate, with c being the speed of light; the Lorentzian signature
is mostly minus; comma and semicolon denote partial and covariant
derivatives; overdot is used for partial derivative w.r.t. time.
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Let us briefly mention the FRWL metric that is a sub–case of our
starting ansatz (2.3). The cosmological FRWL space–time is charac-
terised by line element
ds2 = (cdt)2−F 2h2δijdxidxj , F = F (t), h−1 = 1+ 1
4
kr2, r2 = δijx
ixj . (2.1)
An alternate parametrisation of scale factor F is F = ea(t).
FRWL space–time is conformally flat, i.e. it can be written – in a
special coordinate system – in the form
gαβ = Ω
2ηαβ , (2.2)
where ηαβ is Minkowski metric tensor and Ω is a general non–vanishing
function of coordinates xγ . We note a space–time is conformally flat if
and only if its Weyl tensor (trace–free part of Riemann tensor) vanishes.
The FRWL metric is characterised by scale factor F (t), see (2.1), and
a constant – scalar curvature parameter k. The latter can be normalised
so that it can take values k ∈ {0, ±1}. k determines curvature of space.
In the case of k = 1 the space is positively curved (e.g. a sphere or
hypersphere), in the case of k = 0 space is flat and in the case of k = −1
space is negatively curved (e.g. hyperboloid).
The hybrid KT–FRWL metric considered is 1
ds2 = G−2(cdt)2 − G2/(D−3) γijdxidxj , G = G(t, xi), (2.3)
where the spatial metric γij will later be chosen to describe a maximally
symmetric space with an added flat sector, i.e.
γijdx
idxj = h2[dr2 + r2dΩ2β ]︸ ︷︷ ︸
S(k)β+1
+ δABdz
AdzB︸ ︷︷ ︸
RD−2−β
, (2.4)
where the coordinates are labelled as
dx1 ≡ dr; dxΓ+1 ≡ dθΓ, Γ ∈ (1, . . . , β); dxA+β+1 ≡ dzA, A ∈ (1, ..., D− 2−β)
and dΩ2β =
β−1∑
Γ=1
[
Γ∏
Υ=1
sin2 (θΥ)
]
(dθΓ+1)
2
+ dθ21 denotes volume element of a
unit radius sphere of dimension β.
Product and sum over empty sets of indices are understood as fol-
lows ∏
∅
= 1,
∑
∅
= 0. (2.5)
The metric γij is the direct sum of a metric on (β + 1) dimensional
space S(k)β+1 2 of constant curvature k ∈ {0,±1} and a flat metric on
RD−2−β . It is a simple generalisation of the flat ansatz considered in [9].
1The explicitly written factor ’2’ in the exponents at the metric functions G ensures the
metric coefficients have the correct signs.
2By metric on S(k)β+1 we mean a metric which we obtain from the flat Euclidean metric on
Sβ × R, multiplied by h2 in a certain coordinate system. The metric on S(1)β+1 is a positive
constant curvature metric on Sβ+1 in the case of k = 1.
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If we set both G˙ = 0 and k = 0, then (2.4) reduces to the MP metric.
On the other hand, the conformally flat FRWL metric is recovered in
the case of both G(t, xi) ⇒ G(t) and β = (D − 2). The following time
coordinate transformation
G(t)
1
(D−3) = F (t˜),
dt
G
= dt˜
brings the metric into a rather standard FRWL space–time form (2.1).
Both KT and KT–FRWL metrics are not conformally flat in general.
3 Einstein–Maxwell equations
3.1 Co–moving charged fluid matter source
The standard General Relativity with Einstein–Hilbert Lagrangian and
geometry described by the Levi–Civita connection (i.e. Riemann tensor
and its contractions are determined solely by the metric tensor gαβ and
its derivatives) gives the Einstein equations
Rαβ − 1
2
gαβR ≡ Gαβ = KTαβ + Λgαβ . (3.1)
The appearing symbols have the following meaning; K = D−2D−3
4piκ
c4 is cou-
pling constant in a D dimensional space-time. Tαβ is the total stress-
energy-momentum tensor and Λ is the cosmological constant.
The matter source considered consists of two different parts – a
charged fluid and an electro–magnetic (EM) field, i.e.
Tαβ = ρmc
2uαuβ −Παβ + ε0c2
(
1
4
F γδFγδgαβ − Fα δFβδ
)
, (3.2)
where Παβ = Πβα is pressure term that satisfies Παβuβ = 0.
In the case of isotropic–pressure fluid, it is given by a simple formula
Παβ = p[gαβ − uαuβ ], where p is the (isotropic) pressure.
Both fluid sources (KT charged dust and FRWL fluid) have been writ-
ten in a single formula (3.2) as we shall assume that the corresponding
velocities are parallel.
The EM field is described by gauge 1-form potential Aα that en-
ters the equation (3.2) through the (strength) electromagnetic tensor
Fαβ = Aβ;α −Aα;β . The equation of motion for the EM field, the Maxwell
equation, relates the strength tensor Fαβ to electric current jαe as
Fαβ;α =
1√|g|
(√
|g|Fαβ
)
,α
=
jβe
ε0c2
, (3.3)
where we have used identity relating covariant divergence of an anti-
symmetric tensor with ”ordinary” divergence.
Let us assume the fluid is at rest in a certain coordinate system. As
a result, the vector of velocity becomes uα =
√
g00δ
0
α and the electric
4
current has only one non–zero component j0e =
cρe√
g00
in that frame,
where ρe denotes charge density.
Using the expression for the charge current components, the Maxwell
equation (3.3) simplifies to
(
√
|g|Fα0),α =
√|g|√
g00
ρe
ε0c
, (
√
|g|Fαi),α = 0. (3.4)
A suitable ansatz of the potential Aµ, that can satisfy the above set of
equations (3.4), is
Aµ =
[
φe
c
g00 + f˙G(t)
]
δ0µ, (3.5)
where φe is the electrostatic potential and the addition due to fG repre-
sents a gauge Aµ → Aµ + fG,µ degree of freedom.
The ansatz (3.5) leads to F0i = −Fi0 being the only non–zero compo-
nents of the field strength tensor. This, together with the fact that the
fluid is co–moving, in turn implies the off-diagonal components of the
stress-energy-momentum tensor are
T0i = T
EM
0i = 0, Tij |i 6=j = TEMij
∣∣
i 6=j = −ε0c2A0,iA0,jG2. (3.6)
The diagonal components of the EM contribution become
TEM00 = −
1
2
ε0c
2gijA0,iA0,j , T
EM
ii = −ε0c2G2(A0,i)2 − TEM00 giig00.
The Einstein–Maxwell equations are often supplemented by so called
energy conditions [10] that are the necessary conditions for a mathe-
matical solution to the equations to be physically reasonable.
3.2 The Riemann, Weyl and Einstein tensors
Firstly, let us define some useful abbreviations,
ξD ≡ 1
D − 3 , αDI ≡ (D − I)ξD =
D − I
D − 3 , βDI ≡ (D − I)(D − I − 1).
In order to write down the Einstein equations, we need to calculate
the Riemann, Ricci and Einstein tensor of sub-metric γij appearing
in (2.3). Its components are
γ11 = h
2,
γii = r
2h2
i−2∏
Γ=1
sin2(θΓ), i ∈ (2, . . . , β + 1),
γii = 1, i ∈ (β + 2, . . . , D − 1).
The independent nonzero component of the Riemann tensor can be
written in the form
R(γ)
i
jij = kγjj , i 6= j, i ∧ j ∈ (1, .., β + 1),
R(γ)
i
jij = 0, i ∨ j ∈ (β + 2, .., D − 1),
(3.7)
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with no sum over repeated index i.
The Ricci tensor and Ricci scalar take the form
R(γ)ii = kβγii, i ∈ (1, .., β + 1),
R(γ)ii = 0, i ∈ (β + 2, .., D − 1),
R(γ) = kβ(β + 1).
(3.8)
The Einstein tensor of γij metric can be written
G(γ)ij = − 12β(β − 1)kγij , i, j ≤ β + 1,
G(γ)ij = − 12β(β + 1)kγij , i, j > β + 1.
(3.9)
The non–zero Riemann tensor components that are not related by
index symmetries of the total space–time metric (2.1) are
R0i0j = ξD
[
GG¨ + ξDG˙
2
]
G2ξDγij
+
[
G∇(γ)i∇(γ)jG− 2αD2G,iG,j + ξD
(∇(γ)G)2 γij] G−2,
Ri0jk = 2ξDG
−1δi[kG˙,j],
Rijkm = R
i
(γ) jkm + 2ξD
[
G˙
2
G2ξD − (∇(γ)G)2 G−2] δi[kγm]j
+4ξDγ
ipγ[j|[m
(−G∇(γ)k]∇(γ)|p]G + αD2G,k]G,|p]) G−2.
Similarly, the Weyl tensor components
Wµνρτ = Rµνρτ +
4
D − 2g[µ|[τRρ]|ν] −
2
(D − 1)(D − 2)Rgµ[τgρ]ν (3.10)
of the space–time described by metric (2.1) are
W0i0j = − 1
D − 2
[
R(γ)ij − 1
D − 1R(γ)γij
]
G−2 +AijG−2,
Wijkm = −W(γ)ijkmG2ξD − 4ξDγ[i|[mAk]|j]G2ξD ,
with abbreviations
Aij = Bij − 1
D − 1 (γ
mnBmn) γij , Bij =
G∇(γ)i∇(γ)jG− (2D − 5)ξDG,iG,j
G2
and W(γ)ijkm is given by (3.10) with the Riemann tensor (and corre-
sponding contractions) Rµνρτ replaced by R(γ)ijkl, the dimensional fac-
tors remaining the same
W(γ)ijij = k
(D − β − 1)(D − β − 2)
βD1
γiiγjj , i ∧ j ≤ β + 1,
W(γ)ijij = k
β(β + 2−D)
βD1
γii, i ≤ β + 1 < j,
W(γ)ijij = k
β(β + 1)
βD1
, β + 1 < i ∧ j.
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We have defined indices (anti)symmetrisation notation
Tµ(νρ) =
1
2
(Tµνρ + Tµρν) , Tµ[ν|ρ|τ ] =
1
2
(Tµνρτ − Tµτρν) ,
i.e. square brackets denote antisymmetrisation, as opposed to round
bracket symmetrisation, and indices enclosed within | . . . | are not af-
fected by the index-symmetry operations (marked outside of the range
| . . . |).
Non–zero components of the Einstein tensor Gµν corresponding to
the metric (2.1) are
G00 = −1
2
αD2
[
2G
(
∆(γ)G
)− (∇(γ)G)2] G−4−2ξD
+
1
2
R(γ)G
−2−2ξD +
1
2
αD1αD2G˙
2
G−2,
G0i = −αD2G,0iG−1,
Gij = −1
2
αD2
[
2G,iG,j −
(∇(γ)G)2 γij] G−2
+G(γ)ij − 1
2
αD2
[
2G¨G + αD1G˙
2
]
G2ξDγij ,
where we have introduced γij related quantities, square of a gradient of
a function and Laplace operator,(∇(γ)G)2 = γmnG,mG,n, ∆(γ)G = 1√|γ|
(√
|γ|γmnG,n
)
,m
, γ = det (γij) ,
Einstein tensor G(γ)ij and Ricci scalar R(γ).
The above formulae hold for arbitrary time independent γij and they
can be viewed as an extension of [11] to the case of G depending also
on time.
In the case of β = D − 2, i.e. no flat sector in (2.4), we have to put
R(γ) = βD1k, G(γ)ij = −1
2
βD2kγij (3.11)
into the general formulae for the Einstein tensor presented at the begin-
ning of this sub–section. Notice that the β = D − 2 metric (2.4) reduces
to the globally isotropic metric which implies that the corresponding
Einstein tensor G(γ)ij is also isotropic.
The constant curvature sector metric can be written in an alternate
form
h2[dr2 + r2dΩ2β ] = dϑ
2 + s2k(ϑ)dΩ
2
β , (3.12)
we have defined the function sk(ϑ) by
sk(ϑ) ≡ 1√
k
sin
(√
k ϑ
)
=
 sinhϑ, k = −1,ϑ, k = 0,
sinϑ, k = +1.
(3.13)
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We can also define the function ck(ϑ)
ck(ϑ) ≡ dsk(ϑ)
dϑ
= sk(ϑ),ϑ =
 coshϑ, k = −1,1, k = 0,
cosϑ, k = +1.
(3.14)
The sk and ck satisfy
c2k + ks
2
k = 1, ck ,ϑ = −ksk. (3.15)
3.3 The basic equations for the KT–FRWL metric
Let us assume the fluid is at rest in the same coordinate system in
which the metric (2.3) is written.
A convenient form of the pressure term Παβ for the co–moving fluid
corresponding to the metric γij (2.4) is
Π0µ = 0, i, j ≤ β + 1 : Πij = pk−sectorgij , i, j ≥ β + 2 : Πij = pflatgij . (3.16)
Adopting the ansatz (3.5), it follows that (3.6) holds and this allows
us to separate time and spatial variables in G and solve φe in terms of
G.
Indeed, the time-space mixed components of the Einstein equations
imply
0 = G0i ∝ G,0i ⇒ G = T(t) + R(xi),
i.e. the metric (2.3) simplifies to
ds2 =
(
cdt
G
)2
− G2ξDγijdxidxj , G = T(t) + R(~r), (3.17)
where we continue to write G instead of T + R for the sake of brevity.
MP metric corresponds to a special case of T(t) being a constant
(that can be scaled so that T = 1) and k = 0.
The i 6= j Einstein equation, see (3.6) and the expression for Gij ,
the latter simplified by diagonality of γij (2.4) in the coordinate system
used, gives
1
G
= ±
√
Kε0
αD2
[
φe
G2
+ cf˙G(t)
]
+ f˜(t),
where f˜(t) is an integration (with respect to spatial coordinates) con-
stant. We choose such a gauge that the f˙G(t) in the above equation
cancels f˜(t).
Then it follows
G = ±
√
Kε0
αD2
φe. (3.18)
Using the above results for G and φe(G), the remaining Einstein–
Maxwell equations determine dependence of ρm, ρe and p on the metric
function G
Λ−Kpk−sector = αD2G¨G + αD2αD1
2
G˙
2
+
1
2
β(β − 1)kG−2ξD , (3.19)
pflat = pk−sector + βkK−1, (3.20)
Λ +Kc2ρm =
αD2αD1
2
G˙
2 ±
√
αD2
K
ε0
ρe +
1
2
β(β + 1)kG−2ξD (3.21)
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where we have used a non–trivial Maxwell equation
∆(γ)G = ±
√
1
αD2
K
ε0
ρeG
αD1 . (3.22)
in the (3.21).
Let us note that the Maxwell equation Fµi ;µ = 0 is identically satis-
fied.
The mathematical solution relating G and φe or ρe contains an un-
determined sign parameter. This parameter comes from the fact that
corresponding i 6= j Einstein-Maxwell equations are quadratic in both
gauge-field Aµ and metric function G.
In the case of β = (D − 2), no flat sector present in γij , the pressure
is isotropic p = pk−sector.
The equations (3.19) and (3.21) are analogous to the FRWL space–
time Einstein equations and for φe = 0, G = G(t) are identical with
FRWL Einstein equations. The equation (3.21) reduces to the static
Majumdar–Papapetrou mass–charge balance condition in the appro-
priate limit of all Λ, G˙ and k vanishing. The balance condition ensures
that attractive gravitational forces are exactly compensated by repul-
sive electrostatic forces so that the static Majumdar–Papapetrou solu-
tion can be obtained. The metric function G is also a linear function
of the electrostatic potential, which itself is a solution to the Poisson
equation (3.22).
3.4 Petrov classification of a class of solutions
We shall use the coordinate system as in (3.12). The Petrov classifica-
tion in higher dimensions [12, 13] is applied.
It relies on finding a Weyl Aligned Null Direction (WAND) which sat-
isfies the same condition as the principal null direction of D = 4
classification, i.e.
0 = N[ρτ ][ωϕ] ≡ kµkνk[ρWτ ]µν[ωkϕ], 0 = gµνkµkν . (3.23)
Then a so called alignment type of the Weyl tensor (with respect to a
null basis built using the WANDs) [12, 13] is determined in order to
complete the classification.
Let us examine two simple sub–cases satisfying all
G = G(t, x1 ≡ ϑ), (∆(γ)G) ≡ G,11 + β ck
sk
G,1 = 0, W(γ)ijkm = 0, (3.24)
one of the two sub–cases represents a solution examined in detail in
this article. Indeed, the third equation in (3.24) is satisfied e.g. in the
two following cases - first, β = (D − 2), k arbitrary and second, β
arbitrary but k = 0 this time. The latter case corresponds to the shell
solutions examined in [9].
The first equation in (3.24) is a natural requirement that the function
G respects symmetries of the metric γij . The first two conditions in (3.24)
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imply that Aij , introduced in the previous section, takes the form
Aij = −(β+1)ck
sk
G,1
G
[
δ1i δ
1
j −
γij
β + 1
]
i,j≤β+1
−(2D−5)ξD (G,1)
2
G2
[
δ1i δ
1
j −
γij
D − 1
]
,
where the fact that γ11 = 1 has been used. If i or j are greater than
β + 1, the first square bracket term in Aij should be omitted.
Thus there are three classes of indices depending on the form of Aij .
For that reason, we divide the spatial metric (2.4) into three auxiliary
sectors - the first one corresponds to x1 only, the second corresponds
to the rest of S(k)β+1 part (indices labelled by capital Greek letters) and the
last one corresponds to the flat part RD−2−β (indices labelled by capital
Latin letters).
Using that (3.24), together with the form of γij in (2.4), implies that
Aij is diagonal. We can define three corresponding auxiliary quantities
Γi = Aiiγ
ii, Ailk
l = Ailγ
lmkˆm = Γikˆi,
i = 1 : Γ1 = −
[
β
ck
sk
G
G,1
+ ξD(D − 2)2D − 5
D − 1
]
(G,1)
2
G2
,
i ∈ {2, . . . , β + 1} : Γi =
[
ck
sk
G
G,1
+ ξD
2D − 5
D − 1
]
(G,1)
2
G2
,
i ∈ {β + 2, . . . , D − 1} : Γi = ξD 2D − 5
D − 1
(G,1)
2
G2
,
with no sum over the repeated index i. If we further introduce the fol-
lowing quantities
kˆi = γijk
j ,
∣∣∣~k∣∣∣2 = γijkikj = kˆjkj , ΞK = Aijkikj∣∣∣~k∣∣∣2 , Dij = (D − 2)Aij + ΞKγij ,
then the WAND equation (3.23) is turned into
0 =
4N[0i][0j]
−G4ξD−2
∣∣∣~k∣∣∣2 = [αD2(Γi + Γj)− ΞK] kˆikˆj − ξD
∣∣∣~k∣∣∣2Dij , (3.25)
0 =
4N[0p][qr]
−G4ξDk0
= αD2kˆpkˆqkˆr(Γq − Γr)− 2ξD
∣∣∣~k∣∣∣2Dp[qkˆr], (3.26)
0 =
N[pq][rs]
−G6ξD
∣∣∣~k∣∣∣2 = ξDkˆ[pDq][rkˆs]. (3.27)
We assume that both G,1 (in order to exclude ”trivial” FRWL metric)
and all ~k components appearing in the above equations are non–zero.
This leads to contradictions in many cases thus eliminating unsuitable
WAND candidates.
In the following four items, no sum over the repeated indices of the
~k’s components is performed; all explicitly appearing components are
assumed to be non–zero.
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• We can start by investigating (3.25) in the case of i 6= j (so that
Dij = 0). Let us consider e.g. ij given by Υ1Υ2, Υ1 6= Υ2, and
A1A2, A1 6= A2, i.e. a vector ~k of the form
~k = k1∂1 + k
Υ1∂Υ1 + k
Υ2∂Υ2 + . . .︸ ︷︷ ︸
S(k)β+1 part
+ kA1∂A1 + k
A2∂A2 + . . .︸ ︷︷ ︸
RD−2−β part
.
The dots in the above equation indicate that some other compo-
nents may be, but need not be, non–zero.
Subtracting the equations corresponding to the choice of indices
Υ1Υ2 and A1A2 with kˆs omitted, reveals
0 = 2αD2(ΓΥ1 − ΓA1)⇒ G,1 = 0.
Thus a WAND candidate cannot simultaneously have two or more
non–zero components with both second and third class indices,
irrespective of the value of k1.
• WAND candidates with ~k = kA1∂A1 + kA2∂A2 + . . . have ΞK = ΓA1
and can be ruled out in a similar spirit.
• The case of β = (D − 2) is particularly easy to examine because
Aij has a unified single form.
Examining the WAND condition N[01][01] = 0 reveals the only ad-
missible WAND candidate has ~k = k1∂1. Expressing kˆ21/
∣∣∣~k∣∣∣2 ∈ (0, 1]
is useful in reaching that conclusion.
This candidate also satisfies the remaining N[ρτ ][ωϕ] = 0 equa-
tions, thus it is indeed a WAND.
• The WAND candidate list can be shortened to
k1 6= 0,~k ∈ {k1∂1, k1∂1 + kΥ∂Υ, k1∂1 + kA∂A}
by means of the above listed hints.
The WANDs with ~k = k1∂1 (β = k = 0 and β = D − 2) are, up to
an overall multiplicative factor, null vectors of the form
k± =
1√
2
[
G ∂0 ± G−ξD∂1
]
. (3.28)
We have chosen the vectors so that gµνk
µ
+k
ν
− = 1.
It is straightforward to find out that the alignment type is (2, 2),
hence the metric considered and subject to condition (3.24) is of Petrov
type D in the two cases of β = k = 0 and β = (D − 2).
4 A note on Λ–electro-vacuum charged dust shells
We have considered Λ–electro-vacuum charged dust thin shells of KT
type in [9] where we have suggested examining the generalisation of the
metric ansatz of [9] to the type with γij as given in (2.4).
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When relating the proposal to the present study, we are reminded
that the charged dust shells find themselves in an otherwise Λ−electro-
vacuum space–time, which means both pressures pflat and pk−sector van-
ish.
Differentiating the pk−sector = 0 equation (3.19) with respect to xi
and using that G = T(t) + R(xj) reveals
0 = R,i
[
αD2T¨− β(β − 1)k
D − 3 (T + R)
−αD1
]
.
If R,i = 0, we obtain a FRWL metric which we are not interested in.
Consider the nontrivial solution R,i 6= 0, then the above equation
must be satisfied by [. . .] = 0. The first term is time dependent only.
The second depends on both time and a spatial coordinate. In order
to ensure [. . .] = 0 for all admissible values of xi, we have to impose
β(β − 1)k = 0. When this condition is satisfied, the second term in [. . .]
vanishes and so must the first one, T¨. It implies T is (at most) a linear
function of time. The coefficient at t is linearly related to the FRWL
Hubble parameter and we shall simply call it the Hubble constant.
The condition β(β − 1)k = 0 can be split into three different cases.
• k = 0
Spatial metric tensor (2.4) is Euclidean metric, γij = δij .
• β = 0
The spatial metric tensor can be transformed into a Euclidean
form again, see equation (3.12),
γijdx
idxj = h2dr2 + δABdx
AdxB = dϑ2 + δABdx
AdxB = δijdx
idxj .
• β = 1
Assuming both β = 1 and p = 0 reduces the equation (3.20) to kK =
0 which means the only admissible γij is the Euclidean metric,
once again.
The above considerations show that the dust shell analysis of [9]
cannot be extended to the case of the metric ansatz considered here
with non–trivial spatial metric γij (2.4).
In the case of both Euclidean γij and p = 0, the basic equa-
tions (3.19), (3.20), (3.21) reduce to
Λcosm =
αD2αD1
2
G˙
2
, pflat = pk−sector = 0, Kc2ρm = ±
√
αD2
K
ε0
ρe. (4.1)
The first equation in (4.1) relates cosmological constant Λ and the
Hubble constant. The last equation is the Majumdar-Papapetrou bal-
ance condition for charged matter.
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5 Preliminary analysis of the basic equations
From now on, we shall consider that the parameter β has a maximal
value (β = D − 2), i.e. γij is a maximally symmetric metric (3.12).
The Einstein–Maxwell equations of co–moving charged fluid in MP–
FRWL space–time with the EM field ansatz (3.5) have been reduced to
a few basic equations that can be written as
T(t) + R(~r) = G = ±
√
Kε0
αD2
φe, ∆(γ)G = ±
√
1
αD2
K
ε0
ρeG
αD1 , (5.1)
Λ−Kp = αD2G¨G + αD2αD1
2
G˙
2
+
1
2
kβD2G
−2ξD , (5.2)
Λ +Kc2ρm =
αD2αD1
2
G˙
2 ±
√
αD2
K
ε0
ρe +
1
2
kβD1G
−2ξD (5.3)
in a suitable gauge.
The Maxwell equation (5.1) already allows us to comment on the
time–dependence of ρe. Obviously, the ∆(γ)G is time independent and
so must be the other side of the equation containing the Laplacian of G.
Hence ±ρe = f(~r)G−αD1 for a yet undetermined function f(~r) ∝ ∆(γ)G.
It is evident, that if G is a function of time, then ρe must be also (unless
f(~r) = 0).
Let us split the mass density ρm into two parts ρmp (cosmological
fluid) and ρme (KT dust) defined as
ρmp = ρm − ρme, Kc2ρme = ±
√
αD2
K
ε0
ρe. (5.4)
ρme is defined via the Majumdar–Papapetrou balance condition.
After splitting, the equation (5.3) becomes
Λ +Kc2ρmp =
αD2αD1
2
G˙
2
+
1
2
kβD2G
−2ξD .
Let us consider a specific example of T = Hc(t − t0), H being con-
stant, then T˙ ≡ G˙ = H and G¨ = 0. The above equations for p and ρmp,
expressing both parameters in terms of G and its derivatives, simplify
to
Λ−Kp = αD1αD2
2
H2 +
kβD2
2G2ξD
, Λ +Kc2ρmp =
αD1αD2
2
H2 +
kβD1
2G2ξD
,
where H is related to the cosmological Hubble parameter H via Hc =
(D−3)H as follows from definitions ofH and coordinate transformations
bringing the metric considered into the standard FRWL form.
A particular solution to the above equations for p, ρmp and H has
the form
H = ±
√
2[Λ +Kλ]
αD1αD2
, −[p+ λ] = 1
αD1
[c2ρmp − λ] = kβD2
2KG2ξD
, (5.5)
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where λ ∈ R is a constant parameter. It can be absorbed, from both p
and ρmp, into a cosmological constant by a redefinition of Λ + Kλ → Λ
and corresponding shifts in both p and ρmp and we shall henceforth set
λ = 0.
Let us note that the solution in (5.5) reduces to a Kastor–Traschen
solution [14, 8] in the limit k = 0.
6 A spherically symmetric solution - analysis of
the function R and the Misner-Sharp mass
With β = (D − 2), it is natural to assume spherical symmetry of the
solution for the metric function G, i.e. G = T(t) + R(ϑ) in the second
coordinate representation of spatial metric (3.12).
The auxiliary functions sk and ck defined in (3.13) allow us to write
the Poisson–like Maxwell equation as(
R,ϑ
∣∣sD−2k (ϑ)∣∣),ϑ = ∓ ∣∣sD−2k (ϑ)∣∣
√
K
δDε0
ρeG
αD1 (6.1)
which is a natural generalisation of the Poisson equation for KT space-
time (3.17).
The solution of (6.1) in the source–free region (characterised by ρe =
0) is
R = −C1
∫
dϑ∣∣sD−2k (ϑ)∣∣ , (6.2)
where C1 is a constant of integration. The integral on the right side
of (6.2) produces another constant of integration. An analytical solu-
tion of the integral in the right hand side of (6.2) will be derived in the
subsequent text.
As in the case of − ∫ |x|−ndx, n ≥ 2 the primitive function can
be found on disconnected domains (−∞, 0) and (0,∞) and a general
formula applicable to both domains – separately – is sgn(x)/[(n−1)|x|n−1]
apart from the integration constant.
A primitive function cannot be found on the whole R because of the
integrand being divergent at x = 0. Nevertheless, we shall write down
the primitive functions (related to equation (6.2)) formulae applicable
to both domains because it will be of use later. This time, the domains
will be determined by signum of sk(ϑ).
Let us introduce abbreviations In = s−nk , Rn ≡
∫ |In| dϑ and denote
derivative with respect to the argument of sk by prime. The relation
between newly introduced function Rn and function G can be written in
the form
G = T + R = T− C1RD−2.
Constant of integration originating from RD−2 was included in the func-
tion T.
The absolute value in the integrand in the definition of Rn is irrele-
vant in the case of even n and can be ignored. If n is odd, the integral
is more complicated.
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The functions sk(ϑ) are always positive in the intervals
k ∈ {0,−1} : ϑ ∈ [0,∞) ; k = +1 : ϑ ∈ [0, pi] .
Irrespective of the sk(ϑ) domain of integration being positive or neg-
ative, we can write
∫ |In| dϑ in the form
Rn−odd = sgn(sk (ϑ))
n−12∏
i=1
n− 2i
n− 2i+ 1 ln
∣∣∣∣∣ sk
(
ϑ
2
)
ck
(
ϑ
2
) ∣∣∣∣∣ k n−12
−
n−1
2∑
J=1
n−12 −J∏
i=1
n− 2i
n− 2i+ 1
 k n−12 −J
2J
ck (ϑ)
sk (ϑ)
2J
 ,
Rn−even = −
n
2∑
J=1
n2−J∏
i=1
n− 2i
n− 2i+ 1
 k n2−J
2J − 1
ck (ϑ)
sk (ϑ)
2J−1 ,
where we treat k to the power of zero as k0 = 1 for all admissible values
of k.
We only consider D ≥ 4 and hence n = β = (D − 2) ≥ 2 in the
cases of interest.
In the case k = 0 we can write the function Rn in the form
Rn≥2 = sgn(ϑ)n
1
1− n
1
ϑn−1
.
The n = 2 (i.e. D = 4) total metric function G takes the form
G(t, ϑ) = T(t) + C1
ck(ϑ)
sk(ϑ)
, T(t) = Hct+ C2. (6.3)
A few representatives of the Rn-functions are plotted in Figures 1 and 2.
These figures indicate that the higher dimensional (n > 2) solutions
are very similar to the D = 4 (n = 2) example as can be seen from the
behaviour of Rn in Figure 2.
Asymptotic behaviour of Rn can be determined using
lim
ϑ→pi−
s1
pi − ϑ = − limϑ→pi− c1 = limϑ→0+
sk
ϑ
= lim
ϑ→0+
ck = lim
ϑ→∞
s−1
c−1
= 1,
lim
ϑ→∞
s0 = lim
ϑ→∞
s−1 = lim
ϑ→∞
c−1 =∞,
argument ϑ is understood in all sk and ck in the above limits. The limits
lim
ϑ→∞
s1 and lim
ϑ→∞
c1 are not defined.
The above mentioned limits help us to calculate corresponding lim-
its of the functions Rn. The case of ϑ → 0+ is simple to treat and
gives
k ∈ {0,±1}, n ≥ 2 : ∣∣Rn(ϑ→ 0+)∣∣ ≈ 1
(n− 1)ϑn−1 →∞.
Examination of the remaining case of ϑ → ∞ splits into several
sub–cases depending on the value of both k and n.
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Figure 1: Functions Rn for n = 2, k = −1, k = 0, k = 1.
-10
-5
 0
 5
 10
-3 -2 -1  0  1  2  3
Rn
ϑ
n=2, k=-1
n=3, k=-1
n=4, k=-1
Figure 2: Functions Rn for n = 2, n = 3, n = 4, k = −1.
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We note that k = 1 cannot be treated since the corresponding limits
of s1 and c1 do not exist.
k = 0 : Rn(ϑ→∞) = − 1n−1 1ϑn−1 → 0 n ≥ 2 ,
k = −1 : Rn(ϑ→∞) =

0 n− odd
n
2−1∏
i=1
(
n−2i
n−2i+1
)
(−1)n2 n− even .
In the case of k = 1, it is useful to examine the limit ϑ → pi− of the
function Rn
k = 1 : |Rn(ϑ→ pi−)| ∼
{
1
(pi−ϑ)n−1 n ≥ 2
}
→∞.
Examination of the function Rn reveals that in the case of k = 1, the
function satisfies Rn(ϑ = pi2 ) = 0.
The metric function G is singular at ϑ = 0, so is g11 = −G2ξD , ir-
respective of the value of the parameter k and also at ϑ = pi only for
k = 1.
In the case of k = 1, the function G also diverges in ϑ → pi−, but this
time it approaches minus infinity. This can be proved using the simple
relation between the limits ϑ→ 0+ and ϑ→ pi− following from
sin(ϑ) = sin(pi − ϑ), cos(ϑ) = − cos(pi − ϑ)
and the formulae for the function Rn. It turns out that these two limits
differ in sign change only.
Further analysis of some Riemann tensor related scalar invariants,
presented in the next section, reveals singularities too, though at dif-
ferent values of ϑ.
Using the Misner–Sharp mass [15] mMS =
rMS
2
{1 +∇µrMS∇µrMS}
to our solution yields
mMS =
rMS
2
1 + (ξDT˙)2r2MS −
[
ck − ξDC1sgn
D−2(sk)
rD−3MS
]2 , (6.4)
with r2MS being the ”metric coefficient” at dΩ
2, i.e. rMS = GξDsk. The
above results (6.4), as well as the subsequent analysis, holds for the
arbitrary function T(t).
The Misner–Sharp mass (6.4) is a rather complicated function of
both t and ϑ but we present some limits in Table 1. The limits include
ϑ0 which is a root of G = 0.
For comparison, the Misner-Sharp mass calculated for Reissner–
Nordstro¨m [16] gives mMS =
(
Rs − R
2
Q
r
)
/2.
All k = T˙ = 0, T = 1 limits, with D = 4, in the Table 1
correspond to extremely charged Reissner–Nordstro¨m (with Rs = 2RQ)
so that C1 can be identified with RQ of that metric. This suggests that
C1 corresponds to the mass and charge of our solution as well.
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limits k T(t) T˙(t) D ≥ 4 2mMS
ϑ→ 0+ – – – – (ξDC1)ξD
[
1 + (ξDT˙)
2(ξDC1)
2ξD
]
ϑ→∞ 0 6= 0 = 0 D = 4 2C1
D > 4 0
6= 0 – ∞
= 0 6= 0 – (ξDC1)ξD
[
1 + (ξDT˙)
2(ξDC1)
2ξD
]
ϑ→ ϑ0 – – – – −∞
Table 1: Various selected limits of mMS as a function of ϑ. We assume the root
ϑ0 of G = 0 satisfies ϑ0 6∈ {0,±∞}.
7 Singularities and horizons
It is important to distinguish between different types of singularities of
various geometrical objects.
Analysis of singular behaviour independent of coordinate system
choice uses scalar quantities. We call singularities of scalars real sin-
gularities.
In addition to the metric components already examined, we will in-
vestigate three curvature scalars – the Ricci scalar R = Rαβgαβ, Ricci
square R2c = RαβR
αβ and Kretschmann scalar [17] (Riemann square)
R2m = RαβγδR
αβγδ.
The three curvature scalars are given by
R =
ξD
GαD1
(
2A+
(D − 4)G2,ϑ
G
)
− k βD1
G2ξD
− αD1
(
2G¨G + αD0G˙
2
)
, (7.1)
R2c =
[
GA−G2,ϑ
G2αD2
+ αD1(G˙G + ξDG˙
2
)
]2
+
[
GA+G2,ϑ
G2αD2
− (kD−2
G2ξD
+B
)]2
+ (D − 2)
[
GA−G2,ϑ
G2αD2
− (kD−2
G2ξD
+B
)]2
,
(7.2)
R2m =
4
G4αD2
{[
G,ϑϑG− (2D − 5)ξDG2,ϑ + CG2αD2
]2
+ (D − 2)
[
G,ϑ
ck(ϑ)
sk(ϑ)
G + G2,ϑξD + CG
2αD2
]2
+ (D − 2)
[(
G,ϑϑ + G,ϑ
ck(ϑ)
sk(ϑ)
− G
2
,ϑ
G
)
GξD − kG2 − G˙2ξ2DG2αD2
]2
+ βD22
[(
2G,ϑ
ck(ϑ)
sk(ϑ)
+
G2,ϑξD
G
)
GξD − kG2 − G˙2ξ2DG2αD2
]2}
,
(7.3)
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where we have used some abbreviations for the sake of brevity
A =
(
∆(γ)G
)
= G,ϑϑ+(D−2)G,ϑ ck(ϑ)
sk(ϑ)
, B = ξD[G¨G+αD1G˙
2
], C = ξD[G¨G+ξDG˙
2
].
The abbreviations can be simplified in the case of T = Hct and source–
free region solution (6.2)
A = 0, B = αD1ξDH
2, C = ξ2DH
2.
Let us examine the scalars at ϑ → 0+ at a specific time t = t0.
Functions T = Hct0, T˙ = H, T¨ = 0 represent only constants in the limit
of interest. The limit ϑ → 0 implies
ϑ→ 0 : sk → ϑ, ck → 1, n ≥ 2 : Rn → sgn(ϑ)
n
(1− n)ϑn−1 ,
which in turn yields
R ≈ G→ sgn(ϑ)
D−2ξDC1
ϑD−3
, G,ϑ → −C1sgn(ϑ)
D−2
ϑD−2
, G,ϑϑ → (D − 2) C1sgn(ϑ)
D−2
ϑD−1
in the case of D ≥ 4. We will use the limit G,ϑ
GαD2
→ −C1
(
D − 3
C1sgn(ϑ)
)αD2
.
Limits ϑ → 0+ of the three curvature scalars can be written in the
form
R = αD4C
2
1 (
D−3
C1
)2αD2 − αD1αD0H2,
R2c = 2
[
H2αD1ξD − C21 (D−3C1 )2αD2
]2
+ (D − 2)
[
H2αD1ξD + C
2
1 (
D−3
C1
)2αD2
]2
,
R2m = 4
{[
(D − 3)C1
(
D−3
C1
)αD1 −H2ξ2D]2 + 2(D − 2) [HξD]4
+ βD22
[
C1ξD
(
D−3
C1
)αD1
+H2ξ2D
]2}
.
(7.4)
All the three scalars converge at the limit ϑ→ 0+ into constants depen-
dent on C1, the Hubble constant and the dimension of space-time. This
indicates that there is no physical singularity at this point.
The above outlined relation between the limits ϑ → pi− and ϑ → 0+
in the case of k = 1 implies the curvature scalars are not singular at
ϑ = pi.
Another important limit to explore is G → 0+. We denote the root(s)
of 0 = G(ϑ) by ϑ0.
In order to have the Ricci scalar non-divergent one must impose(
G,ϑ
G
)2
ϑ→ϑ0−→ kβD1
αD4
⇒ ±
√
kβD1
αD4
=
G,ϑ
G
∣∣∣∣
ϑ0
= − C1|sD−2k |G
∣∣∣∣∣
ϑ0
. (7.5)
One has to have C1 = 0 or |sk| → ∞ to achieve a finite ratio of G,ϑ/G
at ϑ0. The first possibility is omitted since it leads to a rather trivial
metric function G. The second one, |sk| → ∞, can only be achieved if
both k ∈ {0,−1} and 1/ϑ0 = 0 hold true.
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If k = −1, then the first relation in equation (7.5) yields
0 ≤
(
G,ϑ
G
)2∣∣∣∣∣
ϑ0
= −βD1
αD4
< 0,
i.e. the condition expressed in (7.5) cannot be satisfied.
The relation between G and its ϑ−derivative is satisfied in the case
of both k = 0 and 1/ϑ0 = 0.
Thus it follows k 6= 0 or both k = 0 and 1/ϑ0 6= 0 implying that the
Ricci scalar diverges for G→ 0+.
Consider C2 = 0, C1 > 0 and a positive root H from equation (5.5)
and t = t0 > 0; then T0 = Hct0 is a positive constant.
We would like to examine whether the limit G → 0+ can be achieved
for an arbitrary positive value of t0. G = 0 for some ϑ0 means RD−2(ϑ0) =
− R(ϑ0)C1 = T0C1 . This implies that if T0 is positive, then RD−2(ϑ0) must be
also positive for a given assumption on the constant C1.
Figure 1 makes clear that in the case of k = 0, the function RD−2(ϑ0)
is positive if ϑ0 is negative and conversely. The above holds true for
all considered values of k for a sufficiently small ϑ0 (not necessarily
infinitesimal).
One can calculate the spatial volume bounded by surfaces ϑ = ϑ0
and ϑ = 0
V[ϑ0,0] = Ω
∫ 0
ϑ0
|G|αD1 |sk|D−2 dϑ
is infinite due to the singular behaviour at the ϑ = 0 surface. The
constant Ω denotes integral over the angular variables.
The same argument implies that all spatial volumes including ϑ = 0
in the integration domain over ϑ are infinite.
Let us consider the case of D = 4, T > 0, sk > 0. We can calculate
the time change of (total) spatial volume of the time slices as
V˙D=4 = 3HΩ
∫
(Tsk + C1ck)
2
dϑ =
= 3HΩ
[
C21ϑ+ C1Ts
2
k +
(
T2 − kC21
) 1
2k
(ϑ− skck)
]
.
The above calculation involves a less trivial integral∫
s2kdϑ =
1
2k
[ϑ− skck] ”k→0”−→ 1
3
ϑ3.
The above artificial limit of k → 0, treating k as continuous, shows the
result is valid for all k ∈ {−1, 0, 1}.
In the case of k = 1, ϑ ∈ [0, pi], the result is finite and equal to
V˙D=4 = 3pi
2
HΩ
[
C21 + T
2
]
.
We can interpret the above relation as follows – the change of size of
the universe depends on the ”scale function” T, as in the FRWL case,
and the constant C1 also enters the formula.
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The above conclusions can be generalised into higher dimensions.
In general, there are values of T0 for which one cannot achieve G = 0.
These values are T0 = 0 in the two cases of k = 0 and both k = −1 and
D−odd.
T0
C1
∈ [a,−a] , a = (−1)D2 +1
D
2 −2∏
i
D − 2− 2i
D − 1− 2i
in the case of both k = −1 and D = 4m, m ∈ N.
This follows from the limits of Rn in Section 6 and the fact that
the function Rn is monotonous on the intervals (0,∞) and (−∞, 0). The
latter is a direct consequence of the Rn definition via R in equation (6.2)
so that in the case of k = −1 one has R,ϑ ∝ 1/ |sinh(ϑ)|D−2 .
The KT-FRWL solution bears more resemblance to an extremely
charged Reissner–Nordstro¨m solution (which is a concrete example of
the KT-FRWL family of solutions), set Rs = 2RQ in
ds2 = f(r)dt2 − f−1(r)dr2 − r2dΩ22, f(r) = 1−
Rs
r
+
R2Q
r2
, (7.6)
rather than to the Schwarzschild solution (obtained from the above
formula by setting RQ = 0).
ds2 =
(
1− RQ
r
)2
(cdt)
2 − 1(
1− RQr
)2 dr2 − r2dΩ22,
where RQ is a constant dependent on the mass and charge of the black
hole.
The above form of the extremely charged Reissner–Nordstro¨m so-
lution can be obtained from the following simple solution contained
within the KT-FRWL ansatz (2.3), see also (3.12), with G = 1 + RQϑ
ds2 =
1(
1 +
RQ
ϑ
)2 (cdt)2 − (1 + RQϑ
)2 (
dϑ2 + ϑ2dΩ22
)
by transformation r = RQ + ϑ.
The Reissner–Nordstro¨m singularities occur at ϑ = 0 (the coordinate
singularity) and ϑ = −RQ (the curvature singularity at G = 0).
The Reissner–Nordstro¨m domain r ∈ (0,∞) translates to ϑ ∈ (−RQ,∞).
Thus it is meaningful to consider that the coordinate ϑ may be negative
in our solution. I.e. one should include the sub-interval (ϑ0, 0] into the
domain of definition of the metric for one of the ϑ0 < 0, if it exists, at
which G(ϑ0) = 0 holds.
Definitions of black holes (BH) or white holes (WH) usually operate
with the full knowledge of the causal structure of the space–time which
is difficult to obtain. The need for some local and more accessible
definitions has lead to the introduction of so called trapped surfaces
and horizons [18, 19, 20, 21, 22, 23, 24]. These surfaces are defined
using congruences of two null vectors k+ (outgoing) and k− (ingoing)
21
emanating from the surface to which they are perpendicular. Such
congruences may correspond to the EM signal propagating from the
said surface. The definitions involve expansions θ± [21, 22]
θ± = qαβ∇αk±β , qαβ = gαβ − kα+kβ− − kα−kβ+. (7.7)
• A marginally trapped surface (MTS) is a surface where θ+θ− = 0
holds [23].
• A future trapping horizon (FTH) is the closure of a (usually a D−1–
)surface foliated by MTS such on its D − 2 ”time slicings” θ− < 0,
θ+ = 0 [24].
• The definition of a past trapping horizon (PTH) is obtained by ex-
changing kα+ a with k
α
− and reversing the signs of the inequalities,
θ+ > 0, θ− = 0.
These two trapping horizons may provide definitions of black holes
(FTH) or white holes (PTH) and they also include cosmological horizons
as well.
In our case of the solution (2.3) with a spherical symmetry, one has
the k± given by (3.28) so that
qαβdx
αdxβ = −s2kG2ξDdΩ2.
Expansions for metric (2.3) are given by θ± = 12k
β
±
∑
α q
ααqαα,β
θ± =
αD2√
2
[
T˙± G−ξD
(
R,ϑ
G
+ (D − 3) ck
sk
)]
.
θ± = 0 implies both θ∓ = αD2
√
2T˙ and T˙ = ∓G−ξD
(
R,ϑ
G
+ (D − 3) cksk
)
must hold. The latter relation should be solved with respect to ϑ to ob-
tain time-dependent positions of the horizon(s). A double null surface
(θ+ = θ− = 0) can only be present if T˙ = 0, e.g. the horizon of extremal
Reissner–Nordstro¨m.
Kastor and Traschen have found [14] that the D = 4, T¨ = k = 0
singularity is a white hole if T˙ > 0 and it is a black hole if T˙ < 0.
In a general case, we have found that T˙ > 0 implies the presence of
a PTH and T˙ < 0, on the other hand, implies the presence of an FTH.
Notice that the above analysis of horizons applies to the metric so-
lution (3.17) with an arbitrary time dependent function T.
8 Energy conditions
Let us consider the source (3.2) of co–moving matter with F0ϑ = −Fϑ0
being the only nonzero components of the EM strength tensor. The
corresponding solution (6.2) has been found in the region where ρe = 0,
hence the energy conditions will be examined in the same region.
Let us examine non–negativity of the scalar
TW ≡ pαwα, pα ≡ Tαβwβ , wβwβ = W ∈ {0, 1}, (8.1)
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where wβ is a normalised timelike future directed or null vector whose
square equals W. The choice of matter source implies
TW =
[
ρmc
2 + p
]
(uµw
µ)
2 − pW + ε0c2
[
1
4
FαβF
αβW − FµαF αν wµwν
]
=
[
ρmc
2 + p
]
g00(w
0)2 − pW + ε0c2 (F0ϑ)2 G2
 W
2G2ξD
+
∑
l≥2
γll
(
wl
)2 ,
where we have assumed that the metric γij is diagonal.
The last term in the above relation is manifestly non–negative.
Restricting to the G¨ = 0 solution, characterised by λ = 0 version of
(5.5), in the region of ρe = 0, one obtains
TW =
k
K
(D − 2)
G2ξD
[
(w0)2
G2
+
D − 3
2
W
]
+ε0c
2 (F0ϑ)
2
G2
 W
2G2ξD
+
∑
l≥2
γll
(
wl
)2 .
We see that if k ∈ {0, 1}, then TW ≥ 0 for arbitrary W (which is assumed
to be non–negative by definition (8.1)).
If k = −1, then select vector wµ so that the only non–zero compo-
nents are w0 and w1. These two components can be made arbitrarily
large without affecting the normalisation of the vector wµ. With w0 be-
ing large enough, the first term in the last relation for TW is negative
enough so that the TW < 0.
The weak energy condition can be formulated using the scalar TW
as T1 ≥ 0 and the null energy condition is given by T0 ≥ 0. We see
that these two conditions are violated in the case of k = −1.
The fact that both gµν and Tµν are diagonal simplifies the dominant
energy condition pµpµ ≥ 0 to
pµpµ = W
(
T 00
)2
+ G2ξD
D−1∑
i=1
γii
(
wi
)2 [(
T 00
)2 − (T ii )2] ≥ 0. (8.2)
The condition is identically satisfied if the square bracket term – that
is actually independent of i – is non–negative. If it is negative, then one
can proceed analogously to the examination of TW ≥ 0 in the case of
k = −1. With w1 being large enough, the term with the sum in the
relation (8.2) is negative enough so that the dominant energy condition
is violated.
Thus the sign of the square bracket term in the relation (8.2) deter-
mines whether the condition is violated or not, i.e. the condition holds
if the following inequality holds∣∣T 00 ∣∣ ≥ ∣∣T ii ∣∣ ; T 00 = ρmc2 + 12ε0c2 (F0ϑ)2 G2−2ξD , T ii = −p+ 12ε0c2 (F0ϑ)2 G2−2ξD .
Using the λ = 0 version of formula (5.5), one can find that the condition
is identically satisfied if k ∈ {0, 1} and that in the case of k = −1 the
pressure is bounded from below p ≥ 1αD1+1ε0c2 (F0ϑ)
2
G2−2ξD .
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The vector pµ is future directed if p0 = T 00w
0 > 0 holds. This is
obviously the case of both k ∈ {0, 1} and w0 > 0. In the case of k = −1,
the pµ is not necessarily future directed.
The wµ = uµ strong energy condition can be written as
Rαβu
αuβ = KTαβu
αuβ − 1D−2 (KTαα + 2Λcosm)
= K 1αD2 ρmc
2 +K αD1αD2 p+
(
G,ϑ
GαD2
)2
− 2D−2Λcosm
= K 1αD2 ρmec
2 − 2D−2Λcosm +
(
G,ϑ
GαD2
)2
≥ 0,
(8.3)
where we have used
ρmc
2 + αD1p = ρmec
2 +
(
ρmpc
2 + αD1p
)
= ρmec
2.
The above relation among the fluid source fields holds for the β = (D − 2)
and λ = 0 particular solution of (5.5).
The charge density of these particular solutions is nonzero only at
curvature scalars singularities. The strong energy condition outside
the singularities (ρme = 0) is(
G,ϑ
GαD2
)2
− 2
D − 2Λcosm =
(
G,ϑ
GαD2
)2
− αD1
D − 3H
2 ≥ 0,
where we have used an equation describing the relationship between
the Hubble constant and the cosmological constant presented in (5.5).
The inequality can be written as∣∣∣∣ G,ϑGαD2
∣∣∣∣ ≥√ αD1D − 3 |H| . (8.4)
The considered solution need not necessarily satisfy this condition for
every value of t or ϑ.
Let us consider an illustrative example of the strong energy condi-
tion being violated using concrete numerical values.
The value of the Hubble constant is approximately H ≈ 10−18s−1.
The related constant H = Hc is about H ≈ 10−26m−1. If we choose D = 4,
k = 0 and if we further assume the spatial-part in the metric function G
dominates, Hct+ C2  C1ϑ , then the condition (8.4) can be written as
1
C1
> 10−26m−1.
The above KT limit allows us to write the constant of integration C1,
related to the Schwarzschild radius, in form C1 ≈ 1.5 · 103M/MSun m,
where MSun is mass of the Sun and M is mass of the charged matter
source considered. The above reduced inequality makes obvious that
violating the strong energy condition requires that M is larger than the
mass of the entire visible Universe MUniv ≈ 1.5 · 1022MSun.
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9 Conclusions
In this work, we have studied a cosmologically inspired KT type solution
in a higher dimensional space–time with a two component co–moving
fluid matter source – charged dust (a KT motivated contribution) and
perfect fluid (an added ”cosmological” substratum). The choice of mat-
ter source enabled us to proceed analogously to the case of an MP
solution.
We have written down the Einstein–Maxwell equation corresponding
to both our ansatz metric and selected matter source, thus relating the
space–time geometry with the matter fields. Then, we turned our at-
tention to finding and studying a class of exact spherically symmetric
solutions generalising Reissner–Nordstro¨m black hole solution. Exam-
ination of a rather general solution is supplemented by a more detailed
analysis of the G¨ = 0 case.
The behaviour of space–time’s geometry, especially at G either 0 or
∞ at which some of the metric coefficients behave oddly, has been
examined using curvature scalars at most quadratic in Riemann tensor
and its metric contractions. It was found that the curvature scalar
singularities are located at G = 0.
Analysis of trapped surfaces and horizons followed showing that the
sign of T˙ determines the type of the trapped horizon, a result general-
ising the work [14] where the sign of the same quantity distinguished
between black and white hole space–times.
We have also discussed the validity of the energy conditions proving
that the dominant, weak and null energy conditions are violated in the
case of k = −1 and hold in k = {0, 1}. The strong energy condition can
also be violated in some regions of the space–time irrespective of k.
A proposed generalisation of our previous work [9] has also been ad-
dressed in Section 4 by considering a charged dust shell matter source
with the conclusion that such a solution with a spatial metric γij given
by (2.4) cannot exist unless k = 0.
It would be interesting to find a solution to the Einstein–Maxwell
equations with the metric function G having a less trivial time depen-
dence. We note that some of the analysis present in this work already
applies in the general case as well.
Dedication: In loving memory of prof. RNDr. Jan Horsky´, DrSc.
(∗1940 – †2012).
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