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Abstract
We prove Lr-estimates on periodic solutions of periodically-forced, linearly-damped me-
chanical systems with polynomially-bounded potentials. The estimates are applied to obtain a
non-existence result of periodic solutions in bounded domains, depending on an upper bound
on the gradient of the potential. The results are illustrated on examples.
1 Introduction
Periodic motions are of fundamental importance in the study of mechanical systems. Existence or
non-existence of periodic orbit, depending on the forcing and damping of the system, provide a first
insight in the structure of the phase space, as periodic orbits are - beside fixed-points - the simplest
closed building blocks of the overall dynamics.
In conservative systems, a one-parameter family of periodic orbits around a fixed-point is guar-
anteed to exist under mild assumptions, cf. [17]. The periodic orbits are index by energy and
form an invariant, two-dimensional sub-manifold in phase space. These manifolds allow for special
coordinate systems, cf. [13, 14], that are related to action-angle variables, cf. [1].
In forced-damped systems, isolated limit cycles, i.e., periodic orbits that appear as limit sets of
close-by trajectories, typically exist under mild conditions. For small damping and forcing ampli-
tude, existence can be proved by standard perturbation arguments, such as averaging, cf. [10].
These techniques prove, to some extend, also basic qualitative properties of the periodic orbit - at
least the proximity to a periodic orbit of the unforced system. For general damping magnitude
and forcing amplitude, topological techniques, including variants of topological degree theory, have
been applied successfully to obtain existence of periodic orbits in mechanical systems, cf. [9] and
[3]. As the methods are based on continuous deformation, however, qualitative properties do not
immediately follow in general.
From an application point of view, limit cycles can restrict the overall performance of some
systems, such as machine tools [12] or in aircraft design [6]. There exists active control techniques
to limit the influence of limit cycles, cf. [15], as well as passive means that are based on a dynamical
system approach, cf. [11].
It is therefore also necessary to ask the converse question: under which conditions can we guarantee
that there is no limit cycle (or even periodic orbit) that is entirely contained in a given domain (or
that there is no piece of a periodic orbit in a given domain at all)?
1
ar
X
iv
:1
90
7.
05
77
8v
1 
 [m
ath
.D
S]
  1
2 J
ul 
20
19
In two-dimensional, autonomous systems, the absence of periodic orbits in a given domain can be
tested easily with the Bendixson–Dulac criterion, cf. [2, 7]. In particular, a purely damped system
cannot generate any periodic orbits. There exists various extensions to higher-dimensional systems,
e.g. based on vector-calculus operators, cf. [4] and [5]. Also, for autonomous systems, extensions
of the Bendixson–Dulac criterion to higher-dimensional invariant manifolds based on first integrals
exist, cf. [8]. We also refer to a generalization based on index theory, cf. [18]. These generalization,
however, do not generally apply to forced-damped mechanical systems, thus prompting our current
interest in non-existence results and estimates for these equations.
In the present paper, we provide conditions that guarantee that a periodic orbit of a forced-
damped mechanical system cannot be entirely contained in a given domain. The main idea is to
obtain an a-priori upper bound on the periodic orbit xp in some L
p-norm and then derive an im-
plicit a-priori lower bound as well - both in terms of the external forcing. The key feature of the
presented estimates is that they do not scale neutrally in the amplitude of the forcing, thus ensuring
that - for sufficiently large amplitude - any periodic orbit will leave the given domain eventually (at
least for some time). This can be interpreted as a qualitative statement of the physical intuition
that large forcing amplitude implies a large amplitude of the solution. All estimates are explicit
and give precise bounds. Even though Lp-properties of periodic solution (and, in particular, limit
cycles), have been useful in the study of mechanical systems, cf. [16], it appears that Lp-estates
have not been applied to obtain non-existence results for periodic orbits before.
We show that the critical amplitude, i.e., the amplitude of the forcing, at which any (potential)
periodic leaves the domain of definition, depends differently on the linear stiffness, the linear damp-
ing coefficient and the magnitude of the nonlinearity. In our analysis, we consider both nonlinearly
hardening as well as nonlinearly softening potentials (the analysis can easily be reversed for lin-
early soft systems). Our estimates are formulated for multiples of the forcing period to account for
period-doubling bifurcations for large forcing amplitude.
We illustrate the estimates on a nonlinearly hardening and on a nonlinearly softening version of the
two-dimensional, forced-damped Duffing oscillator.
1.1 Notation
Let I ⊂ Rd be a bounded interval and let f : I → R, t 7→ f(t). For 1 ≤ p < ∞ we define the
Lp-norm of f as
‖f‖Lp(I) =
(∫
I
|f(t)|p dt
) 1
p
, (1)
while for p =∞, we set
‖f‖L∞(I) = sup
t∈I
|f(t)|. (2)
For any function f : [0, T ] 7→ Rd, we write
fˆ =
1
T
∫ T
0
f(t) dt, (3)
for the mean of f and we write f˜ : [0, T ]→ Rn,
f˜(t) = f(t)− fˆ , (4)
2
for the mean-free part of f .
For a number r ∈ R with r ≥ 1, we write
r∗ = r
r − 1 , (5)
the dual coefficient, to facilitate the notation. For a vector x = (x1, x2, ..., xn) ∈ Rd, a subvector of
x is a vector x ∈ Rl, l ≤ d, such that x = (xj1 , ..., xjl), for some indices 1 ≤ j1, ..., jl ≤ d.
2 Forced-Damped Linear Systems
In this section, we recall some basic solvability properties of linear forced-damped systems, based
on the expansion in Fourier series. Consider the linear second-order system
Mx¨(t) +Cx˙(t) +Kx(t) = f(t), (6)
for the dynamic variable t 7→ x(t) ∈ Rn, with a symmetric, positive-definite mass matrix M, a
symmetric, positive definite stiffness matrix K and a symmetric, positive definite damping matrix
C. We assume a (twice) continuously-differentiable, T -periodic external forcing
f : R→ Rd, f(t+ T ) = f(t), (7)
for all t ∈ R.
Assuming the existence of a twice continuously differentiable, T -periodic orbit t 7→ xp(t), xp(t+T ) =
xp(t), we can expand both xp and f in Fourier series,
xp(t) =
∑
n∈Z
xˆne
inΩt, f(t) =
∑
n∈Z
fˆne
inΩt, (8)
for the frequency Ω = 2piT and the Fourier coefficients
xˆp =
1
T
∫ T
0
xp(t)e
−inΩt dt, fˆ =
1
T
∫ T
0
f(t)e−inΩt dt. (9)
Passing to the frequency domain, equation (6) reads∑
n∈Z
(
− (Ωn)2M+ iΩnC+K
)
xˆne
inΩt =
∑
n∈Z
fˆne
inΩt. (10)
In the case of vanishing damping, i.e., C ≡ 0, equation (10) we can be solved for {fˆn}n∈Z uniquely,
given any right-hand side {fˆn}n∈Z, provided that
det
(
K− (Ωn)2M
)
6= 0, (11)
for all n ∈ Z. If there exists a resonant wave-number for the matrices M and K, i.e., an integer
n0 ∈ Z such that det
(
K− (Ωn0)2M
)
= 0, equation (10) may still be solved for {xˆn}n∈Z, provided
that fˆn0 ∈ range
(
K− (Ωn0)2M
)
.
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In the damped-forced case, i.e., for C 6≡ 0, assuming that the matrices M, K and C diagonalize
with the same set of eigenvectors,
M = QTdiag(m1, ...,md)Q,
K = QTdiag(k1, ..., kd)Q,
C = QTdiag(c1, ..., cd)Q,
(12)
and writing
y = Qx, g = Qf , (13)
we have that
yˆjn =
1
−(Ωn)2mj + kj + iΩncj gˆ
j
n, (14)
where yˆn = (yˆ
1
n, ..., yˆ
d
n) and gˆn = (gˆ
1
n, ..., gˆ
d
n). Clearly, if C is (strictly) positive-definite, expression
(14) is always well-defined, even if there are resonances in the undamped system. If there exists a j
such that cj = 0, then a resonance can occur and a solution only exists if the particular frequency
is not exited, see the undamped case.
The amplitude of the solution given by (14) scales linearly with the amplitude of the forcing f and
a sufficiently high amplitude will cause the solution to leave a bounded domain.
If the domain of validity is normalized to V = {x ∈ Rd : |x| < 1}, it follows from Jensen’s inequality,
‖x‖L∞(0,T ) ≥
√
T‖x‖L2(0,T ), (15)
that any periodic orbit leaves the domain of validity provided that
A >
1√
T
(∑
n∈Z
|QTdiag
(
1
−(Ωn)2m1 + k1 + iΩnc1 , ...,
1
−(Ωn)2md + kd + iΩncd
)
Qfˆn|2
)− 12
.
(16)
We have chosen the L2-norm as a lower bound for the L∞-norm in (16), since the L2-norm can be
written as a time-independent sum by Parseval’s formula.
3 Estimates on periodic orbits in Forced-Damped Nonlinear
Potential Systems
In this section, we give a criterion analogous to (16) for nonlinear systems, both with nonlinearly
hardening and nonlinearly softening potential. Consider the second-order potential system of the
form
Mx¨(t) +Cx˙(t) +Kx(t) = −∇U(x(t)) + f(t), (17)
for the dynamic variable x(t) ∈ Rd, with a symmetric, positive semi-definite mass matrix M, a
symmetric, positive semi-definite stiffness matrix K and a symmetric, positive-definite damping
matrix C. We assume an at least continuously differentiable, T -periodic external forcing with
Lipschitz-continuous derivative,
f : R→ Rd, f(t+ T ) = f(t), (18)
4
for all t ∈ R.
Let V ⊆ Rd be the domain of validity of equation (17) and assume that the potential U : V → R is
twice continuously-differentiable. We call the potential U (nonlinearly) hardening if it satisfies the
bounds
∇U(x) · x ≥ u0|x|r,
r > 2,
(19)
for u0 > 0 and all x ∈ V. We call the potential (nonlinearly) softening, if it satisfies bounds of the
form
∇U(x) · x ≤ −u0|x|r,
r > 2,
(20)
for u0 > 0 and all x ∈ V. In particular, any potential satisfying either (19) or (20) does not contain
any quadratic terms, i.e., all the linear contributions enter in (17) through M, C and K.
Remark 1. For radially-symmetric potentials U(x) = u(ρ), with ρ = |x|, conditions (19) and (20)
simplify to
∂u
∂ρ
(ρ) ≥ u0ρr−1, ∂u
∂ρ
(ρ) ≤ −u0ρr−1, (21)
for r > 2, u1 = 0 and all x ∈ V, i.e., (19) and (20) impose polynomial growth conditions on the
derivative of u.
Remark 2. We did not include dependence on the spatial variable x in the external forcing. Assum-
ing, however, appropriate bounds, one can prove similar results for x-dependent forcings. Similarly,
one can adopt the following estimates for time-dependent, periodic potentials. Since one would
expect - at best - a quasi-periodic motion for a general time-dependence, we did not include these
variations in the subsequent analysis.
Remark 3. The following estimates also apply, if condition (19) is replaced by
∇U(x) · x ≥ u0|x|r − u1,
r > 2,
(22)
for u0, u1 > 0, where x = Px, for some projection matrix P with range(P) = l < d, provided that
the matrices M, C and K are still positive definite on range(P). Similarly, condition (20) can be
weakened to
∇U(x) · x ≤ −u0|x|r + u1,
r > 2,
(23)
for u0, u1 > 0.
From the definiteness of M, C and K we deduce the bounds
Mmin|y| ≤ y ·My ≤Mmax|y|,
Cmin|y| ≤ y ·Cy ≤ Cmax|y|,
Kmin|y| ≤ y ·Ky ≤ Kmax|y|,
(24)
for all y ∈ Rd, where Mmin,Kmin ≥ 0 and Cmin > 0.
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Lemma 1. Let f ∈ CLip(0, T ) be non-constant and let N ≥ 1 be an integer. The derivative of any
NT -periodic, continuously differentiable solution xp(t) to equation (17) can be bounded as
‖x˙p‖L2(0,NT ) ≤
√
N
Cmin
‖f˜‖L2(0,T ), (25)
where f˜ is the mean-free part of the forcing, cf. (4).
Proof. Taking the inner product in equation (17) with x˙p and integrating over [0, NT ], we obtain∫ NT
0
Mx¨p(t)·x˙p(t)+Cx˙p(t)·x˙p(t)+Kxp(t)·x˙p(t) dt =
∫ NT
0
−∇U(xp(t))·x˙p(t)+f(t)·x˙p(t) dt. (26)
From the NT -periodicity of xp and x˙p, as well as from the symmetry of M and K, we deduce that
(??) is equivalent to ∫ NT
0
f(t) · x˙p dt =
∫ NT
0
x˙p(t) ·Cx˙p(t) dt, (27)
or, equivalently, ∫ NT
0
f˜(t) · x˙p dt =
∫ NT
0
x˙p(t) ·Cx˙p(t) dt, (28)
for the mean-free part of the forcing (4). Using the lower bound (24) for C and applying Ho¨lder’s
inequality then proves (25).
The right-hand side in (25) only depends on the mean-free part of the forcing and the minimal
damping coefficient. If the damping is large, the assumed periodic orbit changes - on average - more
slowly.
Lemma 2. Let f ∈ CLip(0, T ), let N ≥ 1 be an integer and let xp be a continuously differentiable,
NT -periodic solution to equation (17).
If the potential U is hardening, i.e., satisfies (19), then the estimate
‖xp‖Lr(0,NT ) ≤ N 1r u−
1
r−1
0
∥∥∥∥f − MmaxCmin f˙
∥∥∥∥ 1r−1
Lr∗(0,T )
, (29)
holds. If the potential U is softening, i.e., satisfies (20), then the estimate
‖xp‖Lr(0,NT ) ≤ N 1r y∗, (30)
holds, where y∗ is the unique positive root of the polynomial
P (y) = u0y
r−1 −KmaxT
r−2
r y − ‖f‖Lr∗(0,T ) . (31)
Proof. Taking the inner product in (17) with xp and integrating over [0, NT ] gives∫ NT
0
Mx¨p(t)·xp(t)+Cx˙p(t)·xp(t)+Kxp(t)·xp(t) dt =
∫ NT
0
−∇U(xp(t))·xp(t)+f(t)·xp(t) dt, (32)
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which, after integration by parts, together with the symmetry of M and C as well as the NT -
periodicity of xp, becomes∫ NT
0
Kxp(t) · xp(t) +∇U(xp(t)) · xp(t)− f(t) · xp(t) dt =
∫ NT
0
x˙p(t) ·Mx˙p(t) dt
≤Mmax
∫ NT
0
|x˙(t)|2.
(33)
Invoking (25) to (33), we obtain∫ NT
0
Kxp(t) · xp(t) +∇U(xp(t)) · xp(t)− f(t) · xp(t) dt ≤ −Mmax
Cmin
∫ NT
0
f˙(t) · xp dt. (34)
Assuming the lower bound (19), it follows from the positive-definiteness of K and from equation
(33) together with Ho¨lder’s inequality that
u0‖xp‖rLr(0,NT ) ≤
∥∥∥∥f − MmaxCmin f˙
∥∥∥∥
Lr∗(0,NT )
‖xp‖Lr(0,NT ), (35)
from which (29) immediately follows.
On the other hand, assuming the upper bound (20), equation (32) together with the upper bound
on K in (24) implies, after an integration by parts, that∫ NT
0
−Mx˙p(t) · x˙p(t)− u0|xp(t)|r +Kmax|xp(t)|2 dt ≥
∫ NT
0
f(t) · xp(t) dt. (36)
Applying the Cauchy-Schwartz inequality and Jensen’s inequality (which is possible thanks to the
assumption r > 2), the inequality (36) and the positive semi-definiteness of M implies that
u0‖xp‖rLr(0,NT ) −Kmax(NT )
r−2
r ‖xp‖2Lr(0,NT ) − ‖f‖Lr∗(0,NT ) ‖xp‖Lr(0,NT ) ≤ 0. (37)
This is equivalent to
‖xp‖Lr(0,NT ) ≤ z∗, (38)
where z∗ is the unique positive root of the polynomial
P˜ (z) = u0z
r−1 −Kmax(TN)
r−2
r z − ‖f‖Lr∗(0,NT )
= u0z
r−1 −Kmax(TN)
r−2
r z −N 1r∗ ‖f‖Lr∗(0,T )
(39)
(Since P˜ (0) < 0, P˜ ′(0) < 0 and since P˜ ′(z) only has one positive root, it follows that, indeed, P˜ (z)
only has one positive root.) Rescaling z = N
1
r y then gives (30).
Remark 4. For practical tests, the root y∗ can easily be calculated numerically, cf. Example 2. For
theoretical estimates building on the the estimate (29), one might one to estimate the root y∗ from
above by an explicit expression. In Lemma 4 in the Appendix, we present such an estimate that
approximates a polynomial of the form (31) by a parabola with crest at the local minimum and
gives an according upper bound on the unique positive root of (31).
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We note that the inequality (30) is independent on the damping matrix C.
The following lemma gives a stronger (in terms of the amplitude of the forcing) upper bound on the
L2-norm of x˙, using the estimates (29) and (30). Indeed, if the external forcing scales as f 7→ Af ,
estimate (40) gives an upper bound that scales as A
r
2(r−1) instead of A in (25), remembering that
r ≥ 2 by assumption. Since r2(r−1) ≥ 1 by assumption, the amplitude of the solution can be bounded
by the amplitude of the forcing through a nonlinear function, as compared to a linear relation for
the case of U ≡ 0, cf. (14).
The upper bounds (29) and (30) are genuinely nonlinear, i.e., the only hold true for a non-vanishing
nonlinear potential U . They become stronger for larger u0 and become singular for u0 → 0, i.e., in
the linear regime (the root y∗ in (30) does not even exist for u0 = 0).
The following lemma gives an improved upper bound on the L2-norm of the velocity of any
periodic solution, based on the Lr-estimates obtained in Lemma (2).
Lemma 3. Let f ∈ CLip(0, T ) be non-constant and let N ≥ 1 be an integer. It the potential is non-
linearly hardening, i.e., satisfies (19), the derivative of any NT -periodic, continuously differentiable
solution xp(t) to equation (17) can be bounded as
‖x˙p‖L2(0,NT ) ≤ u
− 1
2(r−1)
0
√
N
Cmin
‖f˙‖ 12Lr∗(0,T )
∥∥∥∥f − MmaxCmin f˙
∥∥∥∥ 12(r−1)
Lr∗(0,T )
. (40)
If the potential is nonlinearly softening, i.e., satisfies (20), the derivative of any NT -periodic,
continuously differentiable solution xp(t) to equation (17) can be bounded as
‖x˙p‖L2(0,NT ) ≤ N
1
2r∗√
Cmin
‖f˙‖ 12Lr∗(0,T )
√
y∗, (41)
where again y∗ is the unique positive root of the polynomial
P (y) = u0y
r−1 −Kmax(NT )
r−2
r y − ‖f‖Lr∗(0,NT ) . (42)
Proof. Taking the inner product in equation (17) with x˙p and integrating over [0, NT ], we obtain∫ NT
0
Mx¨p(t)·x˙p(t)+Cx˙p(t)·x˙p(t)+Kxp(t)·x˙p(t) dt =
∫ NT
0
−∇U(xp(t))·x˙p(t)+f(t)·x˙p(t) dt. (43)
From the NT -periodicity of xp and x˙p, as well as from the symmetry of M and K, we deduce that
(??) is equivalent to ∫ NT
0
f(t) · x˙p dt =
∫ NT
0
x˙p(t) ·Cx˙p(t) dt, (44)
or, equivalently,
−
∫ NT
0
f˙(t) · xp dt =
∫ NT
0
x˙p(t) ·Cx˙p(t) dt. (45)
Using the lower bound (24) for C and applying Ho¨lder’s inequality implies that
Cmin‖x˙p‖2L2(0,NT ) ≤ ‖f˙‖Lr∗(0,NT )‖xp‖Lr(0,NT ). (46)
The claims now follow from Lemma (2) together with the scaling in N of the right-hand side.
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4 Non-existence of periodic orbits in bounded domains
In this section, we present some conditions on the non-existence of periodic orbits, assuming that
the gradient of the potential satisfies a certain upper bound in the domain of validity.
Due to the assumed polynomial bounds on the potential and thanks to the estimates (29) and
(29), these conditions do not scale neutrally in the amplitude of the forcing. This implies that, for
an external forcing with sufficiently large amplitude, any (potential) periodic orbit will necessarily
leave the domain of validity, or, to phrase it differently: We obtain a lower bound on the maximum
of a periodic orbit in terms of the amplitude of the external forcing.
Theorem 1. Assume that the potential U satisfies the lower bound (19) and assume that the
gradient of the potential U can be bounded as
|∇U(x)| ≤ U0, (47)
for some U0 > 0, all x ∈ V. If the T -periodic forcing f : [0, T ]→ Rd satisfies the bound
‖f‖2L2(0,T ) > U0‖f‖L1(0,T ) + u
− 1r−1
0 ‖Mf¨ −Cf˙ +Kf‖Lr∗(0,T )
∥∥∥∥f − MmaxCmin f˙
∥∥∥∥ 1r−1
Lr∗(0,T )
, (48)
then there does not exist an NT -periodic orbit entirely contained in V for any integer N ≥ 1.
Proof. Assume, to the contrary, that there exists an NT -periodic orbit t 7→ xp(t), x(t+NT ) = x(t).
Multiplying equation (17) with f and integrating over [0, NT ], we obtain∫ NT
0
Mx¨p(t) · f(t) +Cx˙p(t) · f(t) +Kxp(t) · f(t) dt =
∫ NT
0
−∇U(xp(t)) · f(t) + |f(t)|2 dt, (49)
which, after an integration by parts together with symmetry of M, C and K and with assumption
(47), implies that∫ NT
0
|f(t)|2 dt ≤
∫ NT
0
U0|f(t)|+ |Mf¨(t)−Cf˙(t) +Kf(t)||xp(t)| dt. (50)
Applying Ho¨lder’s inequality to equation (50) and using the estimate (29) gives
‖f‖2L2(0,NT ) ≤ U0‖f‖L1(0,NT ) + ‖Mf¨ −Cf˙ +Kf‖Lr∗(0,NT )‖xp‖Lr(0,NT )
≤ U0‖f‖L1(0,NT ) + u−
1
r−1
0 ‖Mf¨ −Cf˙ +Kf‖Lr∗(0,NT )
∥∥∥∥f − MmaxCmin f˙
∥∥∥∥ 1r−1
Lr∗(0,NT )
.
(51)
Since the left-hand side and the right-hand side of (51) both scale with N , we arrive at a contra-
diction to assumption (48). This proves the claim.
Theorem 2. Assume that the potential U satisfies the upper bound (20) and assume that the
gradient of the potential U can be bounded as
|∇U(x)| ≤ U0, (52)
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for some U0 > 0, all x ∈ V. If the T -periodic forcing f : [0, T ]→ Rd satisfies the bound
‖f‖2L2(0,T ) > U0‖f‖L1(0,T ) + ‖Mf¨ −Cf˙ +Kf‖Lr∗(0,T )y∗, (53)
where y∗ is the unique positive root of the polynomial
P (y) = u0y
r−1 −KmaxT
r−2
r y − ‖f‖Lr∗(0,T ) , (54)
then there does not exist an NT -periodic orbit entirely contained in V.
Proof. Assume, to the contrary, that there exists an NT -periodic orbit t 7→ xp(t), x(t+NT ) = x(t).
Multiplying equation (17) with f and integrating over [0, NT ], we obtain∫ NT
0
Mx¨p(t) · f(t) +Cx˙p(t) · f(t) +Kxp(t) · f(t) dt =
∫ NT
0
−∇U(xp(t)) · f(t) + |f(t)|2 dt, (55)
which, after an integration by parts together with symmetry of M, C and K and with assumption
(52), implies that∫ NT
0
|f(t)|2 dt ≤
∫ NT
0
U0|f(t)|+ |Mf¨(t)−Cf˙(t) +Kf(t)||xp(t)| dt. (56)
Applying Ho¨lder’s inequality to equation (56) and using the estimate (30) gives
‖f‖2L2(0,NT ) ≤ U0‖f‖L1(0,NT ) + ‖Mf¨ −Cf˙ +Kf‖Lr∗(0,NT )‖xp‖Lr(0,NT )
≤ U0‖f‖L1(0,NT ) + ‖Mf¨ −Cf˙ +Kf‖Lr∗(0,NT )N 1r y∗,
(57)
where y∗ is the unique positive root of the polynomial
P (y) = u0y
r−1 −KmaxT
r−2
r y − ‖f‖Lr∗(0,T ) . (58)
Since both sides in (57) scale neutrally in N , we obtain a contradiction to assumption (53), which
proves the claim.
Remark 5. Clearly, condition (19) and condition (47) cannot hold at the same time globally. Me-
chanical models, however, are generally only justified on some bounded domain around the position
of rest, as higher displacements would violate the validity of the model. If condition (48) is satisfied
on a domain on which the gradient of U can be bounded as in (47), we can infer, for large enough
amplitude of the external forcing, that the validity of the model breaks down, as the periodic orbit
is leaving the domain of validity.
Remark 6. From the upper bound (25) it immediately follows that
‖xp‖L∞(0,NT ) ≤ |x0|+ N
√
T
Cmin
‖f˜‖L2(0,T ), (59)
where x0 = xp(0). If we chose to use the estimate (59) instead of, say, the upper bound (29) in the
proof of Theorem (2), one would obtain a non-existence criterion of the form
‖f‖2L2(0,T ) > U0‖f‖L1(0,T ) + ‖Mf¨ −Cf˙ +Kf‖L1(0,T )
(
|x0|+ N
√
T
Cmin
‖f˜‖L2(0,T )
)
, (60)
which has a quadratic amplitude term on the right-hand side as well as on the left-hand side.
Therefore, it is not guaranteed that any periodic orbit will leave the domain of definition (where
he gradient of the potential can be bounded accordingly). This shows that the Lp-estimates (29)
and (30) are crucial for our line of reasoning.
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5 Examples
Example 1. Consider the forced-damped Duffing oscillator with a hardening cubic stiffness,
x¨+ cx˙+ kx = −δx3 +A sin(nωt), (61)
for c > 0 the linear damping coefficient, k > 0 the linear stiffness coefficient, δ > 0 the cubic stiffness
coefficient, A > 0 the forcing magnitude, ω > 0 the fundamental forcing frequency and n ∈ N an
oscillation parameter. The nonlinear potential associated to equation (61) is given by
U(x) = δ
x4
4
, (62)
which is depicted in Figure 1a. We can choose the constants in (19) as
u0 = δ, r = 4. (63)
As our domain of validity, we choose the unit interval I = [0, 1], where we can bound the derivative
of the potential U as
|U ′(x)| = δ|x|3 ≤ δ. (64)
This implies that we can choose U0 = δ. Consequently, condition (48) takes the form
pi
ω
A2 >δ‖A sin(nωt)‖L1(0,T ) + δ− 13 ‖A(k − n2ω2) sin(nωt)−Acnω cos(nωt)‖L 43 (0,T )
×
∥∥∥A sin(nωt)−Anω
c
cos(nωt)
∥∥∥ 13
L
4
3 (0,T )
.
(65)
Figure 2 shows the behavior of the function
F (A) :=
pi
ω
A2−δ‖ sin(nωt)‖L1(0,T )A−δ−
1
3 ‖(k−n2ω2) sin(nωt)−cnω cos(nωt)‖
L
4
3 (0,T )
∥∥∥sin(nωt)− nω
c
cos(nωt)
∥∥∥ 13
L
4
3 (0,T )
A
4
3 ,
(66)
for different parameter values. A sign-change of F implies that any periodic orbit leaves the domain
of validity.
Figure 3 shows the behavior of the unique positive root of the function (66) in dependence on the
damping c, the magnitude of the nonlinear potential δ and the linear stiffness k. All three plots
indicate a large forcing amplitude for small parameter values, as c and k appear in the denominator
of the solution for linear systems, cf. (10), while small values of δ indicate weak nonlinearity. As
the nonlinearp potential is hardening, higher values of δ, i.e., stronger influence of the potential,
require higher amplitudes for a periodic orbit to leave the domain of validity.
Example 2. Consider the forced-damped Duffing oscillator with a softening cubic stiffness,
x¨+ cx˙+ kx = δx3 +A sin(nωt), (67)
for c > 0 the linear damping coefficient, k > 0 the linear stiffness coefficient, δ > 0 the cubic stiffness
coefficient, A > 0 the forcing magnitude, ω > 0 the fundamental forcing frequency and n ∈ N an
oscillation parameter. The nonlinear potential associated to equation (67) is given by
U(x) = −δ x
4
4
, (68)
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(a) The nonlinear potential U(x) = x4. -3 -2 -1 0 1 2 3
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(b) Dynamics of system (61) around the origin for
c = A = 0.
Figure 1: The potential U and the phase portrait of the unforced and undamped hardening Duffing
oscillator.
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(a) The function (66) for ω = 1, k = 1.1, δ = 1, n = 1
and c = 0.01 (solid), c = 0.1 (dashed) and c = 1
(dotted).
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(b) The function (66) for ω = 1, k = 1.1, c = 0.1, n = 1
and δ = 1 (solid), δ = 2 (dashed) and δ = 3 (dotted).
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(c) The function (66) for ω = 1, c = 0.1, δ = 1, n = 1
and k = 1.1 (solid), k = 1.15 (dashed) and k = 1.2
(dotted).
Figure 2: The behavior of the function (66) for different parameter values of c, δ and k.
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(a) The unique positive root of the function (66) for
ω = 1, k = 1.1, δ = 1, n = 1 and c ∈ {0, 0.2}
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(b) The unique positive root of the function (66) for
ω = 1, k = 1.1, c = 0.1, n = 1 and δ ∈ {0, 1}
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(c) The unique positive root of the function (66) for
ω = 1, c = 0.1, δ = 1, n = 1 and k ∈ {0, 2}
Figure 3: The behavior of the unique positive root of the equation F (A) = 0, cf. (66) in dependence
on the damping c, the magnitude of the nonlinear potential δ and the linear stiffness k.
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(b) Dynamics of system (67) around the origin for
c = A = 0.
Figure 4: The potential U and the phase portrait of the unforced and undamped hardening Duffing
oscillator.
which is depicted in Figure 4a., while Figure 4b shows the phase portrait of the unforced and
undamped system, i.e., system (67) with c = A = 0. We can choose the constants in (20) as
u0 = δ, r = 4. (69)
As our domain of validity, we choose the unit interval I = [0, 1], where we can bound the derivative
of the potential U as
|U ′(x)| = δ|x|3 ≤ δ. (70)
This implies that we can choose U0 = δ. Consequently, condition (53) takes the form
pi
ω
A2 >δ‖A sin(nωt)‖L1(0,T ) + ‖A(k − n2ω2) sin(nωt)−Acnω cos(nωt)‖L 43 (0,T )y
∗, (71)
where y∗ is the unique positive root of the polynomial
P (y) = δy3 − k
√
Ty −A‖ sin(nωt)‖
L
4
3 (0,T )
. (72)
Consider again the function
F (A) :=
pi
ω
A2 − δ‖A sin(nωt)‖L1(0,T ) − ‖A(k − n2ω2) sin(nωt)−Acnω cos(nωt)‖L 43 (0,T )y
∗. (73)
A sign change in (73) indicates that any (potential) periodic solution leaves the domain of validity.
The dependence of the unique positive root A∗ of (73) on different parameters is depicted in Figure
5. Similar to the Duffing oscillator with hardening stiffness (61), the critical amplitude A∗ grows
for larger values of c and k, cf. Figure 5a and Figure 5c. On the other hand, the critical amplitude
decreases for larger values of δ, cf. Figure 5b.
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(a) The unique positive root of the function (73) for
ω = 1, k = 1.1, d = 1, n = 1 and c ∈ {0, 0.2}
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(b) The unique positive root of the function (73) for
ω = 1, k = 1.1, c = 0.1, n = 1 and d ∈ {0, 1}
0.5 1.0 1.5 2.0
k
0.5
1.0
1.5
2.0
2.5
3.0
3.5
A*
(c) The unique positive root of the function (73) for
ω = 1, c = 0.1, d = 1, n = 1 and k ∈ {0, 2}
Figure 5: The behavior of the unique positive root of the equation F (A) = 0, cf. (73) in dependence
on the damping c, the magnitude of the nonlinear potential δ and the linear stiffness k.
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6 Discussion and Further Perspectives
We derived Lp-estimates for periodic solutions of forced-damped mechanical systems with nonlien-
arly hardening and nonlinearly softening potentials. Thanks to polynomial bounds on the nonlinear
part of the potential, these estimates do not scale neutrally in the amplitude of the external forc-
ing. Assuming an upper bound on the gradient of the potential on a bounded domain, we can show
that, for sufficiently high forcing amplitude, any periodic orbit will the given domain (at some time).
For higher dimensional systems, the mechanical potential is usually not perfectly symmetric
with respect to its coordinates, which implies that conditions (19) and (20) will not be satisfied in
these cases. I would be interesting to extend the results of the present paper to systems with the
aforementioned properties.
Also, the role of the frequency and the oscillation parameter - even for systems with one mechanical
degree of freedom - is not completely clear. Specifically, we can ask: How does the maximum of
any periodic orbit changes quantitatively with respect to the forcing amplitude?
The main result of the present paper can be summarized as a lower bound on the maximum of any
periodic orbit (in a given domain). Can we also derive a lower bound on the minimum of a periodic
orbit in a forced-damped system? This would imply a direct analogue of the Bendixson–Dulac
criterion for forced-damped mechanical systems.
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7 Appendix: An estimate on the positive root of certain
polynomials
In this section, we prove an upper bound on the roots of certain polynomial equations, appearing
in the estimates for nonlienarly softening potentials. They are of theoretical interest, as, for the
analytical use of the estimates with nonlinearities greater than four, no explicit solution formula
for the polynomial roots exists.
Lemma 4. Let A, B and C be positive real numbers and let s ≥ 2 be a real number. The unique
positive root y∗ of the polynomial
P (y) = Ays −By − C, (74)
can be bounded from above as
y∗ ≤ y +
√
2
|P (y)|
P ′′(y)
, (75)
where
y =
(
B
sA
) 1
s−1
. (76)
Proof. First, we note that the derivative of the polynomial P ,
P ′(y) = sAys−1 −B, (77)
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has a unique positive zero, which we denote as
y =
(
B
sA
) 1
s−1
. (78)
In particular,
P (y) = A
(
B
sA
) s
s−1
−B
(
B
sA
) 1
s−1
− C = (AB)
s
s−1
(As)
s+1
s−1
(
s
1
s−1 − s ss−1
)
− C
< 0,
(79)
which follows from ss−1 > 1, by assumption.
Since y 7→ P (y) is convex for y > 0,
P ′′(y) = s(s− 1)Ays−2 > 0, (80)
by the assumption s ≥ 2, it follows that, indeed, P has a unique positive solution y∗ with y ≤ y∗.
By (78), we can write
P (y) =
∫ y
y
∫ η
y
p′′(ξ) dξ dη + P (y). (81)
Since, again by the assumption that s ≥ 2, the function y 7→ P ′′(y) is monotonically increasing,
P ′′′(y) = s(s− 1)(s− 2)ys−3 ≥ 0, (82)
for y > 0, and it follows that infξ∈[y,η] P ′′(ξ) = P ′′(y), for any η ≥ y. Therefore, we can bound (81)
as
P (y) =
∫ y
y
∫ η
y
P ′′(ξ) dξ dη + P (y)
≥
∫ y
y
∫ η
y
P ′′(y) dξ dη + P (y) = P ′′(y)
∫ y
y
(η − y) dη + P (y)
=
P ′′(y)
2
y2 − yP ′′(y)y + P
′′(y)y2
2
+ P (y),
(83)
for y ≥ y.
In particular, the unique positive zero of P can be bounded from above by the positive root of the
right-hand side in (83), i.e., by
y+ = y +
√
2
|P (y)|
P ′′(y)
, (84)
where we have used (79). This proves the claim.
Remark 7. The quadratic function y 7→ P ′′(y)2 y2−yp′′(y)y+ P
′′(y)y2
2 +P (y) in (83) defines a parabola
with crest at y. Since the global minimum of P is attained at y as well and since the growth rate
of P is greater or equal than the growth rate of the parabola by the assumption p ≥ 2, we can,
indeed, bound the zero of P from above by the positive zero of the parabola, c.f. Figure 6.
We note that - thanks to the special structure of the polynomial, the bound (75) improves classical,
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general a-priori bounds on the zeros of polynomials. We compare (75) e.g. with the Lagrange
bound [?],
y∗ ≤ max
{
1,
n−1∑
k=0
∣∣∣∣PkPn
∣∣∣∣
}
, (85)
for the polynomial P (y) =
∑n
k=1 Pky
k. For the polynomial P (y) = y5−y−1, for which y∗ = 1.1673,
we find that (85) predicts y∗ ≤ 2, while the parabolic bound (75) predicts y∗ ≤ 1.38516.
0.5 1.0 1.5 2.0
y
2
4
6
8
y
5
- y - 1
-0.197512 - 4. y + 2.9907 y
2
Figure 6: The polynomial functions P (y) = y5−y−1 and the parabola (83) with y = 0.66874. The
positive zero of the parabola is attained at 1.38516, while the unique positive zero of P is attained
at 1.1673.
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