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Some criteria for extreme points and strong U-points in Cesàro–Orlicz spaces are given.
In consequence we ﬁnd a Cesàro–Orlicz sequence space different from c0 which has no
extreme points. Some examples show that in these spaces the notion of the strong U-point
is essentially stronger than the notion of the extreme point. Various examples presented
in this paper show that there are some differences between criteria for extreme points
and strong U-points in Orlicz spaces and in Cesàro–Orlicz spaces. We also show that the
uniqueness of the local best approximation needs the notion of SU-point, that is, the notion
of the extreme point is not strong enough here.
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1. Preliminaries
Let (X,‖ · ‖) be a real Banach space and let B(X) and S(X) be the closed unit ball and the unit sphere of X , respectively.
A point x ∈ S(X) is called an extreme point of B(X) if for every y, z ∈ B(X) with x = y+z2 , we have y = z. The notion of
extreme point plays an important role in some branches of mathematics. For example, the Krein–Milman theorem, Choquet
integral representation theorem, Rainwater theorem on convergence in the weak topology, Bessaga–Pełczyn´ski theorem and
Elton test for unconditional convergence are formulated in terms of extreme points (see [12, Chapter IX]).
A point x ∈ S(X) is said to be a strong U-point (SU-point for short) of B(X) if for any y ∈ S(X) with ‖x + y‖ = 2, we
have x = y (cf. [2], where SU-points are called rotund points). Recall that the nature of an SU-point is such that a point
x ∈ S(X) is a point of local uniform rotundity if and only if x is a point of compact local uniform rotundity and an SU-point
(see [8]).
It is obvious that a Banach space X is rotund if and only if every point of S(X) is an extreme point of B(X), as well as
if and only if any point of S(X) is an SU-point of B(X), but the notion of SU-point is essentially stronger than the notion of
extreme point. Namely in l2∞ (two-dimensional l∞ space) the points x = (1,1) and y = (1,−1) are extreme points of B(l2∞).
Since x = y and ‖x+ y‖ = 2, neither x nor y is a strong U-point of B(l2∞).
It is well known that rotundity of a normed space X is important for the uniqueness of the best approximation ele-
ment in any bounded closed convex and nonempty set A ⊂ X for any x ∈ X \ A. Namely, if X is a rotund normed space,
A is a bounded closed convex and nonempty set in X and x ∈ X \ A, then if y ∈ A is such that ‖x − y‖ = d(x, A) :=
inf{‖x− z‖: z ∈ A}, then for any z ∈ A, z = y, we have d(x, A) < ‖x− z‖. If X is not rotund, then there is a bounded closed
convex and nonempty set A in X and x ∈ X \ A such that there is a continuum of points in A that realize the distance
d(x, A).
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only, then the notion of SU-point can be applied (see Note 1). Since in that note the notion of extreme point cannot be
used in place of the SU-point (see Remark 1), so the notion of the SU-point is important for the local best approximation
problem.
A map ϕ :R → [0,+∞] is said to be an Orlicz function if ϕ is even, convex, left continuous on R+ , continuous at zero,
ϕ(0) = 0 and ϕ(u) → ∞ as u → ∞ (see [4,18,21,23,24,26,27]). For any Orlicz function ϕ we denote
aϕ = sup{u  0: ϕ(u) = 0} and bϕ = sup{u  0: ϕ(u) < ∞}.
Given any Orlicz function ϕ , we deﬁne on l0 (the space of all real sequences) the following convex modular Iϕ : l0 →
[0,∞]:
Iϕ(x) =
∞∑
i=1
ϕ
(
x(i)
)
.
The space
lϕ =
{
x ∈ l0: Iϕ(λx) < ∞ for some λ > 0
}
is called the Orlicz sequence space (see [4,18,21,23,24,26,27]). We equip this space with the Luxemburg norm
|||x|||ϕ = inf
{
λ > 0: Iϕ
(
x
λ
)
 1
}
.
The arithmetic mean map σ is deﬁned on l0 by the formula
σ x = (σ x(i))∞i=1, where σ x(i) = 1i
i∑
j=1
∣∣x( j)∣∣
for any i ∈ N and x = (x(i))∞i=1 ∈ l0. Given any Orlicz function ϕ , we deﬁne on l0 another convex modular ϕ : l0 → [0,∞],
by
ϕ(x) = Iϕ
(
σ(x)
)
and the Cesàro–Orlicz sequence space
cesϕ =
{
x ∈ l0: σ x ∈ lϕ
}
(see [9,25]). We equip this space with the norm ‖x‖ϕ = |||σ(x)|||ϕ . The Cesàro–Orlicz sequence spaces cesϕ = (cesϕ,‖·‖ϕ)
have the Fatou property. Consequently, cesϕ are Banach spaces (see [23]).
We also deﬁne a subspace (cesϕ)a of cesϕ by the following formula:
(cesϕ)a =
{
x ∈ cesϕ : ∀k > 0 ∃nk ∈ N such that
∞∑
n=nk
ϕ
(
k
n
n∑
i=1
∣∣x(i)∣∣
)
< ∞
}
.
The space (cesϕ)a is a closed and separable subspace of cesϕ and (cesϕ)a is the subspace of all order continuous elements
of cesϕ . For the deﬁnition of order continuous elements in a Banach lattice we refer to [17] and [22].
In particular cases, when ϕ(u) = |u|p for 1 p < ∞ or ϕ(u) = 0 if |u| 1 and ϕ(u) = ∞ if |u| > 1 (which corresponds
to p = ∞), we get the well-known Cesàro sequence spaces cesp and ces∞ . They appeared in 1968 as the problem of the
Dutch Mathematical Society to ﬁnd their duals (see [1, Problem 2]). A regular investigation of Cesàro sequence spaces was
done in [28] (see also [3,16,20]). At the end of the previous century several authors studied some geometric properties of
these spaces (see [5–7,10,11,19]).
In recent years the theory of Cesàro–Orlicz sequence spaces has been studied intensively. Some basic topological prop-
erties (nontriviality, order continuity, separability and relationships between the modular and the norm deﬁned itself) as
well as some geometric properties (Fatou property, strict monotonicity and rotundity) were considered in [9]. Recently
Maligranda, Petrot and Suantai in their remarkable paper [25] calculated n-dimensional James constans in Cesàro and
Cesàro–Orlicz sequence spaces. They concluded from this result that neither Cesàro sequence spaces cesp for 1 < p ∞ nor
Cesàro–Orlicz sequence spaces cesϕ generated by Orlicz functions ϕ satisfying condition δ2 are uniformly nonsquare, and
they are not even B-convex. They also calculated the James constant for two-dimensional space ces(2)2 .
In this paper we began investigations of local rotundity structure of Cesàro–Orlicz sequence spaces cesϕ . It is easy
to show that, if σ x, where x ∈ S(cesϕ), is an extreme point (respectively an SU-point) of the Orlicz space lϕ , then x is an
extreme point (respectively an SU-point) of cesϕ . Since not all elements y ∈ B(lϕ) can be written as σ x for some x ∈ B(cesϕ),
for some Orlicz functions there exists x ∈ S(cesϕ) such that x is an extreme point (respectively an SU-point) of cesϕ , but
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some Orlicz functions ϕ , criteria for extreme points and SU-points in Cesàro–Orlicz space cesϕ are essentially weaker than
corresponding criteria in Orlicz spaces.
In order to recall criteria for extreme points and SU-points in Orlicz spaces we need to formulate some deﬁnitions. We
say that u ∈ R is a point of strict convexity of ϕ if ϕ(u) < 12 (ϕ(u − ε) + ϕ(u + ε)) for any ε > 0. By B¯x we denote the set
of all n ∈ N such that ϕ is aﬃne on the interval [|x(n)|, |x(n)| + δ] for some δ > 0. Let C¯x be the set of all n ∈ N such that
n ∈ supp x and ϕ is aﬃne on the interval [|x(n)| − δ, |x(n)|] for some δ > 0.
Theorem A. (See [15, Theorem 1].) An element x ∈ S(lϕ) is an extreme point of B(lϕ) if and only if x(n) = bϕ for any n ∈ N or the
following conditions are satisﬁed:
(i) Iϕ(x) = 1,
(ii) |x(n)| aϕ for all n ∈ N,
(iii) at most one number x(n) is not a point of strict convexity of ϕ .
Theorem B. (See [8, Theorem 5].) An element x ∈ S(lϕ) is an SU-point of B(lϕ) if and only if the following conditions are satisﬁed:
(i) Iϕ( xβ ) < ∞ for some β ∈ (0,1) or (Iϕ(x) = 1 whenever |x| = bϕen for some n ∈ N),
(ii) aϕ = 0,
(iii) if the sets B¯x and C¯x are nonempty, then they are equal and both are singletons.
2. Results
We start with a simple observation which shows together with Remark 1 that the notion of SU-point is important.
Note 1. Let X be a Banach space, A be its bounded closed convex and nonempty subset and x ∈ X \ A. Assume that there
exists y ∈ A such that y ∈ P A(x) := {z ∈ A: ‖x − z‖ = d(x, A)} (d(x, A) := inf{‖x − z‖: z ∈ A}) and x − y is an SU-point of
BX (θ,d(x, A)). Then P A(x) = {y}.
Proof. Assume that there exists z ∈ P A(x). Since the set A is convex we have (y + z)/2 ∈ A, hence
d(x, A)
∥∥∥∥x− y + z2
∥∥∥∥=
∥∥∥∥ (x− y) + (x− z)2
∥∥∥∥ 12{‖x− y‖ + ‖x− z‖}= d(x, A).
Therefore, we get ‖(x− y) + (x− z)‖ = 2d(x, A) = 2‖x− y‖. Consequently x− y = x− z, whence y = z. 
Remark 1. Observe that the above note is not true if we assume that x− y is only an extreme point. Namely, let X = l2∞ (two-
dimensional l∞ space), A = B(l2∞), x = (0,2). We have d(x, A) = 1, B(θ,d(x, A)) = B(l2∞), y = (1,1) ∈ P A(x), x− y = (−1,1)
is an extreme point of B(θ,d(x, A)) = B(l2∞) and P A(x) = {(c,1): c ∈ [−1,1]}.
Let us start now with our results concerning Cesàro–Orlicz sequence spaces. Let Ax be the set of all n ∈ supp x such that
supp x∩{n+1,n+2, . . .} = ∅ and the numbers σ x(n),σ x(n+1), . . . , σ x(m−1) are inside of the aﬃne intervals of ϕ , where
m ∈ N is the smallest number such that m > n and m ∈ supp x.
Theorem 1. An element x ∈ S(cesϕ) is an extreme point of B(cesϕ) if and only if μ(supp x) = ∞ and supp x = {n: σ x(n) = bϕ} or
the following conditions are satisﬁed:
(i) ϕ(x) = 1,
(ii) if aϕ > 0, then μ(supp x) = ∞ and σ x(n) aϕ for all n ∈ supp x,
(iii) at most one number belongs to the set Ax.
Remark 2. Observe that x ∈ l0 such that μ(supp x) = ∞ and supp x = {n: σ x(n) = bϕ} belongs to S(cesϕ) if and only if
aϕ = bϕ since thanks the left-hand side continuity of ϕ on R+ we have then that ϕ(bϕ) = 0.
Proof of Theorem 1. Suﬃciency. First we will show that if x ∈ S(cesϕ), supp x = {n: σ x(n) = bϕ} and μ(supp x) = ∞, then
x is an extreme point of B(cesϕ). Assume that there exist y, z ∈ S(cesϕ) such that x = y+z2 and y = z. Let m be the smallest
natural number such that y(m) = z(m). We will consider two cases.
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σ y(m) = |y(1)| + |y(2)| + · · · + |y(m − 1)| + |y(m)|
m
= |x(1)| + |x(2)| + · · · + |x(m − 1)| + |y(m)|
m
>
|x(1)| + |x(2)| + · · · + |x(m − 1)| + |x(m)|
m
= σ x(m) = bϕ.
Hence ϕ(y) = ∞, which contradicts the condition y ∈ S(cesϕ).
Let m /∈ supp x. Then, we have |y(m)| = |z(m)| > 0 and sgn y(m) = −sgn z(m). Let us denote by l the smallest number in
supp x such that l >m. Without loss of generality, we may assume that |x(l)| |y(l)|. Simultaneously, we have 0 = |x(n)|
|y(n)| for n =m + 1, . . . , l − 1. Therefore
σ y(l) = |y(1)| + · · · + |y(m − 1)| + |y(m)| + |y(m + 1)| + · · · + |y(l)|
l
= |x(1)| + · · · + |x(m − 1)| + |y(m)| + |y(m + 1)| + · · · + |y(l)|
l
 |x(1)| + · · · + |x(m − 1)| + |y(m)| + |x(m + 1)| + · · · + |x(l)|
l
> σ x(l) = bϕ.
Hence ϕ(y) = ∞ and it is again a contradiction with the assumption y ∈ S(cesϕ).
Now, we assume that x ∈ S(cesϕ) satisﬁes conditions (i)–(iii) of the theorem and there exist y, z ∈ S(cesϕ) such that
x = y+z2 and y = z. Since ϕ is a convex modular, we have
1 = ϕ(x) = ϕ
(
y + z
2
)
 ϕ(y) + ϕ(z)
2
 1+ 1
2
= 1.
Then ϕ(y) = ϕ(z) = 1 and ϕ( y+z2 ) = ϕ(y)+ϕ(z)2 , i.e.
∞∑
n=1
ϕ
(
1
n
n∑
i=1
∣∣∣∣ y(i) + z(i)2
∣∣∣∣
)
=
∞∑
n=1
ϕ
(
1
2
1
n
n∑
i=1
∣∣y(i)∣∣+ 1
2
1
n
n∑
i=1
∣∣z(i)∣∣
)
=
∞∑
n=1
(
1
2
ϕ
(
1
n
n∑
i=1
∣∣y(i)∣∣
)
+ 1
2
ϕ
(
1
n
n∑
i=1
∣∣z(i)∣∣
))
= 1
2
( ∞∑
n=1
ϕ
(
1
n
n∑
i=1
∣∣y(i)∣∣
)
+
∞∑
n=1
ϕ
(
1
n
n∑
i=1
∣∣z(i)∣∣
))
.
Thus, for each n ∈ N, we have
ϕ
(
1
n
n∑
i=1
∣∣∣∣ y(i) + z(i)2
∣∣∣∣
)
= 1
2
ϕ
(
1
n
n∑
i=1
∣∣y(i)∣∣
)
+ 1
2
ϕ
(
1
n
n∑
i=1
∣∣z(i)∣∣
)
. (1)
Now, we will show that x(n) = y(n) = z(n) = 0 for any n /∈ supp x. Note that if y(n) = 0 for some n /∈ supp x, then by
the equality 0 = x(n) = y(n)+z(n)2 , we have y(n) = −z(n) and |y(n)| = |z(n)| > 0. Hence 0 = |x(n)| < 12 (|y(n)| + |z(n)|), which
gives
σ x(m) = |x(1)| + · · · + |x(n)| + · · · + |x(m)|
m
= |
y(1)+z(1)
2 | + · · · + | y(n)+z(n)2 | + · · · + | y(m)+z(m)2 |
m
<
1
2
( |y(1)| + · · · + |y(n)| + · · · + |y(m)|
m
+ |z(1)| + · · · + |z(n)| + · · · + |z(m)|
m
)
= 1
2
(
σ y(m) + σ z(m)) (2)
for each m n. By condition (ii), there exists m > n such that σ x(m) aϕ . Hence
ϕ
(
σ x(m)
)
< ϕ
(
σ y(m) + σ z(m)
2
)
 ϕ(σ y(m)) + ϕ(σ z(m))
2
,
which contradicts equality (1). So, n /∈ supp x implies that x(n) = y(n) = z(n) = 0.
Now, we will show that |y(n) + z(n)| = |y(n)| + |z(n)| for any n ∈ supp x. Assume that |y(n) + z(n)| < |y(n)| + |z(n)| for
some n ∈ supp x. Then repeating the equalities and the inequality from (2), we get σ x(n) < 12 (σ y(n) + σ z(n)). Hence, by
condition (ii), we have ϕ(σ x(n)) < 12 (ϕ(σ y(n))+ϕ(σ z(n))). It is again a contradiction with (1). Therefore, min(y(n), z(n))
0 or max(y(n), z(n)) 0.
Let n1 ∈ N be the smallest number such that y(n1) = z(n1). By the previous part of the proof, we have n1 ∈ supp x.
Without loss of generality, we may assume that 0 |y(n1)| < |x(n1)| < |z(n1)|. Hence
ϕ
(
σ y(n1)
)
< ϕ
(
σ z(n1)
)
. (3)
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contradiction ϕ(y) < ϕ(z)). For i ∈ {n1,n1+1, . . . ,m1−1}, we have σ y(i) < σ z(i). If there exists i ∈ {n1,n1+1, . . . ,m1−1}
such that
ϕ
(
σ x(i)
)
<
1
2
(
ϕ
(
σ y(i)
)+ ϕ(σ z(i))),
then we get a contradiction with (1). Assume now that
ϕ
(
σ x(i)
)= 1
2
(
ϕ
(
σ y(i)
)+ ϕ(σ z(i)))
for every i ∈ {n1,n1 + 1, . . . ,m1 − 1}. Then n1 ∈ Ax . Since ϕ(y) = ϕ(z) = 1, so by (3), there exists n (n m1) such that
σ z(n) < σ y(n). Let n2 ∈ N be the smallest number such that σ z(n2) < σ y(n2). Then |z(n2)| < |y(n2)|, so n2 ∈ supp x. If
x(m) = 0 for every m > n2, then, by condition (ii), we have aϕ = 0. Proceeding analogously as in the proof of the theorem
about rotundity of (ces2ϕ,‖ · ‖ϕ) in [14], we get a contradiction with (1).
Now, let us denote by m2 the smallest number in supp x such that m2 > n2. Since n2 /∈ Ax , there exists i ∈ {n2,n2 + 1,
. . . ,m2 − 1} such that
ϕ
(
σ x(i)
)
<
1
2
(
ϕ
(
σ y(i)
)+ ϕ(σ z(i))),
which contradicts equality (1).
Necessity. At ﬁrst, we assume that ϕ(x) < 1 and μ(supp x) < ∞. Let us denote by n the biggest number in supp x and
let s := |x(1)| + · · · + |x(n)|. Since ϕ(x) < 1, so ϕ( sn ) < ∞ and, in consequence, sn  bϕ . Hence, there exists δ > 0 such that
s+δ
n+1 < bϕ . By Theorem 2.1 in [9], we have
∞∑
i=n+1
ϕ
(
s + δ
i
)
< ∞.
Hence, remembering that ϕ(x) < 1, we may assume, without loss of generality, that
n∑
i=1
ϕ
(
σ x(i)
)+ ∞∑
i=n+1
ϕ
(
s + δ
i
)
 1. (4)
Deﬁne two sequences y and z, by
y = (x(1), x(2), . . . , x(n), δ,0, . . .),
z = (x(1), x(2), . . . , x(n),−δ,0, . . .).
By (4), we have ϕ(y) = ϕ(z) 1. Since ϕ(λy) = ϕ(λz) ϕ(λx) = ∞ for all λ > 1, we have ‖y‖ = ‖z‖ = 1.
Now, let ϕ(x) < 1, μ(supp x) = ∞ and there exists n ∈ supp x such that σ x(n) < bϕ . Let us denote by m the smallest
natural number greater than n such that x(m) = 0. As above, let s := |x(1)| + · · · + |x(n)| and let 0 < δ < min(|x(n)|, |x(m)|)
be such a number that s+δn < bϕ and
m−1∑
i=n
ϕ
(
s + δ
i
)
−
m−1∑
i=n
ϕ
(
σ x(i)
)
 1− ϕ(x). (5)
Deﬁne the following sequences:
y = (x(1), . . . , x(n) + sgn x(n)δ, . . . , x(m) − sgn x(m)δ, . . .),
z = (x(1), . . . , x(n) − sgn x(n)δ, . . . , x(m) + sgn x(m)δ, . . .).
By (5) we have ϕ(y) 1. Since ϕ(λy) ϕ(λx) = ∞ for any λ > 1, so ‖y‖ = 1. For z we have ϕ(z) ϕ(x) < 1. Assume
that there exists λ0 > 1 such that ϕ(λ0z) < ∞. Then, for any λ ∈ (1, λ0) we have ϕ(λz) < ∞. Take λ ∈ (1, λ0) such that
λσ x(n) < bϕ . Then
ϕ(λx) = ϕ(λz) +
m−1∑
i=n
ϕ
(
λσ x(i)
)−m−1∑
i=n
ϕ
(
λ
s − δ
i
)
< ∞,
which is impossible. Therefore ϕ(λz) = ∞ for any λ > 1, whence ‖z‖ = 1.
Now, assume that ϕ(x) = 1, aϕ > 0 and μ(supp x) < ∞. Let us denote by n the biggest number in supp x and let again
s := |x(1)| + · · · + |x(n)|. Since s+1 → 0 as i → ∞, there exists m > n such that s+1  aϕ . Deﬁnei m
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m−1 times
,1,0, . . .
)
and z = ( x(1), . . . , x(n),0, . . . ,0︸ ︷︷ ︸
m−1 times
,−1,0, . . .).
Then, we have ϕ(y) = ϕ(z) = ϕ(x) = 1.
Let μ(supp x) = ∞ and there exists n ∈ supp x such that σ x(n) < aϕ . Let us denote by m the smallest number in supp x
such that m > n. Let us deﬁne the following sequences:
y = (x(1), . . . , x(n) + sgn x(n)δ, . . . , x(m) − sgn x(m)δ, . . .),
z = (x(1), . . . , x(n) − sgn x(n)δ, . . . , x(m) + sgn x(m)δ, . . .),
where δ < min{|x(n)|, |x(m)|} and (|x(1)| + · · · + |x(n)| + δ) naϕ . Then ϕ(y) = ϕ(z) = ϕ(x) = 1.
Finally, we will show that condition (iii) is necessary. Assume that Ax has at least two elements. We will show that
x is not then an extreme point. Let n1,n2 ∈ Ax and n1 = n2. Let us denote by m1 (m2) the smallest number in supp x
such that m1 > n1 (m2 > n2). Without loss of generality, we may assume that m1  n2. By the assumption, we have
that σ x(n1), . . . , σ x(m1 − 1) and σ x(n2), . . . , σ x(m2 − 1) are different than zero and they belong to the enterior of the
aﬃne intervals of the function ϕ . Assume that ϕ is deﬁned on these intervals by the formula ϕ(u) = aiu + bi , where
i = n1, . . . ,m1 − 1,n2, . . . ,m2 − 1 and deﬁne
α1 = an1
n1
+ an1+1
n1 + 1 + · · · +
am1−1
m1 − 1 ,
α2 = an2
n2
+ an2+1
n2 + 1 + · · · +
am2−1
m2 − 1 .
We may assume without loss of generality that α1  α2. Let δ1 > 0 be such a number that the intervals[
σ x(n1) − 2δ1, σ x(n1) + 2δ1
]
, . . . ,
[
σ x(m1 − 1) − 2δ1, σ x(m1 − 1) + 2δ1
]
,[
σ x(n2) − 2δ1, σ x(n2) + 2δ1
]
, . . . ,
[
σ x(m2 − 1) − 2δ1, σ x(m2 − 1) + 2δ1
]
,
are inside of the aﬃne intervals of the function ϕ and the inequality
2δ1 < min
{∣∣x(n1)∣∣, ∣∣x(m2)∣∣, ∣∣x(n2)∣∣, ∣∣x(m2)∣∣}
is satisﬁed. Let δ2 := α1α2 δ1. It is obvious that δ2  δ1. If m1 < n2, then we deﬁne two sequences y and z, by
y = (x(1), . . . , x(n1) + sgn x(n1)δ1, . . . , x(m1) − sgn x(m1)δ1, . . . , x(n2) − sgn x(n2)δ2, . . . , x(m2) + sgn x(m2)δ2, . . .),
z = (x(1), . . . , x(n1) − sgn x(n1)δ1, . . . , x(m1) + sgn x(m1)δ1, . . . , x(n2) + sgn x(n2)δ2, . . . , x(m2) − sgn x(m2)δ2, . . .).
In the case, when m1 = n2, we deﬁne y and z similarly, namely
y(m1) := x(m1) − sgn x(m1)(δ1 + δ2)
and
z(m1) := x(m1) + sgn x(m1)(δ1 + δ2).
For the sequences y and z, we have
m1−1∑
i=n1
ϕ
(
σ y(i)
)= m1−1∑
i=n1
ϕ
(
σ x(i)
)+ α1δ1, m2−1∑
i=n2
ϕ
(
σ y(i)
)= m2−1∑
i=n2
ϕ
(
σ x(i)
)− α2δ2,
m1−1∑
i=n1
ϕ
(
σ z(i)
)= m1−1∑
i=n1
ϕ
(
σ x(i)
)− α1δ1, m2−1∑
i=n2
ϕ
(
σ z(i)
)= m2−1∑
i=n2
ϕ
(
σ x(i)
)+ α2δ2.
Hence ϕ(y) = ϕ(z) = ϕ(x) = 1. 
Let us denote by Bx the set of all n ∈ N such that n + 1 ∈ supp x and ϕ is aﬃne on the interval [σ x(n),σ x(n) + δ] for
some δ > 0.
Let Cx be the set of all n ∈ N such that n ∈ supp x and ϕ is aﬃne on the interval [σ x(n) − δ,σ x(n)] for some δ > 0.
Theorem 2. An element x ∈ S(cesϕ) is an SU-point of B(cesϕ) if and only if the following conditions are satisﬁed:
(i) ρϕ( xβ ) < ∞ for some β ∈ (0,1) or (ϕ(x) = 1 whenever |x| = nbϕen for some n ∈ N),
(ii) aϕ = 0,
(iii) if the sets Bx and Cx are nonempty, then they are equal and both are singletons.
416 P. Foralewski et al. / J. Math. Anal. Appl. 345 (2008) 410–419Proof. Suﬃciency. Let x ∈ S(cesϕ) satisfy the conditions of the theorem. We will show that x is an SU-point. Let y ∈ S(cesϕ)
and x = y. First, we will show that ϕ( x+y2 ) < 1. We notice that it is enough to show that, for some n ∈ N, we have
ϕ
(
1
n
n∑
i=1
∣∣∣∣ x(i) + y(i)2
∣∣∣∣
)
<
1
2
(
ϕ
(
1
n
n∑
i=1
∣∣x(i)∣∣
)
+ ϕ
(
1
n
n∑
i=1
∣∣y(i)∣∣
))
. (6)
Let k be the smallest natural number such that x(k) = y(k). If |x(k)| = |y(k)| > 0, then x(k) = −y(k). Hence
σ
x+ y
2
(k) = |
x(1)+y(1)
2 | + · · · + | x(k)+y(k)2 |
k
<
1
2
( |x(1)| + · · · + |x(k)|
k
)
+ 1
2
( |y(1)| + · · · + |y(k)|
k
)
= 1
2
σ x(k) + 1
2
σ y(k).
Since aϕ = 0, we have
ϕ
(
σ
x+ y
2
(k)
)
< ϕ
(
1
2
σ x(k) + 1
2
σ y(k)
)
 1
2
[
ϕ
(
σ x(k)
)+ ϕ(σ y(k))],
which means that (6) is satisﬁed for n = k.
Now, let |x(k)| = |y(k)|. Without loss of generality, we may assume that |y(k)| < |x(k)|. Then, we have
1
k
k∑
i=1
∣∣y(i)∣∣< 1
k
k∑
i=1
∣∣x(i)∣∣.
Since aϕ = 0, so
ϕ
(
1
k
k∑
i=1
∣∣y(i)∣∣
)
< ϕ
(
1
k
k∑
i=1
∣∣x(i)∣∣
)
.
If the inequality
ϕ
(
1
n
n∑
i=1
∣∣y(i)∣∣
)
 ϕ
(
1
n
n∑
i=1
∣∣x(i)∣∣
)
were satisﬁed for others n ∈ N, then we would immediately have
ϕ
(
x+ y
2
)
 1
2
(
ϕ(x) + ϕ(y)
)
< 1,
and the proof would be ﬁnished. Therefore assume that there exists n ∈ N such that
ϕ
(
1
n
n∑
i=1
∣∣x(i)∣∣
)
< ϕ
(
1
n
n∑
i=1
∣∣y(i)∣∣
)
, (7)
whence
1
n
n∑
i=1
∣∣x(i)∣∣< 1
n
n∑
i=1
∣∣y(i)∣∣.
Let m be the smallest natural number which satisﬁes (7). We have k < m and |x(m)| < |y(m)|. If inequality (6) is not
satisﬁed for k, then k ∈ Cx . Hence m /∈ Bx . If x(m + 1) = 0, then we get inequality (6) for m. If there exists p > m such
that x(m + 1) = · · · = x(p) = 0 and x(p + 1) = 0 then, by p /∈ Bx , we get (6) on a pth coordinate. If we have x(n) = 0 for
every n > m, then the proof can proceed analogously as in the theorem about rotundity of (ces2ϕ,‖ · ‖ϕ) in [14]. Hence
ϕ(
x+y
2 ) < 1.
Now, we must only show that ‖ x+y2 ‖ < 1, which is true if and only if ϕ((1+) x+y2 ) < ∞ for some  > 0. Let |x| = nbϕen
and ϕ(x) = 1. Since y = x, then |y(n)| < |x(n)| = nbϕ , σ y(m)  bϕ for m = 1,2, . . . ,n − 1 and σ y(m) < bϕ for m  n.
Therefore, for any 1 ∈ (0, bϕ−σ y(n)bϕ+σ y(n) ), we have
n∑
i=1
ϕ
(
σ(1+ 1) x+ y
2
(i)
)
=
n−1∑
i=1
ϕ
(
σ(1+ 1) y
2
(i)
)
+ ϕ
(
σ(1+ 1) x+ y
2
(n)
)

n−1∑
ϕ
(
1+ 1
2
σ y(i)
)
+ ϕ
(
1+ 1
2
(
σ y(n) + bϕ
))
i=1
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n−1∑
i=1
ϕ
(
1+ 1
2
σ y(i)
)
+ ϕ(bϕ) < ∞.
We know that σ x(m) σ x(n + 1) = nbϕn+1 for any m = n. Let 2 ∈ (0, 12n+1 ) and a = 1−21+2 . We have nn+1 < a < 1 and
1+2
2 a +
1+2
2 = 1. Hence
∞∑
i=n+1
ϕ
(
σ(1+ 2) x+ y
2
(i)
)

∞∑
i=n+1
ϕ
(
1+ 2
2
σ x(i) + 1+ 2
2
σ y(i)
)
=
∞∑
i=n+1
ϕ
(
1+ 2
2
a · σ x
a
(i) + 1+ 2
2
σ y(i)
)
 1+ 2
2
a
∞∑
i=n+1
ϕ
(
σ
x
a
(i)
)
+ 1+ 2
2
∞∑
i=n+1
ϕ
(
σ y(i)
)
< ∞,
because the convergence of the series
∑∞
i=n+1 ϕ(σ xa (i)) follows from Theorem 2.1 in [9] for k = nbϕa and from the fact that
σ x(i)a  bϕ for any i  n+ 1. Therefore, taking  ∈ (0,min{ bϕ−σ y(n)bϕ+σ y(n) , 12n+1 }), we get ϕ((1+ )
x+y
2 ) < ∞, whence ‖ x+y2 ‖ < 1.
Now, let ϕ( xβ ) < ∞ for some β ∈ (0,1). Then, we have  ∈ (0,1), β = 1−1+ and 1+2 β + 1+2 = 1 for  = 1−β1+β . Therefore
ϕ
(
(1+ ) x+ y
2
)
= ϕ
(
1+ 
2
β
x
β
+ 1+ 
2
y
)
 1+ 
2
ϕ
(
x
β
)
+ 1+ 
2
ϕ(y) < ∞,
whence we get again ‖ x+y2 ‖ < 1. By the arbitrariness of y from S(cesϕ), x is an SU-point.
Necessity. Assume that x ∈ S(cesϕ) is an SU-point and x does not satisfy condition (i), which means that ϕ( xβ ) = ∞ for
every β ∈ (0,1) and x is not of the form |x| = nbϕen . Since x is an extreme point, by Theorem 1, we have ϕ(x) = 1.
First, we assume that there exists i ∈ N such that σ x(i) = bϕ . Take m ∈ supp x such that m = i and deﬁne
y(n) =
⎧⎪⎨
⎪⎩
x(m)
2 for n =m,
x(m + 1) + sgn x(m + 1) x(m)2 for n =m + 1,
x(n) for n ∈ N \ {m,m + 1}.
We have σ y(m) < σ x+y2 (m) < σ x(m) and σ y(n) = σ x+y2 (n) = σ x(n) for the others n. Hence ϕ(y) ϕ((x+ y)/2) 1 and
ϕ(
y
β
) = ϕ( x+y2β ) = ∞ for every β ∈ (0,1), whence ‖y‖ = ‖ x+y2 ‖ = 1, so x is not an SU-point.
Now, let σ x(n) < bϕ for every n ∈ N and m be the smallest number in supp x. Consider the sequence y deﬁned above.
We have ϕ(y) ϕ( x+y2 ) 1. Since ϕ(
x
β
) = ∞ for every β ∈ (0,1), σ x
β
(i) = 0 for i = 1,2, . . . ,m − 1 and ϕ(σ x
β
(m)) < ∞
for β ∈ ( σ x(m)bϕ ,1), so
∞∑
i=m+1
ϕ
(
σ
y
β
(i)
)
=
∞∑
i=m+1
ϕ
(
σ
x+ y
2β
(i)
)
=
∞∑
i=m+1
ϕ
(
σ
x
β
(i)
)
= ∞.
Hence ϕ(y) = ϕ( x+y2β ) = ∞, which implies that ‖y‖ = ‖ x+y2 ‖ = 1 and consequently, x is not an SU-point.
Now, we assume that condition (i) is satisﬁed and aϕ > 0. If x were an SU-point, then it would also be an extreme
point. Therefore, by Theorem 1, we would get μ(supp x) = ∞ and σ x(n)  aϕ for any n ∈ supp x. Let β ∈ (0,1). Then
σ x(n)
β
 aϕ
β
for any n ∈ supp x. Hence ϕ(σ x(n)
β
) ϕ( aϕ
β
) > 0 for any n ∈ supp x, that is, ϕ( xβ ) = ∞ for any β ∈ (0,1), which
is a contradiction. Hence aϕ = 0.
Let us show the necessity of condition (iii). Let us assume that there exist n ∈ Bx and m ∈ Cx such that n =m. We will
show that x is not an SU-point. Since n ∈ Bx , so n + 1 ∈ supp x and there exists η1 such that the function ϕ is aﬃne on
the interval [σ x(n),σ x(n) + η1]. By the assumption that m ∈ Cx , we know that m ∈ supp x and there exists η2 such that
ϕ is aﬃne on the interval [σ x(m) − η2, σ x(m)]. Let the function ϕ be deﬁned by the following formulas: ϕ(u) = anu + bn
on the interval [σ x(n),σ x(n) + η1] and ϕ(u) = amu + bm on the interval [σ x(m) − η2, σ x(m)]. Deﬁne α1 = ann and α2 = amm .
Without loss of generality, we may assume that n < m and α1  α2. Let δ1 satisfy the condition 0 < 2δ1 < min{|x(n + 1)|,
|x(m)|, η1, η2} and δ2 := α1α2 δ1. For y deﬁned by the formula
y = (x(1), . . . , x(n) + sgn x(n)δ1, x(n + 1) − sgn x(n + 1)δ1, . . . , x(m) − sgn x(m)δ2, x(m + 1) + sgn x(m + 1)δ2, . . .)
(in the case, when n + 1 =m, we deﬁne y(m) = x(m) − sgn x(m)(δ1 + δ2)), we have
ϕ(y) =
∞∑
i=1
ϕ
(
σ y(i)
)= ∞∑
i=1
ϕ
(
σ x(i)
)+ α1δ1 − α2δ2 = ∞∑
i=1
ϕ
(
σ x(i)
)= ϕ(x) = 1.
Analogously we get that ϕ(
x+y
2 ) = 1. Therefore ‖y‖ = ‖ x+y2 ‖ = 1, so x is not an SU-point. 
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Proof. If aϕ = bϕ , then x = (xn)∞n=1, where xn = bϕ for any n ∈ N , is an extreme point of S(cesϕ). If
∑∞
i=1 ϕ(
bϕ
i ) 1, then y
deﬁned for all i ∈ N by the equalities σ y(i) = max( u0i ,aϕ), where
∑∞
i=1 ϕ(
u0
i ) = 1, is an extreme point. Finally, assume that
0 <
∑∞
i=1 ϕ(
bϕ
i ) < 1. We can ﬁnd n ∈ N and u1 ∈ [0,bϕ) such that nϕ(bϕ)+
∑∞
i=n+1 ϕ(
nbϕ+u1
i ) = 1. Then z = (zi)∞i=1 with zi
satisfying σ z(i) = bϕ for i = 1, . . . ,n and σ z(i) = max(nbϕ+u1i ,aϕ) for the others i ∈ N, is an extreme point. 
Remark 3. An analogous theorem to the last one is not true for SU-points. For example, cesϕ generated by an Orlicz
function ϕ vanishing outside zero has not SU-points.
Theorem 4. The space (cesϕ)a has no extreme points if and only if aϕ > 0.
Proof. Suﬃciency. We notice ﬁrst that, if aϕ > 0, then x ∈ (cesϕ)a if and only if σ x ∈ c0. Take any x ∈ S((cesϕ)a). There exists
k ∈ N such that σ x(n) aϕ/2 for any n > k. Deﬁne y(k+ 1) = x(k+ 1) + sgn x(k+ 1) aϕ2 , z(k+ 1) = x(k+ 1) − sgn x(k+ 1) aϕ2
and y(n) = z(n) = x(n) for the others n ∈ N . We get y = z, x = y+z2 and ϕ(y) = ϕ(z) = ϕ(x)  1. By convexity of the
norm, we have y, z ∈ S((cesϕ)a). Therefore, x is not an extreme point.
Necessity. Let aϕ = 0. Then ϕ(bϕ) > 0 and the elements y or z which were deﬁned in the proof of Theorem 3 are extreme
points of S((cesϕ)a). 
Remark 4. As it has been noticed in Theorem 4, if we assume that aϕ > 0, then the space (cesϕ)a has no extreme points. It
is worth noticing that c0  (cesϕ)a . Namely, we have σ x(i) → 0 as i → ∞ for any x ∈ c0. Hence c0 ⊂ (cesϕ)a . We will show
that c0 = (cesϕ)a . Let x(i) = n for i = 10n and x(i) = 0 for the others i ∈ N . Since σ x(i) → 0 as i → ∞, we have x ∈ (cesϕ)a
and x /∈ l∞ . Therefore, in case when aϕ > 0, (cesϕ)a is a Banach sequence space without extreme points in its unit ball,
different from c0.
Let us recall here that Orlicz spaces without extreme points are characterized in [13].
3. Some examples
It is easy to observe that conditions of Theorem 2 imply the corresponding conditions of Theorem 1. We will show that
they are stronger, i.e. in some spaces cesϕ we will ﬁnd examples of extreme points which are not SU-points.
The ﬁrst example shows that the element x = (x(n)) ∈ S(cesϕ) such that μ(supp x) = ∞ and supp x = {n: σ x(n) = bϕ},
is not an SU-point.
Example 1. Let n1, n2 be two smallest natural numbers in supp x such that n1 < n2. Put
y = ( 0,0, . . . ,0︸ ︷︷ ︸
n2−1 times
, x(n2) + sgn x(n2)n1bϕ, x(n2 + 1), . . .
)
.
The assumptions about x imply that aϕ = bϕ , so ϕ(y) = ϕ( x+y2 ) = 0 and ϕ(λy) = ϕ(λ x+y2 ) = ∞ for λ > 1. Therefore
‖y‖ = ‖ x+y2 ‖ = 1. Since y = x, x is not an SU-point.
The next example shows that condition (i) from Theorem 2 is essentially stronger than condition (i) from Theorem 1.
Example 2. Let us deﬁne the Orlicz function ϕ by the formula
ϕ(u) =
{ 12
2π2−9u
2 for u ∈ [0, 12 ],
∞ for u ∈ ( 12 ,∞),
and let x = ( 12 , 12 ,0,0, . . .). We have ϕ(x) = 1, aϕ = 0 and Ax = ∅, so x is an extreme point of B(cesϕ). Since ϕ( xβ ) = ∞
for any β ∈ (0,1) and μ(supp x) = 2, so x is not an SU-point.
Example 3 shows that condition (iii) from Theorem 1 is essentially weaker than the corresponding condition (iii) from
Theorem 2.
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ϕ(u) =
{ 6
π2
u2 for u ∈ [0, 13 ],
6
π2
( 3712u − 3336 ) for u ∈ ( 13 ,∞).
Then x = ( 23 ,0, 13 ,0,0, . . .) satisﬁes conditions of Theorem 1, since ϕ(x) = 1 (ϕ(λx) < ∞ for any λ > 0), aϕ = 0 and
Ax = ∅. Simultaneously, since 2 ∈ Bx and 1 ∈ Cx , so x is not an SU-point.
As we noticed on p. 411, if σ x, where x ∈ S(cesϕ), is an extreme point (respectively an SU-point) of the Orlicz space,
then x is an extreme point (respectively an SU-point) of the Cesàro–Orlicz space. The next two examples show that the
inverse relations are not true.
Example 4. Let aϕ = bϕ = 1. Then x = (0,2,1,1, . . .) is an extreme point of B(cesϕ). However σ x = (0,1,1,1, . . .), so it is
not an extreme point of B(lϕ), since for y = (1,1,1,1, . . .) and z = (−1,1,1,1, . . .), we have y, z ∈ S(lϕ) and σ x = y+z2 .
Example 5. Consider the following Orlicz function:
ϕ(u) =
{ 6
π2
u2 for u ∈ [0, 12 ],
6
π2
( 32u − 12 ) for u ∈ ( 12 ,∞).
It is easy to show that x = e1 is an SU-point of the Cesàro–Orlicz space cesϕ . Deﬁning y = ( 12 ,1, 13 , . . . , 1n , . . .), we get
‖y‖ = ‖ y+σ x2 ‖ = 1, which means that σ x is not an SU-point of the Orlicz space lϕ .
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