Abstract. In this paper we present a user evaluation study on location at the Royal Alcázar in Seville, Spain, with the fully autonomous tour guide robot FROG. In this robot, technological innovations in navigation and vision were integrated with state-of-the-art design for robot behavior in order to provide interactive tours and adaptive content to visitors. In our user evaluation study we aimed to gain insights in user experiences of and attitudes and responses towards this fully autonomous social robot. Such studies are important, because they provide information about how people interact with social robots outside a controlled setting. Invited as well as spontaneous visitors followed tours guided by FROG and were interviewed about their opinions and experiences. Our findings indicate that even if isolated technical features work perfectly in controlled settings, they might not work well in the integrated system, because naïve people interact with the system in an unforeseen manner.
Introduction
Continuous technical innovations in the field of human-robot interaction (HRI), enable to improve interactions between robots and people. An interesting domain of application for HRI is the use of robots as tour guides (e.g. [1] - [3] ), because a tourguide robot has to be able to guide visitors through a museum, cultural heritage site or other place of interest while informing and engaging them. For a robot to be able to do this, and to create a successful visitor experience, the aim should be to combine state-of-the-art technology with advanced robot social behaviors. To date, research into tour guide robotics has mainly focused on one specific element of guiding visitors (such as features of navigation and gaze behavior) rather than on the overall visitor experience people have when they are guided by an autonomous guide robot. For example, Pitsch et al. studied how a guide robot can use
The research leading to these results received funding from the EC's 7th Framework program under Grant agreement 288235. http://www.frogrobot.eu. We thank the entire EU FP7 FROGteam for technically enabling these user experience tours. gaze behavior to include or exclude visitors in interaction [4] , Yousuf et al. studied how a tour guide robot can best approach visitors and guide them to an exhibit to give information [5] , and Donner et al. focused on how path planning and orientation of the robot can be optimized when a projector is used to project on the exhibit [6] . In order to gain insight in how these and other technical features together can be used to create a satisfying visitor experience, user evaluations of integrated systems in real life settings are very important. This is what we set out to do in the real world user evaluation study reported in this paper.
For the robot FROG (Fun Robotic Outdoor Guide) state-of-the-art innovations in navigation, control and vision as well as state-of-the-art human-robot interaction design were combined to create a robotic tour guide that engages visitors in a tour and interacts socially with visitors to increase the visitor experience of the site. Our user evaluation study was carried out with the fully integrated system in autonomous mode at the Royal Alcázar in Seville (Spain).
Related Work
Some of the first guide robots [7] . For these robots much effort was put into the development of robot autonomous navigation and collision avoidance [1] , [2] , [7] . More recent research on autonomous tour guide robots has put more emphasis on human-robot interaction. For example, RoboX, a series of 11 robots that were developed by Jensen et al. [8] , guided visitors of the Swiss National Exhibition Expo.02. These robots used dynamic scenarios to control the visitor flow. Two robots in the science museum in Osaka, developed by Shiomi et al., engaged in personalized interaction with visitors [9] and a Robovie tour guide developed by Yamazaki et al. adopted typically human interaction cues [3] to focus the attention of the visitors.
The robots described above were equipped with guiding behaviors to guide visitors to several exhibits and present information about exhibits. We could not find papers reporting dedicated user evaluation studies of these guide robots. However, the papers which were more technically oriented, often mention some observations the research teams had of visitors' responses. For example, Burgard et al. state in [1] that the user interfaces of the robot should be robust and intuitive, because visitors usually spend less than 15 minutes with the robot. In [7] Nourbakhsh et al. mentioned that the robot's awareness of the people close by is most important to attract the attention of people. Clodic et al. state in [10] that to keep the interest of the visitors, the robot Rackham continuously had to give feedback to visitors to inform them that it knew where the visitors were, what it did, where it went and what its intentions were.
Next to the behaviors described above, guide robots face another challenge. Guides often have to interact with a group of people that visit a tourist attraction together. To realize this multi-user interaction capability is not only a serious technological challenge (e.g. computer vision has to shift from one user to another very fast), it is also highly challenging to design effective social behaviors for a robot that interacts with groups of people. When a social robot's behavior is not designed to interact with groups of people, people may start to take turns to interact with the robot, as was the case for robot Grace, described by Sabanovic et al. [11] . However, Grace was not prepared for people taking turns, and therefore had difficulties in reacting properly.
While previous studies mainly focused on one specific aspect of interaction, we set out to study integrated interaction features for the tour guide robot FROG with the aim to study the resulting user experience.
Study Design
In order to gain rich insights into the behaviors, attitudes, responses and experiences visitors have of the FROG robot, we performed a user evaluation study with FROG at the Royal Alcázar in Seville, Spain. Participants followed FROG for a fully autonomous tour through the Royal Alcázar. The least intrusive way to gather data about how people experienced the tours would be through observation. However, using only observations would give too little insight in people's understanding and experience of the robot guided tour. Therefore, next to observing visitors, we interviewed them after completing a FROG tour.
As we could not rely on spontaneous visitors to comply with the request for an interview after a tour, we also invited dedicated participants to join a FROG tour and participate in the interview. Scheduling participants also offered us the opportunity to equip them with a microphone to record their speech during the tour and the interview. In this way we were able to collect rich data on user experience, attitude, responses and behaviors from our sample of scheduled participants.
FROG the Tour Guide Robot
FROG has several technical features that enable the robot to perform autonomous tours. FROG can drive around autonomously and avoids collisions with people and objects by taking into account basic social conventions. This has been described by Ramon-Vigo [12] . A bumper around the base of the robot secures that the robot will stand still immediately when it touches an object or person. FROG can search for groups, estimate their orientation and drive towards them, details of this have been described by Flohr et al. in [13] . Further, FROG can adjust the content of a tour to the interest of visitors by calculating the interest of the visitors based on their facial expressions. The techniques used for this have been described by Marras et al. in [14] . The appearance of the robot was designed to attract the visitors, but also to be functional. The front of the robot has two 'eyes' in which the cameras for group detection were placed. On top of the robot, a pointer arm (3 DOF) with extra camera and LED lights was placed to enable FROG to point to To present FROG as an engaging and fun robot and at the same time to have it narrate the more serious content, we introduced a split personality for the robots interface. This split personality allowed FROG to switch from robot guide mode to narrator mode. As a guide, FROG used a 'robot voice' that guided the visitors from one point to the next. To ensure realistic expectations of FROG's intelligence, the robot would not react to speech input of the visitors. Therefore, the 'robot voice' consisted of repetitive, pre-recorded standard sentences only to convey the status of the robot and to indicate that the robot was not processing speech input. At the points of interest, FROG gave information about the site as the narrator. As narrator, FROG used a prerecorded human 'voice-over' to offer narrations.
Narrations of FROG were supported by visuals. These visuals were presented either on screen or projected on nearby walls through the onboard projector. Further FROG was equipped with a pointer that was used to point to several points of interest. However, the pointer also had another function, namely to 'search' for participants when the robot stood at the starting point. This was only an interactional feature, because the pointer could not actually sense people around FROG; localizing people was done by using the laser sensors in the base of the robot.
The content of the narrations was carefully chosen to give visitors a brief but rich insight in the history of the site. Two criteria were used to choose the points of interest FROG would visit. First, the point of interest had to be accessible for FROG that was not able to climb stairs. The second criteria was how often human guides visited the points of interest. The content (narrations and visuals) that FROG provided for each of the points of interest was based on information given in the room by the Royal Alcázar complemented with information given in one of the official books sold by the Royal Alcázar [15] . Also, as much as possible, curiosities were added to the narrations. Curiosities are pieces of information that are special for one site only. An earlier study revealed that visitors really like to hear these [16] .
The screen was used to visualize a face for FROG and to give information to the visitors. The screen mostly showed a smile. Additionally, information on the status of the robot was added, such as a small map to show where it drove to or messages such as 'loading location data.' Only in narrator mode at a point of interest, the full screen was used to show movies, pictures or augmented reality to visualize the story told.
Although FROG's main interaction features were positioned on its' front, it drove forward during transitions to a next point, which meant that visitors had to follow the robot facing its back. We expected that it would be most natural for visitors to follow the robot in this way, because this is what happens when people follow a human tour guide as well. During these walks the information on FROG's screen was a map that showed visitors where to go. Furthermore, FROG did not turn towards visitors before it would start an explanation about a point of interest, because it needed time to take in a position that was most advantageous for visitors to see the content. Consequently, we expected that participants would have enough time to gather around the front of the robot again at the new location.
Participants
During the FROG tours, invited participants as well as spontaneous visitors joined the robot tours. Invited participants were people we recruited in advance to follow the whole tour and they participated in a long (approx. 30 minutes) interview. A total of eight participants were recruited in four separate groups; two groups comprised of a Dutch male and a Dutch female; one group consisted of one Spanish female and her baby; and one group comprised of three Spanish students. As compensation for their participation, invited participants were allowed to visit the site by themselves after they had finished their participation in the study. The invited participants were often joined by spontaneous visitors during the tour. Spontaneous visitors were people who visited the Royal Alcázar by chance and who joined one of the FROG tours spontaneously. A total of 18 spontaneous visitors who followed 8 different tours were interviewed. The compositions of these groups varied. There was one big group of five adults and two children (<8 years), a pair of adult men, two couples, a mother with her daughter (<10 years), and three visitors who visited individually. More spontaneous visitors followed the tour; we observed their interactions with the robot, but those visitors were not interviewed.
The invited participants had little or no experience with social robots. One of the spontaneous visitors was a technician and one was a robotics lecturer, others had no previous experience with robots. Most participants had previous experience with human tour guides or audio guides. All participants spoke English as a first or second language.
Procedure
During a single week in June 2014 FROG gave one to three autonomous tours a day through the Royal Alcázar. The tours always started close to the entrance gate. At this starting point the robot searched for groups of visitors who had just entered. When the robot located (a group of) visitors, it asked whether they were interested in a guided tour. The visitor groups were either the invited participants, the spontaneous visitors or comprised of both. The robot traveled to six points of interest. During the week that the robot gave tours in the Royal Alcázar, small changes were made to the behavior of the robot to iteratively improve the tour. Even though FROG performed the tours autonomously, 7-10 researchers followed each tour from a distance to monitor progress of the various technical onboard systems. Also, one researcher carried a remote control stop, to stop the robot in any case of emergency; this did not occur.
The complete tour took about 25 minutes, depending on the number of obstacles and the number of people the robot would encounter in small hallways. The invited participants were asked to think aloud during the tour. For each group with invited participants, one participant wore a small microphone, which could generally pick up the speech of the whole group. During the walks between points of interest, the researcher asked the participants some questions to gather first reactions on their experience of being guided by the robot. Invited participants were instructed to indicate at what point they wanted to leave the robot tour in the case this desire occurred but to follow the tour till the end. Spontaneous visitors would join or leave the robot whenever they wanted.
After a tour with invited visitors, the participants were interviewed about their experiences with the robot. The interview with the invited participants took approx. 30 minutes and included topics such as: their experience of the tour, the things they liked about the robot or the tour, what they would change about the robot or the tour, how they experienced the interaction with the robot and how they experienced the way the robot guided them to the next point. An example of a question is: "How did you experience the length of the tour? Why?" The interviews were semi-structured, there was no specific order of the topics and participants were able to expand on what they found important to discuss. Also, since invited participants were interviewed together after each tour, they were able to comment on each other's remarks.
Spontaneous visitors were asked if they would answer a few questions right after they left the robot. The interviews with the spontaneous visitors took about two to five minutes. These visitors were asked about their impression of the robot, their experience of being guided by the robot and if they would have any suggestions for improvement. An example of a question is: "How would you describe this experience of following the robot to people at home who did not see the robot?"
Data Analysis
The data collected consisted of voice recordings of invited participants while they followed the tour, interviews with the invited participants, short interviews with the spontaneous visitors and observations in the form of video recordings and notes. All interviews and the voice recordings made during the tour with the invited participants were transcribed. The transcribed recordings were coded using the NTC (Noticing Things, Collecting Things and Thinking about Things) method as described by Friese [17] , using the qualitative analysis software Atlas.ti [18] . Also notes of observations or remarks made by participants, taken during and after the tours and interviews were used in the analysis to complement the other resources. One researcher combined all the data coded with the same code and then read this carefully, searching for commonalities and remarkable statements of the participants. These findings were combined in a summary of the general experience, details on what participants liked in the tour and specifics about what they did not like.
Results
In general, participants responded positively to being guided by the robot. This is likely to have been influenced by a willingness to please the interviewer, as well as by the novelty experience of being guided by a robot. Moreover, spontaneous visitors who conceded to take part in an interview were more likely to be those people who had had a positive experience.
The reports of first impressions of the robot were generally positive. The reason that was most mentioned (10 times) was that it was seen as an easy way to obtain information about the site. Four of the invited participants said that even though they could get the same information themselves from books, the experience of follow the robot was much more fun to them than reading the guidebook would have been. Six of the spontaneous visitors mentioned that they liked to get information (in English).
Further results on what the invited participants and spontaneous visitors experienced as positive or negative will be presented in table 1. Table 1 presents those themes that were most mentioned by participants, indicating how many of the invited visitors and how many of the spontaneous visitors made similar remarks.
The amount and quality of the remarks that people gave during the tours brings us closer to understanding how people will experience robot guided tours in real life. However, these are not yet a valid comparison to real representation of the real world. Partly because in the interviews with invited participants, the participants got room to discuss what they though was important to them, even though there was a topic list and questions that were asked to all. Furthermore, not all themes were addressed in the interviews with spontaneous visitors.
Table 1. Remarks of visitors on factors that influenced their experience

Themes
Invited participants
Spontaneous visitors Influenced the visitor experience positively
It was fun to join a robot tour, because it is innovative and cannot be found somewhere else, yet, so it was an experience itself.
13
It enriched the interaction with the environment more effectively than for example audio guides or books would do.
6
Even though it was clear to participants that the robot could not hear or understand them, they talked to the robot, but only when the robot used the "robot-voice."
-
Length of the total tour as well as the length and the amount of stops was ok. It gave the information needed to understand the history of the place. Maybe one more stop would be ok.
2
It is ok when strangers join, but it can be a problem when the new people stand in front of initial visitors or talk too loudly while the robot explains something.
-
The robot guide is helpful and fun for children/youth to explain the history of the site. 
Influenced the visitors experience negatively
The movements of the robot were jerky and therefore made unclear what its intentions were.
-
The robot was unclear about where it wanted to go or whether visitors stood in its way.
1
The robot drove too slowly. 6 7 The robot did not turn towards the visitors once it arrives at the location before starting the explanation, this make people feel ignored by the robot.
After the explanation, the robot did not allow visitors to look around; it went to the next point immediately.
The 'robot voice' was too repetitive. 3 2 The robot did not make clear how long the tour would take and where the robot would bring them, which was a problem when people had only limited time to visit the Royal Alcázar.
-9
What is notable from the results presented in Table 1 , is that some themes are only discussed by invited participants, but that some other are merely or only discussed by spontaneous visitors. This strengthens the choice for the combined observation and interview approach that we used for this study.
5
Discussion and Conclusion
This user evaluation study of the FROG robot in a real world environment offered us insights in how we can improve the functionality and perceived experience for FROG tours. However, based on the results presented in this paper, it is difficult to generalize the findings to other contexts and situations that social robots may be used for these days. Nevertheless, we think that our findings and experiences can help other researchers and designers of social robots to prevent the development of unexpected interactions for robots designed for in-the-wild situations. In earlier (controlled) research, project partners found that their system to recognize facial expressions performed extremely well in difficult situations, such as shade over part of the faces and faces covered with glasses [14] . However, during the in-thewild user evaluation together we found it did not work well in the real world situation. Therefore, FROG was unable to adjust the information given to the interest of the visitors. The reason for this is that people behaved different from what we had expected and what the system was designed for. Therefore, the system was not ready to react to these unexpected behaviors of people.
In our system design, detecting interest was only possible when the robot could detect a face and read the facial expressions of a visitor. In order to do so, a visitor had to stand right in front of the robot and at a distance of 1 to 1.5 meters. However, from our observations in this in the wild study we noticed that groups larger than two or three people would form a semi-circle around the robot in order to allow everybody to see its screen, this often made people stand further away from the robot. As FROG would monitor the facial expressions of a closeby person to detect interest or disinterest and would adapt the content accordingly, the semi-circle formation made it impossible to read the facial expressions.
Our in the wild finding that people form a semi-circle is in accordance with findings of Heath and vom Lehn [19] , who state that when people gather around static objects, many visitors get a chance to see the object at the same time, but that when people gather around interactive objects (often including a screen), less people can see the object at the same time, because people tend to stand closer to directly interact with the (touch) screen [19] . Initially, we placed the robot in the category of interactive exhibits, as people can interact with it at selected points of interest. However, at the moment it only gives information, it should be seen as a static exhibit in terms of Heath and vom Lehn. Hence, from our user evaluation we found that visitors did not mind when strangers joined the tour and that they gave each other room to look, which introduced the problem of not being able to record the facial expressions. The situation might have been different when FROG's explanations would have been more interactive at all points of interest, such as they were during the quiz that was initiated at one of the points of interest. Possibly, under such circumstances a few people would come closer to interact with the robot and strangers would probably not join, because they would not be able to see the content.
This example shows that even when technical features of the robot are well designed, in real world situations they might not work in the way developers would expect. HRI is a social science, even though technical innovations are needed to make progression in the field. Therefore, next to experimenting with real people in controlled settings, studies with people in in-the-wild settings are important to gain insight in the real responses and behaviors of people towards robots. To create social robots that really interact with people in in-the-wild environments, we advise researchers to implement in-the-wild studies at an early point in the development process. In this way, the behavior of the end user can be understood to subsequently create a robot that is able to deal with it.
