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Abstract
This thesis describes the development of a general in-scene parameter estimation method for quantita
tive image evaluation. The Maximum Likelihood Ratio (MLR) estimator uses samples from a selected
population of known objects in the image to estimate one or more unknown parameters. The estimate
is based on statistically matching the population sample residuals to their simulated distribution. The
match is characterized by the likelihood ratio function. To compute the likelihood ratio, stochastic sim
ulation is employed to estimate the density of the residuals. The likelihood ratio of the actual residuals
and this simulated density is a surface that is then numerically maximized to find the parameter esti
mate. This in-scene method may be applied to estimating the parameters in many types of aircraft and
satellite images. The MLR estimation method is applied to an aerial, thermal infrared heat-loss study to
estimate the bias error in the calculation of heat flow. The estimation is shown to substantially improve
the prediction of rooftop heat flow for a set of validation structures.
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In quantitative image analysis, a model and image samples provide a variable of interest. Often, the
model contains unknown parameters that must be estimated by some means. Remote sensing models
usually contain submodels for the illumination, the sensor, the atmosphere, and the surface process.
Often, external methods are applied to find the parameters in these submodels, such as a computation
from weather data or a laboratory calibration. In contrast, in-scene methods apply image samples to
estimate or eliminate the unknown parameters. Most existing in-scene methods eliminate parameters.
For instance, band ratios, such as the vegetation index, make the model insensitive to many absolute
calibration parameters.
In-scene methods can also provide explicit parameter estimates by comparing image samples of a
known population to predicted values. A method for explicit in-scene estimation is valuable because
external information suitable for predicting unknown parameters is not always available, and it may not
be possible to eliminate these parameters from the model. In previous work, the convenience of simple,
linear models in estimation has limited the scope of in-scene methods to atmospheric and illumination
parameters. In this thesis, a general approach to in-scene estimation is described. Then, specific methods
for error analysis and estimation are presented whichmay be applied to complex nonlinear image models.
These methods were motivated by an aerial, thermal infrared heat loss study of residential, commercial,
and industrial structures. The methods are applied to improve the accuracy of the roof heat flow,
computed from samples of the thermal imagery.
The proposed approach is applicable to any type of image collection. Consider a simplified remote
sensing collection model for a








Figure 1-1: A simple collection model.
radiance from the sun and sky is constant and is thus a parameter. The spectral surface reflectance
depends on spatially dependent variables: the source angle, the sensor angle, and other surface properties.
There are also parameters associated with the atmospheric transmission, upwelled radiance, and sensor
gain. A general model that predicts the image samples is:
y = f(x,/3). (l.l)
Here, y is the image sample vector, x is the predictor vector, and /3 is the parameter vector. The image
sample ismeasured with an error w, and the predictor vector ismeasured with an error q. If a population
can be segmented for which the predictor vector can be found by some means., then the parameter vector
can be estimated. The estimation accuracy will depend on the model, the measurement error sizes, and
the choice of estimator. This parameter vector can then be applied to compute a variable of interest for
a population in the image. For the discussions in this thesis, the model that gives the variable of interest
will be called the primary model, and the model of a known population will be called the estimation
model.
A general in-scene estimation approach can be separated into three parts. The first part is the analysis
of the primary model. This can be performed by various error propagation methods, including the Monte
Carlo simulation proposed in this thesis. The second part is the segmentation of a known population.
Many existing methods may be applied to segment a population. Segmentation is not addressed in this
thesis. The third part is the estimation of parameters using samples of the known population. This may
be accomplished by one of many estimators in the literature if the estimation model is suitable, or by
the numerical method that is presented in this thesis, which applies to a more general class of models.
In summary, the basic steps of in-scene estimation for quantitative image analysis are as follows:
1. Define the primary image model that gives a variable of interest from image samples and other
data.
2. Estimate the errors in the predictor variables and the model parameters, and perform an error
propagation to decide if improving the accuracy of one or more parameter estimators is necessary.
3. Select known populations whose models contain the needed parameters, and for which the image
values can be predicted.
4. Evaluate the accuracy of the estimator for a particular known population by generating a sampling
distribution.
5. Estimate the parameter from image samples of the known population using the estimation model,
and use this estimate in the primary model.
1.2 An Experimental Application of the Estimation Method
A thermal infrared survey of heat loss in residential, industrial, and commercial structures motivated the
development of advanced techniques because the errors from the conventional quantitative treatment
were too large. The imagery was collected by an aircraft-mounted line scanner that measures the thermal
radiation from objects on the surface. Aerial thermal imaging is usually used for a qualitative assessment
of insulation damage. The potential exists, however, for quantifying the level of insulation, and comput
ing the cost-benefits of insulation retrofit measures. Most studies conclude that quantitative results are
difficult to obtain because of inaccuracy in several important parameters, such as the radiometric sky
temperature, the roof surface coefficient of convection, and the roof surface emissivity. Since many ex
ternal methods proposed to obtain these parameters are impractical, this application is a good example
of the need for better in-scene estimation methods in remote sensing. For instance, the sky temperature
could be measured, but a suitable instrument is not usually available. In one study, surface emissivity
was measured using a modified scanner that actively illuminates the surface with a CO2 infrared laser
[Lowe, 1978], but this is also expensive and impractical. It will be shown that an appropriate in-scene
estimation method will compensate for the inaccuracy in the sky temperature and other parameters.
With the bias error from the parameters eliminated, both theoretical and experimental treatments of
the heat loss application show that quantitative results are useful.
One goal of the present heat loss study was to predict thermal insulation values for residential roofs
accurately enough to distinguish between heat loss levels associated with a poorly insulated attic
(3"
or
less of fiberglass insulation), and levels associated with well-insulated attic
(6"
or more of insulation).
Without accurate parameter estimates, the bias error is too large for this level of discrimination. When




of insulation becomes reliable enough to detect poorly insulated structures. The quantitative aerial
measurementswere part of a study of 15,000 structures that was contracted jointly by the New York State
Energy Research and Development Authority (NYSERDA) and Rochester Gas and Electric Company
(RG&E) to improve the techniques for large scale infrared heat loss surveys. The other aspects of this
combined aerial and ground infrared study are reported in more detail in [Snyder, 1994 (NYSERDA
Final Report)] and [Snyder and Schott, 1994].
Chapter 2
Literature Review
The literature concerning both in-scene estimation and thermal infrared image analysis was reviewed
because the development of a general in-scene estimation method is a major part of this thesis, and
because the method is applied to thermal infrared imagery. Discussions of the literature in general
estimation and error analysis appear in the theory section. The literature review will show that, thus
far, in-scene methods have been limited to estimating radiometric parameters. There is a need for a
more general method that can extend in-scene estimation to other parts of the image model. There
are many applications for such a method, for instance, the review finds that the main limitation in
predicting surface heat loss from thermal infrared images is the lack of accurate estimates for the
non-
radiometric parameters in the nonlinear thermal model. These parameters include the sky temperature,
the coefficient of convection, and the surface emissivity.
2.1 In-Scene Techniques for Parameter Estimation
Existing in-scene methods in remote sensing have been classified as either correction or normalization
techniques [Philpot, 1991]. Correction methods, such as the present approach, produce an explicit
estimate of an unknown parameter based on a collection model and image samples. Most in-scene
approaches, however, are normalization techniques that form a model that is insensitive to the un
known parameters. For instance, in Pseudo-invariant Feature (PIF) normalization [Schott, et al, 1988],
segmented manmade features are the basis of a histogram equalization in multi-temporal image inter
pretation. PIF enhances the detection of vegetation changes in an area imaged at different times under
different conditions. The collection conditions are not known on an absolute basis, but all images are
converted to match the conditions of the reference image (usually the one with the highest contrast).
Another example is the Derivative Ratio Algorithm [Philpot, 1991], which cancels atmospheric effects
by taking ratios of the derivatives of the sample spectra in a hyper-spectral collection. The signals of
certain surface features with quickly changing spectra can be analyzed without atmospheric correction
because they are made independent of the more slowly changing atmospheric spectra. Normalization has
proven successful, but the collection model may not always be convertible to a form that eliminates the
unknown parameters. Correction techniques, on the other hand, may be applied to any form of collection
model and usually retain the physical significance of the variables. The scene color standard and shadow
techniques are early correction methods that provided explicit estimates of parameters in a simplified
collection model [Piech and Walker, 1971] [Piech andWalker, 1974]. In particular, these techniques give
the direct and indirect illumination on the surface, the illumination spectral ratios, and the upwelled
radiance. Another example of an in-scene correction technique is the profile method for atmospheric
calibration [Byrnes and Schott, 1986]. In this method, a regression of samples from the same surface
objects at different optical path lengths gives the transmission and upwelled radiance constants.
Most in-scene calibration methods involve the linear regression of direct measurements in simple
radiometric models. In addition, the methods have been designed specifically for one purpose, and do not
address the general problem of in-scene parameter estimation. Inmany other remote sensing applications,
the surface variables of interest, such as moisture content or heat flow, are not directly related to the
remote sensed energy. The models for these variables usually require several non-radiometric parameters
that must be estimated by some means. Soil models for surface temperature are particularly complicated
[Berge, et a/., 1987]. Berge says: "The interpretation of thermal imagery is seriously hampered by the
fact that soil surface temperature is influenced by a variety of surface processes; characterization of
these processes requires the knowledge of a large number of parameters and boundary
conditions."
Evapotranspiration and thermal inertia are other similar variables of interest in several studies [Pierce,
et ai, 1988] [England, 1990]. Commonly, estimates for the parameters in these studies come from
external sources, such as site measurements or weather data. Many of these remote sensing applications
could benefit from an in-scene method that gives physically meaningful results.
This thesis reduces in-scene parameter estimation to the classical estimation problem. In other
words, the elements are a model structure,
unknown parameters, and measurements of the input and
output variables. There is extensive literature on methods for parameter estimation if the model and
the measurement errors meet certain requirements. These may be applied when appropriate, but a more
universal method is presented that involves simulation and numerical optimization. Note that there are
many possible simulation
methods that may be employed to analyze models and estimate parameters
[Press, 1992]. The use of simulation to estimate parameters is not new, but the proposed combination
of simplified residuals and an objective function in this thesis is new. Because of the large sample sizes
and complex models, this combination is especially suited to parameter estimation in remote sensing.
2.2 Parameter Estimation in Thermal Imaging
2.2.1 Introduction to Structural Heat Loss Theory
The present study used a single-reference thermal line scanner that records a raster image by scanning
across the flight line as its aircraft platform moves forward. This scanner is sensitive to radiation in
the 8 14 fim band, where objects at normal temperatures emit the most blackbody radiation. The
calculations of surface temperature and heat flow from thermal image samples are based on converting
the detected signal by appropriate formulas. The first step in calculating the roof surface temperature
is to convert a sample of digital counts (digital pixel brightnesses) from the roof image to total detected
radiance. This radiance is then converted to the roof temperature using the physics of blackbody
radiation. Finally, the roof temperature is converted to heat flow using thermodynamic principles.
A scanner calibration in the laboratory gives the linear conversion slope and intercept parameters:
Ltotal = G,ADC +0 (2.1)
where Gs is the scanner gain, ADC is the difference in digital count between the image sample and
the reference sample, O, is the scanner offset, and the bold L means integrated radiance weighted by
the scanner spectral response (this is explained further in the experimental section). Next, we invert
the appropriate form of the radiance equation to convert the radiance at the sensor to the radiance at
the surface. Figure 2-1 shows the detected radiance components that must be separated. The thermal
infrared radiance equation is:
--tota.=r[I-,urface
+ r--downweUed] + -^upwelled' (2-2)
where r is the atmospheric transmission and r is the roof surface reflectance. If (2.1) and (2.2) are
combined and solved for the surface radiance, we have:
-^surface
= - {G,ADC + O, TrLdownweUed ~ T-upweUed} (2.3)
T
Finally, the relation between in-band surface radiance
and surface temperature, TJuryace, is given by






L(T,urJace) = Jo ^(^A^^^^^^j.y), (2-4)
where e$ is the angular surface emissivity, 5a is the scanner
spectral response, h is Planck's constant
-upwelled
L-downwelled
Figure 2-1: The radiance components reaching the sensor.
(elsewhere, h will be the coefficient of convection), c is the velocity of light, and k is the Boltzmann
constant. Inverting (2.4) by numerical iteration or by curve fitting will give the surface temperature as
a function of detected radiance.
Errors in model parameters such as the atmospheric transmission and the upwelled radiance can add
a significant error to the computed surface temperature. These parameters are usually found from an
atmospheric calibration profile imaged during the collection, or from atmospheric simulations that use
weather data [Byrnes and Schott, 1986]. The scanner gain and offset, and the surface emissivity are
additional potential sources of error in the calculated surface temperature. The scanner parameters are
from a laboratory calibration, and the emissivity is from measurements of similar materials.
The next stage relates surface temperature to heat flow. This relation comprises several heat flow
components. These components, shown in Figure 2-2, reach an equilibrium point in steady state that
determines the net heat flow. A steady state model is acceptable for this collection because the thermal
images were taken at least five hours after the last solar heating. The equations also assume a one-
dimensional flow because the roof surface is approximately homogeneous. So, the conversion from roof
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Figure 2-2: The steady-state heat flow components at a roof surface.
Qtotal Eradiation "T ^convection- (2.7)
Where Tsurface is the roof surface temperature, T,ky is the radiometric sky temperature, Ti9 is the
average radiometric temperature of the non-sky roofbackground, e is the wideband, wide angle emissivity
of the roof surface, eog is the emissivity of the non-sky roof background, a is the absorptivity of the roof
surface (a = e), F is the fraction of the hemisphere above the roof that is sky, h is the coefficient of
convection, and <r is the Stefan-Boltzmann constant. Under cold, clear sky conditions, the roof radiation
loss is the largest component. For well insulated structures, the convection term is actually a gain from
the warmer air to the sky-cooled roof.
Finally, for predicting annual energy use, a conversion from collection night heat flow to building
insulation level is necessary. In steady state, the heat flow from the roof surface is equal to the heat
conducted through the roof from the inside. Therefore, after the surface heat flow is calculated, an
effective building insulation value can be found by:




One of the most important parameters in calculating the heat flow and insulation value is the radio
metric sky temperature during the collection. This was not measurable with the available equipment.
The conventional option of estimating the sky temperature from the weather data is not accurate enough
for the heat flow calculation because of the sensitivity of the radiational balance between the roof surface
and the sky. Another important parameter is the roof surface coefficient of convection. This parameter
is treated as a mean value, equal for all roofs. The calculation of this coefficient is a strong function
of global factors such as the wind speed, and the surface-to-air temperature difference. The roof sur
face emissivity for asphalt shingles is usually obtained from a look-up table, which does not represent
the exact material under consideration. All of these errors contribute to a bias error in the heat flow
calculation. This bias can be reduced by a known population and a suitable estimation procedure.
2.2.2 Literature Review of Heat Loss Studies
Applications of the early thermal scanner imagery were qualitative because techniques for accurately
calibrating the scanner and for correcting the atmospheric factors were not yet developed. One early
study mapped the dynamics of power plant thermal discharge into a lake [Scarpace, 1975]. Water made
a good subject for these early studies because of its precise emissivity and flat surface. The observed
variations in the thermal image brightness were primarily due to changes in the water temperature near
the surface. Digital computers were not yet used; the techniques often relied only on visual interpretation
of film images. .An early treatment of aerial survey methods for buildings came from Sweden [Paljak,
1972]. This was a qualitative effort describing the thermal signatures of various structural defects as
imaged from the ground and the air. The detection of defects based on brightness patterns is successful
in certain applications without any radiometric calibration. Qualitative aerial and ground thermography
remains an important tool for detecting such structural defects as water-damaged or improperly installed
insulation. Thermography is also widely used to locate defective electrical equipment and leaks in
underground steam pipes.
The first quantitative studies for surface temperature appeared in the late 1970's. Since then, the
works most directly applicable to the present study are the thermal imaging applications described in
the SPIE Theimosense conference series, and the heat loss auditing techniques found in the ASHRAE
Transactions. The early quantitative work dealt only with temperature, which directly affects the de
tected energy. Many subsequent papers have suggested methods to estimate the necessary parameters
for an accurate conversion from surface temperature to heat flow. These parameters include the sky
temperature, the roof emissivity, and the coefficient of convection of the roof surface.
An early study concludes that "emphasis must be placed on the study of systematic
errors"
[Haigh,
1980]. In this study, methods are suggested to estimate four critical variables and parameters in the
heat flow formula: the broad-band sky radiation, the narrow-band sky radiation, the roof emissivity
and the coefficient of convection. Some of Haigh's methods include surface measurements with special
devices that are not practical for commercial applications. The paper makes the important distinction
between the two types of sky radiation. The wideband radiation is used to calculate the total incoming
irradiance on the roof surface for the thermal equilibrium equation. The narrowband sky radiation is
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used to quantify the detected energy reflected by the roof. Both the wideband and narrowband radiation
values are far smaller than those from a blackbody at the temperature of the air because the atmosphere
is not a good radiator in the 8 14 (im band, where the bulk of the black body curve lies, and where
the scanner is most sensitive.
A suggestion for the measurement of narrowband sky radiation in Haigh's paper is to add a second
amplifier to the scanner circuit with a higher gain so that the cold reflections of special surface reflectors
can be recorded on a separate channel. While potentially useful for certain applications, the addition of
an extra amplifier, an additional recording channel, and an artificial surface reflector of known emissivity
is not a practical solution for quantifying what is actually a small part of the total energy reaching
the scanner. A conversion to the wideband sky temperature from the narrowband reflected energy is
possible; but the conversion would be sufficiently accurate only under known, clear sky conditions. The
more common approach to finding the sky radiation is to use empirical equations based on weather
observations. The present study compares the estimates of sky radiation from different methods: two
different empirical equations, and a LOWTRAN run based on radiosonde data.
Surface emissivity is important for both the temperature and the heat flow calculations. Thei-
mosense I contains a study of the applicable heat flow formulas, along with an error analysis [Schott,
1978]. This analysis leaves no doubt that accuracy in certain parameters and variables in the physical
equation is critical for useful results. Schott identified the importance of angular roof emissivity in
this early work. The angular dependence of emissivity has been neglected in most subsequent studies.
Line-of-sight angles of up to nearly grazing are possible, and the emissivity of roofing asphalt varies
significantly at angles of more than 30 degrees from the roof normal. A list of angular emissivity values
is available [Schott, et ai, 1990], and the emissivity of new asphalt is found to decrease from 0.93 to 0.85
over the range of line-of-sight angles likely for a heat-loss survey. The line-of-sight angle can be found
from the collection geometry and the roof pitch, and this angle is used to estimate the emissivity in the
present study.
The roof surface coefficient of convection is discussed extensively in the Haigh study, which compares
many different formulas. Unfortunately, the treatment omits a discussion of roof slope, and it appears
that a flat roof is assumed in all cases. Goldstein published a table that shows that for a 45 degree sloped
roof in low winds, the coefficient of convection is significantly different from that of a flat roof [Goldstein,
1978]. The coefficient is lowest for a flat (horizontal) roof with a surface temperature depressed below
ambient because the cold air at the surface cannot sink. The model in the experimental section uses an
adaptation of the formulas in the Haigh paper.
For any heat loss study, the spatial variation of parameters throughout the survey area should be
evaluated. It is unlikely that the radiation from a clear sky will vary significantly. On the other hand,
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there can be significant spatial variation in the coefficient of convection and in the air temperature.
Goldstein's study is one of many to point out the possible importance of the macroclimate and the
microclimate in the calculations of heat flow [Goldstein, 1979]. The term macroclimate refers to large-
scale variations in the weather conditions over the survey area due to terrain and wind flow patterns.
The term microclimate refers to small-scale variations at the individual structure level due to wind
shadowing. Both climate effects can cause similar structures in different parts of the survey area to
have different roof temperatures and different thermogram brightnesses. The microclimate effects are
different for each structure and cannot be predicted easily. These effects make low wind collection
critical to reduce the differences in the surface convection coefficient from wind shadowing. The only
other option is to identify wind shadowing based on wind direction and the location of nearby buildings
and adjust the coefficient accordingly. This is not practical or necessary for the present survey because
the wind speed was small enough to neglect the variations.
The conclusion of one pessimistic study is that differences in thermogram brightness due to struc
ture insulation value are masked by the differences due to the roof emissivity and the local variations
in wind speed and outdoor temperature [Burch, 1980]. This study does not account for the potential
improvements from methods that use material type and collection geometry to estimate angular emis
sivity, or from collections during ideal, low wind weather conditions. Burch assumes that the emissivity
is 0.95 0.05 units. Angular techniques for predicting emissivity have a much smaller error. Based on
Burch's own Figure 3, a survey at low wind speeds (0 to 5 mph) that accounts for emissivity differences





tion. The low wind condition also reduces the variations in brightness due to attic ventilation heat flow.
Burch considered this less of a problem. He states: "...varying the attic ventilation rate from 2 to 4
exchanges per hour has an insignificant effect on the radiant temperature of the roof. This is because the
radiation exchange between the attic floor and the underside of the roof is large in comparison with that
from convective heat-transfer
processes."
The effects of attic ventilation are neglected in the present
study. This is acceptable for large-scale surveys because only a small percentage of structures with high
heat loss will be rated as having low loss due to excessive ventilation.
During the early 1980's ASHRAE developed an infrared sensing standard [ASHRAE, 1983]. This
document does not address the issue of estimating insulation values, or of comparing different structures.
Paragraph 5-A Imaging Airborne Survey states: "... interpretation of thermal imagery by comparison
methods shall be limited to comparison within an individual roofstructure only, e.g., analysis conclusions
shall not be based upon comparison between different building
roofs,"
and in 10-A: "Data collected from
airborne thermographic surveys do not at the present time permit determination of R or U [insulation]
values The standard does contain the requirements for flying conditions that should be considered
12
Item Requirement
Wind Speed To prevent contrast reduction the wind must be less than 5 mph
(2.5 m/s).
Sky Condition The sky must be clear to prevent unpredictable variations in the
sky temp.
Precipitation There should be no recent precipitation and no snow cover.
Air Temperature Home heating is likely below 45.F (7C). To prevent
"freezeout"
do not collect between 29.F and 35F (-2C and 2C).
Time 1:00 am to sunrise for steady state thermal conditions.
Dew Point The roof surfaces should be above the dew (frost) point.
Table 2.1: Ideal aerial collection conditions.
for both a qualitative survey (covered by the standard) and a quantitative survey.
Another climatic concern for the collection is the dew point. Burch is one of the first to address the
issue of the effects of dew point on structural heat flow estimation [Burch, 1980]. When roof surfaces
are depressed below the air temperature by sky cooling, they can fall below the dew point. Burch
recommends that surveys be performed when roofs are above the dew point to prevent changes in the
emissivity. Whether this change is predictable is not established. Published measurements of frost
emissivity under certain conditions indicate that it has a value of 0.98 and thus would tend to shift the
colder roof surface emissivities toward unity [Hudson, 1969]. The emissivity is the primary effect the
heat flow associated with the heat of vaporization or fusion is small with respect to the roof surface
exitance at typical rates of dew formation.
A related concern is the phase change of the liquid water within the roof material when roofs drop
below freezing. As the night sky and air cools, and roof temperatures approach freezing, they will hold
at a temperature of 0C until all liquid water has undergone the phase change. This will cause a severe
reduction in contrast between different roofs, sometimes called
"freezeout."
The amount of water in the
roof will depend on the recent weather history. The solution is to allow enough time for the temperatures
to stabilize after the state transition. Table 2.1 summarizes the ideal flight conditions for a thermal heat
loss survey.
A classification approach to the task of assessing heat loss in an aerial thermogram was published
in Thermosense V [Schott, et ai, 1982]. To demonstrate this method, 1000 homes were surveyed with
an aerial infrared scanner. About 100 of these homes were also visited and audited for various thermal
integrity factors. A
step-wise regression was applied to relate the calculated heat loss to the ground survey
parameters. It was found that a large part of the variability in the aerial calculation was explained
by the regression formula. This indicates a
significant correlation between aerial measurements and
the structural insulation level. The formula gives results in watts per meter squared, and explains
83% of the variability in the heat loss: "Aerial
Calculated Heat Loss = -5.05 (inches of insulation) +
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1.16 (inside temperature) 2.69 (attic ventilation index) + 1.13 (roof condition index)
8.28."
The
coefficients of regression given for the Plattsburg study indicate the relative importance of the factors.
These coefficients could not be used in general, since they are affected by the collection conditions.
For instance, a change in the sky radiant temperature or the scanner bias will change the value of the
coefficients in the equation. If it were practical to obtain ground audits on 100 or more houses in the
survey area, the procedure for prediction by this method might be to regress the results, and invert
the equation to solve for attic insulation in terms of the aerial calculation of heat flow and the other
variables. The attic insulation estimate could then be used to calculate the seasonal energy usage, and
ultimately give the cost-benefits of added insulation. To its disadvantage, this method requires site
information not normally available. Schott's 1982 publication later became the basis of a MS Thesis at
RIT that included a more extensive statistical treatment [Biegel, 1986].
In conclusion, the thermal survey literature search revealed that many of the difficulties in calculating
heat flow by conventional methods were due to inadequate parameter estimates. Only a few articles on
heat loss discuss the use of in-scene references. Only one article [Haigh, 1980] used a reference surface
for temperature, but no in-scene method was suggested for finding the indirect parameters in the heat
flow calculation. Another article [Goldstein, 1979] used the brightness of the roofs of nearby unchanged
houses to equalize two thermograms taken one year apart. This was done, however, only to demonstrate
the detectability of changes in insulation level. The in-scene method that is presented in this thesis will
remove the bias in the calculations of heat flow and make the results accurate enough to use for screening




Physical image models are usually represented by their structure, which contains both parameters and
variables. For this treatment, we will assume that the structure is known, that measurements of the
variables are available with known accuracy, but that some parameters may not be known with enough
accuracy for the application. Parameter inaccuracy and the measurement errors in the input variables
cause error in the calculation of the variable of interest. Different methods of estimating the parameters
are often available, and these can change the accuracy of the calculations, particularly the bias error. An
error propagation and in-scene parameter estimation method will be presented that is suitable for the
quantitative analysis of remote sensed images. It can also be extended to other estimation and image
restoration applications. This method is appropriate for "black
box"
image models because it permits
generic numerical optimization. In-scene estimator design for a specific application begins with a primary
model error analysis. This analysis determines if more accurate estimates of any of the parameters are
necessary, and if such estimates will sufficiently improve the total uncertainty in the variable of interest.
Then, a known population is chosen, and image samples of this population are applied to estimate the
parameters in the primary model.
3.1 Primary Model Error Analysis
The primary image model applies to some
segment of the image, say, a class of objects or a land cover
type. It relates the variable of interest to the image sample digital counts and other inputs. This model
is assumed to be an exact model, which relates the true values of the parameters and input variables to




y< is the vector variable of interest. For remote sensing applications this might be a surface property
such as temperature, evapotranspiration, or vegetation index.
x( is the vector of input variables. These can be any measurable variables such as image digital count,
the sensor view angle, or the surface emissivity.
9 is the vector of true parameter values that are estimated with error.
g is the vector of image model functions that gives the variable of interest.
The stochastic notation used in the following development follows that used by Fuller [Fuller, 1987].
Capital letters denote observable variables with random error. Lowercase letters denote the correspond
ing true values of these variables. Boldface letters denote row vectors. Lowercase Greek characters are
parameters. We will use the hat accent to denote an estimator, 9, and an asterisk to denote an estimate.
So, for our model with additive error:
X* = xt+qt, andY z=yt + vrt> (3.2)
where q< is a row vector of measurement errors for sample t, and wt is the row vector of errors in the
variable of interest. Note that we will use Wj to represent the propagated error when computing y4 in
the error analysis, and, later, to represent the measurement error of y< in the estimation process. We
also have:
0 = 6+sk, (3.3)
where 6 is the true value of the parameter vector, and s^ is the error vector of the estimate. For the
parameter vector there is no subscript, since it is the same for all samples. The index k represents the
/tth hypothetical estimation for the case where the parameter is the same each time, but the estimator
inputs are different sample sets.
One common error propagation method is based on a linear Taylor series expansion to approximate
the output deviation, for example, see [Beers, 1957]. This requires the partial derivatives of the model
with respect to each independent variable. To apply this method to nonlinear models, both the true
values of the variables and their errors must have a relatively small range. For computer models,
a perturbation method can numerically approximate the partial derivatives by taking the ratios of
changes in the output to small changes in each input [Jones and Friedman, 1990]. The error propagated
by the linear Taylor approximation is usually treated as normally distributed. This is often not true
with nonlinear models. In addition, finding the total uncertainty by combining separately propagated
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precision and bias errors with the Taylor expansion method is not defined well [Jones and Friedman,
1990]. Other error propagation methods include approximation by an extended Taylor series, moment
estimation by numerical integration, and Monte Carlo error propagation [Evans, 1974]. In his survey,
Evans addressed error propagation for the application of statistical tolerancing, and concluded that
Monte Carlo error propagation should be used only as a last resort. Since 1974, computing power
has progressed enormously, and propagating error by stochastic simulation is now quite practical even
for applications that don't need it. It has none of the limitations imposed by other methods, and it is
directly applicable to a computer representation of amodel. Simulation can provide the error parameters
and distributional shape with arbitrary accuracy. Both the errors and the ranges of the independent
variables may have any size. The bias due to the bias of the input variables and parameters, and due
to the nonlinear effects in the model will appear correctly in the output distribution. In addition, the
precision and the bias errors of the inputs are correctly combined during sampling to provide the total
uncertainty. Because of these properties, simulation is the best choice for analyzing error in nonlinear,
complex computer models. Note that the term simulation usually refers to analyzing a time dependent
process. The term is used here in a more general sense to include numerical statistical experiments.
An ideal error propagation might provide the joint density of the variable of interest and the observed
input variable, given a parameter estimate:
/(y,x). (3.4)
This would give the posterior density of y, conditioned on the observations and the parameter estimate:
/(y|x,). (3.5)
This can be used for a point estimate by taking the mode or the mean of the posterior density, or to
compute a confidence interval for y<. We can find the joint density by replication.
To express this replication, a special notation will be helpful. The accumulation operator, At{},
accumulates the results of n trials of its argument into a density. Each trial is indexed by t, and variables
with this subscript are random variables, drawn from specified distributions. For a trial, exactly one
sample of each random variable is drawn from its distribution, and the argument is evaluated. The
desired form of the resulting density determines the nature of the accumulation. The density could be
represented as a histogram, as a kernel estimate, or by parameters. These options will be treated in
detail later. Using this notation, and recognizing that y<
= g(x<;0) and that 6 = 8
-
Sk, we write the
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joint density simulation as:
/(y.X)-.^ jg(xt;fl-sfc),x + q,l. (3.6)
Since the image sample t and the estimate k are independent, we can combine the indices into one index
in the simulation. The steps are:
1. Draw a trial value of x< from its true distribution, /x.
2. Draw a trial value of S* from its distribution, /s.
3. Draw a trial value of q from its distribution, /q.
4. Compute the argument, and accumulate the results into a multivariate density.
5. Repeat from #1 until a sufficient number of trials has been accumulated.
One drawback of this approach is that the joint density may have many dimensions, so it may be
difficult to generate and store accurately. The expression can be simplified. Because the model and
the parameter estimate are applied to predict yt, it is reasonable to assume that the computed output,
*
. . .
Y = g(X; 8), is sufficient to uniquely determine the posterior density of y. In other words, assume it is
sufficient to find /(y,Y). We can write this density as:
/(y,Y) = 7r(y)/(Y|y), (3.7)
where n'(y) is the prior density of y. Next, we will require that the error density, /(Y|y), is shift
invariant, so that it can be written as /w(Y y). So, now we have:
/(y,Y) = 7r(y)/w(Y-y), (3.8)
These relations are illustrated for a one-dimensional case in Figure 3-1. We can find f(Y\yt) by fixing the
true value of y in a region of constant prior density, and generating trials ofY. Then, given a computed
value, Yt, we can form the posterior through f(y,Y) and ir(y). If Y = Y\, then the prior density in
the figure does not contain any information, and the posterior density of y is the mirror image of the
error density. If Y = Y2, then the prior density produces a posterior density that is truncated. Taking
the maximum of the posterior would yield points at the extreme of the prior density range. Taking the
mean of the posterior will give more accurate results this is derived from a Bayesian approach.





Figure 3-1: Illustration of the error density relations.
and the error density, /w(Y y), can be estimated by:
/w^-A|g([xt + qt];e)-g(xi; 0-st )}. (3.9)
A nearly identical error density will result if, instead, we make the substitution 8 = 80 + st, where
80 = 8 Ti- This is computationally more convenient, where we have separate true and error terms in
the argument:
/w - At {g([x* + q,] ; [0O + S<]) - g(x; 0O )} . (3.10)
So, with these two densities, each having the same number of dimensions as y, we can determine the
posterior density for sample t by the product:
/(y|Y<) = C7r(y)/w(Yt-y). (3.11)
This will require normalization by C for a given value ofYt. In summary, we measure Xt, estimate 0,
compute Yt, and determine the posterior density of y from 3.11.
One modification, for flexibility in the simulation, is to permit three types of input variable: standard,
fixed, and constraint. A standard variable is
measured with error for each image sample. Its propagated
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error is simulated by (3.10). A fixed variable is not measured, but is an estimated fixed value for each
sample. The true value does change from sample to sample, however, so the error for one sample is given
by:
>* = g(K;0)-g(*t;0), (3-12)
where k is the fixed estimate of the true value xt. The
"error"
when using a fixed variable is due to the
different true values of the variable. If the standard and fixed variables are vectors, and are combined
in one simulation, we have:
/w - At
{g([xt'"i
+ qfd] , k; [0O + 8,]) - g(x(; 0O)} , (3.13)
where the std superscript indicates the subset of the variable vector components that are standard
variables. The remaining components are the fixed variables, k. Fixed variables are useful when the
actual values for each sample are not measurable, but fixed, nominal values for the independent variables
can be estimated. For example, the thermal imaging application in this study requires fixed estimates
of the roof surface emissivity, the coefficient of convection, and the air temperature.
Finally, a constraint variable defines the distribution of a true dependent variable. Constraint vari
ables are used when it is necessary to impose a physical constraint on the combination of true input
values for each sample. With constraint variables, the primary model must be inverted to find the
"dependent"
input values from the constraint specification and the independent inputs. This set of
predictor values are then used as the true values for the sample. In the thermal imaging study, the error
propagation is run with the actual insulation constrained to a preset prior distribution. Otherwise, the
random combinations of input variables would result in a prior distribution that is incorrect.
The simulation should be performed both with and without the parameter error. If the propagation
with the parameter error shows that the total uncertainty in y is low enough, then the current parameter
estimators are acceptable. If not, and the propagation without the parameter error is low enough, then
more accurate parameter estimators would be useful. Estimator accuracy is represented by its sampling
distribution, which gives the properties of the parameter error, s. If a new estimator is proposed, its
sampling distribution must be
evaluated and used in a new simulation of uncertainty in y. For each
known population, the proposed in-scene estimator can be applied to find a subset of the parameter
vector, 0, which will be represented by /3. But first, to determine which variables and parameters are
causing the error in the primary model,
it is necessary to perform a sensitivity analysis.
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3.2 Primary Model Sensitivity Analysis
In the error propagation, we found the total deviation of the computed output error, w. Now we would
like to determine the relative error contribution to this total from each input variable and parameter.
For the following analysis, we will work with a model that has several input dimensions, but only one
output dimension. The method can be extended to multivariate outputs by applying the procedure
separately to each when they are independent, or by expanding the treatment to include covariance.
Our primary model for one dimension is:
y = g(x1,x2,...,xk;61,02,...,0l). (3.14)
The standard deviation of the three different errors will be represented by
<rg,- for i,-, by asj for Oj,
and by aw for y. Note that q, s, and w have been defined in (3.2) and (3.3). We will discuss only the
development for the variable error sensitivity since the development for the parameter error sensitivity
is identical. We can develop an expression of the sensitivities by examining the linear Taylor series
expression for error propagation, which relates the standard deviations of the inputs to that of the





Based on this formula, the contribution of the error in each input variable to the error in the output is
often approximated by [Moffat, 1982]:
- |*W (3-17)
This approximation is the error in the output if all other standard deviations were zero. A more accurate
approximation for the fractional contribution can be developed if we recognize from (3.16) that
is the portion of the total output variance due to the error in z,-. It is reasonable to define this as the
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Unlike (3.17), these estimates of the error contributions with (3.19) will add up to the total error, aw,
exactly.
To find the sensitivity numerically, we perturb the deviation settings of each input variable and






Where the subscript aq ^ aqi means that all deviations other than the i th are fixed at their nominal
value. We then have for each input variable:
Using this approach, the steps in the procedure to approximate the individual contributions to the
output error from the variables and parameters are as follows:
1. Propagate the precision error in y due to the variables to obtain a total for computing the propor
tional contribution of each variable:
awq
= stddev [At {g([xt + q*]; 80)
-
g(xt; 0O)}] . (3.22)
2. Propagate the bias error in y due to the parameters:
aw, = stddev [At {ff(xt; [80 + st])
-
g(xt;90)}] . (3.23)
3. Perturb each of these error propagations to find dawq/daqi and daw,/dasj for each input variable
and parameter.
4. Compute the individual contributions of each variable error to the output error using:
dawa
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5. Compute the individual contributions of each parameter error to the output error using:
awSi=^-aSi. (3.25)
oasi
The contributions can also be represented as fractional contributions, for example the percentage
error from variable i is awqJ awq.
Next, we will address the problem of estimating a subset of the primary model parameters based on
samples from a known population.
3.3 In-Scene Parameter Estimation
We begin an in-scene estimation by identifying a known population whose model contains a subset of
the unknown parameters in the primary model. This population must be segmented from the rest of
the image and sampled. It could be one of two types: either it consists of predetermined calibration
objects, say test panels, and the predictor variables are measured specifically for calibration, or it is
naturally occurring in the image and the predictor variables are found by some other means. In either
case, the predictor variables must be available with known measurement error characteristics. Note
that the estimation model can apply to a different population than the primary model. If it is the
same population, then it will usually be an inverse model that gives an image digital count from other
variables. To be consistent with the existing estimation notation, the output of the estimation model
will be called y, but this is not the same as the variable of interest in the primary model. We will
examine a general case where a nonlinear, but well conditioned model exactly relates the true values of
the input and output variables, and can be represented in the form:
y=f(x;/3). - (3.26)
Where:
xt is the k-dimensional predictor variable for image sample t. Appropriate predictor variables for
remote-sensed digital imagesmay include those describing the collection geometry, spatially varying
surface characteristics such as material properties, slope, altitude, or even the digital count in a
band not included in the response variables.
yt is the r-dimensional response variable. For digital images this consists of the digital count in one or
more image bands. The sample could be one pixel in the image, or an average of several pixels.
(3 is the p-dimensional parameter vector to be estimated.
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f is a vector of r functions for the image model.
The observables are:
Xt=xt + qt, Yt=y+w() ?.
and Zf = (Xt>Yt) =*,+,
where et (qt ,w ) is the (k+ r)-element row vector ofmeasurement errors in the predictor and response
variables. Recall that in the error propagation, w was the propagated error; here it is the measurement
error of the image samples, and is often negligible. If the model meets certain criteria, we can apply one
ofmany existing methods to estimate the parameters [Fuller, 1987]. A concise summary of the present
approach appears in [Snyder, IGARSS 1994].
For a general case with significant errors in both the predictor and response variables, we can form
a residual row vector for sample t as follows [Bard, 1974]:
et = (X1-x1)Y,-f(x/3)). (3.28)
Here, we have used the model expression to eliminate the true image samples. It should be understood
that the true values of the inputs and parameters in this expression can never be known. These should
be considered trial values over which to optimize. If we know the joint density of the components of
this independent and identically distributed (i.i.d.) residual, /e, we can apply a maximum likelihood
estimator (MLE):





This idea is treated more extensively in [Bard, 1974] and [Fuller, 1987]. The maximization is over both
the n true predictor vectors and the parameter vector. The notation means that the maximization
variables are adjusted until the argument in braces is maximized. Therefore, we have (n x k)+p degrees
of freedom over which to maximize. There are n x (k + r) samples, so there is a unique solution if
(nxr) > p. Usually the number of parameters is small and the number of samples is large, and so there





which precludes generic optimization algorithms. There is, however, a matrix iteration method to find
the maximum if f() is continuous, has known, continuous first and second derivatives in z and /3, and
the errors are i.i.d. normal [Fuller, 1987 p. 238]. This solution provides estimates of the true values
of the predictor vector, the response vector and the
parameter vector simultaneously. In remote-sensed
imaging, the sample sizes are large, the image generation models are complex, and easily computed
partials are often not available. Accordingly, an alternative to the full-space solution was developed
that sacrifices accuracy for a reduction in the number of dimensions. This simplification permits generic
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optimization which, in turn, allows parameters in a complex computer model to be estimated.
In the next two sections, a simplified residual will be defined, and a corresponding objective function
will be proposed for optimization. The resulting parameter estimator is convenient to use and may be
applied to multivariate nonlinear computer models with non-normal measurement errors.
3.3.1 The Propagated Residual
In order to reduce the dimensionality of the optimization surface, we would like to define a residual which
can be computed from only the observed values, X and Y, and a trial value of the unknown parameter
vector. This is achieved if we approximate the true input values by the observed values, Xt ~ xt, which
converts (3.28) to a residual in the response space. The propagated residual is therefore defined as:
e,
= Y,-f(Xtlj9). (3.30)
A set of these residual vectors can be constructed by observing samples ofXt and Yt , and computing e<
from the postulated parameter value. Because of the approximation, an estimator based on this residual
generally will not be as accurate as the full-space MLE estimator. Its properties will depend on the
image model and on the measurement error distributions. It is tempting to obtain the joint density of
this residual by some means and apply the method ofmaximum likelihood, as before. This is not a good
approach, however, because the implicit true values of the variables would not be properly constrained.
Two definitions will be helpful for further discussion. The known joint density of the residuals will
be called the reference density, fr, and the estimated density of residuals, which are computed from
the observations and a postulated parameter value, will be called the sample density, /e. With the
propagated residual, the MLE objective function can result in a sample density that is significantly
different from the reference density, even as n ? oo. Therefore, depending on the model, the estimator
can be asymptotically biased. It is reasonable to seek a different objective function for the propagated
residual, in particular, one that provides an estimate which causes /e * /r as n > oo.
3.3.2 The Likelihood Ratio Objective Function
An objective function appropriate for the propagated residual can be adapted from the likelihood ratio




Here, both densities must be of the same representational class, such as multivariate normal or non
parametric. In the definition of likelihood ratio, the parameters representing the sample density, /e,
are the maximum likelihood values based on the residual sample set. This expression can be applied
in a hypothesis test of equivalence between the two densities: H0 : et ~ fr, Hi : et rf* fr\ given
the observations and a postulated parameter vector. An objective function can be constructed from
this statistic because the sample set that gives the largest likelihood ratio will also accept et ~ /r in
the most powerful hypothesis test. Given a set of X and Y observations, the residual sample set is a
function of the postulated parameter vector. The estimate is that parameter value which gives the best
match between the residuals and the reference density, thus, the estimator based on the maximum of





The argument of this expression represents a surface with the same dimensionality as the parameter
vector. Often there are only one or two parameter components, and generic numerical optimization may
be applied to find the estimate.
The MLR objective function can be written in terms of the mean vectors and covariance matrices
when the residuals are normally distributed. This form of the expression is also useful when the residuals
are approximately normal, or when they are not normal, but are averaged in subsets (by the central limit
theorem). The reduced form of the multivariate normal likelihood ratio statistic is given by [Anderson,
1984]:
-logA = (v-zifS-Hv-^ +MTS-1)
- log
ITS"1
1 - log(n) + r(log(n) - 1),
where fi and S are the mean vector and covariance matrix of the reference density, v and T are the
maximum likelihood estimates of the mean vector and covariance matrix of the samples, n is the number
of samples, and r is the number of dimensions in the residual. In general, /i, S, v, and T are all functions
of the parameter. This expression is convenient because these means and covariances are easily computed
and stored. The last two terms in (3.33) are constant and may be omitted during optimization, which
in this case is minimization.
In the next section, we will examine a specific approach to finding the optimum value using simulation













Figure 3-2: An MLR estimation loop.
3.3.3 Locating the Optimum Value
The MLR estimator may be applied whenever a distribution that depends on a parameter can be
both predicted and measured. There are many such applications, for example, see [Lu and Mulder,
1993]. The reference density may be obtained from a library of densities, computed from physical
principles, or generated by numerical simulation. An estimation loop using propagated residuals is
shown in Figure 3-2. In the simulation, the given input and error distributions are randomly sampled,
and the residuals, computed using the trial parameter value, are accumulated into a reference density.
The sample density is computed from the n observations, also using the trial parameter value. The actual
parameter value is implicit in the observed image samples, Y. Because the residual differences are used,
the reference distribution is not a strong function of the parameter vector, and so it need be reevaluated
only occasionally during optimization. This process is essentially the same as the error propagation in
the primary model analysis, and can share much of
the same software. The loop may be driven by any
generic optimizing routine appropriate
for a high function evaluation cost, and that does not require
derivatives. For smoothly changing densities and large sample sizes, the reduced normal version of the
MLR objective function is approximately parabolic in the parameter values, and so it is easily optimized.
The implementation uses the multivariate normal version of the objective function, and simply evaluates
the likelihood ratio at several points, fits a parabola, and returns its vertex from an explicit formula.
It is intuitively clear for reasonably well behaved models, that since Y
= f(x,/3lrue) + vft, as n ? oo,
$
P * Ptrue ^ tnere 1S a uni<lue optimum.
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The successful application of this loop to in-scene estimation depends on several factors. These
include the segmentation quality, the sample size, and the measurement error. The estimator will be
asymptotically unbiased in most cases, but it is susceptible to inaccuracy in the estimates of the input
and measurement error distributions. The next several sections will discuss details of the implementation
of this estimation loop.
3.3.4 Random Number Generation
Random numbers are required to sample the densities for simulation. Pseudo-random numbers are
commonly used for simulation and numerical integration. Methods for the generation of pseudo-random
numbers are well documented and will not be discussed here. Thesemethods strive to generate an infinite
sequence of random, uncorrelated numbers. Many applications require pseudo-random numbers, but in
certain cases the lack of correlation is unimportant, and quasi-random numbers may be used instead.
Quasi-random numbers can greatly improve accuracy for a given application because successive values are
highly correlated in a way that evenly interrogates the possible values. Quasi-random numbers may be
used in numerical integration and error propagation. Because of their low discrepancy, formally defined
in [Niederreiter, 1978], quasi-random methods provide a given accuracy about an order of magnitude
faster than pseudo-random methods for typical sample sizes [Berblinger and Schlier, 1991].
There are several infinite quasi-random sequences that are nearly optimal [Niederreiter, 1978] [Woz-
niakowski, 1991]. The van der Corput sequence is derived by representing successive integers in radix
b, and reflecting the digits around the radix. For multidimensional sequences, the radixes are mutually
prime numbers for each dimensional component, usually the first r primes beginning at p = 2. The
Halton algorithm generates van der Corput sequences by recursion in r dimensions, as follows:
1. Generate r mutually prime numbers, pi, for d 1 to r.
2. Initialize with a sequence member, Hdo, for d = 1 to r.




(c) If xd < yd then yd
<-
yd/Pd and repeat test.
(d)ftffd(t+i)^(pd+l)y-^-
The trials interrogate the unit hypercube [0, l)r. This algorithm can be realized in two forms. A
floating point implementation is
described by Halton [Halton, 1964]. An integer version of the algorithm
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is available which is portable and does not need a stability threshold [Berblinger and Schlier, 1991]. This
version was chosen for simulation.
.Another alternative is the fractional part sequence, which is given by {a}, {2a}, . . ., {Na}, where
a is an irrational number with certain qualities. The fractional part of t is {t} = t [t] , where [t] is
the greatest integer < t. In the Halton algorithm, the components of a multidimensional sample are
generated by different prime numbers used as radixes. For the fractional part sequence, these components
are generated by different a's. The following algorithm, provided by P. Anderson (committee), gives
an infinite sequence of multidimensional quasi-random numbers using a
"good"
set of a's. The dth
dimensional component of the kih trial is Fdk, generated as follows:






l)*"1 for k = 2tor.
3. Fdk <- {kad} for d = 1 to r, k = 1 to JV.
This algorithm has the advantage that it is not iterative, and so it is potentially faster than the Halton
algorithm.
Next, we examine the density representations for the accumulation operator, -4{}, in the multivariate
normal and non-parametric cases.
3.3.5 The Distribution Represented as Multivariate Normal
The multivariate normal assumption means that we match only the first two moments of the sample
density and reference density. The density in the estimation will not usually be normal because it is the
result of an error propagation through a nonlinear model. The use of the normal expression is justified
because it is evident from (3.33) that the computation of the multivariate normal likelihood ratio is
insensitive to the effects of non-normal higher order moments common to the sample and reference
densities. Even significant deviations from normality in the residual distribution will yield good results
if the important information for estimation is contained in the sample mean and covariance. By using
the normal version of the objective function, the computational burden is significantly reduced without
sacrificing much generality.
Computing the Sample Mean and Covariance
This section would have been omitted, except that no description of how to accumulate these simple
statistics in a block-wise manner could be found. That this can be done is important for large statistical
simulations, so a
method is included. Beginning with the traditional expressions, we have for the
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sample set a matrix E, whose columns are the sample vectors i = 1, . . . , n . The matrix E has r rows,
corresponding to each of the elements in a sample vector. The sample covariance matrix is T and the
mean vector is v. For large n, an element of the covariance matrix is given by:




This can be expanded and rewritten as follows:
T" = $Ei(EkiEu-EkEu-EtEki + E,Et)
= $ Ei (EkiEu) - Ek, EU - ftE(i^i Eki + E,Ek




So we first compute the sample mean vector:
VJ
=
~2~2 E^ for j
= l,..., r, (3.36)
and then the upper triangle elements of the symmetric r x r covariance matrix:
Tkl = ^'^(EuEu)-vtvt fork = l,...,randl = k,...,r. (3.37)
i
The symmetric elements can be duplicated, or not stored at all.
For the large sample sizes that are encountered in simulation or imaging it is convenient to accumulate
the statistics of a block of trials at a time. This is accomplished by writing the new statistics in terms of
the previous statistics and the incremental set of values. This process is thus a simple extension of the
existing formulas. Proceeding, the new number of samples is given by the sum of the existing number




+ n'nc. The covariance of the existing samples is given by the
formula based on (3.35):
T$d
= ^TdEWtfi*) ~ v?dvi"- (3-38)
i
And we can express the old sum of products in terms of the old statistics as:
^2 {Ek?E?ld) =
nld (T',d
+ v?dvk'd) . (3.39)
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+ v?'dvk'd) + (ElTEir) (3-40)
=1 1=1
So we compute the new mean vector whose elements are just the weighted average of their old mean
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Note that an excellent treatment of the implementation of statistical formulas on a floating point com
puter is [Thisted, 1988].
Inverting the Covariance Matrix
The covariance matrix must be inverted to compute the likelihood ratio. From Schwarz [Schwarz, 1973],
the inversion of a positive definite, symmetric covariance matrix, S, is performed in three steps:
1. Cholesky decomposition to an upper triangular matrix. > UTU
2. Inversion of the upper triangular Cholesky matrix. S =
U_1










The first step is the Cholesky decomposition. The upper triangular matrix elements, Uij, are given
from the elements E,j by the following formulas:
Uu = Vsn>
Uij = EyMi for j = 2 n,
I ,
\-l* (3-43)
Uu = (E,i - Ei=i Ul)
/ori = 2,...,n,
Utj = 1/Uu {Lij - Yfi7=i UkiUkj) fori
= 2,...,nandj = i+l,...,n.
Note that we never use elements of the symmetric, positive definite matrix S that are below the diagonal.
The matrices U and S are upper triangular. The resulting inverse, S_1, is symmetric.
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Next, the inversion of Uij . The elements of S are given by:
Su = l/Uu for i = n,...,l,
( j \ (3-44)
Sij = l/Uu[-J2k=i+iUikSkj) for i
= n- 1,...,1 and j = n, + 1.
And finally, the computation of S-1:




Sit = Yfj=kSijSrzj k>i.
The determinant of the original matrix S is given by the product of the squared diagonal elements
of the upper triangular decomposition:
n
j=i
This concludes the list of formulas necessary to accumulate the multivariate normal densities and to
compute the likelihood ratio.
3.3.6 Accuracy Requirements for the Multivariate Normal Case
We must determine the number of replications necessary for the simulation of the reference density by
some means. The expression for the multivariate normal likelihood ratio has about the same sensitivity
to the error in the observation statistics as it has to the parameters of the reference density. Therefore,
to define the accuracy, we need only specify that the number of simulation trials used to estimate the
reference density be significantly larger than the number of observations. This makes the number of
observations the limiting factor in estimation accuracy. With quasi-random sequences this specified
number can be reduced by approximately an order ofmagnitude.
3.3.7 The Distribution Represented as Non-parametric Kernel Density
Estimation
Kernel estimation is a common approach to estimating a density from a finite number of trial values. The
premise is that the empirical distribution is a set of impulses with height 1/n at the trial locations. This
set of impulses is the unfiltered estimate of the density. The frequency spectrum of this empirical density
has an infinite extent. If we know that the true density generating these trials is a band limited function,
it is appropriate to filter the set of impulses by convolving them with some kernel. This eliminates the
high frequency
"noise"
from the randomness of the trial locations. A simple, one-dimensional kernel
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density estimate is [Wegman, 1972]:
fx(x) = ^K(x-Xt), (3.47)
n.=i
where Xi is the j th trial location and K(-) is an appropriate kernel with unit area. The choice of kernel
affects the bandwidth of the result. If the bandwidth is too large then a significant part of the variation
will be due to the random positions of the samples, not the generating density. If the bandwidth is too
small then the fast changing portions of the true density will be smoothed by the filtering. There is
extensive work in the area of optimum kernel selection. For instance, kernels can be a function of x and
adapted to the local characteristics of the density [Trosset, 1993]. Note that in simpler implementations
it is desirable to use a kernel that is itself a valid density so that the convolution is guaranteed to be a
density.
To represent the kernel density estimate numerically, we must use a finite set of floating point values.
The best choice for these areWhittaker-Shannon samples of the continuous function. For this discussion,
the values of the random variable are called trials to distinguish them from these density samples. It
is possible to compute the samples of the filtered density directly from the trials. There is no need to
find the
"continuous"
function first and then sample it for storage. First, the combination of the density
sample spacing and the kernel must be chosen to preclude abasing. A sample spacing of Ax will give
a Nyquist bandwidth of = l/2Ax. The ideal filter kernel is then sinc(2xAx). Convolution by
this kernel gives a flat transfer function inside the abasing limits, and zero outside. The sine function
is theoretically ideal, but it is not practical because it is neither everywhere positive nor compact. A
more practical kernel for density estimation is the triangle function. If we choose h(x) = ^j ^(^S*)
as the kernel, we have a filter with response H() = sinc2(2Ax). This response goes to zero at the
Nyquist frequency and has small values beyond this frequency. The tri kernel is everywhere positive,
and it is compact and easy to compute. The following steps summarize the implemented kernel density
estimation procedure for one dimension:
1. Choose a density sample spacing, Ax, and a range, R = mAx, for the density samples.
2. Generate n random trials by some method.
3. For each trial, Xi, the heights of the density samples, aj, are incremented according to:
a. <_ a. 4- lfi(jAx Xt), for j = ltom. This is repeated for trials i = Hon.
.After all trials are accumulated, the jih sample value of the filtered density is:









Figure 3-3: The kernel density estimation process.
where S(-) is the delta function. The process is illustrated in Figure 3-3. The trials are represented
as an empirical density consisting of delta functions at the trial locations. These are each convolved
with the kernel. The value of the kernel is added to the equally spaced density samples to form a
density estimate. This technique is amenable to block updating (or parallel implementation) just like
the multivariate normal density accumulation.
For the same reasons given in the prefiltering discussion, reconstruction by the ideal sine function can
result in negative values. Reasonably good results will be obtained either by using the samples directly,
which is equivalent to convolving the samples by rect(x/Ax), or by linear interpolation.
The procedure in r dimensions with a separable kernel is similar:
1. Choose a density sample spacings, Axi, Ax2, . . , Axr. Choose the ranges R =R\,R2, . . . , Rr for
the density samples on each axis.
2. Generate n r-dimensional random trials by some method.













The j th sample value of the filtered density is then
r
/x(jAx) = aj J] 6(xk
- jkAxk). (3.51)
Jb=l
Accuracy Requirements for the Non-parametric Case
As with the normal case, if the important information about the residuals is contained in their density, we
can define the accuracy by specifying that the number of simulation trials used to estimate the reference
density be significantly larger than the number of observations. This makes the observed sample set the
limiting factor in estimation accuracy. What remains in the accuracy specification is to design a kernel
density estimator appropriate for the number of observations. The design must specify the number of
samples given the number of trials. The result should be a density estimate that eliminates most of the
random fluctuation from the observations, yet retains the important aspects of the density shape.
To find an approximate relation between the number of samples and the number of trials, we will
analyze a conventional histogram. This represents a worst case for sample variance. The filtered density
samples in the kernel estimate will provide better accuracy. The following analysis for the required
number of trials is derived from existing formulas for the accuracy ofMonte Carlo integration applied to
one histogram interval. We are, in effect, integrating the area under the continuous distribution inside
the bounds for each histogram interval by the hit and miss technique. By examining one interval, we
can develop an expression for the variance of its histogram value.
For an r-dimensional histogram with a total of
mr intervals we wish to approximate the true value
of the histogram at interval j, which is given by:
aj
= iL: (3.52)
where J: is the r-fold integral of the continuous density, f(x), over the interval, and Ax is the interval
volume: Ax =AxiAx2 . . . Axr. With the hit or miss method, the area is approximated by the ratio of
hits inside the bounds of the interval to the total number of trials:
I:~/^, (3.53)
J n
where V is the total volume,
n- is the number of hits inside the interval, and n is the total number
of trials. In this case we are working with a normalized function (/(x) is a density), so V = 1. The
variance of this integral is then given by: Var[I^\ = (ij
-
I?) [Rubinstein, 1981]. Substituting from
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(3.52), and using Var(cx) = c2Var(x), we find that the variance becomes:
Var[a*] =
^hf
{aJAx " hAx)2} (354)
Since the integral for one interval is typically much less than the total probability, a-Ax -C 1, and we
can neglect the squared term in the difference. Expression (3.54) then reduces to:
Var[az]~-^-. (3.55)J nAx v '
Solving for n gives:
n > T. . j, . (3.56)
V^ar^:] Ax
v '
In terms of the coefficient of variation, Cv = */Var[a']/a:, we have the relation:
n>C^A-x ^
For an approximation of the total number of trials needed, given the number of intervals and the
maximum variance, we will assume a multivariate normal distribution with a zero mean and an identity
covariance matrix. The mean and covariance are unimportant for this analysis because the central
value and interval can be adjusted to fit any data. If the interval is adjusted so that the nf intervals
cover the
"three-sigma"
range, say wa to wa in each dimension (wa instead of Za for computational
convenience), it can be shown by substitution of the multivariate normal distribution into (3.56) that





or solving for the number of intervals per axis in
terms of the coefficient of variation:
m<v^(nCj)1/r. (3.59)
For example, in one dimension, with Cv
= 0.1 and n = 4000, there can be at most m = 100 intervals
over the non-zero range of the density. This limits the bandwidth of the resulting density estimate. A
good rule of thumb is to have a ratio of trials per interval of at least n/m = 100 for the central density
values.
Next we discuss the procedure to generate a sampling distribution after the MLR estimator has been
designed.
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3.3.8 Computing the Sampling Distribution
For input to the primary model error analysis, we would like to determine the posterior density of the
parameters, f(fl\data). Here, data represents the measurements used in the estimator to generate an




use /(/3|/3). This density characterizes the estimator. In other words, given a point estimate, /3, what is
the density of the possible true values /3? The posterior density gives the error in the parameter for the
error analysis, and also provides a basis for a more accurate point estimation in regions where the prior
density has non-uniform structure. For instance, a quadratic Bayesian cost function leads to a correction
to the point estimate: the mean of the posterior density. The posterior density can be derived from the
. . . z
*
joint density, /(/3,/3). In general, we can simulate the joint density as follows:
1. Draw a true parameter value from w(/3), the prior density of /3.
2. Using the model, apply this value to generate a set of n true x and y sample values.
3. Draw measurement errors for the samples from /q and /w, and generate simulated observations.
4. Apply the estimator to the simulated observations to obtain an estimate, /3.
*
.
5. Repeat, and accumulate /3 and /3 in a joint density.
As with the error propagation earlier, generating this joint density can be impractical. For instance, it
will have
ji2
dimensions, and will require many complete estimations. As before, it can be simplified by
applying some restrictions on its form.
* * * *
First, we write f(/3,$) = w(fi) /(/3|/3). Next, we require that /(/3|/3) can be represented as /s(/3-/3)
over the range of parameter values. So we have:
/(/3,/J) = ,r(/3)/s(/3-/3), (3.60)
The prior density must be known in advance. Often, it is a uniform density between the minimum and
maximum possible parameter values.
The error density, fs (P P) , can be found by repbcation. Let the estimate for a set of n observations
be:
f3 = $(n,T), (3.61)
where matrices II = (Xi,X2, . . and T
= (Yi,Y2, . . .,
Y)T
are the sets of predictor and
response observations which are








Xt = xt + qt,
Y(=f(x,,/90) +Wt.
By the simphfications, we have reduced the p2-dimensional density to two p-dimensional densities. From
these, we can determine /(/3|/3) from (3.60).
3.3.9 Summary of the In-Scene Estimator Requirements and Applications
The success of the MLR technique depends on the model and the nature of the samples and errors.
There are model requirements for the technique to work, and guidelines for successful results. The
model requirements are:
1. The model must be well-conditioned, and implemented in the form y = f(x;/3). This must be a
real, single (vector) valued function over the full range of the variables and parameters so that a
unique real value of the response vector f(X;/3) can be computed for all possible X and /3.
2. The propagated residuals, &t = Yt f(Xt,/3), must be independent and identically distributed so
that we can compute their likelihood from the fixed, estimated density.
3. The likelihood ratio surface must have a single optimum value in the range of the possible parameter
values. The optimization method must be appropriate for the surface, i.e., it must find this value.
Within these restrictions, the MLR method can be applied to nonlinear models. The measurement
errors can have practically any distribution, and be either additive or multiplicative, as long as they are
correctly simulated. For the technique to give good results, the following conditions should also hold:
1. The model response variables should be a strong function of the parameters to be estimated.
2. There should be a vector of predictor variables, few response variables, and few parameters. The
technique works best with more response variables than parameters. There is the possibility of
degeneracy and more than one statistically equivalent optimum estimate if there are too many
parameters. In any case, the optimization is slow with more than, say, two parameters.
3. The parameter values should be known to within a small range.
4. The sample size should be as large as possible.
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There are three types of application for the in-scene estimator. The first type is to obtain a physical
parameter estimate from a known population. The second type is to obtain a physical parameter
estimate from distributional knowledge of the primary population. Finally, the third type of application
is to obtain an artificial parameter estimate by either of the first two methods. For the thermal imaging






4.1.1 Equipment description and specification
The thermal imagery for this study was collected by a modified Bendix model LN3 line scanner. This
scanner was carried in a Piper Aztec twin engine aircraft, which was also fitted with a wideband analog
FM tape deck for recording the scanner output. The Piper experimental aircraft is shown in Figure 4-1.
Three of the four passenger seats have been removed to allow room for the scanner and electronics, and
there is a
28"
camera hole. This aircraft was operated by the Calspan corporation. The scanner has
a three-inch, front surface scan mirror that spins at 110 rotations per second, and covers a 120 degree
lateral scan angle. Ten degrees at one edge of the scan are reserved for the blackbody reference signal.
At a 1000 ft. altitude the ground swath width is -1,443 ft. to +1732 ft., but the best imagery is the
central 1000 ft. The twelve channel tape deck can record three passes on one tape, for a total record
time of 45 minutes. Figure 4-2 is a diagram of the scanner system with the tape deck. Figure 4-3 is a
diagram of the scanner optical system. The cryogenic dewar for the detector requires liquid Nitrogen,
which keeps the detector and a cold mask at 77C.
Several scanner modifications were made to improve the image quality. The scanner originally
recorded the detected signal directly onto monochrome film with a variable intensity glow lamp. Now,
the signal that drove the glow lamp is recorded electronically on an FM tape deck, and converted for
final storage as a digital image in the laboratory. The original roll correction was an optional feature
implemented by a variable delay in the signal. The early modifications to
the scanner included an air
craft autopilot gyro-servo, whichmechanically
stabilized the scanner housing against roll. In the present
configuration, the scanner is bolted in place,
and the electronic signal from the gyro is recorded for sub-
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Figure 4-1: The Piper Aztec aircraft.
sequent correction. The scanner was also modified with a new Mercury-Cadmium-Telluride (HgCdTe)
detector, sized to reduce the instantaneous field of view (IFOV) from 2.5 to 1.0 milliradians.
The scanner electronics was originally designed for a lower resolution, and thus had a low signal
bandwidth. The final amplifier in the gain chain from the detector to the tape deck was found to have a
slew rate insufficient to support the modified scanner resolution. A new gain circuit was designed with
high-performance op-amps to correct the situation. A qualitative judgment based on the hot chimney
vent signals in the imagery indicates that the overall IFOV is close to the 1-mrad hardware limit. This
IFOV corresponds to one foot of resolution at the 1000 foot flying altitude. An analysis of the hardware
indicates that the scanner noise equivalent temperature difference (NEAT) is 0.1 "K, but the system
NEAT is limited by the tape deck signal-to-noise to about 0.2 "K. Since the number of pixels in a
sample is about 100, the error in temperature due to the NEAT is reduced, by averaging, to a value of
0.02 "K. This is far smaller than the error from roof variability in the sampled region, and from other






Figure 4-2: Scanner system.
4.1.2 Collection
The first collection under the present contract was in the Spring of 1991. A setting on the tape deck
was inadvertently changed, and the gain of the recording process was too high. As a result, much of the
imagery from this flight was unrecoverable. Consequently, a second flight was made in the Fall of 1991.
The flying conditions were ideal except for some rooftop snow cover along one edge of the coverage area,
and possible rooftop frost formation later in the flight. The imagery from the second flight was used for
the present study.
The November 10-11, 1991 collection began at 1:30 a.m. First, the RIT Center for Imaging Science
(CIS) building was imaged in a north-south and an east-west pass. Then, a four altitude calibration
profile over an airport runway was taken at four altitudes: 2000, 1000, 500, and 100 feet. Finally, at
about 2:30 a.m., the racetrack flight lines of the survey area began. This style of collection is depicted
in Figure 4-4. After line three, a circuit breaker tripped, shutting off power to the collection equipment.
The power was restored, the equipment was readjusted, and the remaining four lines were imaged. The
weather conditions for the flight were obtained from the surface observations at the Rochester airport.
The wind speed was reported to be zero for each hour from 1:50 a.m. to 4:50 a.m., when the flight
ended. The air temperature dropped slightly from 266.3 "K to 265.8 K over this time. The sky was
reported clear with a visibility of 15 miles.
There were four instrumented, heated boxes in the collection, two at RIT and two in the survey
area. These test boxes were constructed from four inch foam insulation, and had a light bulb inside.
The top surface was thin masonite





Figure 4-3: Scanner optical system.
tested with an Inframetrics thermal video camera and showed an evenly distributed temperature across
the top, with no leakage elsewhere. Unfortunately, even the largest of the boxes in the survey area was
not clearly discernible in the resulting thermal images. It is unknown whether the surface temperature
of the box closely matched the surroundings, or if the scan line gaps due to flight over-speed coincided
with the box locations. Image samples were taken of areas where the boxes were in relation to the rest
of the scene. In addition, one structure in the scene had three thermistors attached to the roof, and one






Figure 4-4: Racetrack collection plan.
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flight tape was then digitized and processed as described in the section on temperature computation.
4.1.3 Post Processing
The first step in the post processing chain is digitizing the analog tape. A new analog-to-digital converter
card was purchased for our microVAX computer that had the capabilities needed for 12 bit digitization
of both the scanner signal and the roll signal at the same time. The three outputs from the tape
deck are the trigger pulse indicating the start of each across-track scan line, the roll channel, and the
wideband video channel. The trigger pulse is conditioned and used to start each row ofA/D conversion
samples. Another conditioning box was constructed to scale and shift the wideband video voltage to be
compatible with the analog-to-digital converter input requirements. The collection tape was digitized
using the slow playback speed to reduce the A/D converter bandwidth requirements. The digital data
for the calibration images and each flight line was then transferred to magnetic tapes storage. Each tape
was loaded back onto a magnetic disk and the data was processed to remove the geometrical scanner
distortions. The digital processing includes roll correction, tangent correction, and velocity-height aspect
ratio (V/H) correction.
The roll correction is performed after both the imagery and the roll voltage is digitized and stored
on a magnetic disk. First, the image width is resampled from 2048 pixels (constant angle increments)
to 3464 pixels (constant ground distance increments). For each scan line, an edge detector is applied
to find the exact beginning of the video signal because there was jitter in the trigger pulse location.
Then, the entire scan line is shifted by an amount proportional to the roll voltage. The constant of
proportionality was found empirically. Tangent correction is necessary because the signal is digitized at
equal time intervals across a scan line, but equal time intervals represent equal angle increments, not
equal distances on the ground. The resampled image pixels are bilinearly interpolated to change the
y axis coordinate by the formula: ynew = Htan(yoid/1000), where H is the altitude of the aircraft,
y is measured from the image center line, and the original samples are every one milliradian. The
V/H stretch is required to correct for the mismatch between the aircraft flight speed and the scanner
rotational rate for a given ground spot size. For safety reasons, the aircraft must fly at least 110 mph,
which was too fast for the scanner at an altitude of 1000 ft. The V/H stretch was based on matching
the geometry of city blocks in the
images to that of orthographic maps. The necessary stretch factor
was 1.6:1. More detail about these corrections is found in the NYSERDA contract final report [Snyder,
1994]. Examples of the aerial imagery after these corrections are shown in Figure 4-5 and 4-6. These
show residential and industrial structures, respectively. The chimney vents are visible in the residential
image, indicating its resolution. A
range of roof brightnesses can be discerned. The industrial image
shows clear roof insulation defects, and the marked difference between gravel roofs and metal roofs due
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Figure 4-5: Residential infrared imagery (brighter is warmer).
to the difference in emissivity (not temperature).
4.2 Data Reduction
4.2.1 Overview of the Data Conversion
The following heat loss data conversion for structures is based on the physical processes of the roof
surface and on the characteristics of the collection equipment. The equations are all implemented in
"C"
computer code, with modifications for numerical processing as noted. The processing proceeds
sequentially from the user inputs to surface temperature, and then to heat flow and seasonal energy use.
User and operator inputs include the structure's characteristics, such as roof material and roof slope, and
the roof image digital count samples. These are then converted to physical variables for the calculation
of surface temperature. Then, the surface temperature and other factors are used to calculate the surface
heat flow. Finally, for a heated structure, the inside-outside temperature difference is divided by the
surface heat flow to give the effective insulation value. Here, the effective value does not distinguish
between poor insulation and excessive infiltration from the top heated area to the roof. This distinction
is neither possible nor necessary because both conditions increase energy consumption.
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Figure 4-6: Infrared image of industrial buildings.
The conversion algorithms are improvements to previous efforts at RIT and in the literature. The
roof surface emissivity is evaluated in four different spectral and angular regions to improve the accuracy
of the calculation of the radiational heat flow equilibrium with the surroundings. An advanced formula
for the coefficient of convection is developed which accounts for wind speed, roof slope, the direction of
heat flow, and the surface roughness. The laboratory technique used for scanner calibration duplicates
the collection conditions as closely as possible to provide the scanner gain and offset constants. The
atmospheric parameters are estimated both by the multiple altitude profile method and by LOWTRAN
simulation. Each independent input to the calculation also has an error assessment, which is used in
the numerical error propagation to provide the errors in the calculated temperature, heat flow, and
insulation value.
4.2.2 Input Definitions
The raw inputs consist of the digital count of the roof in the aerial image, and other parameters for each
structure. These input variables are represented as two-letter codes in the software, as follows:
LN is the flight line number from which the roof sample was taken. Values are 1 to 7. This is necessary
because lines 1 to 3 have a different gain and offset than lines 4 to 7.
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DR is the digital count of the roof surface from an average of about 100 pixels.
DB is the digital count of the black body reference in the image, averaged over a large number of
pixels.
OR is the sample orientation code, where: 1 means that the sampled roof surface is sloping away from
the center of the flight line, 2 means that the surface was sloping toward the center line, and 3
means that the surface was along the flight line, or that the sample straddled the apex of the roof.
YC is the across-track coordinate of the roof surface in the image. The range is 0 to 3464 corresponding
to a linear position on the ground of one foot per pixel.
PA is the pitch angle code for the roof, up from horizontal, where 1 means a 0 deg. flat roof, 2
means 15 deg., 3 means 30 deg., and 4 means 45 deg., and 5 means 60 deg. This code is from the
ground-based visible or thermal image of the house.
VN is the ventilation code for the attic, where 1 means none, 2 means unknown, and 3 means known
to have some. This is an owner input.
AT is the attic type code, where 1 means insulation in the floor and ventilated, 2 means insulation in
the ceiling and unventilated, and 3 means unknown. This code is an owner input.
RM is the roof material code where 1 is asphalt, 2 is gravel, 3 is slate, 4 is tile, and 5 is metal.
TN is the nighttime setback temperature of the thermostat in degrees Fahrenheit. The value is an
owner input.
TA is the air temperature on the night of the aerial survey from on-site thermistors.
DP is the dew point of the air from the airport weather data.
WS is the wind speed in miles per hour. This is from the airport weather data, the value was 01 mph.
WD is the average house width in meters. This and the following dimensions are from the visible laser
disk images and the aerial infrared images.
HT is the height of the measured house in meters.
HN is the height of the next house in meters, assumed symmetrical on both sides.
DS is the distance to the next house in meters, assumed symmetrical on both sides.
PL is the percent ofwall insulation from the surface video.
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PW is the percent of double pane windows from the surface video.
SL is the casement loss from the surface video.
4.2.3 Conversion of Inputs to Physical Values
Next, we will define the algorithms to convert these codes to the physical variables that are needed in
the thermal calculation.
The physical variables are as follows:
9 is the magnitude of the scanner angle away from nadir (radians).
j3 is the roof pitch angle up from the horizontal (radians).
Q\ is the magnitude of the look angle, defined as the angle between the roof normal and the scanner
line-of-sight (radians).
F is the roof surface shape factor (unitless).
e_i_ is the roof surface normal emissivity (unitless).
DCSurf is the digital count of the surface to be used for processing.
DCbb is the digital count of the reference black body to be used for processing.
Ti is the inside temperature (Kelvin).
Tair is the outside air temperature (Kelvin).
G, is the scanner gain (digital counts per unit of detected radiance).
O, is the scanner offset (radiance).
To is the atmospheric transmission at 1000 feet, normal incidence (unitless).
Lu0 is the upwelled radiance at 1000 feet, normal incidence (radiance).
Tsky is the wideband radiometric sky temperature (Kelvin).
N is the ventilation exchange rate in the attic (complete air exchanges per hour).
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Scanner Angle and View Geometry
The scanner angle is found from the trigonometry depicted in Figure 4-7. Given the scanner coverage







The roof pitch angle, f3, is simply decoded from PA. The look angle is given by three different formulas,
depending on the orientation.
wsbel
Figure 4-7: The scanner angle definitions.
If OR is 1 (away from the center line) then 0\ = 0, + f3.
If OR is 2 (toward the center line) then 0j = \0,
- /?|.
If OR is 3 (along the center line) then 0( = tJ6*+P2.
There are no significant errors in the scanner angle. The random error in the estimate of the roof
slope due and the code quantization is about 6 deg. There is no significant bias error in the roof pitch
and no additional errors in the look angle, which is dependent on the roof pitch and the scanner angle.
Shape Factor
The hemispherical shape factor, F, for a point on a surface is defined as the ratio of the solid angle that
is sky to the total
hemispherical solid angle (2w steradians). For a flat surface and a flat horizon, the
49
ratio can be determined by finding the solid angle defined by a plane through a central point on the
surface and the horizon at an angle, a. The shape factor angle is shown in Figure 4-8. In the case of
rooftops, the horizon is usually the adjacent roof. Additional corrections may be applied to the resulting
shape factor to account for trees and other obstructions.
1-F
Figure 4-8: The shape factor geometry.
The shape factor is related to the horizon elevation angle by F = 1 a/w. In order to find a we
will make the same assumptions as in [Schott, 1979]. First, we assume that it is sufficient to calculate
the shape factor for the midpoint of one roof slope. Second, we assume that houses are aligned with the
apex lines parallel, and that the apex is the center of the house. Finally, we assume that the height and
width of the house, the roof slope, and the distance to the next house can be obtained from the thermal
















Shape factor is thus given by:






















Figure 4-9: The shape factor definitions for a structure.










is about a 25% correction to the pitch angle, /?. The additional error due to this term is small with
respect to the error caused by pitch angle, so its error is neglected and the shape factor is regarded as
dependent on the pitch angle.
Roof Surface Normal Emissivity
The normal surface emissivity, e, of asphalt roofing is taken to be a fixed value of 0.92 units. Because
of this fixed estimate we have both a random and a bias error. The bias error is ej_ j_. All of
the roofs in the validation data were asphalt. Based on measurements over brand, color, and age, the
standard deviation of the random error is estimated to be 0.018 emissivity units. The bias error, based
on emissivity quotes for asphalt from different sources is uniform with
a standard deviation of 0.011
emissivity units [Schott and Kirby, 1983] [Schott, et al., 1990].
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Surface and Reference Digital Count
The first three flight lines of the present study were collected at a different gain and offset from the last
four lines. The first three lines are converted to be equivalent to the last four by a linear transformation.
The conversion factors come from matching the signal for objects in the overlap area where both gains
were used. If the line number, LN, is three or less, the digital count is given by the transformation
DCsurf = 0.75 (DR) + 30.8, otherwise DCsurj = DR. The corresponding blackbody reference digi
tal count undergoes the same transformation to give DCn. The source of the linear transformation
parameters are discussed further in the scanner calibration section.
There are over 100 pixels in each roof sample, and the nominal standard deviation of the pixels in
a constant field is about 3 digital counts. The random error of the mean is thus 3/VlOO = 0.3 digital
counts. This error represents only 5% of the range of rooftop digital counts in the image. There is no
bias error, and there is no significant error in the sample from the reference blackbody sample, which
contains about 10,000 pixels. Errors in both of these terms are therefore neglected.
Air and Inside Temperatures
The air temperature was available from both the airport and a thermistor in the survey site. The
converted airport temperature is 265.8 "K and the converted site air temperature is 269.6K. The site
value is used for the computations. Since this is a constant estimate, it has both a bias and random
error. From measurements during a night with conditions similar to the collection night, the random
error is normal with a standard deviation of about 0.3JFT, and the bias error is taken to be uniform,
also with a standard deviation of 0.3-fiT. The inside temperature of each structure is reported by the
homeowner. The error of the owner-reported inside temperatures will be considered to have no bias,
and to have a random error of 1 "K, which corresponds to 1.8 F.
Attic Ventilation Rate
The volumetric flow rate of air through the attic is estimated by calculating the vent size from the vent
code by the empirical formula: (0.0625 m2)(VN 1), and by assuming that the wind speed through
the vent is 10% of the outside wind speed. The attic volume is estimated to be 100 m3, so the exchange
rate is N = 0.225(VJV l)(v) exch/hr. Since the attic ventilation heat flow is small with respect to the




For the calibration, we will assume that the digital count of an image sample is linearly related to
radiance, integrated across the scanner response characteristic. Later, we will show that this assumption
is correct. This assumption is based on the relation between the radiance and the digital count given
by the spectral integration of the source radiance, propagated through the optics, to the detector, and
finally to voltage and digital count. We have:
where the spectral terms are given by:
L is the spectral radiance reaching the front of the scanner telescope,
jr* is the spectral response curve of the scanner's HgCdTe detector which is the ratio of total irradiance
to irradiance detected. This curve is plotted in Figure 4-10.
The non-spectral terms are given by:
G# is the G-number which converts radiance at the front of the scanner telescope to irradiance on the
detector,
g2^ is the scanner output voltage for a given detected irradiance,
J^fr is the response of the analog-to-digital conversion process, and
DCq is a fixed digital count offset due to various factors, such as the offset setting on the
analog-to-
digital conversion electronics. This offset is the same for all image and calibration samples.
We can bring the non-spectral terms outside the integral to form:
DC = -- r d\^-L + DC0. (4.9)
Where 1/G. =
DC X^-phr is a gain that is independent ofwavelength, surface temperature, and surface
' s Volt Efig G#
emissivity.
If we then form the difference between the digital count of the external blackbody object at temper
ature T00j and the on-board
reference blackbody at Tn, we have:
ADC= [hCd^Loii +H
- [i[dxEfLii + DCo (4.10)
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Figure 4-10: The HgCdTe detector response curve.













L0bj=G,(ADC) + Os. (4.12)





If we image a series of test temperatures, calculate the detected radiance for each temperature from
the left hand side of (4.12), and measure the corresponding ADC values, the slope of the regression line
will be G, and the intercept will be O, . This calibration for scanner gain is performed by duplicating the
scanner flight conditions in the laboratory and recording a test image. The test image was recorded using
a CI Systems thermoelectrically cooled (TEC) blackbody source, set to a series of known temperatures.
This image is converted to digital form using the same analog-to-digital chain that was used for the
aerial collection.
For the offset term, 0, , we can either evaluate the intercept of the regression or compute a direct
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Figure 4-11: The flight and calibration analog-to-digital conversion sequence.
calculated from the fixed reference temperature of the internal blackbody, and should include the direct
and reflected radiances:
o..fJo
dXj^-eBbLbb + I Eh9dX-
o E
(1 ebb)Lsc (4.13)
Here, jj is the blackbody emissivity, Lbb is the radiance of a blackbody at the internal reference tem
perature, and Lsc is the radiance of the inside of the scanner.
There are some minor complications in the actual implementation of this calibration scheme which
are illustrated in Figure 4-11. One problem was that the laboratory scanner calibration was digitized
at a different analog-to-digital scale box setting than the flight. We correct for this by converting the
calibration readings to those that would have resulted at the flight settings by using a step wedge,
digitized at both settings, to make the linear transformation. A second problem was that the first three
flight lines were imaged at a different scanner setting from the last four lines. This is corrected by
determining the linear relation between the two settings directly from the images by comparing objects
in common. All readings are converted to be equivalent to the scanner and digitizer conditions of the
last 4 flight lines.
The first step is then to determine the linear relation between the #1 and #2 settings of the A/D
box. Three step wedge samples from both the #1 and #2 conditions were taken and regressed to find
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the slope and intercept of the relation. The linear relation was found to be:
DC#i = (0.404)ftDC#2 + 82.98. (4.14)
The final step to relating all the digital counts is to link the high gain flight lines (1 to 3) with the
low gain lines (4 to 7). The linear relationship could be derived from the scanner settings, but more
accuracy will result if the images are sampled directly. The relationship is derived from samples of the
same object in two adjacent flight lines with different gains, at equal and opposite angles from nadir.
The resulting conversion is:
DCi0W = (0.75)DChigh + 30.76. (4.15)
The samples consist of an average of about 40,000 pixels and the standard deviation of each pixel is about
5 digital counts, so the standard error of the mean for the samples is 5/^/40,000 = 0.025. MathCAD
document 1 in the appendix contains the data and calculations for these gain conversions.
The gain calibration was performed with six external blackbody steps from 263K to 273 "K. First,
the digital counts were converted by (4.14). Next, the corresponding temperatures were converted to
spectral radiance to give the left hand side values of (4.12). There is a approximation for this conversion
that relates the narrowband radiance and the blackbody temperature for a typical detector response
characteristic [Singh, 1988]. This formula is L = exp(a + b/T,UTj). The formula was regressed at
temperatures ranging from 250iir to
280.K'
to find a and b. For the regression, the Singh formula is
converted to linear form:
Y = bX + a, (4.16)
where Y = ln(L) and X = l/TJur/. The blackbody radiance for each temperature is given by the
weighted integral of the Planck equation:
T - [ 1\Eh VlE (AM\Uurj-
^ E A5 [exp(/lc/AfcTjur/) _ 1]
V-U>
The results gave a very good fit in the temperature range of interest, where a = 8.271 and b = 1371.0.
Finally, we should also account for the reflectance of the blackbody target, thus our conversion from test
target temperature to radiance in the scanner passband is:
L,urf = Curf exp(a + b/Tsurf) + (1
-
e,urf)ebg exp (a + b/Tbg), (4.18)
where the laboratory conditions were ebg = 0.90 and Tig =
290K. The constant background radiance,
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Figure 4-12: Calibration data vs model.
the CI Systems blackbody target show an average emissivity value of 0.95 0.01 over the wavelength
range of interest, and this value was used for the test target and the internal scanner blackbody. No
emissivity specifications could be found for the scanner blackbody, but it will be seen that the salient
computations do not depend on this value.
The radiance and digital count data were regressed and the linear correlation coefficient of the
regression was found to be p = 0.9994. These data are plotted in Figure 4-12, which illustrates
the linear relationship. The value of the gain at the flight setting of 100 was found to be G, =
0.0906 watt
m~2 sr-1 DC-1
when the CI Systems blackbody emissivity in (4.18) was set to 0.95.
When the emissivity is varied from 0.94 to 0.96 the gain varies from 0.0896 to 0.0915, this corresponds
to a range of 0.0010.
The scanner reference term was calculated by evaluating (4.13) using the approximation in (4.18).
The internal blackbody temperature at a setting of 8/500 was determined by matching its electrical
signal to that of the external blackbody. The match was at Tm, = 274.0 0.5 "K, and the emissiv
ity was assumed to be jj
= 0.95 0.01. The value of the reference term computed directly from
the temperature and emissivity is O, = 26.15 watt
m"2 sr'1
using a temperature of Tn 274K
with ebb = 0.95. At the worst case temperature
and emissivity variations, the range was found to be
0.20 watt
m~2
sr~x. Extrapolating the regression line gave O, = 26.25 watt
m~2
sr'1, only a small
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difference (+0.10 watt m~2 sr-1) from the direct result. A significant discrepancy was found, however,
when comparing the flight blackbody digital count to the corresponding laboratory value. These digital
counts should have been nearly the same for the same scanner gain and offset settings. In the lab, with
the scanner gain dial set to 100 and the offset dial set to 60, the converted digital count of the internal
reference blackbody was 164.79. The reference controller in the lab was set to 8/500. But in the flight
data, with the same gain and offset, the blackbody digital count is 183.1. This difference corresponds to
about 5K.
This discrepancy cannot be explained by an error in the gain and offset settings, which are easy to
read. The only remaining possibility is that the blackbody controller was set incorrectly in the aircraft, or
that there was a hardware problem. The possibility of an incorrect setting was independently confirmed
by comparing the computed temperatures of the instrumented objects in the scene with the actual
thermistor values. This was done using the formulas in the surface temperature section. The calculated
temperatures were all found to be about 5 "K too low for any parameter error to explain. The error can
be corrected by applying the lab calibration to compute the flight blackbody radiance. We have for the
blackbody reading from the low gain flight lines: ADC = 183.1 164.79. The corresponding radiance for
A-DC = +18.31 from (4.12) is L0jj = 27.809. If this value is used to compute the surface temperature
for the instrumented objects, the results agree closely with the measurements (this is shown later).
Therefore, an offset value of O, = 27.81 0.20watt
m~2 sr~l
will be used in subsequent calculations.
MathCAD documents 2 and 3 in the appendix contain the data and equations for the Singh regression
and the scanner gain calibration.




L = (0.091)A.DC + 27.8, (4.19)
where for the high gain lines:
and for the low gain lines:
ADC = (0.75) [DCobject
~ DCblackbody] , (4.20)
ADC = DCobject ~ DCblackbody (4.21)
Atmospheric calibration.
Multiple Altitude ProfileMethod One method to determine the atmospheric effects is the multiple
altitude profile method [Byrnes and Schott, 1986]. At the beginning of the aerial collection, a multiple
altitude profile series was
recorded at 100, 500, 1000, and 2000 feet. Image samples were taken from
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the same locations on the airport surface at each of the four altitudes. There were five lighter runway
locations and three darker grass locations for each altitude. These digital count samples were converted
to radiance, and then used in a regression formula to find the atmospheric transmission constant, ro,
and the path radiance constant, Luq. The constants are defined as the values of the transmission and
spectral path radiance at normal incidence, at an altitude of 1000 feet. The transmission is the weighted
average across the scanner passband. The spectral path radiance is quoted as a constant over the scanner
passband, equivalent to the average spectral value.
We relate the transmissions at different altitudes, H, by the Bouguer-Lambert law for normal inci
dence, referenced to Ho = 1000 ft.:
r = expj-|-ln(To)j. (4.22)
If we assume that the path radiance, Lu, is due to an absorbing atmosphere, we have, for normal
incidence and different altitudes:
Lu = ^\luo. (4.23)
(1 - To)
The transmission and path radiance appear in the thermal radiance equation, which is the basis of the
regression:
Lait = rLsurf + Lu, (4.24)
where we have:
_






First, we find the digital counts corresponding to L,UTj for each of the eight samples. This was done
by linearly extrapolating the 500 and 100 ft. digital counts to 0 ft. altitude, and converting the digital
counts to radiance. The extrapolated radiance at the surface, where Lu 0, and the radiance at each
altitude is calculated from the corresponding digital count values by equation (4.25). Note that the
denominator is a constant value. Then, at each of the four altitudes, we regress the values of L,urj and
Lait for each object to find the slope, r, and the intercept, Lu, in (4.24). We
then invert (4.22) to form:
r0 = exp <1*)}, (4.26)
and calculate estimates of r0 for each altitude. Ideally, r0 should be the same for all altitudes. It changes
slightly, and the value,
based on a linear fit to the data at H 1000 ft. is ro = 0.90.
For the path radiance, we inspect the
regression intercept corresponding to the 1000 ft. altitude.
In contrast to the transmission constant, the computed
path radiance does depend on the scanner
calibration parameters. If these are set to their nominal values,
and then adjusted over their worst
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case range, the result for the path radiance constant is Lo = 0.576 0.005watt
m~2sr~1fim'1
. The
integrated value, weighted by the scanner response, is Luo = 2.51 0.020 wattm~2sr~1. This error
does not include the errors due to the multiple altitude procedure, such as those from the regressions.
The path radiance will have a relatively high error due to the regressions since the brightness range
of available objects was small. If we inspect the range of values for Lu0 from altitudes of 500, 1000,
and 2000 ft. we find the variation to be 0.20watt m~2sr~1. MathCAD document 4 in the appendix
contains the data and regressions for the multiple altitude method.
Next, we will estimate the transmission and integrated upwelled radiance by another method: the
LOWTRAN simulation, and compare the results.
LOWTRANMethod for Atmospheric Parameters The atmospheric propagation computermodel
LOWTRAN 7 [Kneizys, 1983] was run to find alternate predictions of the transmission and path ra
diance. This simulation was run with radiosonde data from Buffalo, NY at 7:00 am, on the morning
of the collection. This is the nearest radiosonde data to the collection, and provided the air tempera
ture and dew point profiles for the LOWTRAN model. The LOWTRAN model numerically propagates
radiance through discrete layers of the atmosphere. These layers contain differing amounts of water
vapor and other gases, depending on the temperature, dew point, and pressure. For the run, the sensor
was positioned at 1.218 Km looking down at a perfect reflector at 0.218 Km. This configuration forces
LOWTRAN to isolate the atmospheric characteristics.
The resulting spectral transmission and radiance data was converted to even steps of 0.1 iim from 7




The value is r0 = 0.91, which is within 1% of the multiple altitude result.
The LOWTRAN prediction of path radiance was then calculated by integrating the spectral data
weighted by the scanner response as follows:
Lu0 = 4dx(?fLy (4.28)
The value is Lo = 1-96 watt
m~2
sr~l. This is different from the multiple altitude result by 22%. The
error for the path radiance is larger than for the transmission because the path radiance is closely related
to (1 - ro), which has larger percentage error
than r0.
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Figure 4-13: Atmospheric transmission and upwelled radiance from LOWTRAN.
simulation was run by setting the surface emissivity to unity, and changing the surface temperature from
250 K to 266K in 10 steps. The scanner spectral sensitivity function was included in the LOWTRAN
calculation, and the integrated response was recorded for each temperature. These responses were
used to regress the thermal radiance to find ro and Lo in the same manner as the multiple altitude
method (4.24). The resulting values were r0
= 0.92 and Lo = 2.05 watt m~2sr~1. In addition, the
second type of LOWTRAN simulation was run over a range of aerosol and visibility values, and the
transmissions ranged from r0 = 0.86 to r0 = 0.93. The corresponding path radiances ranged from
Lu0 = 1.86 watt
m~2sr~l
to Lo = 3.36 watt m~2sr~1. These ranges bracket the values found in
the multiple altitude method. MathCAD documents 5 and 6 in the appendix contain the data and
computations for the LOWTRAN predictions of the atmospheric parameters.
Both the transmission constant and the path radiance constant are assumed to be parameters for the
image models. Based on the results from different altitudes and from different methods, the transmission
constant is estimated as r0 = 0.90 0.01 transmission units, and the path radiance is estimated as
Lu0 = 2.510.3 wattm-2sr-1.
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Sky temperature estimation.
Empirical Method An empirical formula for the radiometric sky temperature that uses the air tem
perature, Tair, and the partial pressure of water vapor, pw, is Brunt's formula. We have [England,
1990]:
Tsky = Tair [0.61 + 0.05p5]
'25
. (4.29)
The partial pressure of water, calculated from the surface air temperature and dew point from the
Rochester airport weather data, was found to be 2.48 mmHg. The air temperature at the airport was
265.8ii?, and the air temperature in the survey area near houses and trees was 269.6.fiT. Using an air
temperature of 267.7 1.9K, the resulting value from the Brunt's formula is thus T,ky = 243.8.fiT. If
the airport temperature is used, the value is T,ky = 242.14.K\
Another commonly used empirical formula is given by [Idso and Jackson, 1969] :
Tsky = {l-0.261exp [-7.77 x 10~4(273 -Ta,>)2]
}*
ATair. (4.30)
When this formula is applied, the result is Tsky = 248.1 1.80-ftT. This formula is less general than
Brunt's formula because it does not directly account for water vapor.
LOWTRAN Method The LOWTRAN code was run through the build_radiance_data macro in
DIRSIG [RIT, 1992] to get the average spectral value of downwelled radiance from a series of directions in
the sky hemisphere. This run used the same radiosonde data as the narrowband run in the atmospheric
calibrations. The spectrum from 2 microns to 50 microns was divided into four ranges, with awavelength
step size of 0.1 microns in the lower ranges, up to several microns in the slowly-changing upper ranges.
The data were interpolated to even steps of 0.1 micron, and numerically integrated. These data are
plotted in Figure 4-14. The temperature of a blackbody that gave the same integrated radiance value,
over the same range, was found to be Tsky = 244.65^^. This value and the value from Brunt's formula
agree closely.
The temperatures from the LOWTRAN method and the Brunt formula are close only by coincidence.
The Brunt formula uses only surface measurements from Rochester, and the LOWTRAN method uses
altitude data from Buffalo. Therefore, neither formula accounts for the specific characteristics of the
middle and upper atmosphere over Rochester. Because of the spread of estimates from several sources,
in the sky temperature is estimated as 244.2 3.0.K\ The
center value of this estimate is developed by
averaging the LOWTRAN and
Brunt center values. The error is the worst case range from this center
value to the extremes of the Brunt method with an additional amount added to account for error sources
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Figure 4-14: Wideband sky spectral radiance from LOWTRAN.
vapor pressure and the possibility of a small amount of cloud cover. MathCAD document 7 in the
appendix contains the data and computations for the LOWTRAN prediction of sky temperature.
4.2.5 Computation of Surface Temperature
To find the surface temperature, we must subtract the reflected and upwelled radiance components
from the detected signal, and correct for the atmospheric transmission. Then we must convert the
narrowband radiance from the surface to temperature. The variables required for the surface temperature
computation are as follows:
e$ is the emissivity of the roof surface at the given look angle (unitless).
rg = 1 ee is the reflectivity of the roof surface at the given look angle (unitless).
ADC = DCSUrf DCbb is the differential digital count between the surface and the blackbody.
Te is the transmission of the air at the specific scanner angle (unitless).
Lbb is the spectral radiance from a blackbody at the same temperature as the surface (watt
m~2
sr~lnrri~l).
Note that Lsurf = esurjLbb-
Lu e is the spectral path radiance that is detected by the scanner, and which is constant over the scanner
band (watt m""2sr~Vm_1).
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Lsky is the spectral radiance from the sky.
Tbg is the radiometric temperature of the roof background.
Lbg is the spectral radiance from the roof background.
Ln is the non-spectral radiance from a blackbody at the temperature of the surface, integrated across
the normalized scanner response characteristic (watt m~2sr~1).
litot is the non-spectral radiance detected by the scanner, integrated across the normalized scanner
response characteristic (watt m~2sr~1).
T,urf is the surface temperature (K).
Angular Emissivity and Reflectivity
The angular surface emissivity for asphalt roofing is documented at angles from normal to 1 .4 radians in
9 steps [Schott, et al., 1990]. These data were regressed by fitting the plot of the data to an empirically
developed regression formula. The empirical fit was based on the cosine of the angle raised to a small
power:
ee = e [0.9
cob(0,)]0-07
[l.0/(0.9007)] . (4.31)
This formulamatches the experimental results to within 1% at all angles in the experimental range. The
data and the model are plotted in Figure 4-15.
Angular Atmospheric Transmission
The atmospheric transmission is found by adjusting the normal transmission based on the geometrical
path length. The Bouguer-Lambert angular transmission formula is:
r,=exp{ln(r0)fcy}. ^
Detected Radiance Components
The detected radiance of an object indicated by a bold symbol is defined as the spectral radiance
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Figure 4-15: Angular emissivity data and model fit.
But we know the detected radiance of an object in the image from its digital count by the following
formula from the scanner calibration:
Ltot = Gs(ADC) + 0,. (4.34)
The appropriate form of the spectral radiance equation in the thermal region for a surface gives the
radiance reaching the sensor:
Ltot = re {eeLbb + rs (FL,ky + (1






Te {eeLH + re (FLsky + (1
-
F)Lhg)} + Lu , (4.36)
Which can be separated into four terms. Approximating the transmission, the reflectivity, and the













First, we make the substitution Lu j = Lue
/0
^-jf2- We know Lu$ from the atmospheric calibration
and the angular path length adjustment. Next, we evaluate the sky and background radiance integrals.
At least the sky integral must be evaluated spectrally because the emissivity of the sky changes signif
icantly in the passband of the scanner. This term is evaluated numerically in 15 wavelength steps over
the scanner response range of 7 to 14 microns using the spectral downwelled radiance that was found





dXjgS-Lbg, and the blackbody equivalent surface radiance is:
Ub = {Lf0< - rare (FL,ky + (1 - F)Lbg) -Lu8}. (4.38)
Teee
We know the first term of the right hand side of (4.38) from the image sample and the scanner
calibration. This term represents the total measured radiance. The next pair of terms represent the
radiance reflected by the roof from the sky and background. Since the roof reflectance is small, the total
reflected radiance is only about 5% of the total scanner signal. The final term is the path radiance,
which, for a specific angle, is given approximately by the model:
Ue=ll~Te\uo. (4.39)
(1 - r0)
Here we have assumed that the atmosphere is primarily absorbing and not scattering at the thermal
wavelengths, so that ol> = 1 r,>. The path radiance is about 10% of the total scanner signal.
Surface Temperature
We can now calculate the right hand side of (4.38), but we need to invert the approximation that was
used in the scanner calibration which relates the narrowband surface radiance and its temperature. The
results gave a very good fit in the temperature range of interest, with a = J3.271 and 6 = 1371.0. So
the surface temperature for the present study with the HgCdTe detector response is given by:
T~> =vim- (4'40>
Where Ljj is the radiance calculated from the right hand side of (4.38). Or, with the complete expression
in (4.38) substituted, we have for the general case of a HgCdTe detector
and no solar component:
T,ur/ = ln [Lt0t -re(l-ee) (FL,ky + (1
- F)Lhg)
-Lu9]- In [rBee] - a
' (4'41)
The only unknown variables in
this formula are the narrowband sky and background radiances.
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Object DC e F 0s meas T calc T AT
#1 House 106.80 0.90 0.65 0.0 265.89 265.53 -0.36
#2 House 103.27 0.90 0.77 0.0 265.62 265.01 -0.61
#3 House 108.33 0.90 0.77 0.0 266.98 266.00 -0.98
RIT Box 96.78 0.92 1.00 0.56 263.60 263.69 +0.09
Table 4.1: Surface temperature validation.
For the present collection, the narrowband sky radiance was computed by integrating the LOWTRAN
predicted spectral values over the scanner response band. The value is L,ky = 4.289watt
m~2 sr-1
. The
background radiance was determined by sampling five different background elements in the images and
averaging the samples. These elements were: grass, street, trees, roofs, and walls. The average gave a
value of Lbg = 20.41 watt
m~2
sr-1.
We would like to verify the formulas by comparing the computed temperatures with the measured
temperatures. This was done for three locations on the instrumented house and for one of the heated
boxes on the RIT roof. The results are summarized in Table 4.1. The values in the table suggest an
accurate conversion when the center values of the scanner and atmospheric parameters are used. There
is a small bias, however, of
0.46K. This bias is a contributor to bias in the heat flow, which is later
reduced by applying the in-scene estimator.
4.2.6 Computation of Roof Heat Flow
The aerial collection gives the roof temperature of a structure for one night. The temperature is not
directly related to insulation level. To provide useful information to owners we must convert the surface
temperature to heat flow on the night of the collection, which is directly related to the level of insulation.
The roof temperature and the surrounding environmental conditions combine to give the net heat flow
through the roof. The effective roof insulation value is the inside-outside temperature difference divided
by this heat flow.
The variables to be determined for the heat flow equation are as follows:
g is the empirical roof surface
roughness metric for convection, where 0 is smooth and 1 is rough
(unitless). This variable is explained later.
v is the wind speed (meters per second). The wind speed is converted from the airport value in mph
to meters per second, v = 0.4477 WS.
h is the roof surface convection coefficient (watt
m~2 K~l).
e is the wideband, wide angle, effective emissivity
of the roof surface for the calculation of radiant
exitance (unitless).
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<*< iky is the wideband, wide angle, effective absorptivity of the roofsurface for the radiation interchange
with the sky (unitless).
Coo bg is the wideband, wide angle, effective absorptivity of the roof surface for the radiation interchange
with the background (unitless).
qrad is the radiation heat flow from the surface (watt m~2).
Qconv is the convection heat flow from the surface (watt m~2).
qtotai is the total flow from the roof surface (watt m~2).




There is limited and conflicting information in the literature on surface convection. Estimating this
variable is a difficult aero-thermal problem whose solution here is an empirical combination of the best
parts of several treatments. An equation for free convection of horizontal heated surface such as a roof
is:
ft = 2(T,ur/-Tair)i (4.42)
This equation and its underlying assumptions are given in Goldstein [Goldstein, 1978], and is the
basis for our complete expression for the surface convection coefficient. An alternate equation for free





Only the wind correction portion of this equation will be used in the present development. Our equation
is developed by multiplicative corrections for the following items: surface roughness, surface angle, sign
and magnitude of the temperature difference, and wind speed. Since the flow is turbulent, the convection
is not a strong function of roof size.
Equation (4.42) is for a smooth surface and turbulent flow. If the surface is rough, the convection can
increase by up to a factor of two [Goldstein, 1978]. We will develop
an empirical roughness correction.
Let g be a roughness rating where g
= 0 is smooth and g = 1 is fully rough. An asphalt roof might have
g = 0.3 to 0.6. The formula
becomes:




The convection coefficient is reduced if the temperature difference is negative. We have:
h = 2(n)(l + g) \T,urf
- Tair |* , (4.45)
where n = 1 if the sign of (T,urf Tatr) is positive and n = 0.55 if the sign is negative. The factor
n is the ratio of cooled surface free turbulent convection to heated surface free turbulent convection
[Rohsenow and Choi, 1961]. For a cooled roof surface with a parapet, the ratio could be as small as
n = 0.24 [Goldstein, 1978].
The pitch angle dependence will be approximated as a linear function between known end points at
horizontal and vertical orientations. The slope of the linear function, o, however, is different for positive
and negative temperature differences. The pitch angle /? is measured from normal, so the correction
factor is unity when the pitch angle is zero (the horizontal case). Let the pitch angle correction factor
be (1 + a/?). We then have:
h = 2(1 + a/?)(n)(l + g) \Tsurf - Tair |
*
. (4.46)
The slope of the dependence is found using ratios of convection coefficient for the horizontal heated
surface, the horizontal cooled surface, and the vertical surface [Rogers, 1992] [Rohsenow and Choi,
1961]. With a vertical heated surface (/? =w/1) we must have:
(1 + al ) =
Keri
= ig = 0.86, (4.47)^heated horz i-.OZ
so aheated = -0.089 units/radian. With a cooled vertical surface we must have:





= TT^O.86 = 1.56, (4.48)
I tlcooled horz n "heated horz U.00
so acooied = 0.36 units/radian. When the surface is
warmer than the surrounding gas there is only a
small dependence on slope. This is because the convection operates efficiently under these conditions. If
the surface is cooler than the surrounding gas the convection operates
much better at the larger angles
where the cooled air can
"roll"
off the surface.
Next we look at the wind correction. The forced convection due to the wind is
from the Langmuir





where v is the wind velocity in m/s, and must be less than 3m/s. We have, finally:
h = {:i^r)
'
(1 + a/?)(n)(1 + 9)2 ir"/ -
^-i*
<4-50)
This equation is meant to be applied to surfaces when the wind speed is low, and a significant portion
of the transfer is due to free convection. As the wind speed increases, the sensitivity of the value of the
coefficient of convection to the pitch angle and to the sign of the temperature difference will be reduced.
As an example, the value of h is calculated for cooled surfaces that are 4C below the air temperature,
have a g of 0.3, have a pitch of w/5 rad and are in a 0.5 m/s wind. The result is:
k = ("50+35"35) (1 + (0-36)^)(0.55)(l + 0.3)(2) |-4|* , (4.51)
h = 4.34 W
m~2
"K.
The roof pitch angle and the roof-to-air temperature difference are variables in the present study that
provide a roof-specific estimate of the coefficient of convection.
The random and bias error in the convection is large, and depends on many factors. Also, the model
itself is not accurate. There is already error in the roof pitch. The additional errors are lumped into the
roughness term for convenience. The random error in g is estimated as normal with a standard deviation
of 0.1 units, and the bias error is uniform with a standard deviation of 0.11 units. These errors, with
the errors in pitch, cause a random error in the coefficient of convection of about 1.0 W
m~2 "K and a




The wideband roof emissivity and absorptivities are found by multiplying the normal emissivity by
conversion factors. We consider two effects in developing each conversion factor: the angular dependence,
and the spectral dependence. Also, we will consider two angular regions for the conversion, the sky region
and the background region. The correction must be different for the two regions because the warmer
background region occupies only the larger angles from the roof normal for which the roofs have a lower
emissivity.
First, we will examine the angular dependence effect for
the sky region. The angular emissivity
averaged over the unit hemisphere is given by:
fe3ky = l.J3dejnd4> ee sin(0). (4.52)
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When the expression for angular emissivity from (4.31) is substituted, and (4.52) is numerically inte
grated, the factor is fe ,ky = 0.934.
The angular dependence for the background region is approximated as the same integral expression,
with the limits restricted to the angular range between w/A and 7r/2:
fe bg =
-j*- I d0 dij> eB sm(0) . (4.53)
When this is numerically integrated we find that febg 0.912, which is significantly less than the full
hemispherical factor.
Next, the wavelength dependence of the emissivity and the downwelled sky radiance is found by
averaging the surface emissivity over wavelength, weighted by the spectral downwelled radiance (L,ky).
The measured spectral surface emissivity for asphalt road is known from 1 to 15 microns (eroad) [Wolfe,
1989]. These emissivity data were extrapolated to 50 microns by assuming that the unknown values
are equal to the known value at 15 microns. Then, the following weighting formula was applied to the
spectral sky radiance to get the normalized wideband emissivity spectral correction factor for an asphalt
roof:
f
* A Liky r0ad (AKA\
x~
/in ,1 Tl ' (4.04)
road(10/*m) JxLsky
Again, this is calculated numerically, and the result is f\ = 0.992. This is, therefore, a small effect, and
the value will not be much different for the background radiance. The spectral factor is thus taken to be
the same in both cases. The aggregate effect is given by /j.oo = fx fe, which gives the normal-to-wide
conversion factors that we will use in the calculations of heat flow. So we now have for asphalt, with a
mostly sky background, , = 0.934<r_L, Ooosky
= 0.927j_, and aM|, = 0.905ex- MathCAD document
8 in the appendix contains the computations for the wideband emissivity factors.
Radiation Heat Flow
The roof radiation heat flow is simply the outgoing flow less the incoming flow:
qrad = 00 oT}urI
- [(F)ao .ky<TT}ky + (1
" ^)oobg^) , (4.55)
The value of Tig is not critical because F is
above 0.5, and the background and roof temperatures are
close, so the net heat flow due to
this term is relatively small. There are, however, significant errors in
both F and Tsky, and the dominant heat
transfer occurs between the roof and the sky.
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Convection Heat Flow
The convection heat flow is defined by:
Qconv = h (Tsurj - Tair). (4.56)
Total Flow and Insulation Value
The total flow is qtotai = qrad + <Zcomj- The metric effective insulation value is defined as:
Rm = Ti~T>ur}. (4.57)
total
It is, however, more practical to work with the MKS metric conductivity, Cm = 1/Rm, in the error
propagation. This is because Cm is proportional to heat flow, and the error in the computation of heat
flow is nearly normally distributed. Some other conversions are also useful: The English units R value
is given by: R = 5.57-Rm, and the U value is U = 1/R. For a common type of fiberglass, the conversion
from
.Rm
to inches is in. = 1.6Rm.
4.3 Application of the In-Scene Estimator to
Heat Loss Parameter Estimation
4.3.1 Primary Model
From the previous section, the steady-state equations for heat loss and conductivity in a residential roof
are given by:
qtotai = <Too T?ur}
- (1 - i>oo ,<rf






For the error analysis of the primary model we recognize that the
surface temperature is a function:













/? (rad) standard f/(.785,0.1) N(0.Q,0.1)
T{ ("K) standard AT(293.0,0.0) N(0.0, 1.0)
e fixed [7(0.92,0.0) 7/(0.0,0.018) [7(0.0, 0.011)
g fixed 1(0.40,0.0) .^(0.0,0.1) (7(0.0,0.11)
Tair (K) fixed [7(269.6,0.0) AT(0.0,0.3) [7(0.0,0.3)
Cmin (MKS) constraint [7(0.52,0.0)
Cm (MKS) output
T,ky ("K) parameter [7(244.2, 0.0) iV(0.0,1.73)
Table 4.2: Variable and parameter definitions in the primary model.
and the conductivity is a function:
Cm Cm(TiUrf ,Ti,Tair,g,p,e,; T,ky,Tbg,v), (4.61)
(the variables have been defined). Since we have shown that the temperature computation is relatively
unbiased, we will not analyze the bias in conductivity due to the scanner and atmospheric
parameters. In
addition, these parameters do not significantly contribute to the precision error. The error propagation,
however, does include the variables with significant error in the temperature formula, which are the
pitch angle and the surface emissivity. For the conductivity formula, we will neglect the errors in the
less important parameters: Tbg and v. Therefore, we will analyze a model where all variables
are known
accurately except Ti, Tair, g, /?, and eL. Note that these may have both precision
and bias error. The
only parameter with significant error
isTsky. These errors were quantified in the appropriate sections,
and are summarized in Table 4.2.
In this table, the type column specifies the type of
measurement for the variable. These types were
discussed in the theory section. The pitch angle and inside
temperature are direct measurements from
the surface image and the owner, respectively. For the fixed variables,
the true mean specifies the fixed,
estimated value of the variable and the precision and bias error specify the distribution of
true values
about the fixed estimate. If the fixed estimates were treated as standard, measured variables,
then the
error due to them would be reflected about its mean.
There is one constraint variable in this model, the actual roof
conductivity. The error simulation
must have a true conductivity distribution in order to
compute the true values of the roof temperature
and digital count, given the other factors.
This is provided by the constraint variable. In other words,
a conductivity is chosen from a prior density, and
then the true roof temperature and digital count is
computed from the inverted model and the trial values of the emissivity,
etc.
To compute the true digital count from the constraint
variable we need an algorithm that gives the
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digital count of a given rooftop from the conductivity and other independent variables. It turns out
that this will also be the image model later used for estimation. The conversion is accomplished by
setting the conductivity, finding the roof surface temperature from the conductivity and thermodynamic
principles, and then inverting the scanner response to convert surface temperature to digital count. The
digital count for a given surface radiance, Ln, is:
DC,urf = 7J- [reeeUt + r,(l
-
ee)(FL,ky + (1
- F)Lig) + Lu9
- O,] + DCib. (4.62)
The surface radiance is computed from the roof temperature using the Singh approximation, which was
given in the data conversion section:




The surface temperature is found by solving the thermodynamic equations (4.58) and (4.59), which can




















d = (-L\ [_(1 - F)aoobg^g
-
(F)aoo,ky<TTfky






All inputs to the conversion are known except for the coefficient of convection,
which depends on the
surface temperature. Therefore, to find Tsurf and h we must iterate as follows:
1. Guess at T,ur/, T,ur/ = 260.?!:.
2. Compute h = h(T,urj).
3. Compute a new T,urj = TtUrf(h)-






Combined Precision And Bias Error -0.006,0.288
Precision, R22 mass below Rll 29% (max 50%)
Combined, R22 mass below Rll 34% (max 50%)
Table 4.3: Primary model error analysis results.
This loop converges quickly. The current stop criterion is three iterations. The model for the coefficient
of convection has a parameter which is a function of sgn(T,ur/ TaiT), but all actual and simulated
roof surfaces are colder than Tair . This is verified by reporting the sign during program execution. If
the parameter did change during iteration, the loop as written might be unstable. Another source of
potential trouble is the solution of the quartic. If the correct root of the four possible roots were to
change because of the changing variable or parameter values, then the model
would be incorrect. Again,
a test is included to check if the resulting surface temperature solves the quartic.
So finally, with the definitions of the forward and inverse conversions of digital count and conductivity,
the primary model is completely defined. These conversions were
implemented in C language code for
error analysis, estimation, and heat loss computation.
4.3.2 Analysis of the Primary Model
Error Propagation
The error propagation formulas in the theory section were implemented in C language
software. With
the settings ofTable 4.2 a precision and combined precision and bias
simulation was run on the forward
model. The results are summarized in Table 4.3. The actual printouts from
the computer run are
included in the appendix. The error density is plotted in Figure 4-16 for constrained conductivity
values
corresponding to fixed insulation
levels ofRll and R22. It is clear the error is quite large, especially the
combined bias and precision error. We shall see that the
in-scene estimation technique will reduce the
combined error to nearly the precision
error limit. It is also clear that many structures have a negative
computed conductivity due to errors in the inputs,
and many structures have conductivities larger than
1.0, which are both unlikely. The
posterior corrected point estimator that was described in the theory
section will be applied to the actual computations
to correct the conductivities to be between 0.0 and
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Figure 4-16: Propagated precision and combined precision and bias errors.
Sensitivity Analysis
In addition to the error propagation, a sensitivity analysis was performed as described in the theory
section. The results of the sensitivity analysis are summarized in Table 4.4. The printout is included in
the appendix as part of the primary analysis. The emissivity dominates the precision error and the sky
temperature dominates the bias error. There are also other significant contributors to the bias error,












/? (rad) 25% 0.535 0% 0.0
54% 6.44 29% 4.7
g 12% 0.257 21% 0.341
Tt (K) 1% 0.001 0% 0.0
Tair ("K) 8% 0.0598 12% 0.071
Tsky (K) 37% 0.0378
Table 4.4: Primary model sensitivity analysis results.
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Table 4.5: Conductivities from 86 audits.
Estimator Design and Sampling Distribution
The bias in the conductivity results from bias in the air temperature, the sky temperature, the normal
emissivity, and the surface roughness (coefficient of convection) . There is not enough in-scene information
to separate each of these parameters, so an artificial bias parameter will be introduced, Cmbias. This is
justified because the primary effect of bias errors is to produce a linear shift in the conductivity. We will
estimate this conductivity offset parameter using distributional knowledge of the primary population.
The residential structures themselves serve as a known population because the conductivity distribution
of a large number of structures can be estimated from independent sources. This method is robust
because it uses the same model as the primary population. The weakness of this choice is that it is
sensitive to the accuracy of the estimated conductivity distribution. It will be shown, however, that this
distribution is known accurately enough to improve the accuracy of the computations significantly. The
resulting estimator is relatively insensitive to the variance of the distribution, but it is sensitive to the
mean. So, to use the conductivity distribution we must also estimate the error in its mean.
To estimate the true conductivity distribution, 86 on-site audits were obtained from a specific area
in the survey. These audits were accumulated over a period of five years by the local utility. If no
such audits were available, the distribution estimate could come from demographic data of similar
neighborhoods. The breakdown of conductivities from these audits is shown in Table 4.5. The mean
value of the conductivities is Cm = 0.246, and the standard deviation is erCm = 0.134. The standard error
in the mean due to the sample size is acm/V^G = 0.015 (see MathCAD document 9 in the appendix).
This error in the mean value is much lower than the bias due the variables and parameters, so it should
improve the results. This error will be combined with the error from the simulated sampling distribution
to provide the total error in the bias parameter.
The secondary model for estimation is
the same as the inverted primary model which was needed for
the constraint variable (4.62). The variables and parameters for estimation with this model are shown in
Table 4.6. A sample of 229 structures was available, so the sampling distribution of the Cmbias estimator
was generated using n
= 229 for the sample size. It is this sample size that limits the estimation accuracy,
with everything else














Oi (rad) standard [7(.785,0.0)
/? (rad) standard [7(.785,0.1) iV(0.0,0.1)
e fixed [7(0.92,0.0) N(0.0, 0.018) [7(0.0,0.011)
g fixed [7(0.40,0.0) 7V(0.0,0.1) [7(0.0,0.11)
Ti CK) fixed AT(293.0,0.0) JV(0.0,2.0) [7(0.0,1.0)
Tair (K) fixed [7(269.6,0.0) JV(0.0,0.3) [7(0.0,0.3)
Cm (MKS) fixed [7(0.246,0.0) ^(0.0,0.134)
DCroof output
Cmbias parameter [7(0.0,0.3)




Combined Precision And Bias Error -0.002,0.222
Precision, R22 mass below Rll 29% (max 50%)
Combined, R22 mass below Rll 30% (max 50%)
Table 4.7: Primary model error analysis results with artifical parameter.
standard deviation of aCmbias = 0.0178, with no significant bias. This distribution is plotted in Figure
4-17. The text printout of the sampling distribution is given in the appendix.
It is reasonable to
approximate the combination of the standard error in the mean and the sampling distribution error by
the root-sum-square, so the total error for the Cmbias parameter
is normally distributed with a mean of




= 0.0233. This error will be applied to re-evaluate
the primary computation.
A new primary error propagation was run with no
parameter error except for that in Cmbias. The
results are shown in Table 4.7, and the printout is in the appendix. It is clear
that the artificial parameter
virtually eliminates bias error in
the computations. Even with some additional error in the true mean
from unknown sources, there would still be a large
improvement in the bias, so this approach was applied
to estimate the conductivity offset.
Data Sampling
The 229 roof samples were from structures in the
same area as the 86 site audits. Each 10 x 10 pixel
sample was taken from the most uniform
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Figure 4-17: Sampling distribution of the Cmbias estimator.
the scanner. The roof slope and the across-track coordinate of each sample was recorded to give the
first three standard variables in the model. A table of data was then constructed with the angles, fixed
estimates, and digital counts. This table was read by the estimation software which then computed the
MLR estimate by locating the bias value that produced the best match between the density of the image
digital count samples and the model-predicted density for a large sample of typical roofs. The results of





The in-scene MLR estimator was applied to estimate Cmbias as described in the theory section. The
printout for the estimation from actual image data is shown in the appendix. The normal versions of
the formulas were used because the roof sample residuals are approximately normally distributed. A
simple parabolic optimization routine located the value of Cmbias that makes the actual roof digital
count residuals closest to their simulated distribution as measured by the likelihood ratio objective
function. With the parameter set to its estimate, the digital count residuals were plotted and are shown
in Figure 5-1. This figure also shows the simulated distribution, which used 1000 quasi-random samples.
The 229 roof samples gave an estimate of Cmbias = 0.1158. In other words, they were biased too low.
The characteristic of the likelihood ratio value as Cmbias is adjusted was examined to verify that there
are no anomalies which would corrupt the maximization. This characteristic is plotted in Figure 5-2.
We see that both the curve for the simulated samples and the curve for the actual samples are nearly
ideal parabolas. The simulated sample curve has its minimum near zero where the parameter was set
to generate the samples. The actual curve has its minimum at the parameter estimate.
By adding this bias offset, the mean of the 229 structures is changed from Cm
=
.143 to Cm =
.259,
which is close to the desired mean from the 86 site audits. The resulting standard deviation of
conductivities for the 229 structures is acm = 0.381. This value results from a combination of the input
and parameter errors, and the deviation in the true conductivity, and so it is somewhat higher than the
deviation from the site audits. A histogram of the 229 structures before and after the bias correction is
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Figure 5-2: The MLR objective function for the actual and synthetic samples.
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Figure 5-3: Histograms of the 229 structures, with and without correction.
Next we will examine validation structures with and without the in-scene MLR and Bayes corrections
to demonstrate their effectiveness.
5.2 Validation
To validate the corrections, information on 32 structures was assembled from site audits and telephone
interviews. Not all of the 86 available site audits could be used because some of these audits occurred
well before the overflight, and the owners might have made changes in the time between the audit and
the overflight. The insulation levels of the 32 structures are summarized in Table 5.1. The effective
conductivity values from the aerial computation were converted to insulation level by subtracting the





where a constant value of Cm<~itic = 0.63 was used (from the building materials and air space). This
permits a direct comparison between the audits and the aerial results. There are two corrections which
shall be evaluated for the aerial computations. The first is the MLR in-scene estimator, which improves
the bias error of the results, and the second is the Bayes correction, which applies any knowledge of the
prior distribution of residential conductivities to reduce the precision error. The prior distribution that
will be used in the Bayes correction is a uniform distribution with limits at conductivities of 0.0 and 1.0.
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Figure 5-4: Bayes correction characteristic.
This correction maps the raw results through the curve shown in Figure 5-4.
Figure 5-6 is the confusion matrix of aerial versus audit data without MLR or Bayes correction for
the 32 structures. It is clear that the aerial calculation is biased toward a high insulation value, and
that the insulation levels from the aerial calculations are spread over a wider range than the site audits.
Figure 5-7 is the matrix after MLR correction, but with no Bayes correction. The mean value of the
aerial calculations is much closer to the mean of the site audits. The errors are due primarily to the
deviation. Figure 5-8 is the matrix with the Bayes correction, but no MLR correction. The deviation is
reduced substantially, and as a result, the mean is better also. Figure 5-9 is the matrix with both Bayes
and MLR correction. Here the means are closest and the deviation is low. One-half of the structures
were correctly classified, which is quite good considering the original size of the errors. An image of
five of the vahdation structures is shown in Figure 5-5. The legends are the computed and actual R
values, respectively, and the
digital count. The results of the mixed-structure vahdation are summarized
in Table 5.2.














0.211 0.329 19% 65% 16%
No Bayes
w/MLR
0.095 0.327 37% 57% 6%
w/ Bayes
No MLR
0.040 0.185 53% 43% 3%
w/ Bayes
w/MLR
-0.019 0.190 50% 47% 3%













0.189 0.317 56% 11% 33%
No Bayes
w/MLR
0.073 0.311 67% 33% 0%
w/ Bayes
No MLR
0.159 0.223 67% 33% 0%
w/ Bayes
w/MLR
0.087 0.216 100% 0% 0%
Table 5.3: Vahdation synopsis using 9 poorly insulated sites.
Accordingly, a similar set of four confusion matrices was developed for just the nine structures with no
insulation. These are shown in the same order as before in Figures 5-10, 5-11, 5-12, and 5-13. As
expected, the improvement is more dramatic: from 56%
correct classification with no MLR, no Bayes,
to 100% correct after the MLR and Bayes corrections. The results are summarized in Table 5.3. The
implications of these results for heat loss studies will be discussed in the next section.
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Figure 5-11: 9 Poorly Insulated Structures, No Bayes, w/ MLR
88
Aerial Calculation






















































6.1 Discussion of the Thermal Imaging Results
The MLR in-scene estimation method was demonstrated by applying it to a thermal infrared survey
of heat loss in residential structures. Most similar studies have concluded that quantitative results are
difficult to obtain because of inaccuracy in several important parameters, such as the radiometric sky
temperature, the surface convection constant, and the average surface emissivity. There was not enough
information to estimate each of these parameters separately, but an estimate of their aggregate effect
significantly improved the quantitative results. This estimate was based on matching the actual and
predicted distributions of in-scene samples from a large number of roofs. The in-scene estimate was
validated by comparing model predictions with site audits of 32 structures. The vahdation showed
significantly lower bias error with the MLR estimate. In addition, a Bayesian correction was applied to
the data, and this was shown to reduce the error variance.
For the corrected aerial calculations of poorly insulated structures, the standard deviation of error
is 33% of the nominal level. Therefore, it is reasonable to apply these aerial samples to computing the
cost-benefit of insulation retrofit. The percentage is closer to 100% for well-insulated structures, and
so cost-benefit computations would not be appropriate. A good apphcation of the thermal imagery for
heat loss assessment is to separate the poorly insulated structures using all available resources, and then
apply the retrofit cost-benefit
computation to these structures only. Besides the aerial thermal imagery,
the separation resources could include data from the tax assessor and the utility. This datamight consist
of building age, size, style, and construction
material. It may also include site audits or energy usage
records for the structures. This is discussed further in [Snyder and Schott, 1994] and [Snyder, 1994
(NYSERDA Report)].
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6.2 Recommendations for Heat Loss Surveys
The error would have been larger if the atmospheric transmission and upwelled radiance were included
in the propagation. These were not included because contact measurements of surfaces in the scene
confirmed that the atmospheric parameters were accurate. Contact measurements are an inexpensive
way to eliminate several causes of error. I recommend concurrent measurements of both warm and cold
objects during such a collection. These measurements are invaluable for validating the calibration. They
also serve as backup references in case there is a hardware problem. The Genesee river was in every flight
line and would have served as an excellent warm reference: it is large, it has a constant temperature, and
it has a known emissivity. Unfortunately, I didn't think to measure it. Finally, the lesson learned in test
object size is to allow a factor of four or five. These objects should also have contrasting backgrounds,
such as metal foil. The two foot square panels were too small to be properly imaged by the one-foot
GIFOV scanner.
6.3 Discussion of The In-Scene Estimation Method
This thesis defined a new approach to in-scene parameter estimation. In addition, it presented an
improved approach to image model error analysis.
The use of stochastic simulation to propagate error eliminates the restrictions imposed by other
methods. Specifically, it can propagate large errors when the model is nonlinear, and it can account
for the nonlinear effects of the true distributions of the input variables. This technique generates a
posterior density that may be integrated for confidence limits, or applied to generate a more accurate
point estimate. For this propagation, a new notation was proposed to describe the
accumulation of
simulation trials into a density. In addition, a method to accumulate a kernel density estimate was
presented that allows the computation of the sample heights directly from the simulation trials.
The in-scene estimator employs the combination of the propagated residual
and the MLR objective
function to permit numerical estimation of parameters in situations where
conventional methods are
not apphcable. The approach is suitable for imaging because imaging often involves large sample sizes
and complicated nonlinear models. Concise expressions of the
objective function for normal and non
parametric densities were presented that simplify the computer
evaluation of the likelihood ratio. Recent
advances in the processing speed of low
cost computers, combined with
the apphcation of quasi-random
sequences in the simulation, make the technique
practical.
In remote sensing, the cost of
numerical analysis is far smaller than the cost of obtaining the imagery.
VirtuaUy any analysis method that
produces more accurate results is worthwhile. The most expensive






of the secondary population model, which took only 48 minutes on a modern workstation. It is
expected
that this type of numerical approach to analysis will be even more common in the future. Press says:
"Offered the choice betweenmastery of a five-foot shelf of analytical statistics books andmiddling ability
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This appendix includes nine MathCAD [Mathsoft, 1993] documents. These contain the calculations and
data for the quantitative calibration of the scanner and the collection conditions. In addition, there are
four example printouts from the error propagation and estimation software.
MathCAD Document 1 Gain conversions.
MathCAD Document 2 Regression of the Singh formula.
MathCAD Document 3 Scanner gain calibration.
MathCAD Document 4 Atmospheric calibration.
MathCAD Document 5 LOWTRAN transmission and path radiance.
MathCAD Document 6 LOWTRAN downwelled radiance.
MathCAD Document 7 Wideband sky temperature.
MathCAD Document 8 Emissivity considerations.
MathCAD Document 9 Conductivity computation.
Printout 1 Primary model error analysis.
Printout 2 Conductivity bias samphng distribution.
Printout 3 Primary model error propagation with parameter estimate.
Printout 4 MLR Estimation results.
Printout 5 Primary model in C language.
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MATHCAD DOCUMENT 1 - Gain conversions for the 11/11/91 flight.
The following calculation develops the conversion from g2 digital counts to gl















DCgl(DCg2) := 0.404-DCg2 + 82.976
DCgl(202.51) = 164.79




55.95 93.00 93.00 93.37 9337 202.17 202.76
73 101.25 101.25 99.88 99.88 182.2 183.14





b := intercept \M J ,\M J
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MATHCAD DOCUMENT 2: Regression after Singh, S.M. formula (Rem Sens
Env 1988 p509) :




Set up a regresion:
q:=0..30
Tq:=250 + q (use temperatures between 250 and 280 K)
j:=0..14
3 \2
X. := - + 7 -um
W := READPRN(hgcdte) (read in the scanner response)






(define the Planck function)
Ldetq
:= ^JrespyL^ ,Tq)-0.5-um (calculate the
non-spectral detected







Therefore we can say:












250 255 260 265 270
275 280
The ideal data points and the Singh
approximation.
MATHCAD DOCUMENT 3: Scanner gain calibration.





The blackbody radiance in the response window is given by the Singh
formula:
a := 8.271 b:=- 1371.0 e^O.95 ebgs0.90 Tog* 290.0
SUMg






A laboratory calibration tape was made under the same conditions as
the flight (gain setting) . The matrix CAL contains columns with the
laboratory target black-body temperature setting, the scanner



















(col. 1: target temp.)
(col. 2: ref. DC)
(col. 3: targ. DC)
The summation term in Equation 3 is given by applying the SUM
function to each temperature:
SUMj:=SUM8_14[CAL(if0)]
The DC vs. SUM can be regressed to a line in order to determine the
value of G.
coir(DC,SUM) =0.9994
Gs := slope(DC,SUM) Gs = 0.09058
watt-m"2-sr"1-dc"1
2-1
Os := intercept(DC,SUM) Os = 26249
Apower
Detected power vs image digital count.
MATHCAD DOCUMENT 4 - Atmospheric transmission and path radiance from
multiple altitude profile calculations.
Triangular window samples were taken from the same locations on the
airport surface at four different altitudes. There were two areas -
light (runway) and dark (grass) . The samples were imaged at the
beginning of the flight at the 150/65 scanner settings. They were
digitized with the A/D box in the #1 setting. The beginning high
gain is converted to the low gain values of the rest of the imagery
by the formula (developed from a regression of several common
objects in the scene) :
DClo(DCM) := 0.75-(DChi) + 30.76
The raw digital counts of the window samples are entered into an
array. The second through the eighth column contains the samples.
The ninth column is the blackbody reference. The altitude is
decreasing: 2000, 1000, 500, 100 ft.
i:=0..3 q:=1..9
D := READPRN(samples) (file with the data from flight samples)
2-103
80.04 9327 88.11 131.2 130.7 132.5 132.9 132.2 202.8
D=
MO3
75.95 87.87 84.6 132.7 132.9 134.2 135.4 135.4 202.8
500 71.02 83.4 82.01 129.3 131.6 132.4 133.3 134.1 202.8
100 63.65 74.8 78.51 125.5 127.3 127.7 128.7
129.8 202.8
Next, we convert the digital




90.79 100.713 96.843 129.16




87.723 96.663 94.21 130.285
130.435 131.41 132.31 13231
500
100
84.025 93.31 92.268 127.735
129.46 130.06 130.735 131.335 182.86
78.498 86.86 89.643 124.885
126.235 126.535 127.285 128.11 182.86
(converted data)
The basic equation for thermal infrared radiance reaching the sensor
is:
Ltot"x"Lsurft-Lu (eq.3)
We would like to find the transmission % and the upwelled radiance
Lu. We can use the digital count values in the following formula
where the values of constant and a have been determined from the
scanner calibration:
watt i i
Os := 27.81j- Gs := 0.0906-watt-m
m
j := 0 .. 14 W := READPRN(hgcdte) X. := U + 7 ) -um
resp: := Wj j (scanner response function)
y respWt-L gyjf + LuJ-AXGs-ADC + Os (conversion to radiance)
X
Assume Lsurf, T, and Ly can be modeled as constants from 7 to 14 um.
We can first solve for Lsurf by extrapolating the DC values to the
zero altitude axis. Since the lowest altitude points are very near
zero altitude a simple linear extrapolation using the lowest two










These values are then used to find the surface
radiance by inverting






















Then the values of Li are found at each altitude
(also assumed constant with wavelength) . The slope of the Lalt versus
Lsurf regression is the transmission at that altitude, the y axis
intercept is the path radiance at that altitude. The transmissions
are then used to regress a constant for the transmission formula.
The path radiances are used to develop a constant for a simple model
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0 200 400 600 800 1000 1200 1400 1600 1800 2000
Radiance vs. altitude (ft.) for each of 8 objects.
To find the transmission and path radiance at each altitude we
regress Lsurf on Lalt :
q:=0..7
M,:=LsBrf,+ l






L500 :=Lal^ x Tauj
:= slope(L0,L500)
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By inverting the transmission formula we get the transmission























(use this value for the transmission constant)
Now for the atmospheric radiance. We used the scanner formula to get
an effective constant spectral radiance value for the upwelled





The constant spectral radiance (L) integral can be approximated by

































































MATHCAD DOCUMENT 5: LOWTRAN prediction of transmission and path
radiance.
LOWTRAN was run with with a sensor at 1.218 Km looking down to the
ground at 0.218 Km. The target was set to be a perfect reflector.
The resulting transmission and radiance data was stored and
resampled to even steps of 0.1 um.

















HgCdTe scanner normalized response function.
The effective transmission is then the weighted average of the





The atmospheric profile method yielded a result of 0.899. This is a
descrepancy of 1.1% with the LOWTRAN value.
The weighted LOWTRAN non-spectral path radiance is given by:
i watt watt






The profile method gave 2.51 watt/
(m2
sr) , a descrepancy of 22%.
To verify these results LOWTRAN was run in a different fashion. The
surface albedo was set to 0.0 (blackbody radiator) and the surface
temperature was set to a range of values from 250 to 266 K. The
sensor response was included in the runs and the integrated sensor
response is recorded. The values are used to solve the thermal
infrared version of the radiance equation:
Lscan"X-Lsurf + Lu



















Here we can regress the values to get the
slope (X) and the
intercept (Lu) :
x := slope(Lsurf ,Lscan) x =0.918
( 0.909 in first method )






( 1.957 in first method )
To see the effects of setting the aerosol extinction value in
LOWTRAN, the above procedure was repeated at two points only: 254
and 264 degrees K, with the extinction set to 0 = none, 1 = rural 23
Km vis. (used above), 2 = rural 5 Km vis., and 5 = urban 5 Km vis.






:=V SCANj j-L^SCANj 0-um,Tsrfn)-0.1-um
x := slope(Lsrf ,Lscn)
x= 0.927












x := slope(Lsrf ,Lscn)
x= 0.927











:= J^SCANj j-LfSCANj 0-um,Tsrfn)-0.1-um
x := slope(Lsif ,Lscn)











x := slope(Lsrf ,Lscn) x = 0.862
W3tt
Lu := intercept(Lsrf ,Lscn) Lu
=3.362-
2 For 5 = urban aerosol 5Km
m -sr
It can be seen that the profile values of transmission and path
radiance are bracketed by LOWTRAN run with different aerosol
settings. The profile values will be used as the baseline in the
heat-flow calculations.
MATHCAD DOMUMENT 6: LOWTRAN predicted narrowband downwelled
sky radiance.
The wideband downwelled radiance data from the wideband sky
temperature simulation was integrated over the scanner response
range to provide an estimate of the narrowband downwelled sky
radiance for computing the reflectance of this term off of the roof
surface.
M := READPRN(radeven)
R := READPRN(hgnrhi) i:=50..120
o.ooi
LOWTRAN narrowband downwelled radiance from 11-11-91
yMil-^-R,: 0.1 =4.289-
Wa"




Integrate the LOWTRAN curve from 2 to 5 0 microns:
I:-2Mi,1^__ai.um 1 =61.267-^-
cm -um-sr m2.^
Find a value of Tsky that gives the same effective result for a
blackbody:






.Another sky temperature formula is Brunt's formula (from Kahle, cited
in England) :
TSKY(T/UR,W) := TAIR-(o.61 + 0.05-W0-5)
0.25
Where temperatures are in K and w is the water vapor pressure in
mmHg. If the temperature is 19 F and the dew point is 18 F the
partial pressure of water vapor is 3.3 mbar:
33-mbar = 2.475 -mm_Hg
So we have:
TSKY(268.5,2.48) = 244.601 *K
This agrees well with the LOWTRAN estimate of 244.65 K. Here the
difference is 0.05 K. This is in much better agreement than the Idso
and Jackson value of 247.28 K which was from a formula that did not
use the water vapor pressure.
MATHCAD DOCUMENT 8: Emissivity considerations.
The angular emissivity data from "Techniques for Measurement of the Optical
Properties of
Materials'












:= 0.95 s(a) :=[(0.9-cos(a))'07]-[(0.9)"07] -nonnal.emissivity









data vs model .
The effective hemispherical emissivity for the sky portion of the roof background
can be expressed as a fraction of the normal emissivity, given by:
lambertian :=
2-7C









Since the background is primarily at angles between a = pi/4 and a = pi/2, we
must find a different conversion for the background portion. We will approximate















Note that for the sky, we are integrating over the entire hemisphere,
but for the
background we are integrating over the hemisphere minus the
cone from pi/4 up to
0.
Additionally, the spectral properties of the material must be considered. From
the ERIM Infrared handbook (page 3-101) we find that the closest material to
roofing that is documented in the region of interest is asphalt road material
SC-4.







The LOWTRAN downwelled sky radiance at nadir was found and recorded in the matrix
M. To find the effective emissivity with respect to this radiance we take the
average of the surface emissivity weighted by the downwelled emissivity, and







As the plot shows, there is only a small difference. The weighted average












So the total factors, considering angle and wavelength are:
fsky: 0.992-0.934=0.927 fbg: 0.992-0.912=0.905
These factors do not directly include the variation of the sky downwelled
radiance with angle. The sky was modeled as having a constant radiance with
angle, equal to the average value over all angles.
MATHCAD DOCUMENT 9: Conductivity computation.
Of the audits obtained frm RG&E, 86 had information about the attic







If we use a base insulation value of rm = 1.6 due to the attic



















SXoW mean. std_dev_C =0.134
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