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We discuss scattering in a CFT via the conformal partial-wave analysis and the Regge limit. The
focus of this paper is on understanding an OPE with Minkowski conformal blocks. Starting with a
t-channel OPE, it leads to an expansion for an s-channel scattering amplitude in terms of t-channel
exchanges. By contrasting with Euclidean conformal blocks we see a precise relationship between
conformal blocks in the two limits without preforming an explicit analytic continuation. We discuss
a generic feature for a CFT correlation function having singular F (M)(u, v) ∼ u−δ , δ > 0, in the
limit u→ 0 and v → 1. Here, δ = (`eff − 1)/2, with `eff serving as an effective spin and it can be
determined through an OPE. In particular, it is bounded from above, `eff ≤ 2, for all CFTs with
a gravity dual, and it can be associated with string modes interpolating the graviton in AdS. This
singularity is historically referred to as the Pomeron. This bound is nearly saturated by SYK-like
effective d = 1 CFT, and its stringy and thermal corrections have piqued current interests. Our
analysis has been facilitated by dealing with Wightman functions. We provide a direct treatment
in diagonalizing dynamical equations via harmonic analysis over physical scattering regions. As an
example these methods are applied to the SYK model.
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I. INTRODUCTION
Most current studies in conformal field theories
(CFT) are carried out in the Euclidean limit. This
is particularly true when using Euclidean con-
formal blocks (ECB) in exploiting the conse-
quences of conformal invariance [1–3]. Conversely,
a scattering process is intrinsically Minkowski [4–
20]. Earlier studies in CFT scattering, first dis-
cussed for CFT with gravity dual [11–13], mostly
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FIG. I.1. Conformal compactification of the Minkowski
light-cone showing points taken to null infinity in the
Regge limit. In light-cone coordinates (x+, x−, x⊥) we
take −x+1 ∼ x+2 → ∞ and −x−3 ∼ x−4 → ∞, keeping
xi⊥ fixed. Here x
0
1 < x
0
3 < 0 < x
0
4 < x
0
2. With (−x1, x2)
approaching the forward light-cone and (−x3, x4) the
backward light-cone, this will be referred to as a “dou-
ble light-cone limit”.
adopted an Euclidean treatment and an analytic
continuation is then performed [14–18]. Recent
interest in CFT in a Minkowski setting has in-
creased to warrant a more systematic and di-
rect treatment 1. Such an approach provides a
framework where one can directly treat scatter-
ing problems, for example, inclusive and exclu-
sive high energy near-forward scattering 2, among
others. Many phenomenological applications to
high energy physics at the LHC and HERA have
been carried out with encouraging successes 3. In
this paper we demonstrate a new method for di-
1 In the context of holography there is a history of directly
investigating Lorentz correlators of the gravity theory to
learn about thermal properties of the strongly coupled
CFT. We are not concerned with this approach in this
paper, but rather focus on the CFT directly regardless of
a gravity dual.
2 In literature this is often referred to as the “eikonal limit”
or the “Regge limit”
3 Many holographic models have been used to success-
fully model collider physics. For a brief list of some ap-
plications that directly investigate conformal properties
see [15–17, 19, 21–28].
2
rectly computing Minkowski conformal blocks
(MCB) as well as elucidating details about the
Minkowski conformal block expansion relevant for
arbitrary dimension.
A. Overview
This paper deals with the intersection of three
sometimes disparate subjects: (1) conformal field
theory, (2) analytic scattering amplitudes, and (3)
string-gauge duality. Because these three subjects
often discuss similar methods, for example con-
formal block expansion vs partial wave expansion,
using different formalism and notation-we outline
here our approach to conformal scattering pro-
cesses that best illustrates these intersections.
A conformal approach to scattering processes
was initially developed through the AdS/CFT cor-
respondence [11–13], but it can be presented en-
tirely in a CFT language [14–18]. Both approaches
are equivalent and each offer separate intuitive
frameworks. In this paper, we closely follow the
CFT approach 4, but describe physical insights it
can tell us about interpreting the gravity dual. A
typical example of conformal scattering is the off-
shell photon process
γ∗(1) + γ∗(3)→ γ∗(2) + γ∗(4), (I.1)
which does not involve asymptotic states. The am-
plitude is related to a time-ordered (T ) four-point
current correlator, 〈0|T (J1J2J3J4)|0〉 5. Our con-
vention refers to scattering from (1 + 3) to (2 + 4)
as the s-channel. The t-channel OPE, J1J2 =∑
α c12,αOα, can be expressed in terms of MCB,
G
(M)
(∆,`), as in Eq. (I.4). This ultimately leads to
an expansion for s-channel scattering amplitudes
in terms t-channel exchanges 6.
4 We summarize briefly the AdS/CFT perspective in Ap-
pendix B.
5 In more intuitive notation that conforms with other lit-
erature, we will sometimes write 〈0|T (J1J2J3J4)|0〉 as
〈T (R(x1)R(x2)L(x3)L(x4))〉 or 〈T (R(1)R(2)L(3)L(4))〉.
6 The word “channel” can refer to a scattering process or
an OPE. See Appendix A 1 for our conventions.
Recently, high energy scattering in CFT has be-
come important for holographic models with black
holes [29–31] and the related SYK model [32–38]:
understanding the bounds of chaotic behavior and
elucidating the flow of information via thermody-
namics. It has been explained in [30] that under-
standing this behavior is equivalent to examining
high energy behavior of near-forward scattering
through the AdS/CFT correspondence following
the formalism introduced in [11–13]. High energy
scattering, depicted in Fig. I.1, involving a time-
ordered four-point correlator, can address stringy
and thermal corrections to scrambling times by cal-
culating “out-of-time-ordered” thermo-correlation
functions, 〈W (t)V (0)W (t)V (0)〉β , with β the in-
verse temperature.
Near-forward scattering for a process like Eq.
(I.1) involves a small momentum transfer between
1 and 2, with a small deviation in their directions
of travel 7. The process can best be illustrated by
Fig. I.1 where (1,2) (right-movers) move near the
forward light-cone and (3,4) (left-movers) close to
the backward light-cone. For simplicity, consider
conformal scalars, with pairwise equal conformal
dimensions ∆2 = ∆1 and ∆3 = ∆4. Due to con-
formal invariance, we have
〈T (R(1)R(2)L(3)L(4))〉 =
=
1
(x212)
∆1(x234)
∆3
F (M)(u, v) , (I.2)
where F (M) depends only on invariant cross ratios,
here chosen 8 to be
u =
x212x
2
34
x213x
2
24
, v =
x223x
2
14
x213x
2
24
, (I.3)
with xij = xi−xj and x2ij defined with Lorentzian
signature.
As is well-known [1–3], one can express the in-
variant function F (M)(u, v) via a conformal block
7 Small with respect to the center of mass energy: |t| << s.
8 An alternative choice is u′ = u/v and v′ = 1/v, corre-
sponding to 1↔ 2 or 3↔ 4 interchange. We will return
to this point in Sec. II B.
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expansion
F (M)(u, v) =
∑
α
a(12 34)α G
(M)
α (u, v) , (I.4)
where G
(M)
α (u, v) are MCB, each associated with
a conformal primary Oα entering into the t-
channel OPE. Eq. (I.4) defines the t-channel
Minkowski conformal block expansion. Most
of our results will apply generically to CFT’s of
arbitrary dimension, but many techniques are mo-
tivated by previous analyses ofN = 4 SYM. Specif-
ically for N = 4 SYM, we focus on contributions
from single-trace conformal primaries. In general,
conformal primaries can be organized according to
their twists τ0. The dimension ∆ and spin `, are
related by the relation
∆α(`) = `+ γα(`) + τ0, (I.5)
with γα(`) the anomalous dimension. In the ab-
sence of interactions, γ(`) = 0. In this represen-
tation, the dynamics lies in knowing all the par-
ticipating conformal primaries, Oα, and the as-
sociated “partial-wave coefficients”, a
(12;34)
α . The
partial-wave coefficient is real and factorizable,
a
(12;34)
α ∼ c12,αc34,α. An important focus of this
paper is to demonstrate how the formal sum, Eq.
(I.4), can be interpreted, through the use of a
Sommerfeld-Watson transform, as the principal se-
ries for an unitary representation of non-compact
groups, Eq. (I.14), contrasting Minkowski and Eu-
clidean behavior.
We treat CFTs where F (M)(u, v) can diverge at
u → 0 but is polynomially bounded. Since G(M)
is constructed to be real, it follows that the con-
tribution to Eq. (I.4) from each conformal pri-
mary is also real. However, as a scattering am-
plitude F (M)(u, v) is in general complex. A com-
plex phase can emerge as a consequence of sum-
ming over higher spins 9. Therefore, as a scatter-
ing problem, it is equally important in addressing
9 Complex phases can also be generated through summing
over multiple trace primaries of low spins. This can lead
to eikonalization. See [12, 18, 39] for a discussion about
eikonalization in CFTs.
the issue of re-summation for OPEs in a Minkowski
setting 10. In this vein, Conformal invariance has
historically also been applied to simplify the anal-
ysis for ladder-type integral equations as is com-
monly done in resummations leading to high en-
ergy Regge behavior [41–51]. By working with
Wightman functions, the absorptive part of for-
ward scattering amplitudes 11, our treatment leads
to a simpler diagonalization procedure for dynam-
ical equations via the appropriate harmonic anal-
ysis.
We show in this paper that a generic feature for
CFT correlation functions F (M)(u, v) is its singu-
lar growth
F (M)(u, v) ∼ u−δ , (I.6)
in the limit (DLC) 12
u→ 0, v → 1, (I.7)
10 In CFT bootstrap program (reviewed in [40]), the OPE
sums are typically truncated in all channels, thus the is-
sue of re-summation does not arise. However, this is a
separate issue from defining the region of convergence for
conformal blocks via a series expansion. As noted in [3],
the region of convergence for standard euclidean confor-
mal blocks is restricted to
√
u +
√
v) ≤ 1. Continuation
to the Minkowski region necessarily requires going be-
yond the region of convergence for euclidean OPE. Our
treatment here avoids this cumbersome step.
11 To be precise, the absorptive part is a discontinuity. In a
coordinate space treatment this corresponds to a vacuum
expectation value of a double commutator, for example
〈0| [R(2), R(1)][L(4), L(3)] |0〉, appropriate for Eq. (I.2)
and non-zero only in the physical region. An explicit
example is that for deep-inelastic scattering (DIS) which
involves an OPE of currents. See [52] for a review and
Appendix D for connection to this work.
12 This limit can be thought of as a Regge limit, which is
normally formulated in the momentum space. With the
momentum space description comes a long history of phe-
nomena associated with Regge behavior. As illustrated
in Fig. I.1, this limit can also be treated as a double
light-cone limit in position space. However, we caution
that some authors use this label to refer to broader lim-
its, for example [20]. Our statement here will be made
more precise in Sec. III and also in Appendix A via a
Rindler-like parametrization [8, 9].
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with 1/2 > δ > 0. In Sec. III, this limiting behav-
ior is shown to allow MCB to be directly calculated
by considering the corresponding boundary con-
ditions for solutions to a conformal casimir. The
limit will be defined more precisely in Sec. II where
it is formulated as a double light-cone limit 13.
There are various ways to map conformal cross ra-
tios on to the light-cone. Some involve single light-
cone limits–like u→ 0 in [39, 56], or various double
light-cone limits correspoding to different physi-
cal regimes [57–61]. For example, the conformal
bootstrap program examines, among other limits,
crossing relations after taking a double light-cone
limit where u → 0, v → 0 asymmetrically as in
[58].
By working directly in a Minkowski limit, we
show δ = (`eff − 1)/2 with `eff serving as an ef-
fective spin. For all CFTs with a gravity dual, this
effective spin obeys an upper bound [11],
`eff ≤ 2, (I.8)
In the case of N = 4 SYM it can be associated
with string modes interpolating the graviton in
AdS [11, 27]. (See Fig. I.2.) This singularity is
historically referred to as the Pomeron in both the
context of QCD and for strongly coupled gauge
theories. For SYK-like 1-d effective CFT [32–37],
(`eff−1) drives the Lyapunov behavior for thermo-
correlators, 〈W (t)V (0)W (t)V (0)〉β , with Eq. (I.6)
becoming e−2pi(`eff−1)t/β at t large. These mod-
els are nearly maximally chaotic with the stringy
and thermal deviations being driven by this Regge
limit effective spin.
B. Outline
This paper, including the major results, is orga-
nized as follows:
In Sec. II we discuss the kinematics of near
forward scattering in a CFT where the relevant
regime can be described as a DLC. Understanding
13 A similar limit to ours is explored in [53–55].
1 2 3 4
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FIG. I.2. Schematic form of the ∆−` relation at d = 4
for twist-2, (τ0 = 2), at weak (λ  1) and strong
coupling (λ  1). This figure is similar to that from
[11] where it was first introduced.
this limit and the physical scattering regions are
essential to the analysis in Secs. III-V. The OPE
in an Euclidean setting exploits dilatation invari-
ance leading to a single-scale scaling, which speci-
fies the relevant boundary conditions for ECB. In
contrast, in a Minkowski setting there can be two
scaling limits. It is useful to adopt a new parame-
terization where this scaling is easily expressed as
Dilatation : σ →∞, (I.9)
Boost : w →∞. (I.10)
The dilatation limit is characterized by a scaling
parameter σ, Eq. (II.15), which singles out the
conformal primary of leading twist. The second
scaling parameter w, defined by Eq. (II.14), re-
lates to a Lorentz boost, specified by a conformal
rapidity y, as in Eq. (II.7), where
w ' 2/√u ∼ e2y. (I.11)
From the s-channel scattering perspective, t-
channel spin, `, is conjugate to the rapidity [13]. In
the scaling limit of large rapidity, conformal sym-
metry manifests itself through an effective spin as
in Eq. (I.6). Eq. (I.6) is a generic feature for the
CFT correlation function F (M)(w, σ), in the limit
w →∞ with σ fixed.
In Secs. II B-II C we discuss crossing. To con-
trast Minkowski t-channel OPE with s-channel
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OPE we use the w, σ parameterization where the
s-channel physical region corresponds to 1 < w <
∞ and u-channel in −∞ < w < −1. Of partic-
ular importance, we clarify why the contribution
from the stress-energy tensor in a t-channel OPE,
as well as its stringy correction in a dual descrip-
tion, serves as the dominant contribution in the
DLC limit.
In Sec. III we discuss conformal blocks them-
selves, directly deriving MCB, and looking at rela-
tions to ECB and their asymptotic behavior. More
technical details are left to Appendix C. For a t-
channel OPE, MCB obey boundary conditions
G
(M)
(∆,`)(u, v) ∼
√
u
1−` (1− v√
u
)1−∆
. (I.12)
The limit u → 0 is to be taken first before v → 1,
with 1 < 1−v
2
√
u
< ∞. In contrast, for the corre-
sponding limit of u→ 0 and v → 1 in an Euclidean
OPE, conformal blocks obey boundary conditions
G
(E)
(∆,`)(u, v) ∼
√
u
∆
(1− v)` . (I.13)
This direct approach shows that the G
(M)
(∆,`)(u, v)
are related to, but not directly given by the
analytic continuation of G
(E)
(∆,`)(u, v)
14.
While the conventional asymmetrical limits of
taking u → 0 first before v → 1 is useful to dif-
ferentiate MCB from ECB, we show in Sec. III D
that a more symmetric treatment, in terms of vari-
able (w, σ), allows us to generalize our approach in
treating conformal blocks for general dimension,
d. It also helps elucidate their crossing proper-
ties, and allows a more explicit demonstration the
connection in the high energy limit to Euclidean
AdSd−1 bulk propagators. These generalizations
allow a smooth transition to the interesting case of
d = 1.
In Sec. IV, we provide a more precise treat-
ment on how t-channel OPE, for s-channel scat-
tering, should be interpreted. This involves identi-
14 The literature often refers to the fact that the Lorentzian
version is proportional to the analytic continuation, but
here we spell out an exact relation.
fying the principal series representation for a non-
compact group via a standard harmonic analysis.
Through a Sommerfeld-Watson resummation, it is
shown that F (M)(u, v) takes on a Mellin-like rep-
resentation, Eq. (IV.4). It follows that, in the
physical region, its imaginary part is given simply
by
ImF (M)(u, v) =
∑
α
L0+i∞∫
L0−i∞
d`
2i
a(`,∆α(`))
×G(M)(`,∆α(`);u, v) . (I.14)
By pushing the integration contour in Eq. (I.14)
to the left, contributions from singularities in the
complex-` plane become dominant in the high en-
ergy limit. The leading contributions come from
the family of conformal primaries which inter-
polate the stress-energy tensor, ∆P (`), with a
branch-point singularity at `eff . 2. For holo-
graphic theories, the deviation from ` = 2 can be
understood in terms of stringy corrections for in-
tegrable theories and receives additional tempera-
ture corrections in thermal theories. We empha-
size that ImF (M)(u, v) has non-vanishing support
only in the s-channel and u-channel physical re-
gion, 1 < |w|. In the region −1 < w < 1, the
contour can be closed to the right, leading to van-
ishing ImF (M)(u, v).
As a special application of this new approach,
we turn in Sec. V to CFT scattering in d = 1
and SYK-like models. We use the above Mellin
representation to formulate the relevant 4-pt cor-
relator in Sec. V A and discuss the role of effective
spin for SYK-like models in Sec. V B. By taking
advantage of reparametrization invariance, an in-
tegral equation for Im Γ(w) 15 is constructed in Eq.
(V.24). We stress that we formulate the model di-
rectly as a Minkowski scattering problem, leading
to an equation involving Im Γ(w) in the physical
15 Although Γ(w) is a CFT 4-point function we have
changed notation to make comparison with the d = 1
literature simpler.
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region only. This integral equation can be diago-
nalized readily by exploiting the conformal boost
invariance. Using this approach, the integral equa-
tions involved can be used to derive simpler alge-
braic relations as described in Sec. V B 1. For the
case of SYK models, the partial-wave amplitude is
given as an integral over a Legendre function of the
second kind, Eq. (V.9). The effective spin shows
up as the right-most singularity of the partial-wave
amplitude, A(`), Eq. (V.9), a pole at ` = 2 and is
analytic to the right.
We end in Sec. VI with a short summary and
adding further discussion on the role of spectral
curves. (See further discussion in Sec. B 2.) For
the canonical AdS/CFT correspondence, confor-
mal invariance leads to spectral curves, ∆(`), that
are symmetric under
∆(`)↔ d−∆(`). (I.15)
Its importance for high energy scattering is dis-
cussed in Sec. IV C for d = 4 CFTs. This property
can be seen in Fig. I.2, and plays an important role
in determining the effective spin. The effective spin
can be obtained by solving an equation involving
anomalous dimension, [11, 13]
γ(`eff ) + `eff = 0 (I.16)
where γ(`) is the analytically continued anomalous
dimension. More generally, non-thermal deviation
from ` = 2 can be attributed to stringy correc-
tions. Thermal theories receive additional temper-
ature dependent corrections. For the graviton, Eq.
(I.15) can be thought of as coming from the AdS
mass condition 16,
∆(d−∆) = m2AdS , (I.17)
16 It has been shown that for N = 4 SYM, ∆(d − ∆) is
Borel summable while while ∆ is not [62, 63]. In this
case, where the theory is thought to be integrable, inte-
grability techniques can be used to determine this sum to
high order. For a review of the procedure and it’s appli-
cation to the Pomeron, see [19]. One should be careful
when computing corrections to the spectral curve that
the expansion is well defined.
with non-thermal stringy corrections respect this
symmetry. The leading correction can be in-
terpreted as introducing a spin dependent mass
m2eff (`) ∼ 2
√
λt (`−2). For N = 4 SYM, it can be
shown that m2eff (`) admits a systematic expansion
about ` = 2,
m2eff (`) =
∞∑
n=1
βn(λt)(`− 2)n. (I.18)
Each coefficient admits a strong coupling expan-
sion in λ
−1/2
t , with leading behavior βn(λt) =
O(λ
1−n/2
t ) [19, 62, 64, 65]. (See Eqs. (3.14-3.15) of
Ref. [19].) Including thermal corrections can intro-
duce a new effective mass that breaks the symme-
try in Eq. (I.15). Nonetheless we believe one can
still apply the analysis starting from Eq. (I.16).
We have also included several appendices. These
provide more details than is normally done since,
in spite of the initial work of [11] more than a
decade ago, scattering for CFT remain unfamil-
iar to most CFT practitioners. Additionally those
interested in CFT scattering come from a vari-
ety of backgrounds so we have aimed to be as
self contained as possible. In Appendix A we
set channel conventions and provide kinematic re-
lations between invariant cross ratios and posi-
tion coordinates via a Rindler-like parametriza-
tion [8, 9] appropriate for the DLC limit. Appendix
B connects a conformal invariant 4-point function,
F (M)(u, v), to an ordinary momentum-space am-
plitude from the perspective of the AdS/CFT con-
jecture. In Appendix C we clarify in greater de-
tails the relation of MCB to the conventionally de-
fined ECB. Appendix D focuses on the application
of CFT scattering to DIS, focusing on exploiting
the SO(1, 1)× SO(1, 1) symmetry and connecting
DIS to conformal methods. Finally, in Appendix E
a conventional Hilbert space treatment for d = 1
CFTs is carried out and extended to the case of
non-square-integrable, but power-behaved like Eq.
(I.6), functions. As explained in Secs. IV and
V, this illustrates that, through the Sommefeld-
Watson transform via complex angular momen-
tum, the re-summed Minkowski OPE can be in-
terpreted as a (deformed) harmonic analysis over
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non-compact group. We also outline the basics of
the SYK theory needed for interpreting Sec. V.
a. NOTE: Upon completing this work we
were made aware of [66], extending the work of
Caron-Huot [67], which has some overlap and sim-
ilar conclusions as ours. Other related works in-
clude [38, 68–71]. It is useful to briefly comment
on the relation of this study to that of [67] and
[66]. The starting point of both [67] and [66] is
CFT in an Euclidean setting. One impetus for
the study of CFT in the Lorentzian limit is re-
lated to the question of chaos bound, e.g., [30] and
SYK model. In [67], CFT scattering amplitude,
M, is introduced by identifying it as a discontinu-
ity of analytically continued Euclidean correlation
function, (e.g., Eq. (2.13) in [67]), which in turn
leads to a representation for its imaginary part,
ImM, as a “double-discontinuity”, (Eq. (2.14) of
[67]), or, equivalently, a double-commutator. Rec-
ognizing the importance of the constraint imposed
by the Regge asymptotics, the focus has been to
find a relation between the partial-wave amplitude
a(`,∆), analytically continued in complex `, and
ImM, leading to its key result, (Eq. (3.20) of [67]).
One important feature is the asymptotic bounded-
ness in the limit Re `→∞. The procedure adopted
followed a traditional Regge analysis in introduc-
ing Froissart-Gribov representation.
Our direct study for Lorentzian CFT is moti-
vated by that of [11] where conformal Regge behav-
ior can be derived, and we discuss how a double-
commutator, as the discontinuity of a CFT scatter-
ing amplitude, can be related to a t-channel OPE
through a principal series representation, e.g., Eq.
(I.14). In a broader context, Eq. (I.14) itself can be
derived from the unitary irreducible representation
of the full non-compact SO(4, 2), Eq. (IV.8). In an
Euclidean setting, this leads to the principal series
representation for SO(5, 1), Eq. (IV.6). The im-
portance of this relation has also been emphasized
in [66], and also earlier in [72]. In a Regge context,
it can be traced back to earlier work of M. Toller
[73]. The key dynamical assumption in our ap-
proach is meromorphy in the complex ∆− ` plane
for the “partial-wave amplitude”, a(`,∆), e.g., Eq.
(IV.7), which leads formally to a t-channel OPE
via spectral curves.
Our study here complements that of [67]. Eq.
(I.14) involves MCB, which can be introduced di-
rectly in a Minkowski setting, as discussed in Sec.
III, thus avoiding the step of intricate analytic
continuation. The ability to close various com-
plex contours require specifying boundedness of
a(`,∆α(`)) for Re ` large. The necessary assump-
tion involved is, in the end, equivalent to the as-
sumption of polynomial boundedness in the DLC
limit, Eq. (I.6), which is the main focus of our
study. The close relation between these two ap-
proaches can be brought out more explicitly in the
case of d = 1, e.g. Eqs. (V.6), (V.9) and (V.12).
The issue of asymptotic boundedness can be ana-
lyzed explicitly in terms of an elementary Hilbert
space treatment, which is carried out in Appendix
E.
II. THE DLC LIMIT
In this section, we spell out more precisely how
dilatations and Lorentz boosts can be related to
the dependence of conformal correlators on invari-
ant cross ratios in the limit u→ 0 and v → 1, as in
Eq. (I.7). The causal relationship described in the
introduction is depicted in Fig. A.1 and defines
the s-channel scattering region. This limit can of
course be taken both in Euclidean and Minkowski
signatures. For an Euclidean OPE, this limit in-
volves only a single scale corresponding to a dilata-
tion under SO(5, 1). The corresponding asymp-
totic boundary conditions for ECB are given by
(I.13). In a Minkowski setting, however, because
of the Lorentzian structure, the same limit can in-
volve two scales, one for Lorentz boost, and the
other for dilatation. As indicated in the introduc-
tion this limit involves particles being scaled along
forward and backward light-cones and we we refer
to this specific double light-cone limit as the DLC.
The relevant scaling limit exploits the invariance
under SO(1, 1) × SO(1, 1), a subgroup of the full
conformal symmetry SO(4, 2).
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In Sec. II A we discuss the DLC limit more
explicitly. It is useful to adopt a Rindler-like
parametrization, Eqs. (II.3-II.4), fixing the phase
space of s-channel physical region. In Sec. II B,
we discuss the related DLC limit under crossing.
In place of (u, v), we introduce new sets of inde-
pendent invariants, Eqs. (II.14) and (II.15), which
are not only more useful for the DLC limit, but
also simplify the description of s-u crossing. In
Sec. II C, more explicit connection to the near-
forward scattering is discussed. We consider the
contribution from the stress-energy tensor, T µν ,
in a Minkowski setting, which in turn helps to mo-
tivate boundary conditions for MCB, (I.12).
Additional details and definitions can be found
in Appendix A 2.
A. Kinematics
For both Euclidean and Minkowski settings, Eq.
(I.7) corresponds to the limit x212 → 0 and x234 → 0
and x2i → 0, i = 1, 2, 3, 4, with other invariants
between left- and right-movers fixed: L2 ' x213 '
x223 ' x224 ' x214 = O(1). L provides a scale for the
relative separation between left- and right-movers,
√
u '
√
x212x
2
34/L
2 → 0 . (II.1)
Due to scale invariance, this is equivalent to in-
creasing the left-right separation,
L2 ' x2ij →∞, i = 1, 2, and j = 3, 4 ,
(II.2)
while keeping fixed x212, x
2
34, and x
2
i , i = 1, 2, 3, 4.
For an Euclidean OPE, the limit, (II.1) or (II.2),
involves only a single scale, L, corresponding to the
aforementioned dilatation under SO(5, 1), which
specifies boundary conditions for ECB, Eq. (I.13).
In a Minkowski setting, because of the
Lorentzian structure, the same limit can involve
two scales, one for Lorentz boost, and the other
for dilatation. Consider light-cone coordinates,
x = (x+, x−;x⊥), x± = x0 ± xL, with x⊥ its
(d − 2)-dimensional transverse components. We
shall keep all xi spacelike, x
2 = −x+x− + x2⊥ =
(−x20 + x2L) + x2⊥ > 0.
Focus first on the case d = 2. For each coordi-
nate, let us define r =
√−x+x− > 0, which can
parametrized by a parameter ηi
17,
ri = r(ηi) = µ0 e
−ηi . (II.3)
The allowed range 0 < ri < ∞ corresponds to
−∞ < ηi < ∞. We shall refer to r as “conformal
virtuality” 18 and dilatation in light-cone compo-
nents, x± → λx±, corresponds to scaling in con-
formal virtuality. In terms of parametrization Eq.
(II.3), it corresponds to a shift, η → η− log λ. For
d = 2, ηi → ∞ sends x2i → 0. We can vary con-
formal virtualities for left-movers, (3,4), and right-
movers, (1,2), independently by performing sepa-
rate scaling transformations, leading to the desired
limit (II.1) or (II.2).
To identify a Lorentz boost, we next introduce
rapidity variable, 0 ≤ y < ∞, for each coordi-
nate. Consider first the right-movers, (x1, x2). For
time ordering, we keep x+1 < 0 and x
+
2 > 0, and
parametrize their light-cone components as
x±i = ±εirie±yi (II.4)
with ε1 = −1, ε2 = +. Similarly, for the pair
(x3, x4), x
±
j = ∓εjrje∓yj , with ε3 = −1 and
ε4 = +, so that x
−
3 < 0 and x
−
4 > 0. Sending
all rapidities yi → ∞, with ri fixed, leads to Eq.
(II.2). Therefore, one way to achieve this limit is
to perform a global Lorentz boost. For our pur-
pose, it is sufficient to fix a single global rapidity
y for all four legs, with y = y1 = y2 = y3 = y4.
In order to connect with Eqs. (II.1) and (II.2)
for d 6= 2, it is now necessary to discuss the effect
of transverse coordinates. To simplify the discus-
sion, we will adopt a frame where xi,⊥ = x2,⊥ and
x3,⊥ = x4,⊥ and with b⊥ = x1,⊥ − x3⊥ as the
17 The length scale µ0 is introduced for ‘visual” purpose,
which can be set to unity.
18 We use this name as the quantity will play a similar role
to conventional virtuality which is an energy like quantity
defined as the off-shell energy of a particle.
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relative separation between (1, 2) and (3, 4) in the
transverse impact space 19. In terms of the global
rapidity y and conformal virtuality ri for each co-
ordinate, cross ratios u and v take on relatively
simple forms, Eqs. (A.7-A.9). In the case of two
pairs of equal conformal virtuality, r1 = r2 and
r3 = r4,
u =
16
(e2y + 2R(1, 3) + e−2y)2
v =
(e2y − 2R(1, 3) + e−2y)2
(e2y + 2R(1, 3) + e−2y)2
(II.5)
where the transverse separation enters through
R(i, j) =
r2i + r
2
j + b
2
⊥
2rirj
. (II.6)
with i = 1 and j = 3. The limit u → 0 can there-
fore be achieved either by y →∞ or b2⊥ →∞ first.
For near-forward scattering, or the DLC limit, we
consider the first scenario of y →∞ with b2⊥ fixed.
The limit u→ 0 therefore exploits the scaling limit
of Lorentz boost. In this limit, with conformal
virtualities fixed, one also has v → 1. Together,
they correspond to the DLC limit, Eq. (I.7), as
promised.
For general unequal conformal virtualities, one
finds, in the limit of large rapidity,
w−10 ≡
√
u/2 ' (r1 + r2)(r3 + r4)
2z12z34
e−2y, (II.7)
σ0 ≡ 1− v
2
√
u
' b
2
⊥ + z
2
12 + z
2
34
2z12z34
+O(e−2y) (II.8)
where we have introduced a tentative set of vari-
ables, w0 and σ0, and have also introduced joint
conformal virtualities 20,
z12 =
√
r1r2 , and z34 =
√
r3r4. (II.9)
We adopt w0 → ∞ and σ0 → ∞ as two inde-
pendent scaling limits, global boost and dilatation,
19 This ansatz is unnecessary but simplify our discussion
here. For related discussion, see [14–18].
20 For convenience, we will have occasions to switch notation
with z12 ↔ z and z34 ↔ z¯ or z′, in anticipation of the
ADS/CFT connection.
which characterizes the DLC limit for CFT. For
d 6= 2, the limit σ0 → ∞ generically corresponds
to b2⊥ >> z12z34. For both d = 2 and d 6= 2 with
b⊥ fixed, large σ0 corresponds to the limit of small
conformal virtuality, z12z34 → 0 or z34z12 → 0. This is
analogous to the “near massless” limit in a conven-
tional scattering limit.
B. Physical Regions
To understand how CFT correlators can be used
for scattering, we need to comment on the kine-
matics of physical regions and constraints due to
s-u crossing for 〈T (R(1)R(2)L(3)L(4))〉. To sim-
plify the discussion, we consider correlators for four
identical scalar conformal primaries.
From Eqs. (II.5) and (II.15), more generally,
from Eqs. (A.7-A.9), the s-channel physical region
corresponds to 0 < u < 1 and 0 < v < 1. This
is the causal structure of Fig. I.1. In terms of the
previous section this is w0 and σ0, 1 < w0 <∞ and
1 < σ0 <∞. It is in this regime we can examine a
t-channel OPE.
A similar t-channel OPE applies to the u-
channel, Fig. A.3, which can be found by inter-
changing either 1↔ 2 or 4↔ 3, leading to
u→ u′ = u
v
, and v → v′ = 1
v
. (II.10)
It is possible to adopt (u′, v′) as an alternative
choice for cross ratios. This alternative choice
leaves the limit of interest (I.7) unchanged. Un-
der such an exchange, we see that the u-channel
physical region, 0 < u′ < 1 and 0 < v′ < 1, corre-
sponds to 0 < u < ∞ and 1 < v < ∞. Therefore,
variables (u, v) transform asymmetrically under s-
u crossing,
As shown in [3], it is useful to change variables
from u and v to a pair of independent variables,
(x, x¯), where
u = xx¯, v = (1− x)(1− x¯). (II.11)
In a Euclidean setting, x and x¯ are complex and
x∗ = x¯. In a Minkowski setting, the s-channel
physical region corresponds to both x and x¯ real
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and positive with 0 < x < 1 and 0 < x¯ < 1. This
corresponds to 0 < w0 =
√
xx¯ < 1, 1 < σ0 =
(
√
x/x¯ +
√
x¯/x)/2 < ∞. Under s-u exchange,
x → x′ = − x1−x and x¯ → x¯′ = − x¯1−x¯ . From the
u-channel perspective, the range for x′ and x¯′ are
unbounded, (−∞, 0): s-u crossing remains asym-
metrical.
In order to take a symmetric approach, it is use-
ful to introduce a new set of variables (q, q¯),
q ≡ 2− x
x
, and q¯ ≡ 2− x¯
x¯
. (II.12)
with the s-channel physical region corresponds to
1 < q, q¯ < ∞, and u-channel physical region cor-
responds to −∞ < q, q¯ < −1. Under s-u crossing,
one simply has q → −q and q¯ → −q¯. In terms of
these, cross ratios are given by
u =
4
(q + 1)(q¯ + 1)
and
v =
(q − 1)(q¯ − 1)
(q + 1)(q¯ + 1)
. (II.13)
It will be useful to change variables one more
time to (w, σ), which we will ultimately adopt in
Sec. III D. These parameters can be defined in
terms of (q, q¯) or more directly from (u, v), by
w =
√
qq¯ =
√
4− (u+ 2(1− v))√
u
' 2√u−1, (II.14)
σ =
q + q¯
2
√
qq¯
=
1− v√
u
√
4− (u+ 2(1− v))
' 1− v
2
√
u
, (II.15)
The s-channel physical region now corresponds to
1 < w <∞ and 1 < σ <∞. Under s-u crossing,
w → −w , and σ → σ. (II.16)
Therefore, the u-channel physical region corre-
sponds to −∞ < w < −1 and 1 < σ < ∞.
These variables, w and σ, serve as the most sym-
metric variables for describing scattering for CFT.
In Eqs. (II.14-II.15), approximate equalities hold
in the DLC limit, i.e., w ' w0 and σ ' σ0.
In what follows, we will use (u, v), (q, q¯)
and (w, σ) as three equivalent sets of indepen-
dent invariants for specifying Minkowski conformal
blocks, and they can be used interchangeably.
C. Eikonal Scattering
It has been shown [11–18] that the connected
part of the invariant function in a t-channel OPE,
F
(M)
conn(u, v), can be related to the scattering am-
plitude for high energy near-forward scattering at
fixed virtualities 21, T (s, t; z12, z34). This corre-
spondence can best be made through an eikonal
phase, χ(s,~b, z12, z34),
χ(s, b⊥, z12, z34)↔ F (M)conn(u, v) , (II.17)
with F
(M)
conn(u, v) expanded as a sum over t-channel
single-trace conformal primaries 22. A convenient
way of introducing of this eikonal phase is through
a “shock-wave” treatment for near-forward scat-
tering [12, 14, 15, 18]. (For early developments on
this front, see [74–80].) At a large impact sepa-
ration, χ(s,~b, z12, z34) is small and can be treated
perturbatively,
T (s, t; z12, z34) ∼
∼ −iw
∫
d2~b ei
~b·~q[eiχ(s,b⊥,z12,z34) − 1] (II.18)
∼ w
∫
d2~b ei
~b·~qχ(s, b⊥, z12, z34) +O(χ2).
(II.19)
Here the eikonal is given in a mixed coordinate and
momentum representation. In performing Fourier
transforms for the light-cone components, large
21 This is the traditional momentum-space virtuality. The
amplitude, T (s, t; z12, z34), can be a CFT or an AdS am-
plitude for comparison. The results here do not require an
AdS dual amplitude, but our interpretation of the CFT
correlation function suggests that it is a natural exten-
sion. See Appendix B for a more precise identification.
22 A more exact treatment, the complete eikonalization
sum, requires keeping multiple trace contributions.
See [11–18] for further discussions.
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s receives contribution from small u region only,
or, equivalently, large w region, and the relevant
Fourier integrals can be dropped. This represen-
tation can also be interpreted holographically as
scattering in the AdS bulk [11–18]. In (II.17), one
has identified the small u limit with s large by the
reciprocal relation
2
√
u
−1 ' w ⇔ (z12z34s)/µ20, (II.20)
where the scale µ20 introduced in (II.3) can now be
used as a global scale for scattering 23. It is impor-
tant to emphasize that the standard normalization
we are adopting here corresponds to
T (s, t; z12, z34) ⇔ wF (M)conn(u, v) . (II.21)
Therefore, the large w behavior for F
(M)
conn differs
from that for T (s, t; z12, z34) by one power of w or,
equivalently, one power of s. This extra factor of
w corresponds to the relativistic state normaliza-
tion, leading to the conventional Optical Theorem,
σtotal ' (1/s)ImT (s, 0; z12, z34) 24. As mentioned
earlier, and motivated by the AdS/CFT conven-
tion, in what follows we will switch from (z12, z34),
to (z, z¯) for right- and left-movers for notational
simplification.
A useful illustration is to consider the contri-
bution from the stress-energy tensor, T µν , hav-
ing ∆ = d and ` = 2. Since it couples
through conserved currents, the amplitude picks
up a spin factor, s2, from the product of two
large coupling terms, involving ∂x−i
∂x+j
, i = 1, 2
and j = 3, 4. This factor reflects the effect
of longitudinal Lorentz boost due to spin-2 ex-
change. This is consistent with the expectation
23 This identification can be done more formally, but it
is sufficient for our present purpose to have qualitative
understanding as follows. In terms of momenta, since
s ∼ p+1 p−3 ' p+2 p−4 , it scales with (x−1 x+3 ), (x−2 x+3 ),
(x−1 x
+
4 ), (x
−
2 x
+
4 ) as e
−2y , corresponding precisely the
limit of large s. To fix the scale, we identify s−1 with
the average as µ20(r1 + r2)(r3 + r4)e
−2y .
24 For a careful review on the derivation of this representa-
tion, Eq. (II.19), see Secs. 3-4 of [30] where the formalism
introduced in [11] is also discussed. This is also summa-
rized briefly in Appendix B.
χ ' T/s ∼ s`−1. In addition to this spin fac-
tor, at large separation, the amplitude is controlled
by a scalar propagator, 〈ϕ(x)ϕ(0)〉 = 1/(x2)∆.
Since both particles are moving near their respec-
tive light-cones, the total amplitude, after integrat-
ing over x± components [12], leads to χ(s,~b) ∼
s`−1
∫
dx+dx−〈ϕ(x)ϕ(0)〉 ∼ w`−1 ( b22z12z34 )1−∆,
where we have scaled the last expression on dimen-
sional grounds, as in Eq. (II.15). Explicit confor-
mal invariance can be achieved by expressing this
as
χ(s,~b) ∼ w`−1 σ1−∆ = w σ−(d−1) (II.22)
with ` = 2 and ∆ = d. This also agrees with what
follows holographically for one-graviton exchange
in the bulk based on AdS/CFT using Witten dia-
grams, as explained in Appendix B 25. This stress-
tensor example also serves as the prototypical be-
havior expected in a Minkowski OPE expansion,
G
(M)
(∆,`)(u, v) ∼ w`−1σ1−∆, (II.23)
as w → ∞ first and then σ → ∞. With Eqs.
(II.14) and (II.15), this corresponds to the bound-
ary conditions for Minkowski conformal blocks, Eq.
(I.12).
Although this work is primarily concerned with
the t-channel OPE, a similar eikonal form can be
found from examining the s-channel OPE directly.
Performing an OPE in the s-channel one finds
F (M)(u, v) =
∑
h,h¯
as(h, h¯)G
(M)
s (u, v) , (II.24)
25 See also [12]. It should be pointed out that the result-
ing eikonal from the stress-energy tensor is purely real.
When stringy effect is taking into account, the eikonal
turns complex, with Imχ > 0 by unitarity and with
Imχ/Reχ ' constant in the limit w → ∞ first. This
also necessitates in a broader discussion on the order in
taking w and σ large. This issue has been discussed ex-
tensively in [13] and should be addressed also in applica-
tion to SYK-like models. In this paper, we focus only on
tree-graph contribution to the eikonal sum, and the limit
is always taken with w →∞ first.
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with ∆ = h+ h¯ and J = h− h¯. In the DLC limit,
after removing the identity conformal primary
I, following [17, 81] this becomes iF (M)(u, v) =
−i[eiχ(s,b⊥,z,z¯) − 1] ' χ(s, b⊥, z, z¯) + O(χ2). Al-
though as shown above, this is most naturally in-
terpreted as being dominated by t-channel stress-
energy tensor exchange.
III. MINKOWSKI CONFORMAL BLOCKS
The conformal partial-wave expansion can be
traced back to work of [82–88] and has been car-
ried out more recently in a series of papers by
Dolan and Osborn [1–3]. Application of partial-
wave expansions for non-compact group has had
a long history [45, 73, 89–93]. Recent works on
these expansions have been carried out exclusively
in an Euclidean framework, and Minkowski results
are obtained via careful analytic continuation. In
this section we detail explicitly how the MCB can
be obtained directly by understanding the bound-
ary conditions of the conformal block differential
Casimir.
A. Definitions
Conformal Blocks are eigen-functions of a
quadratic Casimir 26, D,
D G∆,`(u, v) = C∆,` G∆,`(u, v) , (III.1)
associated with an arbitration conforaml transfor-
mation acting on a scalar four-point function. The
commutator algebra of generators involved can be
realized as differential operators in terms of con-
formal cross ratios,
D = (1− u− v)∂v(v∂v + a+ b) + u∂u(2u∂u − d)
−(1 + u− v)(u∂u + v∂v + a)(u∂u + v∂v + b) ,
(III.2)
26 There is a quartic Casimir that can be used to construct
recurrence relations between Conformal blocks in differ-
ent dimensions[3]. We use this below to relate results in
even (respectively odd) dimensions.
where a = −∆12/2, b = ∆34/2, and ∆ij = ∆i−∆j .
We consider the case where ∆1 = ∆2 and ∆3 = ∆4
so that a = b = 0. Eigenvalues for the quadratic
Casimir are then
C∆,` = ∆(∆− d)/2 + `(`+ d− 2)/2 .(III.3)
While most prior treatments have considered
ECB, invariant under SO(d+1, 1), MCB, invariant
under SO(d, 2), have been addressed recently by
analytically continuing the Euclidean case. Here,
we carry out a direct treatment of MCB by im-
posing DLC boundary conditions, Eq. (I.12). We
first carry out a more traditional analysis in Sec.
III C-III C, and, in particular, point out that MCB
as defined are not given by a direct analytic con-
tinuation of ECB. In Sec. III D, an alternative,
more symmetric treatment is carried out in terms
of variables w and σ, (II.14) and (II.15).
In the Lorentzian setting, (∆, `) serve as repre-
sentation labels for SO(d, 2). Since this is non-
compact, ∆ and ` can be continuous. However,
to make contact with the OPE, we shall consider
initially the situation where ∆ is positive and real,
and ` is a non-negative integer. We will return to
the question of restrictions on ∆ and ` from the
perspective of SO(d, 2) representation in Sec. IV.
For later convenience, we provide here two alter-
native expressions for C∆,`, with ε = (d− 2)/2,
C∆,` = (∆˜
2 + ˜`2)/2− (d2 − 2d+ 2)/4, (III.4)
C∆,` = λ+(λ+ − 1)
+ λ−(λ− − 1) + (d− 2)λ−, (III.5)
where ∆˜ = ∆ − d/2 , ˜` = ` + (d − 2)/2 and
λ± = (∆± `)/2. From Eq. (III.4), there is a sym-
metry under ∆˜↔ −∆˜, or ∆↔ d−∆, and ˜`↔ −¯`,
or ` ↔ −` − d + 2. However, boundary condi-
tions for conformal blocks break these symmetries.
Representation (III.5) is particularly useful when
treating the case d = 2, when (III.1) simplifies [3].
It is often useful to introduce ε = (d − 2)/2, with
∆˜ = ∆− (ε+ 1) and ˜`= `+ ε.
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B. Indicial Analysis
As a second order partial differential equation,
Eq. (III.1) has removable singularities at u =
0, 1,∞-and similarly for v. Independent solutions
can be specified by their behavior at these singu-
lar points. Representations (III.4) and (III.5) also
suggest possible different variable separation pro-
cedure in solving this partial differential equation.
(See Appendix C for more details.)
As emphasized in the Introduction, and elabo-
rated further in Sec. II, we are interested in the
DLC limit where u → 0 and v → 1. A standard
indicial analysis, with G(∆,`)(u, v) ∼ up(1 − v)q,
leads to a manifold of possible solutions, where
p(2p−d) + q(2p+ q−1) = C∆,`. From Eq. (III.4),
the solution space is at least 4-fold degenerate. The
usual OPE restricts ` to be a non-negative inte-
ger, ∆ real, and ∆ > `, which is equivalent to
λ+ ≥ λ− ≥ 0. A similar analysis has also be car-
ried out in a related context in [67].
Anticipating Eqs. (I.12) and (I.13), we consider
the following solutions:
(a) p =
∆− `
2
, q = `,
(b) p =
∆− `
2
, q = −(∆− 1),
(c) p =
(d−∆)− `
2
, q = `,
(d) p =
(d−∆)− `
2
, q = (∆− d+ 1).
(III.6)
Note that (c) and (d) are reflections of (a) and (b),
under ∆ ↔ d − ∆, leading to mirror, or shadow,
conformal blocks. We will thus focus on case (a)
and case (b) only. As boundary conditions, these
solutions can be re-written as
(a) G
(E)
(∆,`)(u, v) ∼
(√
u
)∆(1− v√
u
)`
,
(b) G
(M)
(∆,`)(u, v) ∼
(√
u
)1−`(1− v√
u
)1−∆
.
(III.7)
We see that case (a) is that appropriate for Eu-
clidean conformal blocks, Eq. (I.13), and case (b)
appropriate for the Minkowski setting, Eq. (I.12).
For both sets of boundary conditions, the limit√
u → 0 is taken first before v → 1. Equivalently,
both (a) and (b) in Eq. (III.7) correspond to tak-
ing the limit
√
u→ 0 with 1−v√
u
initially fixed, and
then taking the limit 1−v√
u
→∞. Therefore, MCB
and ECB are solutions to the same partial differen-
tial equation, defined with different boundary con-
ditions, thus, in general, they cannot be expressed
simply as analytic continuation of each other.
C. Explicit Construction of MCB
We next focus on treating case (b) directly. The
standard procedure [1–3] is to change variables
from (u, v) to (x, x¯), Eq. (II.11). In order to main-
tain explicit crossing symmetry, we prefer to work
first directly with new variables (q, q¯), Eq. (II.12),
where the differential operator for the Casimir can
again be written as a sum of terms, (as the case for
(x, x¯) [3]), with D(q, q¯) = D0(q)+D0(q¯)+Dε1(q, q¯),
where ε = (d−2)/2, with D0(q) and Dε1(q, q¯) given
by Eqs. (C.11) and (C.13) respectively. With
a = b = 0, (III.2), D0(q) takes on a simple form
D0(q) = (q
2 − 1) d
2
dq2
+ 2q
d
dq
, (III.8)
leading to second order ODE for Legendre func-
tions. More importantly, Dε1 = 0 at d = 2. (Rela-
tion to the more traditional use of (x, x¯) pair [3] is
also provided in Appendix C.)
Boundary conditions in the DLC limit are speci-
fied by taking u→ 0 first before v → 1. In terms of
q and q¯, two possible approaches can be adopted:
(1) an asymmetrical limit taking either q → ∞
before q¯ →∞ or the opposite, and (2) a symmet-
rical treatment of w =
√
qq¯ → ∞ before taking
σ = (q + q¯)/2
√
qq¯ →∞. We will follow the asym-
metrical approach here and postpone the symmet-
rical treatment to Sec. III D.
In an asymmetrical limit, the boundary condi-
tion for MCB, Eq. (III.7) (b), becomes
G
(M)
(∆,`)(u, v) ∼ q
(1−λ+)
< q
λ−
> (III.9)
where q< is the smaller of the pair (q, q¯) and q>
the other, as both q, q¯ → ∞. To proceed, we will
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first treat the case of d = 2 and d = 4 before
commenting on general d.
• d = 2: Here ε = 0 and the differential equa-
tions for q and q¯ decouple. From Eq. (III.5),
we choose
D0(q) g(q) = λ(λ− 1) g(q) , (III.10)
with λ = λ±, and similarly for D0(q¯). Each
can be reduced to standard hypergeometric
differential equations: the solution can be ex-
pressed as, for 1 < q <∞,
g(q) = a k˜2λ(q) + b k˜2(1−λ)(q) (III.11)
where
k˜2λ(q) = q
−λ
2F1(λ/2 + 1/2, λ/2;λ+ 3/2; q
−2)
= 2λ
Γ(λ+ 1/2)
pi1/2Γ(λ)
Qλ−1(q) . (III.12)
In the second line, Qν(q) is simply the stan-
dard Legendre functions of the second kind.
Our normalization corresponds to k˜2λ(q) '
q−λ for q →∞.
It remains to properly implement the desired
Minkowski boundary conditions, Eq. (III.9).
If 1 < q < q¯ → ∞, choose a = 0 for g(q<)
and b = 0 for g(q¯>). If 1 < q¯ < q →∞ make
the reverse choice. This leads to
G
(M)
(∆,`)(u, v) = k˜2(1−λ+)(q<)k˜2λ−(q>)
=
Γ(3/2− λ+)Γ(λ− + 1/2)
2`−1Γ(1− λ+)Γ(λ−)
×Q−λ+(q<)Qλ−−1(q>) , (III.13)
in agreement with Eq. (III.9).
• d = 4: It is possible to re-cast this case into
one where q and q¯ equations again decouple
as done in [3] working with (x, x¯). The cor-
responding solution is
G
(M)
(∆,`)(u, v) = sgn(q¯ − q)
( 1
q> − q<
)
k˜2(1−λ+)(q<)
× k˜2(λ−−1)(q>)
= 22−`
Γ(3/2− λ+)Γ(λ− − 1/2)
Γ(1− λ+)Γ(λ− − 1)
× sgn(q¯ − q)
( 1
q> − q<
)
×Q−λ+(q<)Qλ−−2(q>) . (III.14)
One can verify that Eq. (III.9) is again sat-
isfied.
• General d: The d = 1 case is of special
interest for SYK-like models, and will be dis-
cussed separately in Sec. III D 3. For general
d, it is not possible to reduce the solution to
a combination of simple products of hyper-
geometric functions. However, an iterative
procedure will be discussed in Sec. III D by
treating (q, q¯) symmetrically. One finds that
the general structure for the leading behavior
in u→ 0 is shared for all d.
We stress here that the physical region of s-
channel scattering corresponds to 1 < q, q¯ <
∞, where k˜2λ(q), Eq. (III.12), is real. It fol-
lows that G
(M)
(∆,`)(u, v) is also real. However,
since k˜2λ(q) is defined as a real analytic func-
tion, it can be continued into the complex
plane and acquire a phase for general `. We
will turn to this question in Sec. IV, as well
as in Appendix C.
The boundary conditions for the Euclidean con-
formal blocks, Eq. (III.7) (a), can similarly be ex-
pressed as G
(E)
(∆,`)(q, q¯) ∼ q
λ+
< q
λ−
> . The same ap-
proach as above then leads to 27
G
(E)
(∆,`)(u, v) = k˜2λ+(q)k˜2λ−(q¯) + k˜2λ+(q¯)k˜2λ−(q) ,
(III.15)
27 The connection to the canonically defined functions in
terms of {x, x¯} is shown in Appendix C
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for the d = 2 case, and to
G
(E)
(∆,`)(u, v) =
1
q − q¯
(
k˜2λ+(q)k˜2(λ−−1)(q¯)
− k˜2λ+(q¯)k˜2(λ−−1)(q)
)
, (III.16)
for the d = 4 case.
In an Euclidean treatment, q and q¯ are complex
conjugates, q∗ = q¯, thus not independent. It has
been suggested that Minkowski conformal blocks
are simply the analytic continuation of Euclidean
conformal blocks, which changes the boundary
conditions from Eq. (III.7) (a) to (b). Appendix C
gives the detailed relation between G
(M)
(∆,`)(u, v) and
G
(E)
(∆,`)(u, v) in terms of their analytic structure.
We will demonstrate explicitly that Eqs. (III.13)
and (III.14) are not given by a direct analytic con-
tinuation of the corresponding ECB, Eqs. (III.15)
and (III.16).
To state it more succinctly, in performing an-
alytic continuation from Euclidean to Minkowski
limit, the Euclidean boundary condition does not
transform precisely into that for Minkowski limit.
For instance, for d = 2, starting with G
(M)
(∆,`)(u, v)
and following normal path of continuation, one ar-
rives in the Euclidean region where
G
(M,continued)
(∆,`) (u, v)
= c k˜2λ+(q<)k˜2λ−(q>) + d k˜2(1−λ+)(q<)k˜2λ−(q>)
(III.17)
where c = i
√
pi Γ(1/2−λ+)Γ(1−λ+)2 and d =
(−1)1−λ+/ cospiλ+. It does not lead to G(E)(u, v).
Conversely, an additional prescription is required
in relating ECB to the desired MCB. This will be
touched upon further in Sec. IV B.
Let us end by examining the constraints on
F (M)(u.v) due to crossing symmetry. As men-
tioned earlier, for a t-channel OPE, we are inter-
esting in s-u crossing, which corresponds to inter-
changing either 1 ↔ 2 or 4 ↔ 3. This leads to,
as already discussed in Sec. II B, u → u/v and
v → 1/v, or,
(q, q¯) ⇔ (−q,−q¯), and
(w, σ) ⇔ (−w, σ) (III.18)
Consider the OPE expansion (I.4), with ` integer.
From Eq. (III.12), under s-u crossing,
G
(M)
(∆,`)(u, v) = (−1)1−`G(M)(∆,`)(u/v, 1/v) . (III.19)
As we show more explicitly in the next section, this
pattern holds for all d.
D. Symmetric Treatment
We next turn to a symmetric construction of
MCB for general d. This was first advocated for
ECB in [3], starting with (x, x¯), by shifting to new
variables u = x x¯ and σ0 = (
√
x/x¯ +
√
x¯/x)/2.
This approach was pursued further in [94]. As
explained in [3], this approach has the advantage
of being able to extend the boundary condition,
for ECB, Eq. (III.7) (a), to the region where
x = O(x¯), and the desired boundary condition
translates into that in the limit σ0 →∞.
We will begin with (q, q¯) and focus on the con-
formal blocks in the Minkowski limit. Recall that,
for the DLC limit, we are interested in first tak-
ing the w =
√
qq¯ ' √u−1 → ∞ limit, with
the resulting boundary condition specified at σ =
(
√
q/q¯ +
√
q¯/q)/2 ' σ0 → ∞. In what follows,
we shall adopt (w, σ) as two independent variables
with the physical region specified by 1 < w < ∞
and 1 < σ < ∞. 28 We will mainly work this
asymptotic limiy, but show a higher order expan-
sion can be obtained formally on an equal-footing
for all d.
The differential operator D, Eq. (III.2), when
expressed in terms of (w, σ), becomes a sum of
three terms, D = (L0,w + L0,σ + w−2L2)/2 where
L0,w(w∂w), L0,σ(∂σ, σ) and L2(w∂w, ∂σ, σ) are ho-
mogeneous in w 29,
L0,w(w∂w) = (w∂w)2 + dw∂w, (III.20)
L0,σ(∂σ, σ) = (σ2 − 1)∂2σ + (d− 1)σ∂σ, (III.21)
28 As we shall demonstrate below, for holographic CFTs,
this allows a simpler representation connecting in the
leading order to the Euclidean AdSd−1 bulk-to-bulk
propagator.
29 See [94] for a related treatment in “radial quantization”.
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and
L2(w∂w, ∂σ, σ) = −(2σ2 − 1)(w∂w)2
+ (4(σ2 − 1) + d)w∂w + 4σ(σ2 − 1)w∂w∂σ
− (2σ2 − 1)(σ2 − 1)∂2σ − (6(σ2 − 1)
+ (d− 1))σ∂σ . (III.22)
It thus suggests the following expansion for confor-
mal blocks,
G
(M)
(∆,`)(u, v) =w
s
(
g0(σ) + w
−2g1(σ)
+ w−4g2(σ) + · · ·
)
=
∞∑
n=0
ws−2ngn(σ). (III.23)
Here, each gn(σ) also depends on `, ∆ and d, which
will be exhibited explicitly when necessary for clar-
ity. They can be found recursively, with the lead-
ing order term satisfying a relatively simple D.E.,
L0,σ g0(σ) = (2C(`,∆)− s(s+ d)) g0(σ) . (III.24)
This differential operator, L0,σ, is of the same form
as D0, (III.8), and it will appear repeatedly un-
der several contexts, with solutions expressible in
terms of hypergeometric functions. (However, each
case may impose a different boundary condition.
See Sec. III D 2 and Appendix C 1 for further dis-
cussion.) We will treat solutions to (III.24) with
appropriate boundary conditions in Sec. III D 1.
Before proceeding to solving for g0(σ), we men-
tion first the ease of exhibiting crossing under this
symmetric approach. As we shall demonstrate be-
low, for Minkowski conformal blocks, this corre-
sponds to the choice s = `−1. Under s-u crossing,
w → −w and σ → σ, (III.23) leads to
G
(M)
∆,` (−w, σ) = (−1)`−1G(M)∆,` (w, σ) . (III.25)
As expected, it is odd for ` even and even for `
odd.
1. Leading Order:
In implementing seperation of variables, Eq.
(III.4) suggests separating ∆ and ` dependences.
A direct indicial analysis at w → ∞ leads to sev-
eral degenerate possibilities, with s taking on (a)
sa = −∆, (b) sb = ` − 1, (c) sc = ∆ − d, and
(d) sd = 1 − d − `. The corresponding solutions
to Eq. (III.24), labelled by g0a, g0b, g0c and g0d
respectively, are
(a)
(
L0,σ − `(`+ d− 2)
)
g0a(σ) = 0
(b)
(
L0,σ − (∆− 1)(∆− d+ 1)
)
g0b(σ) = 0 ,
(c)
(
L0,σ − `(`+ d− 2)
)
g0c(σ) = 0 ,
(d)
(
L0,σ − (∆− 1)(∆− d+ 1)
)
g0d(σ) = 0 .
(III.26)
Note that indicial condition (c) is conjugate of (a),
under ∆ ↔ d − ∆, (∆˜ ↔ −∆˜), leading to identi-
cal DE in σ, thus corresponding to the respective
shadow blocks. Similarly, (d) is conjugate of (b)
under `↔ −`− (d− 2), (˜`↔ −˜`). We will there-
fore concentrate on case (a) and (b). Of these two
solutions, by switching back to u and v and com-
paring to Eq. (III.7), we find that case (a) is ap-
propriate for Euclidean conformal blocks, and case
(b) is appropriate for the Minkowski limit.
Observe that these differential equations are
even under σ ↔ −σ. General solutions to these
equations can be expressed in terms of hyperge-
ometric functions and we need to impose the re-
spective boundary conditions, Eq. (III.7) 30. Let
us focus here on Eq. (III.26) (b). With sb = `− 1,
the solution is
g0b(σ; ∆, d)
= σ1−∆ 2F1(
∆− 1
2
,
∆
2
; ∆− d
2
+ 1;σ−2) ,
(III.27)
30 For example, for g0a(σ), g0a(σ) ' aσ`(1 + O(σ−2)) +
bσ1−`(1 + O(σ−2)), as σ →∞. For g0b(σ), one replaces
` with ∆. For case (a), sa = −∆, the solution is that ap-
propriate for Euclidean conformal blocks, with coefficient
b = 0. This leads to polynomial solutions for integral `,
e.g., for d = 4, Gegenbauer polynomials. As σ → ∞,
G
(E)
(∆,`)
(u.v) ' w−∆g0a(σ) ∼ w−∆ σ`.
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with g0b real for σ > 1. For all d, at σ large,
g0b(σ; ∆, d) ∼ σ1−∆, corresponding to
G
(M)
(∆,`)(u.v) ' w`−1g0b(σ) ∼ w`−1 σ1−∆, (III.28)
in the limit w → ∞ and σ → ∞, as promised.
Solutions for d = 4 and d = 2 can be expressed
simply as
g0b(σ; ∆, 4) =
e−(∆−2)ξ
sinh ξ
, and
g0b(σ; ∆, 2) = e
−(∆−1)ξ . (III.29)
Similarly, for d = 3 and d = 1, the solutions also
simplify to
g0b(σ; ∆, 3) = Q∆−2(σ) , and
g0b(σ; ∆, 1) = sinhσQ
(−1)
∆−1(σ)
=
dQ∆−1(σ)
dξ
. (III.30)
Here Qν(σ) is the Legendre function of the second
kind. The case of d = 1 is discussed in more detail
in Sec. III D 3, as it relates to SYK-like models.
Since d enters into the differential equation as a
simple parameter, the following relation holds:
d
dσ
g0b(σ; ∆− 1, d− 2) = −(∆− 2) g0b(σ; ∆, d) ,
(III.31)
or, equivalently,
g0b(σ; ∆− 1, d− 2) = (∆− 2)
∞∫
σ
dσ g0b(σ; ∆, d) .
(III.32)
These relations hold for general d, thus allowing
one to find g0b(σ; ∆, d) for even and odd integral d
iteratively given g0b(σ; ∆, 2) and g0b(σ; ∆, 3).
We also point out that Eq. (III.27) corresponds
precisely to an Euclidean bulk-to-bulk scalar prop-
agator in AdSd−1, or more precisely Hd−1, with
conformal dimension ∆ − 1. Here Eq. (III.27) is
derived purely from a CFT perspective, with σ−1
plays the role of a chordal distance or, in an al-
ternative mathematical usage, ξ = cosh−1 σ is the
geodesic in Hd−1. (See also Appendix B.) This
connection is meaningful physically only for d ≥ 2
but can be extended formally to all d. As such,
g0(σ; ∆, d) is singular at σ = 1, consistent with
with our procedure of fixing a vanishing boundary
condition at σ =∞.
Lastly, with σ = cosh ξ, Eq. (III.26) (b) can also
be expressed as(
∂2ξ + (d− 2) coth ξ∂ξ
− (∆− 1)(∆− d+ 1)
)
g0b(cosh ξ) = 0. (III.33)
Introducing a reduced function f(ξ), with
g0b(cosh ξ) = (sinh ξ)
− d−22 f(ξ), one has(
∂2ξ − (∆− d/2)2 +
(d− 2)(d− 4)
4 sinh2 ξ
)
f(ξ) = 0.
(III.34)
This simplifies for d = 2 and d = 4, leading to
f(ξ) = e−|∆−d/2| ξ. (III.35)
This agrees with the desired result given above,
and also serves as the leading term in an higher or-
der expansion, (C.33) and (C.34) respectively. For
general d, the solution can be expressed in terms
of associated Legendre functions.
2. Higher Order Expansion:
As mentioned in the introductory remarks for
this section, higher order expansion in (III.23)
can be found iteratively. Once the leading index,
sb = ` − 1, is identified and the corresponding so-
lution g0b(σ) is found, it is possible to solve each
expansion function gn(σ) for 1 ≤ n. With (III.20)
and (III.22), one finds
[L0,σ −m2(`,∆)]gn(σ) = Jn(σ) (III.36)
with m2(`,∆) = (∆− 1)(∆− d+ 1)− 2n(2n− d−
2`+ 2). The source for gn is Jn(σ) = −L2(`+ 1−
2n, ∂σ, σ)gn−1(σ). I.e., given in terms of gn−1(σ).
Therefore, one can proceed iteratively.
Focusing on 1 < σ < ∞, Eq. (III.36) can be
solved formally via a standard Green’s function
procedure with
gn(σ) =
∞∫
1
dσ′G0(σ, σ′)Jn(σ′) (III.37)
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where
[L0,σ −m2(`,∆)]G0(σ, σ′) = δ(σ − σ′) . (III.38)
For d = 2 and d = 4, since explicit solutions are
already known. We will instead demonstrate that
they can be re-expressed in the symmetric form,
Eq. (III.23), in Appendix C. For general d, care
must be exercised in defining appropriate bound-
ary conditions. We will leave the case of general d
to a future study, and will focus next on the case
of d = 1.
3. The Case of d = 1:
Due to the existence of a kinematic constraint,
the leading order solution for d = 1 requires addi-
tional examination. From the perspective of Eu-
clidean SO(d + 1, 1) invariance, the physical re-
gion is bounded by (1 − v + u) ≤ 2√u, with the
equality holding at the kinematical boundary [3].
This boundary also defines the d = 1 limit, which
can be expressed more usefully as
√
v = 1 − √u.
For Lorentzian vectors, a similar analysis yields
(1− v + u) ≥ 2√u, again leading to a kinematical
relation
√
v = 1 − √u as a constraint for d = 1.
(See Appendix A 2 b.) In terms of q and q¯, both
cases lead to q = q¯ and σ = cosh ξ = 1. It fol-
lows that there is only one independent variable,
instead of two. Therefore for d = 1, conformal
blocks, as functions of w and σ, must satisfy a
constraint: ∂σG(w, σ) = 0. This means that care
must be taken when re-interpreting the above re-
sults for the case of d = 1.
There are two possibilities.
• (a) The Euclidean option corresponds to
keeping only ` = 0, 1, and going to higher
order expansion in w,
G
(E)
∆,`=0(w, σ = 1) = w
−∆
∞∑
n=0
ga,n(σ = 1)w
−2n.
(III.39)
It is easily shown that, with d = 1, ga/c,0(σ)
being a constant is a consistent solution to
(III.26) for ` = 0, 1.
• (b) The Minkowski option corresponds to
having ∆ = 0, 1, and
G
(M)
∆=0,`(w, σ = 1) = w
`−1
∞∑
n=0
gb,n(σ = 1)w
−2n.
(III.40)
It is also easily shown that gb/d,0(σ) being a
constant is a consistent solution to (III.26),
with ∆ = 0, 1. In Sec. V we show that this
limit is more appropriate in treating scatter-
ing for SYK-like 1-d models.
For both cases it is necessary to go beyond
the leading order to obtain the proper sums, Eqs.
(III.39) and (III.40). In terms of cross ratio, w, the
residual symmetry for both cases is O(1, 1), with
dilation for case (a) and Lorentz boost for case (b).
Let us treat case (b) first. We denote
G
(M)
∆=0,`(w, σ = 1) simply as G
(M)
` (w) and consider
the limit d = 1. The series (III.40) can be ob-
tained by working with an ODE DwG(M)` (w) =
`(`−1)G(M)` (w), where Dw is obtained from D(d =
1) by acting on functions of w only. A bit of alge-
bra then leads to
Dw = (w2 − 1) d
2
dw2
+ 2w
d
dw
, (III.41)
which is of identical form as Eq. (III.21), with d =
3, and also with Eq. (III.8), i.e., it is again that for
Legendre functions. It follows from Eq. (III.11),
for w → ∞, there are in general two independent
solutions, leading to
G
(M)
` (w) = a k˜2`(w) + b k˜2(1−`)(w) (III.42)
where k2`(w) is again given by Legendre function
of second kind, Q`(w), Eq. (III.12).
In Secs. V A, we consider Minkowski scatter-
ing, with the physical region arranged to lie in the
region 1 ≤ w ≤ ∞. Therefore, our choice corre-
sponds to a = 1 and b = 0. The normalization
corresponds to having conformal blocks
G
(M)
` (w) = 2
1−` Γ(3/2− `)
pi1/2Γ(1− `) Q−`(w)
≡ c`Q−`(w) ≡ Q¯−`(w) , (III.43)
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so that G
(M)
` (w) ' w`−1, with unit coefficient as
w → ∞. We shall also restrict Re ˜` > 0, (thus
Re ` > 1/2). From the identity
pi P`(z)
tan `pi
= Q`(z)−Q−`−1(z), (III.44)
one has P`(z) = P−`−1(z), and Q−` has poles at
non-negative integers, ` = 0, 1, · · · . However, since
c` ∼ 1/Γ(1 − `), it follows Q¯−`(w) is analytic for
Re ` > 1/2. For positive integral values, ` = n,
n = 1, 2, · · · ,
G(M)n (w) = dn Pn−1(w) (III.45)
where dn = pi
1/221−n Γ(n)Γ(n−1/2) .
Let us briefly return to case (a), appropriate for
an Euclidean treatment. As pointed out in [3],
the solution to the ` = 0 problem has a direct
solution. Following the same approach as above,
one finds DwG(E)∆ (w) = (∆˜2 − 1/4)G(E)∆ (w) =
∆(∆ − 1)G(E)∆ (w), leading to the same result as
given in [3], with w replaced by x = 2/(w + 1).
The solution can also be obtained from that for
the case (b), with ∆ replacing `.
IV. MINKOWSKI OPE AND
SCATTERING
Let us now return to discuss how OPE in a
Minkowski setting, Eqs. (IV.4) and (I.14), can be
applied to high energy scattering. In this Section,
we focus on certain formal steps necessary before
Minkowski OPE can be applied. The emphasis will
be on first developing a Mellin-like representation
for the OPE sum so that it applies to the physical
scattering region 31. This formulation stresses the
importance of a spectral curve, ∆(`), and its re-
lation to effective spin, `∗. An equally important
and related issue discussed is the relation between
the t-channel OPE in a Minkowski setting to the
31 We emphasize that the discussion here focuses on Mellin
amplitudes that are distinct from the Mellin representa-
tion discussed in [72, 95–98].
principal series for an unitary irreducible represen-
tation 32 of non-compact O(4, 2), leading to Eq.
(IV.8). Applications of dimensional reductions are
discussed in Appendix D for d = 2 and the case
of DIS, and in Sec. V for d = 1 scattering for
SYK-like models.
A. Kinematics
Before applying (I.4) to high energy near-
forward scattering, it is important to address the
issue of the phase of F (M)(u, v). As pointed out in
Sec. I, MCB, G(M) are real valued functions over
the physical region for s-channel scattering where
1 < w < ∞ and 1 < σ < ∞. It follows that the
contribution to (I.4) from each conformal primary
is also real. As a scattering amplitude, however,
F (M)(u, v) is in general complex. A complex phase
emerges as a consequence of re-summation. This
can be carried via complex-` utilizing the technique
of Sommerfeld-Watson transform, which we turn
to next. Through this procedure, one also allows
an natural continuation in w from the s-channel
where 1 < w <∞ to the u-channel phyiscal region
where −∞ < w < −1. it is therefore useful to have
a closer examination of the symmetry involved un-
der s-u crossing.
In the DLC limit, Feynman amplitudes and CFT
correlators have opposite parity under crossing. A
crossing even Feynman amplitude, T , corresponds
to a CFT invariant function F (M) which odd under
s-u exchange. This is due to the presence of the
extra factor of w in T, for example, Eq. (II.19). A
general amplitude can have both components. A
4-point function for identical conformal primaries
is s-u crossing symmetric. This corresponds to an
even T , and thus F (M)(u, v) will be crossing odd:
F (M)(u, v) = −F (M)(u/v, 1/v). It follows that if
F (M)(u.v) is anti-symmetric under s−u exchange,
32 The case of d = 1 provides an explicit illustration. This
will be carried out in Appendix E. A more detailed dis-
cussion for d ≥ 2 will be reported separately.
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then, from Eq. (III.19), only even ` contribute.
Conversely, for F (M)(u, v) symmetric under s − u
exchange, only odd ` contribute.
In this study, we are mostly dealing with
scattering amplitudes T which are crossing
even. If we are more explicit in identifying
s-channel and u-channel amplitudes separately
by F
(M)
s and F
(M)
u , we have F
(M)
s (u, v) =
−F (M)s (u/v, 1/v) = F (M)u (u′, v′), with (u′, v′)
identified with (u/v, 1/v). In what follows, we
will always work with s-channel amplitudes, F
(M)
s ,
while dropping the subscript. When expressed in
terms of variables (w, σ) and analytically contin-
ued, one has
F (M)(w, σ) = −F (M)(−w, σ). (IV.1)
B. Sommerfeld-Watson Transform
We begin by first re-grouping the OPE in Eq.
(I.4) as
F (w, σ) =
∑
α
∑
`
a
(12),(34)
`,α G(w, σ; `,∆`,α) .
(IV.2)
We have re-expressed the partial-wave amplitude
as a
(12),(34)
`,α , switched the dependence on cross ra-
tios from (u, v) to (w, σ) and have also re-grouped
the sum in a form which allows a re-summation,
leading to a representation for F (w, σ) valid for
w →∞.
Consider the case where scattering amplitude
is even under crossing 33, thus F (w, σ) odd
in w. From (III.25), the sum is over even `
only. Sommerfeld-Watson transform corresponds
to turning this discrete sum over ` into an integral
over complex-` plane and then opening up the con-
tour into an integral along a vertical line. This ver-
tical line is chosen initially for convergence, leading
33 In general, the sum can be separated into a sum of even
spins or another over odd spins. The case of crossing odd
has been treated in [19].
to a Mellin-like integral, i.e.,
∑
`=2n
→
∑
`=2n<L0
−
L0+i∞∫
L0−i∞
d`
2i
1− eipi(1−`)
sinpi`
. (IV.3)
We assume that F (w, σ) is polynomially bounded
at w = ∞, i.e., |F (w, σ)| < O(wN ), thus N + 1 <
L0. This allows one to represent F
(M)(w, σ) by
F (M)(w, σ) = F
(M)
0 (u, v) +
L0+i∞∫
L0−i∞
d`
2i
× −(1 + e
−ipi`)
sinpi`
∑
α
a(`,∆α(`)) G(`,∆α(`);w, σ),
(IV.4)
The assumption of polynomial boundedness can
also translate into having a
(12),(34)
`,α analytic in `
for N + 1 < `. The residue F
(M)
0 (w, σ) represents
the original finite sum with ` < L0.
In Eq. (IV.2), we have also separated the sum
into a sum over families conformal primaries. This
was described in the introduction in discussing
anomalous dimensions for the leading twist con-
formal primaries. Conformal dimensions for each
family can be interpolated by their spins contin-
uously by ∆(`), i.e., leading to a spectral curve.
There will be many families and each family is la-
beled by an index α 34. The separation in Eq.
(IV.4) into two terms is at first necessary due to
possible existence of singularities for Re` < L0. It
is nevertheless interesting to note, since F0(w, σ)
is real, one always has
ImF (w, σ) =
∑
α
L0+i∞∫
L0−i∞
d`
2i
a(12),(34)(`,∆α(`))
×G(w, σ; `,∆α(`)) . (IV.5)
with L0 sufficiently large.
34 In the absence of interactions, the label α is simply the
twist, τ0 ≡ ∆ − `, and with additional index for other
families of conformal primaries of the same twist. For
simplicity, we shall keep in what follows only one family
for each twist.
21
A brief discussion on various formal assumptions
necessary in carrying the above analysis is in or-
der. Here we summarize a few key points:
(a) There exists a unique analytic continuation
away from integral values for ` while satisfying the
constraint of “Carlson’s theorem” [99, 100], with
a
(12),(34)
α (`) polynomially bounded as Re` → ∞.
This, in general, requires the separation of the sum
over ` into even and odd parts. Since we are deal-
ing odd amplitude, this step is not necessary.
(b) Eq. (IV.5) corresponds to a sum over unitary
irreducible representations of the non-compact
group O(d+ 1, 1),
F (w, σ) =
∑
`
∞∫
−∞
dν
2pi
a(`, ν)G(`, ν;w, σ) . (IV.6)
This principal series combines a discrete sum in
the spin ` and a Mellin transform in a complex ∆-
plane, with ∆˜ ≡ iν = ∆ − d/2. As stressed by
Mack [72], this representation should serves as a
more general starting point for CFT, with stan-
dard OPE a consequence of this representation,
(See (d) and (e) below and also [72] for more dis-
cussions.)
(c) Conformal Regge theory assumes a mero-
morphic representation in the ν − ` plane, with
poles specified by the collection of allowed spectral
curves, ∆α(`), e.g.,
a(`, ν) =
∑
α
rα(`)
ν2 + ∆˜α(`)2
=
∑
α
rα(`)
2ν
( 1
ν + i∆˜α(`)
+
1
ν − i∆˜α(`)
)
.
(IV.7)
The spectral curve associated with the energy-
momentum tensor plays the dominant role, with
∆P (2) = 4, and on which the Pomeron singularity
lies, as in Fig.I.2 35.
(d) To recover the standard conformal block ex-
pansion, it is conventional to close the contour
35 For more discussion see [11, 19, 26, 27].
in the lower-half ν-plane 36 (equivalently, closing
the contour in the ∆-plane to the right) pick-
ing up only dynamical poles in a(`, ν), at ν(`) =
−i(∆(`) − 2). It has also been explained in
[72] that this closing of contour is allowed af-
ter separating the unitary representation function
G(`, ν;w, σ) = G(+)(`, ν;w, σ)+G(−)(`, ν;w, σ),
where G(+)(`, ν;w, σ) = G(−)(`,−ν;w, σ), with
G(+) leading to convergence in the lower ν-plane
and G(−) in the upper ν-plane 37. Closing in either
lower or the upper ν-plane leads to Eq. (I.4), with
a(12),(34)(`,∆α(`)) = rα(`) and G(w, σ; `,∆α(`)) =
iν−1G(+)(`, ν;w, σ). Summing over all α leads to
a sum over allowed conformal primaries, with di-
mension ∆α(`) and spin `.
(e) By combining Eq. (IV.6) with a Sommerfeld-
Watson transform for the angular momentum, it is
possible to formally represent the conformal invari-
ant amplitude F (M) in a double-Mellin form 38,
F (w, σ) = FRegge(w, σ)−
i∞∫
−i∞
d˜`
2i
1 + e−ipi`
sinpi`
×
i∞∫
−i∞
d∆˜
2pii
a(`, ν)G(`, ν;w, σ) . (IV.8)
36 Due to conformal invariance, the integrand is even in ν,
or, equivalently, symmetric in ∆ ↔ 4 −∆. The contour
can be closed either in the upper or the lower half ν-
plane. The poles in the upper half ν-plane corresponds
to “shadow” operators.
37 Such procedure was carried out in [11–13], based on
a treatment equivalent to keeping Minkowski conformal
block under the leading order approximation, Sec. III D 1.
A simpler example for this separation is Eq. (III.44), ap-
propriate in treating for d = 1 and also used in traditional
Regge analysis. A related discussion has also been carried
out recently [38] by identifying G(−) as corresponding to
the shadow blocks.
38 This procedure was first discussed by M. Toller in the
context of Lorentz symmetry, SO(3, 1), [73, 90, 91, 93].
See also a related discussion for O(4, 2) in [72]. We have
also simplified the analysis by keeping only crossing even
contribution, ` even in Eq. (I.4). The contribution with
` odd leads to the so-called Odderon contribution, which
has been discussed in [19, 101, 102].
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This representation can formally be regarded as
the principal series for a unitary irreducible rep-
resentation for the non-compact group, SO(4, 2),
with a(`,∆i(`)) an analytic function of `. The con-
tour is along the imaginary axis, distorted to in-
clude all participating families of conformal blocks,
appropriate for describing amplitudes which are
bounded at u = 0 by a power (1/
√
u)N , or wN
at w = ∞. In pushing the `-contour to Re ˜` = 0,
or Re ` = −(d − 2)/2, the term FRegge(w, σ) cor-
responds to contribution coming from all singular-
ities in d/2 < Re ` < L0. The contour distortion
allows one to include all participating families of
conformal blocks, appropriate for describing diver-
gent amplitudes at w =∞.
(f) Finally, the above analysis also suggests a pro-
cedure to resolve the issue of the connection be-
tween MCB and ECB. A more desirable, top down
approach is to first construct the principle series
for a unitary irreducible representation of SO(d, 2),
i.e. finding G(`, ν;w, σ) in Eq. (IV.8). Then by re-
verse engineering, one arrives at MCB and ECB
respectively. (See Sec. 2 of [19] for a related dis-
cussion.)
C. Spectral Curve
In Eq. (IV.4), the integration contour can be
pushed further to the left, with pole contributions
from the contour passing j = 2n cancelling that
in F0(w, σ). This can be done until L0 < 0 thus
removing F0 entirely. However, one has to pick
up contributions from possible `-plane singulari-
ties for 0 < Re` < L0 which might enter through
a(12),(34)(`,∆α(`)) and also that from the confor-
mal block through ∆P (`). These contributions will
be collectively denote as ARegge(w, σ). In terms
of ˜` = ` + (d − 2)/2, we can shift the contour
until the integration path is over Re ˜` = 0, or
Re ` = −(d − 2)/2, arriving at Eq. (IV.8). For
d = 4, the continuum corresponds to an integral
along the line Re ` = −1. (For d = 3, the path
is along Re ` = −1/2, the traditional “background
integral” in a Regge representation.)
Let us turn next to ImF (w, σ). As one pushes
the contour to the line along Re ˜`= 0, one finds
that
ImF (w, σ) = ImFRegge(w, σ)
+
∑
α
−(d−2)/2+i∞∫
−(d−2)/2−i∞
d`
2i
× a(12),(34)(`,∆α(`))G(w, σ; `,∆α(`)) . (IV.9)
Here let us examine the limit w → ∞. With
Re ` = −(d − 2)/2, the background integral is of
the order O(w1+(d−2)/2), and is bounded for 1 ≤ d.
It follows that a divergent contribution to F (w, σ)
occurs only if there exists a singularity in ` in the
regions −(d − 2)/2 < Re ` < 2. This is entirely
analogous to a conventional Regge theory where
the sub-dominant contribution from the contin-
uum is referred to as that from the background
integral.
Without dynamical inputs, it is not possible to
specify what singularities might exist in the region
to the right of Re ` = −(d−2)/2 for a general CFT.
Let us consider first N = 4 SYM at d = 4 and fo-
cus on the leading twist-two contribution, which
interpolates the stress-energy tensor, with the as-
sociated spectral curve denoted ∆P (`). Based on
weak-coupling perturbation analysis, there exists
at least one singularity `eff , to the right of ` = 1
[46–48]. This enters through a branch point of
∆P (`). At strong coupling, the location of the
corresponding singularity is bounded from above,
`eff < 2. (See Fig. I.2 for a schematic representa-
tion.) The spectral curve in weak coupling can be
found by solving the BFKL equation, Eq. (D.11)
and, in strong coupling, via AdS/CFT [11, 103].
This singularity is historically referred to as the
Pomeron.
It can be shown that this singularity, in the im-
mediate neighborhood of ` = 2 and at large λ,
is of the square-root type [11, 19, 62, 65]. Using
the effective AdS mass introduced in (I.18), i.e.,
m2eff (`) = −4 + (` − `eff )B2(`, λ) the leading λ
spectral curve becomes
∆P (`) = 2 +B(`, λ)
√
`− `eff , (IV.10)
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with B(`, λ) analytic at ` = 2. It follows that
the leading behavior as w →∞ for the correlation
functions F is
ImF (w, σ) ∼ w
`eff−1
| lnw|3/2 . (IV.11)
As stressed in [11], for any d-dim CFT with
a gravity dual, this singularity can be associated
with string modes interpolating graviton in AdS.
With m2(2) = 0, it follows that its location is
bounded from above,
`eff < 2. (IV.12)
The deviation from `eff = 2, δ ≡ 2− `eff > 0, can
be attributed to stringy corrections.
To demonstrate the generality of (IV.10), let us
recall that for flat-space string theory, massless
graviton lies on a linear trajectory,
` = 2 + (α′/2)t , (IV.13)
with
√
α′ = `string providing a length scale. This
can be understood by the on-shell condition for
graviton, 1 = L0 = L¯0 = `/2 − (α′/4)t, where
L0 and L¯0 are generators of dilation in a world-
sheet treatment. Consider next string living on
a curved background, e.g., AdS5. In the weak-
curvature limit, `2st/R
2
ads = 1/
√
λ << 1, one has
1 = L0 = L¯0 ' `/2− (α′/4R2ads)∇˜2(`), with ∇˜2(`)
dimensionless and ∇˜2(2) = ∆(4−∆), with stress-
energy tensor having conformal dimension ∆ = 4.
This leads to a leading λ spectral curve condition
∆(4−∆) ' 2
√
λ(`− 2) , (IV.14)
which is parabolic, for (`−2)2 << 1 and symmetric
about ∆ = 2, as dictated by conformal invariance.
This relation is an expansion in both λ−1/2 and
(` − 2). It can next be cast in the form (IV.10),
with
B(`, λ) '
√
2λ1/4 , (IV.15)
and the branch point at `eff = 2− 2/
√
λ.
As already stressed, Eq. (IV.10) can be
interpreted as having an `-dependent effective
AdS mass. For deformed or thermal theories
mass/momentum modes will be shifted. For gen-
eral d and/or deformed AdS-background, it can be
shown that
`eff = 2− (d/2)2/2
√
λeff (IV.16)
where λeff may depend on temperature. We re-
turn to this point in Secs. V & VI.
V. SCATTERING FOR CFT AT d = 1
The importance of the CFT 4-point function has
appeared recently in the study of CFTs dual to
AdS spaces with a black hole. This set up has be-
come tantalizing for two main reasons: first, as a
model of holography it is relatively simpler than
the canonical N = 4 SYM duality and one might
be able to demonstrate more general aspects of
holography. Secondly, using the conformal sym-
metry on the boundary one might learn about the
information loss paradox. In this section we ap-
ply Minkowski conformal blocks to d = 1 CFTs.
The primary example of interest is the SYK the-
ory [32–34], however, as most of our results apply
to CFTs more generally, we refer to these as SYK-
like models 39. Here we address the issue of d = 1
CFT directly as a scattering problem where one ex-
plores the SO(1, 1) Lorentz boost symmetry. The
related CFT invariant four point correlation func-
tion, expressed in terms of appropriate cross ratio,
Γ(w), has a power behavior, as w →∞,
Γ(w) ' w`eff−1 , (V.1)
with `eff ≤ 2. The precise definition for the vari-
able w is given by Eq. (V.3), in analogy to that
defined for d ≥ 2 in Eq. (II.12). When `eff → 2,
this can be interpreted as corresponding to dual
graviton contribution which saturates the chaos
bound [29, 30]. There are two challenging aspects
involved. The first is to find what kind of CFT
39 For a brief description of the SYK theory relevant to this
work see Appendix E
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leads to such power-behavior. An equally chal-
lenging task is, given a specific 1-d CFT, how best
to identify the effective spin. In this section, we
will focus on the latter aspect.
The relevant kinematics for a 1-d scattering is
discussed in Sec. V A where we provide a Mellin-
like representation for Γ(w), as well as Im Γ(w),
analogous to Eq. (D.7). In Sec. V B we examing
the Schwinger-Dyson equation for SYK-like mod-
els. This corresponds to treating a set of Wight-
man functions for which the integral equation sim-
plifies since it involves only amplitudes over phys-
ical scattering regions. This integral equation can
be diagonalized in `, and the associated partial-
wave amplitude, A(`), can be then found alge-
braically. For these models, one can show that
Γ(w) is power-behaved, as in Eq. (V.1), and the
leading effective spin can be identified simply.
Our treatment parallels to that carried out in
[35, 37] but differs significantly in how the rele-
vant spectral analysis is carried out. In working
with Im Γ(w), we can in principle deal only with
the Hilbert space of square-integral functions de-
fined over half-line, 1 < w < ∞, instead of over
the whole line, −∞ < w <∞, as done in [35, 37].
This leads to a significant simplification. In Ap-
pendix E, 1-d Green function for Dw, Eq. (III.41),
is discussed from a conventional spectral analysis,
before generalizing to the case of functions which
are polynomially bounded. Here, we follow more
directly the procedure of re-summation performed
in the last section for d ≥ 2, starting with the
result of Sec. III D 3, which agrees with the re-
sult followed from a Hilbert space treatment, Eq.
(E.12).
A. Kinematics
In analogy to the case of d ≥ 2, we consider a
reduced invariant 4-point function, Γ, as a function
of a cross ratio for the process 1+3→ 2+4. There
are several options for cross ratios 40, e.g.,
τ =
t21t43
t23t41
or τc =
t13t42
t23t41
. (V.2)
In 1-d, however, only one is independent due to
the constraint |τc|+ |τ | = 1. Let us first adopt τ as
the independent variable. For s-channel scattering,
1 + 3 → 2 + 4, we require t4, t2 > t3, t1. Without
loss of generality, we consider the causal limit of
t4 > t2 > t1 > t3. Reparametrization invariance
allows one to keep three points fixed. We choose
the ansatz t4 = ∞, t3 = 0, t2 = 1, with t1 ≡ t as
the independent variable, thus 0 ≤ t ≤ 1. In terms
of invariant cross ratios, τ = 1 − t and τc = t,
and the s-channel physical region corresponds to
0 ≤ τ ≤ 1, and τ + τc = 1.
The u-channel physical region, with 3↔ 4 inter-
changed, corresponds to τ → τ ′ ≡ t12t34t13t24 = τ/(τ −
1). The u-channel physical region, 0 ≤ τ ′ ≤ 1, then
leads to −∞ < τ < 0. In order to exhibit cross-
ing more symmetrically, it is again convenient to
adopt a new variable (similar to Eq. (II.12))
w ≡ (2− τ)/τ. (V.3)
The s-channel physical region corresponds to
1 < w <∞ , (V.4)
with u-channel region given symmetrically by
−∞ < w < −1.
Let us consider both the invariant amplitude,
Γ(w), and its imaginary part in the s-channel phys-
ical region, Im Γ(w). We assume that Γ(w) is
polynomial bounded, |Γ(w)| < wN , at w = ∞.
As before, this invariant function has a factor
of w removed from the 4-point correlator, as in
Eq. (II.19). For correlators which are crossing
even, Γ(w) will be crossing odd, Γ(−w) = −Γ(w).
As shown in Sec. III D 2, eigen-functions for the
quadratic Casimir for 1-d scattering processes can
40 We have switched to using a timelike coordinates, t and
τ , to emphasize that we are interested in the Lorentz
boost symmetry and to conform with the more standard
notation found in the literature. See also Appendix A 2 b.
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be chosen to be Legendre functions of the second
kind, G1d(w) = Q¯−`(w) = c`Q−`(w), with normal-
ization c` specified in Eq. (III.43)
41. In terms of
the Mellin representation, described in Sec. IV B,
reparametrization invariance leads to
Γ(w) =
∑
0<`<L0, even
a(`) Q¯−`(w)−
L0+i∞∫
L0−i∞
d`
2i
× 1 + e
−ipi`
sinpi`
a(`) Q¯−`(w) . (V.5)
where N + 1 < L0. For w large, from Eq. (III.43),
the Legendre function simplifies to Q¯−`(w) '
w`−1(1 +O(w−2)).
For its imaginary part, defined for 1 < w < ∞,
the sum over ` < L0 does not contribute, and
Im Γ(w) = −
L0+i∞∫
L0−i∞
d`
2i
a(`) Q¯−`(w)
= −
L0+i∞∫
L0−i∞
d`
2pii
(2`− 1)A(`) tan `pi
pi
Q−`(w) .
(V.6)
where we have also brought the representation into
a more conventional form 42, with tan `pipi Q−`(w)
regular in ` at positive integers. By taking advan-
tage of the identity in Eq. (III.44), it is useful to
simplify (V.6) further in terms of Legendre func-
tion, P`(w), with ` complex and 1 < w <∞,
Im Γ(w) =
L0+i∞∫
L0−i∞
d`
2pii
(2`−1)A(`)P`−1(w) . (V.7)
This follows from the fact that one can add terms
under the integral in (V.6) which will then van-
ish by closing contour to the right. In applying
41 The utility of using Legendre functions of the second kind
to describe Γ(w) has been noted by other authors study-
ing the SYK model [104]. Also see [105–107].
42 Our notation here conforms to that adopted in Appendix
E 2, in particular, factoring out the term (2`−1). A more
natural choice would be shifting ` by one unit, leading to
a more familiar factor of 2`+1. We have not done so due
to our choice of maintaining symmetry about Re˜` = 0.
for d = 1, this corresponds to Re ` = (2− d)/2.
to 1-d scattering, it is this Mellin representation
which will be particularly useful. As shown in
Appendix E, this representation can also be ar-
rived at through a Hilbert space treatment over
1 < w <∞.
Making use of a standard orthogonality condi-
tion,
∞∫
1
Pν(x)Qσ(x)dx =
1
(σ − ν)(σ + ν + 1) (V.8)
one has the following inversion formula
A(`) =
∞∫
1
dw Im Γ(w)Q`−1(w). (V.9)
Conversely, we can examine the full amplitude,
Γ(w) =
∑
2≤`<L0, even
A(`)P`−1(w)
−
L0+i∞∫
L0−i∞
d`
2i
1 + e−ipi`
sinpi`
(2`− 1)A(`)P`−1(w) ,
(V.10)
and examine the continuation to the region −1 <
w < 1, away from the s,u-channel physical regions.
From Eq. (V.9), A(`) is polynomial bounded as
Re ` → ∞. Similarly, P`−1(w) vanishes exponen-
tially for Re ` large when −1 < w < 1. Closing the
contour in Eq. (V.10) to the right leads directly to
a real amplitude
Γ(w) =
∑
2≤`=2n
(2`− 1)A(`)P`−1(w) (V.11)
with Im Γ(w) = 0.
Finally we note that a 4-point correlator sym-
metric under s-u crossing, T (w) = T (−w), can be
defined by T (w) = wΓ(w). In continuing to the
Euclidean region, from Eq. (V.10), it takes on a
more conventional form
T (w) = wΓ(w) =
∑
0≤`, even
(2`+ 1)B(`)P`(w)
(V.12)
where
B(`) =
2`− 1
2`+ 1
A(`) +
(`+ 1)2
(2`+ 1)2
A(`+ 2) (V.13)
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with A(0) = 0 43.
B. Scattering for SYK-Like Models
In the low temperature limit of the SYK model
there is a near conformal symmetry that is both
explicitly and spontaneously broken. The theory
is close to a 0+1 dimensional conformal theory.
Within this approximation, the invariant function
Γ can be obtained by solving a ladder-type Bethe-
Salpeter equation 44, which can be represented
schematically as
Γ = Γ1 +K0 ⊗ Γ (V.14)
where Γ is a function of 4 coordinates:
Γ(t1, t2, t3, t4). We shall refer to models that ad-
mit such a representation as SYK-like models.
Reparametrization invariance allows diagonaliza-
tion of this integral equation. This has indeed
been carried out in [35–37], primarily in an Eu-
clidean setting. To make contact with the chaos
bound, an appropriate analytic continuation to the
Minkowski setting has to be performed.
As a scattering problem, Eq. (V.14) has the
structure of a “box-diagram”, and it can be ex-
pressed equivalently as an analogous integral equa-
tion for its absorptive part, the imaginary part of
Γ in the physical region. Schematically, this can
be expressed as
Im Γ = Im Γ1 + K˜0 ⊗′ Im Γ (V.15)
with the convolution, ⊗′, is over the physical region
only.
We will discuss the integral equation, Eq.
(V.14), as a scattering problem in real time, and
43 The final relation comes from the two-term recursion re-
lation Pn+1(w) = wPn(w) − n24n2−1Pn−1(w) . The con-
tributions from ` = 0 and ` = 2 require a more careful
treatment. We defer to the comments after Eq. (V.40)
44 This type of integral equation has a long history of use
in particle physics. For a different example see Appendix
D 3 where it is discussed in the context of deep inelastic
scattering.
study its solution in the high energy limit. As such,
it is analogous to the BFKL type integral equation
when applied to DIS structure functions, Appendix
D. We will spell out more precisely the nature of
this integral equation after first discussing the sim-
plification due to reparatrization invariance, allow-
ing one to express Γ in terms of invariant cross
ratios, Eq. (V.18). Reparametrization invariance
leads to a simpler diagonalization procedure in ar-
riving at the desired solution in identifying the
leading effective spin, `∗ which directly controls
the large-time behavior for Γ.
It is also instructive to express the solution to
Eq. (V.15) formally as an iterative sum,
Im Γ =
∞∑
n=1
(Im Γ)n, (V.16)
(Im Γ)n = K˜0 ⊗′ (Im Γ)n−1. (V.17)
The process can be viewed as producing n-lumps of
particles, with K˜0 providing the relative probabil-
ity of producing an additional “lump”. Each lump
is irreducible, and the allowed intermediate states
consists of n such lumps, with n = 1, 2, 3, · · · . This
interpretation is analogous to the case of d = 2 for-
ward scattering discussed in Appendix D.
More precisely, Eq. (V.17) can be identified
with the early work of Amati, Fubini and Stan-
gelini [43, 45] in constructing multiperipheral mod-
els (MPM) of particle production. Their construc-
tion is equivalent to a Bethe-Salpeter equation for
the absorptive part of the forward scattering am-
plitudes. Here (Im Γ)n ∝ |T2→n|2, where a factor-
izable 2-to-n production amplitude, T2→n, leads
to a recursive relation, Eq. (V.17). Furthermore,
consistency requires that K˜0 ≥ 0, over the allowed
phase region. Given K˜0 for a specific model, the
challenge is to carry out the sum, Eq. (V.16). In
exact analogy to the BFKL integral equation, Eq.
(D.11), this integral equation can be solved by di-
agonalization due to SO(1, 1) symmetry.
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1. Kinematics of Integral Equation for Im Γ:
In order to understand the kinematics of the in-
tegral equation for Im Γ, it is useful to first examine
the Schwinger-Dyson equation in d = 1 for the full
amplitude Γ. Consider a theory defined in such a
way that it is given by a sum of ladder graphs, i.e.
schematically it is analogous to that for BFKL in-
tegral equation, Eq. (D.12). For SYK-like models,
the integral equation can be written for an ampu-
tated 4-point function, with labels corresponding
to “scattering” in the s-channel of 1 + 3 → 2 + 4.
Explicitly, Eq. (V.14) becomes
Γ(t2, t1; t4, t3) = Γ1(t2, t1; t4, t3)
+
∫
dt5dt6K0(t2, t1; t6, t5)Γ(t6, t5; t4, t3) .
(V.18)
Similarly to the BFKL case, the ladder sum is in
the t-channel. The first term on the right corre-
sponds to an inhomogeneous contribution. The
second term corresponds to a convolution of the “2-
particle irreducible” kernel,, K0(t2, t1; t6, t5), with
the connected full amplitude, Γ(t6, t5; t4, t3). Al-
though the solution can also be expressed formally
in an iterative sum, Eq. (V.16), it is important
to emphasize that the integration is over all val-
ues of t5 and t6. Some regions do not correspond
to physical scattering, with K0 taking on negative
values. Reparametrization invariance dictates that
K0(t2, t1; t6, t5) is a function of a cross ratio. For
SYK like models, define
K0 = (1/α0(q))
( t21t65
t25t61
/
t15t62
t25t61
)2/q
= (1/α0(q))
( τk
1− τk
)2/q
, (V.19)
where α0(q) =
2piq
(q−1)(q−2) tan (pi/q) , with 4 ≤ q <
∞. We have expressed K0, which is derived in
an Euclidean treatment, such that K0 > 0 over
the physical region of 0 < τk < 1. As mentioned
above, it is necessary to treat different kinematic
regions differently, as done in [35]. However, we are
interested in treating this as a generic scattering
problem for 1-d CFT, but will not address here
the question of how this type of model can arise
from a more fundamental perspective 45.
The structure of the integral equation for Im Γ is
the same as for the full amplitude Γ, except the in-
tegration region in Eq. (V.18) has to be restricted
to the physical region. For 1-d, it is possible to
express both Γ and Im Γ in terms of a single cross
ratio. We will initially adopt τ , Eq. (V.2), as the
independent variable and use the ansatz described
at the beginning of Sec. V A. For the integrand in
Eq. (V.18), we can construct invariants analogous
to τ : τk =
t21t65
t25t61
and τ ′ = t65t43t63t45 . In terms of these
invariants
dt5dt6 → dτkdτ
′
√
D
, (V.20)
where the Jacobian is given by D(τ, τ ′, τk) =
4(τ−2 + τ−2k + τ
′−2) + 4((ττ ′)−2 + (τ ′τk)−2 +
(ττk)
−2) − 6(τ−1 + τ−1k + τ ′−1) + 3. The restric-
tion to the physical region, for Im Γ, corresponds
to enforcing the constraint D ≥ 0.
As discussed in Sec. V A, a more symmetric
treatment for the physical scattering region can be
carried out by working with variable w = 2−ττ ,
with s-channel physical region 1 < w < ∞ and
correspondingly −∞ < w < −1 for the u-channel.
More directly, it can be shown that
w =
2− τ
τ
=
t212 + t
2
34 − (t¯12 − t¯34)2
2t12t34
. (V.21)
where t¯ij = (ti + tj). Again, for the integrand in
Eq. (V.18), we can construct
wk =
2− τk
τk
=
t212 + t
2
56 − (t¯12 − t¯56)2
2t12t56
w′ =
2− τ ′
τ ′
=
t256 + t
2
34 − (t¯56 − t¯34)2
2t56t34
, (V.22)
with 1 < wk < ∞ and 1 < w′ < ∞ for s-channel
physical regions and −∞ < wk < −1 and −∞ <
w′ < −1 for u-channel physical regions, for 1+5→
45 In moving to a Minkowski setting, the kernel should ac-
quire an additional phase. We will return to this question
below.
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2+6 and 5+3→ 6+4 processes respectively. The
region will further be restricted by the requirement
that the Jacobian of transformation from t5 and t6
to wk and w
′ be real. It is not difficult to check that
the Jacobian is given by dt5dt6 → dwkdw
′√
D¯(w,wk,w′)
,
where D¯(w,wk, w
′) takes on a standard form of a
“triangle function”,
D¯(w,wk, w
′) = w2 + w2k + w
′2 − 1− 2wwk w′ .
(V.23)
The condition of integrating over physical re-
gion corresponds to D¯(w,wk, w
′) > 0, with 1 <
|w′|, |wk| < w. The condition for physical scat-
tering, designated by θ+(D¯), further restricts 1 ≤
wk, w
′ ≤ w, with contributions from u-channel,
−∞ < wk, w′ < −1, folded into the 1 < wk, w′ <
w by symmetry. Introducing Lorentz boost param-
eters, coshβ = w, coshβk = wk and coshβ
′ = w′,
the constraint due to the Jacobian can also simply
be expressed as a triangle inequality, 0 < βk+β
′ ≤
β, which respects the proper time-ordering. It fol-
lows that the integral equation for Im Γ(w), Eq.
(V.16), in the s-channel physical region can be ex-
pressed as
Im Γ(w) = Im Γ1(w)
+
w∫
1
w∫
1
dwkdw
′ θ
+(D)√
D
K˜0(wk) ImΓ(w
′),
(V.24)
which is one of our key results.
Let us turn next to the integral kernel K˜0(wk)
and its relation to the corresponding kernelK0(wk)
for the full amplitude. In higher dimensions, K˜0
would be appropriate discontinuities of K0 across
various physical regions. For CFT, these discon-
tinuities are all equal, up to a constant numerical
factor. We will therefore replace K˜0 in Eq. (V.24)
by K˜0(wk) = C K0(wk). with K0 real and positive,
given by Eq. (V.19), in the s-channel scattering
region of 1 < wk < ∞. For 1-d, to keep track
of the contributing phases, we need to take ac-
count of time-ordering across two edges of the lad-
der. Denote the signs for t53 and t64 by ±. There
are 4 distinct time orderings: (++), (−−), (+−),
and (−+), which contribute to Im Γ(w) in the s-
channel 46. For SKY-like models, the combined
contribution becomes C = (e−ipi/q+eipi/q)(e−ipi/q+
eipi/q)∗ = 4 cos2(pi/q), with C real and positive.
This amounts to adopting an approach using a re-
tarded propagator, as done in [37]. It follows that
K˜0(wk) =
21+1/q(q − 1)(q − 2)
q2Γ(1 + 2/q)Γ(1− 2/q)
× (wk − 1)−2/qθ(wk − 1) . (V.25)
This shall serve as our ansatz for SYK-like models.
2. Diagonalization:
We proceed first to a general solution to this
integral equation for ImΓ(w), Eq. (V.24), taking
advantage of our analysis in Sec. V A. Just like
the situation for d ≥ 2, we will consider the class
of problems where Γ(−w) = −Γ(w) and Γ(w) is
polynomially bounded as w → ∞. It follows that
Im Γ(w) can be represented by an inverse Mellin
transform, Eq. (V.7). A similar representation
can be written for the kernel,
K˜0(wk) =
L0+i∞∫
L0−i∞
d`
2pii
(2`− 1)k(`)P`−1(wk).
(V.26)
and also for the inhomogeneous term, Γ1. The
inversion formula is given by Eq. (V.9), and, for
the kernel and the inhomogeneous term,
k(`) =
∞∫
1
dwQ`−1(w) K˜0(w) , (V.27)
A1(`) =
∞∫
1
dwQ`−1(w)Im Γ1(w) (V.28)
We emphasize again, for both A1(`) and k(`), the
integrals are over the physical regions only. With
46 In contrast, for the integral equation for the full am-
plitudes, depending on the counting schemes, there are
many more configurations to consider in an Euclidean
treatment [35, 37].
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k(`) given by a single integral, Eq. (V.27), this is
a significant simplification when compared to the
comparable treatment involving the full amplitude,
Γ [35, 37].
Let us apply the integral transform∫∞
1
dwQ`−1(w) to Eq. (V.24). The left-
hand side leads to A(`). With the help of the
identity [108–110]
∞∫
1
dw√
D(w,wk, w′)
θ(+)(D)Q`(w) = Q`(wk)Q`(w
′)
(V.29)
valid for Re ` > 1, the non-trivial term on the right
can be diagonalized as k(`)A(`), thus leading to
A(`) = A1(`) + k(`, q)A(`). (V.30)
The ability to reduce the integral equation, Eq.
(V.24), to an algebraic equation by a rather
straight-forward analysis is another one of our key
results. This process is analogous to that carried
out in [108–110]. The treatment here corresponds
to an harmonic analysis by non-unitary represen-
tation of SO(1, 1).
From this diagonalized equation, the partial-
wave amplitude A(`) can be found simply,
A(`) =
A1(`)
1− k(`, q) (V.31)
with k(`) given by Eq. (V.27). This in turn allows
one to recover ImΓ via Eq. (V.7) and/or the full
amplitude Γ more directly from via Eq. (V.5).
3. Identifying the Leading Intercept `∗
The leading effective spin, `eff , corresponding
to the rightmost singularity of A(`), can be found
by the condition
k(`eff , q) = 1, (V.32)
where k(`) is given by Eq. (V.27). Let us focus on
SYK-like models where the kernel K˜0(w) is given
by Eq. (V.25). This leads to
k(`, q) =
21+2/q(q − 1)(q − 2)
q2Γ(1 + 2/q)Γ(1− 2/q)I(`, q) , (V.33)
where we have exhibited its dependence on the pa-
rameter q, with I(`, q) given by a single integral
I(`, q) =
∞∫
1
dw (w − 1)−2/q Q`−1(w). (V.34)
This integral converges for 0 < 1 − 2/q < Re ` at
w = 1 and w = ∞. Therefore, k(`, q) is analytic
to the right of Re ` = 1− 2/q.
It is easy to check that k(2, q) = 1, thereforeA(`)
has a pole at ` = 2. This can also be verified by
evaluating I(2, q) =
∫∞
1
dw (w − 1)−2δ Q1(w) via
a contour integral. For general `, 0 < 1 − 2/q <
Re `, the integral I(`, q) can also be evaluated ex-
plicitly by expanding Q`−1(w) and summed up to
I(`, q) = 2−2/q(Γ(1− 2/q))2 Γ(`−1+2/q)Γ(`+1−2/q) . This leads
to
k(`, q) =
Γ(3− 2/q)
Γ(1 + 2/q)
Γ(`− 1 + 2/q)
Γ(`+ 1− 2/q) , (V.35)
which agrees with that found earlier [35–37]. The
amplitude A(`) is thus
A(`) =
Γ(1 + 2/q)Γ(`+ 1− 2/q)
Γ(1 + 2/q)Γ(`+ 1− 2/q)− Γ(3− 2/q)Γ(`1 + 2/q)
×A1(`) . (V.36)
As a further check, for ` = 2(n + 1), n = 1, 2, · · · ,
with q = 4, and A1(`) = k(`),
A(`) = 6
(n+ 3/4)2
n
, (V.37)
which agrees with Eq. (4.23) of [35], up to a nor-
malization constant. Note that A(`) is singular at
n = 0, corresponding to `eff = 2.
Since k(`, q) is monotonic in Re ` and vanishing
at Re ` =∞, `eff = 2 is the leading singularity to
the right of Re ` = 1. From Eq. (V.7), one has, as
w →∞,
Im Γ(w)→ γ w +O(w1−2/q). (V.38)
with γ given by residue of A(`) at ` = 2. Correc-
tions to the leading order comes from a singularity
at ` = 1 − 2/q, driven by the Born term, Im Γ1.
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For the full amplitude, Eq. (V.38) corresponds to
having a leading behavior
Γ(w) '− pi−1γw[log(1− w) + log(w − 1)]
+ γ′w +O(w1−2/q), (V.39)
with γ′ given by residue of (`−2)A(`) at ` = 2. The
emergence of log is perhaps puzzling. It is math-
ematically necessary due to the fact that Im Γ(w)
grows linearly with w. This is also related to the
fact that Eq. (V.37) is singular at n = 0. To clarify
this issue further, we turn next to a brief discus-
sion on the continuation into the region |w| < 1,
conformal symmetry breaking, and stringy correc-
tions.
C. Analyticity and Corrections
Let us end this section with several additional
comments.
a. Hilbert Space Treatment: Our treatment
for Im Γ(w) can be framed in the context of an
harmonic analysis over the non-compact group,
SO(1, 1), as carried out in Appendix E. We be-
gin first with a spectral analysis over the Hilbert
space of square-integrable functions over the inter-
val (1,∞), Sec. E 1. The framework is next ex-
tended to allow functions which are polynomially
bounded at w =∞, in Sec. E 2, leading to the rep-
resentation (V.6-V.7). As explained in [108–110],
this can be regarded as an harmonic analysis by
non-unitary representation of SO(1, 1).
Let us contrast our scattering treatment with
other related Euclidean treatments, for example
that of [35, 37], which can also be framed in a
Hilbert space treatment. In [37], one first consid-
ers the space of functions defined over 0 < τ < 2,
which corresponds to 0 < w < ∞. It is then
extended to the whole range in τ by symmetry.
With w = (2 − τ)/τ , this corresponds to reflect-
ing w ↔ −w, leading to the whole range −∞ <
w <∞. As a consequence, eigenfunctions contain
log-singularities at τ = 1 (w = 1). In contrast, our
eigenfunctions, (E.5)-(E.6), are defined over the in-
terval (1,∞). In order to extend their treatment to
include functions which are more singular at τ = 1,
e.g., (τ − 1)−N , N > 0, (∼ |w|N as |w| → ∞), it is
implicit that an extension of the standard spectral
analysis also has to be made. Therefore, our treat-
ment here is in some sense no less general than
that carried out in [35, 37].
b. Continuation to Euclidean Region: Given
Im Γ(w), for the region 1 < |w| < ∞, let us ex-
amine the specification of the full amplitude Γ(w).
From Eq. (V.10), it is possible to extend Γ(w) to
the complex w-plane, as a real analytic function
with branch cuts for 1 < |w|. For the case of Eq.
(V.38), one can initially choose 2 < L0 < 4. In
continuing to the region −1 < w < 1, the contour
can be closed to the right, Eq. (V.11), arriving at
Γ(w) = A¯2 w +
∑
2<`, even
(2`− 1)A(`)P`−1(w)
= A¯2 w +
∑
3≤¯`, odd
(2¯`+ 1)A¯`+1 P¯`(w)
(V.40)
In closing the contour, one finds Im Γ(w) = 0 in the
region |w| < 1, as indicated earlier. In the first line
on the right, A¯2 a constant, is a priori unspecified.
The second line is a re-write of the first, with ¯` =
` − 1 and A¯`+1 summed only over ¯` odd integers.
This is precisely the ordinary Legendre expansion
for square-integrable functions over (−1, 1) where
Γ(w) = −Γ(−w).
Under normal circumstance, the sum over ¯` can
be extended to ¯` = 1, with A¯2 = 3A(2) given by
the analytic continuation of A(`) to ` = 2. How-
ever, this is not a necessity 47. For SYK-like mod-
els, the situation is more robust since A(`) has
a pole at ` = 2. From Eq. (V.5), there is a
double-pole at ` = 2, leading to logrithmic behav-
ior. Lastly, we note that Eq. (V.40) can again be
47 In a traditional Regge treatment, if this were to happen,
it would correspond to the theory not being uniquely de-
fined by the analytic S-Matrix [99], A(`) would contain
a Kronecker-delta term, and the theory would require
“Castillejo-Dalitz-Dyson” (CDD) poles. See [111] for a
historical discussion.
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converted to a symmetric function, T (w) , via Eq.
(V.12).
c. Conformal Symmetry Breaking: The exis-
tence of a pole at ` = 2, as explained in [35, 37],
is due conformal invariance, and it corresponds
to the existence of a goldstone mode. For SYK
models, this mode is unphysical and should be re-
moved. There are several scenarios to consider.
One possibility is simply to define the theory with
this mode removed. For example, in Eq. (V.40),
setting A¯2 = 0, as is done in [35]. In this case, it
is possible to reverse the procedure in re-summing
Eq. (V.40) for the limit w → ∞, leading to Eqs.
(V.38) and (V.39) with γ = 0. Analytically, this
can be accomplished by introducing an extra zero
to A(`), e.g., A(`) ∼ ` − 2, leading to γ = 0 and
γ′ 6= 0. This will not alter the eigenvalue condi-
tion for k(2, δ) = 1. As a consequence, this “weak
breaking” scenario does note alter the feature that
`eff = 2; it leads to a situation where the log term
in Eq. (V.39) is removed. A stronger modification
to the kernel is required in order to change `eff
from 2.
d. Stringy Corrections: On the other hand,
the model can be embellished by considering
stringy corrections as discussed in [37], and, more
generally, in [30]. In this case, one has `eff < 2,
which leads to
Γ(w)→ γ′ [− (1− w)`ell−1 + (w − 1)`ell−1]
+O(w1−2/q), (V.41)
as w → ∞. It follows that the log-term in
Eq. (V.39) is again removed. In analogy with
N = 4 YM, it is tempting to refer to this sin-
gularity as due to stringy corrections, as the 1-d
Pomeron [112]. However, as discussed in the next
section, thermal effects must be taken into account.
VI. DISCUSSION AND SUMMARY
In this paper we have focused on scattering in
CFTs, for example off-shell photon-photon scat-
tering, through an OPE with Minkowski confor-
mal blocks. We review the major results here and
discuss future connections and applications.
This paper consists of three main components.
The first part, directly defining and calculating
MCB, is shown in Secs. III. MCB are solutions to
the quadratic Casimir for the product of scalar con-
formal primaries. We show how “scattering along
light-cones”, also realized by taking a double light-
cone limit as discussed in Sec. II, selects a natural
basis for MCB satisfying a different set of bound-
ary conditions from that for Euclidean conformal
blocks. Due to the difference in boundary con-
ditions, MCB are not given by a direct analytic
continuation but only related to the ECB.
In an Euclidean setting, the DLC limit involves
a single scale, dilatation, leading to a single scaling
limit. In a Minkowski setting, there are two scal-
ing limits: dilatation and boost. The dilatation
limit is characterized by a parameter σ →∞, and
the second scaling limit, w →∞, is analogous to a
Lorentz boost. Dilatation leads to scaling depen-
dent on the conformal dimension ∆, Eq. (II.23),
while the Lorentz boost leads to a dependence on
an effective spin `eff , Eq. (I.16). When a 4-point
correlator is expressed in terms of invariant cross
ratios, for example F (u, v) in Eq. (I.2), these two
scaling limits allow one to explore the consequence
of the residual symmetry, O(1, 1)×O(1, 1).
The second part deals with the application of
Minkowski OPE for formal scattering processes.
We explain how a t-channel OPE leads to a de-
scription for s-channel scattering amplitudes in
terms of contributions from t-channel conformal
primaries. In the DLC limit, the leading contri-
bution comes from the stress-energy tensor. For a
realistic phenomenological treatment, stringy, and
sometimes thermal, corrections must be included.
This requires summing contributions from the t-
channel OPE via the Sommerfeld-Watson trans-
formation. This is discussed in Sec. IV, leading to
a complex `-plane representation, (I.14), as well as
a double-Mellin representation in complex-∆ and
complex-`, Eq. (IV.8).
The third part turns to specific applications.
The simplest phenomenological application, which
directly explores the residual SO(1, 1) × SO(1, 1)
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symmetry, is Deep Inelastic Scattering (DIS). Both
formal and phenomenological aspects, like the
BFKL program, are summarized in Appendix D.
In Sec. V we focus on scattering for 1-d SYK-like
models. We show how MCB can be used to sim-
plify the dynamics for these models and how the
leading effective spin, associated with the chaos
bound, can be identified.
We conclude here with a more detailed discus-
sion on how stringy correction to `eff for SYK-like
models can be framed through AdS/CFT along
the formalism introduced in [11–13]. This issue
has been previously addressed in [30] and [37, 38].
We add further discussion by exploring the conse-
quences of SO(1, 1) × SO(1, 1) symmetry via the
spectral curve, ∆(`), for the leading twist confor-
mal primaries interpolating the stress-energy ten-
sor. This was explored in Sec. IV.
The importance of spectral curve for scatter-
ing in CFT can best be illustrated via DIS. It
is well known that anomalous dimensions of the
leading twist-2 conformal primaries of conformal
dimension ∆ and spin `, O∆,`, controls the large
q2 dependence for the moments of structure func-
tions. For example, for F2(x, q
2), for q large,
M` =
∫ 1
0
x`−2F2(x, q2)dx ∼ q−γ` , as in Eq. (D.16),
where γ` = ∆(`) − ` − d/2. Due to crossing sym-
metry, only even ` enters. (See Appendix D for
kinematic details.) The positivity constraint, Eq.
(D.9), for general d, leads to ∆(`)) ≥ d/2. The sec-
ond scaling is related to the limit x→ 0 (Eγ →∞).
Again, for F2, this leads to Eq. (D.14). The effec-
tive spin can be found by solving an eigenvalue con-
dition Eq. (I.16) [11, 13], which can be expressed
more explicitly as ∆(`eff ) = 2, which saturates
the positivity bound.
It is useful to provide additional discussion on
the importance of the spectral curve, ∆(`), for the
leading twist conformal primaries interpolating the
stress-energy tensor. This is most illuminating in
the context of the AdS/CFT. In Sec. IV C, we have
shown how, for string theories, world-sheet confor-
mal invariance can be enforced by L0 = L¯0 = 1.
This constraint can be enforced by performing a
spectral analysis for the propagator G =
δL0,L¯0
L0+L¯0−2 ,
from which ∆(`) can be extracted. Due to confor-
mal invariance, it is symmetric under
∆(`)↔ d−∆(`) , (VI.1)
for general d. (See Fig. I.2, for d = 4.) In terms of
the Poincare patch, this follows simply from z ↔
z−1 symmetry.
In flat space, this propagator, in a momentum
space representation, leads to the Regge trajectory
interpolating the graviton, G(t, `) = 1`−2−(α′/2) t ,
i.e. `(t) = 2 + α′t/2, with mass-shell condition
corresponding to poles for even ` = 2n, n =
1, 2, · · · . Consider next strings propagating over
AdS5. In the weak curvature limit, this turns
G(`) into, as a differential operator [11], G(`) =
1
`−2+(α′/2R2ads)∇2(`)
, where α′/R2ads = 1/
√
λ and
∇2(`) is the tensor Laplacian. For ` ' 2, after
a similarity transformation, ∇2(`) reduces to the
scalar Laplacian, ∇20, with eigenvalue (d/2)2 + ν2,
−∞ < ν <∞, leading to a spectral representation
in `,
G(`) =
∞∫
−∞
dν
2pii
|ψ(ν〉〈ψ(ν)|
`− 2 + (1/2√λ)(ν2 + d2/4)
(VI.2)
This corresponds to a continuous spectrum, −∞ <
` < `eff , with `eff = 2 − d28√λ , i.e., a branch
cut in the complex `-plane over (−∞, `eff ). With
∆ = d/2+ iν, this corresponds to the desired spec-
tral curve 48, i.e., for d = 4, Eq. (IV.10), with
B(λ, `) ' √2λ1/4. More explicit spectral analysis
can be carried out in a momentum representation,
with t = −(p1 − p2)2, given by (B.7).
An alternative spectral representation in t can
also be obtained in terms of regular Bessel func-
tion, (B 2). At integral `, they correspond to mo-
mentum space representation of bulk-to-boundary
48 For N = 4 SYM, by taking advantage of integrabililty,
Eq. (IV.10) represents a systematic expansion at strong
coupling and low spin. Using this approach it has been
possible to calculate the Pomeron and Odderon, associ-
ated with the anti-symmetric tensor, Bµν , intercepts to
several high orders in 1/
√
λ [19].
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propagators. In the DLC limit where p1− p2 ' q⊥
is asymptotically transverse, performing a 2-dim
Fourier transform, one finds, up to a factor of (zz¯)2
in reducing to scalar propopagator,
G(cosh ξ, `) =
e−(∆(`)−2)ξ
sinh ξ
(VI.3)
with cosh ξ = (z2 + z¯2 + b2⊥)/2zz¯, i.e., a formal
solution expressible in terms of geodesic ξ on H3.
At ` = 2 and d = 5, other than the extra factor
(zz¯)2, this is nothing but the scalar AdS3 bulk-to-
bulk propagator.
Let us turn next to thermo-CFT-correlators and
treat it similarly via AdS/CFT by considering a
black-hole background. For d ≥ 3 we can write
the metric as [113],
ds2 =
R2eff
z2
[(1− zd+1)dτ2 +
d∑
i=1
dx2i
+ (1− zd+1)−1dz2] (VI.4)
where we have scaled the horizon to z = 1. A simi-
lar spectral analysis in t and in ` can be carried out,
extending the treatment of [114]. Interestingly, the
spectral in t is now discrete, with t = m2n > 0,
n = 0, 1, · · · , and is analytic for t < 0,
G(t, β, z, z¯, `) =
∑ Ψn(z, `)Ψ∗n(z¯, `)
m2n(`)− t
. (VI.5)
For ` = 2, these correspond to tensor glueballs
calculated in [114]. There is a finite mass gap,
with m20 > 0.
For t > 0, the spectrum in ` is also discrete for
` > 0, which, when combined with Eq. (VI.5),
leads to Regge trajectories, `n(t), n = 0, 1, · · · .
However, for t < 0, the t-dependent term in
the Laplacian turns repulsive, and the spectrum
in ` is continuous. This leads to branch cut at
(−∞, `eff ),
`eff = 2− (d/2)2/2
√
λeff (VI.6)
where we have introduced an effective ’t Hooft cou-
pling, λeff ≡ (Reff/`string)4. (This branch cut
also persists for t > 0.) A similar expression for
`eff has also been arrived in [30] and [37]. In par-
ticular, [37] finds that λeff should be temperature
dependent. We defer to a future study on how our
analysis can be framed accordingly [115].
We end by pointing out that we have focused in
Sec. V, on the large w behavior for Im Γ, with the
real part given by dispersion relation. However,
in “lifting” the model to higher dimensions, the
relation between the real part and the imaginary
part becomes more complex. In [13], in the Regge
limit, it was pointed out that the limit of large s
and large impact parameter, b, do not commute.
Our study here takes the limit s large before b is
allowed to be large, corresponding to the limit u→
0 with (1− v)/√u initially fixed. It is nevertheless
interesting to examine the large s limit, but fixed,
and taking b large. In that case, one regains the
single gravity exchange, with a cutoff in impact
space controlled by the lowest tensor glueball mass,
m0,
G(~b, z, z¯, ` = 2) ∼ e−m0|~b| (VI.7)
with m0 scaled by the inverse temperature β [13].
It is equally important to recognize that this mass
does not directly determine 49 the stringy correc-
tion to `eff .
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Appendix A: More on DLC Kinematics
Here we provide more detail on many of the spe-
cific kinematic details, notations, and conventions,
that are used throughout the main text.
1. Channels
An unfortunate side effect of a long history of
literature is that similar syntax confusingly gets
used to refer to different things. In an effort to
clear up confusion, in this brief appendix we would
like to highlight two different uses of the channel
of a scattering process that are used in the text.
We refer to the channel of a scattering process, for
example s-channel scattering, as a reference to in-
coming and outgoing particles. Once a scattering
channel is defined, the rest follow. This can be seen
in Fig.A.1. A single scattering process can be writ-
ten in terms of different OPE combinations as seen
in Fig.A.2. Note that in a CFT, these contribu-
tions are not summed; a single OPE prescription
describes the entire correlation function. Finally
we note that the s-channel process and u-channel
process can involve a similar t-channel OPE struc-
ture as in Fig.A.3.
2. Rindler Coordinates for the DLC Limit
In this Appendix, we review the Rindler-like hy-
perbolic coordinate parametrization which is used
extensively in Sec. II. We consider here s-channel
scattering approaching the DLC limit.
Consider LC coordinates, x = (x+, x−;x⊥),
x± = x0 ± xL. Our convention for different time
FIG. A.1. (top) s-channel scattering, (middle) t-
channel scattering, and (bottom) u-channel scattering.
FIG. A.2. s-channel scattering involving (top) an s-
channel OPE, (middle) a t-channel OPE, and (bottom)
a u-channel OPE.
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FIG. A.3. The t-channel OPE for the (top) s-channel
scattering process and (bottom) u-channel scattering
process are related.
signatures is
x · y =
{
− 12 (x+y− + x−y+) + x2⊥ Minkowski
1
2 (x
+y− + x−y+) + x2⊥ Euclidean.
(A.1)
For the Minkowski case, x space-like implies
x2 = −x+x− + x2⊥ > 0 and x+x− < 0. For a
4-point Minkowski correlator, LC components can
be parameterized by a conformal virtuality, Eq.
(II.3), and conformal rapidity, Eq. (II.4)
x1 =(−r1ey1 , r1e−y1 ;x1,⊥) ,
x2 =(r2e
y2 ,−r2e−y2 ;x2,⊥) ,
x3 =(r3e
−y3 ,−r3ey3 ;x3,⊥) ,
x4 =(−r4e−y4 , r4ey4 ;x4,⊥) , (A.2)
where the time and longitudinal coordinates are
explicitly,
x01 = −r1 sinh y1, xL1 = −r1 cosh y1,
x02 = r2 sinh y2, x
L
2 = r2 cosh y2,
x03 = −r3 sinh y3, xL3 = r3 cosh y3,
x04 = r4 sinh y4, x
L
4 = −r4 cosh y4. (A.3)
Sending all rapidities yi →∞, with xi⊥ fixed, leads
to (II.2).
a. Relating to Invariant Cross Ratios for General d:
For invariants, we have, for general d, with trans-
verse coordinates x⊥,i kept for d > 2,
u =
x212x
2
34
x213x
2
24
=
[cosh y12 +R(1, 2)][cosh y34 +R(3, 4)]
[cosh y¯13 +R(1, 3)][cosh y¯24 +R(2, 4)]
(A.4)
v =
x223x
2
14
x213x
2
24
=
[cosh y¯23 −R(2, 3)][cosh y¯14 −R(1, 4)]
[cosh y¯13 +R(1, 3)][cosh y¯24 +R(2, 4)]
(A.5)
where
yij = yi − yj , y¯ij = yi + yj , bij = x⊥i − x⊥j ,
R(i, j) =
r2i + r
2
j + b
2
ij
2rirj
. (A.6)
To simplify the discussion, we will adopt a frame
where xi,⊥ = x2,⊥ and x3,⊥ = x4,⊥, i.e., b12 =
b34 = 0, with b⊥ = x1,⊥ − x3⊥ as the relative sep-
aration between (1, 2) and (3, 4) in the transverse
impact space.
In terms of the global rapidity y and virtuality
ri for each coordinate, cross ratios u and v take
on relatively simple forms, For all yi taking on a
global value y, thus yij = 0 and y¯ij = 2y,
u =
x212x
2
34
x213x
2
24
=
[(r1 + r2)
2/(r1r2)]
(e2y + 2R(1, 3) + e−2y)]
,
× [(r3 + r4)
2/(r3r4)]
[(e2y + 2R(2, 4) + e−2y)]
(A.7)
' (√r1 +√r2)2(√r3 +√r4)2 e−2y +O(e−4y),
(A.8)
v =
x223x
2
41
x213x
2
42
=
[e2y − 2R(1, 3) + e−2y]
[e2y + 2R(2, 3) + e−2y]
,
× [(e
2y − 2R(2, 4) + e−2y)]
[e2y + 2R(1, 4) + e−2y)]
(A.9)
' 1 +O(e−2y), (A.10)
where the transverse separation enters through
R(i, j). In the case of two pairs of equal virtuality,
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r1 = r2 and r3 = r4, these can further be simpli-
fied, leading to (II.5). The limit u → 0 can there-
fore be achieved either by y →∞ or ri → 0, or by
b2⊥ → ∞ first. For near-forward scattering, or the
DLC limit, we consider the first scenario of y →∞
with ri and b
2
⊥ fixed. The limit u → 0 therefore
exploits the scaling limit of Lorentz boost.
It is straight forward to calculate the combina-
tion 1−v+u
2
√
u
. The physical region is constraint to
satisfy
1− v + u ≥ 2√u (A.11)
As an illustration, we consider the limit where r1 =
r2 and r3 = r4, where one finds
1− v + u
2
√
u
=
2 cosh(2y)R(1, 3) + 4
2 cosh(2y) +R(1, 3)
, (A.12)
leading to (II.15) in the limit y →∞.
b. d = 1
By keeping only time components x
(0)
i , from
(A.3), one has for cross ratios,
u =
x212x
2
34
x213x
2
24
=
(r1 sinh y1 + r2 sinh y2)
2
r1 sinh y1 − r3 sinh y3)2 ,
× (r3 sinh y3 + r4 sinh y4)
2
(r2 sinh y2 − r4 sinh y4)2
v =
x223x
2
41
x213x
2
42
=
(r2 sinh y2 + r3 sinh y3)
2
(r1 sinh y1 − r3 sinh y3)2
× (r1 sinh y1 + r4 sinh y4)
2
(r2 sinh y2 − r4 sinh y4)2 . (A.13)
It is easy to check that equality for (A.11) holds,
leading to (1−√u)2 = v, or 1 = √u±√v. There-
fore, only one cross ratio is independent.
Since each coordinate now has only a single com-
ponent, we consider cross ratios defined in (V.2).
From (A.3), keeping parametrization for ti = x
(0)
i ,
one has
τ =
t21t43
t23t41
=
(r1 sinh y1 + r2 sinh y2)
(r2 sinh y2 + r3 sinh y3)
,
× (r3 sinh y3 + r4 sinh y4)
(r1 sinh y1 + r4 sinh y4)
,
τc =
t13t42
t23t41
=
(r1 sinh y1 − r3 sinh y3)
(r2 sinh y2 + r3 sinh y3)
× (r2 sinh y2 − r4 sinh y4)
(r1 sinh y1 + r4 sinh y4)
. (A.14)
One easily checks that
τ + τc = 1 . (A.15)
As expected, there is only one independent cross
ratio. Lastly, for Eq. (V.3), one has
w = 1+
+ 2
(r3 sinh y3 − r1 sinh y1)(r4 sinh y4 − r2 sinh y2)
(r2 sinh y2 + r1 sinh y1)(r4 sinh y4 + r3 sinh y3)
(A.16)
For either t3 < t1 < t2 < t4 or t1 < t3 < t4 < t3,
one has 1 < w <∞.
Appendix B: Scattering in CFT and
Holography
In order to infer the desired boundary condition
for Minkowski conformal blocks, (I.12), we need
to consider scattering amplitudes at high energy
and large but fixed impact separation. The am-
plitude, in a “shock-wave” 50 treatment, can be
characterized by an eikonal phase, χ(s,~b, z12, z34).
At a large impact separation, χ(s,~b, z12, z34) is
small and can be treated perturbatively, i.e., Eq.
(II.19). This representation can also be interpreted
holographically as scattering in the AdS bulk [11–
13, 18]. Here we provide a short summary, follow-
ing that done in [19], with some notational changes
adopted in the current paper.
50 The shockwave set up was originally formulated by ’t
Hooft and Dray [116, 117].
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1. Impact Parameter Representation and
Holography
Consider the Fourier transform of the connected
correlation function defined in (I.2),
〈O1(p1)O2(p2)O3(p3)O4(p4)〉c
= (2pi)4 δ(4)
(∑
pj
)
i T (p1, p2, p3, p4). (B.1)
The amplitude T (pj) can be expressed as a func-
tion of Mandelstam invariants s, t, and p2j . The
Regge limit corresponds to s large, which defines
a light-cone direction, with t < 0 and p2j fixed. In
this limit, the momentum transfer is asymptoti-
cally transverse, with t = (p1 + p2)
2 ≈ −q2⊥. In a
coordinate representation, this corresponds to the
DLC limit, discussed in Sec. II and explained fur-
ther in Appendix A 2. Using conformal symmetry,
it is possible to express the amplitude T (pj) as
T (s, t, p2i ) ≈
∫
dz
z5
dz′
z′5
Φ1(z, p
2
1)Φ2(z, p
2
2)K(s, t, z, z¯) Φ3(z¯, p23)Φ4(z¯, p24) ,
(B.2)
where K(s, t, z, z¯) corresponds to a Pomeron-Regge
kernel which in the Regge limit admits an impact
parameter representation, [14–17]
K(s, t, z, z¯) = (zz¯)2s
∫
d2b⊥
4pi2
eiq⊥ · b⊥F(S, σ0) ,
(B.3)
with b⊥ the two-dimensional impact parameter.
The amplitude F(S, σ0) encodes all dynamical in-
formation and, due to conformal symmetry, de-
pends only on the variables S = zz¯s and σ0 '
z2+z¯2+b2⊥
2zz¯ , (II.8). It is important to note that the
conformal representation (B.3) of the amplitude
is valid for any value of the coupling constant,
since it relies only on conformal invariance. The
same representation was obtained through direct
AdS/CFT considerations, [11–13], leading to an
identical Regge kernel, K(s, b⊥, z, z′). Up to irrel-
evant constants, this kernel is related to T (S, σ0)
by
K(s, b⊥, z, z¯) ∼ (zz¯)2 s F(S, σ0) . (B.4)
The Regge limit is now S →∞ with fixed σ0.
We have therefore two representations of the
correlation function in the Regge limit. One de-
rived from the CFT analysis in position space
F (M)(u, v), given by Eqs. I.2) and (IV.4), and
another from a computation in momentum space
with a clear geometrical interpretation as a scat-
tering process in AdS, given by Eq. (II.19). This
establishes a dictionary, where, in the Regge limit,
FM)(u, v)↔ F(S, σ0)
= N−2 (zz¯)−2s−1K(s, b2⊥, z, z¯). (B.5)
We will also identified, as done in Sec. II, w ≈
2
√
u
−1 ↔ S = zz¯s and 1−v
2
√
u
↔ σ = cosh ξσ0 '
b2⊥+z
2+z¯2
2zz¯ . More details can be found in [19]. It is
also possible to carry out a more formal analysis
in establishing this equivalence [16] and a useful
more recent review can also be found in [30]. It
suffices to emphasize the exact equivalence of the
two approaches to identify the spectral curve, ∆(`)
in Fig. I.2, which serves as the common link be-
tween them.
2. AdSd−1 Bulk-to-Bulk Propagator and the
Pomeron Intercept
A more precise relation discussed above can
best be illustrated by the well-known example
of one graviton-exchange contribution through
AdS/CFT. The contribution is proportional to the
traceless-transverse bulk-to-bulk graviton propa-
gator in AdS5, which can be identified with the
leading contribution to the eikonal, (II.19). In the
near forward limit, the momentum transfer is small
and transverse to the LC, and one finds, the net
contributions reduces to 51,
χ ' (zz¯s)`−1Gads3(σ, `,∆) and
Gads3(σ, `,∆) =
e−(∆(`)−2) ξ
sinh ξ
(B.6)
51 The transition fro AdS5 to AdS3 propagator can be un-
derstood best in a momentum treatment. See [12, 13].
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with ` = 2 and ∆(2) = 4 for graviton in d = 4.
Gads3 is the Euclidean AdS3 scalar propagator for
conformal dimension ∆−1, with σ = cosh ξ related
to the chordal distance.
As explained in Sec. VI, one can begin by re-
stricting the string propagator G =
δL0,L¯0
L0+L¯0−2 on
AdS5 to the graviton sector. In strong coupling,
it can be reduced to that involving scalar AdS
Laplacian 1
`−2+(1/2√λ)∇20
. In a momentum-space
representation, one has ∇20 = ∇20,radial − z2t and
∇20,radial = z5∂zz−3∂z. A self-adjoint spectral
analysis can be carried out in ` with t < 0 and
also in t with ` > 2.
For AdS5, one finds [11–13], with t < 0,
G(t, z, z¯, j)
=
(zz¯)2
R4ads
∫
dν
2pii
Kiν(qz)Kiν(qz¯)
`− 2 + (1/2√λ)(ν2 + d2/4) ,
(B.7)
with d = 4. Here Kiν(qz) is the modified Bessel
function, where q =
√−t, and it corresponds
to the scalar bulk-to-boundary propagator in the
momentum representation. Note that this repre-
sentation can be expressed in form given earlier,
(IV.7). With ∆ = (d/2) + iν and d = 4, this
corresponds to the desired spectral curve, ∆(`) '
2 +
√
2λ1/4
√
`− `eff . Alternatively, one can carry
out a spectral analysis in t, while holding j > 2,
leading to [11–13],
G(`, z, z¯, t) =
(zz¯)2
R4ads
∫ ∞
0
dk2
J∆˜(`)(zk)J∆˜(`)(z¯k)
k2 − t− iε ,
(B.8)
where ∆˜(`) = ∆(`)−2. One finds that G(`, z, z¯, t)
has a continuous spectrum for 0 < t.
Finally in the DLC limit where p1 − p2 = q⊥ is
asymptotically transverse, performing a (d-2)-dim
Fourier transform, one finds
G(z, z¯, `) =
(zz¯)2
R4ads
Gads(d−1)(σ, `,∆) (B.9)
with Gads(d−1)(σ, `,∆) given earlier, i.e., a for-
mal solution expressible in terms of geodesic ξ on
Hd−1. At ` = 2 and d = 5, other than the fac-
tor (zz¯)2R−4ads, this is nothing but the scalar AdS3
bulk-to-bulk propagator. For general `, it corre-
sponds to having AdS mass, m2(`), (I.18).
Appendix C: Minkowski Conformal Blocks
and Analytic Continuation
1. Useful Mathematical Facts
We summarize several useful facts relating to hy-
pergeometric DE. First, differential equation for
associated Legendre functions, Pµν (q) or Q
µ
ν (q), is
(1− q2)d
2P (q)
dq2
− 2q dP (q)
dq
+ [(ν(ν + 1)− µ
2
1− q2 ]P (q) = 0.
(C.1)
We will work here mostly with µ = 0, leading to
either Pν(q) or Qν(q), depending on appropriate
boundary conditions. More generally, Eq. (III.26)
(b), is of the form
(1− q2)d
2P (q)
dq2
− (d− 1) q dP (q)
dq
+m2P (q) = 0.
(C.2)
It can be shown to correspond to the DE for
AdSd−1 propagator, on Hd−1, with geodesics ξ =
cosh−1 q and AdS mass, m. They can be related
to hypergeometric DE by a change of variable. For
instance, in terms of y = q2, it leads to the stan-
dard DE, ε(d) = (d− 2)/2,
y(1−y)d
2F (y)
dy2
+[c−(a+b+1)y]dF (y)
dy
−abF (y) = 0
(C.3)
with a = ε(d)/4 +
√
ε(d)2/4 +m2/2, b = ε(d)/4−√
ε(d)2/4 +m2/2 and c = 1/2.
For general values of a, b, c, the regular solu-
tion at y = 0 is denoted by the standard notation
of 2F1(a, b; c; y) =
Γ(c)
Γ(a)Γ(b)
∑
n
Γ(n+a)Γ(n+b)
Γ(n+c)
yn
Γ(n+1) .
However, we are interested in the region 1 < y <
∞. Two independent solutions can be chosen as
F1,∞(y) = y−aF (a, a− c+ 1, a− b+ 1; y−1)
(C.4)
F2,∞(y) = y−bF (b, b− c+ 1, b− a+ 1; y−1)
(C.5)
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Since ab < 0, adopting the convention a > 0, the
solution where P (q) vanishing at q → ∞ corre-
sponds to F1,∞(q2),
q−2aF
(
a, a+
1
2
, 2a− d− 4
2
, q−2
)
. (C.6)
In particular, for d = 3, this leads to Qν(q), with
ν = −1/2 +√1/4 +m2,
Qν(q) = pi
1/2 Γ(ν + 1)
Γ(ν + 3/2)
(2q)−(ν+1)
× F
(ν + 1
2
,
ν
2
+ 1; ν +
3
2
;
1
q2
)
. (C.7)
Alternatively, in terms of z = (q + 1)/2, the
resulting DE also take on the same form, with
a = ε(d)/2 +
√
ε(d)2/4 +m2, b = ε(d)/2 −√
ε(d)2/4 +m2 and c = (ε(d) + 1)/2. For d = 3,
one has, for 1 < z <∞,
Qν(z) = pi
1/2 Γ(ν + 1)
Γ(ν + 3/2)
(2z)−(ν+1)
× F
(
ν + 1, ν + 1; 2ν + 2;
1
z
)
. (C.8)
This leads to a useful identity in changing vari-
able from z to q = 2z − 1, which, more generally,
corresponds to the identity
F (a, b, 2b, w)
= (1− w
2
)−aF
(a
2
,
a+ 1
2
, b+
1
2
,
w2
(2− w)2
)
.
(C.9)
2. Standard Differential Equation for
Conformal Blocks
The Casimir differential operator,
Dε(a, b)G(u, v) = C∆,`G(u, v) , can be ex-
pressed, either in terms of (x, x¯) or (q, q¯), as a sum
of terms [3], Dε(a, b) = D0(a, b) + D¯0(a, b) + D
ε
1.
The first term involves x or q,
D0(a, b) = x
2(1− x) d
2
dx2
− (a+ b+ 1)x2 d
dx
− abx
(C.10)
= (q2 − 1) d
2
dq2
+ 2(q + a+ b)
d
dq
− 2ab
q + 1
(C.11)
and the same for D¯0(a, b) with x¯ and q¯ replacing
x and x¯n respectively. The mixed term, Dε1, is
Dε1 = 2ε
xx¯
x− x¯
(
(1− x)∂x − (1− x¯)∂x¯
)
(C.12)
= 2ε
1
q − q¯
(
(q2 − 1)∂q − (q¯2 − 1)∂q¯
)
(C.13)
where ε = (d− 2)/2. Here a and b stand for more
general four point function where a = −∆12 and
b = ∆34/2. We will restrict in what follows to the
case where a = b = 0.
Solutions to D0(x)f(x) = λ(λ − 1)f can be ex-
pressed in terms of Hypergeometric functions, i.e.,
with f(x) = xλf¯(x), DE for f¯(x) becomes
x(1−x)f¯ ′′(x)+(2λ−(2λ+1)x)f¯ ′(x)−λ2f¯(x) = 0 ,
(C.14)
i.e., again in the hypergeometric form, Eq. (C.3).
A general solution can be expressed as
f(x) = a k2λ(x) + b k2(1−λ)(x) (C.15)
where
k2λ(x) = x
λ
2F1(λ, λ; 2λ;x). (C.16)
The corresponding differential equation in terms
of variable q is
(1− q2)d
2g(q)
dq2
− 2q dg(q)
dq
+ λ(λ− 1))g(q) = 0
(C.17)
with boundary condition specified at q →∞. This
is precisely that for Legendre function of the sec-
ond kind, Eq. (C.3). A general solution can also
be expressed in terms hypergeometric funvtions,
e.g., k˜2λ(q), Eqs. (III.11-III.12). Eq. (C.3), valid
for |q| > 1, is particularly useful in considering
continuation from 1 < q <∞ to −∞ < q < −1.
3. Comparison with Analytically Continued
Euclidean Conformal Blocks
It has been suggested that Minkowski conformal
blocks are simply an appropriate analytic continu-
ation of Euclidean conformal blocks, which changes
the boundary conditions in Eq. (III.7) from (a) to
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(b). We demonstrate below that Eq. (III.13) and
Eq. (III.14) are not given by a direct analytic con-
tinuation of the corresponding ECB, Eq. (III.15)
and Eq. (III.16).
The discussion for analytic continuation is nor-
mally framed in terms of variables x and x¯. One
can easily transition from (q, q¯) to (x, x¯), with
k2λ(x) = k˜2λ(q), (C.18)
due to the identity, Eq. (C.9), where z = x−1. We
examine more closely here the relation of between
G
(M)
(∆,`)(x, x¯) and G
(E)
(∆,`)(x, x¯) in terms of their ana-
lytic structure in x and x¯. It should be emphasized
that, by treating x and x¯ as independent complex
variables, one necessarily extends beyond the Eu-
clidean limit where x¯ = x∗. For Minkowski limit
both x and x¯ are real but independent. To exam-
ine their possible connection, both x and x¯ are to
be treated as independent complex variables. In
order to make this demonstration explicit, we will
focus on the case of d = 2. The case d = 4 can also
be dealt with explicitly.
It is sufficient to examine the analytic structure
of k2λ(x) as one circles around its branch point at
x = 1, or equivalently, at x = ∞, while holding x¯
fixed. It is useful to expose square-root singulari-
ties at x = 1 and x =∞ by a mapping
ρ =
1−√1− x
1 +
√
1− x =
x
(1 +
√
1− x)2 (C.19)
This map exposes a double-sheet structure (See
ρ
xI
xII
FIG. C.1. ρ plane indicating regions of xI and xII .
Fig.(C.1)). In general ρ maps the first sheet of x,
denoted as the physical sheet, to the region within
the unit circle, |ρ| < 1, and the second sheet in
x, analytically continued through the cut (1,∞),
to the region |ρ| > 1, outside of the unit circle.
For x = 0, on the physical sheet sheet, ρ ' 0.
On the other hand, when continued to the second
sheet, the limit x → xII → 0 maps ρ ' 4/xII →
∞. This map exposes a double-sheet structure. In
general ρ maps the first sheet of x, denoted as the
physical sheet, to the region within the unit circle,
|ρ| < 1, and the second sheet in x, analytically
continued through the cut (1,∞), to the region
|ρ| > 1, outside of the unit circle. For x = 0, on
the physical sheet sheet, ρ ' 0. On the other hand,
when continued to the second sheet, the limit x→
xII → 0 maps ρ ' 4/xII → ∞. Therefore, to
understand the analytic continuation, it is simpler
working directly with the variable ρ.
It is useful to again relate both MCB and ECB
directly to hypergeometric functions. The differen-
tial operator D0 simplifies in terms of ρ. For d = 2
it becomes
D0 =
ρ2
1− ρ2
d
dρ
(1− ρ2) d
dρ
, (C.20)
and the relevant eigenvalue condition becomes
ρ2
1− ρ2
d
dρ
(1− ρ2) d
dρ
= λ(λ− 1)G(ρ) . (C.21)
It is convenient to introduce new notation,
Kα(ρ
2) = k2α(x). From Eq. (C.21), one finds
Kα(ρ
2) = ρα 2F1(1/2, α;α + 1/2; ρ
2). In terms of
Kα(ρ
2), the Minkowski conformal block, for d = 2,
is given by
G
(M)
(∆,`)(x, x¯) = K(1−λ+)(ρ
2
>)Kλ−(ρ
2
<) (C.22)
where ρ< is the small of (ρ, ρ¯), and ρ> the other.
In contrast, for the Euclidean conformal block,
G
(E)
(∆,`)(x, x¯)
= Kλ+(ρ
2)Kλ−(ρ¯
2) +Kλ+(ρ¯
2)Kλ−(ρ
2)
(C.23)
We stress, for both Eq. (C.23) and Eq. (C.22),
we are, for now, restricted to the region |ρ| < 1
and |ρ¯| < 1 so that x and x¯ remain on the physical
sheet. The advantage of using Kα(ρ
2) over k2α(x)
lies in the fact that analytic continuation to the
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second sheet in x simply corresponds to moving
outside of the unit circle, ρ = 1.
Let us focus on the analytic continuation of Eq.
(III.15). For convenience, we will analytically con-
tinue x from the first sheet to the second sheet,
x → xII → 0, with x¯ → 0 on the first sheet. In
terms of Eq. (C.23), this corresponds to taking
ρ → ∞ and ρ¯ → 0. That is, in continuing x from
first sheet to second sheet, x→ xII → 0,
ρ→ ρ∞ = 1 +
√
1− xII
1−√1− xII
=
1
ρ
=
xII
(1−√1− xII)2
→∞. (C.24)
The analytically continued ECB becomes
G
(E,continued)
(∆,`) (xII , x¯)
= Kλ+(1/ρ
2)Kλ−(ρ¯
2) +Kλ+(ρ¯
2)Kλ−(1/ρ
2)
(C.25)
This can be converted via the inversion identity,
Eq. (V.9), to a simpler representation amenable
to expansions about xII = 0 and x¯ = 0. The
continued conformal block consists of four groups
of terms,
G
(continued)
(∆,`) (x, x¯) =
∑
i,1,2,3,4
G
(i)
(∆,`)(x, x¯), (C.26)
each with unique small x and x¯ behavior
G
(1)
(∆,`)(x, x¯) ∼ (
√
xx¯)(1−`) (x/x¯)(1−∆)/2,
(C.27)
G
(2)
(∆,`)(x, x¯) ∼ (
√
xx¯)(1+`) (x/x¯)(1+∆)/2,
(C.28)
G
(3)
(∆,`)(x, x¯) ∼ (
√
xx¯)∆ (x/x¯)`/2, (C.29)
and G
(4)
(∆,`)(x, x¯) ∼ (
√
xx¯)∆ (x/x¯)−`/2.
(C.30)
Of these, only the first term has the desired depen-
dence, Eq. (III.9). Therefore, an analytically con-
tinued ECB does not lead to the desired Minkowski
conformal block.
As another check on the fact that G(M)(x, x¯)
and G(E)(x, x¯) are related but not directly given
via analytic continuation, it is instructive to carry
out the following exercise by starting with our
G(M) as defined on the “second sheet” and ana-
lytically continued it back to the first-sheet and
then compare with G(E)(x, x¯). This can again be
done by using ρ-representation by first continuing
from ρ>II = 0 to ρ∞. Next making use of in-
version formula, Eq. (V.9), to bring it back to a
representation amenable to an expansion around
x> = 0. Consider, for d = 2, G
(M)(x, x¯) =
k2(1−λ+)(x>II)k2λ−(x<). One finds,
G
(M,continued)
(∆,`) (x, x¯)
= a k2λ+(x>)k2λ−(x<)
+ b k2(1−λ+)(x>)k2λ−(x<) (C.31)
where a = i
√
pi Γ(1/2−λ+)Γ(1−λ+)2 and b =
(−1)1−λ+/ cospiλ+. It does not lead to G(E)(x, x¯).
4. Symmetric Treatment
Once the leading index γb = 1−` is identified, it
is possible to solve each expansion function gn(σ)
iteratively. We will not do it here in general except
for the case of d = 1. For d = 2 and d = 4,
since explicit solutions are already known, we will
instead demonstrate that they can be re-expressed
in the symmetric form, Eq. (III.23).
Let us begin with Eq. (III.13) and Eq. (III.14).
With d = 2 and consider the case q¯ > q, expanding
hypergeometric functions leads to an expansion
G
(M)
(∆,`)(w, σ) = w
`−1e(1−∆)ξ
×
∞∑
n=0
anq
−2n
∞∑
m=0
bmq¯
−2m (C.32)
with an and bm given by the standard coefficient
functions. By re-grouping, this can be re-expressed
as
G
(M)
(∆,`)(w, σ) = w
`−1e(1−∆)ξ
∞∑
n=0
(weξ)−2n
2n∑
p=0
cpe
pξ
(C.33)
with cp given by a finite sum of products arbs, with
r + s = n. Turning next to the case of d = 4 and
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consider again the case q¯ > q. One finds,
G
(M)
(∆,`)(w, σ)
= w`−1
e(2−∆)ξ
sinhσ
∞∑
n=0
(weξ)−2n
( 2n∑
p=0
c′pe
pξ
)
.
(C.34)
with coefficients c′n again given by a finite sum.
Appendix D: Deep Inelastic Scattering (DIS)
In Sec. II A we saw that a Lorentz boost plus
dilatation correspond to a SO(1, 1) × SO(1, 1)
subgroup of the full conformal transformations,
SO(4, 2). It has long been known that approx-
imate O(2, 2) symmetry is an important feature
of QCD near-forward scattering at high ener-
gies [118]. To exemplify this, let us turn first to
deep inelastic scattering (DIS), which corresponds
to a measurement of a total cross section, σtotalγ∗p ,
for a virtual photon with momentum q scattering
off of a proton of momentum p. The measure of
photon “off-shellness”, characterized by 1/q2, is re-
ferred to as its virtuality. This serves as the scale in
probing short-distance behavior of the product of
two local currents involved. There also exists an-
other scale in the problem, the photon energy, Eγ .
The limit of q2 and Eγ both large, with the ratio
x ∼ q2/Eγ → 0, leads to another scaling behavior.
These scalings are related through the t-channel
OPE for electromagnetic currents Jµ(x)Jν(0). To
be more explicit, it is described in [52] that anoma-
lous dimensions of the leading twist conformal pri-
maries, O∆,`, control the large q2 dependence for
the moments of hadronic structure functions. In
this appendix we first review the direct amplitude
calculation of DIS structure functions, revealing a
Mellin representation. Next we apply the approach
of Sec. IV to extract BFKL and DGLAP physics.
Finally we examine the BFKL-DGLAP integral
equation itself which is analogous in treatment to
techniques used in evaluating SYK-like models.
1. Direct Computation
We provide below a brief review, following that
of [52], with some notational change adopting that
used in this paper. We are focused on the limit
q2 →∞ with x = q2/s fixed52. The hadronic ten-
sor is Uµν(p, q), defined as the Fourier transform of
the current commutator, 〈p|[Jµ(x), Jν(0)]|p〉, and
it can be written in terms of two scalar struc-
ture functions, Uα, Uµν = U1(x, q2)
(
gµν − qµqνq2
)
+
U2(x, q2)
(
pµ +
qµ
2x
)(
pν +
qν
2x
)
. Through the opti-
cal theorem, Uα can be identified as the imagi-
nary part of the forward virtual Compton scat-
tering Tµν(p, q; p′, q′), i.e. in the limit p = p′ and
q = q′. In this limit, Tµν has a Lorentz covari-
ant expansion similar to that of Uµν , with struc-
ture functions Tα(x, q2) replacing Uα(x, q2). Treat-
ing Uα(x, q
2) as real-analytic functions of x with a
branch cut over [−1, 1], the relation between the
two structure functions is
Uα(x, q2) = 2pi Im Tα(x, q2) . (D.1)
These discontinuities can also directly be re-
lated to σT and σL for transverse and longitu-
dinal off-shell photons: for example U2(x, q2) =
(q2/4pi2αem)(σT + σL).
Let us focus on T2(x, q2). (A similar analysis can
also be carried out for T1.) The s-channel phys-
ical region corresponds to 1 < x−1 < ∞, with
U2(x, q2) = 2pi Im T2(x, q2) . As a real-analytic
function of x−1, T2(x, q2) is odd and has sym-
metric branch cuts for 1 < |x|−1 < ∞. We
can re-express T2 through a dispersion integral
in x−1, T2(x, q2) = 2xpi
∫ 1
0
dx′ U2(x
′,q2)
x2−x′2 . The full
amplitude can then be expanded for 1 < |x| as
T2(x, q2) = (2/pi)
∑
n=1,2,··· u(2n, q
2)x1−2n where
u(`, q2) =
1∫
0
dxx`−2 U2(x, q2). (D.2)
Note that, initially, u(`, q2) is defined for ` =
2, 4, · · · , corresponding to even moments Mn(q) of
52 Here q2 > 0 for spacelike q.
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U2. As an integral over the U2, the imaginary part
of T in the s-channel physical region, it also defines
an analytic function 53 of `, regular for 2 ≤ Re `.
Eq. (D.2) also corresponds to the Mellin trans-
form of U2 with respect to x−1. It follows that, for
0 < x < 1, U2(x, q) can be recovered via an inverse
Mellin transform,
U2(x, q2) =
L0+i∞∫
L0−i∞
d`
2pii
x1−` u(`, q2) . (D.3)
with 2 − ε < L0 < 2. With u(`, q2)
bounded for Re ` → ∞, the full amplitude
can be represented for −1 < x < 1 as
T2(x, q) = −
∫ L0+i∞
L0−i∞
d`
2pii
1+e−ipi`
sinpi` x
1−` u(`, q) . Cor-
respondingly, (D.3) defines a distribution with
U2(x, q2) = 0 for 1 < |x| < ∞. Eq. (D 1) can be
considered as the starting point of a “primitive” t-
channel OPE. Therefore the Mellin-representation
for T2(x, q2) corresponds to a Sommerfeld-Watson
re-summation introduced earlier, with Eq. (D.3)
providing the imaginary part in the s-channel scat-
tering region, 0 < x < 1.
2. Reduction to d = 2
Let us turn next to a CFT description. For
the 4-point correlator, the forward limit, t =
0, corresponds to integrating F (M)(w, σ), Eq.
(IV.4) over impact space. Because of confor-
mal invariance, b2⊥ enters only through σ, it fol-
lows that, from Eq. (II.15), the amplitude at
t = 0, with fixed conformal virtualities, is a
total derivative. The contribution at ~b = ∞
vanishes, and the total contribution becomes 54
53 We assume that U2(x, q) < O(x−1) at x = 0, consistent
with the requirement of energy-momentum conservation,
i.e., the u(2, q) integral is finite. It follows, for the inverse
transform, Eq. (D.3), L0 can be chosen so that 2 − ε <
L0 < 2, with ε infinitesimal. For a related discussion, see
[119].
54 We also mention, for DIS, we have Ws having symmetry
(−1)s−1. More generally, the reduction of one power of
s reverses the symmetry pattern for each.
T (s, 0; z, z¯) = 4pi (zz¯) s P(12)(z)P(34)(z¯)W (w, σ0) ,
where W (w, σ2) is a 2-d reduced function of w and
σ2 = σ(z, z¯,~b = 0) =
z2+z¯2
2zz¯ ,
W (w, σ2) =
∫
d2b⊥
2pizz¯
F (M)(w, σ)
=
∞∫
σ2
dσ F (M)(w, σ) . (D.4)
Kinematically, this represents a reduction in di-
mension from d = 4 to d = 2 and is analogous to
the application of Eq. (III.32). It follows from Eq.
(IV.4) that it also admits a Mellin-like representa-
tion
W (w, σ2) = W0(w, σ2)−
∑
α
L0+i∞∫
L0−i∞
d`
2pii
× 1 + e
−ipi`
sinpi`
a(12),(34)α (`)Kα(w, σ0; `) . (D.5)
where Kα(w, σ2; `) is a reduced Minkowski confor-
mal block,
Kα(w, σ2; `) =
∞∫
σ2
dσ Gα(w, σ; `) . (D.6)
Since a
(12),(34)
α (`), χα(w, σ2; `), and W0(w, σ2)
are real, the imaginary part of W (w, σ2) is again
given by a Mellin-like representation
ImW (w, σ2)
=
∑
α
L0+i∞∫
L0−i∞
d`
2i
a(12),(34)α (`)χα(w, σ2; `) . (D.7)
We stress that Eq. (D.7) is a new feature for
Minkowski OPE. It occurs whenever one deals with
an inclusive cross section which is related to a dis-
continuity in the forward limit. From a CFT per-
spective, one is now working with Wightman func-
tions. This analysis can be generalized to treating
other more involved inclusive processes [21].
In addition, since Eq. (D.7) is related to
a cross section, a positivity constraint applies.
In the Regge limit of w → ∞ and σ2 large,
we can keep the leading order for χα(w, σ2; `).
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As in Eq. (III.32), it becomes χα(w, σ2; `) '
w`−1h0(σ2,∆α), where, from (III.32) for d = 4,
h0(σ2,∆) =
∞∫
σ2
dσg0(σ,∆, 4) =
e−(∆−2)ξ
∆− 2 . (D.8)
Focusing on the leading twist-two contribution
to a total cross section, with ∆α = ∆P (`), we find
a positivity constraint requiring
∆P (`) ≥ 2 . (D.9)
From Eq. (IV.10), one has the promised upper
bound
`eff ≤ 2. (D.10)
The extra factor (∆p(`) − 2)−1 also changes the
power of lnw in Eq. (IV.11) from −3/2 to −1/2.
This is an enhancement which can also be at-
tributed to the positivity condition at t = 0 men-
tioned above 55.
It is now clear that, in treating DIS as a CFT
scattering process, several essential steps must be
followed. To extract the DIS cross section, it is
necessary (1) to approach the forward limit of t = 0
and (2) to take the imaginary part of a 4-point
CFT amplitude.
3. BFKL-DGLAP Equation
SO(2, 2) invariance for QCD can be illustrated
by a joint-integral-differential equation of BFKL-
DGLAP [46–51] and its solution. These lead to
a ∆ − ` spectral-curve from which the effective
spin can be extracted. The BFKL program [46, 47]
demonstrates the inter-relation between the scaling
behavior in longitudinal boost: the effective spin
and the anomalous dimensions control the scal-
ing under dilatation for moments of DIS structure
functions as we see below.
55 This also has an interesting phenomenological conse-
quence for DIS distribution, [27].
Let’s us focus on the DIS structure U2, in-
troduced above. The BFKL-DGLAP integro-
diferential equation corresponds to summing dom-
inant contributions to the DIS cross section in the
multiperipheral region. This summation is based
on a series of approximations-“leading-log”, “kT -
factorization”, etc.-and, in its integral form, it can
be expressed as
U2(x, q2) ' U (1)2 (x)
+
1∫
x
dx′
∞∫
0
dq′
q′
R˜(x, x′, q2, q′2)U2(x′, q′2)
(D.11)
We will refer to this as the BFKL-DGLAP equa-
tion. A corresponding (Bethe-Salpeter) integral
equation can also be written for the full amplitude,
H, symbolically expressed as
H = H(1) +R ⊗ H , (D.12)
with U (1)2 = ImH(1) and R˜ = ImR. One ad-
vantage of working with U is the fact that the
integration in Eq. (D.11) is over physical re-
gion only. The solution, formally expressed as
U2(x, q2) =
∑
n U2 (n)(x, q2), corresponds to sum-
ming dominant contributions to the DIS cross sec-
tion in the multiperipheral region 56. Each term
in the sum, U2 (n)(x), can be associated with the
cross section for the production of n gluons. This
simplification becomes particularly useful when we
discuss SYK-like 1-d CFT models in Sec. V B.
Approximate boost and dilatation invariance are
reflected by the fact that the kernel is a function
of x/x′ and q/q′ for x, x′ << 1 and q0 << q, q′.
If one extends this to the whole physical range,
the integral equation can be solved by a double
56 We have made use of gluon-dominance by dropping
quark-contributions as well as other technical simplifica-
tion in order to bring the equation into a manageable
form. Therefore, Eq. (D.11) should be interpreted as a
schematic representation. For more realistic discussion,
see [46–51, 120, 121]
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Mellin-Fourier transform with respect to x−1, as
in Eq. (D.3), and η = log q respectively, leading to
U2(x, q2) =
L0+∞∫
L0−i∞
d`
2pii
x1−`
∞∫
−∞
dν
2pi
e−iνη f(`, ν) .
(D.13)
The simplest approximation has R(x, x′, q2, q′2)→
R0(x/x′) ' constant, leading to u(`, ν) =
1
ν2+ε2
u1(`)
1−R0(`) , where R0(`) = λ(` − 1)−1. With
u(`, q) having a pole at `eff = 1 + λ, this leads to
Regge behavior at small-x,
U2(x, q2) ∼ x1−`eff . (D.14)
Furthermore, U2 is q-independent, corresponding
to naive Bjorken scaling, with vanishing anomalous
dimension, γn = 0. In a more refined treatment by
taking into account q2-dependence properly, one
finds [120, 121]
u(`, ν) ' r(`)
ν + iG(`, ν)
+ regular terms (D.15)
Here we focus on the singularities in the lower-half
ν-plane, appropriate for q large. At ` = n, u(n, ν)
has a pole at ν = −iγn, where the anomalous di-
mension is obtained by solving: γn = G(n, iγn).
There could multiple solutions and we will retain
only the lowest solution for each `. This leads
to DGLAP-like evolution equation for Mn(q) with
n = 2, 4, · · · ,
−dMn(q)
d log q
' γnMn(q) → Mn(q) ∼ q−γn
(D.16)
as q → ∞. This characterizes the dilatation sym-
metry as realized in DIS. In particular, γ2 = 0, due
to energy-momentum conservation.
Since ` enters as a continuous parameter, it is
possible to consider γ(`) as an analytic function of
`. This defines a spectral curve, ∆(`) ≡ γ(`)− `−
d/2. If one shifts ν by i`, one can formally express
the singular part of Eq. (D.15) as
u(`, ν) ' r
′(`)
ν2 + ∆˜(`)2
where ν → ν − i` and ∆˜ = ∆ − 2. Note that
we have endowed f(`, ν) certain analyticity and
symmetry structure, similar to that in Eq. (IV.7).
In particular, due to conformal invariance, after
inversion to `(∆), one has d`(∆)d∆ = 0 at ∆ = 2. It
follows that the spectral curve ∆(`) has a square-
root branch point at `eff , which can be found by
solving
∆(`eff ) = 2. (D.17)
Due to the presence of this singularity, one finds
U2(x)(x, q) ' x1−`eff /| log x|1/2 . (D.18)
In weak coupling, one generically has [46–48]
`eff = 1 +O(λ). (D.19)
In contrast, at strong coupling, as shown in Sec.
IV C, one finds, `eff = 2 − O(1/
√
λ). For both
limits, Eq. (D.18) is the consequence of boost in-
variance for DIS.
Appendix E: Hilbert Space Treatment for
d = 1 CFT
1. Minkowski Green’s Functions: Spectral
Analysis
Before discussing the case where functions are
polynomially bounded, let us first take a closer
look at our presentation of Eq. (V.7) for the
Hilbert space of square-integrable functions, i.e.
the space of functions with a standard inner prod-
uct,
〈f |g〉 =
∞∫
1
dwf(w)∗g(w) . (E.1)
The differential operator−Dw, Eq. (III.41), can be
expressed directly in a positive self-adjoint form,
− ddw (w2−1) ddw , which follows from an effective 1-d
action S =
∫∞
1
dw[(w2−1)f ′(w)2+m2f(w)2]. Self-
adjointness also requires −Dw must act on func-
tions bounded at w = 1 and w =∞. More gener-
ally, a Green’s function, G(w,w′), for −Dw + m2,
[− d
dw
(w2 − 1) d
dw
+m2]G(w,w′) = δ(w − w′),
(E.2)
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can be found directly by the Wronskian method 57.
The desired Green’s function is simply given by
G(w,w′) = Pν+(w<)Qν+(w>), (E.3)
where ν+ = −1/2 +
√
m2 + 1/4 and, as usual,
w< = (w,w
′)min and w> = (w,w′)max. Pν(w)
and Qν(w) are Legendre functions of the first and
second kind discussed earlier.
It is also instructive to arrive at the same an-
swer by a spectral analysis to illustrate the non-
compactness involved. Consider first m2 = 0. The
eigenvalue problem can be expressed as[
− d
dw
(w2 − 1) d
dw
]
P (w) = λP (w), (E.4)
with λ > 0. Eigenfunctions at w ∼ +∞ are os-
cillatory in ξ = cosh−1 w, P (w) ∼ ei±kξ, with
wave-number k =
√
λ− 1/4. With eigenfunctions
also bounded at w = 1, the spectrum for −Dw
is positive and continuous, with λ = k2 + 1/4,
0 < k <∞. The corresponding eigenfunctions are
Legendre functions, P−1/2+ik(w) = P−1/2−ik(w).
With index taking on values −1/2 + ik, these are
also known as toroidal or ring functions.
It is worth noting that our analysis is compara-
ble to that done in[35, 37] in treating SKY model,
but yet differs in a significant detail. In [37], the
Hilbert space deals with functions, in terms of vari-
able τ , Eq. (V.2), defined over (0, 2). (The range
is extended to (−∞,∞) by symmetry.) The range
(0, 2) in τ corresponds to 0 < w < ∞. In our
treatment, by restricting w to the range (1,∞),
the spectrum for Dw is strictly positive and con-
tinuous. There is no accompanying discrete spec-
trum involved. Our ability to take advantage of
this simplification is part due to our ability to deal
with the absorptive part, Im Γ(w), for a scattering
process.
57 Dw is the same as L0,σ , Eq. (III.21), evaluated for d = 3,
with solutions given by Legendre functions. A similar
treatment can also be carried out for L0,σ , d 6= 3, acting
on reduced functions f˜(w) = (w2 − 1)(d−3)/2f(w), lead-
ing to appropriate associated Legendre functions. We will
treat this more general case elsewhere.
The eigenfunctions P−1/2+ik(w) = P−1/2−ik(w)
satisfy orthonormal and completeness conditions,
∞∫
1
dw P−1/2−ik(w)P−1/2+ik′(w)
=
1
k tanhpik
δ(k − k′), (E.5)
and
∞∫
0
dk k tanhpik P−1/2−ik(w)P−1/2+ik(w′)
= δ(w − w′). (E.6)
It follows that the desired propagator, with m2 6=
0, is
G(w,w′) =
1
2
∞∫
−∞
dk k tanhpik
× P−1/2+ik(w)P−1/2+ik(w
′)
k2 + 1/4 +m2
. (E.7)
where we have extended the integration over
−∞ < k < ∞, with P−1/2−ik(w) = P−1/2+ik(w).
By replacing P−1/2+ik(w′) by the identity in Eq.
(III.44), it separates the above representation into
two integrals, one involving Q−1/2+ik(w′) and an-
other Q−1/2−ik(w′). We can now analytically
continue each integral into the complex k-plane.
Consider the case 1 < w < w′ < ∞. Since
Q−1/2−ik(w′) vanishes as w′ ik−1/2 as Imk →∞, it
dominates over P−1/2+ik(w) and the contour can
be closed in the upper-half plane, picking up a pole
contribution at k = i
√
1/4 +m2. For the term in-
volving Q−1/2+ik(w′), the contour can be closed in
the lower half plane, yielding an identical contribu-
tion. This can be repeated for 1 < w′ < w < ∞.
Together they lead to the same result by the di-
rect computation using a Wronskian approach, Eq.
(E.3), as expected.
As a direct application of Eqs. (E.5) and (E.6),
every real, square-integrable function, F (w), de-
fined over 1 < w <∞, can be expressed as
F (w) =
∞∫
−∞
dk
2pi
k f(k) P−1/2+ik(w) , (E.8)
The transformed function f(k) is real and antisym-
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metric, f(−k) = −f(k),
f(k) = pi tanh k
∞∫
1
dw F (w)P−1/2+ik(w) . (E.9)
2. Mellin-Like Representation and
Polynomial Boundedness
We now address the important case where F (w)
is not square-integrable but polynomially bounded.
This can be handled by either working with a re-
duced function, for example F˜ (w) = w−LF (w), or
adopting a deformed representation for Eq. (E.8).
We will adopt the latter approach, which can be
seen to correspond to a Sommerfeld-Watson re-
summation from the OPE context.
We begin by first re-expressing Eq. (E.8) by a
change of variable from k to ` = `0+ik, with f˜(`) =
f(k). The choice of this constant `0 is arbitrary.
We shall choose `0 = 1/2 so that the integral path
in Eq. (E.8) corresponds to Re ˜` = 0, with ˜` =
`− 1/2, for d = 1 58.
For a square-integrable function F (w) ∼
O(w−1/2−ε), the transform f˜(`) is analytic in the
strip 1/2− ε < Re` < 1/2 + ε. It is convenient, us-
ing Eq. (III.44), to separate f˜(`) into two pieces,
f˜(`) = f˜+(`) − f˜−(`), and f˜−(`) = f˜+(−` + 1),
where
f˜+(`) =
∞∫
1
dw F (w)Q`−1(w) , and
f˜−(`) =
∞∫
1
dw F (w)Q−`(w) . (E.10)
With P`(w) = P−`+1(w), the contribution from f˜+
and f˜− are equal, leading to a new representation
58 From Eq. (E.8), a more natural choice is `0 = −1/2,
which would lead to an expressions more familiar in form
to a d = 3 partial wave expansion. Our choice corre-
sponds to a shift from ` to `− 1.
involving f˜+(`) only,
F (w) =
1/2+i∞∫
1/2−i∞
d`
2pii
(2`+ 1) f˜+(`) P`−1(w) ,
(E.11)
Since Q`(w) ∼ w−`−1, it follows that f˜+(`) is
analytic in the right-half `-plane, 1/2 < Re `, and
f˜−(`) is analytic in the left half-plane, Re ` < 1/2.
Applying the identity in Eq. (III.44) to P`−1
above, we see the term coming from Q`(w) can be
dropped in closing the contour to the right, leading
to
F (w) = −
1/2+i∞∫
1/2−i∞
d`(2`− 1)
2pi + 1
f˜+(`)
tan `pi
pi
Q−`(w) ,
(E.12)
where the factor tan `pi above plays the same role
of c` in Eq. (III.43), rendering the integrand finite
at positive integral values for Re ` > 1/2.
Let us now turn to functions which grow with
w. To deal with functions which grow with w as
a power, it is possible to enlarge the Hilbert space
[91, 93], and, for the class of functions which are
polynomially bounded F (w) = O(wL0), the re-
gion of analyticity for f˜+(`) gets pushed out to
the right. In other words, L0 < Re` < ∞. It is
possible to define f+(`) as an analytic function by
f+(`) ≡
∞∫
1
dwQ`−1(w)F (w), (E.13)
initially for L0 < Re`, and then analytically con-
tinue in the the region to the left of Re` = L0. The
function F (w) can be recovered by
F (w) = −
L0+i∞∫
L0−i∞
d`
2pii
(2`− 1) f+(`) tan `pi
pi
Q−`(w) .
(E.14)
This is precisely what we have arrived at ear-
lier via Minkowski OPE analysis, (V.6). As also
mentioned earlier, an equivalent representation,
which we will make use of in Sec. V B, is Eq.
(V.7). If f+(`) contains a singularity at `eff where
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1/2 < `eff < L, e.g., a pole, by pulling the con-
tour in (E.14) to the left passing to pole, one finds
F (w) diverges at w →∞ as
F (w) = O(w`eff−1) . (E.15)
3. AdS2/CFT1 Duality
In recent years, much work has been done to
elucidate the duality between some string theory
in AdS2 and CFT in d = 1. Pure Einstein grav-
ity in two dimensions has no propagating degrees
of freedom, but if other fields are included in the
theory, there can be interesting dynamics. Most of
the interesting work has been aimed at resolving
issues with the black hole information loss para-
dox. (For reviews see [122–124]) Maldacena [113]
pointed out that d dimensional theories with eter-
nal black holes in Anti-de Sitter space can have
interesting consequences for the information loss
paradox; the past boundary could be decomposed
into two copies of the boundary CFT and initial
states could be thought of as a thermal ensemble
of two CFT states. The object of interest is often
called a thermofield double (TFD) state
|TFD〉 = Z−1/2
∑
n
e
−βEn
2 |En〉CFTL ⊗ |En〉CFTR ,
(E.16)
where the two copies are called left and right. Im-
portantly, although separate conformal transfor-
mations can be performed that leave the L/R den-
sity of states,
√
ρ = Z−1/2
∑
n e
−βEn
2 |En〉CFT ⊗
〈En|CFT , invariant, it was pointed out [125] that
these transformations can affect the properties of
entangled states as they fall into a black hole.
Of critical importance is to understand how
information sent in from the boundary becomes
“smeared” across the horizon as quanta falls into
the black hole. Classical dynamics describes such a
system as chaotic; a sensitive dependence upon ini-
tial conditions describes a situation in which final
state information is “smeared” on a mathemati-
cally dense phase space. To this end, scrambling
of infalling quanta can be defined via a maximal
Lyapunov exponent, λL. This can be determined
by considering an out-of-time correlator 59
〈W †R(t)V †L(0)WL(t)VR(0)〉β ∼ 1− α˜eλLt +O(α˜)
(E.17)
for small α˜. Here the index β indicates that it is a
thermal correlation function, and α˜ is a constant
that encodes information.60 The scrambling time
can then be defined as the time when the exponen-
tial becomes order one,
t∗ =
1
λL
ln(S) (E.18)
for an entropy S.
The correlator Eq. (E.17) 61 probes chaotic be-
havior 62. It can be calculated from the gravita-
tional theory [29, 30]. A key element to the cal-
culation is that the operator W (t) can be seen to
create a shock wave [116, 117]. This shock wave
can be interpreted as a boosting scattering parti-
cles by exp(2pit/β) to arbitrary high energies 63.
The result is that Eq. (E.17) can be described
by high energy elastic eikonal scattering at fixed
impact parameter b, similar to that described in
[12, 14, 15, 18, 127, 128] and shown in Eq. (II.19).
Finally we emphasize that while the thermofield
double approach, Eq. (E.16), to calculating Eq.
(E.17) has been convenient in gravitational litera-
ture, it is not the only approach that can be used.
59 It was pointed out in [126] that this correlator can be con-
sidered a quantum variant on the Loschmidt echo. [126]
then goes on to propose a cold-atom qubit set up that
could be used to experimentally such correlations.
60 α˜ should be a function of the entropy. A common defi-
nition is for α˜ ≡ 1/B, Where B is the number of bits of
information. For holographic theories, α˜ ∼ 1/N2.
61 Often in the literature a similar correlator is defined with
different operator ordering and operators living on differ-
ent initial state CFTs. These various 4 point correlators
are all related via analytic continuation by continuing var-
ious operators by β/2 around the imaginary time thermal
boundary Sβ . An example can be seen in Eq. (E.20).
62 It should be noted that this requires a chaotic system.
For example, in integrable models, as in the d = 2 Ising
model, the behavior of Eq. (E.17) will not be seen.[31]
63 In principle, for late enough times, this can boost parti-
cles to the string or Planck scales.
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Consider a d = 1 CFT64. At finite temperature, a
thermal correlator can be related to a vacuum cor-
relator via a conformal transformation of the form
f(t) =exp(2pit/β). The invariance of conformal
correlation functions then leads to
〈O1(t1)O2(t2)...〉 =
∣∣∣∣dfdt
∣∣∣∣∆1
t=t1
∣∣∣∣dfdt
∣∣∣∣∆2
t=t2
...
×〈O1(f(t1))O2(f(t2))...〉β . (E.19)
a. SYK Theory Most of the discussion in this
work applies generally to CFTs of arbitrary dimen-
sion. While these results are more general, without
a specific theory the details of particular dynamic
behavior can be hard to suss out. For integrable
theories the canonical non-trivial example is that
of the well known duality between string theory on
AdS5 × S5 and N = 4SYM , which is conjectured
to be integrable 65. For chaotic systems with black
holes, holographic examples have been harder to
come by.
In this vein, much recent attention has been
given to the Sachdev-Ye-Kitaev (SYK) model, first
proposed by Kitaev in a series of talks [32–34].
The details of this theory were quickly expanded
upon in [35–38, 105–107, 130–135]. The bound-
ary theory of this model is a many body system
of Majorana fermions with an all-to-all four point
interaction J . In the low temperature limit66 the
system is approximately conformal. The full 2-
pt function of the theory can be found using a
Schwinger-Dyson equation. The four point func-
tion can found using a Bethe-Salpeter equation
which involves a ladder like exchange process as
in Eq. (V.14). In this theory, calculation of Eq.
(E.17) leads to a Lyapunov exponent λL = 2pi/β
with corrections coming from Regge string effects,
longitudinal string spreading, and non-linear in-
teractions. This calculation can be done from the
perspective of the bulk string theory using the ap-
proach of [30]. The bulk process is described by
an eikonal scattering who’s dominant contribution
can be traced to the BPST Pomeron. In both cases
the ∆(`) spectral curve plays an important role as
the conformal weight of the dominant OPE contri-
bution for the conformal theory and as the Vira-
soro operator dimension for the bulk theory.
We should take a moment to emphasize that
both of the above approaches in the literature fol-
low one path: define the correlation function in
the euclidean limit, calculate the correlator, then
carefully analytically continue to the Minkowski
region by adding an imaginary piece to the Eu-
clidean time 67. For a finite temperature conformal
transformation f(t) =exp(2pit/β) as in Eq. (E.19)
this process can be outlined as
correlator:
〈D(t4)C(t3)B(t2)A(t1)〉
imaginary time order:
〈D(f(t4 = t)C(f(t3 = 0))
B(f(t2 = t))A(f(t1 = 0))〉
Lorentz correlator:
〈D(f(4iε)f(t))C(f(3iε)f(0))
B(f(2iε)f(t))A(f(iε)f(0))〉 .
(E.20)
In the end we arrive at the time ordered process
we are interested in in this paper (1,3)→(2,4) as
in Eq. (I.2). The advantage of our approach is
that, by taking advantage of boundary conditions,
one can directly write down the Minkowski solu-
tion without having to carefully do the analytic
continuation.
64 A similar procedure exists for d = 2 CFTs as described
in [31]. Here a separate holomorphic and antiholomor-
phic conformal transformation exist for the two degrees
of freedom.
65 This is backed up by a large library of literature. In the
large N limit, some sectors of the theory have been shown
to be exactly integrable. For a comprehensive review see
[129].
66 An effective coupling λ = βJ interpolations between a
holographic λ >> 1 limit where the theory is nearly con-
formal and a thermal λ << 1 limit where the conformal
symmetry is broken.
67 The type of analytic continuation was first spelled out in
great detail in [14, 15, 18, 127].
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