ABSTRACT The education plays a more and more important role in disseminating knowledge because of the explosive growth of knowledge. As one kind of carrier delivering knowledge, image also presents an explosive growth trend and plays an increasingly important role in education, medical, advertising, entertainment, and so on. Aiming at the long time of massive image feature extraction in the construction of smart campus, the traditional Harris corner has problems, such as low detection efficiency and many nonmaximal pseudocorner points. This paper proposes a Harris image matching method that combines adaptive threshold and random sample consensus (RANSAC). First, the Harris feature points are selected based on the adaptive threshold and the Forstner algorithm in this method. On the one hand, candidate points are filtered based on the adaptive threshold. On the other hand, the Forstner algorithm is used to further select the corner points. Second, the normalized cross correlation matching and the RANSAC are applied to precisely match the detected Harris corners. The experimental results show that compared with the existing algorithms, the proposed method not only obtains a matching accuracy higher than 20% of Cui's algorithm but also saves more than 30% detection time of corner detection and image matching. Furthermore, the proposed method obtains a matching accuracy higher than 50% of the Cui's algorithm and saves more than 50% detection time of corner detection and image matching.
I. INTRODUCTION
In recent years, the applications based on digital campus, such as online teaching [1] , digital book [2] , one-card systems [3] and so on have become more pervasive. Relying on the campus network and its application system, the digital campus system digitizes the various resources of the realistic campus using advanced information technologies, transmits information securely by utilizing cryptographic, steganographic, and watermarking technologies [4] , et al. analyzes information intelligently by machine learning methods [5] , and provides services for the realistic campus. In the digital campus environment, massive digital information resources [6] in the form of multimedia and hypertext storage are emerging in an endless stream. Besides, content based multimedia information retrieval technology has played a more and more important role. The essence of content-based image retrieval is finding similar images by image matching algorithm.
Image registration is the process of matching multiple images that are obtained at different times, in different sensors (imaging devices) or under different conditions (weather, illuminance, camera position and angle, etc.),which has been widely applied in remote sensing data analysis [7] , computer vision, image processing and other fields [8] . Image registration can be divided into two categories: block-based matching method [9] and feature-based matching method.By using the whole image information, the proposed block-based matching method in [10] obtained a higher matching accuracy, but there is a large amount of computation and time consumption. Zhou et al. [11] , [12] proposed a registration method based on local features. Compared with the registration method based on global features proposed by Zhou et al. [13] , it has the advantages of short matching time and strong robustness to resist changes in gray values of the image pixels. Many algorithms are employed to extract image features [14] , among which Harris and Stephens [15] feature extraction method is widely used because of its characteristics of simple calculation, easy realization and strong anti-interference ability.
At present, many researchers have done many researches on image matching methods by employing Harris feature points. Geng et al. [16] proposed an image matching algorithm based on perspective invariant binary feature descriptor, which used Harris corner response value to remove non-maximal point and edge response points. Changan and Chilveri [17] proposed a Harris corner detection algorithm for stereo image feature matching, which applied Harris algorithm to design a stereo image matching model, and then completed image matching with the designed matching model. Chen et al. [18] proposed a novel region duplication detection method that was robust to general geometrical transformations. This method used feature vectors to represent the small circumferential image region around each Harris corner point, and then matched the small circle image regions by employing the best-bin-first algorithm to reveal duplicate regions. Zeng et al. [19] proposed a filtering method based on the Harris corner-point detection. This method solved the problem that document images cannot be read clearly and intuitively in complex backgrounds. Lu et al. [20] analyzed the performance of Harris corner point matching algorithm in gray-scale transformation, and compared the performance of Sum of SAD(Absolute Differences), SSD(Sum of Square Differences) and NCC matching algorithms under gray-scale transformation. Dawood et al. [21] established a match between the virtual image based on the 3D city model extraction and the real images obtained by the camera. In this model, the Harris feature points are extracted for image matching.
The above methods based on Harris algorithm only focused on the robustness and stability, instead of the adaptability and the efficiency of feature extraction.
Cui et al. [22] proposed a finger vein image algorithm based on improved Harris corner detection. The algorithm optimized the gradient operator with strong ability to resist noise, and extracted corners effectively. But the algorithm lacked the processing of feature points, which led to the great number of pseudo corners and disadvantage in image matching. Wang et al. [23] proposed an adaptive Harris corner detection algorithm based on the iterative threshold. Although the algorithm achieved adaptive threshold selection by iteration, it lacked the preprocessing of candidate points, and produced more pseudo-corner points easily. Liang et al. [24] proposed a novel improved adaptive Harris algorithm, which used adaptive threshold to improve the adaptability, but it resulted too many pseudo corners in the process of matching corner. Sigdel et al. [25] proposed a focusing superposition algorithm based on the modified Harris corner response measure. It improved Harris corner response, but there still exists a problem that the threshold size is difficult to estimate due to the artificial selection of the threshold.
To solve the above problems, this paper puts forward a matching algorithm based on the improved Harris feature points. Firstly, adaptive threshold is employed to pre-filter the Harris corner points. Secondly, Forsnter and Gulch [26] algorithm is used to determine the best feature points. Finally, with the selected feature points, NCC and RANSAC are adopted to complete the image registration.
II. PRELIMINARIES A. HARRIS CORNER DETECTION
Harris corner detector algorithm is developed on the Moravec algorithm and proposed by Harris and Stephens [15] . Harris improves the Moravec corner detection algorithm by differential operations and autocorrelation matrix. For an image I (x, y), (u, v) denotes a partial offset of the arbitrary pixel (x, y), and its gray intensity change is described as formula (1) given by Harris algorithm
f (x, y) denotes the pixel gray level of (x, y), f denotes the image gray level function, w(x, y) denotes a Gauss filter, as shown in formula (2) . The gray intensity change of an image I can be expanded into the form of second-order Taylor series, as shown in formula (3):
Where M is a two-dimensional matrix, as shown in formula (4):
In which, I x and I y represents the gradient in the x and y direction, T represents the transpose of matrix, as shown in formula (5) and (6), ⊗ denotes convolution. The eigenvalues of the matrix M are related to the properties of feature points. When the two characteristic values of λ 1 , λ 2 are relatively large, the point is the corner point.The response function of the corner point can be describe as formula (7):
det(M ) = λ 1 λ 2 denote the determinant of matrix M , trace(M ) = λ 1 + λ 2 denote the trace of matrix M ; is the empirical parameter, = 0.06; the point can be considered as corner when CRF is larger than certain threshold.
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B. FORSTNER ALGORITHM
Forstner operator is a more efficient operator to extract feature points from images. The steps to extract feature points of Forstner algorithm are as follows:
Step 1: Calculate the Robert gradient of each pixel by using formula (8) and formula (9) .
In which, g u , g v is Robert's gradient operator in different directions, g(x + 1, y + 1) denote the gray value of (x, y + 1).
Step 2: In * window, the covariance matrix cov of each feature point is calculated by formula (10) .
Step 3: Calculate the weight ω and roundness R of each point by using the formula (11) and (12) .
In which, det(cov) is the determinant of the covariance matrix cov , and trace(cov) is the trace of the covariance matrix cov.
Step 4: Compare the weight ω and the roundness R with a given threshold to determine alternative points.
Step 5: In the given window, filter the feature points according to the weight ω.
C. NORMALIZED CROSS CORRELATION ALGORITHM
Normalized cross correlation(NCC) matching algorithm is highly adaptive and wont be affected by the linear transformation of gray values. NCC calculates the correlation of the feature points in images I 1 and I 2 by formula (13), then with the default threshold to select the matching points.
is the corresponding grey value of pixel (x i , y i ) in the filtered feature points set G of image I 2 , e 1 and e 2 are the mean values of the pixel gray levels in two image windows.
D. RANDOM SAMPLE CONSENSUS ALGORITHM
Random sample consensus (RANSAC) algorithm is a robust transform estimation algorithm, which is used to fine match the feature points. Then, the robust estimation matrix H is obtained. The relation between the two images to be registered can be described as formula (14):
In which (x 2 , y 2 ) is the homogeneous coordinates of the corresponding feature points of the reference image I 2 , (x 1 , y 1 ) is the homogeneous coordinates of the corresponding feature points of the image I 1 to be transformed. In equation (15) there are eight parameters, which require at least four pairs of feature points to solve the transform matrix H .
III. THE PROPOSED SCHEME
In view of the slowness of the Harris corner detection and the difficulty of estimating appropriate threshold manually, an improved Harris corner detection algorithm is proposed in this paper, Firstly, the set of candidate feature points C 1 is determined by 8 neighborhood pixels similarity analysis. Then, the response function CRF of each candidate corner is calculated.Here the candidate point is filtered by the maximum corner response function to determine the total number of the extracted pre-screening feature points c 1 .
Finally, Frostner algorithm is employed to determine the best candidate points, whose total number is denoted as c 2 . The framework of corner points matching and optimization is shown in Figure 1 . 
A. THE CANDIDATE HARRIS CORNER SELECTION BASED ON ADAPTIVE THRESHOLD
In this paper, 8 neighborhood pixels similar analysis method is used to select candidate points. For the target pixel I (x, y), calculate the absolute value of the gray value difference between the target pixel and each of the 8 neighborhood pixels. Then, compared with the preset threshold t to determine whether the target pixel is similar to its neighborhood pixel, which is defined to similar point. N (x, y) denotes the number of similar points in the 8 neighborhood pixels of a target pixel, which is expressed by the formula (16) :
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According to formula (16) and (17), if 2 ≤ N (x, y) ≤ 6, the point is considered as a candidate point, and the set of candidate points is represented as C 1 .
When the candidate corner points are extracted from the image, a fixed threshold utilized for selecting best corner points may get good experimental results for some certain images. But if the fixed threshold is applied to other images, it will lose the adaptability and result in the uncertainty of the threshold. Therefore, this paper adopts adaptive thresholds to solve this problem. The threshold T is defined as ρ times of the maximum CRF value, which can be described as the formula (18):
Where CRF max denotes the maximum value of CRFs of candidate points. The threshold T varies with CRF max . Algorithm 1 shows the candidate point algorithm based on adaptive threshold.
Algorithm 1
The Candidate Point Algorithm Based on Adaptive Threshold 1: Input:Image I with the size of p × q, the target pixel
for y = 1, · · · , q − 8 do 6: CalculateN (x, y) by formula (16) 7:
end if 9: end for 10: end for 11: for x = 1, · · · , p − 8 do 12: for y = 1, · · · , q − 8 do 13: if (x, y) ∈ C 1 14:
Calculate CRF by formula (2) (4) (7), Calculate T by formula (18) 15:
end if 17: end if 18: end for 19 : end for 20: Output the feature points set:
Experiments are conducted on multiple images from different scenes. Parameter ρ is adjusted for experimental comparison. When 0.005 < ρ < 0.015, almost all corners can be checked rightly, and there are only few false corners. ρ = 0.01 in this paper.
B. FEATURE POINT SELECTION BASED ON FORSTNER ALGORITHM
In this paper, the Harris algorithm is combined with Forstner, which further filters the corners and reduces the pseudocorner points.
Firstly, the 3 * 3 window is built with the arbitrary feature points (x i , y i ) of C 2 as the center. The covariance matrix cov of each point within the window is calculated, which is expressed by the formula (10) .
Secondly, the weight ω and the roundness R of the feature points are calculated, which are expressed by formula (11) and formula (12) .
Then, ω and R are compared with the given thresholds T ω and T R to determine the alternate point feature set C 3 .
Finally, the total number of the best candidate point c 2 is determined on the basis of the weight a in a certain window. The specific algorithm is described by algorithm 2. 
for y = 1, · · · , q − 1 do 6: Calculate ω and R by formula (11) and (12) 7:
end if 9: end for 10: end for 11: for x = 1, · · · , p − 1do 12: for y = 1, · · · , q − 1 do 13: for x = 1, · · · , 5 do 14: for y = 1, · · · , 5 do 15: if (x, y) ∈ C 3 && ω(x, y) = max{ω(x, y)} then G = G ∪ (x, y),c 2 = c 2 + + 16: end if 17: end for 18: end for 19 : end for 20: Output the feature points set:
The improved Harris algorithm combines the Forstner algorithm to select the best feature points, which not only reduces the false corners, but also facilitates the image registration.
IV. IMAGE REGISTRATION ALGORITHM BASED ON NCC AND RANSAC
Since NCC algorithm is not accurate enough, this paper combines NCC with RANSAC algorithm to match the feature points, improvinge the matching accuracy rate and completeing the image registration.
A. ROUGH MATCHING FEATURE POINTS BASED ON NCC ALGORITHM
The steps of NCC algorithm matching in this paper are as follows:
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Step 1: Calculate the correlation of feature points in image I 1 and image I 2 . Firstly, the improved Harris algorithm is used to extract the feature sets Gand G of two images I 1 and I 2 to be matched. G is obtained by algorithm 2. Then, the arbitrary feature points (x i , y i ) of G in image I 1 are set as the base points. Finally, we calculate the feature points correlation of the two images by the formula (13), till the corresponding matching points for all the corners in the I 1 have been found in the image I 2 in the relevant window W 1 .
Step 2: The same operation is made for I 2 , where the arbitrary feature points (x i , y i ) of G in image I 2 are the base points, and the matching point is searched for the image I 1 in the relevant window W 2 . W 1 and W 2 are windows with the same size.
Step 3: The correlation value ncc is compared with the default threshold to determine the final matching point pair α and the matching point coordinate set F. The default threshold is set as 0.9.
Since the NCC algorithm is based on the similarity of the gray values of the neighborhood pixels of feature points to match images, the image gray value logic operation reflects the similarity between two matched images. The feature points obtained by the NCC algorithm may produce mismatching points, and the matching results are not accurate enough. Therefore, the RANSAC algorithm is used to further purify the feature points and improve the matching accuracy.
B. ACCURATE MATCHING FEATURE POINTS BASED ON RANSAC
Here are the steps of RANSAC algorithm:
Firstly, four sample data (the 4 samples cannot be collinear) are randomly extracted from the data set F that has α data samples. The matrix H is solved by four sample data, and the model θ is constructed.
Secondly, the matrix H is used to compute the corresponding coordinates of the remaining α − 4 feature points.
Thirdly, the projection error of all data and model θ is calculated, as shown in formula (19) . If error < t , the inner point set F final is added, and the matrix H is recalculated in the inner region. Then, determine whether the number of β elements in the current point set is greater than the number of optimal inner set points β best or not, and if so, update β best = β and the number of iterations z.
Finally, determine whether the iteration number z is greater than Z or not, and if so, the final transformation matrix H is calculated by the final internal set F final .
C. IMAGE REGISTRATION ALGORITHM BASED ON NCC AND RANSAC
Image registration algorithms based on NCC and RANSAC are described as follows. Firstly, NCC algorithm is used to obtain the feature point set F. Secondly, F is used as RANSAC algorithm matching data sets to implement image matching,F denotes the size of the dataset F. Combined with RANSAC algorithm, it can effectively remove the mismatching points and improve the matching efficiency.The specific algorithm is described by algorithm 3.
Algorithm 3
The Registration Algorithm Based on the Combination of NCC and RANSAC 1: Input: G and G are feature sets, c 2 and c 2 are best feature points, the threshold is t , Z 2: Output: the matching point set F final
Calculate ncc by formula (13) 
end for 8 :
end if 10: end for 11: Repeat 2 -8 steps based on the points in I 2 , the matching point set is F 2 12: Feature set is denoted as 14: for i = 1, · · · , α do 15: Calculate error i by formula (19) 16:
Calculate H by formula (14) and (15) 
V. EXPERIMENTAL RESULTS AND ANALYSIS
The experimental equipment used is Dell 14R-5421 notebook computer with Windows 10 operating system, Intel (R) Core (TM) i5-3337U @ 1.80GHz CPU, 8G memory and Matlab R2014a. In Figure 2 , image (a) (b) (c) (d) (e) (f) (g)and (h)are the left and right view of the scenes.The source of the images for experiments is the Vision Research Lab image library and real shot image for image registration.
In this paper, we firstly extract Harris corner. Then the NCC and RANSAC algorithms are used for image registration. The proposed algorithm, Harris algorithm [15] and Cui algorithm [22] are applied to detect the feature points of images in Figure 2 . The statistics of time consumption and number of feature points of the three methods are shown in Table I .The distribution of the detected feature points It can be seen in Figure 3 , Figure 4 , Figure 5 and Figure 6 , the experimental results of the first group of images show distribution of feature points saves the time consumption of subsequent matching. It can be seen in Table 1 , compared with Harris algorithm, Cui algorithm, the feature point extraction time of the proposed algorithm has more advantages. The experimental results of two groups of images show that the detection time of the proposed algorithm is at least 50% less than the Harris algorithm, and it is also improved compared with the Cui algorithm.
NCC and RANSAC match results are shown in Table 2 . As can be seen from the Table 2 , although the results of Harris algorithm and Cui algorithm in rough matching are significantly more than the proposed algorithm, there are In addition, the proposed algorithm extracts features point more accurately. The experimental results of two groups of images show that the matching efficiency of the proposed algorithm is better than Harris algorithm and Cui algorithm. The match result of the proposed algorithm is shown in Figure 6 , Figure 7, Figure 8 .
VI. CONCLUSION
The system based on digital campus can provide convenient and quick retrieval service, but when the number of images is too large, or the time of image feature extraction is long, it is not conducive to the implementation of the system. Aiming at this problem, this paper introduces and analyzes the principle and shortcomings of Harris corner detection, and proposes an algorithm based on adaptive threshold Harris feature point selection is proposed. Firstly the Harris algorithm is optimized from the two aspects of adaptive threshold and prescreening feature points. Then, in order to further reduce the pseudo-corner and prepare the image matching, the Forstner operator is used to determine the best feature point. Finally, considering the shortcomings of NCC matching algorithm, this paper combines NCC and RANSAC to complete image registration. The experimental results show that the proposed algorithm can not only shorten the registration time but also improve the matching rate. However, The deficiency of this algorithm is that although the combination of NCC and RANSAC has greatly improved the matching efficiency, there are still some error matching points. We will concentrate on optimizing the matching algorithm in the next step. His research interests include cloud computing, security and dependability, parallel and distributed computing, networks, and optimization theory. VOLUME 6, 2018 
