Introduction {#Sec1}
============

A clear picture of large-scale entanglement with its complex structure is so far not developed. It is, however, important to understand the role of different facets of multipartite entanglement in nature and in technical applications^[@CR1],\ [@CR2]^. For example, the so-called Schrödinger cat states^[@CR3]^ are fundamentally different from a single-photon coherently absorbed by a large atomic ensemble; even though both are instances of multipartite entanglement (ref. ^[@CR4]^, chapter 16.5). The theoretical study of large-scale entanglement has to be followed by an experimental demonstration, which consists of two basic steps: the preparation of an entangled system and a subsequent appropriate measurement verifying the presence of entanglement. In the context of entanglement in large systems, the preparation of entanglement is generally much simpler than its verification. For example, single-particle measurements are often not possible and collective measurements are typically restricted to certain types and are of finite resolution. These limitations call for new witnesses that allow one to certify entanglement based on accessible measurement data.

The concept of entanglement depth^[@CR5]^ was shown to be meaningful for and applicable to large quantum systems. It is defined as the smallest number of genuinely entangled particles that is compatible with the measured data. This allows one to witness at least one subgroup of genuinely entangled particles in a state-independent and scalable way. Large entanglement depth was successfully demonstrated with so-called spin-squeezed and oversqueezed states by measuring first and second moments of collective spin operators^[@CR6]--[@CR9]^; lately up of 680 atoms^[@CR10]^. Similar ideas were realized for photonic systems^[@CR11],\ [@CR12]^. Recently, a witness was proposed that is designed for the W state, which is a coherent superposition of a single excitation shared by many atoms^[@CR13]^. Based on this witness, an entanglement depth of around 2900 was measured^[@CR14]^. However, these witnesses do not detect entanglement when the vacuum component of the state is dominant^[@CR13]^, even though the W state is known to be quite robust against various sources of noise, in particular, against loss of particles and excitation^[@CR15]^. Hence, much larger values for the entanglement depth could be expected.

In this paper, we present theoretical methods and experimental data that verify a large entanglement depth in a solid-state quantum memory. A rare-earth-ion-doped crystal spectrally shaped to an atomic frequency comb (AFC) is used to absorb and re-emit light at the single-photon level^[@CR16]--[@CR19]^, where at least 40 billion atoms collectively interact with the optical field. Using the measured photon number statistics of the re-emitted light we collect partial information about the quantum state of the atomic ensemble before emission. Then, we show that certain combinations of re-emission probabilities for one and two photons imply entanglement between a large number of atoms. With the measured data from our solid-state quantum memory we demonstrate inseparable groups of entangled particles containing at least 16 million atoms.

Results {#Sec2}
=======

Intuition behind detecting many-atom entanglement {#Sec3}
-------------------------------------------------

Before discussing the experiment, we give an intuitive explanation for the appearance of large entanglement depth when a large atomic ensemble coherently interacts with a single photon (Fig. [1a](#Fig1){ref-type="fig"}). Suppose that *N* two-level atoms ($\documentclass[12pt]{minimal}
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                \begin{document}$$D_2^{({\rm{s}})}$$\end{document}$. In order to measure the number of atoms *N*, the single-photon source is replaced by a bright coherent state created using an electro-optical modulator (EOM). This increases re-emission intensities in forward and backward direction. The backward direction is measured by placing a polarization beamsplitter (PBS) in the input mode of the memory and using a SPD *D* ^(b)^

In our experiment, we use a neodymium-based solid-state quantum memory operating at a total read--write efficiency of 7% (Fig. [1b](#Fig1){ref-type="fig"}). This memory was demonstrated to be capable of storing different types of photonic states and preserving state properties such as the single-photon character^[@CR17],\ [@CR19],\ [@CR23]--[@CR25]^. A heralded single photon is produced via spontaneous parametric down conversion (SPDC)^[@CR26]^ and coupled to the atomic ensemble, which was prepared in the ground state $\documentclass[12pt]{minimal}
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                \begin{document}$$\left| {{D_0}} \right\rangle = {\left| g \right\rangle ^{ \otimes N}}$$\end{document}$. After a 50 ns delay time, the coherent excitation is spontaneously re-emitted in forward direction and detected. In practice, this optical state is not exactly a single photon. Due to losses at different levels, the state contains a large vacuum component. Also higher photon components are present. However, since directed emission and non-classical photon number statistics are largely preserved, entanglement between large groups of atoms is expected.

Derivation of the entanglement depth witness {#Sec4}
--------------------------------------------

In order to certify this entanglement, we develop the following entanglement witness (see Methods section for details). Consider a pure state that is subdivided into a product of *M* groups$$\documentclass[12pt]{minimal}
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To be more specific, we consider the probabilities of the atoms emitting one and two photons, *p* ~1~ and *p* ~2~, respectively. In the low-excitation limit (see Methods section), these probabilities correspond to $\documentclass[12pt]{minimal}
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Experimental realization and measured data {#Sec5}
------------------------------------------

Experimentally, *p* ~1~ is obtained from the probability to measure a single re-emitted photon in the forward mode (**k** ~f~ in Fig. [1b](#Fig1){ref-type="fig"}) at a predetermined time, which we herald by the detection of the idler photon at the source. The value of *p* ~2~ corresponds to the two-photon statistics of the re-emitted light in the **k** ~f~ mode. It is inferred from the measured autocorrelation function $\documentclass[12pt]{minimal}
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                \begin{document}$$g_{{\rm{ss|i}}}^{(2)} = 2{p_2}{\rm{/}}p_1^2$$\end{document}$ and *p* ~1~. The identification of photonic Fock states with atomic Dicke states is possible because the memory is initially prepared in the ground state and because of the photon number statistics of the source (Methods section). From the raw data, we find *p* ~1~ = 2.3(3) × 10^−3^ and *p* ~2~ = 5(2) × 10^−8^. The relatively small value of *p* ~1~ is a product of the efficiencies of the source, the memory and detectors. The partial subtraction of these losses leads to different values of the effective *p* ~1~ (Fig. [2](#Fig2){ref-type="fig"}, Table [1](#Tab1){ref-type="table"}, and Methods): (i) raw data; (ii) subtraction of detector noise, that is, the actual value for the emitted light; (iii) subtraction of the re-emission inefficiency, that is, the single-excitation component of the atomic ensemble just before emission; (iv) subtraction of phase noise during storage, that is, overlap with the $\documentclass[12pt]{minimal}
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                \begin{document}$$g_{{\rm{ss|i}}}^{(2)} = 0.020(3)$$\end{document}$, which is---under conservative assumptions---not affected by this modeling.Table 1Results for entanglement depth *K*Level of modeling*p* ~1~*KK* − 3*σ*(i) Raw data0.0023(3)4.76 × 10^5^7.54 × 10^4^(ii) After re-mission0.013(2)1.64 × 10^7^3.72 × 10^6^(iii) Before re-mission0.016(2)2.46 × 10^7^5.24 × 10^6^(iv) After absorption0.16(1)3.23 × 10^9^2.09 × 10^9^Depending on the level of modeling the inefficiencies of the experimental setup, different values for *p* ~1~ and hence for *K* are obtained (cf. Fig. [2b](#Fig2){ref-type="fig"}). By sampling *p* ~1~, *p* ~2~, and *N* around the measured values within the estimated uncertainties, we calculate the expected entanglement depth *K*. The values in the last columns are lower bounds on *K* with confidence 3*σ* = 99.7%

A key element in the experiment is the high-precision measurement of *N*. For this, the relation between ensemble size and directionality of the re-emitted light is exploited. The ratio of the coherent emission in the forward direction and the incoherent emission in the backward direction is a lower bound on the number of resonant atoms^[@CR22]^. Since incoherent emission from single photons is much lower than detector dark counts, the single-photon source is replaced by a bright coherent state for this measurement (Fig. [1b](#Fig1){ref-type="fig"} and Methods section) and we find *N* ≥ 4.0(1) × 10^10^. The resulting *K* depends on the level of modeling (i) to (iv) as mentioned before (Table [1](#Tab1){ref-type="table"}). Our data analysis illustrates how decoherence and noise reduces the certifiable entanglement depth. Immediately after absorption of the single photon (iv) we have an entanglement depth of about 10^9^; this reduces to about 10^7^ just before and immediately after re-emission (iii) and (ii), respectively, while when taking into account all losses and detector inefficiencies the certifiable entanglement depth drops to about 10^5^ (i). In our opinion, a conservative but reasonable number of the certified entanglement depth is 10^7^. Indeed, on the one side the entanglement depth of 10^9^ in (iv) relies more on our theoretical model than on our data, while on the other side the 10^5^ value in (i) takes into account well-understood losses that are not part of the physical phenomenon we aim to certify.

Discussion {#Sec6}
==========

This work demonstrates that large entanglement depth is experimentally certifiable even with atomic ensembles beyond 10^10^ atoms and low detection and re-emission efficiencies. We prove that entanglement between many atoms is necessary for the functioning of quantum memories that are based on collective emission, because the combination of directed emission (i.e., high-memory efficiency) and preservation of the single-photon character imply large entanglement depth.

Our results further illustrate the fundamental difference between various manifestations of large entanglement. The scales at which we observe entanglement depth seem to be completely out of reach for other types of large entanglement, such as Schrödinger-cat states^[@CR2],\ [@CR27]^.

As detailed in the Methods section, our reasoning is based on two steps. First, a model-independent witness for entanglement depth is derived, which only depends on the overlap of the atomic state with $\documentclass[12pt]{minimal}
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                \begin{document}$$\left| {{D_2}} \right\rangle $$\end{document}$ state before the re-emission, respectively. This step as well as the measurement of *N* are based on some assumptions regarding the atomic ensemble, the single-photon source and the light-matter interaction, Eq. ([1](#Equ1){ref-type=""}). In addition, our claimed entanglement depth in the order of 10^7^ takes finite detector efficiencies into account. We emphasis, however, that these assumptions have been thoroughly tested in the classical and quantum regime in many previous experiments. Further note that the entanglement depth is generated by a probabilistic but heralded source. Hence no post-selection has been made in our experiment.

We report lower bounds on the minimal number of genuinely entangled atoms, which should not be confused with quantifying entanglement with an entanglement measure. Indeed, the nature of the target state, the W state $\documentclass[12pt]{minimal}
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We note that entanglement between many large groups of atoms in a solid is demonstrated in a parallel submission by Zarkeshian et al., where the coherence between these groups is revealed by analyzing the temporal profile of the re-emission in the forward direction.

Methods {#Sec7}
=======

Heralded single-photon source {#Sec8}
-----------------------------

The single photon used to prepare the entangled state of the atomic ensemble is generated using SPDC. A 2 mW monochromatic continuous-wave 532 nm laser pumps a periodically poled potassium titanyl phosphate waveguide to generate the signal and idler photons at 883 and 1338 nm, respectively. The two down-converted photons are energy-time entangled. The narrow spectral filtering of the signal (idler) photon is performed using a Fabry--Perot cavity with a linewidth of 600 MHz (240 MHz)^[@CR26]^. The detection of the idler photon heralds the presence of a signal photon in a well defined spectral, temporal and polarization mode. The heralded single photon is then absorbed in the quantum memory. The zero-time second-order autocorrelation of the heralded single photon before storage in the quantum memory was measured to be *g* ~ss\|i~ = 0.0055(2) when using a 1.2 ns coincidence window. The idler mode is detected by an InGaAs/InP single-photon detector ID220 from ID Quantique (20% detection efficiency), while the signal mode is analyzed using silicon avalanche photodiodes from Perkin Elmer (30% detection efficiency).

Solid-state quantum memory {#Sec9}
--------------------------

The single-photon storage is performed using a broadband and polarization-preserving quantum memory^[@CR19]^ realized by placing two 5.8 mm-long 75 ppm Nd^3+^:Y~2~SiO~5~ crystals around a 2 mm-thick half-wave plate. An AFC is prepared on the center of the Nd^3+^ ions transition at 883 nm (absorption line ^4^ *I* ~9/2~ → ^4^ *F* ~3/2~) by optical pumping. Using optical path consisting of acousto-optic and phase modulators we create a 600 MHz comb with a spacing of 20 MHz between the absorption peaks^[@CR24]^. The resulting optical depth of the absorption peaks is *d* = 2.0 ± 0.1. This value was doubled using a double-pass propagation through the crystals (Fig. [1b](#Fig1){ref-type="fig"}). The overall single-photon efficiency of the AFC quantum memory is 7(1)% with a 50 ns storage time. The absorption probability of one photon by the crystal was estimated to be 82(1)%, which was obtained from the probability for the single photon to be transmitted.

One-photon and two-photon probabilities {#Sec10}
---------------------------------------

The one-photon and two-photon probabilities in the forward mode are obtained as follows. First, the transmission probability along the path from the photon pair source to the single-photon detectors was carefully estimated using heralded single photons. The overall transmission consists of (i) the heralding probability of the single photon before the quantum memory 19(1)%; (ii) the overall quantum memory efficiency 7(1)%; and (iii) the detection efficiency including the transmission of the system 17(1)%. From this we found that the total probability to detect a single-photon re-emitted from the crystal is *p* ~1~ = 2.3(3) × 10^−3^. Then, the probability *p* ~2~ can be estimated from a measurement of the zero-time second-order autocorrelation function $\documentclass[12pt]{minimal}
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                \begin{document}$$g_{{\rm{ss|i}}}^{(2)}$$\end{document}$ directly measured at the source, it can be estimated that corrections taking the nonsymmetric subspace into account are much smaller than the uncertainty of the measured *p* ~1~. A similar argument applies to the two-photon emission.

Finally, the memory preparation ideally sets the atomic ensemble to the ground state. In practice, we estimate that roughly 10^−5^ × *N* atoms are at the end of the preparation phase in the excited state without any phase coherence between them. In the linear regime, these excitations simply drop out from all calculations and can hence be safely ignored.

Number of atoms in the atomic ensemble {#Sec11}
--------------------------------------

Another parameter is the number of atoms *N* participating to the collective atomic mode, which was estimated with a separate measurement. The ratio between coherent (signal) and incoherent (noise) emission from the atomic ensemble was used to estimate the number of atoms coupled to the optical mode. A simple model for this signal-to-noise ratio (SNR) was developed, where the number of atoms *N* is a free parameter. By independent characterization of the remaining other parameters and by measuring the SNR, we obtain and estimate of *N*. Intuitively, this is based on the fact that the re-emission from the atomic ensemble is enhanced in the spatial mode of the incident single photon, due to the constructive interference between all the atoms which have collectively absorbed the single photon. This probability ideally equals to *Np* ~s~, where *p* ~s~ is the probability for spontaneous emission of a single atom^[@CR22]^. In any other mode, including the backward mode, there is no collective enhancement, and the probability of an incoherent re-emission is just *p* ~s~. Hence, the SNR is given by *N* in the ideal case where no other source of noise is present.

In principle, one could measure the SNR from the probability to detect the heralded single photon in the backward mode. In practice, this cannot be done because *N* \~ 10^10^. The incoherent re-emission probability is extremely small and is therefore lost in the noise due to detector dark counts and spurious light. To overcome this limitation, strong coherent state pulses with mean photon number $\documentclass[12pt]{minimal}
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                \begin{document}$${\left| \alpha \right|^2}$$\end{document}$ up to 10^6^ were used instead to estimate the SNR. This value is still much lower that the total number of atoms which keeps the interaction in linear regime. In this case the noise becomes less important and the true incoherent re-emission can be measured. To detect it with a low noise level we used a Picoquant silicon avalanche photodiode detector with 35% efficiency and 4 Hz dark count rate.

To perform the SNR measurement the forward **k** ~f~ and the backward **k** ~b~ spatial modes were used to measure signal and noise, respectively (Fig. [1b](#Fig1){ref-type="fig"}). For each mode spatial filtering was performed using single-mode fibers. This allowed us to confirm that modes in both directions (forward **k** ~f~ and backward **k** ~b~) are probing the same volume of the QM. For this the light was sent in both directions and the coupling was aligned simultaneously for both couplers after the PBS, as shown in Fig. [1b](#Fig1){ref-type="fig"}. Furthermore, the incoherent re-emission from the strong coherent state pulses was detected simultaneously in both modes. By applying corrections for diverse optical losses the ratio between the intensities in both modes was found to be very close to 1 as expected (Supplementary Note [1](#MOESM1){ref-type="media"}). This confirms that the forward **k** ~f~ and backward **k** ~b~ modes correspond to the coherent and incoherent re-emission modes defined by our model. Note that any systematic error that leads to an underestimated signal or to overestimated noise only reduces the inferred *N* and hence leads to an underestimated entanglement depth. For example, scattered photons from the **k** ~f~ mode that could have been mistakenly collected in the **k** ~b~ mode would increase the noise and hence would lead to an underestimated *N*. We are not aware of any systematic error in our experiment that would let us overestimate *N*.

Using a coherent state pulse with a mean number of photons equal to $\documentclass[12pt]{minimal}
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                \begin{document}$${\left| \alpha \right|^2}$$\end{document}$, the signal is proportional to *η* $\documentclass[12pt]{minimal}
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                \begin{document}$${\left| \alpha \right|^2}$$\end{document}$, where *η* is the re-phasing efficiency of the quantum memory. The incoherent re-emission in the backward mode is proportional to $\documentclass[12pt]{minimal}
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                \begin{document}$$\eta {\left| \alpha \right|^2}{\rm{/}}\left( {{{\left| \alpha \right|}^2}{\rm{/}}N + \delta } \right)$$\end{document}$, from which *N* can be obtained (Supplementary Note [1](#MOESM1){ref-type="media"}). From this, the number of atoms was found to be *N* = 4.0(1) × 10^10^. An estimate for the number of atoms obtained by considering the doping concentration, the length of the crytals and the size of the optical mode roughly gives 3 × 10^11^, which confirms at least the order of magnitude. Note, however, that the latter method comes with much larger uncertainties and therefore we rely only on the first number.

Ansatz for *M*-separability {#Sec12}
---------------------------

We now give some details for the derivation of a lower bound of *p* ~2~ given *p* ~1~ and the ansatz state (3). We start with the ansatz that for every pure state decomposition of an atomic state the pure states are separable between at least *M* groups (where each group is genuinely multipartite) and there exists at least one pure state in every decomposition that consists of exactly *M*-separable groups. Such a state is called *M*-separable. In principle, the sizes of the groups are independent from each other as long as the total number of atoms is conserved. However, we fix the group size *K* to be constant, that is, *MK* = *N* for the following reason. Our final goal are bounds on numbers of entangled atoms. This is a "min-max" problem. For every possible state the entanglement depth is the size of the largest entangled group in the state. By varying the state, our task is to find a state such that this largest group is minimized. From this, it follows that it is best to have an equal size for all groups in order to avoid few very large groups. Clearly, if we fix *N* and *M*, *K* does not have to be an integer. So, generally, one has to reduce the size of one group such that (*M* − 1)*K* + *K*′ = *N*. However, we will consider many groups such that the size of a single group is in the order of or smaller than the uncertainty of *N*. Hence a detailed analysis with *K*′ \< *K* is not necessary.

Since we are concerned with at most two excitations in total, it is sufficient to work with pure states of the form$$\documentclass[12pt]{minimal}
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                \begin{document}$$\left| {{d_k}} \right\rangle $$\end{document}$ here refers to Dicke states within one group, that is, symmetric superposition of *k* excitations. With this ansatz, the probabilities read$$\documentclass[12pt]{minimal}
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                \begin{document}$$A = \Pi _{i = 1}^M{a_i}$$\end{document}$. In the following, we ignore the corrections 1/*N* and 1/*K*. While the factor (1 − 1/*N*)^−1^ is arguably negligible, dropping $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt {1 - 1{\rm{/}}K} $$\end{document}$ only lowers *p* ~2~ in the relevant regime (i.e., the interval *I* discussed later).

Formally, the task is now to minimize *p* ~2~ for given *p* ~1~,*M* over the parameters of the ansatz state (6), that is,$$\documentclass[12pt]{minimal}
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                \begin{document}$$p_2^{{\rm{min}}}\left( {{p_1},M} \right) = \mathop {{{\min}}}\limits_{\psi :{p_1} = {\rm{const}}} {p_2}.$$\end{document}$$When this is done for all *p* ~1~, one has to find the minimum of all convex combinations for a bound on mixed states. In our case, it will turn out that the lower bounds for pure states are already convex implying that they are also valid for mixed states. Then, one can invert the results and determine the maximal *M* that is compatible with a given pair (*p* ~1~, *p* ~2~). This bounds the *M*-separability of the atomic state generated in the experiment.

Since the state (6) could contain further elements not contributing to *p* ~1~ and *p* ~2~, one has in general that $\documentclass[12pt]{minimal}
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                \begin{document}$${\left| {{a_i}} \right|^2} + {\left| {{b_i}} \right|^2} + {\left| {{c_i}} \right|^2} \le 1$$\end{document}$ for all *i*. Thus the minimization (9) has to be done over 3*M* complex parameters. One easily shows that the complexity reduces to 2*M* real parameters as the optimal state has *a* ~*i*~ ≥ 0, $\documentclass[12pt]{minimal}
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                \begin{document}$${c_i} = - \sqrt {1 - a_i^2 - b_i^2} $$\end{document}$ (Supplementary Note [2](#MOESM1){ref-type="media"}).

Lagrange multiplier {#Sec13}
-------------------

To solve Eq. ([9](#Equ9){ref-type=""}), we use the Lagrange multiplier method, which is suitable for constrained minimization problems. In our case, we consider$$\documentclass[12pt]{minimal}
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                \begin{document}$${f_2} = \sqrt {{M^2}{p_2}} $$\end{document}$. The formulas for the partial derivatives are given in the Supplementary Note [3](#MOESM1){ref-type="media"}. The results are quartic equations with four solutions for every group *i* \> 1 that depend on the parameters of the first group *a* ~1~ ≡ *a* and *b* ~1~ ≡ *b* for all *i*.

Note that the first solution (called the symmetric solution in the following) implies that *a* ~*i*~ = *a* and *b* ~*i*~ = *b*. The probabilities in this case read$$\documentclass[12pt]{minimal}
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                \begin{document}$$c = - \sqrt {1 - {a^2} - {b^2}} $$\end{document}$.

Fixing *a*, *b* of the first group determines the four possible solutions for every other group. A priori, the unknowns (*a*, *b*, *λ*) can be found by solving the remaining equations *∂f*/*∂a* = 0, *∂f*/*∂b* = 0 and *∂f*/*∂λ* = 0. Given the complexity of the equations, this is analytically not possible. Alternatively, one chooses for each group *i* = 2, ..., *M* one out of four solutions, and solve Eq. ([9](#Equ9){ref-type=""}) numerically for (*a*, *b*). As a result, we find many local extrema, from which one has to choose the global minimum. Hence, we reduced the minimization problem to a finite set of possibilities. The problem is the large number of solutions. Due to symmetry, it is sufficient to determine the number of groups, *m* ~*j*~, that are chosen to take solution *j* = 1, ..., 4 with the constraints *m* ~1~ \> 0 and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathop {\sum}\nolimits_j {m_j} = M$$\end{document}$ (Supplementary Note [4](#MOESM1){ref-type="media"}). In the following, we call a certain choice *C* = (*m* ~1~, *m* ~2~, *m* ~3~, *m* ~4~) a configuration. The number of configurations scales as *O*(*M* ^3^).

It turns out that most of the configurations are not relevant for the following reason. For all *M*, there exist states such that *p* ~1~ \> 0 and *p* ~2~ = 0. Two analytic examples are (i) (*a* ~1~, *b* ~1~) = (0, 1) and (*a* ~*i*\>1~, *b* ~*i*\>1~) = (1, 0), resulting in $\documentclass[12pt]{minimal}
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                \begin{document}$$p_1^{lim1} = 1{\rm{/}}M$$\end{document}$ and (ii) a symmetric state where one maximizes *p* ~1~ given that Eq. ([12](#Equ12){ref-type=""}) vanishes. The solution $\documentclass[12pt]{minimal}
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                \begin{document}$$p_1^{lim2}$$\end{document}$ is a long and analytic expression which scales as $\documentclass[12pt]{minimal}
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                \begin{document}$$p_{\rm{1}}^{{\rm{lim}}\,{\rm{2}}} = {\left( {eM} \right)^{ - 1/2}} + O\left( {{M^{ - 1}}} \right)$$\end{document}$. For *M* \> 4, $\documentclass[12pt]{minimal}
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                \begin{document}$$p_{\rm{1}}^{{\rm{lim}}\,{\rm{2}}}  >p_{\rm{1}}^{{\rm{lim}}\,{\rm{1}}}$$\end{document}$. Furthermore, the maximal *p* ~1~ is given by $\documentclass[12pt]{minimal}
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                \begin{document}$$p_{\rm{1}}^{{\rm{max}}} = {\left( {1 - 1{\rm{/}}M} \right)^{M - 1}}$$\end{document}$. We conclude that there is a nontrivial interval $\documentclass[12pt]{minimal}
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                \begin{document}$$I = \left[ {{\rm{max}}\left( {p_{\rm{1}}^{{\rm{lim}}\,{\rm{1}}},p_{\rm{1}}^{{\rm{lim}}\,{\rm{2}}}} \right),p_{\rm{1}}^{{\rm{max}}}} \right]$$\end{document}$ where we look for the minimal *p* ~2~. One can show that for large *M*, only the symmetric solution lies in *I* (Supplementary Note [4](#MOESM1){ref-type="media"}). With a numerical study (an unconstrained maximization over (*a*, *b*)), we find that this happens when *M* \> 53, but already for *M* ≳ 30, we observe that $\documentclass[12pt]{minimal}
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                \begin{document}$$p_{\rm{1}}^{{\rm{max}}} - p_{\rm{1}}^{{\rm{lim}}\,{\rm{2}}} \ll 1$$\end{document}$ for all nonsymmetric configurations.

Numerically, we find that for all groups *M* ≥ 5, the symmetric solution gives the global minimal *p* ~2~. From Eq. ([11](#Equ11){ref-type=""}), we obtain *b* ^2^ = *p* ~1~/*Ma* ^2--2*M*^ and insert this into Eq. ([12](#Equ12){ref-type=""}), which has to be minimized. With the parameters *p* ~1~ and *M*, this is a single-parameter polynomial and hence a numerically stable minimization is possible. The example *M* = 3 is discussed in the Supplementary Note [5](#MOESM1){ref-type="media"} to demonstrate a case where a nonsymmetric configuration realizes the global minimum.
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