Two-by-two block matrices arise in various applications, such as in domain decomposition methods or, more generally, when solving boundary value problems discretized by finite elements from the separation of the node set of the mesh into 'fine' and 'coarse' nodes. Matrices with such a structure, in saddle point form arise also in mixed variable finite element methods and in constrained optimization problems.
Introduction
Matrices in two-by-two block form
arise in various applications, such as in domain decomposition methods to solve boundary value problems discretized by the finite element method (FEM), where the node set is split in interior subdomain and interface nodes. Similarly, such structures appear in the two-level (or, by recursive use, multilevel) solution methods, where the node set of the discretization mesh is split in some classes of coarse and fine nodes. More generally, such splittings of the nodes may be obtained using aggregation techniques and, as such, are useful also for heterogeneous material coefficient problems. Matrices of the form (1) also arise in constrained optimization problems and mixed finite element discretization methods, which lead to indefinite matrices, for which the matrix block A 22 is negative semidefinite and, frequently, A 22 = 0. Such matrices arise when discretizing certain systems of partial differential equations (PDE), such as the Navier-Stokes equation and Cahn-Hilliard equation, for instance.
We assume that A 11 and the Schur complement matrix S 2 = S 2 (A) ≡ A 22 − A 21 A −1
11 A 12 are both nonsingular, which implies that A is also nonsingular.
In this paper we present a general approach to construct approximations of such matrices to be used as preconditioners in some form of a (generalized) conjugate gradient method. Thereby we introduce a generalization of the so-called Cauchy-Bunyakowsky-Schwarz (CBS) constant γ, used in the corresponding analyses of symmetric positive definite matrices. That constant, denoted in this paper by σ, turns out to be a proper quantity for the analyses of more general types of problems, such as nonsymmetric and/or indefinite matrices. Although originally the approach has first been used for matrices, for which the two-by-two block structure is often related to an underlying mesh, the results presented here are general and hold for any matrix of such a form. Some of the results in this paper are similar to results in [15] . The latter are, however, derived for block-structured indefinite linear systems.
In the remainder of the paper we present the general eigenvalue estimates, both for positive definite elliptic type problems and for indefinite problems, in particular of saddle point form. Section 2 contains the general estimates, while Section 3 shortly discusses how the estimates are related to smoothing-correction type of methods, such as Multigrid methods. Section 4 deals primarily with block-diagonal matrix preconditioners, including applications for indefinite saddle point matrices. In Section 5 we discuss the special case of block-triangular preconditioners. Section 6 contains a short presentation of element-by-element sparse approximate inverses as multiplicative preconditioners for the pivot block (cf., e.g., [4] ) and the element-by-element approximate Schur complement matrices (cf., e.g., [4] and [23] ). In Section 7 some of the theoretical results are illustrated with numerical results.
In the sequel, the notation . denotes the spectral norm and ρ(·) denotes the spectral radius.
Remark 1.1
In the paper, certain estimates involve matrix norms. However, recall the elementary example with A = 0 1/ε ε 0 , where 0 < ε ≪ 1. Then A = A 2 = 1/ε, while ρ(A) = 1.
The example shows that for strongly nonsymmetric problems, there can be a huge discrepancy between the spectral norm and the spectral radius. However, as shown in [30] , see also [2, ?] , there exist norms arbitrarily close to the spectral radius. Such norms are, in general, difficult to compute and, furthermore, are matrix-dependent. Therefore, when needed, we choose ρ(·) as an arbitrary close approximation of such a norm.
Eigenvalue estimates for a block matrix approximate factorization preconditioner
A general expression of an approximate block factorization of the matrix A in (1) takes the form,
Here B 11 and C 11 are approximations of A When we use inner iterations, the preconditioner at each outer iteration step becomes variable. In such a case, the outer iteration method must, in general, be some form of a generalized conjugate gradient method, such as GCG ( [2] , [7] ), GMRES ( [27] ) or the modified Least Squares GMRES method ( [16] ).
We show that the preconditioner is of particular interest if at least one of C 11 or B 11 is an accurate approximation of A −1
11 . This holds for general types of problems, symmetric and positive definite, nonsymmetric and indefinite problems.
If both C 11 = 0 and B 11 = 0 , then the matrix in (2) is block-diagonal and is of less interest when A is symmetric and positive definite (spd). As is well-known, in this case a more relevant
, see e.g. [2] . Thus, for any matrix, split into a block two-by-two form, this constant measures the relative 'weight' of the off-diagonal blocks in relation to the diagonal blocks. In this application, the matrix A 22 should preferably correspond to a coarse mesh discretization. If, however, A 22 = 0, i.e. A is indefinite, the proposed preconditioner is highly relevant also in block-diagonal form.
Further, we consider the special but important case when only one of B 11 and C 11 equals zero. In this case, C is block-triangular and if, say, B 11 = 0, then C takes the form
This corresponds to the choice C 11 = A −1
11 and B 11 = 0 in (2) . Note that the computational expense of this preconditioner is essentially the same as for the block-diagonal preconditioner but, as we shall see, it can be much more efficient.
The rate of convergence of preconditioned conjugate gradient methods depends on the distribution of eigenvalues of C −1 A , which we now estimate. In the analyses, we introduce a scalar σ , which plays a role similar to the CBS constant γ (or rather to γ 2 /(1 − γ 2 ), as we shall see) but is of relevance not only for symmetric and positive definite matrices. As we shall see, σ = 1 for indefinite problems on saddle point form, but for other types of problems it is important that C 11 (and/or B 11 ) is a sufficiently accurate preconditioner to limit the upper bound of σ to a viable value.
For the analysis, consider the generalized eigenvalue problem
Letting
a computation shows that (3) can be rewritten in the following transformed form
Since, as is readily seen, I +G can be factorized, the next proposition follows. The four different error sources, due to approximations of the involved matrix blocks, are here clearly separated.
Proposition 2.1
Let A, C be defined as (1) and (2), respectively. Then C −1 A is similarly equivalent to (i.e. the eigenvalues of C −1 A equal those of) the matrix
where
Proof. Use the similarity transformation
The following lemma turns out to be useful for the analysis done in the sequel.
Lemma 2.1 Let
, where G has order n and B 12 is of order (n − m) × m.
For the eigenvalue problem,
(ii) The nonzero eigenvalues satisfy 
Therefore, 
and T is a similarity transformation matrix for I + G, where
thus,
where µ i are the eigenvalues of G.
The eigenvalues λ i of C −1 A are located in disks with radii bounded by q(1
Proof. By the assumption made, it follows from Lemma 2.1 that the eigenvector space of G forms a basis for C n , so there exists such a similarity transformation T of the matrix I + G to diagonal form.
For any eigenvector y in (5), and associated eigenvalue λ i of C −1 A it holds
which shows that
Note that we can control the value of q by making E sufficiently small. This can be done by making a sufficient number of inner iterations of A −1 11 , and possibly also for S. We consider now the limit case where A −1
11 and S = S 2 . Note that in this case we do not need to assume that I + G is diagonalizable. Proposition 2.3 Let C be defined by (2) , where A 11 = A 11 and S = S 2 . Then, for the generalized eigenvalue problem (3) there is a multiple eigenvalue λ = 1 for eigenvectors x = x 1 x 2 , where Proof. This follows from Proposition 2.1 and Lemma 2.1. The nonzero eigenvalues ζ of the matrix product A 21 A 12 equal those of
The remaining eigenvalues equal
The bounds of |λ| follow since
Remark 2.1 An earlier presentation of this proposition has appeared in [3] . Note that we can control the value of σ by choosing sufficiently accurate approximations B 11 and/or C 11 of A −1
11
. The above holds for a two-level method. For a multilevel method there may be some (small) discrepancies in the validity of the upper and lower bounds on some of the coarser levels.
Remark 2.2
For indefinite matrices A , we get σ = ±ζ , whereζ = ρ( A 12 A 21 ) and the sign depends on the choice of S , see Section 4 for further details.
We notice that the scalar σ determines the accuracy of the preconditioner. As has already been remarked, for spd problems, that role is played by the CBS constant γ. One way to define γ is as follows,
and, hence, it is a measure of the relative strength of the off-diagonal matrix blocks. Equivalently, for finite element matrices and hierarchical bases functions, γ equals the cosine of the angle between the subspaces spanned by the 'fine' set of basis functions, measured by a given bilinear inner product a(·, ·), which generates the pivot block matrix
and the 'coarse set' matrix
. Here a(., .) is the bilinear form corresponding to the given (scalar) differential problem and {ϕ A more visible connection between the measures γ and σ can be established as follows. Using the Sherman-Morrison-Woodbury formula (see, e.g., [18] or [2] ) for the matrix product
, which is a factor in (6), it holds
, when γ = 0, i.e., ρ(Γ) = 0, then also σ = 0, independently of B 11 and C 11 . The case γ = 0 means that A is block-diagonal and the preconditioner C reduces to C = A 11 0 0 A 22 . With the additional assumption from Proposition 2.3, i.e., A 11 = A 11 , it follows that C = A and λ = 1.
It is well known that for spd problems γ is always less than 1. For more general problems it may hold that Γ ≥ 1 in the spectral norm. However, ρ(Γ) < 1 may still hold. Therefore, as noted in the introduction, in general we do not use the spectral norm for nonsymmetric problems. For such problems it is also more natural to consider ρ(Q) = ρ(A −1
The corresponding relation between γ 2 and ρ(Q) follows from the relation between Γ and Q, i.e., it holds γ 2 = ρ(Q)/(1+ρ(Q)). Clearly, ρ(Q) exists and is bounded since, by assumption, both A 11 and S 2 are nonsingular.
Although the constant γ for spd matrices is always strictly less than 1, it can be arbitrarily close to the unit number for badly scaled two-by-two block splittings. As Propositions 2.4, 2.5, 2.6 show, in such a case we can still obtain a controllable bound on σ and, hence, by Proposition 2.3, of the eigenvalues of the preconditioned matrix. 
Proposition 2.4 Assume that
Proof. For a spd problem, it holds that A 12 A 21 is symmetrizable by a similarity transformation with A 1/2 11 . It is also positive definite. The same holds for the matrix Q in (7). Since Γ ≤ 1, it follows then that Q ≤ γ 2 /1 − γ 2 and the proposition follows from (6) . For nonsymmetric problems the following result holds.
Proposition 2.5 Let C be defined by (2) and assume that
Proof. Relation (7) shows that
Relation (6) shows the bound in (9) . Clearly, if B 11 = C 11 = A −1 11 and S = S 2 , the preconditioner C in (2) is an exact block matrix factorization of A and is not influenced by the quality of the splitting, measured by γ. Proposition 2.1 presents a more general estimate which holds also if B 11 and S are not equal to A 11 and S 2 , respectively.
Proposition 2.6
Assume that A is symmetric, C 11 = B 11 and that τ < 1, where τ = max{
where σ ≡ A 12 A 21 and σ ≤
Proof. The result in (10) follows directly from Propositions 2.1 and 2.4.
Smoothing correction property
The estimates in (8) and (9) explain why, at least for spd problems, an algebraic multilevel iteration method (see [5] , [11] , [24] ) can work well even for badly scaled (in terms of the CBS constant γ being close to one) splittings of a matrix in two-by-two block form. Namely, as is seen from (8), the AMLI preconditioner works still efficiently if B 11 and/or C 11 are sufficiently accurate approximations of A −1
11
. A heuristic explanation is the following. In many cases, the approximation B 11 and/or C 11 are such that the lower harmonics, i.e., the smoother parts of the residual errors, are damped significantly. Now it happens in many applications that the eigenvalues of A (1) is not seen and the iterative conjugate gradient type convergence acceleration method works as for much better scaled splittings.
If we rewrite the matrix product C −1 A as given in Proposition 2.1, but properly transformed by a similarity transformation, it takes the form
). An action of C −1 A can be seen as a presmoothing action by C 11 , a correction step by A −1
and a postsmoothing step by B 11 . Therefore, there is a relation with the smoothing-correction actions in multigrid methods, see e.g. [17, 28] . Nevertheless, as indicated above, the actions of B 11 and C 11 influence the actual value of γ taken on the vector subspace resulting after these actions, and this indicates that B 11 and C 11 should also damp smoother components. Deeper discussion on the above falls out of the scope of the present paper.
Block-diagonal preconditioners
Block-diagonal preconditioners are easy to handle and can therefore be of particular interest. We see below that this holds, in particular, for spd matrices and for matrices in saddle point form.
For spd matrices, preconditioned by the block-diagonal preconditioner
the following bounds of the eigenvalues of C −1 0 A , are known to hold (see, e.g., [2] )
We note that since for indefinite, saddle point problems A 22 = 0 or is negative definite, this analysis of a block-diagonal preconditioner is not directly applicable. Also, when the quality of the preconditioner is measured by γ, since this quantity is uniquely defined by the two-bytwo block splitting, it is seen that the quality of the preconditioner is fixed, i.e. can not be further improved upon. In more difficult problems, such as anisotropic boundary value problems discretized by standard piecewise linear basis functions, the value of γ can approach its limit value of one, resulting in big values of the bounds of the condition number κ(C −1 0 A) in terms of γ, see [2, 4, 21] .
On the other hand, in the limit case with B 11 = C 11 = 0 the considered preconditioner in (2) takes the form
and is less efficient than (11) for symmetric and positive definite problems. Here,
and, since
Using Proposition 2.2, a computation shows that in this case
This should be compared with
Hence, for spd problems and for values of γ close to unity, the block-diagonal matrix C is less efficient than C 0 as a preconditioner.
However, as we have seen, the preconditioner C can be much improved by involving an approximate block matrix factorization as in (2) . Therefore, for robustness, , instead of (11) or (12) , it is advisable to use the more accurate form (2) as preconditioner.
The block-diagonal preconditioner (12), however, is directly applicable for saddle point problems, where A 22 = 0 . In this case
This implies the next proposition. 
There are only three eigenvalues of C −1 A , the unit value plus either of the two eigenvalue pairs given above.
Proof. Since for saddle point problems, σ = +1 and σ = −1 , respectively, the result follows directly from Proposition 2.3. Note, that the minimal polynomial of C −1 A , i.e., the polynomial P (·) of smallest degree for which P (C −1 A) = 0 , in the case of saddle point problems takes the forms P 3 (t) = (1 − t)(t 2 − 2t − 4) and P 3 (t) = (1 − t)(t 2 − 2t + 4) respectively, and there will be at most three iterations.
Remark 4.1
The above results have appeared previously, at least partly, in a number of papers, see e.g. [8, 12, 13, 17, 19, 22, 26] , but then not derived as a simple special case of the general result in Proposition 2.3 as has been done here.
It is well known (see e.g. [10] ) that it can often be advisable to rewrite an elliptic partial differential equations problem in mixed FEM form, i.e. leading to a saddle point matrix. For instance, this can increase the accuracy of the gradient of the solution, a quantity which often plays a greater role than the solution itself. Another example is the linear elasticity problem, formulated in terms of displacements and hydrostatic pressure, which allows us to handle purely incompressible materials.
As is shown and utilized in the related literature, as well as illustrated above, saddle point matrices can be preconditioned efficiently by block-diagonal matrices or by block tridiagonal matrices, which latter we discuss in the current context in Section 5. In addition, as has been shown in e.g. [1, 3, 6, 9] , the saddle point matrix can be regularized to make it possible to approximate the Schur complement matrix of the regularized matrix simply by a multiple of the identity matrix, leaving the effort to construct an efficient preconditioner to just the approximation of the pivot block matrix. This approach can be applied for all types of saddle point matrices, including those arising from mixed FEM formulations. Mixed FEM have been presented in a number of publications, see e.g. [10] .
Block-triangular preconditioners
Clearly, the optimal balance to get the smallest total computational cost, including the costs for the inner iterations and the Schur complement matrix, is problem dependent, i.e., must be analysed for each separate type of problem.
As indicated in the introduction to Section 2, the most efficient form of the preconditioner is of block-tridiagonal form. If we let C 11 = A Here we can control the value of σ , and make it arbitrarily small, by making a sufficient number of inner iterations in solving the arising systems with matrix A 11 . In the limit case, where A −1 11 = A −1 11 and S = S 2 , we get σ = 0 and the preconditioned matrix takes the form
In this case, the minimal polynomial to C −1 A is simply P 2 (t) = (1−t) 2 , and only two iterations in the GCG outer iteration method will occur. There will in general be more iterations when A −1 11 is an approximation of A −1 11 but, as shown above, we can control this number by making a sufficient number of inner iterations.
In the general case, where A −1
11 and S ≈ S 2 , Proposition 2.2 shows that the eigenvalues λ 1 of C −1 A are located in discs around 1 + µ i where
and ζ i are the nonzero eigenvalues of A 
The radius can be controlled by making a sufficient number of inner iterations when solving the arising systems with the pivot block matrix A 11 and by choosing a sufficiently accurate approximation S of S 2 .
Approximations of Schur complement matrices
As has been seen, the preconditioner analysed in the previous sections can be very effective, leading to few iterations. However, it needs accurate solutions of the pivot block matrix and the Schur complement matrix. The assembly of elementwise exact Schur complements can be used as approximations of the global Schur complement matrix, see e.g. [4] . For example, for nearly isotropic second order elliptic problems, using a splitting constructed on a fine/coarse mesh, the pivot block matrix and the Schur complement matrix are similarly equivalent to a mass matrix and the coarse mesh matrix, respectively. The solution of such mass matrix problems can be done with an optimal order of computation, leading to a multilevel type of method, see e.g. [2] . Thereby, for the coarse mesh matrix one can use repeatedly new splittings in fine/coarse node sets.
For highly anisotropic problems, however, the mass matrix can be extremely ill-conditioned and can therefore lead to many iterations. A possible remedy to handle such more difficult problems is to use a domain decomposition method. Here, the ill-conditioned problems can be solved by a direct solution method on each subdomain. The arising Schur complement matrices corresponding to the interfaces between subdomains can be handled by some form of a Schwarz alternating iteration method in one-level, or preferably, in two-level form, that is, in some way coupled with a coarse mesh or augmented with some proper set of basis functions.
If this approach is applied for the original given, elliptic problem, then the arising pivot block matrix becomes block-diagonal and can be solved by a direct solution method. As indicated above, the difficulty is how to handle the Schur complement matrices for the interfaces. For further discussions of this issue, see e.g. [4] . See also [3] .
For problems on saddle point form often special situations occur. For instance, for such matrices arising from mixed finite element method or for Stokes problem for the coupled velocity and pressure variables in fluid flow problems, the pivot block matrix can be handled as a second order elliptic problem while, under certain conditions, the Schur complement matrix is similarly equivalent to a mass matrix.
For ill-conditioned such problems, for example when the LBB -stability condition (cf. [10] ) is violated, one can use some form of regularization of the problem. This is similar to the use of a penalized or augmented Lagrangian method for general constrained optimization problems. 
where the scalar r and the nonsingular matrix W are regularization parameters. Often W is spd and r is large.
As has been shown in [3] , here the Schur complement matrix approaches the value 1 r I 2 , where I 2 is an identity matrix, so there is no need to precondition the Schur complement of A r in the outer iteration method. In the ideal case, using a block-diagonal preconditioner, there will only be three to four outer iterations for large values of the parameter r, see [3] for illustrations of this.
However, here the difficulty is left to the solution of the pivot block matrix. This can be handled by some form of a Schwarz alternating iteration method, for instance. For a discussion of this, see e.g. [3] . The major intention of the present paper is to introduce the eigenvalue analyses in Section 2 and the handling of various arising matrices, using methods such as Schwarz alternating iteration method will therefore not be taken up further here.
Numerical illustrations
To get some further insight into the performance of the methods, we illustrate the theoretical results on the following set of test problems. 
, which represents a quarter of a vortex flow, centered at the origin. visualised in Figure 1 . The boundary conditions are of inhomogeneous Dirichlet type on x = 0, x = 1, y = 1 and of homogeneous Neumann type on y = 0. The problem is discretized using piece-wise linear conforming finite elements. (Within this setting we do not consider very strongly convection dominated problems.) Problem 2 (Moving interface problem) Simulation of a moving interface with a constant speed by using the Cahn-Hilliard equation, written in the form of a coupled system of two partial differential equations:
Here the unknown function C (the concentration) is a continuous scalar variable that describes the diffusive interface profile. It has constant value in each phase, ±1, and changes rapidly but in a continuous manner from one to the other in an interface strip of certain thickness. The function Ψ is a double-well function with two minima at ±1, corresponding to the two stable phases. The variable η = Ψ ′ (C) − κ∆C is the so-called chemical potential. α and β are constant and positive problem parameters.
For the particular test problem we use Ψ(C) = The problem is discretized in time using a backward Euler implicit time-stepping method and in space -by linear FEM for both variables on a triangular grid. As is seen from (13), the problem is nonlinear and within each time step we use Newton's method to solve it.
Here we are interested primarily in the solution of the corresponding Jacobian matrix equation. The linear system to be solved during each nonlinear iteration has the following form.
where J is the part of the Jacobian, which corresponds to the nonlinear term Ψ ′ (C). Here, K, M and W are the stiffness, mass and convection matrices, respectively.
There are several problem parameters involved in (13) . For the numerical experiments we have used β = 1/P e, where P e = 300 is the Peclet number. Here α is the square of the so-called Cahn number, chosen in this case as 0.1. For more details regarding the problem parameters, we refer, for instance, to [14] .
While for Problem 2 the arising system is readily given in a block two-by-two form, that structure is not a priori available for the matrices arising from Problem 1. Therefore, we use the standard technique to impose the structure by considering two consecutive (nested) refinements of the computational domain. We consider some given mesh, referred to as 'coarse' and perform one regular refinement (in this case, into four congruent triangles), to obtain a 'fine' mesh. In this way, the degrees of freedom on the fine mesh is split into two non-intersecting classes, imposing the desired block two-by-two structure of the matrix on the fine level. We note, that the finite elements on the coarse mesh can be seen as macro-elements on the fine mesh and, by the same ordering, the corresponding macro-element stiffness matrix is also of block two-by-two form. To be more specific, let M and m = 4M be the number of finite elements on the coarse and the fine mesh, correspondingly. Then, the system matrix A is obtained as follows;
k,e A r,e R r,e . The Boolean matrices R k,e , R ℓ,E and R r,e represent the local-to-global node ordering for the fine mesh elements, the macro-elements and within a macro-element, respectively.
The matrices, arising in Problem 1 with b = 0 (the diffusion problem) are symmetric and positive definite. The matrices with b = 0 (the convection-diffusion problem) are positive definite but nonsymmetric. Problem 2 gives raise to nonsymmetric indefinite matrices and for the particular FEM discretization pair, the block A 12 is rank-deficient.
All numerical experiments are performed in Matlab. The chosen size of the test matrices is not very large since the theoretical bounds, to be illustrated, involve matrix functions, which are costly to compute exactly, such as the value of γ computed as ρ(A 
11 , C
and C
11 . The first two are computed as C
is an incomplete factorization of A 11 with a drop tolerance τ 1 = 0.01, τ 2 = 0.001 and τ 3 = 0.0001. The LU-factors are computed using the Matlab function luinc(A 11 , τ i ) or cholinc for spd matrices.
The matrix C
11 is constructed only in the setting of Problem 1 as a sparse approximate inverse of A 11 as follows. First we compute an element-by-element approximation of A is sparse and cheap to obtain. In order to improve the quality of C as an approximation of A −1 11 , we compute a sparse additive correction to it, C (3, 2) 11 , such that the following Frobenius norm (cf. [2] and the reference therein) is minimized
Then we let C are given in [25] .) In a strict sense, we should here use the Frobenius norm with respect to the symmetric part of A −1
11 , but the numerical result indicate that it is not necessary to do so. The matrix B 11 is chosen to be either zero or equal to C 11 , as indicated in the tables below. We show the values of γ and σ (Tables 1 and 2 ). As predicted by the theory, when we use standard (instead of hierarchical) linear basis functions, the value of γ becomes arbitrarily close to 1 with increasing the dimension of the discrete problem. Thus, condition number bounds, based only on γ would predict a deterioration of the convergence rate, since these involve the factor 1/(1 − γ 2 ). The value of σ, however, remains bounded and is controlled by the quality of the approximation C 11 (B 11 = C 11 ). We also show the value of the upper bound (denoted by δ in the tables) for σ, as derived in Propositions 2.4 and 2.5. Tables 1 and 2 In Table 3 we apply the two-level preconditioner C in a multilevel setting. We test with the matrices from Problem 1, where on each level C 11 is computed as C (3) 11 (cf. (15)) and B 11 = C 11 . The multilevel construction requires an approximation of the Schur complement. For this test Table 1 : Table 2 :
we have used the element-by-element technique (cf., e.g., [20] , [4] ), where on each level local Schur complements are computed exactly and summed up in a FEM manner. In other words, we compute S
The so-obtained matrices S (ℓ E play the role of the element matrices on the coarser levels so that the construction can be repeated recursively. We see from Table 3 that on the coarser levels the value of σ decreases as well as the condition number of the preconditioned system C −1 A. We also see that the eigenvalue bounds are quite tight. Table 4 contains results for matrices arising from Problem 2. We include the iteration counts to solve one system with the Jacobian matrix with a block-factorized preconditioner and with a block-triangular preconditioner (the case when B 11 = 0). Systems with A 11 and with S are solved by a direct method. In this example the system matrix is not symmetric and not positive definite in general. We see, that the value of γ is larger than 1 and increases approximately by a factor 4 when we refine the mesh once, while σ is less than 1 and its increase is much less pronounced.
As remarked in the introduction, we replace the two-norm with a norm, close to the spectral radius. Therefore, in the table we show the numerically estimated values ρ(I 1 − C 11 A 11 ) and ρ(I 1 − S −1 S 2 ), which illustrate the effect on the chosen approximation of the inverse of A 11 . We consider two approximations of A −1 11 (the scaled mass matrix in this case). As a first approximation, we set A 11 = B 11 = C 11 = (diag(A 11 )) −1 and
It is well known that the diagonal of the mass matrix is a high quality approximation of it (cf. e.g., [29] ). In [29] and in earlier papers, referred to in it, it is shown that, for example, in 2D, the condition number of diag(A 11 )) −1 A 11 is bounded by 4 for triangles and by 9 for quadrilaterals, independently of the size of the matrix. The quantities I 1 − diag(A 11 )) −1 A 11 and ρ(I 1 − diag(A 11 )) −1 A 11 ), however, are equal to one, as shown by the first set of numerical experiments in Table 4 .
As a second approximation, we use an EBE-SPAI approximation, which minimizes a weighted Frobenius norm, computed by the same method as when constructing C have the sparsity pattern of A 11 . This approximation is norm-minimizing by construction, which is also illustrated in Table 4 .
Conclusions
A general form of approximate block factorizations for matrices on two-by-two block form has been presented. A new parameter (σ) to measure the quality of the corresponding preconditioner has been introduced. This replaces the previously commonly used parameter, the CBS constant γ. The latter is fixed for the given matrix, i.e., does not depend on the preconditioner and, furthermore, is applicable only for symmetric positive definite problems.
A problem with the parameter σ is that it can not be computed locally, as the parameter γ can. However, its upper bound involves γ 2 /(1 − γ 2 ), which can be computed locally, and the additional factors in σ can be approximated by its values on local subdomains. By involving inner iterations, one can get arbitrarily accurate preconditioners or, at least in the limit, of a form, leading to just two or three conjugate gradients iterations. For matrices of saddle point form, one can use a regularization technique, which implies that the Schur complement of the resulting matrix approaches a multiple of the identity, thus there is no need to devise some other approximation of it. However, there are two aspects to be considered when choosing the regularization parameters r and W , namely, we want to get a well-conditioned matrix A + rB T W −1 B but still keep the cost to construct and solve systems with W low. These aspects are subject to a forthcoming paper.
Several of the results are illustrated by numerical tests.
