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Abstract
We will discuss a way to construct new m-systems from known ones by replacing a number
of elements of the m-system by a set of other subspaces covering the same points. Further, we
investigate in which cases this method can be applied and we find new classes of 1-systems. In
the last section, the semipartial geometries arising from 1-systems of W5(q) are studied and it is
shown that some of the new 1-systems we have found yield new semipartial geometries.
c© 2003 Elsevier Science Ltd. All rights reserved.
1. Definitions
A partial m-systemM of a polar space P in PG(n, q) is a set of m-dimensional totally
singular subspaces π1, . . . , πr of P such that each generator of P containing an element
πi ∈ M has an empty intersection with (π1 ∪ · · · ∪ πr )\πi . Partial m-systems of polar
spaces were introduced by Shult and Thas in [7]. They show that there exists an upper
bound, which is independent of m, on the number of elements of a partial m-system and
they call a partial m-system which meets this upper bound an m-system. We mention the
size of an m-systemM for the finite classical polar spaces:
if P =


W2n+1(q), then |M| = qn+1 + 1,
Q(2n, q), then |M| = qn + 1,
Q+(2n + 1, q), then |M| = qn + 1,
Q−(2n + 1, q), then |M| = qn+1 + 1,
H (2n, q2), then |M| = q2n+1 + 1,
H (2n + 1, q2), then |M| = q2n+1 + 1.
Let M be a 1-system of a non-singular quadric Q. Then M is said to be locally
Hermitian at some line L ∈ M if and only if for all lines M ∈ M\{L}, the regulus
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containing L and M of the hyperbolic quadric 〈L, M〉 ∩ Q = Q+(3, q), is completely
contained inM.
Consider a symplectic polar space W2n+1(q)with q even. Then W2n+1(q) can be seen as
the projection of a parabolic quadric Q(2n+2, q) from its nucleus n onto a PG(2n+1, q)
not containing the nucleus. If R is a regulus of lines of W2n+1(q), then we say that R is a
strong regulus of W2n+1(q) if and only if R is the projection from n onto PG(2n + 1, q)
of a regulus of lines of some hyperbolic quadric Q+(3, q) on Q(2n + 2, q). Hence the
opposite regulus of a strong regulus of W2n+1(q) consists entirely of totally isotropic lines
of W2n+1(q). The converse is also true: if the opposite regulus of a regulus of lines of
W2n+1(q) consists entirely of totally isotropic lines, then it is a strong regulus. Also, every
two disjoint lines of W2n+1(q) determine exactly one strong regulus containing both of
them. By making use of the notion of a strong regulus, we can define locally Hermitian
1-systems of W2n+1(q) for q even.
LetM be a 1-system of the symplectic polar space W2n+1(q), q even, in PG(2n+1, q).
We say that M is locally Hermitian at some line L ∈ M if and only if for every line
M ∈M\{L}, the unique strong regulus of W2n+1(q)which contains L and M , is contained
in M.
Throughout this paper, the union of the elements of an m-system M will be denoted
by M˜.
An SPG regulus R of PG(n, q) is a set of m-dimensional subspaces π1, π2, . . . , πr ,
r > 1, of PG(n, q), satisfying:
(a) πi ∩ π j = ∅ for all i = j .
(b) If PG(m + 1, q) contains πi , then it has a point in common with either 0 or α (> 0)
spaces in R\{πi }. If such a PG(m + 1, q) has no point in common with π j for all
π j ∈ R\{πi }, then it is called a tangent (m + 1)-space ofR at πi .
(c) If the point x of PG(n, q) is not contained in an element ofR, then it is contained in
a constant number θ ≥ 0 of tangent (m + 1)-spaces ofR.
Let R be an SPG regulus of PG(n, q), embed PG(n, q) as a hyperplane H in a
PG(n + 1, q) and define an incidence structure (P,L, I) as follows. The point set P is the
set of points of PG(n+1, q), not contained in H . The set L of lines consists of all (m+1)-
dimensional subspaces of PG(n + 1, q) which meet H in an element of R. Incidence is
inherited from PG(n+1, q). Then it is shown in [8] that (P,L, I) is a semipartial geometry
with parameters s = qm+1 − 1, t = r − 1, α = α, and µ = (r − θ)α.
2. Constructing new m-systems from known ones
In some cases, it is possible to construct new m-systems from known ones in a very
simple way: by replacing a set of subspaces of the m-system by a suitably chosen other set
of subspaces, such that the unions of the elements for both sets coincide. This technique
will be called derivation of m-systems and it is described in the following theorem.
Theorem 2.1. LetM := {π1, π2, . . . , πr } be an m-system of a finite classical polar space
Pn in PG(n, q). Suppose that there exists a PG(2m+1, q) containing 1 ≤ s ≤ r elements
π1, π2, . . . , πs ofM. If in PG(2m+1, q)∩Pn there exist s disjoint m-dimensional totally
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singular subspaces α1, α2, . . . , αs of Pn such that the point sets π1 ∪ π2 ∪ · · · ∪ πs and
α1 ∪ α2 ∪ · · · ∪ αs coincide, then M′ := {α1, α2, . . . , αs , πs+1, πs+2, . . . , πr } is also an
m-system of Pn.
Proof. We must show that every (m + 1)-dimensional totally singular subspace of Pn
containing an element of M′, is disjoint from all other elements of M′. Any (m + 1)-
dimensional totally singular subspace through an element πi , i ≥ s+1, clearly satisfies this
condition, asM is an m-system and M˜ = M˜′. So, consider an (m+1)-dimensional totally
singular subspace γ of Pn through an element αi , i ∈ {1, 2, . . . , s}. Since the elements αi
are generators of the (non-singular) polar space PG(2m + 1, q) ∩ Pn , γ is not contained
in PG(2m + 1, q) and thus is disjoint from all elements α j , j ∈ {1, 2, . . . , s}\{i}. Suppose
that γ contains a point x of some π j , j ∈ {s + 1, s + 2, . . . , r}. If Pn is not a parabolic
quadric for q even, let ⊥ be the polarity defined by Pn . Then 〈PG(2m + 1, q)〉⊥ intersects
Pn in a non-singular polar space Pn−2m−2 and for each generator G of PG(2m+1, q)∩Pn
it holds that G⊥ ∩ Pn = GPn−2m−2. Hence γ contains a point y of Pn−2m−2; also, asM
is an m-system, the point x does not belong to Pn−2m−2. The line xy of γ meets αi in
some point z, which belongs to exactly one πk with k ∈ {1, 2, . . . , s}, because M˜ = M˜′.
Now, as πk is also a generator of PG(2m + 1, q) ∩ Pn , the subspace 〈πk, y〉 is totally
singular and meets the element π j of M in the point x . This is a contradiction to the fact
that M is an m-system and we conclude that γ must be disjoint from all elements π j ,
j ∈ {s + 1, s + 2, . . . , r}. This implies thatM′ is also an m-system of Pn .
If q is even and Pn is a parabolic quadric Q(n, q), no polarity is associated with
Pn . However, if we project Pn from its nucleus w onto a hyperplane PG(n − 1, q) of
PG(n, q) not containing w, then there arises a symplectic polar space Wn−1(q). Hence
Pn ∼= Wn−1(q) and now the result follows from the foregoing paragraph. 
It is clear that Theorem 2.1 can be applied to any locally Hermitian 1-system M of
a non-singular quadric, in which case a regulus can be replaced by its opposite regulus
to obtain another 1-system M′. In this situation, it is possible to show that the 1-system
M′ arising in this way, is not isomorphic to the original one. This is an interesting result,
because it implies thatM′ is new.
Theorem 2.2. Suppose that M is a 1-system of a non-singular quadric Q in PG(n, q),
which is locally Hermitian at some line L ∈ M. Let M′ be the 1-system of Q, which is
obtained by replacing a regulus R ofM through L by its opposite regulus R. Then M′ is
not locally Hermitian and so M andM′ are not isomorphic.
Proof. Denote the reguli ofM through L by R, R1, R2, . . . , Rs−1, with s = |M|−1q and
let M′ consist of the lines of Ri\{L}, i = 1, 2, . . . , s − 1, together with the lines of the
opposite regulus R of R. We proceed to show that M′ cannot be locally Hermitian at any
line M ∈ M′, since for no line M ∈ M′ is it possible to find s 3-spaces on M , each
containing q + 1 lines ofM′, while the other 3-spaces on M have no line in common with
M′ but M itself.
Consider a line M of R and the 3-space 〈M, N〉 with N an arbitrary line of a regulus Ri ,
i ∈ {1, 2, . . . , s − 1}, distinct from L. Then 〈M, N〉 contains at least two lines ofM′ and
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meets the q − 1 lines of Ri\{L, N} in at least a point. Since Q is a non-singular quadric, a
3-dimensional subspace of PG(n, q) which contains q + 1 lines of a 1-system of Q, must
be disjoint from all other lines of this 1-system, since a 3-dimensional subspace with this
property must intersect Q in a hyperbolic quadric Q+(3, q). So, if 〈M, N〉 would contain
q + 1 lines of M′, then these q + 1 lines would have to be M and the q lines of Ri\{L}.
But then 〈M, N〉 = 〈Ri 〉, so that the 3-dimensional subspace 〈Ri 〉 would contain q + 1
lines of the 1-systemM and q additional points of M˜, namely the points of M not on L.
This is a contradiction. We conclude that the 3-space 〈M, N〉 contains at least two, but less
than q +1 lines ofM′ and thus we cannot find a suitable collection of 3-spaces containing
the line M ∈ R.
Now suppose that M ∈ R. Then there exists a regulus Ri of M with M ∈ Ri\{L}.
The 3-space 〈Ri 〉 meets M′ in at least q lines and contains q + 1 points of M˜′, not on
these lines, namely the points of L. If 〈Ri 〉 contains q + 1 lines ofM′, then necessarily the
line L is one of these lines, a contradiction because L ∈M′. As a consequence, 〈Ri 〉 has
exactly q lines in common with M′ and again there is no suitable collection of 3-spaces
containing M .
Thus we may conclude thatM′ is not locally Hermitian and so it cannot be isomorphic
to M. 
Remark. Since for q even, the symplectic polar space W5(q) is isomorphic to Q(6, q),
the conclusion of Theorem 2.2 also holds for 1-systems of W5(q), q even.
3. Examples
The most obvious situation in which Theorem 2.1 can be applied is that of a 1-system
containing reguli. In this case, a regulus can be replaced by its opposite regulus, thus
yielding a new 1-system, provided that the opposite regulus also consists of totally singular
lines of the polar space. For 1-systems of Q−(5, q), which are in fact spreads, this is a well-
known fact (see for instance [8]). In the following, we give an overview of other known
1-systems which are candidates for the application of this method.
For q odd, Q+(5, q) has a unique 1-system, see [7], which does not contain reguli. If q
is even, every 1-system of Q+(5, q) is a spread of a Q(4, q) ⊆ Q+(5, q) and conversely,
see again [7]. By 1.8.4 of Payne and Thas [6] an ovoid of W3(q) contains either zero or two
points of any given hyperbolic line of W3(q), and so, as W3(q) is isomorphic to the point-
line dual of Q(4, q), a spread of Q(4, q) contains at most two lines of any given regulus of
Q(4, q). So 1-systems of Q+(5, q), q even, do not satisfy the conditions of Theorem 2.1.
Apart from 1-systems contained in an induced elliptic quadric Q−(5, q), the parabolic
quadric Q(6, q) has other classes of 1-systems containing reguli. Both for q odd (see [1]
and [4]) and for q even (see [5]), there exist locally Hermitian 1-systems of Q(6, q),
which are not contained in a 5-dimensional subspace. In every such 1-system, which
is locally Hermitian at L, it is possible to replace any regulus containing L by its
opposite regulus, which yields other 1-systems of Q(6, q) for all q > 2. These 1-systems
are not locally Hermitian, by Theorem 2.2. So the 1-systems found in this way are
new. For q = 2, 1-systems of Q(6, 2) have been classified by a computer result of
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Hamilton and Mathon [2]. There exist two non-isomorphic examples: the regular line
spread of a Q−(5, 2) ⊆ Q(6, 2) and the one obtained by replacing a regulus of the regular
line spread by its opposite regulus.
The symplectic polar space W5(q) also has 1-systems containing reguli. For q odd
however, the opposite regulus of a regulus of totally isotropic lines does not consist entirely
of totally isotropic lines. Hence only the case where q is even is interesting here. But for
even q , the polar spaces W5(q) and Q(6, q) are isomorphic, so here we find the same
examples as for Q(6, q).
By a result of Shult and Thas [7], every ovoid O of H (3, q2) defines a 1-system
of Q+(7, q). It is also known that a Baer subline, the points of which belong to O,
corresponds to a regulus of lines in the 1-system of Q+(7, q). If such a regulus is replaced
by its opposite regulus, we obtain another 1-system of Q+(7, q).
The Hermitian polar space H (3, q2) has several ovoids containing Baer sublines.
Firstly, there is the classical ovoid H (2, q2) ⊆ H (3, q2), which can be partitioned into
q2 − q + 1 disjoint Baer sublines. Hence, in the corresponding 1-system of Q+(7, q), we
can replace any number of reguli, from 1 to q2−q+1, by their opposite regulus. This yields
a lot of 1-systems of Q+(7, q), including an example in which all lines of the classical
1-system have been replaced by new lines. Note that all these 1-systems are spreads of
an induced Q−(5, q) ⊆ Q+(7, q), so in fact these examples arising from H (2, q2) were
already known.
As one easily sees in the following way, there exist other ovoids of H (3, q2) containing
Baer sublines. It is known that H (3, q2) is isomorphic to the point-line dual of Q−(5, q)
and an ovoid of H (3, q2) corresponds to a spread of Q−(5, q). A Baer subline of such an
ovoid then corresponds to a regulus of lines of the spread of Q−(5, q). Now, Q−(5, q) has
a lot of spreads containing reguli. By a method explained in [8], a spread of Q−(5, q)
can be constructed from every line spread of PG(3, q) and such spreads of Q−(5, q)
are locally Hermitian, which means that they consist of q2 reguli through a common
line. The corresponding ovoid of H (3, q2) thus consists of q2 Baer sublines through a
common point, and yields a locally Hermitian 1-system of Q+(7, q) in which at least one
regulus can be replaced by its opposite regulus. Again by Theorem 2.2, it follows that a
1-system, obtained by replacing a regulus of a locally Hermitian 1-system of Q+(7, q) by
its opposite, cannot be locally Hermitian.
Note that, by replacing a regulus of a locally Hermitian spread of Q−(5, q) by its
opposite regulus, we obtain another spread of Q−(5, q) containing at least one regulus.
The corresponding ovoid of H (3, q2) then contains at least one Baer subline and hence
gives rise to a 1-system of Q+(7, q) which also contains at least one regulus. By applying
Theorem 2.1 on this regulus, yet another 1-system of Q+(7, q) is found.
Of course, every 1-system of an induced Q(6, q) ⊆ Q+(7, q) is also a 1-system of
Q+(7, q), but these examples have already been discussed.
There is another case in which Theorem 2.1 can be applied, but unfortunately nothing
new arises here. In [7] it is explained how every m-system of an elliptic quadric
Q−(2n +1, q2) gives rise to a (2m + 1)-system of Q−(4n + 3, q). For n = 2 and m = 1,
every spread S of Q−(5, q2) thus yields a 3-systemM of Q−(11, q). If S contains reguli,
then every regulus of S corresponds to a set of q2 + 1 3-spaces π0, π1, . . . , πq2 of M,
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while the opposite regulus corresponds to q2 + 1 other 3-spaces α0, α1, . . . , αq2 which
can replace π0, π1, . . . , πq2 to yield a different 3-system of Q−(11, q). This is, however,
obviously the same 3-system as the one which is obtained starting directly from the spread
S ′ of Q−(5, q2), where S ′ is the spread of Q−(5, q2), obtained from S by replacing the
considered regulus by its opposite. So Theorem 2.1 can be applied here, but it gives no new
examples.
Remark. As we have seen, there arise new classes of 1-systems of Q(6, q) by applying
Theorem 2.1. In [7], it is shown that every 1-system of Q(6, q), q odd, yields a 3-system
of Q+(13, q). This means that we have also found several classes of new 3-systems of
Q+(13, q). For even q , a 1-system of Q(6, q) gives rise to a 3-system of Q(12, q) (see,
again, [7]) and, by embedding, also a 3-system of Q+(13, q). So, for even q , we have
found new classes of 3-systems of Q(12, q) and Q+(13, q). Moreover, if q is even, we
can continue in this way: the new 3-systems of Q(12, q) yield new 7-systems of Q(24, q)
and of Q+(25, q). In general, for q even, we find new classes of (2n+1 − 1)-systems of
Q(6 · 2n, q) and Q+(6 · 2n + 1, q).
4. Semipartial geometries
For q even, every 1-system of Q(6, q) is isomorphic to a 1-system of the symplectic
polar space W5(q), which can be seen by projection from the nucleus of Q(6, q) onto a
5-space, not containing the nucleus. As is shown in [3], every 1-system of W5(q) is an SPG
regulus and so a semipartial geometry can be constructed from it. In this section we will
investigate whether the new 1-systems of W5(q), which arise by applying Theorem 2.1,
also yield new semipartial geometries.
Let M be a 1-system of W5(q), and hence also an SPG regulus of the ambient space
PG(5, q) of W5(q). The semipartial geometry, constructed from the SPG regulus M as
explained in Section 1, will be denoted by SPG(M) and has parameters s = q2 − 1,
t = q3, α = q and µ = q2(q2 − 1). Suppose further that q is even and M is locally
Hermitian, and let M′ be the 1-system of W5(q), which arises from M by replacing a
strong regulus by its opposite regulus. We aim at showing that SPG(M) and SPG(M′)
are not isomorphic in this case. We start with an easy lemma that will be used continually
afterwards.
Lemma 4.1. Let G be a semipartial geometry with parameters s = q2−1, t = q3, α = q
and µ = q2(q2 − 1). If N is a subnet of order q2 and degree q + 1 of G, then two points
of N are collinear in N if and only if they are collinear in G.
Proof. Suppose that x and y are two points of N , which are collinear in G, and consider
an arbitrary line L of N through y, but not containing x . As α = q , there exist exactly
q lines of G through x and concurrent with L; one of them is the line through x and y.
On the other hand, there are also exactly q lines of N through x and which meet L in a
point, so these lines must coincide with the q lines of G with this property. This implies
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that x and y are also collinear in N . The converse statement is trivially true: if two points
ofN are collinear in N , then they are also collinear in G. 
The lemma that will be shown next, plays a key role in the theorem we want to prove
eventually. Unfortunately, it requires a different proof for q > 2 and for q = 2. The proof
in the case q = 2 is rather complicated, for which reason the lemma itself is split up in two
parts.
Lemma 4.2. Let M be a 1-system of a symplectic polar space W5(q), q > 2, in
PG(5, q) := H . A subnet of order q2 and degree q + 1 in SPG(M) is always the
subgeometry induced by SPG(M) in a subspace PG(4, q) of the ambient space PG(6, q)
of SPG(M), where PG(4, q) meets H in a PG(3, q) containing exactly q+1 lines ofM.
Proof. It is straightforward that the subgeometry, induced in such a PG(4, q), is a net of
order q2 and degree q + 1.
To prove the converse, suppose that N is a subnet of order q2 and degree q + 1 of
SPG(M), with q > 2. Let x be a point ofN and consider two lines π0, π1 ofN on x , so
πi is a plane of PG(6, q) which meets H in a line Li ∈M, i = 0, 1. Denote the 3-space
〈L0, L1〉 by β. We will show that β contains exactly q + 1 elements of M and that N is
the subgeometry induced in 〈x, β〉. Note also that β cannot contain more than q + 1 lines
ofM, because in SPG(M), it holds that α = q .
Every plane in β on L0 meets L1 in a point and by the fact that M is an SPG regulus
with α = q , it holds that all planes on L0 in β have q points in common with M˜, not on
L0. A plane in β on L0 with the property that these q points lie on a line will be of type I;
if this is not the case, it will be of type II.
First we assume that there exist at least two distinct planes ρ and ρ′ of type I on L0 in
β. Let the points of M˜∩ ρ, respectively M˜∩ρ′, not on L0, be on the line M , respectively
M ′, and write M ∩ L0 := y0 and M ∩ L1 := y1. Now we consider the plane 〈x, M〉.
All points of xyi\{yi}, i = 0, 1, belong to N . As every line of 〈x, M〉 not on x , y0 or y1
intersects both xy0 and xy1 and meets PG(5, q) in a point of M˜, it follows that all points
of 〈x, M〉\M are points of the subnet N . Similarly, all points of the plane 〈x, M ′〉, except
for the ones on M ′, also belong to N . This implies that the plane 〈x, Li 〉 is a line ofN for
all lines Li ∈ M which have a point in common with M or M ′. As there are only q + 1
lines ofN through the point x , each line Li ∈M which intersects M , must also meet M ′.
Hence M∩M ′ = ∅ and β contains exactly q+1 lines L0, L1, . . . , Lq ofM. Now consider
an arbitrary point z of 〈x, β〉\β, not belonging to any of the planes 〈x, Li 〉, i = 0, 1, . . . , q .
Then 〈z, L0〉 meets each plane 〈x, Li 〉, i = 0, in a point and so 〈z, L0〉 contains at least q
points of N . Consequently 〈z, L0〉 must be a line ofN and in particular z is a point ofN .
This implies thatN is the subgeometry of SPG(M), induced in the 4-space 〈x, β〉.
Next suppose that there exists at most one plane of type I in β on L0. Let ρ be a type II
plane in β on L0 with ρ ∩ L1 := y1. Consider a point z = y1 of M˜ in the plane ρ, but not
on L0, and let y0 be the point y1z ∩ L0. Now we look at the plane 〈x, y0, y1〉. Every line K
on z in 〈x, y0, y1〉, different from the lines y0y1 and xz, meets xy0 and xy1 in a point and
thus all points of K\{z} belong toN . So all points of 〈x, y0, y1〉, not on y0y1 or xz, belong
to N . By similarly considering all lines on y0 in the plane 〈x, y0, y1〉, we then find that the
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points of xz\{z} also belong to N , which shows that N contains all points of 〈x, y0, y1〉
except for the ones on the line y0y1. If we repeat this reasoning for a point z′ ∈ M˜ ∩ ρ,
z′ not on L0 or y0y1, we find a second plane 〈x, z′, y1〉 all points of which, except for the
ones on z′y1, belong to N .
To proceed, consider the 3-dimensional subspace 〈x, ρ〉 and let u be a point of L0,
distinct from y0 and z′y1 ∩ L0. Then all lines of PG(6, q) in 〈x, ρ〉\ρ containing u and
disjoint from the line xy1, meet both planes 〈x, y0, y1〉 and 〈x, z′, y1〉 in a point and so the
points on these lines, distinct from u, are points of N . As a consequence, N contains all
points of 〈x, ρ〉\(ρ ∪ 〈x, y1, u〉), which suffices in turn to conclude that also the points of
〈x, y1, u〉\y1u must be points ofN .
By assumption, there exists a second plane ρ′ = ρ of type II on L0 in β, for which it
similarly holds that N contains all points of 〈x, ρ′〉\ρ′. By an analogous argument, now
considering all lines in 〈x, β〉\β on a point v ∈ L1, v not in ρ or ρ′, we can deduce that
all points of 〈x, β〉\β must belong to N . As 〈x, β〉\β has q4 points, which is exactly the
number of points of N , the subnet N must coincide with the subgeometry of SPG(M),
induced in 〈x, β〉 and β itself must have exactly q + 1 lines in common withM.
This proves the lemma. 
The above proof does not work if q = 2. Firstly, for q = 2 all planes through L0 in
β are of type I, so that the second part of the proof is superfluous. The first part of the
proof, which handles the planes of type I, is not valid for q = 2: in this case one may not
conclude that all points of 〈x, M〉\M are points of N . If K denotes the third line through
x , so K = xy0 and xy1, then the reasoning from the proof does not allow us to conclude
that the unique point of K , different from x and K ∩ M , is a point ofN .
Therefore we give a different proof for the case q = 2.
Lemma 4.3. Suppose that M is a 1-system of a symplectic polar space W5(2) in
PG(5, 2) := H . A subnet of order 4 and degree 3 in SPG(M) is always the subgeometry
induced by SPG(M) in a subspace PG(4, 2) of the ambient space PG(6, 2) of SPG(M),
where PG(4, 2) meets H in a PG(3, 2) containing exactly three lines ofM.
Proof. Let N be a subnet of order 4 and degree 3 of SPG(M). Consider a point x of N
and denote the three lines of N on x by 〈x, Li 〉, with Li ∈M for i = 0, 1, 2. We want to
show that 〈L0, L1, L2〉 is 3-dimensional andN is the subgeometry, induced in the 4-space
〈x, L0, L1〉.
So suppose that 〈L0, L1, L2〉 is at least 4-dimensional. We first show that the 3-space
〈L0, L1〉 contains exactly three points m, n and u of M˜, not on L0 or L1, and that these
points are on a line which forms a regulus together with L0 and L1. Let a1 be a point of L1
and consider the plane 〈a1, L0〉. This plane meets M˜ in two points not on L0, one of which
is the point a1. Denote the other point by m and define the point a0 as the intersection point
of the line a1m with L0. Similarly, if b1 ∈ L1\{a1}, we obtain a point n ∈ M˜ in the plane
〈b1, L0〉. If b1n ∩ L0 = a0, then the plane 〈a0, L1〉 has three distinct points, not on L1, in
common with M˜, namely a0, m and n. This is a contradiction, so b1n ∩ L0 := b0 = a0. In
the same way, let u ∈ M˜ be the third point on the line c0c1, with ci the remaining point of
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the line Li for i = 0, 1. It then follows that mnu is a line and constitutes a regulus together
with L0 and L1.
If the subspace 〈L0, L1, L2〉 is 4-dimensional, then L2 has one of the points m, n, u
∈ M˜ in common with 〈L0, L1〉, say m ∈ L2. Now consider the plane 〈x, a0, a1〉 and
denote the third point of the line xai by di , i = 0, 1. Then the lines d0d1 and a0a1 share the
point m. As m is a point of L2, this implies that 〈d0, L2〉 is a line ofN . Also, since 〈x, L2〉
is a line of N , the third point v on the line xm must be a point of N . This in turn implies
that both 〈d1, L0〉 and 〈d0, L1〉 are lines of N , because d1v ∩ H = {a0} on the one hand
and d0v ∩ H = {a1} on the other hand, and both a0 and a1 are points of M˜.
We now turn our attention to the plane 〈x, b0, b1〉 and denote the third point on the line
xbi by ei , i = 0, 1. Similarly as above, the line e0e1 meets H in the point n ∈ M˜, so that
〈e0, N〉 is a line of N , where N ∈ M is the unique line of M containing n. Consider as
a next step the subspace 〈x, d1, L0〉 of PG(6, 2), generated by the parallel lines 〈x, L0〉
and 〈d1, L0〉 of N . This subspace is 3-dimensional. Furthermore, the line 〈e0, N〉 of N
intersects 〈x, L0〉 in the point e0, which implies that 〈e0, N〉 must also have a unique point
in common with the line 〈d1, L0〉. As a consequence, 〈e0, N〉 ∩ 〈x, d1, L0〉 is at least a
line of PG(6, 2) and 〈x, d1, L0, N〉 := δ is at most 4-dimensional. By the definition of
δ, it contains x and d1, hence also a1; in addition, both b0 and n lie in δ, so that b1 is a
point of δ as well. It follows that L1 = a1b1 is a line of δ. Hence the three lines L0, L1
and N of PG(6, 2) belong to the 3-space δ ∩ H , or, in other words, the line N of M is
contained in the 3-space 〈L0, L1〉. But the points of M˜ in 〈L0, L1〉 are exactly m, n, u and
the points of L0 and L1, and as a consequence N must coincide with the line mnu. This
is a contradiction because m is a point of L2 and we conclude that 〈L0, L1, L2〉 cannot be
4-dimensional.
Next, assume that 〈L0, L1, L2〉 is 5-dimensional and suppose that M := mnu, with m,
n and u defined as above, is a line ofM. Let a0, b0, c0, d0, a1, b1, c1 and d1 also be defined
as before. By the previous part, we know that 〈d0, M〉 is a line ofN . If ei denotes the third
point of the line xbi , i = 0, 1, then the line e0e1 has the point n of M in common with
the line b0b1 and thus 〈e0, M〉 is also a line of N . Similarly, if fi is the third point on the
line xci , i = 0, 1, then the line f0 f1 intersects M in the point u, so that 〈 f0, M〉 is a line
ofN too. The three lines 〈d0, M〉, 〈e0, M〉 and 〈 f0, M〉 are parallel lines ofN and contain
together 12 points ofN . By assumption, the line 〈x, L2〉 also belongs toN and yields four
additional points ofN . This means that we have determined all 16 points ofN ; note that x
and the 12 points of N in 〈d0, M〉, 〈e0, M〉 and 〈 f0, M〉 lie in the 4-dimensional subspace
〈x, L0, L1〉. Note also that 〈x, L2〉 is parallel to 〈d0, M〉, 〈e0, M〉 and 〈 f0, M〉. If y = x is
an arbitrary point of the line 〈x, L2〉 of N , then let π denote a line of N , different from
〈x, L2〉, through the point y. Since π cannot contain points of 〈x, L2〉 except for y, it is
clear that the three points ofN in π and distinct from y, must be part of the 12 points ofN
in 〈d0, M〉, 〈e0, M〉 and 〈 f0, M〉. Consequently, π itself must be contained in the 4-space
〈x, L0, L1〉. But this implies that the line L2 has the point xy ∩ L2 in common with the
3-space 〈L0, L1〉 and consequently 〈L0, L1, L2〉 is at most 4-dimensional. This contradicts
the assumptions and we may thus conclude that the points m, n and u belong to different
lines M , N and U ofM.
We now define the points a2, b2, c2 and m′ ∈ M˜ on a0a2, n′ ∈ M˜ on b0b2 and
u′ ∈ M˜ on c0c2 in 〈L0, L2〉 similarly as the corresponding points in 〈L0, L1〉. Also, let
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d2, respectively e2, be the third point on the line xa2, respectively xb2. If the line M meets
〈L0, L2〉 in a point, then we show that this cannot be the point m′. If m′ were a point of
M , then the line 〈d0, M〉 of N would have a point in common with all three lines 〈x, Li 〉,
i = 0, 1, 2, of N on x , namely the point di . This is a contradiction to the axioms of a net
of order 4 and degree 3. So assume that M ∩〈L0, L2〉 = n′. Then, similarly as before, both
〈d0, M〉 = 〈d1, M〉 and 〈e0, M〉 = 〈e2, M〉 are lines ofN . By assumption, the line 〈x, L2〉
also belongs to N and it intersects 〈e0, M〉 in the point e2. Since 〈d0, M〉 and 〈e0, M〉
are parallel in N , it follows that 〈x, L2〉 must also intersect 〈d0, M〉 in a point. This in
turn implies that 〈x, L2〉 has at least a line in common with the 3-space 〈d0, e0, M〉 and
consequently δ := 〈d0, e0, x, M, L2〉 is at most 4-dimensional. But δ contains b2 ∈ L2
and n′ ∈ M , so also the point b0 lies in δ. On the other hand, the fact that x and d0 are
points of δ, implies that a0 is a point of δ as well. Hence δ contains the line L0. Finally,
we now know that both a0 ∈ L0 and m ∈ M lie in δ, so that also a1 must be a point of
δ. We conclude that the 3-space 〈L0, L2〉 = δ ∩ H meets L1 in at least a point, so that
〈L0, L1, L2〉 is at most 4-dimensional. This is again a contradiction to the assumptions and
it follows that M is disjoint from 〈L0, L2〉 and similarly also from 〈L1, L2〉. Clearly, the
same holds for N and U . By applying the above argument to the 3-spaces 〈L0, L2〉 and
〈L1, L2〉, it follows that there exist six distinct lines of M\{L0, L1, L2, M, N,U}, three
of which have a point in common with 〈L0, L2〉, and the other three with 〈L1, L2〉. Also by
the above argument, no two of these lines coincide. All together this implies the existence
of 12 lines ofM, which contradicts the fact that |M| = 9. We conclude that 〈L0, L1, L2〉
cannot be 5-dimensional either and thus the only possibility is that it is a 3-dimensional
subspace of H = PG(5, 2).
It remains to show that N is the subgeometry of SPG(M), induced in the
4-dimensional subspace 〈x, L0, L1〉, but this is now easy. Let z be an arbitrary point of
〈x, L0, L1〉\〈L0, L1〉. If z lies in one of the planes 〈x, Li 〉, i = 0, 1, 2, then it is clear
that z is a point of N . So assume that z is not contained in any of the planes 〈x, Li 〉,
i = 0, 1, 2. Then the plane 〈z, L0〉 meets both 〈x, L1〉 and 〈x, L2〉 in a point not on L1 or
L2. Hence 〈z, L0〉 is a line of SPG(M) which contains two points of N , which implies
that 〈z, L0〉 must be a line ofN . In particular, z is a point ofN and it follows that all points
of 〈x, L0, L1〉\〈L0, L1〉 belong toN . This proves thatN is the subgeometry of SPG(M),
induced in 〈x, L0, L1〉. 
Based on the previous lemmas and Theorem 2.2, we can show that some of the new
1-systems of W5(q), q even, which are constructed from a known 1-system by replacing a
strong regulus by its opposite regulus, also yield new semipartial geometries.
Theorem 4.4. LetM be a 1-system of W5(q), q even, which is locally Hermitian at some
line L ∈ M, and suppose that M′ is obtained from M by replacing a strong regulus R
ofM through L by its opposite regulus R. Then the semipartial geometries SPG(M) and
SPG(M′) are not isomorphic.
Proof. AsM is locally Hermitian at the line L, it consists of q2 strong reguli R, R1, . . . ,
Rq2−1 through L. If x is a fixed point of SPG(M), then each such regulus determines a
unique subnet of SPG(M) of degree q2 and order q + 1 through x , and these q2 subnets
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have exactly the line 〈x, L〉 of SPG(M) in common. A collection of q2 such subnets exists
through each point of SPG(M). In the proof of Theorem 2.2 however, it has been shown
that there exists no line M ∈ M′ with the property that for every line N ∈M′\{M}, the
3-space 〈M, N〉 contains q + 1 lines ofM′. Hence by Lemmas 4.2 and 4.3 it follows that
for no point x of SPG(M′) there can be found a collection of q2 subnets through x of
order q2 and degree q + 1, all containing some common line 〈x, M〉 of SPG(M′).
We may thus conclude that SPG(M′) is not isomorphic to SPG(M). 
This theorem can be applied to the locally Hermitian 1-systems of W5(q), q even, which
are described in [5]. LetM be such a 1-system, locally Hermitian at the line L ∈M, and
suppose thatM′ is obtained fromM by replacing one strong regulus through the line L by
its opposite regulus. Then we have shown that SPG(M′) is not isomorphic to SPG(M),
so from the new 1-systems new semipartial geometries arise.
Note that SPG(M) and SPG(M′) have the same parameters and, as M˜ = M˜′,
they also have a common point graph. It follows that this point graph is not faithfully
semigeometric.
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