Introduction
There is a substantial literature on the Central Limit Theorem for sums of dependent random variables, especially martingales and stationary sequences; several sets of sufficient conditions are known for the convergence in distribution of normed sums. See, for example, Hall and Heyde (1980, Chapters 3 and 5) the review paper by Peligrad (1986) and the references given there. There is much less work on local versions of the Central Limit Theorem for dependent sequences, however. Lalley (1986) notes the paucity of such work and proves a local theorem for Gibb's states.
The purpose of this note is to show that techniques developed by Klassen (1984) , Boos (1985) and Sweeting (1986) may be used to establish local versions of the Central Limit Theorem for sums of dependent random variables, when a global theorem is known and conditional distributions are sufficiently smooth. The approach is suggested by the work of Jeganathan (1987) .
Preliminaries
If u E Iw" and f is a Bore1 measurable function from Iw " into Iw, then f is said to be almost differentiable in the direction u iff there is a measurable function Of, from [w" into Iw for which
for a.e. x E [w" (Lebesgue) for each c > 0. Here (1) includes the condition that the integral exists as a Lebesgue integral. It follows directly from Lemma 2, below, that the function Of,, is essentially unique.
If f is continuously differentiable, then (1) holds for all x and u with Dfi,(x) = u. of(x), where VJ denotes the gradient of f and . denotes the dot product in Iw"; but (1) does not require continuous differentiability.
Almost differentiability is used by Stein (1981) .
The following properties of almost differentiability are needed. 
Lemma 4. If f > 0 and f is almost differentiable in the direction u E II%", then {x E R": f(x) = 0 and Df,,(x) f 0} is a Lebesgue null set. 0

Equivariant random variables
Now let X,, . . . , X, denote jointly distributed random variables, defined on some probability space (a, zZ,P); write X=(X, ,..., X,,) for the random vector; and suppose that X has a density f (with respect to n-dimensional Lebesgue measure). 
Proof. That E 1 I(X) 1 < co follows directly from the assumed integrability of Dfi. For any y, -cc <y -C co, and t > 0, where the second equality follows from the change of variables x, = x: + t/c for i = 1,. . . , n. Thus, in more compact notation,
as t -+ 0 by Lemmas 2 and 4. Thus, H has a derivative at every y. It follows that H is continuous and then that the right side of (3) is continuous.
That the derivative of H is its density follows easily.
•I
Normalized sums
Let X,, k = 1, 2,. . . , denote a sequence of jointly distributed random variables, defined on a probability space (a, g', P), for which E( X,) = 0 and 0 < E(Xi) < 00 for all k = 1, 2,. 
and
uniformly in -00 < s < 00, where + denotes the standard normal density.
Proof. First observe that for all s E R, t > 0 and n >, 1,
hn(s + t) -h,(s) = $ LL, dP, (s<s,:<S+t} 6 STATISTICS & PROBABILITY LEmERS
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by Proposition 1. Since sup,(l/n)E(Li) < cc, L,,/G, n 2 1, are uniformly integrable. Moreover, since H,, is continuous for all n and converges to a normal distribution as n + co, it is easily seen that lim r_O+ supHal H, (s + t) -H,(s) = 0 for all s. So, h,, n > 1, are equicontinuous. That h,(s) converges to cy~'$(cu~'s) uniformly on compacts in -cc < s < co now follows from the main result of Boos (1985) and Sweeting (1986) . So, it remains to show that lim, s, _ 3. sup, z i h,(s) = 0. That lim, j m sup, >, h,( -s) = 0 follows directly from (4) since L,/\r n , n > 1, are uniformly integrable and lim, j _ M sup, ~, P{ S,* < -s} = 0; and lim,,, sup, h,(s) = 0, by a similar argument. . . , n for some unknown B E R; and E( Li) is the Fisher information for this model. Thus, (7) requires that the Fisher information grow no faster than n.
Stationary Markov processes
In this section, X1, X,, . . . , denotes a strictly stationary sequence with conditional densities g,, k > 1, as in the previous section. Moreover, X,,, n > 1, is assumed to be a Markov chain of order m -1, where 2 < m < co. That is, there are versions of G,, k > 1, for which G&+..,+i;
x)=G,(~k-m+,,...,xk~,;
for all (xi, x2,. . .) E R", x E R and k > m.
Corollary 2. If g, are almost differentiable in the direction 1 for all k < m, ~2 < 00 for all k < m, and (6) holds, then so does (8).
Proof. In this case ~2 = T,' for all k > m, so that sup, ~2 is finite.
q
In the remainder of this section, it is assumed that the densities g,, k < m, are almost differentiable in all directions, and that Dg,,, is of the form Dg,,, = 2.4 . Vg, for all u for some essentially unique function vgk for all k G m. Let Proof. It suffices to show that E(Li_,) < 00, since then
-E
E(Li)=E(Li_,)+(nm+l)~~<E(L~_,)+(n-m+l)ml,=O(n)
as n + co. To see this, first observe that fm-l (-%,...,x,)= SW ( g, Xl,... ; x,)f,-,(x,>...,x,-,) dx, -cc
