Description and Literature
Each semester, universities face the problem of generating high-quality course timetables. A timetable determines when and where a course should take place. In this work we consider the Curriculum based Course Timetabling (CCT) Problem in which weekly lectures for multiple courses have to be scheduled and assigned to rooms. A week is divided into days (usually five or six) and each day is divided into time slots. We refer to a day and time slot combination as a period. The problem was introduced in track 3 of the second international timetabling competition (ITC2007) as described by Di Gaspero et al (2007) , McCollum et al (2010) and Bonutti et al (2012) .
The basic entities of the problem are the courses to schedule, and the periods and rooms that are available. Therefore, when formulating a Mixed Integer Program (MIP), it seems natural to define binary variables with three indices corresponding to a course, period and room where the binary variable would then take value one if the course is scheduled in the specified room at the period. Formulating the MIP of the problem this way is the most commonly used, see Lach and Lübbecke (2008) . We show that such a formulation will create an unnecessarily large amount of binary variables and instead we formulate two MIPs containing a significantly smaller number of integer variables. The goal of the formulations is to decrease the number of integer variables, and we show that we can define some of the variables as continuous variables instead of integer variables.
Besides the courses, periods and rooms the problem also contains lecturers and curricula, hence the name Curriculum-based Course Timetabling. Each course is taught by a lecturer, and a curriculum is a set of courses which may be followed by the same students. The resulting timetable must fulfil some specific hard constraints:
Availability (A) -For each course a subset of the periods (maybe all the periods) are denoted as the available periods. It is not allowed to schedule a lecture in a period that is not available for the corresponding course. Lectures (L) -All lectures of all courses must be scheduled, and lectures must be scheduled in different periods. Conflicts (C) -If two courses are taught by the same lecturer or the courses are part of the same curriculum, the courses cannot be taught in the same period. Room Occupancy (RO) -A room can at most be occupied by one course in any period.
Besides the hard constraints, the problem also contains the following soft constraints:
Room Capacity (RC) -If a lecture is scheduled in a room where the capacity is smaller than the number of students attending the course, then each student above the capacity is counted as a violation. Isolated Lectures (IL) -It is desired to schedule lectures from the same curriculum in adjacent periods. Two periods are considered to be adjacent if they belong to the same day and are in consecutive time slots. If a lecture from a curriculum is scheduled in a period and no lecture from the same curriculum is scheduled in an adjacent period, the lecture is denoted as being isolated. Every time there is an isolated lecture this counts as one violation. Minimum Working Days (MWD) -For each course, it is desired to spread the lectures across a given number of days. If the number of days that a course is scheduled is below this number, then the violation is the difference between the requested and the actual number of days that has been scheduled. Room Stability (RStab) -Each course should not be assigned to too many different rooms during the week. If a course is scheduled in at least two distinct rooms during the week, then the violation is the total number of distinct rooms assigned to the course minus one.
The objective of the CTT is to find a solution which fulfils all the hard constraints and minimizes a weighted sum of the violations of the soft constraints using nonnegative weights.
Many researchers have considered the CTT since the ITC2007 competition, and we refer to Bettinelli et al (2015) for an excellent overview. Since we are formulating a MIP model of the problem, we mainly focus on other MIP based approaches in the literature in the remainder of this paper. Burke et al (2008 Burke et al ( , 2010 ) introduced a MIP formulation named the monolithic formulation, based on the intuition of the three-index binary variables (for each course, period and room a binary variable is defined). The monolithic formulation is an exact model in the sense that it can be solved by a generic MIP solver to obtain the optimal solution, assuming that enough computational resources are available for the MIP solver. Unfortunately, many instances of the CTT cannot be solved within a reasonable time using a MIP solver for the monolithic formulation. Therefore Burke et al (2010) propose methods to derive lower and upper bounds based on the monolithic formulation. They obtain one lower bound by ignoring the soft constraints RC and RStab, which gives the possibility to ignore the assigning of rooms in the formulation. They add a constraint to ensure that no more lectures are scheduled in any period than the number of rooms that are available. They note that the constraint is equivalent to aggregating all the rooms into a single room with a capacity equal to the largest room and the number of lectures that can be scheduled in this room in a period is equal to the total number of rooms. They use this observation to generate another lower bound by aggregating the rooms into multi-rooms. A multi-room is a set of rooms where the capacity is equal to the capacity of the largest room in the set and the number of lectures that can be scheduled in the multi-room in a period is equal to the number of rooms in the set. In the tests, they show that the latter method provides stronger bounds on average. After they obtain a solution from one of the latter methods a diving heuristic is applied by taking the monolithic formulation and fixing the periods based on the solution from the lower bounding method to obtain a full solution. In a more recent paper, Burke et al (2012) give an exact branch-and-cut algorithm which they also base on the monolithic formulation, but some of the objective costs are left out and instead added as cuts during the solution process. Furthermore, some valid inequalities are presented, which the MIP solver can take advan-tage of during the search. Their computational results show that the cutting plane approach leads to a better performance. Lübbecke (2008, 2012) propose a method that divides the CTT into two stages, where they formulate each stage as a MIP model. In the first stage, they schedule the courses into periods, which only requires a binary variable for each course and period. They ensure that all the hard constraints are satisfied in the first stage problem. However only the soft constraints MWD, IL and RC can be taken into account. They include the RC constraints in the first stage by adding a variable for each course, period and distinct room capacity. In the second stage, they assign the courses to the rooms that the lectures should take place in, taking the RStab constraint into consideration. The solution from the first stage is used to fix the courses at the determined periods and the selected room capacities in the second stage. Hao and Benlic (2011) propose a divide-and-conquer approach based on the first stage formulation of Lach and Lübbecke (2012) , focusing on finding lower bounds. The method they present divides the MIP model into smaller parts by relaxing or removing some of the constraints such that they can decompose the model into a set of subproblems. They then obtain lower bounds for each subproblem, and the sum of all these lower bounds is then a lower bound of the original problem. The approach provides excellent results. Cacchiani et al (2013) presented different formulations containing exponentially many variables. The approach that obtained the best computational results consists of two sets of the main binary decision variables. In each of the sets, a binary variable represents a schedule for an entire week. One of the sets of binary variables takes care of the soft constraints RC and RStab and the other set considers the soft constraints MWD and IL. The sum of the lower bounds of each of the set is a lower bound of the original problem. The method shows impressive results and obtains good lower bounds.
In the MIP-based methods found in the literature, it seems that decomposing the problem into smaller parts provides the best results. The downside by many of the methods is that they only provide lower bounds or that they come at the cost of sacrificing the guarantee of optimality, i.e., even if we solve the models to optimality, it does not guarantee that the solution is globally optimal. Based on these observations, the goal of this paper is to exploit the knowledge that decreasing the number of main decision variables provides better performance. Furthermore, we want to maintain the guarantee of optimality, and therefore we look for exact MIP formulations.
We base our work on the work (Bagger et al 2015) presented at the biennial Multidisciplinary International Scheduling Conference: Theory & Applications (MISTA) 2015 (http://www.schedulingconference.org/). There are some slight differences in this article compared to the extended abstract submitted to MISTA. In the abstract, we only discussed one flow formulation, and in this article we present two flow formulations. Furthermore, there were some missing details in the proof that we supplied in the appendix (Bagger et al 2015 , Appendix A Proof of Proposition 2). Therefore the proposition and proof have been changed to overcome this and the resulting mathematical model remains the same. Lastly the results have been updated with our newest test runs and with more data sets.
We organize the paper as follows: In Section 2 an intuitive MIP model is presented, based on the main binary variables having three indices. We then show how some of the integer requirements on the variables can be relaxed. In Section 3 we present the two formulations based on underlying network flow problems; we base the first on a Minimum Cost Flow problem and the second on a Multi-Commodity Flow Problem. We present and discuss the computational results in Section 4 and lastly some perspectives on the flow formulations are considered in Section 5.
Throughout the article, we assume that the reader is familiar with the maximum flow problem, the minimum cut problem, the minimum cost flow problem, and the multi-commodity flow problem as well as the maximum-flow/minimum-cut theorem. We refer to Kleinberg and Tardos (2005) and Ahuja et al (1993) for details on these problems. Furthermore we define the following for notation purposes:
We use the notation Z + for the set of non-negative integers.
Three-Index Mixed Integer Programming Formulation
In this section, we present an intuitive MIP formulation of the CTT using three-index binary decision variables. We refer to this formulation throughout the article as the three-index formulation.
Let C be the set of courses, P be the set of periods and R be the set of rooms. Furthermore, there are days D, curricula Q, lecturers L, the periods P d ⊆ P that belongs to day d ∈ D, the courses C q ⊆ C which are part of curriculum q ∈ Q and the courses C l ⊆ C which are all being taught by lecturer l ∈ L. For each period p ∈ P we define the set Φ p . The set Φ p contains the periods that are adjacent to p, i.e. the periods occurring on the same day which is in the period directly before or after the time slot of p.
Let L c be the number of lectures to be scheduled for course c ∈ C, C r be the capacity of room r ∈ R, S c be the number of students attending course c ∈ C and let F c,p be one if it is allowed to schedule a lecture from course c ∈ C in period p ∈ P and zero otherwise. Lastly, M c is the minimum number of days that it is preferred to schedule lectures for course c ∈ C in. Let x c,p,r be a binary variable deciding whether to schedule a lecture from course c ∈ C in period p ∈ P and room r ∈ R or not. t c,d is a binary variable taking value one if course c ∈ C has at least one lecture at day d ∈ D, and zero otherwise. w c is an integer variable denoting the number of days below the given minimum that course c ∈ C has lectures. z c,r is a binary variable taking value one if course c ∈ C is scheduled in room r ∈ R at least once during the week, and zero otherwise. s q,p is a binary variable taking value one if curriculum q ∈ Q has an isolated lecture in period p ∈ P. Let W RC , W IL , W MWD and W RStab be the non-negative weights of the constraints RC, IL, MWD and RStab respectively. The three-index formulation is given in Model 1.
The constraints (1b) ensure that all lectures are scheduled. The courses are only allowed to be scheduled in available periods, which is ensured by the constraints (1c) that also ensure that all lectures are scheduled in different periods. Constraints (1d) make sure that no more than one course is scheduled in a room in every period. Constraints (1e) and (1f) ensure that courses that share a lecturer or are in the same curriculum are not scheduled in the same period. The constraints (1g) ensure that lectures are only scheduled in rooms that have been opened, whereby opened we mean a room r ∈ R where z c,r = 1 for course c ∈ C Constraints (1h) and (1i) ensure that at least one lecture is scheduled in the open rooms and that at least one room is put to use by each course. Constraints (1j) puts an upper bound on the t c,d variable for each course c ∈ C and day d ∈ D such that it can take a positive value only if at least one lecture for c is scheduled at day d. Constraints (1k) calculate the violation of the MWD constraint and the constraints (1l) calculate for which periods the curricula have isolated lectures.
The variables t c,d , w c and s q,p can be relaxed to continuous variables, so we replace the variable domains; (1o), (1p) and (1q) by the following:
Burke et al (2012) note that it is never possible that the minimum workings days constraint is violated by more than M c − 1 since every course must be scheduled in at least one day. Therefore this can be used as an upper bound for the variable w c which can help the MIP solver. This bound can be strengthened as all lectures must be scheduled for each course c ∈ C and therefore the number of days that the course is scheduled in must be at least Lc |T | , so we can add the following bounds:
The constraints (1i) also comes from Burke et al (2012) where they note that since all lectures must be scheduled then surely every course must occupy at least one room.
If F c,p = 0 for some course c ∈ C and period p ∈ P then we do not add the variables {x c,p,r } r∈R to the model. Therefore the constraints (1c) are redundant since every course is taught by exactly one lecturer and constraints (1e) ensure that each lecturer has at most one lecture scheduled in any period. Furthermore the constraints (1e) and (1f) are replaced by clique inequalities. We do this by creating a graph where each node corresponds to a course. An edge is connecting two courses if they are in the same curriculum or taught by the same lecturer. We then enumerate all the maximal cliques by running the Bron-Kerbosch algorithm (Bron and Kerbosch 1973) . Let Γ be the set of cliques and let C γ be the set of courses in the clique γ ∈ Γ . We replace all the constraints (1e) and (1f) by adding the following constraints for each clique γ ∈ Γ and period p ∈ P :
Network Flow Formulations
Our inspiration for the new MIP formulations comes from the two-stage decomposition described by Lübbecke (2008, 2012) . In their work, they solve the problem by splitting the MIP model into two distinct models and then solve these models in sequence.
In this paper, we also consider the CTT as two independent models (which are both derived from the threeindex model), but instead of solving the two models independently, we re-combine the models into one model using flow formulation techniques. Thereby we obtain new exact formulations with different properties than the original three-index formulation. In Section 3.1 we present a formulation for the CTT based on minimum cost flow. In Section 3.2 we present a formulation for the CTT based on multi-commodity flow.
Minimum Cost Flow
In this section, we present a formulation based on the minimum cost flow problem. In Section 3.1.1 and Section 3.1.2 we present two different MIP models for handling different aspects of the problem; the course-toperiod assignment and the course-to-room assignment, respectively. Both of these models are derived from Model 1. In Section 3.1.3 we present how these two models are combined into a single model using minimum flow techniques. The resulting model of this combination has fewer integer variables than the original formulation in Model 1, and is exact concerning the original formulation of the CTT.
Course-to-Period Assignment
In this section we consider the CTT problem from the period aspect only, i.e., we ignore the existence of rooms. The goal of the problem is to assign courses to periods using the same criteria as in the three-index formulation. We give the MIP formulation of the course period assignment subproblem in Model 2. Note that Model 2 is equivalent to Model 1, except that the rooms are ignored. Therefore we do not describe Model 2 in details.
Model 2 The formulation for scheduling the courses into the periods only
Course-to-Room Assignment
In this section we consider the room assignment subproblem, ignoring the existence of periods. The goal is to assign courses to rooms and the criteria given in the three-index model. We give the formulation for the room assignment in Model 3. Note that in Model 3 only the room stability objective is considered and not the room capacity. The
Model 3 The formulation ignoring the time aspects and only considering the room stability preference reason is due to that the binary variable z c,r only identifies whether or not room r ∈ R is used by course c ∈ C and not how many times the course is occupying the room. The room capacity will be taken care of in the later step.
Connecting the Models using the Minimum Cost Flow Problem
In this section we show how the minimum cost flow problem connects Model 2 and Model 3. Thereby we aim at obtaining a new exact formulation for the CTT with fewer integer variables. If a solution x to Model 2 and a solution z to Model 3 is given then a new problem emerges; is the combined solution feasible, i.e., is there a feasible mapping from the assigned periods in x to the assigned rooms in z such that no room is occupied by two courses in the same period, and if so, what is the minimum room capacity penalty to any feasible mapping? A way to check this is to make a bipartite graph and solve a minimum cost maximum matching problem. For every course c ∈ C create a node on the left-hand side of the bipartite graph for each period p ∈ P that the course has been assigned to, i.e., if x c,p = 1. For every combination of a room and a period (r, p) create a node on the right-hand side of the graph. For every pair of course period nodes (c, p) and every pair of room-period node (r, p) put an edge between the nodes (c, p) and (r, p) if the course has been assigned to that room, i.e., if z c,r = 1, and set the weight of the edge to W RC (S c − C r ) + . As an example of the matching problem, consider two courses, c 1 and c 2 , two periods, p 1 and p 2 and two rooms, r 1 and r 2 . Let course c 1 be teaching two lectures assigned in periods p 1 and p 2 and let course c 2 be teaching one lecture assigned in period p 1 . Furthermore let c 1 be assigned to rooms r 1 and r 2 and let c 2 be assigned to room r 2 . The corresponding bipartite graph is illustrated in Fig. 1 . If the solution (x, z) is feasible, then a maximum matching must match all the left-hand side nodes into a node on the right-hand side, i.e., the value of the maximum matching must be c L c and the cost of the c1, p1 c1, p2 c2, p1 r1, p2 r1, p1 r2, p1 r2, p2 Fig. 1 Example of the bipartite graph of an instance with courses, c 1 and c 2 , periods, p 1 and p 2 and rooms r 1 and r 2 . Course c 1 has been assigned to periods p 1 and p 2 and rooms, r 1 and r 2 . Course c 2 has been assigned to period p 1 and room r 2 . The labels in the nodes indicate the corresponding pair that the node belongs to. The labels above the edges are the corresponding weights matching corresponds to the total room capacity violation.
A way to solve the minimum cost maximum matching problem is to solve a flow problem on the graph with a source node (u) which is connected to all the left-hand side nodes and a sink node (v) which is connected to all the right-hand side nodes as described by Kleinberg and Tardos (2005) in Chapter 7 and Ahuja et al (1993) in Section 12.3 and 12.4. The weights on the new edges are all zero and the capacity of all edges are 1. Another way is to create a new graph representation G mcf and solve a flow problem on that graph. For every possible course-period combination create a node (c, p) and for every possible room-period combination create a node (r, p). For every course c ∈ C, period p ∈ P and room r ∈ R there is an arc from the node (c, p) to the node (r, p). Furthermore there is a source node (u) with an arc to every node (c, p) and a sink node (v) with an arc from every node (r, p). One unit of flow in this graph corresponds to a course assignment, i.e., sending one unit of flow from (u) to (c, p) for some c ∈ C and p ∈ P corresponds to assigning course c to period p and sending a unit of flow through the arc (c, p) → (r, p) for some c ∈ C, p ∈ P and r ∈ R corresponds to assigning course c to room r in period p. The capacities are set for a given solution pair of Model 2 and Model 3.
For every course c ∈ C and period p ∈ P the capacity of the arc (u) → (c, p) is x c,p . This is to depict that we can only send flow from the source (u) to a node (c, p) if the course c ∈ C is assigned to period p ∈ P . For every course c ∈ C, period p ∈ P and room r ∈ R the capacity on the arc (c, p) → (r, p) is z c,r to denote that we can only send flow from a course-period pair to a room-period pair if the course is assigned to the corresponding room. The capacity of the arcs (r, p) → (v) is set to one as a room can at most be occupied by one course in any period. An example of the graph is given in Fig. 2 . Note that the solutions x and z are feasible if and only if the solution to the maximum flow in the graph is integral and the total amount (the value) of the flow is c∈C L c . Since we know the amount of flow that any feasible solution must contain we can solve the problem as a minimum cost flow problem where the supply of node (u) and the demand of node (v) is c∈C L c and all other nodes have a demand and supply of zero. For every course c ∈ C, period p ∈ P and room r ∈ R let the cost of the flow on the arc (c, p) → (r, p) be the cost of violating the RC constraint, i.e., W RC (S c − C r ) + , and let the cost be zero on all other arcs. Let the following non-negative variables be defined: 
Model 4 Integer programming model of the minimum cost flow formulation
The constraints (4b), (4c), (4d) and (4e) correspond to the balance constraints of the nodes, i.e., ingoing flow minus outgoing flow must equal the demand in the node which is − c L c in the source node, c L c in the sink node and zero in all the other nodes. Constraints (4f), (4g) and (4h) are the capacity constraints of the arcs.
Model 4 contains three-index integer variables just as in Model 1 which is what we wanted to get rid of to begin with. However, the minimum cost flow integrality theorem states that if all arc capacities, supplies, and demands are integers and there exists a feasible flow, then there exists a minimum cost flow to the LPrelaxation with integer values (Ahuja et al 1993, Theorem 9.10). So we can disregard the integrality requirements on the flow variables since x and z are binary variables.
It should be noted that due to the structure of the graph and the equilibrium constraints (4c) and (4d) the flow requirement constraint (4e) to the sink is redundant and can be removed from the model. Furthermore since p∈P x c,p = L c for every course c ∈ C in any feasible solution then the flow requirement is fulfilled if and only if equality is met in constraints (4f). This means that we can remove constraints (4f) and (4b) and replace f u c,p with x c,p throughout the model. Lastly since every variable f v r,p occur exactly once in the constraints (4d) then we can replace the variable with c∈C f c,p,r in the model. Furthermore we can aggregate all the upper bounds (4g) into one constraint: p∈P f c,p,r ≤ |P | · z c,r ∀c ∈ C, r ∈ R Since we know that for any course c ∈ C and room r ∈ R the sum p∈P f c,p,r can never exceed L c then we can strengthen this constraint by replacing the coefficient of z c,r with L c . Then the models 2 and 3 can be combined into the new formulation given in Model 5. 
fc,p,r ≥ 0 ∀c ∈ C, p ∈ P, r ∈ R (5g)
Model 5 The proposed formulation connecting the period schedule and room assignment using the minimum cost flow model
Even though the minimum cost flow problem has the integrality property, this does not imply that the f c,p,r variables will take integer values when solving Model 5. So when the model is solved, we check whether the variables are fractional. If they are, we solve the minimum cost flow problem for the x c,p and z c,r variables by some polynomial algorithm returning an integer solution, e.g. the Cycle-Canceling Algorithm (Ahuja et al 1993, proof of Theorem 9.10, section 9.6).
Throughout the article, we assume that the reader is familiar with the maximum flow problem, the minimum cut problem, the minimum cost flow problem, and the multi-commodity flow problem as well as the maximum-flow/minimum-cut theorem.
Multi-Commodity Flow
In this section, we consider the room assignment part of the problem once again. However, this time we not only formulate a model to decide which rooms the courses should be scheduled in but also how many times during the week the courses should be scheduled in each room. We show how a multi-commodity flow problem can be used to connect this formulation to the time scheduling formulation in Model 2.
We introduce the integer variable y c,r to identify the number of times that course c ∈ C is assigned to room r ∈ R. The formulation is given in Model 6.
Model 6 The formulation ignoring the time aspects and considering only the room stability and the room capacity violations Constraints (6b) ensure that the total number of times that a course c ∈ C is occupying some rooms is equal to the number of lectures to be taught. Constraints (6c) ensure that for some course c ∈ C and some room r ∈ R, z c,r is set to one if y c,r > 0. Constraints (6d) and (6e) ensure that at least one room is selected for each course and that at least one lecture is put into each selected room.
Given a solution x to Model 2 and a solution (y, z) to Model 6 then a new problem emerges; is the combined solution (x, y, z) feasible, i.e., is there a feasible mapping from the assigned rooms in y to the assigned periods in x such that no room is occupied by two courses in the same period and no course is giving two lectures in the same period? To check this, we formulate the problem as a multi-commodity flow problem. For each course c ∈ C we have a commodity where we need to send flow from a source node (c − ) to a sink node (c + ). The demand for the commodity is L c , i.e., the amount of flow that needs to be sent from the source to the sink is the number of lectures for the course. For each period p ∈ P we have a node and for each room r ∈ R we also have a node. For each course c ∈ C we have an outgoing arc from node (c − ) to each node (p) with a capacity of x c,p for the corresponding period p ∈ P. The capacity ensures that the amount of flow send out of the node (c − ) to the node (p) does not exceed x c,p , i.e., a course can only send flow to (be scheduled in) the periods that it has been assigned to. Since each commodity has their distinct source node, this ensures that the amount of the commodity corresponding to course c is only send to periods where the course is assigned. Furthermore we have an ingoing arc from each node (r) to node (c + ) with a capacity of y c,r for the corresponding room r ∈ R. The capacity ensures that the total amount of flow through rooms does not exceed the number of times the course has been scheduled in the rooms. Lastly for each period and room pair (p, r) ∈ P × R there is an arc from node (p) to node (r) with a capacity of one to ensure that the total amount of flow across all commodities does not exceed one. This capacity corresponds to the constraint that any room cannot be occupied by more than one lecture in any period. An example of the graph for a test instance containing two courses, two rooms and two periods is given in Fig. 3 . We can either state the multi-commodity flow problem as an arc formulation or a path formulation. We use the path formulation. In the graph it can be seen that there is a path (c
) for every course c 1 ∈ C, every period p ∈ P, every room r ∈ R and every course c 2 ∈ C. These are all the paths in the graph and each commodity corresponding to a course c ∈ C must select L c paths to send flow. The path (c
, for some course c 1 ∈ C, some period p ∈ P, some room r ∈ R and some course c 2 ∈ C, can only be selected by a commodity corresponding to course c ∈ C if c = c 1 = c 2 . Let the integer variable f c,p,r correspond to the amount of flow of the commodity corresponding to course c ∈ C that is send on the path (c − ) → (p) → (r) → (c + ) for period p ∈ P and room r ∈ R. Then the mathematical formulation can be described as in Model 7. Constraints (7a), (7b) and (7c) ensure that the capacities of the arcs are not violated. Constraint (7d) ensures that the demand is fulfilled for each commodity and (7e) ensures that the flow is integral.
The multi-commodity flow problem is known to be NP-hard, however, in the next Proposition 1 we show that it suffices to solve the LP-relaxation of the path formulation in Model 7.
Proposition 1 Let A be the set of feasible period-room solutions and let o (x, y, z) denote the objective value of the (possibly infeasible) period-room solution (x, y, z). Consider the solution space of the LP-relaxation F LP of Model 7 for (x, y, z). We then have the following:
Proof (Proposition 1a) We make the proof by showing that the contrapositive statement holds:
Assume that (x, y, z) ∈ A and consider some feasible assignment for this solution. Let the variable f c,p,r take value one if course c ∈ C is assigned to period p ∈ P and room r ∈ R in the considered assignment. Since we are considering a feasible assignment and it is based on the solution (x, y, z) then the following conditions must be met: r∈R f c,p,r = x c,p ∀c ∈ C, p ∈ P (6) c∈C f c,p,r ≤ 1 ∀p ∈ P, r ∈ R
p∈P f c,p,r = y c,r ∀c ∈ C, r ∈ R (8)
So the variables f must fullfil the constraints (7a)-(7c) and (7e). Furthermore since p∈P x c,p = r∈R y c,r = L c for each course c ∈ C then p∈P,r∈R f c,p,r = L c must hold and thus constraint (7d) is also fulfilled. This means that f must be a feasible solution to Model 7 and so F LP = ∅.
Proof (Proposition 1b) Consider a solution (x, y, z) with objective value o (x, y, z). Assume that F LP = ∅. Then there must exist some (possibly fractional) solution f that fulfills the constraints in Model 7. Since p∈P x c,p = r∈R y c,r = L c for every course c ∈ C then the only way to fulfill constraints (7d) is to fulfill the constraints (7a) and (7c) by equality, i.e., the solution f must fulfill the following conditions:
Now we create a new solution (x, y , z) where the values x and z are fixed and only the values of the y-variables might be changed while ensuring that the objective value does not increase, i.e., o (x, y , z) ≤ o (x, y, z). Note that since x and z are kept fixed the difference in the objective value of the two solutions (x, y, z) and (x, y , z) must be on the RC constraint.
Two cases can occur; either f is integral, or some of the values are fractional. If f is integral then every value must be either zero or one due to constraint (7b) and therefore (x, y, z) ∈ A and we simply set y = y.
Consider now the case where f contains fractional values. Since y c,r ≤ L c · z c,r for each course c ∈ C and each room r ∈ R then we must have that f c,p,r ≤ z c,r for every period p ∈ P. Consider now the minimum cost flow problem as described in Section 3.1. A flow f MCF in the minimum cost flow graph is created in the following way; for each course c ∈ C, period p ∈ P and room r ∈ R send flow on the path (u) → (c, p) → (r, p) → (v) equal to f c,p,r . All the node balancing constraints must be satisfied as we are considering paths from the source to the sink. Furthermore the amount of flow must be c∈C L c since p∈P x c,p = L c for each course c ∈ C and the condition (10) holds. Due to the condition (10) the capacity of the arc (u) → (c, p) in the minimum cost flow graph illustrated in Fig. 2 cannot be violated as the total amount of flow on the arc is equal to r∈R f c,p,r and the capacity of the arc is x c,p . For each course c ∈ C, period p ∈ P and room r ∈ R the capacity of the arc (c, p) → (r, p), which is z c,r , cannot be violated since the flow send through that arc is equal to f c,p,r and we just argued that f c,p,r ≤ z c,r . Lastly since c∈C f c,p,r ≤ 1 then the capacity of the arc (r, p) → (v) in the graph from Fig. 2 for room r ∈ R and period p ∈ P cannot be violated. So the flow f MCF is feasible for the minimum cost flow graph. Recall that the costs on the arcs in the minimum cost flow graph is zero on the arc (u) → (c, p) for each course c ∈ C and period p ∈ P, zero on the arc (r, p) → (v) for each room r ∈ R and period p ∈ P and W RC · (S c − C r ) + on the arc (c, p) → (r, p) for each course c ∈ C, period p ∈ P and room r ∈ R. This means that the total cost of the flow f MCF is:
Due to the integrality property of the minimum cost flow there must exists a flow f where the total amount of flow is the same as for the flow f MCF , the flow on all the arcs are integers and the cost of the flow f must be less than or equal to the cost of the flow f MCF :
Create the new solution (x, y , z) by setting y = p∈P f c,p,r . Now the difference in the objective value between the solution (x, y , z) and the solution (x, y, z) can be calculated:
Using (14) we can put an upper bound on the difference in the objective values:
Due to condition (12) it must therefore hold that o (x, y , z) ≤ o (x, y, z).
Proposition 1 shows that we only need the linear relaxation of the multi-commodity flow problem and thus do not need to require integrality. Any solution to Model 7 can only fulfill constraint (7d) if equality is met in constraints (7c). Then Model 2 and Model 6 can be combined into Model 8. 
Model 8 The combined formulation connecting the period assignments and room assignments using the fractional multicommodity flow model
It is not guaranteed that the f c,p,r variables are integers in the solution obtained from Model 8. If the solution returned by the model contains fractional values for the f c,p,r variables we solve a minimum cost flow problem in the same way as in Section 3.1 using the values of the variables x c,p and z c,p . The minimum cost flow gives us a feasible integer solution with an objective value which is less than or equal to the objective value of the solution returned by Model 8 as we showed in the proof of Proposition 1.
Computational Results
In this section, we perform computational experiments to evaluate the performance of the two new formulations for the CTT. We test the models on three data sets; TEST, COMP and DDS. The set TEST contains four data instances and were proposed by Di Gaspero and Schaerf (2003) (test1 -test4) . The set COMP contains 21 data instances from the ITC2007 competition track 3 described in Di Gaspero et al (2007) (comp01 -comp21) mainly taken from the University of Udine. The set DDS contains seven data instances mainly taken from other Italian universities (DDS1 -DDS7). All the data sets can be retrieved from http://tabu.diegm.uniud.it/ctt/index.php. A benchmarking tool was provided as part of the ITC2007 competition, which calculates the amount of time that the algorithms were allowed to run in the competition on the machine the tool is executed on. This amount of time is usually referred to as one CPU unit. The tool can be obtained from http://www.cs. qub.ac.uk/itc2007. We ran the tests in Windows 10 on a 3.40GHz Intel R Core TM i5-3570K CPU with 8GB memory. Running the benchmarking tool returned 208 seconds as one CPU unit. The MIP solver used is Gurobi 6.0.2 provided by Gurobi Optimization, Inc. (2015) . We have run all tests with the default parameters except that we have set the presolver to the most aggressive level (Presolve=2), in the hope that the presolver can decrease the size of the problem, and we set the number of threads to one (Threads=1).
As mentioned in sections 3.1.3 and 3.2, it may be needed to run some minimum cost flow algorithm on the solutions returned by Model 5 or Model 8. However, in all our tests the final solutions did not contain any fractional variables, so the minimum cost flow algorithm was never put to use. We also mentioned in Section 2 that an algorithm for enumerating all clique inequalities was run. This algorithm takes less than a second even for the largest data instances we have tested, so we have neglected these enumerations from the time limits when solving the models.
Lower Bounds Results
The bounds obtained by the flow formulations are compared with the four approaches proposed by Lach and Lübbecke (2012) , Burke et al (2010) , Hao and Benlic (2011) and Cacchiani et al (2013) . In Table 1 -3 we report the lower bounds obtained on the first 14 COMP data sets for the latter mentioned four approaches and the flow-based formulations when running the approaches for one CPU unit, ten CPU units and forty CPU units. In each table, we report the number of times that the approaches obtain a bound which is at least as good as the bound obtained by the other approaches and also the number of times that the approaches obtain a bound which is better than all the other approaches. For each data instance, we rank the approach according to the bound obtained. The approach that obtains the highest bound on a data instance gets rank one; the second highest gets ranked two, and so on. If multiple approaches are tied then each approach is assigned the average of the ranks, e.g., if three approaches are tied for rank two, three and four then they are each assigned the rank three as this is the average of the three values. We report the average of the ranks over all the instances for each approach. , HB11 (Hao and Benlic 2011) , CCRT13 (Cacchiani et al 2013) , MIN (the minimum cost flow based formulation) and MULT (the multicommodity flow based formulation). The numbers reported in bold font are the values where the specific models obtained a value which is at least as good as the other formulations. The numbers underlined are the values where the specific models obtained a value which is better than for the other formulations. The two second last lines (Best) denotes the number of times that a specific algorithm obtained a lower bound which was at least as good as the other algorithms (in bold font) and strictly better than the other algorithms (underlines in bold font). The last line (Rank) reports the average rank obtained by the specific algorithm In Table 1 -3 we see that the proposed formulations can compete with most of the approaches, except for the proposed method by Cacchiani et al (2013) which seems to perform better on most instances. The performance of Cacchiani et al (2013) is especially evident in Table 4 where we compare all the three data sets between the flow formulations and the approach proposed by Cacchiani et al (2013) where the time limit is forty CPU units. Here we see that Cacchiani et al (2013) obtains a better bound more often than the flow formulations. However the flow formulations appear to generate a better bound on two of the instances at ten and forty CPU units; comp05 and comp12, where the bound generated for comp12 is an improvement of the best-known bound.
Comparing Upper-Bound Formulations
Since Lach and Lübbecke (2012) and Burke et al (2010) obtain both lower and upper bounds we also compare (Cacchiani et al 2013) , MIN (the minimum cost flow based formulation) and MULT (the multi-commodity flow based formulation). The interpretation of the numbers in bold font and the underlined numbers follows that of these with the bounds obtained by the flow formulations. The results for forty CPU units are given in Table 5. Here we see that the flow formulations obtain better lower bounds in most cases. As for the upper bounds, Lach and Lübbecke (2012) and the minimum cost flow formulation appear to perform similarly. The minimum cost flow formulation obtains upper bounds that are at least as good as the other formulations in most cases, but Lach and Lübbecke (2012) obtain upper bounds that are better than the other formulations in Table 4 Comparison of the lower bounds obtained for the different model formulations when given forty CPU time units; CCRT13 (Cacchiani et al 2013) , MIN (the minimum cost flow based formulation) and MULT (the multi-commodity flow based formulation). The interpretation of the numbers in bold font and the underlined numbers follows that of more cases. However, the minimum cost flow formulation has the best average performance, both regarding upper and lower bounds, as we see it has a lower average rank than any of the other formulations.
Comparing with the Three-Index Formulation
In this section, we compare the flow formulations with the three-index formulation.
In Table 6 we give the results of both the three-index formulation (Model 1) and the flow based formulations.
Here we see that the flow formulations clearly outperform the three-index formulation and we obtain a new lower bound in one of the instances compared to the best-known bound. This improvement makes the models riveting as some of the other approaches based on the three-index formulation from the literature might also benefit from this reformulation.
On a final note, these computational results show that the the minimum cost flow based formulation in Table 5 Comparison of the lower and upper bound bounds obtained for the different model formulations when given forty CPU time units; LL12 (Lach and Lübbecke 2012) , BMPR10 , MIN (the minimum cost flow based formulation) and MULT (the multi-commodity flow based formulation). The interpretation of the numbers in bold font and the underlined numbers follows that of Table 1 general has better performance than the multi-commodity flow based formulation as it obtains a much lower average rank.
Perspectives
We proposed two mixed integer programming models for the curriculum based course timetabling problem (CTT). We based both our models on network flow problems; the minimum cost flow problem and the multicommodity flow problem. These models are exact, meaning that they will obtain optimal solutions given enough computational resources. We showed that these models have far fewer integer variables than the standard three-index formulation for the CTT. By experimental results, we also showed that the models outperform the three-index formulation regarding finding feasible solutions when solved by a MIP solver.
Regarding lower bounds, the formulations are competitive with most of the mixed integer programming based approaches from the literature and improve one of the currently best known lower bounds on the benchmarking instances from the second international timetabling competition.
Regarding upper bounds, the minimum cost flow based formulation performs better than other state-ofthe-art MIP based approaches.
Furthermore, some of the approaches from the literature are based on models similar to the three-index formulation. Since we showed that our formulations outperform the three-index formulation, we believe that Table 6 Comparison of the lower and upper bound bounds obtained for the different model formulations when given forty CPU time units; 3IDX (the three-index formulation), MIN (the minimum cost flow based formulation) and MULT (the multi-commodity flow based formulation). The interpretation of the numbers in bold font and the underlined numbers follows that of Table 1   3IDX  MIN  MULT  Instance  LB  UB  LB  UB  LB  UB   comp01  5  5  5  5  5  5  comp02  0  109  8  45  8 
