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Abstract
In this paper, existence criteria for three positive solutions of the nonlinear three-point boundary
value problem{
u′′(t)+ a(t)u′(t)+ b(t)u(t)+ h(t)f (u)= 0, t ∈ (0,1),
u(0)= 0, u(1)= αu(η),
are established by using the Leggett–Williams fixed point theorem. An example is also included to
illustrate the importance of the result obtained.
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Recently, multi-point boundary value problems have received many attentions from
many authors [4–6,8–11]. In particular, Ma and Wang [10] obtained the existence of one
positive solution for more general three-point boundary value problem
u′′(t)+ a(t)u′(t)+ b(t)u(t)+ h(t)f (u)= 0, t ∈ (0,1), (1.1)
u(0)= 0, u(1)= αu(η), 0 < η < 1, (1.2)
under the assumption that f is either superlinear or sublinear, where (H1) f ∈ C([0,∞),
[0,∞)); (H2) h ∈ C([0,1], [0,∞)) and there exists x0 ∈ [0,1] such that h(x0) > 0;
(H3) a ∈ C[0,1], b ∈ C([0,1], (−∞,0)); (H4) 0 < αφ1(η) < 1, where φ1 is the unique
solution of the linear boundary value problem{
φ′′1 (t)+ a(t)φ′1(t)+ b(t)φ1(t)= 0, t ∈ (0,1),
φ1(0)= 0, φ1(1)= 1. (1.3)
Their main tool is a fixed point theorem for mapping defined on Banach spaces with cones
[1,3]. For background information and applications of such a fixed point theorem, one can
refer to [2,8,12].
In this paper we will consider the existence of at least three positive solutions for the
above boundary value problems. Our tool is the well-known Leggett–Williams fixed point
theorem [7].
In order to obtain our main results, we need the following concepts and Leggett–
Williams fixed point theorem.
Let E be a real Banach space with cone P. A map α :P → [0,+∞) is said to be a
nonnegative continuous concave functional on P if α is continuous and
α
(
tx + (1− t)y) tα(x)+ (1− t)α(y)
for all x, y ∈ P and t ∈ [0,1]. Let a0, b0 be two numbers such that 0 < a0 < b0 and α a
nonnegative continuous concave functional on P. We define the following convex sets
Pa0 =
{
x ∈ P : ‖x‖< a0
}
,
P (α, a0, b0)=
{
x ∈ P : a0  α(x), ‖x‖ b0
}
.
Theorem (Leggett–Williams fixed point theorem). Let A : P¯c → P¯c be completely contin-
uous and α be a nonnegative continuous concave functional on P such that α(x)  ‖x‖
for all x ∈ P¯c . Suppose there exist 0 < d0 < a0 < b0  c such that
(i) {x ∈ P(α,a0, b0): α(x) > a0} = φ and α(Ax) > a0 for x ∈ P(α,a0, b0);
(ii) ‖Ax‖< d0 for ‖x‖ d0;
(iii) α(Ax) > a0 for x ∈ P(α,a0, c) with ‖Ax‖> b0.
Then A has at least three fixed points x1, x2, x3 in P¯c satisfying
‖x1‖< d0, a0 < α(x2), ‖x3‖> d0 and α(x3) < a0.
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To state the main result of this paper, we need the following lemma, which was estab-
lished by Ma and Wang [10].
Lemma 2.1. Assume that (H3) holds. Let φ1 and φ2 be the solutions of Eq. (1.3) and{
φ′′2 (t)+ a(t)φ′2(t)+ b(t)φ2(t)= 0, t ∈ (0,1),
φ2(0)= 1, φ2(1)= 0. (2.1)
Then
(i) φ1 is strictly increasing on [0,1];
(ii) φ2 is strictly decreasing on [0,1].
In view of (H2), h ∈ C([0,1], [0,∞)) and there exists x0 ∈ [0,1] such that h(x0) > 0,
and hence we may assume that x0 ∈ (0,1). Take δ ∈ (0,1/2) such that x0 ∈ (δ,1− δ).
For convenience, we let
G(t, s)= 1
φ
′
1(0)
{
φ1(t)φ2(s), s  t,
φ1(s)φ2(t), s  t,
D = max
t∈[0,1]
1∫
0
G(t, s)p(s)h(s) ds + α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s) ds,
and
C = min
t∈[δ,1−δ]
1−δ∫
δ
G(t, s)p(s)h(s) ds + αφ1(δ)
1− αφ1(η)
1−δ∫
δ
G(η, s)p(s)h(s) ds,
where p(t)= exp(∫ t0 a(s) ds).
For the function G(t, s), it follows from Lemma 2.1 that
0G(t, s)G(s, s), (t, s) ∈ [0,1] × [0,1], (2.2)
and
G(t, s) γG(s, s), (t, s) ∈ [δ,1− δ] × [0,1], (2.3)
where γ =min{φ1(δ),φ2(1− δ)}.
Our main result is the following theorem.
Theorem 2.1. Assume that (H1)–(H4) hold and that there exist numbers d1 and d0 with
0 < d0 < d1 such that
f (u) <
d0
D
, u ∈ [0, d0], (2.4)
and
f (u) > d1/C, u ∈
[
d1,
d1
]
. (2.5)γ
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following condition holds:
(H5) There exists a number c > d1/γ such that f (u) < c/D for u ∈ [0, c].
Proof. Let E be the set C[0,1] of all real continuous functions defined on [0,1] endowed
with the usual linear structure and the maximum norm. Set
P = {u ∈E: u(t) 0, t ∈ [0,1]}.
Then it is easily seen that P is a cone in E. For u ∈ P , define
α(u)= min
t∈[δ,1−δ]u(t)
and
(Au)(t)=
1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ αφ1(t)
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds, t ∈ [0,1].
It is easy to check that α is a nonnegative continuous concave functional on P with α(x)
‖x‖ for x ∈ P and that [10] A :P → P is completely continuous and fixed points of A are
solutions of the boundary value problem (1.1)–(1.2).
We first assert that if there exists a positive number r such that f (u) < r/D for u ∈
[0, r], then A : P¯r → Pr .
Indeed, if u ∈ P¯r , then, in view of Lemma 2.1, for t ∈ [0,1],
(Au)(t)=
1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ αφ1(t)
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
<
r
D
[ 1∫
0
G(t, s)p(s)h(s) ds + αφ1(t)
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s) ds
]
 r
D
[
max
t∈[0,1]
1∫
0
G(t, s)p(s)h(s) ds + α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s) ds
]
= r.
Thus, ‖Au‖< r , i.e., Au ∈ Pr .
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Next, we assert that {u ∈ P(α,d1, d1/γ ): α(u) > d1} = φ and α(Au) > d1 for all u ∈
P(α,d1, d1/γ ).
In fact, the constant function
d1 + d1/γ
2
∈ {u ∈ P(α,d1, d1/γ ): α(u) > d1}.
Moreover, for u ∈ P(α,d1, d1/γ ), we have
d1/γ  ‖u‖ u(t) min
t∈[δ,1−δ]u(t)= α(u) d1
for all t ∈ [δ,1− δ]. Thus, in view of (2.5), we see that
α(Au)= min
t∈[δ,1−δ]
[ 1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ αφ1(t)
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
]
 min
t∈[δ,1−δ]
1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ αφ1(δ)
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
 min
t∈[δ,1−δ]
1−δ∫
δ
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ αφ1(δ)
1− αφ1(η)
1−δ∫
δ
G(η, s)p(s)h(s)f
(
u(s)
)
ds
>
d1
C
[
min
t∈[δ,1−δ]
1−δ∫
δ
G(t, s)p(s)h(s) ds
+ αφ1(δ)
1− αφ1(η)
1−δ∫
δ
G(η, s)p(s)h(s) ds
]
= d1,
as required.
Finally, we assert that if u ∈ P(α,d1, c) and ‖Au‖> d1/γ , then α(Au) > d1.
To see this, suppose u ∈ P(α,d1, c) and ‖Au‖> d1/γ , then, in view of (2.2) and (2.3),
we have
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t∈[δ,1−δ]
[ 1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ αφ1(t)
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
]
 min
t∈[δ,1−δ]
1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ αφ1(δ)
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
 γ
[ 1∫
0
G(s, s)p(s)h(s)f
(
u(s)
)
ds
+ α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
]
 γ
[ 1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ αφ1(t)
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
ds
]
for t ∈ [0,1]. Thus
α(Au) γ max
t∈[0,1]
[ 1∫
0
G(t, s)p(s)h(s)f
(
u(s)
)
ds
+ α
1− αφ1(η)
1∫
0
G(η, s)p(s)h(s)f
(
u(s)
)
dsφ1(t)
]
= γ ‖Au‖> γ d1
γ
= d1.
To sum up, all the hypotheses of the Leggett–Williams theorem are satisfied by taking
b0 = d1/γ . Hence A has at least three fixed points, i.e., the boundary value problem (1.1)–
(1.2) has at least three positive solutions u,v and w such that
‖u‖< d0, d1 < min v(t), ‖w‖> d0,
t∈[δ,1−δ]
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min
t∈[δ,1−δ]w(t) < d1.
The proof is complete. ✷
We remark that the condition (H5) in Theorem 2.1 can be replaced by the following
condition (H5′):
lim
u→∞
f (u)
u
<
1
D
,
which is a special case of (H5).
Corollary 2.1. If the condition (H5) in Theorem 2.1 is replaced by (H5′), then the conclu-
sion of Theorem 2.1 also holds.
Proof. By Theorem 2.1, we only need to prove that (H5′) implies that (H5) holds, that is,
if (H5′) holds, then there exists a number c > d1/γ such that f (u) < c/D for u ∈ [0, c].
Suppose on the contrary that for any c > d1/γ , there exists uc ∈ [0, c] such that f (uc)
c/D. Hence if we choose cn > d1/γ (n = 1,2, . . .) with cn →∞, then there exist un ∈
[0, cn] such that
f (un)
cn
D
, (2.6)
and so
lim
n→∞f (un)=∞. (2.7)
Since the condition (H5′) holds, then there exists τ > 0 such that
f (u) <
u
D
, u > τ. (2.8)
Hence we have un  τ . Otherwise, if un > τ , then it follows from (2.8) that
f (un) <
un
D
 cn
D
, (2.9)
which contradicts (2.6).
Let
M = max
u∈[0,τ ]
f (u).
Then f (un)M (n= 1,2, . . .), which also contradicts limn→∞ f (un)=∞. The proof is
complete. ✷
Example 2.1. Consider the boundary value problem
u′′(t)− u(t)+ f (u(t))= 0, t ∈ (0,1), (2.10)
u(0)= 0, u(1)= e1/2u(1/2), (2.11)
where
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

x2, x ∈ [0, 4(e2−1)(e1/2+1)
(2e5/4−2e−e1/2+1)(e5/4−e3/4)
]
,
lx + k, x ∈ [ 4(e2−1)(e1/2+1)
(2e5/4−2e−e1/2+1)(e5/4−e3/4) ,+∞
)
,
l = e+ 1
2(e+ 1− 2e1/2)(1+ e3/2 + e1/2) ,
and
k =
(
4(e2 − 1)(e1/2 + 1)
(2e5/4 − 2e− e1/2 + 1)(e5/4 − e3/4)
)2
− 4(e+ 1)(e
2 − 1)(e1/2 + 1)
2(e+ 1− 2e1/2)(1+ e3/2 + e1/2)(2e5/4 − 2e− e1/2 + 1)(e5/4 − e3/4) .
A simple calculation shows that
φ1(t)= e
1+t − e1−t
e2 − 1 , φ2(t)=
e2−t − et
e2 − 1 , φ
′
1(0)=
2e
e2 − 1 , and
p(t)≡ 1.
Take δ = 1/4; then it is not difficult to obtain that
D = (e+ 1− 2e
1/2)(1+ e3/2 + e1/2)
e+ 1 , C =
2e5/4 − 2e− e1/2 + 1
2(e1/2 + 1) , and
γ = e
5/4 − e3/4
e2 − 1 .
Thus, if we choose
d0 = e+ 12(e+ 1− 2e1/2)(1+ e3/2 + e1/2) and d1 =
4(e1/2 + 1)
2e5/4 − 2e− e1/2 + 1 ,
then the conditions (2.4), (2.5) and (H5′) are fulfilled. It follows from Corollary 2.1 that
the boundary value problem (2.10)–(2.11) has at least three positive solutions.
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