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Abstract
This paper proposes a novel pre-processing technique to enhance the performance of a Face Recognition (FR) system employing a
unique combination of Uniform Morphological Correction (UMC) and Pose Invariant Flipping (PIF). Discrete Wavelet Transform
(DWT) is used for eﬃcient feature extraction and a Binary Particle Swarm Optimization (BPSO) - based feature selection algorithm
is used to search the feature vector space for the optimal feature subset. Experimental results show the promising performance of
the proposed technique on four benchmark face databases : Color FERET, Extended Yale B, Pointing Head Pose and CMU PIE.
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1. Introduction
Face Recognition (FR) systems are widely employed in identity matching, especially required for security purposes
thus demanding extensive research [1][2]. A generic FR system comprises three stages, namely, pre-processing, fea-
ture extraction and feature selection. The FR system is trained with one or more sample images of a face called
training images. The trained FR system is then fed with other images called testing images which are matched with
the registered faces of the trained system to determine the eﬃciency of the algorithm used. Successful recognition of
faces heavily depends on pose, expression, illumination and background present in the image [3][4]. The system has
to therefore only extract distinctive features corresponding to the face.
Pre-processing stage is where ground work is laid for extraction of right features. General block diagram of a FR
system is as shown in Fig. 1a. Diﬀerent combinations of pre-processing techniques have been used in this paper for
databases varying in illumination, pose and background. The rest of the paper is organised as follows: The problem
statement and the approach in tackling the problem is discussed in Section 2. The fundamental concepts with which
the proposed methods work the best are dealt with in Section 3. Section 4 discusses the proposed methods and the
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Fig. 1: (a) Block diagram of generic FR system. Pre-processing stages for (b) Color FERET, (c) Extended Yale B,
(d) Pointing Head Pose (e) CMU PIE. (Note: Flip-LR : Left-Right ﬂipping).
experimental results are discussed in Section 5. Section 6 compares the proposed method with other FR systems and
is followed by conclusion in Section 7.
2. Problem Deﬁnition and Contributions
FR systems are primarily aﬀected by four factors: pose, expression, illumination and background. To render
images invariant to these factors, this paper proposes the following 4 pre-processing techniques:
• UniformMorphological Correction (UMC): Features characteristic to face such as eyes, hair line, ears and facial
outline are important in FR systems. These exclusive features can be highlighted using a technique known as
Uniform Morphological Correction. It attempts to suppress features which are redundant by utilizing concepts
of mathematical morphology.
• Pose Invariant Flipping (PIF): Pose variance can be challenging as only a part of the face might be visible,
nevertheless this problem can be easily tackled as human face is symmetrical. When only a part of the face
is visible in an image, a ﬂipped version of the image is juxtaposed upon itself, creating an image showing the
complete face. This is referred to as PIF.
• Threshold based noise removal: Noise in FR systems hinder success in recognition rate. The noise ﬂoor can be
certainly minimized using several methods. Attempt has been made to remove noise in DCT domain and has
proven to be very eﬀective.
• Wavelet Normalization and Denoising: Wavelet normalization and denoising are important techniques to be
used along with UMC in illumination variant databases. They cluster the coeﬃcient values into a certain range
space so that the image looks uniform except for the edges which are highlighted.
3. Related works
The proposed techniques in the paper, work eﬃciently when used with fundamental methods as explained below.
The methods described below include the feature extraction, feature selection and few pre-processing techniques
aiding in better recognition rate.
3.1. Single Level Discrete Wavelet Transform for Feature Extraction
Feature extraction is eﬃciently handled by one dimensional DWT raster-scan method [5]. Raster-scan method
refers to converting two dimensional input image into a single row vector by dividing an image into two sets of coef-
ﬁcients called approximation coeﬃcients (cA) and detail coeﬃcients (cD). While approximation coeﬃcients refer to
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low frequency spatial information, detail coeﬃcients refer to high frequency information of the image. Low frequency
spatial information is considered for feature extraction. DWT can be applied multiple times but at the cost of narrow-
ing the low frequency components selected hence the facial detail. Best results have been obtained on applying six
levels of DWT.
3.2. Binary Particle Swarm Optimization (BPSO) for Feature Selection
PSO algorithm [6] represents candidate solutions as a swarm of particles in multi-dimensional space which even-
tually converge on to a best solution. The ﬂight of each swarm particle is controlled by its own ﬂying experience and
ﬂying experience of other swarm particles. Each particle keeps track of the co-ordinates in the solution space which
are associated with the best solution that has been achieved so far by that particle, referred to as personal best, pbest.
Another best value that is tracked by the PSO is the best value obtained so far by any particle in the neighbourhood of
that particle, called gbest. Fitness function helps in selecting those features which uniquely describe the face. Every
swarm particle moves with its own velocity and direction which is controlled by gbest and pbest.
The basic concept of PSO lies in accelerating each particle towards its pbest and gbest locations, with random
weighted acceleration at each time step. Each particle tries to modify its position using the current positions, the
current velocities, the distance between the current position and pbest, the distance between the current position and
the gbest. A slightly modiﬁed version of this is called Binary Particle Swarm Optimization. PSO considers the
members of the swarm as solutions whereas in the binary version each member is a probability of the value of the
position becoming either 1 or 0. The features are thus extracted based on the position which can have only two levels.
BPSO selects only prominent features, hence employed for selection of features. This has been experimentally proven
and can be validated with the results obtained.
3.3. Gaussian Pyramidal Reduction for resizing
The sizes of images are so huge that they add immensely to the computational burden of the processing stages.
Hence, the images are resized by various standard techniques retaining the essential features for extraction. This
decreases the training time and also the storage space for images during processing. One such important resizing
technique is Gaussian pyramid [7][8] wherein the image is convolved with a Gaussian low pass ﬁlter which calculates
an average value for a destination pixel using a group of neighboring source pixels. The process of low pass ﬁltering
ensures anti-aliasing. This technique is analogous to a pyramid where the base goes on to converge into apex, the
lower frequency components get ﬁltered with each level of reduction. For optimal selection of features one level has
been applied.
3.4. Histogram equalization for uniform contrast
This is an illumination normalization technique. It redistributes grayscale pixels over 256 brightness levels without
aﬀecting the features. The resulting image would be enhanced in contrast with smoother tone. Pixels with lower
brightness values get redistributed to higher values thus increasing the brightness in certain regions [7]. This gives a
smoothened eﬀect on the image.
3.5. Logarithmic transform for illumination correction
On applying logarithmic function it is seen that the lower grayscale intensity values get wider range and the higher
grayscale values get crammed into a smaller range space. Thus the image will look uniformly illuminated due to in-
creased intensity of the shadowed regions [9]. Fig. 2 illustrates the importance of logarithmic transform in conjunction
with UMC.
4. Proposed Techniques
The techniques described in this section are novel approaches to tackle the eﬀects of pose, expression, illumination
and background. All the techniques are applied in the pre-processing stage.
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Fig. 2: Importance of UMC and logarithmic transform in highlighting only the important features.
4.1. Uniform Morphological Correction
UMC is a method to bring unique facial features to fore, suppressing other features which are comparatively unim-
portant for face recognition. This accentuation of features before selecting them is advantageous and has been proved
by experimental results which is discussed in the next section.The problem UMC is essentially trying to solve is diﬃ-
culty in feature selection process due to equal weightage given to all features found in an image. It brings about focus
onto exclusive features through two steps.
In the ﬁrst step the input image is subjected to morphological opening which involves erosion followed by dilation.
Erosion is a basic morphological function where bright areas are darkened and very bright areas are totally removed.
On the other hand dilation would brighten the dark areas present in the image. A template much smaller than the
original image is utilized to perform morphological operation. This template, referred to as a structural element is
positioned at all possible points on the image and suitable operation is performed on the neighbourhood depending on
the morphological operation chosen. Mathematical morphology is based on set theory. If F denotes a grayscale two
dimensional image, B denotes structuring element then dilation of a grayscale image F(x, y) by a grayscale structuring
element B(s,t) is denoted as in Ref. [10]:
(F ⊕ B)(x, y) = max{F(x − s, y − t) + B(s, t)} (1)
Erosion of the image F(x,y) by a structural element B(s,t) is represented by :
(FΘB)(x, y) = min{F(x + s, y + t) − B(s, t)} (2)
As in Eq. 1, erosion would mean the value of the output pixel is the minimum value of all the pixels in the input pixel’s
neighborhood hence decreasing the grayscale value of the image. Whereas according to Eq. 2, in dilation, the value of
the output pixel is the maximum value of all the pixels in the input pixel’s neighborhood. Since both these techniques
operate based on the immediate neighbourhood, they are sensitive to edges hence the facial features. Opening is the
process of erosion followed by dilation. The current research work employs an octagonal shaped structural element
which is of size 3×3, as it has been proven to be the most eﬀective when tried on all databases. Opening of a grayscale
image is denoted by:
F ◦ B = (FΘB) ⊕ B (3)
When the image has been opened morphologically, in this case being octagon of size three for erosion and dilation,
the image becomes devoid of subtle features such as intricate curvatures of ears, hairline, subtle eye pattern and lips.
This morphologically opened image is termed as background. To highlight subtle features not distinctive in the back-
ground, the morphologically opened image obtained in Eq. 3 is subtracted from the original image. This is the second
stage of UMC. It attempts to get only the facial features present in the foreground by subtracting the background
from the original image. Fig. 2 illustrates this concept. Morphological operations would require the image to be in
grayscale or binary hence the images are ﬁrst converted to grayscale before applying UMC.
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Though this method highlights subtle and distinctive features, it applies for the whole image and hence there can
be features highlighted from background too. Nevertheless it attempts to remove most of the unimportant features.
The number of distinctive features picked is higher when compared to images which have not undergone UMC.
It is important to note that the size of the structural element is important, as it determines the characteristic features
selected. Bigger size might include redundant features whereas smaller size might skip some important features. UMC
does not work the best with pose variant database. This is because the change in poses changes the angle in which
eyes and ears are viewed and hence the subtle features selected might not match with the test images. Nonetheless, it
still selects only important features even in pose variant databases thus serving it’s purpose.
4.2. Pose Invariant Flipping
This technique exploits facial symmetry. Images with non-frontal facial pose will not display the complete face,
hence obstructing view of some important features. To obtain the unseen part of the image using facial symmetry, a
ﬂipped version of the image about it’s vertical median is taken. When this image is juxtaposed on the original image,
both the parts of the face are seen and the resulting image would resemble a complete face with all features. Choosing
the right axis for ﬂipping can be challenging as axis for each image will be diﬀerent. The axis chosen for the current
work is the vertical median of the image as all the databases had the faces positioned nearly at the centre of the image.
Pose Invariant Flipping improves eﬃciency of a FR system for pose variant images as proven by experimental results
discussed in the following section. The eﬀect of PIF is illustrated in Fig. 2.
4.3. Threshold based noise removal
Discrete Cosine Transform (DCT) is applied to an image and the coeﬃcients which are less than a threshold value
are made zero. DCT coeﬃcients less than this threshold value are associated with noise or illumination variation and
truncating these coeﬃcients removes the noise components. Inverse DCT is taken on the thresholded DCT matrix
and the resulting image is void of noise. This technique employed in the pre-processing stage for Extended Yale B
database has been given a threshold value of one and has shown excellent results.
4.4. Wavelet normalization and denoising
Wavelet normalization attempts to remove non-uniform illumination across an image. It is a photometric normal-
ization method which involves accentuating the detail coeﬃcients obtained from DWT of the image and suppressing
the histogram of the approximation coeﬃcients [11]. Thus the frequency components which are not distinctive like
skin get subdued giving more importance to edges and contours which basically point to eyes, ears and facial muscles.
Wavelet denoising [12] is photometric normalization to remove noise. It is used after UMC to obtain a uniform image
where edges around eyes, nose and ears are highlighted. The basic idea here is to club both these techniques in pre-
Table 1: Summary of techniques used for experimental databases.
Color FERET Ext. Yale B PHP CMU PIE
Uniform Morphological Correction    
Pose Invariant Flipping   
Threshold based noise removal 
Wavelet Normalization 
Gaussian Pyramidal Reduction  
Wavelet Denoising 
Graying   
Histogram Equalization 
Log Transform  
1D DWT raster scan    
Binary PSO    
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processing stage to yield better results. There is a great improvement in results when these two diﬀerent techniques
are employed together in the FR system.
5. Discussion of the proposed FR system and Experimental Results
For the purpose of testing and verifying the techniques used, four standard databases have been considered, namely,
Color FERET, Extended Yale B, Pointing Head Pose and CMU PIE. Fig 1 shows the stages employed for experimen-
tation. Each of the databases varies in diﬀerent respect and hence there is a slight change in the algorithm of each
database as shown in Table 1. However, the feature selection and extraction methods remain the same for all the
databases; one dimensional DWT raster-scan method for feature extraction and Binary Particle Swarm Optimization
algorithm for feature selection. The results obtained for each are discussed in the forthcoming sub-headings. All the
results were obtained on MATLAB [13].
5.1. Color FERET
Color FERET database [14] contains 11,388 images of three diﬀerent sizes. There are 200 individuals with varying
poses. This database has been customized for experimentation. Out of the three sizes available, images of size
256×384 pixels have been chosen and are color images. First 20 images of 35 subjects for the experiment. These 20
images include 2 fa(regular frontal image), 2 fb (alternative frontal image), 2 hl (half left, head turned about 67.5◦
left), 2 hr (half right, head turned about 67.5◦ right), 2 pl (proﬁle left), 2 pr (proﬁle right), 2 ql (quarter left, head
turned about 22.5◦ left), 2 qr (quarter right, head turned about 22.5◦ right) and four random images. The process
ﬂow in Fig. 3 explains the combination of pre-processing techniques used. The results are tabulated in Table 2. It is
graphically represented in Fig. 7.
5.2. Extended Yale B
The Extended Yale Face Database B [15] contains 16,128 grayscale images of 28 human subjects under 9 poses
and 64 illumination conditions with lighting angles varying from -130◦ to +130◦. Only subset 5 in pose 0 has been
taken for experimentation as they are the most illumination intensive, thus totalling to 532 images each of 640×480
pixels. The pre-processing techniques applied is shown in the process ﬂow in Fig. 4. Experimental results obtained
are tabulated in Table 2. Fig. 7 is the graphical representation of the results obtained.
5.3. Pointing Head Pose
Pointing Head Pose database [16] contains 2,790 images. There are 15 subjects each of which has 186 images.
The database is pose variant. Out of the 186 images, 92 have occlusion introduced. The faces are tilted at an angle
between -90◦ to 90◦. Images are of the size 288× 384 pixels and are color images. The size of the image is reduced
Fig. 3: Pre-processing Flow for Color FERET.
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Fig. 4: Pre-processing Flow for Extended Yale B.
Fig. 5: Pre-processing Flow for Pointing Head Pose.
Fig. 6: Pre-processing Flow for CMU PIE.
to to 144×192 pixels using Gaussian pyramidal reduction without disturbing the quality. Fig. 5 represents the pre-
processing ﬂow applied for this database. Results obtained are tabulated in Table 2 and graphically shown in Fig. 7.
Fig. 7: Variation of average recognition rate (in %), best recognition rate (in %), training time (in s), testing time (in
s) versus training : testing ratio for (a) Color FERET, (b) Extended Yale B, (c) Pointing Head Pose, (d) CMU PIE.
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Table 2: Experimental results showing Avg. RR, Best RR, Training time, Testing time, Features for diﬀerent ratios of
training and testing images (tr:te) run for 10 trials. (PC Speciﬁcations: Intel 7 Core, 3.3 GHz, 8 GB RAM.)
Database Tr:Te Ratio Avg. RR (%) Best RR (%) Training time (in s) Testing time (in s) Features
3:17 67.04 75.23 6.91 3.34 482
5:15 81.08 86.85 11.33 5.62 483
Color FERET 8:12 87.35 90.00 18.42 8.74 483
11:9 90.72 92.46 25.21 12.81 485
14:6 93.42 96.95 32.35 16.67 486
1:18 97.55 100 37.16 35.13 770
3:16 99.62 100 37.82 31.21 770
Extended Yale B 5:14 99.84 100 38.41 27.35 772
7:12 99.97 100 39.11 23.68 773
8:11 100 100 39.34 23.19 773
30:156 93.92 95.98 74.63 63.38 270
50:136 96.96 97.74 75.01 57.05 271
PHP 70:116 97.89 98.92 77.43 53.38 272
90:96 98.61 99.00 79.22 46.31 272
110:76 98.92 99.20 81.03 41.29 273
1:12 23.36 27.22 17.31 17.41 2778
3:10 35.83 41.66 18.13 15.42 2688
CMU PIE 5:8 43.53 47.10 19.93 13.24 2788
8:5 51.86 63.33 22.34 7.88 2747
11:2 58.16 66.66 24.43 3.51 2766
5.4. CMU PIE
CMU PIE database [17] is one of the most challenging databases in terms of pose and background. It has 41,368
images (each of size 486×640) of 68 people varying in 13 diﬀerent poses with 43 illuminations. This database
however has been customized during experimentation. The pre-processing stage applied for CMU PIE is found in
Fig. 6. Recognition rates for diﬀerent ratios of training and testing images has been tabulated in Table 2 and shown
graphically in Fig. 7.
6. Comparison of proposed methodology with other FR systems
The recognition rates obtained from the proposed technique were compared with other methodologies employed to
tackle similar problems. It has been found that the proposed technique has very good recognition rate comparatively.
Table 3a compares the proposed methodology when applied to Extended Yale B database. the results clearly show
that the method proposed is very eﬃcient. Also, comparison has been made in Table 3b where the proposed technique
is found to work very well for Color FERET database.
Table 3: Comparison of average recognition rates for diﬀerent techniques employed in FR systems.
(a) Extended Yale B database (subset 5) for tr: te =3:16
Method RR (%) Method RR (%)
Eigenfaces[18] 27.54 SQI [19] 81.61
M-Eigenfaces [18] 5.96 V-SpPCA [18] 82.98
Fisherfaces [18] 10.35 LTV [19] 90.97
LWT [19] 90.59 Proposed method 99.62
(b) Color FERET database for tr: te = 8:12
Method RR(%)
LGM[20] 85.71
K-Means clustering[21] 86.14
SIET[22] 85.41
Proposed 87.35
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7. Conclusion
A novel approach for a ﬂexible FR system is proposed which uses the combination of UMC for highlighting im-
portant facial features and PIF for rendering the images pose invariant, DWT for feature extraction, and a BPSO -
based feature selection. UMC and PIF have played a key role in eﬃcient pre-processing and are the main contributors
for high recognition rates being obtained. BPSO helps in achieving a signiﬁcant reduction in the number of features.
A successful attempt has been made to equally handle all image variations (pose, illumination, expression and back-
ground). The experimental results, implemented using MATLAB, indicate that the proposed method has performed
well under sever illumination variations with top recognition rates having reached 100% and the average recognition
rate being 99.62% for subset 5 of Extended Yale B with a training : testing ratio of 3:16. It is also successful in tackling
the most challenging task of pose variance in FR with an average recognition rate of 97.89% for PHP database and
87.35% for Color FERET database. Also the proposed method exhibits relatively good performance under extremely
cluttered background condition (CMU PIE). The experimentation is not without some constraints. The testing images
are selected from the same database as the training set. Also by using other classiﬁers like SVM instead of Euclidean
classiﬁer, the results are expected to improve further.
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