We investigate the approximation of the evolution of compact hypersurfaces of R N depending, not only on terms of curvature of the surface, but also on non local terms such as the measure of the set enclosed by the surface.
Introduction
In this paper, we study a convergence condition of approximation schemes to the evolution of compact, orientated hypersurfaces Γ t = ∂K t of R N moving according to the general law:
where V is the normal outward velocity of Γ t at the point (t, x), h is some evolution law depending on the position x, on the outward normal ν x to Γ t at x ∈ Γ t , on the curvature a A of Γ t at x and on the set K t enclosed by Γ t .
These motions are generalizations of the famous motion by mean curvature
where k x = Trace(A x ) is the mean curvature. In image processing, the mean curvature motion arises very naturally in order to get a smoothing effect (see [1] ). Motions with nonlocal terms also appear: for instance, in [23] , the evolution of the front is of nonlocal nature. This motion formalizes a thinning of the initial shape and intends to compute a kind of "skeleton".
Another example is the following evolution law: h = Trace(A x ) + α + β|K t |, studied by Chen, Hilhorst and Logak in [13] :
where |K t | is the volume enclosed by Γ t . This motion is strongly related with the asymptotic behavior of some reaction-diffusion. More generally, the asymptotics of reaction-diffusion systems with non local terms yield front propagation problems of the same nature (see in particular the references of the survey paper [16] ).
The main difficulty in studying such evolutions is that they give rise to singularities. In order to define the front after the onset of singularities, several approaches have been proposed. One of the most interesting in a numerical point of view is the level set approach suggested by Osher and Sethian [22] . It amounts to define the solution of the front propagation problem as a level set of the solution of some parabolic p.d.e. Since this p.d.e. is degenerate, it has to be interpreted in the viscosity sence. A rigorous justification of this approach has been done by Evans and Spruck [17] , by Chen et al. [12] and Giga et al. [18] who extended it to more general motions of the form V = h(t, x, ν x , A x ).
The key assumption for this approach is that the motion h is parabolic, that is, h(A) ≤ h(B) if A ≤ B.
This requirement implies the conservation of the inclusion of the sets enclosed by the hypersurfaces through their evolution: namely
where K i t is the set enclosed by the hypersurface Γ i t (see [12] ). We call this conservation of the inclusion the "inclusion principle". When h contains a nonlocal terms, the inclusion principle still remains true if h is non decreasing with respect to K t (cf. [9] ). But if this condition on h is not satisfied, the inclusion principle is not true, therefore the level set approach has to be forsaken. This is the case of the motion in [23] for instance or in (1) with β < 0. Moreover, even if h is non decreasing with respect to the set K, the nonlocal parabolic equation given by the level-set approach has a singular kernel, which makes its study difficult with the usual viscosity techniques.
In order to solve this problem, the first author, after adapting the definition of generalized motions given in [5, 6, 26] to this more general situation, proves in [9] :
1. that there exists a generalized solution when h is non decreasing with respect to K (that is, when the inclusion principle holds); 2. that, even if h enjoys no monotonicity with respect to K, but is sufficiently "regular", and if there is a smooth solution to the problem on some interval of time [0, T ], then this solution is unique on this interval. Namely, any generalized solution coincides with this solution on the interval. When h is non decreasing with respect to K, the solution is in general not unique. However, uniqueness is generic in some sense (see [9] ). There are several results of existence of smooth solutions in short time in the literature (see again [16] ). However, the question of existence of generalized solutions is almost completely open when h is not increasing with respect to K.
In this paper, we investigate the numerical approximation of the solution of the front propagation problem. Our main goal is to define some consistency conditions for an approximation scheme in order that it converges to the solution. An approximation scheme T h is a map from the set of compact sets to itself where h is a scale parameter. Given a compact set K 0 , we iterate the operator T h , and we note
Our main results are the following: Given an approximation scheme T h satisfying some consistency conditions (see Def. 3.1), we have 1. if h(x, K, ν x , A) is non decreasing with respect to K and if there is uniqueness of the solution, then K h (nh) converges to the solution at time t when nh → t, n → ∞, h → 0, 2. even if h(x, K, ν x , A) is not non decreasing with respect to K, but if there is a smooth solution to the problem on some interval [0, T ], and if h satisfies some regularity conditions, then K h (nh) converges to the solution at time t when nh → t, n → ∞, h → 0.
We complete the paper by giving an explicit approximation scheme for the thinning problem described in [23] and for equation (1) . Our work is inspired by the ideas of Barles and Souganidis [4] . In this work, the authors give conditions guaranteeing the convergence of approximation schemes for fully nonlinear second order equations. Within the framework of viscosity theory, they proved that any monotone, stable and consistent scheme converges to the solution of the problem provided that there exists a comparison principle for this problem.
This result is used to prove the convergence for a wide class of approximations schemes. For instance, this is the method of Barles and Georgelin [3] for proving the convergence of the algorithms developed by Osher and Sethian [22] for approximating the viscosity solution of u t + F (k x )H(Du) = 0 with F a non increasing function. More general schemes are given in Crandall and Lions [15] , and their convergence is proved by the same method. To approach the viscosity solutions, we can also use inf-sup schemes, see [11] (for the mean curvature motion), [10, 19] (for affine invariant scale space motion), [24] (for general motion depending on the curvature). In image processing, these inf-sup schemes are quite important because they have some invariance properties, see [19] . In particular, all of them are monotone, stable and consistent.
One of the most interesting features of these schemes is the fact that they only require L ∞ estimates in order to establish the convergence. The schemes proposed here enjoy a similar property. The price to pay for getting this is that we have to restrict ourselves to a particular class of dynamics. First the map h(x, K, ν, A) has to be defined whatever x, K, ν x and A. Second either the map h is non decreasing with respect to the set K, or satisfies some regularity properties in a neighborhood of smooth sets (for the Hausdorf topology). Let us point out that these requirements rule out many interesting examples of non local evolution equations. In particular, the method developed here cannot be applied to approximate the volume preserving mean curvature motions, the solutions of Hele-Shaw problems or of Mullins-Sekerka models (see [16] ). However, several non local equations satisfy our requirements: Typical examples are equation (1) and the thinning equation (17) below.
For adapting Barles-Souganidis method to our problem we are faced with two difficulties. The first one is the non local character of our equations. The second one is the fact that the schemes cannot in general satisfy a comparison principle, because the evolution equations under study usually don't. In order to point out the differences between Barles-Souganidis approach and our, let us now briefly describe the method used in this paper.
Given an approximation scheme T h and an initial condition K 0 , we construct the approximate solution K h (nh) as described above. As nh → t, h → 0, we can define two limits (in a suitable sense), the lower limit K * (t) and the upper limit K * (t). Of course, K * (t) ⊂ K * (t). The problem amounts to prove that K * (t) and K * (t) are both equal to the solution, denoted by K(t) (when it is unique). In Barles-Souganidis approach, it is enough to prove that K * is a super-solution, while K * is a sub-solution. Then the comparison principle gives the result.
Here we cannot do so because of the non local character of the equation. Indeed, K * and K * do not satisfy the same equation. To overcome this difficulty, we adapt to our geometrical framework the notion of sub/super pair of solutions introduced in [13] : Roughly speaking, we say that (K 1 (t), K 2 (t)) is a sub/super pair of solutions, if the time dependent hypersurface ∂K 1 (t) is moving according to the law
x )
where
x and A (1) x are respectively the velocity, the normal and the curvature to ∂K 1 (t) at x, while the hypersurface ∂K 2 (t) is moving according to the law
x , A
x ) .
Our main result (Th. 3.2) is the following: If (K 1 (t), K 2 (t)) is a sub/super pair of solutions and if the scheme satisfies a consistency property (see Definition 3.1), then the upper limit K * (t) and the lower limit K * (t) are trapped between K 1 (t) and K 2 (t):
These inclusions are derived from a "strengthened inclusion principle". Therefore, it is interesting to know whether there are such a sub/super pair of solutions which is sufficiently close to the true solution (when it is unique). We prove that this is true in two cases: when there is a smooth solution to the evolution problem, and when the map h is non decreasing with respect to the subset K and there is uniqueness of the solution.
Our paper is divided in two parts: In part one, we first recall several notations, definitions and results of [9] . Then we introduce the new notion of sub/super pairs of solutions of a propagation problem and prove the existence of extremal ones. We also prove that, if there is a smooth solution to the front propagation problem, then the extremal pair of solutions converges to this solution. Finally, we give the "strengthened inclusion principle".
The second part of the paper deals with the convergence of the approximation scheme. After defining the consistency of a scheme, we prove that consistency implies inclusion (2) and, consequently, the convergence of the scheme in some cases. We complete the paper by two examples of explicit approximation schemes.
2. Sub/super pair of solutions
Review
We fix here the notations used throughout the paper. We introduce the notion of sub/super pair of solutions. Although these notions are new in such a context, the main definitions and results come from [9] . So we omit the proofs as far as possible.
For technical reasons, instead of working with hypersurfaces and open sets enclosed by these hypersurfaces, we work with arbitrary bounded subsets of R N , denoted by K(t), and the desired moving hypersurfaces are the sets Γ t = ∂K(t).
This yields us to work with subsets K of R + × R N . We denote by (t, x) an element of such a set, where t ∈ R + denotes the time and x ∈ R N denotes the space. We set
and we consider K(t) as a subset of R N . The closure of the complementary of K is denoted by K:
and we set
As before, K(t) is considered as a closed subset of R N . Figure 1 . The initial shape is above, we have the evolution at t = 5 and at t = 10.
We are seeking the solution of the propagation problem in the set of tubes of R N :
The tube is closed if it is closed in R N +1 .
We continue with our list of notations: If E is some subset of some finite dimensional space R p and if x belongs to R p , with denote by d E (x) the distance from x to E:
If φ : R + × R N → R is a smooth function, we denote by φ x (t, x) and φ xx (t, x) the first and second order partial derivatives of φ with respect to x, and by φ t (t, x) the first order derivative of φ with respect to t. The set of symmetric N × N matrices is denoted by S N .
Let us set, for any p = 0 and X ∈ S N ,
where X |p ⊥ is the restriction of X to the subspace (p) ⊥ .
Definition 2.2.
Let B be the set of bounded subsets of R N and S N be the set of N × N symmetric matrices. We say that the map H :
and
and H is elliptic if
Let us point out that the map defined by (3) is geometric. Finally, we set, for
where this limit is taken over the
In the same way, we define
where this limit is also taken over the
We are now ready to state the definition of a front:
and it satisfies the external initial condition for
and it satisfies the internal initial condition for
iii) A tube is a solution to the front propagation problem for K 0 if it satisfies the internal and the external conditions and the internal and the external initial conditions for K 0 .
Before recalling the main results of [9] , let us introduce some assumptions on H.
where the supremum is taken over all x ≤ R and K ⊂ B(0, R) and p = 0
Examples:
1. If H is of the form
(not necessarily positive), then H satisfies (6). 2. Example given by (1) satisfies the above conditions when β ≤ 0. The function H defined from h by (3) is the following:
In [9] , the following results are proved: Remark. Assumption (6), part (iv) prevents from applying the Proposition to the motion given by (1) when β is positive. Actually in this case, one can show without difficulty that the Proposition still holds true on some interval [0, T ) such that either T = +∞ or
where diam(K) denotes the diameter of a set K.
Definition and existence of sub/super pair of solutions
We now introduce the notion of sub/super pair of solutions. To the best of our knowledge, this notion is new in this context. We borrow it from [13] where it is used in an analytical framework.
As explained in the introduction, a couple (K 1 , K 2 ) of tubes is a sub/super pair of solutions, if, roughly speaking, the hypersurface ∂K 1 is moving according to the law
x and A (1) x are respectively the velocity, the normal and the curvature to ∂K 1 (t) at x, while the hypersurface ∂K 2 is moving according to the law
x ), where similarly V (2) , ν (2) x and A (2) x are respectively the velocity, the normal and the curvature to ∂K 2 (t) at x. We are now going to construct a sub/super pair of solutions which is not necessarily smooth. For doing so, let H be defined by (3) and let us introduce, for K 1 ⊂ K 2 , the upper and lower motions H and H as
Following the definitions of upper and lower regularization already used for a Hamiltonian H, we set, for any
where (t , t , x , p , X ) → (t, t, x, p, X) with p = 0 and → 0 and K 1 and K 2 are such that
In the same way, we define (H ) * (with a upper limit instead of a lower limit), and H * and (H ) * .
Definition 2.5. Let K 1 and K 2 be two compact subsets of R N such that
We say that a pair of tubes (K 1 , K 2 ) is a sub/super pair of solutions with initial conditions (
If a test function φ has a maximum on K 1 at some point (t, x) ∈ ∂K 1 , with t > 0 then
(we say that K 1 satisfies the external condition for H ). 3. If a test function φ has a maximum on K 2 at some point (t, x) ∈ ∂ K 2 , with t > 0, then
(we say that K 2 satisfies the internal condition for H ).
Lemma 2.6. Let H satisfy assumptions (6) . Let K 1 and K 2 be compact subsets of R N with
and (K 1 , K 2 ) be a sub/super pair of solutions with initial conditions
Proof. The proof is exactly the same than that of Theorem 3.1 of [9] , so we omit it.
Corollary 2.7. Assume H satisfies assumption (6) . Let K 1 and K 2 be compact subsets of R N with
and (K 1,1 , K 1,2 ) and (K 2,1 , K 2,2 ) be two sub/super pairs of solutions with initial conditions
then we have
In particular,
Proof. Let us set
We fix > 0 and we define by T * the largest time such that
Our aim is to prove that T * = T . Note that T * is positive because K 1,1 satisfies the external initial condition while K 2,2 satisfies the internal initial condition. We assume that, contrary to our claim, T * < T . Let us set
It is easy to check that (K 1 , K 2 ) is a sub/super pair of solutions with initial conditions (K 1 , K 2 ) on the interval [0, T * ). Therefore, from Lemma 2.6, we have
Note also that d(t) is left-continuous (see step (3) of the proof of Th. 3.1 of [9] ). Thus we have
From the lower semi-continuity of d, there is some τ > 0 with
This is in contradiction with the definition of T * . So, letting → 0 + , we have obtained 
Proof.
1. Let E be the set of sub/super pair of solutions (A 1 , A 2 ) such that A 1 satisfies the external initial condition for some set A 1 (0) ⊂ K 1 and such that A 2 satisfies the internal initial condition for K 2 . Let us set
If we prove that (K 1 , K 2 ) is a sub/super pair of solutions, then this pair is clearly extremal. Note that K 1 and K 2 are tubes from Proposition 3.3 of [9] . Let us now prove that (K 1 , K 2 ) is a sub/super pair of solutions. 2. We first prove that E is not empty. Let us set A 1 = {0} × K 1 and
H(x, K , p, A).
Then H 0 satisfies assumptions (6) and is non increasing with respect to K. Therefore, from Theorem 3.5 of [9] , there is some solution A 2 to the front propagation problem with initial condition K 2 . With these definitions, the pair (A 1 , A 2 ) clearly belongs to E.
Inclusion
holds true thanks to Corollary 2.7. 4. We now prove that (K 1 , K 2 ) is a sub/super pair of solutions. Let (t, x) ∈ ∂K 1 , with t > 0, and φ be such that (t, x) is a local maximum of φ on K 1 . Without loss of generality, we can assume that (t, x) is a strict local maximum (otherwise, we prove the result for φ(s, y) + (s, y) − (t, x) 2 , which has a strict local maximum on K 1 at (t, x), and we let → 0 + ). From the very definition of K 1 , there are (A 1,n , A 2,n ) ∈ E such that
Then, since (t, x) is a strict local maximum of φ, there are (t n , x n ) local maxima of φ on A 1,n which converge to (t, x), and we have
because the (A 1,n , A 2,n ) is a sub/super pair of solutions. Since A 1,n ⊂ K 1 and K 2 ⊂ A 2,n , we have
From the lower semi-continuity of the map
we get:
So K 1 satisfies the external condition for H .
We can prove in the same way that, if a test function φ has a maximum on
So the pair (K 1 , K 2 ) satisfies the external and internal conditions required in the definition. 6. It remains to prove that K 1 satisfies the external initial condition for K 1 while K 2 satisfies the internal condition for K 2 . We first prove that K 1 (0) = K 1 . From step 2, the inclusion K 1 ⊂ K 1 (0) holds true. Let us prove the converse inclusion. Let x 0 / ∈ K 1 . From Lemma 3.2 of [9] , there is > 0 such that, for any tube A satisfying the external condition for H and the external initial condition for K 1 , we have
Since (A 1 , A 2 ) belongs to E, A 1 satisfies the external condition for H and the external initial condition for K 1 . Thus
so that x 0 / ∈ A 1 (0). Therefore, A 1 satisfies the external initial condition for K 2 . In the same way, using Lemma 3.4 of [9] , we can prove that K 2 satisfies the internal initial condition for
Approximation of a motion by a pair of sub/super solutions
In this section, we investigate the behavior of extremal pair of solutions with initial conditions (K 0 − B, K 0 + B) when → 0 + . Let us recall that the sets K 0 − B and K 0 + B are defined by (5) and (4). We are able to prove that these extremal pair of solutions approximate the solution in two cases: First when H is non increasing with respect to K and the solution is unique. Second when there is a smooth solution to the problem. Let us first assume that H is non increasing with respect to K. According to Proposition 2.4, there exist a maximal and a minimal solution to the motion problem : any solution is contained in the maximal solution and contains the minimal one . We recall that one denotes by S(K 0 ) the maximal solution and by s(K 0 ) the minimal one with initial condition K 0 .
Proposition 2.9. Assume that H satisfies assumption (6) and is non increasing with respect to K. Then, for any > 0, (S(K 0 − B), S(K 0 + B)) is a pair of sub/super solutions.
Moreover,
Therefore, if there is uniqueness of the solution, i.e., if s(K 0 ) = S(K 0 ); then the extremal pair of sub/super solutions converges to the solution. Let us recall that uniqueness is generic in a suitable sense (see [9] ).
Proof. If H is non increasing with respect to K, then
Thus (S(K
) is a pair of sub/super solutions. From [9] , we know that
The other equality follows from the very construction of s(K 0 ) (see Th. 3.9 of [9] ).
We now assume that there is a smooth solution to the front propagation problem for some smooth initial set K 0 on an interval [0, T ]. Then Proposition 2.4 states that, under some assumptions (H1) and (H2) that we recall now, this solution is unique. (H1) We first assume that the non local term in H is Lipschitz continuous in a neighborhood of smooth compact sets: If K is a compact set with C 2 boundary and if M > 0, there are k(K, M ) and α(K, M ) > 0 such that for any compact set K with
(where H denotes the Hausdorf distance) we have:
for any (x, p, X) such that
Moreover, the constants k(K, M ) and α(K, M ) depend continuously on K for the C 2 norm. (H2) We also assume a Lipschitz dependence of H with respect to x and X: For any M > 0, there some Lipschitz constant (M ) such that
for any (x, x , K, p, X, X ) such that
Examples. If H is as in (7), then H satisfies not only (6), but also (H1) and (H2). It is also the case for the motion defined by (1), where H is given by (8) .
The following Theorem states that, if there is a smooth solution to the front propagation problem, then the extremal sub/super pair of solutions for the initial condition (K 0 − B, K 0 + B) converges to this solution on [0, T ] as → 0 + . 
Theorem 2.10. Assume that H satisfies assumptions (6), (H1) and (H2
The strengthened inclusion principle
We have just proved that, under suitable condition, the extremal sub/super pair of solutions (K 1 , K 2 ) starting from (K 0 − B, K 0 + B) provides a good approximation of the solution to the front propagation problem starting from K 0 . Next we prove that, if K * and K * are the upper limit and the lower limit of the approximate motion K h (nh) for some consistent approximation scheme T h , then K * and K * are trapped between K 1 and K 2 :
Letting → 0 gives then the desired convergence result. For getting inclusions (11), we proceed in two steps: 1) we prove that the limits K * and K * satisfy some internal and external conditions and 2) that these conditions imply the desired inclusions. The second step of this program is precisely the aim of Theorem 2.11 below.
Step 1 derives from the consistency of the scheme, and we postpone its proof until the next section.
The internal and external conditions derived by step 1 are the following (we are working on some interval of
Under these conditions, we can derive the following Theorem 2.11. Assume that the motion H satisfies assumptions (6) , that the tubes K * and K * satisfy the above conditions (C1), (C2) and (C3). Let (K 1 , K 2 ) be a sub/super pair of solutions, such that K 1 (t) and K 2 (t) are non empty and bounded for t ∈ [0, T ], for some T > 0. If
More precisely, if we set
where is the constant given by (6-iii) .
Proof. The proof runs as the proof of Theorem 3.1 of [9] .
3. Approximation
Definition of consistency and convergence
Let T h be an approximation scheme that is a function from the set of the compact sets to itself with h > 0 a scale parameter. Definition 3.1. We say that T h is consistent with the front propagation H if the three conditions are satisfied
• There is some constant ρ > 0, such that, for any compact
• for any compact set K, ∀φ ∈ C 2 (R N ) and x a local maximum of φ on R N \T h (K), we have inf
, φ xx (x)) tends to 0 locally uniformly with respect to all its arguments when h → 0 + .
Here H * and H * differ from H only if φ x (x) = 0. In this case,
Given a compact set K 0 , we iterate the operator T h and we define
Then we note
Let us recall that the upper limit of sets A h when h → 0 + is the set of cluster points of sequences of A h when h → 0. The upper limit and the lower limit of the approximate solution K h (nh) are defined as follows: For all t ≥ 0
It can be easily checked that 
Theorem 3.2. Assume that the motion H satisfies assumption (6) and that T h is consistent with H. Given a compact set
Remark. Let us recall that, when H is non increasing with respect to K, we have "often" the equality between the closure of the minimal solution s(K 0 ) and the maximal one S(K 0 ) (see [9] ). In this case, the numerical scheme converges.
Proof of Corollary 3.3. 
Then Theorem 2.10 asserts that K 1 and K 2 converge to K r on [0, T ] when → 0. Thus, letting tend to 0, we deduce the convergence of K h to K r on [0, T ] when h → 0. From Theorem 3.2, we deduce the following inequalities:
Since these inclusions hold true for any > 0, we let → 0 + , and we get, thanks to Proposition 2.9 again, that y .
We have to estimate lim sup h→0 sup nh≤T d h (nh). Thanks to the first property of consistency, we have
y . 
Proof. We only prove the first inequality, the proof for the second one involving the same arguments. Assume that, contrary to our claim,
Then, there is somex ∈ K * (t) and some > 0 with
Therefore, for > 0, the map
has a local strict maximum on K * at (t,x). From standard arguments, there exists a sequence (n h h, x h ) converging towards (t,x) such that (n h h, x h ) is a local maximum on K h for φ . Since T h is consistent
On the other hand, from assumption (6), for any M > 0 and γ > 0, there exists a constant M such that
Then we choose = 1 2M . So we have
With the definition of φ , for any y ∈ K h ((n h − 1)h), we have
This is in contradiction with (14). 3. Next we prove that
Proof. We only prove the first inclusion, the proof for the other being similar. We argue by contradiction. Assume that there is some x ∈ K * (0)\K 0 . Then, for any > 0, the map
We can always choose > 0 at the beginning of the proof in such a way that
thanks to assumption (6,iii). Moreover, since the K h (n h h) are bounded, we can also choose h sufficiently small in such a way that the |o(1)| is smaller than 1/4. Thus we have
Since φ has a local maximum on K h at (n h h, x h ), we have
Hence there is a contradiction. 4. Let us set
We have to prove that T * = T . 5. We claim that, since T h is consistent with H, then conditions (C1), (C2) and (C3) of Theorem 2.11 are fulfilled. We postpone for a while the proof of this claim and complete the proof of the Theorem. Thanks to this result, we have from Theorem 2.11 
Thus we have for i = 1, 2 and α > 0 small enough 
From the definition of H and since
we get, if we set
On the other hand, (t h , x h ) is a local maximum on K h for φ. Thus
∀y ∈ K h (t h − h), f(y) + g(t h − h) ≤ f (x h ) + g(t h ) .
Therefore, ∀y ∈ K h (t h − h),
so we deduce, from (15) and (16) , that
When h tends to 0, we get the external condition.
Examples

Thinning of a shape
We present a motion which formalizes a thinning of the initial shape and intends to compute a kind of skeleton of the shape. Blum [7] actually defined the skeleton in the following way: If fire is turned on at the boundary of the shape, and it travels with uniform speed, the skeleton is the points were two or more fire fronts collapse. We give an example of dynamics h which does not compute the true skeleton defined by Blum but rather corresponds to a thinning evolution in dimension 2 with a smoothing effect.
The evolution equation is
i.e., h is defined by Let us point out that the map h is decreasing with respect to K. Hence this motion does not satisfy the inclusion principle. However, the map H defined from the dynamics h by (3):
where [r] + = max{0, r}, satisfies assumptions (6).
To approximate the evolution, we consider the operator T h
where the family B h , already used in [11] , is the family of the segments of length 2 √ 2h with center the origin O. 
(For the proof, see [11] .)
Lemma 3.7. The operator T h is consistent with H.
Proof. Let K be a compact subset of R N . Since we clearly have T h (K) ⊂ K, the first property of consistency is satisfied.
We only check the second property, the proof for the third one being similar. Assume that φ ∈ C 2 (R N ) has a local maximum at x h ∈ T h (K). We first assume that φ x (x h ) = 0. Then we set
We have to prove M ≥ H * (x h , K, φ x (x h ), φ xx (x h )) + o (1) .
Since x h ∈ T h (K), there exists some B ∈ B h such that, for any b ∈ B and for any |b | ≤ h, the point
h · Figure 2 . We have the skeletons with a thinning algorithm (Luc Vincent) in the left column and with the algorithm we present on the right column.
A scheme for equation (1)
We now investigate a numerical scheme for the motion given by 
