Abstract-Information dissemination is a fundamental problem in parallel and distributed computing. In its simplest variant, known as the broadcasting problem, a single message has to be spread among all nodes of a graph. A prominent communication protocol for this problem is based on the socalled random phone call model (Karp et al., FOCS 2000). In each step, every node opens a communication channel to a randomly chosen neighbor, which can then be used for bidirectional communication.
I. INTRODUCTION
Information dissemination is a fundamental problem in parallel and distributed computing. Given a network, the goal is to spread one or several messages efficiently among all nodes of the network. This problem has extensively been analyzed in different communication models and on various graph classes. When talking about information
Research was supported by Austrian Science Fund (FWF): P 25214 dissemination, we distinguish between one-to-all communication called broadcasting and all-to-all communication called gossiping. Much of the work devoted to information dissemination refers to the broadcasting problem. That is, a distinguished node of the network possesses a piece of information, which has to be distributed to all nodes in the system. In gossiping, every node has its own piece of information, and all these messages must be distributed to all other nodes in the network. Efficient algorithms for gossiping are applied, e.g., in routing, maintaining consistency in replicated databases, multicasting, and leader election, see [8] , [24] , [31] .
There are two main approaches to design efficient algorithms for broadcasting or gossiping. One way is to exploit the structural properties of the networks the protocols are deployed on to design efficient deterministic schemes [31] . While the resulting protocols are usually (almost) optimal, they are often not fault tolerant (note that there are also deterministic schemes, which have polylogarithmic running time on the graphs we consider and are highly robust, see [30] ). Another approach is to design simple randomized algorithms, which are inherently fault tolerant and scalable. Prominent examples of such algorithms are based on the so-called random phone call model, which has been introduced by Demers et al. [15] and analyzed in detail by Karp et al. [32] . The algorithms in this model are synchronous, i.e., the nodes act in synchronous steps. In each step every node opens a communication channel to a randomly chosen neighbor. The channel can then be used for bi-directional communication to exchange messages between the corresponding nodes. It is assumed that the nodes may decide which messages to send (they are allowed to send none of their messages in some step), and are able to combine several messages to one single packet, which can then be sent through a channel. Clearly, one question is how to count the message complexity if several pieces of information are contained in such a packet; we will come back to this question later.
Karp et al. motivated their work with consistency issues in replicated databases, in which frequent updates occur. These updates must be disseminated to all nodes in the network to keep the database consistent. They analyzed the running time and number of message transmissions produced by so-called push and pull algorithms w.r.t. one single message in complete graphs. In order to determine the communication overhead, they counted the number of transmissions of this message through the links in the network. They argued that since updates occur frequently nodes have to open communication channels in each step anyway. Thus, the cost of opening communication channels amortizes over the total number of message transmissions.
Motivated by the application above, Berenbrink et al. considered the gossiping problem [5] . They assume that sending a packet through an open channel is counted once, no matter how many messages are contained in this packet. However, nodes may decide not to open a channel in a step, while opening a communication channel is also counted for the communication complexity. The first assumption is certainly unrealistic in scenarios, in which all original messages of the nodes have to be disseminated to all other nodes; although network coding might overcome the inpracticability of this assumption in certain applications (see e.g. [29] ). On the other side, in the case of leader election, aggregate computation (e.g. computing the minimum or the average), or consensus the assumption above might be feasible, since then the size of the exchanged messages can asymptotically be bounded to the size of a single message.
The algorithms developed so far in the random phone call model use so-called push and pull transmissions. As described above, the nodes open communication channels to some (randomly) selected neighbors. If a message is sent from the node which called on a neighbor and initiated the communication, then we talk about a push transmission (w.r.t. that message). If the message is transmitted from the called node to the one that opened the channel, then we talk about a pull transmission.
Although the time complexity has extensively been analyzed on various networks in the past, the message complexity was mainly studied in complete graphs. The question is, whether the results known for complete graphs also hold in sparse networks with very good expansion and connectivity properties. Such networks naturally arise in certain real world applications such as peer-to-peer systems [11] , [28] . In the case of broadcasting, it is known that the performance of push-pull algorithms in complete graphs cannot be achieved in random graphs of small or moderate degree [17] . This, however, seems not to be the case w.r.t. gossiping. As we show in this paper, concerning the number of message transmissions the performance of the algorithms developed in [5] can be achieved in random graphs as well. Regarding the impact of the graph density on the running time a similar study has been done by Fountoulakis et al. [23] . They showed that there is almost no difference between the running time of the push algorithm in complete graphs and random graphs of various degrees, as long as the expected degree is ω(log n).
A. Related Work
A huge amount of work has been invested to analyze information dissemination in general graphs as well as some special network classes. We only concentrate here on randomized protocols which are based on the random phone call model. This model has been introduced by Demers et al. [15] along with a randomized algorithm that solves the problem of mutual consistency in replicated databases.
Many papers analyze the running time of randomized broadcasting algorithms that only use push transmissions. To mention some of them, Pittel [37] proved that in a complete graph a rumor can be distributed in log 2 (n) + ln(n) + O (1) steps. Feige et al. [22] presented optimal upper bounds for the running time of this algorithm in various graph classes including random graphs, bounded degree graphs, and the hypercube.
In their paper, Karp et al. [32] presented an approach that requires only O (log n) time and O (n log log n) message transmissions, with high probability, which is also shown to be asymptotically optimal. This major improvement is a consequence of their observation that an algorithm that uses only pull steps is inferior to the push approach as long as less than half of the nodes are informed. After that, the pull approach becomes significantly better. This fact is used to devise an algorithm that uses both, push and pull operations, along with a termination mechanism.
The random phone call model as well as some variants of it have also been analyzed in other graph classes. We mention here the work of Chierichetti et al. and Giakkoupis [14] , [26] who related the running time of push-pull protocols to the conductance of a graph; or the work of Giakkoupis and Sauerwald [27] , [25] on the relationship between pushpull and vertex expansion. To overcome bottlenecks in graphs with small conductance, Censor-Hillel and Shachnai used the concept of weak conductance in order to improve the running time of gossiping [12] . Earlier results related randomized information dissemination to random walks on graphs, see e.g. [35] , [19] . Modifications of the random phone call model resulted in an improved performance of randomized broadcasting w.r.t. its communication complexity in random graphs [18] and its running time in the preferential attachment model [16] . The basic idea of these modifications is used in Section IV.
Randomized gossiping in complete graphs has been extensively studied by Berenbrink et al. [5] . In their paper, they provided a lower bound argument that proves Ω (n log n) message complexity for any O (log n) time algorithm. This separation result marks a cut between broadcasting and gossiping in the random phone call model. Furthermore, the authors gave two algorithms at the two opposite points of the time and message complexity trade-off. Finally, they slightly modified the random phone call model to circumvent these limitations and designed a randomized gossiping protocol which requires O (log n) time and O (n log log n) message transmissions.
Chen and Pandurangan [13] used gossiping algorithms for computing aggregate functions in complete graphs (see also [33] ). They showed a lower bound of Ω (n log n) on the message complexity regardless of the running time for any gossiping algorithm. However, for this lower bound they assumed a model that is slightly weaker than the one used in this paper. In the main part of their paper, they presented an algorithm that performs gossiping in O (log n) time using O (n log log n) messages by building certain communication trees. Furthermore, they also designed gossip protocols for general graphs. For all these algorithms, they assumed a communication model which is more powerful than the random phone call model.
Another interesting application of randomized gossiping is in the context of resilient information exchange [2] . Alistarh et al. proposed an algorithm with an optimal O (n) communication overhead, which can tolerate oblivious faults. For adaptive faults they provided a gossiping algorithm with a communication complexity of O n log 3 n . Their model, however, is stronger than the random phone call model or some simple variants of it.
Random graphs first appeared in probabilistic proofs by Erdős and Rényi [21] . Much later, they were described in the works by Bender and Canfield [4] , Bollobás [9] and Wormald [40] , [39] . Aiello et al. generalized the classical random graph model introducing a method to generate and model power law graphs [1] . The properties of Erdős-Rényi graphs have been surveyed by Bollobás [10] . Various properties of random graphs, including random regular graphs, were presented in [41] . In recent years, random graphs were also analyzed in connection with the construction and maintenance of large real world networks, see e.g. [34] .
B. Our Results
In this paper, we extend the results of [5] to random graphs with degree Ω log 2+ n where > 0 can be an arbitrary constant. In [5] the authors first proved a lower bound, which implies that any address-oblivious algorithm in the random phone call model with running time O (log n) produces a communication overhead of at least Ω (n log n) in complete graphs. On the other side, it is easy to design an O (log n)-time algorithm, which generates O (n log n) message transmissions. The first question is whether increasing the running time can decrease the communication overhead. This has been answered positively for complete graphs. That is, in [5] an algorithm with running time O log 2 n/ log log n and message complexity O (n log n/ log log n) was presented. However, it is still not clear whether this result can be achieved in sparser graphs as well. One might intuitively think that results obtained for complete graphs should be extendible to sparse random graphs as well, as long as the number of time steps is less than the smallest degree.
However, in the related model of randomized broadcasting there is a clear separation between results achievable in complete graphs and in random graphs of degree n o(1/ log log n) (cf. [32] , [17] ). In this paper we show that in random graphs one can obtain the same improvement on the number of message transmissions w.r.t. the algorithms studied so far as in complete graphs. In light of the fact that in the slightly different communication model analyzed by Chen and Pandurangan in their lower bound theorem [13] such an improvement is not even possible in complete graphs, our result extends the evidence for a non-trivial advantage (i.e., the possibility to improve on the communication overhead by increasing the running time) of the well-established random phone call model to sparse random graphs. Furthermore, we will present a modification of this model -as in [5] where each node is equipped with a constant size memory. This memory can be used to store links to called neighbors. We assume that nodes can re-open these links or open a connection to a random node that is not among them. For the formal definition see Section IV. This modification of the model allows us to derive an O (log n)-time algorithm, which produces only O (n log log n) message transmissions, with high probability 1 . Finally, we analyze the robustness of this algorithm.
In this paper, we show our first result w.r.t. the configuration model (see next section), while the second result is proved for Erdős-Rényi graphs. Nevertheless, both results can be shown for both random graph models, and the proof techniques are the same. Here we only present one proof w.r.t. each graph model.
In our analysis, we divide the execution time of our algorithms into several phases as in the case of complete graphs. Although the algorithms and the overall analysis are in the same spirit as in [5] , we encountered several differences concerning the details. At many places, results obtained almost directly in the case of complete graphs required additional probabilistic and combinatorial techniques in random graphs. Moreover we observed that, although the overall results are the same for the two graph classes, there are significant differences in the performance of the corresponding algorithms in some of the phases mentioned before. This is due to the different structures we have to deal with in these two cases. To obtain our results, it was necessary to incorporate these structural differences into the dynamical behavior of the gossiping algorithms. For the details as well as a high level description of our algorithms see Sections III and IV
II. MODEL AND ANNOTATION
We investigate the gossiping problem in the random phone call model in which n players are able to exchange messages in a communication network. In our first model, we use a Erdős-Rényi random graph G = G(n, p) = (V, E) to model the network where V denotes the set of players and E ⊆ V ×V is the set of edges. In this model, we have a probability of p that for two arbitrary nodes v 1 , v 2 ∈ V the edge (v 1 , v 2 ) exists, independently. Let d denote the expected degree of an arbitrary but fixed node v. In this paper, we only consider undirected random graphs for which d ≥ log 2+ n, where log n denotes the logarithm of n to base 2. In this model the node degree of every node is concentrated around the expectation, i. e., (1)), with high probability.
We also investigate the so-called configuration model introduced in [9] . We adapt the definition by Wormald [41] as follows. Consider a set of d · n edge stubs partitioned into n cells v 1 , v 2 , . . . , v n of d stubs each. A perfect matching of the stubs is called a pairing. Each pairing corresponds to a graph in which the cells are the vertices and the pairs define the edges. A pairing can be selected uniformly at random in different ways. E. g., the first stub in the pair can be chosen using any arbitrary rule as long as the second stub is chosen uniformly at random from the remaining unpaired stubs. Note that this process can lead to multiple edges and loops. However, with high probability the number of such edges is a constant [41] . In our analysis we apply the principle of deferred decisions [36] . That is, we assume that at the beginning all the nodes have d stubs which are all unconnected. If a node chooses a link for communication for the first time in a step, then we connect the corresponding stub of the node with a free stub in the graph, while leaving all the other stubs as they are.
We furthermore assume that each node knows n. Note that this assumption can be relaxed and our analyses can be extended to the case where each node has an estimation of n which is accurate within constant factors. In each step, every node v is allowed to open a channel to one of its neighbors denoted by u chosen uniformly at random (in Section IV we consider a simple modification of this model). This channel is called outgoing for v and incoming for u. We assume that all open channels are closed at the end of every step. Since every node opens at most one channel per step, at most one outgoing channel exists per node.
Each node has access to a global clock, and all actions are performed in parallel in synchronous steps. At the beginning, each node v stores its original message m v (0) = m v . Whenever v receives messages, either over outgoing channels or over incoming channels, these messages are combined together. That is, v computes its message in step t by successively combining all known messages together,
v (i) denotes the union of all incoming (i.e., received) messages over all connections in a step i (with m
. This combined message is used for any transmission in step t. We will omit the step parameter t and use m v to denote the node's message if the current step is clear from the context. Phase I for t = 1 to 12 log n/ log log n do at each node v do in parallel push(mv);
Phase II let denote a large constant; for round r = 1 to 4 log n/ log log n do at each node v do in parallel with probability / log n do push(mv); // start a random walk for step t = 1 to 6 log n do at each node v do in parallel for each incoming message m with
for each node v do if ¬ empty(qv) then v becomes active;
if v has incoming messages then v becomes active;
All nodes become inactive;
Phase III for t = 1 to 8 log n/ log log n do at each node v do in parallel pushpull(mv);
Algorithm 1: The fast-gossiping algorithm. Push and pull operations are preceded by opening and followed by closing channels.
III. TRADITIONAL MODEL
In this section we present our algorithm to solve the gossiping problem. This algorithm is an adapted version of fast-gossiping presented in [5] . It works in multiple phases, starting with a distribution process, followed by a random walk phase and finally a broadcasting phase. These phases are described below. Each phase consists of several rounds which may again consist of steps. The algorithm uses the following per-node operations. push(m) -send m over the outgoing channel pull(m) -send m over incoming channel(s) (cf. [32] ) pushpull -a combination of push and pull
In Phase II of Algorithm 1 we require each node to store messages associated with incoming random walks in a queue q v which we assume to support an add operation for adding a message at the end and a pop operation to remove the first message. The current queue status can be obtained via the empty operation which yields a Boolean value indicating whether the queue is empty or not. We furthermore assume that each incoming message m in this phase has a counter moves(m) attached that indicates how many real moves it had already made. This counter can be accessed using the moves operation and is described in more detail in the description of Phase II. Our main result is as follows. Theorem 1. The gossiping problem can be solved in the random phone call model on a random graph with expected node degree Ω log 2+ n in O log 2 n/ log log n time using O (n log n/ log log n) transmissions, with high probability.
Phase I. The first phase consists of 12 log n/ log log n steps. In every step, each node opens a channel, pushes its messages, and closes the communication channel. Clearly, this phase meets the bounds for runtime and message complexity.
Let k ≥ 6 denote a constant. We prove our result with respect to the configuration model described in Section II. After the first phase, we have at least log k n informed nodes w.r.t. each message, with high probability. We analyze our algorithm throughout this section with respect to one single message m and at the end use a union bound to show that the result holds with high probability for all initial messages. We now bound the probability that during a communication step an arbitrary but fixed node opens a connection to a previously informed vertex and thus the communication is redundant. Let v denote this vertex with corresponding message m v .
At the beginning, we consider each connection in the communication network as unknown, successively pairing new edges whenever a node opens a new connection (see principle of deferred decisions in Section II). Note, however, that this is only a tool for the analysis of our algorithm and does not alter the underlying graph model. We observe that each node has d v communication stubs with log 2+ n ≤ d v < n. We consider a stub wasted if it was already chosen for communication in a previous step. Since throughout the entire first phase each node opens at most 12 log n/ log log n channels, there still will be Θ (d v ) free stubs available with high probability. Observe that the number of stubs that are additionally paired due to incoming channels can be neglected using a simple balls-into-bins argument [38] . If a node chooses a free stub, it is paired with another free stub chosen uniformly at random from the graph G. Lemma 1. Let k ≥ 6 denote a constant. After the distribution phase, every message is contained in at least log k n nodes, with high probability.
Due to space limitations, the proof of Lemma 1 has been omitted from this conference paper. It can be found in the full version of this paper [20] .
Phase II. After the first phase, each message is contained with high probability in at least log k n nodes, where k ≥ 6 is a constant. We aim to reach n · 2 − log n/ log log n informed nodes for each message in the second phase and therefore assume for any message m and any step t in Phase II that log k n ≤ |I m (t)| ≤ n · 2 − log n/ log log n . At the beginning of Phase II a number of nodes start socalled random walks. If a random walk arrives at a node in a certain step then this node adds its messages to the messages contained in the random walk and performs a push operation, i. e., the random walk moves to a neighbor chosen uniformly at random. This is done for O (log n) steps. To ensure that no random walk is lost, each node collects all incoming messages (which correspond to random walks) and stores them in a queue to send them out one by one in the following steps. The aim is to first collect and then distribute messages corresponding to these walks. After the random walk steps all nodes containing a random walk become active. A broadcasting procedure of 1/2 · log log n steps is used to increase the number of informed nodes by a factor of Θ √ log n . The entire second phase runs in 4 log n/ log log n rounds which correspond to the outer for-loop in Phase II of Algorithm 1. Each round consists of O (log n) steps. Thus, the running time of this phase is in O log 2 n/ log log n .
Note that although random walks carry some messages, we assume in our analysis that the nodes visited by the random walks do not receive these messages from the random walks. That is, the nodes are not necessarily informed after they were visited by a random walk and thus are not accounted to I m .
In the following, we consider an arbitrary but fixed round r with 1 ≤ r ≤ 4 log n/ log log n. Whenever we use the expression I m (r), we mean the set of informed nodes at the beginning of the corresponding round r, even though the informed set may be larger in some step of this round.
At the beginning of each round, every node flips a coin. With a probability of / log n, where denotes a large constant, the node starts a random walk. We first need to bound the total number of random walks which are initiated. As their number does not depend on the underlying graph, we can use the result of [5] for the number of random walks and obtain Θ (n/ log n) random walks with high probability. Therefore, the bounds on the message complexity of O (n log n/ log log n) are met during the random walks phase. In the following we only consider random walks that carry an arbitrary but fixed message m.
We observe that these random walks are not independent from each other, since a random walk w incoming at node v is enqueued into a queue q v . Therefore, w may be delayed before it is sent out again by v and this delay is based on the number of (other) random walks that are currently incident at node v. If v eventually sends out the random walk w, we say w makes a move. It is now an important observation that the actions of the random walks in a specific step are not independent from each other. Their moves, however, are. Now a question that arises naturally is whether the number of moves made by an arbitrary but fixed random walk w is large enough to mix. This question is covered in [20] , where we argue that the number of moves taken by every random walk is Ω (log n) and therefore larger than the mixing time of the network. In the following lemmas, especially in Lemma 2, we will also require that the random walks are not correlated, which clearly is not true if we consider the steps made by the algorithm. However, the moves of the random walks are independent from each other. That is, after mixing time moves, the node that hosts random walk w after its ith move is independent from the nodes that host any other of the random walks after their i-th moves. We furthermore require, e. g., in Lemma 5, that after some mixing steps the random walks are distributed (almost) uniformly at random over the entire graph. This is enforced as we stop every random walk once it has reached c moves · log n moves for some constant c moves . Note, that we implicitly attach a counter to each random walk which is transmitted alongside the actual message. In the first inner for-loop in Phase II of Algorithm 1 we then refuse to enqueue random walks that have already made enough moves.
Note that starting with Lemma 2, when we talk about random walks in a certain step i we always mean each random walk after its i-th move. This does not necessarily have to be one single step of the algorithm, and the corresponding random walks are scattered over multiple steps. Since, however, the moves of the random walks are independent from each other, the actual step can be reinterpreted in favor of the random walk's movements. What remains to be shown is that every random walk makes indeed Ω (log n) moves. This is argued in the full version of this paper [20] .
Lemma 2. During the Θ (log n) steps that follow the coin flip, I m (r) is visited by random walks at least Ω (|I m (r)|) times, with high probability.
(for a proof see [20]) Note that a rigorous analysis of the behavior of similar parallel random walks on regular graphs has already been considered by Becchetti et al. [3] .
These Θ (|I m (r)|) random walks do not necessarily need to be distinct. It may happen that a single random walk visits the set I m (r) multiple times, in the worst case up to Θ(log n) times. We therefore have to give bounds for the number of random walks that visit I m (r) only a constant number of times.
We now distinguish two cases. Let κ denote a constant. In the following, we consider only sparse random graphs with expected node degree d for which log 2+ n ≤ d ≤ log κ n. We observe that if d ≤ log κ n the informed set consists of several connected components, which we call regions, that have a diameter of at most O (log log n) each and a distance between each other of at least Ω (log log n) (see Lemma 5) .
Let v denote an arbitrary but fixed vertex and let T (v) denote the subgraph induced by nodes that can be reached from v using paths of length at most O (log log n). It has been shown in Lemma 4.7 from [7] that T (v) is a pseudotree with high probability, i. e., a tree with at most a constant number of additional edges. Therefore, we can assign an orientation to all edges of T (v) in a natural way, pointing from the root node v towards the leafs. Thus, any edge in T (v) is directed from v 1 to v 2 if v 1 is in at most the same level as v 2 . We consider edges violating the tree property with both nodes on the same level as oriented in both ways. Whenever a random walk takes a step that is directed towards the root of the tree, we speak of a backward move. We will show in Lemma 5 that the distance between the informed regions is at least Ω (log log n). Thus we can show Lemma 4 using the following definition. Proof: Let W denote the number of random walks. Each random walk performs at the end O(log n) mixing steps. Thus, the random walks are distributed (almost) uniformly at random over the entire graph. For the analysis, we now proceed as follows. We uncover one random walk after another, thereby omitting random walks that stopped too close to another previously uncovered random walk. For each of these uncovering steps, the probability p unsafe that a random walk does not end up in safearea (m) can be bounded as follows.
log log n n ≤ log κ log log n n 2 log n/ log log n We define for every random walk w i an indicator random variable X i as
and bound the random variable X = W i=1 X i representing the number of random walks that end within an unsafe area. The expected number of these walks is E [X] = p unsafe W . Since all random walks are independent, applying Chernoff bounds yields for large n
3 log 2 n ≤ n − ω (1) .
Therefore, there are Θ (|I m (r)|) random walks in safe areas w.r.t. message m with high probability.
A random walk visits the set I m (r) at most a constant number of times with probability at least 1 − log −2 n. Furthermore, the number of random walks that visit the set I m (r) a constant number of times is Θ (|I m (r)|) with high probability.
(for a proof see [20] ) Lemma 7. The broadcasting procedure during the last 1/2 log log n steps of a round r in Phase II informs Θ |I m (r)| · √ log n nodes, with high probability.
Proof: Let w denote an arbitrary but fixed random walk and let κ denote a constant. We distinguish the following two cases to show that the probability that a node u i opens a connection to an already informed node can be bounded for both, sparse and dense random graphs by log −2 n. Case 1: d ≤ log κ n. Note that in Lemma 5 we uncovered one random walk after another and only considered random walks that operated in safearea (m). That means, we only consider random walks that have a distance of at least log log n between each other. Therefore, in a broadcast procedure of at most 1/2 · log log n steps no interaction between the corresponding broadcast trees can occur. Let u i be the i-th node with respect to a level-order traversal of the message distribution tree of nodes informed by an arbitrary but fixed random walk. Let furthermore X i denote an indicator random variable for the connection opened by u i defined as
The claim follows from the pseudo-tree structure of the local subgraph, since every node has at most a constant number of edges directed backwards and furthermore we only regard random walks in a safe area, i. e., random walks with a distance of log log n steps between each other. Therefore, the probability that the node u i opens a connection to an already informed node can be bounded by
We denote the random variable for the number of nodes that open backward connections as X and observe that X ≤ √ log n since the number of steps is 1/2 log log n. Using above indicator random variable we set X = X i with expected value E [X] ≤ log −3/2 n. Let c ≥ 3 denote a constant. Since we can assume that X has a binomial distribution we can bound the probability that more than a constant number of c nodes open backward connections directly by Pr [X ≥ c] ≤ log −3 n. In the worst case these c nodes are the c topmost nodes of the message distribution tree and the corresponding branches of this tree are lost. However, for a constant c the resulting informed set is still in Θ √ log n .
(see full version [20] )
Both cases: We apply Chernoff bounds on the number of random walks that do not manage to build up a sufficiently large informed set using broadcasting. In the first case all random walks are clearly uncorrelated, since they live within their own safe area. For the second case, we analyze the random walks one after another as individual trials in our experiment. Whenever a random walk fails to spread its message, we completely remove the entire random walk for our analysis. We therefore have probabilities that are negatively correlated which allows us to apply Chernoff bounds.
Let X i denote an indicator random variable for a random walk w i defined as
1 if the random walk w i fails broadcasting 0 otherwise.
X i denote the random variable for the number of random walks that fail during the broadcasting steps with expected value E [X ] ≤ W/ log 2 n where W is the total number of random walks. We show that X is concentrated around the expected value using Chernoff bounds.
Since this result holds with high probability, we have a set of informed nodes of size |I m (r + 1)| = Θ |I m (r)| · √ log n and thus the claim holds. From Lemma 7 we obtain that the set of informed vertices grows in each round by a factor of at least Θ √ log n as long as the number of informed vertices is in O n · 2 − log n/ log log n , with high probability. We apply a union bound over all messages and conclude we reach the bound on the number of informed vertices for Phase II after at most 4 log n/ log log n rounds with high probability.
Phase III. In the last phase we use a simple push-pull broadcasting procedure to inform the remaining uninformed nodes. Once Ω(n/2 log n/ log log n ) nodes are informed, within O(log n/ log log n) additional steps at least n/2 nodes become informed, with high probability. Furthermore, after additional O(log n/ log log n) steps, all nodes are informed with high probability [17] .
IV. MEMORY MODEL
In this section we consider the G(n, p) graph, in which an edge between two nodes exists with probability p, independently, and assume that the nodes have a constant size memory. That is, the nodes can store up to four different links they called on in the past, and they are also able to avoid these links as well as to reuse them in a certain time step. More formally, we assume that each node v ∈ V has a list l v of length four. The entry l v [i] contains a link address which is connected on the other end to a fixed node u. Whenever node v calls on l v [i] in a step, it opens a communication channel to u. From now on, we will not distinguish between the address stored in l v [i] and the node u associated with this address. As assumed in the previous sections, such a channel can be used for bi-directional communication in that step. Furthermore, v is also able to avoid the addresses stored in l v , by calling on a neighbor chosen uniformly at random from
where N (v) denotes the set of neighbors of v. This additional operation is denoted open-avoid in Algorithm 2. Note that the approach of avoiding a few previously contacted neighbors was also considered in the analysis of the communication overhead produced by randomized broadcasting [6] , [18] and in the analysis of the running time of push-pull protocols in the preferential attachment model [16] . Clearly, the list l v may also be empty, or contain less than 4 addresses.
The algorithm we develop is similar to the one addressed in [5] for complete graphs. However, there are two main differences. While in [5] the protocol just uses the fact that in the random phone call model the nodes of a complete graph do not contact the same neighbor twice with high probability, this cannot be assumed here. Furthermore, to obtain a communication infrastructure for gathering information at a so-called leader, we use some specific structural property of random graphs which was not necessary in complete graphs. There, we built an infrastructure by using communication paths in an efficient broadcasting network obtained by performing broadcasting once. Here, we need to analyze the structure of random graphs in relation with the behavior of our algorithm.
A. Gossiping Algorithm and its Analysis
The pseudocode can be found in Algorithm 2. We assume that at the beginning a random node acts as a leader. For an efficient and robust leader election algorithm see [20] . Once a leader is given, the goal is to gather all the messages at this node. First, we build an infrastructure as follows (Phase I). The leader emits a message by contacting four different nodes (one after the other), and sending them these messages. These nodes contact four different neighbors each, and send them the message. If we group four steps to one Assume a leader is given. Phase I for t = 0 to 3 do
The leader performs an open-avoid and then then a push(mv(0)) operation. In each step, the leader stores in lv[t] the address of the node contacted in this step. for t = 4 to 4 log 4 n + 4ρ log log n do Every node v that received mv(0) in step t for the first time (with t = 4j + k and k ∈ {0, 1, 2, 3}) is active in step 4(j + 1), 4(j + 1) + 1, 4(j + 1) + 2, and 4(j + 1) + 3. Every active node v performs an open-avoid and then a push(mv(0)) operation. v stores in lv[t mod 4] the address of the node contacted in the current step. Every active node v also stores the time steps 4(j + 1), 4(j + 1) + 1, 4(j + 1) + 2 and 4(j + 1) + 3 together with the neighbors it used for the push operations in the list lv. for t = 4 log 4 n + 4ρ log log n + 1 to 4 log 4 n + 8ρ log log n do Every node v that knows mv(0) performs pull(mv (0) Phase II t ← 4 log 4 n + 8ρ log log n for t = 1 to ρ log log n do Every node v which received the message in step t − t + 1 (for the first time) opens a channel to the corresponding neighbor in lv [0] and performs a push operation with all original messages it has.
t ← 4 log 4 n + 8ρ log log n for t = 1 to 4 log 4 n + 8ρ log log n do Every node v which stores a neighbor with time step t − t + 1 in its list lv opens a channel to that neighbor in lv and receives the message from that neighbor. The node at the other side performs a pull operation with all original messages it has.
Phase III
The leader broadcasts all original messages using the algorithm described in Phase I for message mv(0).
Algorithm 2: Gossiping algorithm. After each step, the nodes close all channels opened in that step.
so-called long-step, then in long-step i, each of the nodes which received the message in the long-step before for the first time chooses four distinct neighbors, and sends them the message. Furthermore, each node stores the addresses of the chosen nodes. This is performed for log 4 n + ρ log log n long-steps, where ρ > 64 is some large constant. For the next ρ log log n long-steps, all nodes which have not received the message of the leader so far choose 4 different neighbors in each of these long-steps and open communication channels to these nodes (i.e., communication channels are opened to all these different neighbors within one long-step, where each of these neighbors is called in exactly one step). If some node has the message of the leader in some step, then it sends this message through the incident communication channel(s) opened in that step. We call these last ρ log log n long-steps pull long-steps. In Phase II the infrastructure built in Phase I is used to send the message of each node to the leader. This is done by using the path, on which the leader's message went to some node, to send the message of that node back to the leader. In the third phase the messages gathered by the leader are sent to all nodes the same way the leader's message was distributed in Phase I. Then, the following lemmas hold, whose proofs are given in [20] .
Lemma 8. After log 4 n + ρ log log n long-steps at least n/2 nodes have the message of the leader, with high probability.
The approach we use here is similar to the one used in the proof of Lemma 2.2. in [18] ; the only difference is that in [18] the nodes transmitted the message in all steps, while here each node only transmits the message to 4 different neighbors chosen uniformly at random. Note that each node only opens a channel four times during these log 4 n + ρ log log n long-steps, which implies a message complexity of O(n).
Lemma 9. After ρ log log n pull long-steps, all nodes have the message of the leader with high probability.
Lemma 10. After Phase II, the leader is aware of all messages in the network, with high probability.
Lemma 11. After Phase III, gossiping is completed with high probability.
The proof of Lemma 11 follows directly from Lemma 9. From the lemmas above, we obtain the following theorem.
Theorem 2. With high probability Algorithm 2 completes gossiping in O(log n) time steps by producing O(n) message transmissions. If leader election has to be applied at the beginning, then the message complexity is O(n log log n).
Now we consider the robustness of our algorithm. We show that by applying our algorithm twice, independently, one can tolerate up to n random node failures, with high probability, where < 1/4. That is, during the execution of the algorithm, n nodes, chosen uniformly and independently at random, may fail at any time. The node failures are non-malicious, i.e., a failed node does not communicate at all. The theorem below is stated for p = log 5 n/n. However, with an extended analysis, the theorem can be generalized to any p > log 2+ n/n. As before, we assume that a random node acts as a leader. Since at most n random nodes fail in total, the leader fails during the execution of the algorithm with probability n −Ω (1) . The proof of this theorem is given in [20] . Due to the robustness of the leader election algorithm from [20] , the result of Theorem 3 also holds if leader election has to be applied to find a leader at the beginning.
V. EMPIRICAL ANALYSIS
We implemented our algorithms using the C ++ programming language and ran simulations for various graph sizes and node failure probabilities. The simulation was run on the Doppler-cluster 2 of the University of Salzburg, using four 64-core machines equipped with 512 GB to 1 TB memory running on Linux. The underlying communication network was implemented as an Erdős-Rényi random graph with p = log 2 n/n. We measured the number of steps, the average number of messages sent per node, and the robustness of our algorithms. The main result from Section III shows that it is possible to reduce the number of messages sent per node by increasing the running time. This effect can also be observed in Figure 1 , where the communication overhead of three different methods is compared. The plot shows the average number of messages sent per node using a simple push-pull-approach, Algorithm 1, and Algorithm 2. In the simple push-pull-approach, every node opens in each step a communication channel to a randomly selected neighbor, and each node transmits all its messages through all open channels incident to it. This is done until all nodes receive all initial messages. Figure 1 shows an increasing gap between the message complexity of Algorithm 1 and the simple push-pull ap- 
Phase Limit
Value Algorithm 1 I number of steps 1.2 · log log n II number of rounds log n/ log log n II random walk probability 1.0/ log n II number of random walk steps log n/ log log n + 2 II number of broadcast steps 0.5 · log log n Algorithm 2 I first loop, number of steps (rounded to a multiple of 4)
2.0 · log n I second loop, number of steps 2.0 · log log n II number of steps corresponds to Phase I III number of push steps log n proach. Furthermore, the data shows that the number of messages sent per node in Algorithm 2 is bounded by 5.
According to the descriptions of the algorithms, each phase runs for a certain number of steps. The parameters were tuned as described in Table I to obtain meaningful results. The fact that the number of steps is a discrete value also explains the discontinuities that can be observed in the plot. In the case of the simple push-pull-approach, these jumps clearly happen whenever an additional step is required to finish the procedure. Note, that since in this approach each node communicates in every round, the number of messages per node corresponds to the number of rounds.
In the case of Algorithm 1, we do not only observe these jumps, but also a reduction of the number of messages per node between the jumps. Let us consider such a set of test runs between two jumps. Within such an interval, the number of random walk steps as well as broadcasting steps remain the same while n increases. The number of random walks, however, is not fixed. Since each node starts a random walk with a probability of 1/ log n, the relative number of random walks decreases and thus also the average number of messages per node. This shows the impact of the random walk phase on the message complexity.
The last phase of each algorithm was run until the entire graph was informed, even though the nodes do not have this type of global knowledge. From our data we observe that the resulting number of steps is concentrated (i.e., for the same n the number of steps to complete only differs by at most 1 throughout all the simulations). Furthermore, no jumps of size 2 are observed in the plot. Thus, overestimating the obtained running time by 1 step would have been sufficient to complete gossiping in all of our test runs.
To gain empirical insights into the behavior of the memory-based approach described in Section IV under the assumption of node failures, we implemented nodes that are marked as failed. These nodes simply do not store any incoming message and refuse to transmit messages to other nodes.
The plot in Figure 2 shows the results of simulations on an Erdős-Rényi random graph consisting of 1,000,000 nodes with an expected node degree of log 2 n ≈ 400. Our simulation of Algorithm 2 constructed 3 message distribution trees, independently. Afterwards we marked F nodes chosen uniformly at random as failed. The nodes were deactivated before Phase II. The x-axis in Figure 2 shows this number of nodes F . In the simulation, we determined the number of initial messages that have been lost in addition to the messages of the F marked nodes. Figure 2 shows on the y-axis the ratio of the lost messages of healthy nodes over F . That is, zero indicates that no additional initial message was lost, whereas 2.0 indicates that for every failed node the initial messages of at least two additional healthy nodes were not present in any tree root after Phase II.
Further plots showing additional graph sizes and levels of detail can be found in the full version of this paper [20] .
