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Abstract
We review known real forms of the quantum orthogonal groups SOq(N).
New ∗-conjugations are then introduced and we contruct all real forms of
quantum orthogonal groups. We thus give an RTT formulation of the ∗-
conjugations on SOq(N) that is complementary to the Uq(g) ∗-structure
classification of Twietmeyer [5]. In particular we easily find and describe
the real forms SOq(N − 1, 1) for any value of N . Quantum subspaces of the
q-Minkowski space are analized.
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1 Introduction
In the last years there has been an intense study of noncommutative deformations
of the Lorentz group. A deformed Lorentz group acts on a deformed noncommu-
tative Minkowski spacetime that has thus the same symmetry richness as in the
classical case. An important aspect is that non commuting coordinates give rise
to indetermination relations and discretization, this might be a realistic picture of
how spacetime behaves at short distances (see for example [1]).
There are many deformations of the Lorentz group. In this paper we are con-
cerned with the standard FRT [2] deformation of the orthogonal groups. There,
the complex orthogonal quantum groups SOq(N) are defined for any N > 2 and
various real forms are studied, in particular SOq(2n, 1) with q ∈ R. A new real
form SOq(n+ 1, n− 1) with |q| = 1 was then described in [3]. We present here the
real forms SOq(2n − 1, 1) with q ∈ R and therefore construct q-Lorentz groups in
any dimensions. More in general, for q ∈ R, we can obtain any desired signature,
SOq(l, m), l +m = N as well as deformations of the real form SO
∗(2n).
This letter is organized as follows. We first briefly recall the R-matrix con-
struction of the orthogonal quantum groups, we then discuss in the undeformed
case the equivalence between real forms and ∗-structures (conjugations). It is the
∗-structure formulation that has a straighforward generalization to the quantum
case, see however [4] for a different approach. We end the section recalling some
of the ∗-conjugations defined in [2]. Section 3 contains the main results, we find
an involution ♯ that is an SOq(N) automorphism (algebra and coalgebra map com-
patible with the antipode of SOq(N)). The composition ∗♯ = ♯◦∗ of ♯ with the
∗-conjugations defined in [2] gives new star structures that lead to the real forms:
SOq(2n − 1, 1) with q ∈ R, SOq(n, n + 1) with |q| = 1 and SOq(n + 1, n − 1)
with |q| = 1. The conjugations on the quantum orthogonal plane that are as-
sociated to these ∗♯-conjugations are also easily found. This procedure can be
reiterated with another set of involutive automorphisms ♮, ♯◦♮, that composed with
∗ give, for q ∈ R, pseudo-orthogonal q-groups with any signature as well as the
q-groups SO∗q(2n). Comparison of our results with [5] shows that via the involu-
tive automorphisms ♯, ♮ we obtain a complete classification of all the real forms
of orthogonal q-groups. In Note 2 and Note 1 we remark that this is the same
construction as in the classical case, where all real forms of SO(N,C) are classified
via involutive automorphism ♯, ♮ of the compact real form SO(N,R). These invo-
lutive automorphisms ♯ (♮) of SO(N,R) can be realized via matrices D ∈ O(N,R):
♯ : SO(N,R)→ SO(N,R), T ♯ = DTD−1 with D2 = ±1. Similarly in the quantum
case the SOq(N,R) involutive automorphisms ♯, ♮ are realized via matrices (with
complex entries) that satisfy the RTT and orthogonality relations of SOq(N), that
have q-determinant = ±1, that squared equal ±1 and that moreover satisfy the
reality conditions of SOq(N,R). In Note 2 we also explicitly classify the involutive
automorphisms of SOq(N,R) (∀N 6= 8).
We conclude by observing that even if the classical inclusion SO(N) ⊂ SO(N+1)
no more holds at the quantum level, one still has that the (N + 1)-dimensional q-
1
orthogonal plane includes the N -dimensional q-orthogonal plane. In particular the
q-Minkowski spacetime contains the q-euclidean space.
2 SOq(N) and the real forms SOq(N,R), SOq(n, n),
SOq(n + 1, n)
The quantum group SOq(N) is freely generated by the non-commuting matrix el-
ements T a b (fundamental representation, a, b = 1, . . .N) and the unit element I,
modulo the quadratic RTT and CTT (othogonality) relations discussed below and
the condition detqT = 1 where detq is the quantum determinant defined via the
quantum epsilon tensor εi1,...iNq in [6]. The noncommutativity is controlled by the
R matrix: Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd i.e.:
R12T1T2 = T2T1R12 . (2.1)
The ortogonality relations are CbcT a bT
d
c = C
adI, CacT
a
bT
c
d = CbdI that we rewite
in matrix notation as:
TCT t = C I , T tCT = C I . (2.2)
Following [2] we define prime indices as a′ ≡ N + 1 − a. The indices run over N
values, for N even we write N = 2n, otherwise N = 2n + 1, in this case we define
n2 ≡ N+12 . Notice that for N = 2n we have n′ = n + 1. We also define a vector ρa
as:
(ρ1, ...ρN ) =


(N
2
− 1, N
2
− 2, ..., 1
2
, 0,−1
2
, ...,−N
2
+ 1) for SO(2n+ 1)
(N
2
− 1, N
2
− 2, ..., 1, 0, 0,−1, ...,−N
2
+ 1) for SO(2n)
(2.3)
Then the (antidiagonal) metric is :
Cab = q
−ρaδab′ (2.4)
its inverse Cab satisfies CabCbc = δ
a
c = CcbC
ba, it is easily seen that the matrix
elements of the metric and the inverse metric coincide.
The nonzero complex components of the R matrix are (no sum on repeated
indices):
Raa aa = q, a 6= n2
Raa
′
aa′ = q
−1, a 6= n2
Rn2n2n2n2 = 1
Rab ab = 1, a 6= b, a′ 6= b (2.5)
Rab ba = q − q−1, a > b, a′ 6= b
Raa
′
a′a = (q − q−1)(1− qρa−ρa′ ) = (q − q−1)[1− Ca
′aCa′a], a > a′
Raa
′
bb′ = −(q − q−1)qρa−ρb = −(q − q−1)Ca
′aCbb′, a > b, a′ 6= b
2
The coproduct, counit and antipode are as usual defined by: ∆(T a b) = T
a
c ⊗ T c b
ε(T a b) = δ
a
b and κ(T ) = CT
tC i.e. κ(T ab) = C
aeT f eCfb.
Quantum orthogonal planes are defined by the commutations
P abA cdx
cxd = 0 (2.6)
where the q-antisymmetrizer PA is given by PA =
1
q+q−1
[−Rˆ + rI − (q − q1−N)P0]
and P0
ab
cd = (CefC
ef)−1CabCcd. The symmetry of the q-planes under the q-groups
is expressed via the coaction δ: δ(xa) = T ab ⊗ xb.
Star Structures and Real Forms
The Hopf algebra SOq(N) can be interpreted as the deformation of the algebra
of functions on a group manifold only introducing a ∗-structure on SOq(N) (the
analogue of complex conjugation). This procedure leads to the quantum groups
SOq(N,R) = Funq(SO(N,R)), SOq(N − 1, 1) = Funq(SO(N − 1, 1)) and more
in general SOq(l, m) = Funq(SO(l, m)) and SO
∗
q(2n) = Funq(SO
∗(2n)). A ∗-
structure or ∗-conjugation on a Hopf algebra A (and in particular on SOq(N))
is an algebra anti-automorphism (ηab)∗ = η b∗a∗ ∀a, b ∈ A, ∀η ∈ C; coalgebra
automorphism ∆◦∗ = (∗ ⊗ ∗)◦∆, ε◦∗ = ε and involution ∗2 = id. It follows that
∗◦κ−1 = κ◦∗ i.e. [κ−1(T )]∗ = κ(T ∗).1 Two star structures ∗ and ∗′ are equivalent if
there exist a Hopf algebra automorphism α such that ∗′ = α ◦∗ ◦α−1..
Let us clarify the relation between real forms of groups and ∗-structures on Hopf
algebras.
Consider a real form gR of a complex Lie algebra g i.e. g = gR ⊕ i gR. We
exponentiate the elements of g
R
to get the real form GR of the complex Lie
group G. There is a one-to-one correspondence between real forms of the com-
plex Lie algebra g and star structures on the universal enveloping algebra U(g).
The ∗-operation that acts as minus the identity on g
R
satisfies [χ, χ′]∗ = [χ′∗, χ∗]
∀χ, χ′ ∈ gR and is uniquely extended as an anti-linear, anti-multiplicative and in-
volutive map on the Hopf algebra U(g). We also have a corresponding ∗-structure
on F(G), the algebra of analytic functions on the complex group G. We define
∗ : f 7→ f ∗ such that f ∗(g) ≡ f(g) ∀g ∈ GR, then f ∗ is extended analytically to
all G. Viceversa a ∗-structure on F(G) determines the following real form GR of
G: GR = {g ∈ G | f ∗(g) = f(g)}. In other words, the algebra of regular functions
on GR [for ex. SO(N,R)] is isomorphic to the algebra of regular functions on GR′
[for ex. SO(N − 1, 1)] and to the algebra of analytic functions on the complex
manifold G [SO(N,C)]; indeed any regular function f ∈ Fun(GR) can be analyti-
cally continued in a unique function fˆ ∈ F(G), then the restriction of fˆ to the GR′
sub-manifold of G belongs to Fun(GR′). Only considering a ∗-structure we can
understand if the orthogonal matrix entries T ab generate functions on SO(N,R) or
on SO(N − 1, 1).
1Proof: δacI = ε(T
a
c
∗)I = (κ ⊗ id)∆(T ac∗) = κ(T ab∗)T bc∗. Apply ∗ to get δacI =
T bc[κ(T
a
b
∗)]∗; multiply from the left with κ−1(T ce) to get the thesis. ✷
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We have seen that a real form gR of g is equivalent to a ∗-structure on U(g)
and to a ∗-structure on F(G), the algebra of analytic functions on G. The ∗-
structures on F(G) and U(g) can be directly related using the duality 〈 , 〉 between
these two Hopf algebrae. Since f ∗(g) = f(g) ∀g ∈ GR we have, write g = eχ,
〈χ, f ∗〉 = 〈χ, f〉 ∀χ ∈ g
R
. More in general ∀ψ ∈ U(g) , ∀f ∈ F(G),
〈ψ, f ∗〉 = 〈κ(ψ) ∗, f〉 . (2.7)
Proof: write
〈ψ, f ∗〉 = 〈O(ψ), f〉 (2.8)
we want to find the map O implicitly defined by the above relation and such that
O on g
R
is the identity. From (2.8) it is easy to see that O is antilinear and
multiplicative, this uniquely defines O = ∗◦κ, indeed ∗◦κ(χ) = −χ∗ = χ. ✷
Finally it is straighforward to see that if ∗ is equivalent to ∗′ i.e., if there exists an
automorphism α of U(g) [or F(G)] such that ∗′ = α ◦∗ ◦α−1, then g
R
is isomorphic
to g
R
′ and GR is isomorphic to GR′; the viceversa holds as well.
In the quantum case, following [2], on orthogonal q-groups a conjugation can be
defined
• trivially as T× = T i.e. T a b× = T a b. Compatiblility with the RTT relations
(2.1) requires R¯q = R
−1
q = Rq−1, i.e. |q| = 1. Then the CTT relations are invariant
under ∗-conjugation. The corresponding real forms are SOq(n, n;R), SOq(n +
1, n;R). To prove this, recall that in the classical limit a ∗ structure onG determines
the real form GR = {g ∈ G | f ∗(g) = f(g) ∀f ∈ F(G)}; therefore in the q → 1 limit
the conjugation ∗ becomes the usual complex conjugation on functions on GR.
In our case the condition T×(g) = T (g) reads T (g) = T (g). We have real matrices
T (g) orthogonal with respect to the metric Cabq=1 = δ
ab′ . In the new basis T ′ =MT ,
where Mab =
1√
2
(δab + ǫ
aδab′) and ǫ
a = 1 if a < a′, ǫa = −1 if a > a′, ǫa = √2− 1 if
a = a′, we have T ′tC ′T ′ = C ′I where C ′ = (M−1)tCM−1 is diagonal with signature
(n, n) or (n+ 1, n)..
• via the metric as T ⋆ = [κ(T )]t i.e. T ⋆ = CtTCt. The condition on R is
R¯ab cd = R
dc
ba, which happens for q ∈ R. Again the CTT relations are ⋆-invariant.
The metric on a real basis (we will see the explicit construction later on) has in the
q → 1 limit compact signature (+,+, ...+) so that the real form is SOq(N ;R).
The quantum orthogonal group co-acts on the quantum orthogonal plane, and
may induce an associated conjugation on the q-plane as well. More precisely a conju-
gation on the quantum orthogonal plane —i.e. an anti-linear anti-multiplicative in-
volution of the q-plane algebra— is compatible with a conjugation on its q-symmetry
group if the coaction δ of the q-group on the q-plane: δ(xa) = T ab ⊗ xb satisfies
δ(x∗) = T ∗ ⊗ x∗ ≡ δ∗(x). The above two q-groups conjugations have unique (up to
an overall phase) associated q-plane conjugations, they are respectively (xa)× = xa
and (xa)⋆ = Cbax
b.
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3 Real forms SOq(N − 1, 1), SOq(l,m) and SO∗q (2n)
We first notice that if we have an involution ♯ that is a Hopf algebra automorphism
(algebra and coalgebra map compatible with the antipode: κ(a♯) = [κ(a)]♯ ) and that
commutes with a conjugation ∗, then the composition of these two involutions: ∗♯ ≡
♯◦∗ = ∗◦♯ is again a conjugation. [Hint: it is trivially antilinear, antimultiplicative
and compatible with the coproduct: ∆(T ∗
♯
) = T ∗
♯ ⊗ T ∗♯ . It is involutive because
(♯◦∗)◦(♯◦∗) = id ⇔ ♯◦∗ = ∗◦♯]. We now find an involution ♯ that comutes with ×
and ⋆ as defined above.
Define the map ♯ on the generators of SOq(N) as:
T ♯ = DTD−1 i.e. (T ab)♯ = DaeT efDf b−1 (3.9)
and extend it by linearity and multiplicativity to all SOq(N). The entries of the
N -dimensional D matrix are
D =


1
· · ·
1
0 1
1 0
1
· · ·
1


, D =


1
· · ·
1
−1
1
· · ·
1


for N even for N odd
(3.10)
In the N = 2n case the D matrix exchanges the index n with the index n + 1, in
the N = 2n + 1 case D change the sign of the entries of the T matrix as many
times as the index n2 =
N+1
2
appears. Since D2 = 1 we immediately see that ♯ is
an involution.
We now prove that ♯ is compatible with the algebra structure, i.e. it is compat-
ible with the RTT and CTT relations. Use (2.5) to prove that
D−11 D−12 R12D1D2 = R12 i.e. R12D1D2 = D2D1R12. (3.11)
We also have
DtCD = C , DCDt = C (3.12)
(the second equation in (3.12) follows from the first). Therefore D is a matrix
of complex entries that satisfies the RTT and orthogonality relations. It is then
trivial to show that ♯ is compatible with the algebra structure, indeed T ♯ = DTD−1
is a product of q-orthogonal matrices whose matrix entries mutually commute,
therefore T ♯ itself is a q-orthogonal matrix. We conclude that R12T
♯
1T
♯
2 = T
♯
2T
♯
1R12,
T ♯CT ♯ t = C I, T ♯ tCT ♯ = C I are equivalent to (2.1) and (2.2) and therefore ♯ is an
algebra automorphism of SOq(N). An explicit proof is also instructive, for example
we have: (TCT t)♯ = DTDC DtT tDt = D(TCT t)Dt = DCDt I = C I.
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The compatibility of ♯ with the coalgebra structure is easily checked: ∆(T ♯) =
D∆(T )D−1 = T ♯ ⊗ T ♯, ε(T ♯) = ε(T ). Compatibility with the antipode: κ(a♯) =
[κ(a)]♯ follows from compatibility with the algebra and coalgebra structure (cf.
footnote 1). We now show that the two conjugations defined in the previous section
commute with ♯. For the second conjugation, defined by T ⋆ = [κ(T )]t = CtTCt,
we have (T ♯)⋆ = (T ⋆)♯ ⇔ DCtTCtD−1 = CtDTD−1Ct. For an arbitrary D matrix
this last relation is equivalent to (use Schur lemma) DCt = const · CtD i.e.
D = const · CtDCt . (3.13)
In our case D is given by (3.10) and satisfies D = CtDCt so that (T ♯)⋆ = (T ⋆)♯.
The two maps ⋆ and ♯ not only commute when applied to the T ab matrix entries,
they also commute when applied to any element of the q-group because they are
respectively multiplicative and antimultiplicative. For the first conjugation, defined
by T× = T , the proof that ♯◦× = ×◦♯ is straighforward.
Associated to ×♯ and ⋆♯ we can construct the conjugations that act on the quan-
tum orthogonal plane and are compatible with the coaction xa → T ab ⊗ xb. These
conjugations respectively are: (xa)×
♯
= Dabxb and (xa)⋆♯ = CbaDbexe. Notice that
these q-plane maps are well defined conjugations. This is so because ♯, defined by
x♯ ≡ Dx, is an involution: D2 = 1, and also on the q-plane ♯ commutes with × or ⋆.
The above results are particular examples of the following theorem:
Theorem 1 Consider a map ♯ on SOq(N) defined by (3.9) where D is an arbitrary
matrix satisfying (3.11), (3.12) and D2 = ±1. Then ♯ is an involutive automorphism
of SOq(N). Moreover the compositions ×
♯ and ⋆♯ of the conjugations × and ⋆ with
the automorphism ♯ is again a conjugation if and only if, respectively, ♯◦× = ×◦♯
and ♯◦⋆ = ⋆◦♯. These commutations hold if and only if
D = D with D2 = 1
D = −D with D2 = −1

 for × , (3.14)
D = CtDCt for ⋆ . (3.15)
If D2 =1 then the associated maps ×♯ or ⋆♯ that act on the q-plane as:
x⋆
♯
= CtDx , x×♯ = Dx (3.16)
are well defined conjugations and are compatible with the q-group coaction.
Proof: The definition (3.9) and relations (3.11), (3.12) and D2 = ±1 assure that
♯ is an automorphism and an involution of SOq(N). To prove that ♯◦⋆ = ⋆◦♯ is
equivalent to (3.15), square relation (3.13) and use D2 = D2 = ±1 to deduce that
const = ±1. We cannot have const = −1 because D = −CtDCt and DtCD = C
would imply D = −Dt−1 i.e. DDt = −1 that is absurd (∑j DijDij 6= −1). Similarly
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D = ±D is equivalent to ♯◦× = ×◦♯ [just consider 1 instead of Ct in (3.13)]. Since
DD = 1, D = D is only compatible with D2 = 1, while D = −D is only compatible
with D2 = −1. Finally the q-plane map defined by x♯ = Dx is an involutive
automorphism of the quantum plane algebra if and only if D2 = 1. In this case
D = D (for ×) or CtD = DCt (for ⋆) so that ♯ commutes with × or ⋆ on the q-plane.
Compatibility of × and ⋆ with the quantum group coaction δ: δ(x× ) = T× ⊗ x×
and δ(x⋆) = T ⋆ ⊗ x⋆ is straighforward. ✷✷✷
Note 1 We can interpret the D matrix of Theorem 1 as a special T matrix with
complex entries. Then conditions (3.11), (3.12) and D2 = ±1 simply state that D
is a quantum orthogonal matrix, moreover the constraints (3.15) respectively state
that D satisfies (modulo a minus sign in the × case) the reality conditions T× = T ,
of SOq(n, n), SOq(n + 1, n), and T
⋆ = CtTCt of SOq(N,R).
In order to study the real forms related to ×♯ and ⋆♯, where ♯ is given by (3.9),
(3.10), we find a linear transformation x → x′ = Mx, T → T ′ = MTM−1 such
that the new coordinates x′ and T ′ are real and the new metric C ′ = (M−1)tCM−1,
at least in the q → 1 limit, becomes diagonal.2 Then the signature of the metric
identifies the real form associated to the given ∗-conjugation.
The transformation matrices M and the corresponding transformed metrics in
the q = 1 limit for ⋆ and ⋆♯ explicitly read:
N even , N odd
M = 1√
2


1 1
· · · · · ·
1 1
1 1
i −i
i −i
· · · · · ·
i −i


, M = 1√
2


1 1
· · · · · ·
1 1√
2
i −i
· · · · · ·
i −i


C ′ = diag(1, ...1, 1, 1, 1, ...1) , C ′ = diag(1, ...1, 1, 1, ...1)


for
⋆
M = 1√
2


1 1
· · · · · ·
1 1
1 1
−1 1
i −1
· · · · · ·
i −i


, M = 1√
2


1 1
· · · · · ·
1 1
i
√
2
i −i
· · · · · ·
i −i


C ′ = diag(1, ...1, 1,−1, 1, ...1) , C ′ = diag(1, ...1,−1, 1, ...1)


for
⋆♯
2For q 6= 1 it is not possible to have a diagonal metric, indeed it is not possible to diagonalize
C via the transformation C′ = (M−1)tCM−1 because Ct 6= C ⇒ C′t 6= C′. Of course in the
q → 1 limit Ct = C.
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Therefore ⋆ gives the real form SOq(N,R), while ⋆
♯ gives the real form SOq(N −
1, 1). The matrices corresponding to the ×♯ conjugation have a similar structure
with nonzero entries only in the diagonals. For N even we obtain the real form
SOq(n + 1, n − 1) with |q| = 1. For N odd we obtain the real form SOq(n, n + 1)
with |q| = 1; this is isomorphic to the real form SOq(n+ 1, n).
Proof: We construct an automorphism α of SOq(N) such that α◦×
♯ = ×◦α. Consider
α : SOq(N)→ SOq(N) , α(T ) ≡ ATA−1 , A ≡ diag(i, ...i, 1,−i, ...− i) (3.17)
The matrixA (likeD) satisfies (3.11) and (3.12) so thatRα(T1)α(T2) = α(T2)α(T1)R,
α(T )tCα(T ) = C; therefore α is an automorphism of SOq(N). We also have
DA = −A so that α(T×♯) = [α(T )]× indeed:
α(T×
♯
) = Dα(T )D−1 = DATA−1D−1 = ATA−1 = (ATA−1)× = [α(T )]× . (3.18)
✷
We now find real forms SOq(l, m) with l and m arbitrary by considering other
examples of D matrices that, as in Theorem 1, satisfy (3.11), (3.12), D2 =1 and
D = D (for ×) or D = CtDCt (for ⋆). Following [2] we first study the matrices
D′ = diag(ε1, . . . , εN), where ε2j = 1, εj′ = εj, j = 1, . . . , N and εn+1 = 1 for
N = 2n + 1 or εn = εn+1 = 1 for N = 2n. [In the even case εj = −1 ∀ j < n gives
−diag(1, ...1,−εn,−εn+1, 1, ...1) that differs from minus the identity only if εn =
εn+1 = 1, this is why we impose εn = εn+1 = 1. Similarly in the odd case, where
moreover εj = −1 ∀ j < n + 1 gives minus the D matrix in (3.10)]. The involutive
automorphisms ♮ associated to the D′ matrices are given by T ♮ = D′TD′−1; the
corresponding conjugations are ×♮ and ⋆♮. Since the D′ matrices commute also with
the D matrices in (3.10) we have (DD′)2 = 1, ♯♮ is an involutive automorphism,
×◦♯♮ = ♯♮◦×, ⋆◦♯♮ = ♯♮◦⋆ and the compositions ×♯
♮
, ⋆♯
♮
are again conjugations. This
holds both in the quantum group and in quantum plane case.
The conjugations ×♮ and ×♯
♮
still give the real forms SOq(n + 1, n), SOq(n, n),
SOq(n + 1, n− 1) with |q| = 1.
Proof: rewrite (3.18) for the authomorphism α given by A = diag(σ(ε1), . . . , σ(εN))
where σ(εj) = 1 if εj = 1, σ(εj) = i if εj = −1 and j < j′, σ(εj) = −i if εj = −1
and j > j′. ✷
The conjugations ⋆♮, studied in [2], give the real forms SOq(l, m) where, if l+m
is odd, l and m are arbitrary numbers satisfying the only constraint l+m = 2n+1,
if l+m is even l and m are both even. Finally real forms SOq(l, m) with l+m = 2n
and l and m both odd are given by the conjugations ⋆♯
♮
.
In the SOq(2n + 1) case there are 2
n matrices D′ and we conclude that the
number of real forms SOq(2n + 1,D′) of SOq(2n + 1) is 2n for q ∈ R. For |q| = 1
we have just the real form SOq(n+ 1, n). In [5] Twietmeyer classifies real forms of
Uq(g) where g is semisimple (and more in general symmetrizable Kac-Moody); there
are 2n real forms of Uq(so(2n+ 1)) for q ∈ R and just one real form for |q| = 1.
Comparison with [5] shows that via ×, ⋆ and the D′ matrices we have described all
real forms of SOq(2n+ 1).
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One proceed similarly in the SOq(2n) case. We have 2
n−1 matrices D′ that give
2n−1 ⋆♮-conjugations. The conjugations ⋆♯
♮
are only 2n−2 since the matrices D′1 =
diag(ε1, ...εn−1, 1, 1, εn+2, ...ε2n) and D′2 = diag(−ε1, ...− εn−1, 1, 1,−εn+2, ...− ε2n)
give equivalent conjugations ⋆♯
♮1 and ⋆♯
♮2 .
Proof: The map α(T ) = ATA−1 given by A = diag(−1, ... − 1, 1, ...1) is an au-
tomorphism of SOq(2n). We also have C
tDD′1A = ACtDD′2, where D is given in
(3.10); this implies α(T ⋆
♯♮1
) = [α(T )]⋆
♯♮2
:
α(T ⋆
♯♮1
) = α(CtDD′1TD′1DCt) = (CtDD′1A)T (A−1D′1DCt)
[α(T )]⋆
♯♮2
= AT ⋆
♯♮2
A
−1
= (ACtDD′2)T (D′2DCtA−1) . ✷
We now study quantum deformations of SO∗(2n). The real form SO∗(2n) in
the commutative case is generated by the matrices O that satisfy
OtO = 1 , O
t
JO = J, where J =
(
0 1n
−1n 0
)
. (3.19)
Relation O
t
JO = J is equivalent to O = JOJ−1. There are many real forms
SO∗q(2n), they are described by the matrices D′′ = i diag(ε1, ... ε2n) with ε2j = 1,
εj′ = −εj , j = 1, . . . , 2n and εn = −εn+1 = 1. It is easy to verify that the matrices
D′′ satisfy (3.11), (3.12), D′′2 = −1, (3.15) and that therefore define involutive Hopf
algebra automorphisms ♮ : T 7→ T ♮ ≡ D′′TD′′−1 that commute with ⋆ and ×. The
conjugations ×♮ are equivalent to × [hint: use A = diag(e−iε1π/4 , ... e−iε2nπ/4)] and
still give the real form SOq(n, n) with |q| = 1; since ♯ ◦♮ = ♮ ◦♯, the star structures
×♯
♮
are equivalent to ×♯ and still give the real form SOq(n+ 1, n− 1) with |q| = 1.
The conjugations ⋆♮ give the real forms SOq(2n,D′′). To prove that all the q-
groups SOq(2n,D′′) are deformations of SO∗(2n) we show that in the commutative
limit all the conjugations ⋆♮ are equivalent. Then we find the transformation to the
basis (3.19).
Proof: ⋆♮ given by D′′ = i diag(ε1, ..., ε2n), for q = 1, is equivalent to the conjugation
given byD′′1 = i diag(1, ...1,−1, ...−1) via the authomorphism α(T ) = ATA−1 where
A is defined in (3.20). Notice that only in the q = 1 limit A satisfies (3.11) and
(3.12).
A =
1
2


1+ε1 1−ε1
· · · · · ·
1+εn−1 1−εn−1
2 0
0 2
1−εn−1 1+εn−1
· · · · · ·
1−ε1 1+ε1


, M ′′ =
1√
2


1 1
· · · · · ·
1 1
1 1
i −i
i −i
· · · · · ·
i −i


(3.20)
To obtain (3.19) consider D′′1 = i diag(1, ...1,−1, ...−1), in the classical limit and in
the basis O =M ′′TM ′′−1, where M ′′ is defined in (3.20), relation T tCT = C reads
OtO =1 and relation T ⋆
♮
= CtD′′TD′′−1Ct reads O = JOJ−1. [Hint: O = O⋆♮ =
M ′′T ⋆
♮
M ′′
−1
]. ✷
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In conclusion in the SOq(2n) case, for q ∈ R, there are 2n−1 + 2n−2 real forms
SOq(2n,D′) and 2n−1 real forms SOq(2n,D′′) for a total of 2n + 2n−2 real forms as
in [5]. Also, as in [5], for |q| = 1 we have only 2 inequivalent conjugations.
We have thus contructed all real forms of SOq(N).
Note 2 In the classical case real forms of so(N) (and more in general of a semisimple
Lie algebra) are classified via involutive automorphisms of the compact real form
so(N,R). (See for example [9]). The procedure we have followed to describe the real
forms of SOq(N) is exactly the same as that of the classical case reformulated in the
∗-structure language. More explicitly, we recall that an involutive automorphism ♯
of the compact form gct of the semisimple complex Lie algebra g = gct⊕ i gct, splits
gct in the direct sum gct = t⊕ p where t, p are respectively the ♯ eigenspaces with
eigenvalue +1,−1. Then gR = t⊕ i p, is a non-compact real form of g. If ⋆ is the
star structure associated to gct : gct = {χ ∈ g | χ⋆ = −χ} (recall Section 2), then
we have gR = t ⊕ i p = {χ ∈ g | χ⋆♯ = −χ}; this last relation shows that ⋆♯ is the
star structure ∗ canonically associated to the real form gR. It naturally extends to
U(g) so that
∗ = ♯ ◦⋆ on U(g) . (3.21)
Since all real forms can be found via involutive automorphisms of gct, all ∗-structures
can be found via (3.21) i.e. via composition of the compact star structure ⋆ with
involutive authomorphisms of gct. Notice that ♯ is an involutive automorphism of
gct if and only if ♯ is an involutive automorphism of g = gct ⊕ i gct and ♯ ◦⋆ = ⋆ ◦♯.
In the orthogonal case (forN 6= 8) all automorphisms are realized, in the defining
representation of gct = so(N,R), via an orthogonal matrix D ∈ O(N,R) (with
D2 = ±1 if the automorphism is involutive). Explicitly, let {χi} be a basis of gct,
we have ♯: χi 7→ χ♯i ≡ DχiD−1 ≡ D ji χj. We can use the duality (2.7) to deduce
how ∗ in (3.21) acts on the functionals T a b ∈ F(G) [G = SO(N,C)]. More simply,
apply (3.21) to T a b(g) = (e
xi(g)χi)ab where g ∈ G and xi(g) are the (complex)
coordinates of g; we obtain
T ∗ = T ⋆
♯
= DT ⋆D−1 . (3.22)
This formula shows that in the classical case all ∗-structures of F(G) are given
via involutive automorphisms of gct = so(N,R), i.e., via involutive automorphisms
of Fun(SO(N,R)); they are realized via matrices D ∈ O(N,R). (For N = 8 all
∗-structures are given by (3.22) as well). The same occurs in the quantum case.
The ∗-structures ⋆♯, ⋆♮ and ⋆♯♮ we have considered have all the form (3.22) and
correspond to the involutive authomorphisms ♯, ♮ and ♯♮ of SOq(N) that commute
with ⋆ (see Theorem 1), i.e. correspond to the involutive automorphisms of the
compact form SOq(N,R). ♯, ♮ and ♯
♮ are realized via the matrices D′,D′′,DD′ [D
here is given in (3.10)]; these are compact quantum orthogonal matrices, i.e. are
matrices with complex entries that satisfy the orthogonality and reality relations:
(2.1), (2.2), (3.15) [cf. Note 1] and have q-determinant = ±1.
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We now show thatD′,D′′,DD′ classify the involutive automorphisms of SOq(N,R)
(∀N 6= 8). From [5] we deduce that SOq(2n+1,R) has 2n involutive automorphisms.
The involutive automorphisms given by T ♮ = D′TD′−1 [D′ = diag(ε1, . . . , ε2n+1);
recall that −D, where D is defined in (3.10) is a particular D′ matrix] are 2n and
we conclude that these are all the involutive automorphisms of SOq(2n + 1,R).
In the classical case all automorphisms of so(2n + 1,R) are inner i.e. can be re-
alized via matrices of SO(2n+ 1,R), similarly, in the quantum case, the matrices
D′ = diag(ε1, . . . , ε2n+1) satisfy the defining relations of the compact quantum group
SOq(2n+ 1,R).
The automorphism group of so(2n,R) (for n 6= 4) has two disconnected compo-
nents and is O(2n,R). This corresponds to the discrete Z2 symmetry of the Dynkin
diagram of the Dn series. In the quantum case there are 2
n [5] involutive inner au-
tomorphisms. These are all realized via the 2n−1 matrices D′ and the 2n−1 matrices
D′′; these matrices satisfy the defining relations of SOq(N,R). On the other hand
there are 2n−1 outer involutive authomorphisms, these are all realized via the 2n−1
matrices DD′ that are quantum orthogonal matrices with detq DD′ = −1.
Note 3 There are two different Lorentz groups obtained as real forms of SOq(4):
SOq(3, 1) with q ∈ R and SOq(3, 1) with |q| = 1. More in general we have de-
formations of SO(n + 1, n), SO(n, n), SO(n + 1, n − 1) both for |q| = 1 and for
q ∈ R.
Note 4 As shown in [8] the classical embedding of SO(N) in SO(N + 2) holds
also in the quantum case. We have that the universal enveloping algebra Uq(so(N))
of SOq(N) is a Hopf subalgebra of Uq(so(N + 2)). Otherwise stated SOq(N), that
is dual to Uq(so(N)), is a quotient of SO(N + 2) via a Hopf ideal H : SOq(N) =
SO(N+2)/H . In the commutative caseH is the ideal in Fun(SO(N+2)) generated
by the equivalence relation f ∼ f ′ ⇔ f |SO(N) = f ′|SO(N) where f and f ′ are generic
functions on SO(N + 2) and f |SO(N) is f restricted to SO(N).
On the other hand the classical embedding of SO(N) in SO(N + 1) does not
occur at the quantum level. In particular the q-Lorentz groups discussed here do not
“contain” three dimensional q-orthogonal subgroups, i.e., SOq(3) cannot be found
as a quotient SOq(4)/H with respect to an appropriate ideal H .
It is interesting to note that however the q-Minkowski plane for q ∈ R “contains”
the euclidean q-plane and the three dimensional q-Minkowski plane.
Proof : The q-Minkowski coordinates satisfy:
x1x2 = qx2x1 , x1x3 = qx3x1 , x2x4 = qx4x2 , x3x4 = qx4x3 ,
x2x3 = x3x2 , x1x4 = x4x1 − (q − q−1)x2x3 . (3.23)
with (x1)⋆
♯
= qx4, (x2)⋆
♯
= x2 and (x3)⋆
♯
= x3. The SOq(3) plane commutations
are
y1y2 = qy2y1 , y2y3 = qy3y2 , y1y3 = y3y1 − (q 12 − q− 12 )y2y2 (3.24)
The conjugation that gives the euclidean plane is (y1)⋆ = qy3, (y2)⋆ = y2, while for
the SOq(2, 1) plane we have (y
1)⋆
♯
= qy3, (y2)⋆
♯
= −y2. To obtain the SOq(3,R)
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plane from (3.23) we quotient with respect to the relation x2 = x3 and identify
x1,
√
q
1
2 + q−
1
2x2, x4 respectively with y1, y2, y3. To obtain the SOq(2, 1) plane we
impose the relation x2 = −x3 and identify x1, i
√
q
1
2 + q−
1
2x2, x4 respectively with
y1, y2, y3 . ✷
One similarly proves that the |q| = 1 SOq(2, 1) plane is obtained from the
|q| = 1 q-Minkowski spacetime with ×♯-conjugation (3.16): (x1)×♯ = x1, (x2)×♯ =
x3, (x4)×
♯
= x4 (cf. [3]), via the quotient x2 = x3. Note that this |q| = 1 q-
Minkowski spacetime has also been studied in [7], there the q-commutations and
the conjugation are derived from the conformal group SUq(2, 2). Explicitly, in [7]
the conjugation used is ×♯
♮
with D′ = diag(−1, 1, 1 − 1): (x1)×♯
♮
= −x1, (x2)×♯
♮
=
x3, (x4)×
♯♮
= −x4, this conjugation we have proved to be equivalent to ×♯.
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