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Abstract
For the independence number (G) of a connected graph G on n vertices with m edges
the inequality (G)¿ 12 [(2m + n + 1) −
√
(2m+ n+ 1)2 − 4n2] is proved and its algorithmic
realization is discussed. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction and theorem
Let G = (V (G); E(G)) be a :nite, undirected, simple and connected graph on its
vertex set V (G)={1; 2; : : : ; n} and with its edge set E(G) (|E(G)|=m). For a subgraph
H of G and for a vertex i ∈ V (H) let dH (i) be the degree of i in H , i.e., the
cardinality of the neighbourhood NH (i)⊂V (H) of i in H , and let (H) and (H) be
the minimum degree and the maximum degree of H , respectively. A subset I of V (G)
is called independent if the subgraph of G spanned by I is edgeless. The independence
number (G) is the largest cardinality among all independent sets of G. The following
Algorithm MIN (cf. [5]) is a well-known procedure to construct an independent set of
a graph G.
Algorithm MIN:
1. G1:=G; j:=1
2. while V (Gj) = ∅ do
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begin
choose ij ∈ V (Gj) with dGj (ij) = (Gj), delete {ij} ∪ NGj (ij) to obtain Gj+1 and set
j:=j + 1;
end;
3. k:=j − 1
STOP
Obviously, the set {i1; i2; : : : ; ik}⊂V (G) is an independent set of G and, therefore,
(G)¿k for every output k of Algorithm MIN. Let kMIN be the smallest k Algorithm
MIN provides for a :xed graph G and let {i1; i2; : : : ; ikMIN} be the resulting independent
set of G in this case. The main result of this paper consists in establishing the lower
bounds on kMIN given in the following theorem.
Theorem 1. (a) If G is a connected graph on n vertices with m edges then
1
2 +
√
1
4 + n(n− 1)− 2m
¿(G)¿kMIN¿ 12 [(2m+ n+ 1)−
√
(2m+ n+ 1)2 − 4n2]:
(b) If G is a non-complete q-connected graph (q¿2) on n vertices with m edges
then kMIN¿(1=q)[(2m+ n)−
√
(2m+ n)2 − 2qn2].
2. Proof of Theorem 1
The upper bound on (G) in Theorem 1(a) follows from the fact that a graph on n
vertices contains at most ( n2 )− ( (G)2 ) edges.
For j = 1; 2; : : : ; kMIN the sets {ij} ∪ NGj (ij) are pairwise disjoint and their union is
{1; 2; : : : ; n}. Hence for i ∈ {1; 2; : : : ; n} there is a j = j(i) ∈ {1; 2; : : : ; kMIN} such that
i ∈ {ij} ∪ NGj (ij). In this case de:ne (i) = dG(i)− (Gj).
The well-known Caro–Wei-Inequality (G)¿CW(G)=
∑n
i=1
1
dG(i)+1
(see [1,6]) fol-
lows from the next lemma because (i)¿0 for all i ∈ {1; 2; : : : ; n}.
Lemma 2.1. (G)¿kMIN =
∑n
i=1
1
dG(i)+1−(i) .
Proof: (cf. [1,2])
(G)¿kMIN =
kMIN∑
j=1
(Gj) + 1
(Gj) + 1
=
kMIN∑
j=1
∑
i∈{ij}∪NGj (ij)
1
dG(i) + 1− (i)
=
n∑
i=1
1
dG(i) + 1− (i) :
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Lemma 2.2. If G is connected then
∑n
i=1 (i)¿kMIN − 1 and if G is q-connected
(q¿2) and non-complete then
∑n
i=1 (i)¿(q=2)kMIN.
Proof: For j=1; 2; : : : ; kMIN− 1; let m(j) be the number of edges between NGj (ij) and
Gj+1. We have
∑kMIN−1
j=1 m(j)¿kMIN−1 if G is connected and
∑kMIN−1
j=1 m(j)¿(q=2)kMIN
if G is q-connected (q¿2) and non-complete (i.e. kMIN¿2).
For j = 1; 2; : : : ; kMIN and for i ∈ {ij} ∪ NGj (ij) let (i) be the number of edges
incident on i but not belonging to the edge set of Gj. Then
∑n
i=1 (i)=
∑kMIN−1
j=1 m(j),
(i) = dG(i)− (Gj) = dGj (i) + (i)− (Gj)¿(i) and Lemma 2.2 is proved.
For i = 1; 2; : : : ; n; let (i) be an integer with 06(i)6(i) such that
∑n
i=1 (i) =
kMIN − 1. This choice of (i) is possible since G is connected (apply Lemma 2.2).
With Lemma 2.1 and Jensen’s inequality (
∑n
i=1 ixi)6
∑n
i=1 i(xi) for any convex
function  and any i¿0 for i = 1; 2; : : : ; n with
∑n
i=1 i = 1 we have
kMIN =
n∑
i=1
1
dG(i) + 1− (i)¿
n∑
i=1
1
dG(i) + 1− (i)
= n
n∑
i=1
(
1
n
)(
1
dG(i) + 1− (i)
)
¿
n∑n
i=1 (
1
n)(dG(i) + 1− (i))
=
n2
2m+ n−∑ni=1 (i)
=
n2
2m+ n+ 1− kMIN : (I)
Hence
kMIN(2m+ n+ 1− kMIN)¿n2 (II)
establishing the lower bound on kMIN in Theorem 1(a).
If G is q-connected (q¿2) then let (i) be an integer with 06(i)6(i) for i =
1; 2; : : : ; n such that
∑n
i=1 (i) = (q=2)kMIN.
Then
kMIN¿
n2
2m+ n−∑ni=1 (i) =
n2
2m+ n− (q=2)kMIN
and Theorem 1(b) follows.
3. Computations and comparisons
It should be noted that
q¡
(q+ 1)2
2
=
(qn+ n)2
2n2
6
(2m+ n)2
2n2
for a q-connected graph on n vertices with m edges and that the lower bound
(1=q)[(2m+n)−
√
(2m+ n)2 − 2qn2] on kMIN in Theorem 1(b) is a strictly increasing
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function in q for 26q¡ (2m + n)2=2n2. To see this de:ne f(x) = (1=x)[(2m + n) −√
(2m+ n)2 − 2xn2] for 0¡x¡ (2m + n)2=2n2. In the proof of Theorem 1(b), we
have seen that f(x) ful:lls f(x)(2m + n − (x=2)f(x)) = n2. Hence (df(x)=dx)(2m +
n − (x=2)f(x)) − f(x)(f(x)=2 + (x=2)df(x)=dx) = 0 and consequently df(x)=dx =
f2(x)=[2(2m+ n− xf(x))]¿ 0 since xf(x) = 2m+ n−
√
(2m+ n)2 − 2xn2¡ 2m+ n.
Here we merely suppose that G is connected, stronger results can be obtained if G
is assumed to be q-connected (q¿2).
With kMIN¿1 and ¿kMIN¿n2=(2m+ n+ 1− kMIN) the well-known inequality (cf.
[1,6]) ¿D(G) = n2=(2m + n) = n=( Id + 1), where Id = 2m=n is the average degree of
G, is a consequence of (II).
Let d =(dG(1); dG(2); : : : ; dG(n)) and d −=(dG(1); dG(2); : : : ; dG(n−1); dG(n)−1).
With f(d ; k) = min
∑n
i=1 [1=(dG(i) + 1 − xi)] where the minimum is taken over
the set M (d ; k) = {(x1; x2; : : : ; xn) | 06xi6dG(i); xi is an integer for i= 1; 2; : : : ; n, and∑n
i=1 xi = k − 1} we have:
Lemma 3.1. (a) kMIN¿f(d ; kMIN);
(b) f(d ; k) = f(d −; k − 1) if 26k6n and if dG(n) = (G)¿ 0.
Proof: Lemma 3.1(a) follows from ((1); (2); : : : ; (n)) ∈ M (d ; kMIN) and (I).
Let f(d ; k)=
∑n
i=1 [1=(dG(i)+1−xi)] for a certain n-tupel (x1; x2; : : : ; xn) ∈ M (d ; k).
Assume xi = 0 for all i ∈ {1; 2; : : : ; n} with dG(i) = (G). Let i′ ∈ {1; 2; : : : ; n} with
dG(i′) = (G). Because k − 1¿1 there is an i′′ ∈ {1; 2; : : : ; n} with dG(i′′)¡(G)
and xi′′¿1. Then (y1; y2; : : : ; yn) ∈ M (d ; k) with
yi = xi for all i ∈ {i′; i′′}; yi′ = xi′ + 1; yi′′ = xi′′ − 1 and
n∑
i=1
1
dG(i) + 1− yi ¡
n∑
i=1
1
dG(i) + 1− xi ;
a contradiction.
Hence without loss of generality let xn¿1. Then (x1; x2; : : : ; xn−1; xn − 1)∈
M (d −; k − 1), for (y1; y2; : : : ; yn) ∈ M (d −; k − 1) we have (y1; y2; : : : ; yn−1; yn + 1) ∈
M (d ; k)
n−1∑
i=1
1
dG(i) + 1− yi +
1
(dG(n)− 1) + 1− yn
=
n−1∑
i=1
1
dG(i) + 1− yi +
1
dG(n) + 1− (yn + 1)
¿f(d ; k) =
n∑
i=1
1
dG(i) + 1− xi
=
n−1∑
i=1
1
dG(i) + 1− xi +
1
dG(n− 1) + 1− (xn − 1) :
This proves Lemma 3.1(b).
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Lemma 3.1(b) implies that the following algorithm calculates f(d ; k) for given d
and 16k6n. For this purpose let max(F) be a maximum element of a :nite family
F of real numbers.
Algorithm A
Input: F = d ; k ∈ {1; 2; : : : ; n}
j:=0;
while j¡k − 1 do
begin
F :=(F \ {max(F)}) ∪ {max(F)− 1}; j:=j + 1
end
Output: f(d ; k) =
∑
f∈F
1
f+1 .
A consequence of this algorithm is that dG(i1) (see Algorithm MIN) remains un-
changed and consequently
(i1) = 0: (III)
Lemma 3.2. (a) f(d ; k)− f(d ; k − 1)¿1=((G)((G) + 1)) for 26k6n;
(b) 16k6kMIN implies f(d ; k)6kMIN;
(c) kMIN¿max{ks}; where ks = f(d ; ks−1) for s¿2 with k1 = 1.
Proof: With Algorithm A we have f(d ; k)−f(d ; k−1)=1=a−1=a+1=1=(a(a+1))
for a certain a ∈ {(G); (G) + 1; : : : ; (G)} and Lemma 3.2(a) is proved.
Lemma 3.2(b) is a consequence of Lemma 3.1(a) and Lemma 3.2(a), and with
Lemma 3.2(b) we have Lemma 3.2(c).
The following result improves the inequality
(G)¿CW(G) +
CW(G)− 1
(G)((G) + 1)
(see [5]):
Lemma 3.3. kMIN¿CW(G) + (CW(G)− 1)=[(G)((G) + 1)− 1]:
Proof: Because f(d ; 1) = CW(G) and Lemma 3.2(a) we have f(d ; k)¿CW(G) +
(k − 1)=((G)((G) + 1)). Lemma 3.1(a) implies kMIN¿CW(G) + (kMIN − 1)=(G)
((G) + 1), therefore, kMIN(((G)((G) + 1)− 1)=((G)((G) + 1)))¿CW(G)− 1=
((G)((G) + 1)), and Lemma 3.3 follows.
The following Lemma 3.4 (see also [5]) is an immediate consequence of Lemma
3.3, however, we will give a short proof using Algorithm A.
Lemma 3.4. For a connected p-regular graph on n vertices; (G)¿(np − 1)=
[p(p+ 1)− 1].
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Proof: To calculate f(d ; kMIN) for the (unknown) value kMIN the input for
Algorithm A is F = d = {p;p; : : : ; p} and kMIN ∈ {1; 2; : : : ; n}. Hence (see Lemma
3.1(a)),
kMIN¿f(d ; kMIN) =
kMIN − 1
p
+
n− kMIN + 1
p+ 1
;
therefore,
kMIN
(
p(p+ 1)− 1
p(p+ 1)
)
¿− 1
p
+
n+ 1
p+ 1
and Lemma 3.4 follows.
Lemma 3.5. The following conditions are equivalent:
(a) kMIN = 12 [(2m+ n+ 1)−
√
(2m+ n+ 1)2 − 4n2];
(b)
∑n
i=1 (i) = kMIN − 1 and dG(i)− (i) = (G) for i = 1; 2; : : : ; n;
(c) n= kMIN((G) + 1) and 2m= n(G) + kMIN − 1.
Proof: (a)→ (b): Because of (a) we have equality in (I) everywhere, hence (i)=(i)
for i = 1; 2; : : : ; n and the inequality we used for proving (I) (Jensen’s inequality)
becomes an equality. Since (x) = 1=x is a strictly convex function for x¿ 0; this is
possible only if 1=dG(i) + 1− (i) = c for all i = 1; 2; : : : ; n and for a certain constant
c. We obtain c = 1=[1 + (G)] because of (III) and dG(i1) = (G), and (b) follows.
(b) → (c):
kMIN =
n∑
i=1
1
dG(i) + 1− (i) =
n∑
i=1
1
(G) + 1
=
n
(G) + 1
and
2m=
n∑
i=1
dG(i) =
n∑
i=1
((G) + (i)) = n(G) + kMIN − 1:
(c) → (a):
1
2
[(2m+ n+ 1)−
√
(2m+ n+ 1)2 − 4n2]
=
1
2
[(n((G) + 1) + kMIN)−
√
(n((G) + 1) + kMIN)2 − 4n2]
=
1
2

(n((G) + 1 + 1
(G) + 1
))
−
√√√√n2
((
(G) + 1 +
1
(G) + 1
)2
− 4
)
=
n
2

((G) + 1 + 1
(G) + 1
)
−
√(
(G) + 1− 1
(G) + 1
)2
=
n
(G) + 1
= kMIN:
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We will say that an edge e= ij of a graph is opened if e is removed and two new
vertices i′; j′ and two new edges ii′; jj′ are added. The vertices i′; j′ are called pendant
vertices.
Theorem 3.6. The class H1 of graphs G ful9lling the condition of Lemma 3:5(a) and
(G) = 1 contains the complete graph K2 on two vertices only.
For ¿2 the class H of graphs G ful9lling the condition of Lemma 3:5(a) and
(G) =  is obtained recursively as follows:
(a) K+1 ∈ H.
(b) Let i be a vertex of K+1. For 9xed r with (

2 )¿r¿0 choose r edges of K+1
all non-incident on i. Obtain the graph G(0) from K+1 by opening these r edges; let
i(1); i(2); : : : ; i(2r) be the pendant vertices added.
Furthermore; let G(1); G(2); : : : ; G(2r) ∈ H and j(l) ∈ V (G(l)) for l= 1; 2; : : : ; 2r.
Then add the graph obtained from G(0); G(1); G(2); : : : ; G(2r) by identifying i(l) with
j(l) for l= 1; 2; : : : ; 2r to H.
Proof: Consider H1. With Lemma 3.5(b), we have (Gj) = 1 for j = 1; 2; : : : ; kMIN.
Hence, for j = 1; 2; : : : ; kMIN, the graph induced by {ij} ∪ N (ij) consists of a single
edge with its end vertices, and these kMIN edges are pairwise disjoint. Since G is
connected, m¿2kMIN− 1. Lemma 3.5(c) implies 2m=3kMIN− 1 and kMIN61 follows.
Consider H for ¿2.
(a) is obvious.
(i) = dG(i)− (Gj)¿0 has been de:ned for i ∈ {ij} ∪ NGj (ij) and for the number
(i) of edges incident on i but not belonging to the edge set of Gj, (i)6(i) has
been shown in the proof of Lemma 2.2.
G being connected, kMIN − 16
∑n
i=1 (i) and with Lemma 3.5(b), (i) = (i) for
i = 1; 2; : : : ; n.
Hence (i) = 0 and, therefore, dG(i) = (G) if i ∈ {i1} ∪ NG(i1), i.e. the number of
neighbours of i in G2 is exactly the number of non-neighbours of i in {i1} ∪ NG(i1).
Thus if the graph spanned by {i1}∪NG(i1) has ( (G)+12 )− r edges (( (G)2 )¿r¿0) then
the graph G2 consists of 2r components C1; C2; : : : ; C2r and there is exactly one edge
between NG(i1) and Cl for l= 1; 2; : : : ; 2r.
Consider the component Cl for a :xed l=1; 2; : : : ; 2r and let i′ be the unique vertex
of Cl that has a neighbour in NG(i1). If we calculate the new values (i) and kMIN
for Cl then (i) = (i) remains unchanged for all vertices i of Cl with i = i′. For i′
we have dCl(i
′) = dG(i′) − 1 and the value (i′) = (i′) is reduced exactly by one.
Obviously, in Cl, kMIN − 1=
∑
(i)=
∑
(i), where the sum is taken over the vertex
set of Cl. Hence, Lemma 3.5(b) holds for Cl, Cl ∈ H, and (b) is proved.
The upper bound on (G) in Theorem 1(a) is tight if m=( n2 )− ( (G)2 ). In this case,
G consists of a complete graph C on n − (G) vertices, of an independent set I of
(G) vertices and of all possible edges between C and I . Hence because of Theorem
3.6 we have equality in Theorem 1(a) everywhere if and only if G is complete.
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The worst-case ratio of (G) to the solution kMIN computed by Algorithm MIN grows
as fast as O(n) (see [4]). This is not surprising since the problem INDEPENDENT
SET is NP-complete (see [3]), however with (G)6n and kMIN¿n2=2m+ n, we have
(G)=kMIN6 Id+1 and Algorithm MIN is applicable if the considered graph is not too
dense, i.e., if the average degree Id=2m=n is small. The last inequality can be slightly
improved to the following one.
Remark 3.7. (G)=kMIN6( Id+ 1)(1− Id=2n).
Proof: With Theorem 1(a), (II) and n¿ Id+ 1, Remark 3.7 is a consequence of
(G)
kMIN
6
1
2 +
√
1
4 + n(n− 1)− n Id
n2
(2m+ n+ 1− kMIN)
6
1
2 +
√
(n− ( Id+ 1)=2)2
n2
1
2
(2m+ n+ 1 +
√
(2m+ n+ 1)2 − 4n2)
=
1
2
(1− Id=2n)
(
Id+ 1 +
1
n
+
√
( Id+ 1 + 1=n)2 − 4
)
:
References
[1] Y. Caro, New results on the independence number, Technical Report, Tel-Aviv University, 1979.
[2] Y. Caro, Z. Tuza, Improved lower bounds on k-independence, J. Graph Theory 15 (1991) 99–107.
[3] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness,
Freeman, New York, 1979.
[4] D.S. Johnson, Approximation algorithms for combinatorial problems, J. Comput. System Sci. 9 (1974)
256–278.
[5] O. Murphy, Lower bounds on the stability number of graphs computed in terms of degrees, Discrete
Math. 90 (1991) 207–211.
[6] V.K. Wei, A lower bound on the stability number of a simple graph, Bell Laboratories Technical
Memorandum 81-11217-9, Murray Hill, NJ, 1981.
