Hedonic models in environmental valuation studies have grown in terms of number of transactions and number of explanatory variables. We focus on the practical challenge of model reduction, when aiming for reliable parsimonious models, sensitive to omitted variable bias and multicollinearity. We evaluate two common model reduction approaches in an empirical case. The first relies on a principal component analysis (PCA) used to construct new orthogonal variables, which are applied in the hedonic model. The second relies on a stepwise model reduction based on the variance inflation index and Akaike's information criteria. Our empirical application focuses on estimating the implicit price of forest proximity in a Danish case area, with a dataset containing 86 relevant variables. We demonstrate that the estimated implicit price for forest proximity, while positive in all models, is clearly sensitive to the choice of approach, as the PCA reduced model produces a parameter estimate double the size of the alternative models. While PCA is an attractive variable reduction approach, it may result in an important loss of information relative to the stepwise reduction information based approach.
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Introduction
The models in applied hedonic valuation studies of environmental externalities have grown in terms of included transactions and number of explanatory variables. Up to recently, studies have been based on only few a thousand transactions and a limited set of explanatory variables (Dubin and Goodman 1982; Garrod and Willis 1992; Morancho 2003; Anthon et al. 2005) , while some more recent publications use several thousand observations and include a considerable amount of explanatory variables (Cavailhès et al. 2009; Mukherjee and Caplan 2011; Kuethe 2012 ). An extreme case of this trend can be found in the work of Gibbons et al. (2011) with more than one million transactions and 33 explanatory spatial variables. While the present study is no exception from this trend, we limit the analysis to 5,659 transactions, but apply as many as 86 available variables which are relevant to the hedonic model. As typical in environmental valuation hedonic studies, we focus on the implicit price of a specific variable, in this case forest proximity and the purpose of the other 85 variables is to ensure a reliable estimate.
Along with the growth in relevant and available variables comes, the challenge of achieving parsimonious models with reliable estimates while dealing adequately with the issues of omitted variable bias and multicollinearity inherent to spatial hedonic models (LeSage and Pace 2009).
Because of the often strong correlation between different spatial variables describing urban qualities, omitted variable bias is a major concern in hedonic models, when data sets appear incomplete. However, as the set of explanatory variables grow more complete, multicollinearity becomes a challenge to the practical application and reliable estimation of parsimonious hedonic models for environmental valuation. These problems, if not handled adequately, may reduce at least the efficiency with which we can estimate and draw inference on parameters of interest, but may potentially also imply biased estimates (LeSage and Pace 2009).
In this paper, we use an empirical application to demonstrate that model reduction under these circumstances is not trivial, and we evaluate two common approaches in an empirical case. The first approach applies principal component analysis (PCA) , which is used to construct a set of new orthogonal variables capturing a large part of the variation in the available 86 explanatory variables. The second approach is based on stepwise regression model reduction, where we automated variable selection using Variance Inflation Indexes (VIF) and Akaike Information Criteria (AIC), thus reducing the number of variables by removing first those that are highly collinear and then those that have little additional explanatory power. We evaluate the effects of these two approaches on the estimated implicit price, comparing parameter estimates and variances across the resulting hedonic models with the corresponding estimates from a full model containing all available variables.
While PCA is only occasionally used for model reduction in the environmental valuation literature (e.g. Lake et al. 1998) , it is more common in the real estate literature e.g. (Thériault et al. 2003; Bitter et al. 2007) , just like stepwise regression approaches have been applied on several occasions (Dunse and Jones 1998; Kong et al. 2007; Yoo et al. 2012 ). Our purpose is to highlight the possible differences between the approaches in terms of their effect on e.g. the implicit prices of environmental variables, which is of interest in applied environmental valuation.
We have chosen to exemplify the effect of the applied variable reduction techniques by focusing on forest proximity. The value of forest proximity, being close to forest lands, has been assessed in numerous hedonic studies (Tyrväinen and Miettinen 2000; Anthon et al. 2005; Cho et al. 2008; Poudyal et al. 2009 ), and like these we find a positive effect on house prices. However, we demonstrate that this estimate is sensitive to the choice of model reduction approaches.
Empirical and econometric methods

Principle Component Analysis
The PCA is a standard dimensional reduction technique (e.g. Rencher 2002; Jolliffe 2002 and Anderson 2003 ) that attempts to capture as much as possible of the variance of a dataset, while still reducing the number of dimensions in the dataset (Hastie et al. 2009 ). The components are orthogonal axes projected onto the dataset, so that the projections are positioned near the largest number of observations. The components' scores describe these orthogonal axes and can be interpreted as new variables.
Following standard notations, the PCA finds the direction of the greatest variance of the vector z based on the K × K variance-covariance matrix V [z] = where K is the number of variables of the vector z, cf. (1) below. The variables of vector z are standardized to have a mean of zero and a standard deviation of one. The PCA finds a set of principal components weights a 1 , …, a k where the linear function a z refers to the principal component scores.
The component that captures the most amount of variance in the data is the first principal component. The second principal component captures the greatest amount of variance in the subspace orthogonal to the first, etc.
Stepwise reduction
The stepwise reduction technique automatizes variable selection by reducing the number of available explanatory variables based on an initial set of criteria. In this analysis we apply a stepwise technique using both a backward and a forward stepwise algorithm. In the first stepwise application the potential explanatory variable is subject to a backward selection algorithm removing the variable with the highest VIF value in each step until no variable has a VIF value above 5. The VIF value of variable i is obtained using the R 2 i value of a regression of all the other explanatory variables on variable i.
The VIF value will change for all the explanatory variables with each step, as the variable with the highest collinearity is removed.
In the second step the remaining variables are subjected to a forward selection algorithm based on the minimization of AIC. In each step the available explanatory variables are evaluated against the AIC measure. The variable, which provides the largest improvement in AIC is included in the model. The algorithm stops when is not possible to reduce the AIC measure further with the remaining variables. The AIC is calculated as follows:
where L is the likelihood and the edf is the effective degrees of freedom. Essentially, AIC provides a relative measure of goodness of fit, which penalizes the effective degrees of freedom in the model.
The hedonic model
The hedonic method is well documented in numerous paper and text books, e.g. Palmquist (2005) and Bockstael and McConnell (2007) . The hedonic price function is an equilibrium function created by sellers and buyers of properties seeking to maximize their own utility. In equilibrium, the sales price of any house is a function of its characteristics. The model is based on the assumption of weak separability, which means that the marginal rate of substitution between any two characteristics is independent of the level of all other characteristics. Thus, the hedonic model can provide an estimate of the implicit price of the marginal change of a house characteristic (Palmquist 1991 (Palmquist , 1992 . The hedonic price function is estimated using a semi-log transformation and Spatial Error Models (SEM) (Anselin 1988) , as initial analyses revealed spatial autocorrelation. Spatial lag models were also estimated but provided similar results as the SEM. The SEM can be written as follows:
where y is an N × 1 vector of logged sales prices, X 1 is a matrix of explanatory variables. The forest proximity variable is f 2 . The observation error is the vector ε and β 1 and β 2 are parameters to be estimated. In the SEM, ε is assumed to consist of two terms. The first term capture spatial autocorrelation using the autoregressive parameter, λ, and W which is an N × N spatial weight matrix. The second term is a vector of noise u which follows the standard assumptions i.i.d. The spatial weight matrix W defines the extent of the spatial neighborhood effect at each location. The spatial autoregressive error term in the SEM can be understood as a correction term for unobserved omitted variables shared by the local neighborhood, but there is no strict definition of a neighborhood in the literature (Anselin 2006) . We defined neighbors by triangulated irregular network polygons around each property, and based our choice of weight matrix, W, on a spatial correlogram analysis based on global Moran's I analyses performed on contiguous neighbors going from the 1 st to 8 th order neighbors. We found a fairly sharp decline in spatial correlation and based W on 1 st order neighbors only.
Data sources, research area and variable definitions
Housing market
For our analysis we chose a market region in the northwestern part of Zealand, in which the development of average house prices across municipalities shared a similar-fairly modest-price trend over the period 1992-2001, when compared with the housing markets in surrounding regions (Fig. 1) .
The region covers 1,227 km 2 and has a forest cover of 120 km 2 (9.7 %), which is a bit below the national average of 12-13 %. Forests are a mixture of deciduous, coniferous and mixed species forest stands. The largest city in the survey area is Kalundborg. Households living in the region have a mean distance of 85 km to Copenhagen, which, by Danish standards, is quite far to commute considering that there is no highway and no express trains going in or out of the area.
Data sources
In Denmark, nationwide data on structural house characteristics are collected and registered in the "Bygnings -og Boligregisteret" (BBR), and sales prices are collected and registered in "Ejendomsstamregisteret" (ESR). "Krydsreferenceregisteret" (KRR) is able to supply ESR and BBR with a common key, which enables these data to be combined. KRR furthermore contains geographic coordinates for every house in Denmark (Hansen 2000) .
We constructed location-based variables using ArcGIS 9.2, using data provided by The Danish Geodata Agency (2011) in the kort10 geo-database, by Miljøundersøgelser (2000) in the "Area Information System" (AIS) and by Naturgas Midt-Nord (2000) in the Danish Address and Road Database (DAV). The location-based variables are calculated using Euclidian distance or road network distance. Several different variables representing forest proximity were constructed and evaluated. All performed quite similarly, but for the purpose of this study, we define forest proximity variable simply as the Euclidian distance in steps of 100 m to the nearest forest. The scale of proximity is calculated by X prox = c cuto f f − X dist where X dist is Euclidian distance. Furthermore, for homes beyond the cut-off distance the measure of proximity is set to zero, X prox |X prox < 0 = 0. The proximity variable is easy to interpret as amenities are associated with positive coefficients. The cutoff value reflects that the service is declining with distance, and beyond some point effectively zero. The cutoff value was initially chosen by mapping out the relationship between the sales price and buffer distance variables of forest accessibility. We found that the effect of forest proximity was negligible after 600 m.
Data on sales prices for single family houses from 1992 to 2004 are used. To subtract time variation, dummy variables are constructed for each sales year-2004 being the reference year. The data contain 86 explanatory variables that describe structural, neighborhood and environmental variables. After removing 274 incomplete or erroneous observations (missing or implausible technical entries), the remaining 5659 observations formed the basis of our analyses. A thorough description of each variable and descriptive statistics can be found in Supplementary Material (SM).
Results
Model reductions
The correlation matrix of the 86 available variables provided evidence of multicollinearity. We undertook a PCA and a stepwise reduction in order to reduce the problem of multicollinearity while at the same time keeping omitted variable bias to a minimum. Note that 21 of the 86 explanatory variables feed directly into the hedonic models, thus bypassing the model reduction applications. This group of variables covered transaction year dummies and a set of spatial environmental variables. The time dummies are kept in order to ensure the same de-trending across models and the environmental variables are the main focal point of the analysis.
The PCA is calculated using a varimax rotation on the data to create latent variables that describe the underlying structure of the data. The PCA reduced 63 correlated structural and spatial variables to 14 components. Initially, the PCA indicated the presence of 22 components with an eigenvalue above 1, accounting for 70.4 % of the variance in the data. The screeplot of the relationship between the principal components and the eigenvalues is examined in an adjustment step to determine the number of components to extract, based on their combined interpretability. To promote the interpretation of the components, a varimax rotation ensured that the explanatory variables loaded highly on one component and near zero on other components (Hastie et al. 2009 ). This resulted in the extraction of 14 components accounting for 58.8 % of the total variance of the variables included in the PCA. This is a substantial loss of information, and should be borne in mind in the remaining analysis.
The 14 components (cf. Table 1 ) represent aspects that are in general intuitively linked. Some examples: Proximity to services and businesses is associated with village and city centers. Institutions like schools, recreational facilities, day care for children are often situated close to each other in Danish urban planning, e.g. to reduce children's need to travel in traffic. District heating, natural gas and similar underground infrastructures are buried under main roads. Solitary farm houses rarely have public sewage but instead forms of mechanical treatment. The older the house, the larger the likelihood that walls are half-timbered and roofs are thatch.
As explained earlier, the stepwise model reduction is conducted in two steps. In the first step the full set of explanatory variables is subjected to a backward selection using a VIF value larger than 5 as a threshold. In total 14 variables are removed in this step. In the second step the remaining variables are subjected to a forward selection, based on the AIC criteria. An additional 19 variables are removed from the model.
The hedonic house price model
In Table 2 we present the estimates of the forest proximity parameter and model diagnostics for the three versions of the hedonic model. Parameter estimates of the other explanatory variables in the three models can be found in Appendix. The hedonic models include a model using the full set of available explanatory variables, a model which applies the 14 components of the PCA as explanatory variables and a model which use the selected variables from the stepwise reduction as explanatory variables. Note that all three models contain transaction year dummies and have a set of selected environmental variables in common. Furthermore, standard errors and significance levels for all hedonic models are based on heteroscedasticity and autocorrelation consistent covariance matrices. The model containing the full set of available variables is estimated by a Generalized Linear Model (GLM). SEM is sensitive to multicollinearity due to issues of singularity. It was therefore not possible to estimate the hedonic model with the full set of available variables using a SEM. The full GLM model explains 56 % of the variance according to the R 2 using 86 variables, which is only marginally higher than the R 2 of the model based on the stepwise reduction which uses 54 variables. The model with principal components variables has an R 2 around 50 %, but uses only 36 variables. The model based on stepwise reduction had the lowest AIC value, while the PCA based model notably has a much higher AIC value. The two models based on PCA and stepwise reduction have a relatively high number of significant parameter estimates with the expected sign compared with the full model. Note, that the global Moran's I index indicates that spatial autocorrelation is low for all three models. This is likely a result of a having a lot of spatial variables in the models, suggesting that little is left out of the full model.The global Moran's Index is significantly different from zero in the full model, while it is insignificant in both SEM applications.
The stepwise and the PCA based model reduction approaches effectively reduce the multicollinearity problems in the models. However, we find that while the standard error of the forest parameter is 2.87 × 10 −3 in the full model, it is only improved marginally to 2.6 × 10 −3 in the reduced models, as in this case the correlation between this variable and others is modest. While efficiency gains seem modest, we find a clear difference in the mean estimates of the forest proximity parameter between the PCAbased and the stepwise reduced models. The parameter estimate of forest proximity variables in the PCA models are almost double the size of the corresponding estimate in the full and the stepwise reduced models. This indicates that some of the information lost using the PCA approach may correlate with the forest variable perhaps implying that an omitted variable bias has been introduced. This observation stresses the caution needed when pursuing the estimation of parsimonious models from large data sets.
Concluding discussion
In hedonic valuation studies, there is usually a focus on one or a few environmental variables of interest, whereas the rest of the hedonic price function must be designed to obtain the most efficient and unbiased estimates as available information allows. Earlier hedonic studies have often worked on fairly small house price dataset with relatively small spatial extent and a limited number of relevant spatially distributed covariates. However, data availability has grown in recent years and large-scale hedonic models now present both a challenge to and an opportunity for applied environmental valuation. It remains a challenge to achieve parsimonious reliable models and estimates, while dealing adequately with the issues of omitted variable bias and multicollinearity inherent to spatial hedonic models (LeSage and Pace 2009).
In this paper we, evaluate two common model reduction techniques in an empirical application using a very large set of relevant variables, and demonstrate that model reduction under these circumstances is not trivial, and may easily affect the estimate of the environmental valuation parameters of interest, here a forest proximity variable. The first approach applied PCA, to construct a set of new orthogonal variables capturing a large part of the variation in the available 86 explanatory variables. The second approach is based on stepwise regression model reduction, where we automated variable selection using VIF and AIC. Comparing the results of the reduced models with a full model, we find that neither of the model reduction approaches reduce the standard error of the forest proximity estimate much, compared with the inefficient full model. However, the estimate of the forest proximity variable is almost double the size in the PCA-based reduced model compared with the full model and the stepwise reduced model, which are very similar. The finding is likely to be case specific, but it stresses the need for caution when building hedonic models from large scale data sets.
We have focused here on two applied approaches to model reduction in hedonic models used for applied environmental valuation research. The performance of the model reduction techniques could be improved. One option for improving the performance of a PCA-type of approach could be to undertake a simultaneous estimation of the hedonic models and the PCA components, latent house or neighborhood qualities or similar. Such an estimation procedure should at least improve efficiency, but may also reduce the loss of information and hence the risk of omitted variable bias, as this affect the overall likelihood of the model. Another approach could be further development of structural models, which may also handle issues like measurement error due to some variables being poorly observed or proxies (Suparman et al. 2013) .
However, while the two-stage PCA approach may not be optimal from an efficiency point of view, it is important to stress that it is used in that way. Similar reservations about e.g. path dependent outcomes exist for the stepwise reduction approach. The point of our paper is exactly to illustrate possible caveats for applied environmental valuation studies in the non-trivial choice between these two currently applied model reduction techniques. 
