We introduce a new general system of generalized nonlinear mixed composite-type equilibria and propose a new iterative scheme for finding a common element of the set of solutions of a generalized equilibrium problem, the set of solutions of a general system of generalized nonlinear mixed composite-type equilibria, and the set of fixed points of a countable family of strict pseudocontraction mappings. Furthermore, we prove the strong convergence theorem of the purposed iterative scheme in a real Hilbert space. As applications, we apply our results to solve a certain minimization problem related to a strongly positive bounded linear operator. Finally, we also give a numerical example which supports our results. The results obtained in this paper extend the recent ones announced by many others.
Introduction
Let H be a real Hilbert space whose inner product and norm are denoted by ·, · and · , respectively. Let C be a nonempty closed and convex subset of H. Let φ : C → R be a real-valued function, where R is the set of real numbers. Let G, B : C → H be two nonlinear mappings and Θ : H × C × C → R be an equilibrium-like function, that is, Θ w, u, v Θ w, v, u 0 for all w, u, v ∈ H × C × C. We consider the following new generalized equilibrium problem: find x * ∈ C such that Θ Gx * , x * , y φ y − φ x where μ i > 0 for all i 1, 2.
2 If F 3 0, Ψ 3 Φ 3 0, μ 3 0, and z * x * , then the problem 1.12 reduces to the following general system of generalized nonlinear mixed composite-type equilibria: find x * , y * ∈ C × C such that
μ 2 F 2 y * , y μ 2 Ψ 2 Φ 2 x * y * − x * , y − y * ≥ μ 2 ϕ 2 y * − μ 2 ϕ 2 y , ∀y ∈ C, 1.14 which was introduced and considered by Ceng et al. 20 , where μ i > 0 for all i 1, 2.
3 If F 3 0, Ψ 3 Φ 3 0, μ 3 0, and ϕ i 0 for all i 1, 2, 3 and z * x * , then the problem 1.12 reduces to the following a general system of generalized equilibria: find x * , y * ∈ C × C such that which was introduced and considered by Hu and Ceng 22 .
5 If F i 0, Φ i 0, and ϕ i 0 for all i 1, 2, 3, then the problem 1.12 reduces to the following general system of variational inequalities: find x * , y * , z * ∈ C × C × C such that
which was introduced and considered by Kumam et al. 23 , where μ i > 0 for all i 1, 2, 3.
6 If F i 0, Φ i 0, ϕ i 0 for all i 1, 2, 3, Ψ 3 0 and z * x * , then the problem 1.12 reduces to the following general system of variational inequalities: find x * , y * ∈ C × C such that
which was introduced and considered by Ceng et al. 24 , where μ i > 0 for all i 1, 2.
In 2010, Cho et al. 1 introduced an iterative method for finding a common element of the set of solutions of generalized equilibrium problems 1.2 , the set of solutions for a systems of nonlinear variational inequalities problems 1.18 , and the set of fixed points of nonexpansive mappings in Hilbert spaces. Ceng and Yao 21 introduced and considered a relaxed extragradient-like method for finding a common element of the set of solutions of a system of generalized equilibria, the set of fixed points of a strictly pseudocontractive mapping, and the set of solutions of a equilibrium problem in a real Hilbert space and obtained a strong convergence theorem. The result of Ceng and Yao 21 included, as special cases, the corresponding ones of S. Takahashi and W. Takahashi Motivated and inspired by the works in the literature, we introduce a new general system of generalized nonlinear mixed composite-type equilibria 1.12 and propose a new iterative scheme for finding a common element of the set of solutions of a generalized equilibrium problem, a general system of generalized nonlinear mixed composite-type equilibria, and the set of fixed points of a countable family of strict pseudocontraction mappings. Furthermore, we prove the strong convergence theorem of the purposed iterative scheme in a real Hilbert space. As applications, we apply our results to solve a certain 
Preliminaries
A bounded linear operator A is said to be strongly positive, if there exists a constant γ > 0 such that
Recall that, a mapping f : C → C is said to be contractive if there exists a constant α ∈ 0, 1 such that
Let C be a nonempty closed convex subset of a real Hilbert space H. For every point x ∈ H there exists a unique nearest point in C denoted by P C x, such that
P C is called the metric projection of H onto C. It is well known that P C is nonexpansive see 27 and for x ∈ H,
Let φ : C → R be a real-valued function, G : C → H be a mapping and Θ : H × C × C → R be an equilibrium-like function. Let r be a positive real number. For all x ∈ C, we consider the following problem. Find y ∈ C such that
which is known as the auxiliary generalized equilibrium problem. Let T r : H → C be the mapping such that, for all x ∈ H, T r is the solution set of the auxiliary problem 2.6 , that is,
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Then, we will assume the Condition Δ 28 as follows:
Notice that the examples of showing the sufficient conditions for the existence of the condition Δ can be found in 6 .
Throughout this paper, we assume that a bifunction F : C × C → R and ϕ : C → R is a lower semicontinuous and convex function satisfy the following conditions:
H3 for all y ∈ C, x → F x, y is weakly upper semicontinuous;
H4 for all x ∈ C, y → F x, y is convex and lower semicontinuous; A1 for all x ∈ H and r > 0, there exist a bounded subset
A2 C is a bounded set.
In order to prove our main results in the next section, we need the following lemmas. :
Assume that either A1 or A2 holds, then the following statements hold Let {x n } and {l n } be bounded sequences in a Banach space X and let {β n } be a sequence in 0, 1 with 0 < lim inf n → ∞ β n ≤ lim sup n → ∞ β n < 1. Suppose x n 1 1 − β n l n β n x n for all integers n ≥ 0 and lim sup n → ∞ l n 1 − l n − x n 1 − x n ≤ 0. Then, lim n → ∞ l n − x n 0.
Lemma 2.4 see 31 .
Let H be a real Hilbert space. Then the following inequalities hold.
Definition 2.5 see 32 . Let {T n } be a sequence of mappings from a subset C of a real Hilbert space H into itself. We say that {T n } satisfies the PT-condition if
where
Lemma 2.6 see 32 . Suppose that {T n } satisfies the PT-condition such that 
Lemma 2.8 see 19 . Let
Lemma 2.9 see 34 . Let C be a closed and convex subset of a real Hilbert space H and let S : C → C be a nonexpansive mapping. then, the mapping I − S is demiclosed. That is, if {x n } is a sequence in C such that x n z and I − S x n → y, then I − S z y.
Lemma 2.10 see 35 .
Assume that {a n } is a sequence of nonnegative real numbers such that
where {σ n } is a sequence in 0, 1 and {δ n } is a sequence in R such that
then, lim n → ∞ a n 0. 
Proof. From Lemma 2.4 i , for all x, y ∈ C, we have
2.14
It is clear that, if 0 < μ ≤ min{ β, γ}, then I − μ Ψ Φ is nonexpansive. This completes the proof.
Lemma 2.12. Let C be a nonempty closed and convex subset of a real Hilbert space H. Let mappings
be β i -inverse-strongly monotone and γ i -inverse-strongly monotone, respectively. Let Q : C → C be the mapping defined by
2.15
If
Proof. From Lemma 2.11, for all x, y ∈ C, we have
2.16
which implies that Q : C → C is nonexpansive. This completes the proof. 
Lemma 2.13. Let C be a nonempty closed and convex subset of a real Hilbert space H. Let
where Q is the mapping defined as in Lemma 2.12. Proof. Let x * , y * , z * ∈ C × C × C be a solution of the problem 1.12 . Then, we have
2.19
This completes the proof. 
where G is the mapping defined by
Qx T
2.20
Corollary 2.15 see 21 . Let C be a nonempty closed and convex subset of a real Hilbert space H. 
Main Results
We are now in a position to prove the main result of this paper. 
x n 1 α n γf x n β n x n 1 − β n I − α n I μA γ 1 S n x n γ 2 u n γ 3 v n , ∀n ≥ 1,
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where 3 } , r ∈ 0, 2β and {α n }, {β n } are two sequences in 0, 1 . Suppose that {T n } satisfies the PT-condition. Let T : C → C be the mapping defined by Tx lim n → ∞ T n x for all x ∈ C and suppose that Fix T ∞ n 1 Fix T n . Assume the following conditions are satisfied: C1 lim n → ∞ α n 0 and
Then the sequence {x n } defined by 3.1 converges strongly to x ∈ Ω, where x is the unique solution of the variational inequality
or equivalently, x P Ω γf − μA x, where P Ω is a metric projection mapping from C onto Ω, and x, y, z is a solution of the problem 1.12 , where y T
Proof. Note that from the conditions C1 and C2 , we may assume, without loss of generality, that α n ≤ 1 − β n 1 μ A −1 for all n ∈ N. Since A is a linear bounded self-adjoint operator on C, by 2.2 , we have
Observe that 1 − β n I − α n I μA u, u 1 − β n − α n − α n μ Au, u
3.4
This show that 1 − β n I − α n I μA is positive. It follows that
3.5
First, we show that {x n } is bounded. Taking x * ∈ Ω, it follows from Lemma 2.13 that
14
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Notice that u n T r I − rB x n . Since T r is nonexpansive and B is β-inverse-strongly monotone, we have
and hence
We observe that
Setting θ n : γ 1 S n x n γ 2 u n γ 3 v n . By Lemma 2.8, we have S n is a nonexpansive mapping such that Fix S n Fix T n for all n ≥ 1. Then, we have
3.10
It follows that
3.11
By induction, we have
Hence, {x n } is bounded, so are {u n }, {v n }, {y n }, and {z n }. From definition of S n and for all k, l ∈ N, it follows that
By our assumption, {T n } satisfies the PT-condition, we obtain that
14 that is {S n } satisfies the PT-condition. Next, we show that lim n → ∞ x n 1 − x n 0. Since u n T r I − rB x n , we have
3.15
It follows from 3.15 that
Let x n 1 1 − β n l n β n x n for all n ≥ 1. Then, we have
3.17
Combining 3.16 and 3.17 , we have
Since {S n } satisfies the PT-condition, we can define a mapping S : C → C by
Be Lemma 2.6, we have
Consequently, it follows from the conditions C1 , C2 , and 3.18 that lim sup
Hence, by Lemma 2.3, we obtain that
Consequently, we have
On the other hand, we observe that
From the conditions C1 , C2 , and 3.24 , we obtain that
Next, we show that lim sup
To show this, we take a subsequence {x n j } of {x n } such that lim sup
Since {x n j } is bounded, without loss of generality, we can assume that x n j v ∈ C. So, we get lim sup
3.30
Next, we show that v ∈ Ω :
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For all k, l ∈ N, it follows that
Since {S n } satisfies the PT-condition, we obtain that
that is {K n } satisfies the PT-condition. Define a mapping K :
3.35
By Lemma 2.6, we obtain that
From Lemma 2.7, we see that K is nonexpansive and
3.37
Notice that Thus, by Lemma 2.9, we obtain that v ∈ Fix K Ω. Finally, we show that x n → x as n → ∞. From Lemma 2.4, we compute
Then, the 3.41 reduces to the formula
It is easily seen that ∞ n 1 σ n ∞ and using 3.30 , we get lim sup
2 γf x − I μA x, x n 1 − x ≤ 0.
3.44
Hence, by Lemma 2.10, we conclude that x n → x as n → ∞. This completes the proof. i From a one nonexpansive mapping to a countable family of strict pseudocontraction mappings.
ii From a general system of variational inequalities to a general system of generalized nonlinear mixed composite-type equilibria.
iii Theorem 3.1 for finding an element x ∈ ∞ n 1 Fix T n ∩ Fix Q ∩ GEP C, G, Θ, Φ Q is defined as in Lemma 2.13 is more general the one of finding elements of Fix S ∩ Fix D ∩ GEP C, G, Θ, Φ D is defined as in Lemma 2.17 in 1, Theorem 2.1 .
Furthermore, our method of the proof is very different from that in 1, Theorem 2.1 because 3.1 involves the countable family of strict pseudocontraction mappings and strongly positive bounded linear operator.
Application to Minimization Problems
Let C be a nonempty closed and convex subset of a real Hilbert space H and A : H → H be a strongly positive linear bounded operator with a constant γ > 0. In this section, we will utilize the results presented in Section 3 to study the following minimization problem:
where Ω is a nonempty closed and convex subsets of C, μ ≥ 0 is some constant and h : C → R is a potential function for γf i.e., h x γf x for all x ∈ C , where f : C → C is a contraction mapping with a constant α ∈ 0, 1 . Note that this kind of minimization problems has been studied extensively by many authors e.g., see 18, 36-39 . We can apply Theorem 3.1 to solve the above minimization problem in the framework of Hilbert spaces as follows. C1 lim n → ∞ α n 0 and
Suppose that Fix S is a compact subset of C. Then the sequence {x n } defined by 4.2 converges strongly to x ∈ Fix S which solves the minimization problem 4.1 .
Proof. Taking γ 1 1 and γ 2 γ 3 0 in Theorem 3.1. Hence, from Theorem 3.1, we know that the sequence {x n } defined by 4.2 converges strongly to x ∈ Fix S , where x is the unique solution of the variational inequality
Since S is nonexpansive, then Fix S is convex. Again by the assumption that Fix S is compact, then it is a compact and convex subset of C, and
is a continuous mapping. By virtue of the well-known Weierstrass's theorem, there exists a point x ∈ Fix S which is a minimal point of minimization problem 4.1 . As is known to all, 4.3 is the optimality necessary condition 18 for the minimization problem 4.1 . Therefore we also have
Since x is the unique solution of 4.3 , we have x x. This completes the proof.
A Numerical Example
In this section, we give a real example in which the conditions satisfy the ones of Theorem 3.1 and some numerical experiment results to explain the main result Theorem 3.1 as follows. 1, 2, 3 , A I, f x 1/2 x, and ∀x ∈ C, with a constant α 1/2, α n 1/n, β n n 1 /2n, ∀n ∈ N, γ i 1/3 i 1, 2, 3 , γ 1, and μ 1. For all n ∈ N, let T n : C → C define by T n x nx 2 / 2n 1 , ∀x ∈ C, we see that, {T n } is a family of 0-strictly pseudocontractive with ∞ n 1 Fix T n {0}. Then, {x n } is the sequence defined by 
5.4
Since Θ x, y, z φ x Bx 0, due to the definition of T r x , ∀x ∈ H in 2.7 , we have T r x y ∈ C : y − z, z − x ≥ 0, ∀z ∈ C .
5.5
Also by the equivalent property 2.5 of the nearest projection P C from H to C, we obtain this conclusion. When we take x ∈ C, then T r x P C x x. By the condition Δ c , we have GEP C, G, Θ, φ C. In a similar way, for all i 1, 2, 3, we can get Step 2. We show that {T n } is satisfies the PT-condition. Since T n x nx 2 / 2n 1 , ∀x ∈ C, and n ∈ N. For all k, l ∈ N, we have that is {T n } satisfies the PT-condition.
Step 3. We show that 
5.10
Due to 5.3 and 5.4 , we can obtain a special sequence {x n } of 3.1 in Theorem 3.1 as follows:
x n 1 5 6 − 2 3n x n 1 6 n − 5 2n 1 x 2 n .
24
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Fix T n {0}.
5.12
By Lemma 2.10, we obtain that x n → 0, where 0 is the unique solution of the minimization problem min x∈C 3/4 x 2 q, where q is a constant number.
Numerical Experiment Results
Next, we show the numerical experiment results using software MATLAB 7.0 and we obtain the results shown in Tables 1 and 2 and Figure 1 , which show that the iteration process of the sequence {x n } as initial points x 1 1 and x 1 0.5, respectively.
