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A true challenge in simulating structural evolution in materials is the long time and
large length scales that one needs to capture while accurately including important
(atomic) details. As an example, polymers in melts, blends and solutions include
structural features that span the whole range from nanometers, microns, millimeters
to even larger sizes, which, depending on the property/phenomena of interest, may
be important for particular material properties. The corresponding time scales of the
dynamic process relevant for these different material properties vary from femtosec-
onds to milliseconds or even seconds or hours. This wide range of length and time
scales is responsible for the variability of physical properties, making (rational) de-
sign of structures for intricate applications possible. Unfortunately there is no model
or simulation algorithm that spans the whole range of lengthand time scales. For this
reason, multiscale modeling - bridging and linking different computational methods
that each provides a realistic description on well-defined time and length scales - is
gaining importance for predicting and designing structureresulting in specific mate-
rial properties.
The leading thread in this thesis is a stochastic Quasi-Newton (S-QN) model that
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contains both mathematical (sampling) and physical (diffusion) elements. In par-
ticular, we start from a conventional Langevin equation forpa ticles diffusion, that
uses a separation in time and length scales of different components of the system,
for instance a polymer in solvent, to represent the fastest motions of the system (sol-
vent) by a random fluctuation force. By averaging over the fastest motions, only the
slower modes of the system are explicitly represented and the functional collective
modes would hypothetically come within simulation reach. However, the resulting
description in terms of coarse grained variables can also becategorized in terms of
slow or fast modes, but now on a coarse-grained scale. Again,the fastest modes re-
strict the time step for stable time integration, resultingi substantial computational
effort for capturing slow, collective motions on this scale. Since the sampling perfor-
mance is always dictated by the smallest time or length scalein system descriptions,
we seek to improve the simulation performance by automatically updating all modes
roughly equally fast. Our method, described in this thesis,automatically accelerates
the slow modes of the system. Since fast modes are simultaneously slowed down,
we effectively integrate the Langevin equation with a much largertime step. The
mode-scaling is caused by the proposed mobility and gives ris to much more effi-
cient sampling of the energy landscape.
In Chapter 2 the new method is introduced: an alternative to the s andard Langevin
equations for Brownian dynamics. The focus is on introducing the new stochastic
quasi Newton technique, which could both be seen as a quasi-Newton method with
noise and Langevin equations with alternative mobility. Wecompare its performance
to that of the standard technique and provide a detailed analysis of its thermodynamic
and computational properties. We conclude that, even for lower dimensional systems,
the new method is an order of magnitude more efficient in crossing energy barriers
than the standard approach.
In Chapter 3, a new update scheme is introduced for updating the mobility matrix.
The bottle-neck of our proposed method in Chapter 2 is the calculation of the mo-
bility and its factorized form. Especially for the latter, an efficient update scheme
in factorized form is needed for high-dimensional systems.Without such extension,
practical application to molecular systems will be limited; with the extension, a new
field is opened. Here, we focus on the details of such an algorithm and a detailed anal-
ysis of the performance and, in addition, discuss general guidelines for the choice of
the free parameters in our methodology. We have chosen to focus n the physical
context, i.e. critical slowing down phenomena and the automa ed separation of time
scales in molecular simulation (multiplicity of timescales), and the conceptual rela-
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tion to existing general methodology (Fourier acceleration echniques). Our results
here are for a rather "academic" high-dimensional system but nevertheless relevant
within this context. In particular, the system contains thecritical slowing down fea-
tures, represents a "stepping stone" for the simulation of more realistic systems and is
very well suited for a quantitatively analysis of performance. The results are decisive
in that the method is indeed capable of incorporating a multiplicity of time steps in
an automated way.
Chapter 4 deals with an application of the new method to a minimal model of a
protein. In order to avoid numerical problems, we consider the problem of ill-
conditioning. This problem is solved by refining the update scheme for the mobility
such that regularization occurs in the ill-conditioned cases. We analyze the eff ct of
regularization and apply the new scheme to the minimal modelf the chosen pro-
tein in a stepwise manner, by including an increasing numberof terms of the total
coarse-grained energy expression. A detailed analysis of the collective dynamics and
sampling behavior for the considered coarse-grained protein is provided.
Although the proposed factorized update (FSU) in Chapter 3 makes the compute
expensive factorization (Cholesky decomposition) redundant, it is useful to develop
a limited memory implementation, much in the spirit of existing limited-memory
optimization methods like L-BFGS. The proposed L-FSU method is not only more
efficient in term of memory storage, since no full matrices need to be stored, but also
computationally. Although the limited memory update for the new mobility was al-
ready introduced in Chapter 3, the incorporation within ourS-QN method (especially
the spurious drift term) is not straightforward. Chapter 5 provides detail how to inte-
grate L-FSU and S-QN.
Although the proposed factorized update (FSU) in Chapter 3 makes the compute
expensive factorization (Cholesky decomposition) redundant, it is useful to develop
a limited memory implementation, much in the spirit of existing limited-memory
optimization methods like L-BFGS. The proposed L-FSU method is not only more
efficient in term of memory storage, since no full matrices need to be stored, but also
computationally. Although the limited memory update for the new mobility was al-
ready introduced in Chapter 3, the incorporation within ourS-QN method (especially
the spurious drift term) is not straightforward. Chapter 5 provides detail how to inte-
grate L-FSU and S-QN. Since our method is based on the Langevin equation, this in-
troduction starts with the history of Brownian motion with is forthcoming Langevin
equation. The Langevin equation consist of a deterministicpart and stochastic/noise
part, where the deterministic part only (NewtonŠs second law) gives the common ap-
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proach in performing molecular simulations: molecular dynamics (MD). In addition,
a purely stochastic approach is also available for performing molecular simulations:
Monte Carlo (MC). Both simulation methods are shortly covered here. The new pro-
posed mobility in the Langevin equation is a space dependentmobility. Since it is
a space dependent mobility, it needs to be updated at every time step. The update
scheme for the mobility is very much related to the update schme in mathematical
minimization for the quasi newton method. This method is briefly described in this
chapter of preliminaries.
Last but not least in this chapter, an example of a system witha slow and fast mode is
given and shows illustratively that integration with larger time steps for slow modes
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Figure 1.1: Schematic drawing outline thesis
1.1. Brownian Motion
Brownian motion is named after the Scottish botanist RobertBrown (1773 - 1858),
who observed pollen grains with ’rapid oscillatory motion’i water. However, it was
not Brown who discovered this type of motion. In [1], the author cleverly point out
that anyone looking at water through a microscope is able to se small things moving
around. Brown himself also mentions precursors in his papers [2, 3]. Brown’s origi-
nal contribution was that the motion is present in organic aswell as inorganic matter
(by that time one thought that the particles were alive), andthat the motions have their
origin in the particles themselves and not in the surrounding fluid. Unfortunately he
S-QN method for molecular simulations 15
couldn’t work out what was causing the motion.
In 1905 Albert Einstein (1879- 1955) explained, in additiont his work on the spe-
cial theory of relativity and the photoelectric eff ct, the Brownian motion. Einstein
predicted that the random motions of molecules in a liquid impacting on larger sus-
pended particles would result in irregular, random motionsf the particles: the Brow-
nian motion. He published his theory on Brownian motion in 1905 in a paper titled:
’On the movement of small particles in stationary liquids required by the molecular-
kinetic theory of heat’ [4]. This work was extended in his doctoral dissertation− also
published in 1905− that shows how to calculate Avogadro’s number and hence the
sizes of molecules [5].




wherep = p(x, t) is the probability that a brownian particle is atx at timet andD is
the so called diffusion constant. The solution (with initial conditionp(x, 0) = δ(x),











where| · | is the Euclidean norm for the multidimensional case . By considering a sys-
tem of brownian particles in equilibrium between osmotic pressure and friction force
which obeys Stokes’ law, Einstein derived an expression forthe diffusion coefficient.






wherek = kB is the Boltzmann constant. By observations and equation(1.2) one can
determineD and from (1.3) the Boltzmann constant is obtained.
Einstein argued that the velocity of a brownian particle cannot be measured due
to the rapid change of direction and magnitude of the particles in such a short time
scale. He introduced the mean squared displacement∆2x of the displacement∆x in
thex-direction in a certain time intervalτ, of the Brownian particle as the observable
quantity in Brownian motion. From the solution of the diffusion equation, the mean
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whereR is the gas constant andNav is the number of Avogadro.
In 1906, Marian Smoluchowski (1972 - 1917) derived independently from Einstein
the same form for the mean squared displacement of a Brownianparticle [6]. Smolu-
chowski’s used a dynamical approach for describing the Brownian motion and ob-
tained the mean squared displacement which differs from Einsteins by a factor6427.
Paul Langevin (1872-1946), was well aware of the findings of Einstein and Smolu-
chowski regarding Brownian motion. Also using a dynamical approach Langevin
was able to derive exact the same expression as Einstein for the mean squared dis-
placement [7]. Langevin described the motion of free particles of massm in direction
x with two force terms: an according to Stokes’ formula a viscous resistance term and
















Considering a large number of identical particles of massm, making use ofmv2 =











dt . Notice that the average ofXx is zero due to the irregularity ofX.










In a time intervalτ holds






which is exact the same as Einsteins equation(1.4).
The validity of the expression for the displacement has beenv rified experimentally
by Jean Perrin (1870-1942) and in 1908 he indeed confirmed that Einsteins expres-
sion for the displacement was exact [8].
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Langevin’s equation, a differential equation with a random force termX, was the
first stochastic differential equation. Stochastic differential equations are widely used
these days. For example in financial modeling (the famous Black-Scholes formula),
neuroscience and off course as stochastic dynamics in molecular physics.
Throughout this thesis the following form of the Langevin equation will be consid-
ered
dx = [−M(x)∇Φ(x) + kBT∇·M(x)] dt + √2kBTL(x)dW(t) . (1.10)
Below we show how this form of the Langevin equation is obtained and also discuss
some basic properties of the stochastic differential equation.
1.2. Classical Langevin Equation and Stochastic Differen-
tial Equation




= −γv(t) + X(t), (1.11)
whereγ/m is the friction constant. Equation(1.11) can be written in amore general
form of a stochastic differential equation (SDE)
dx
dt
= a(x, t) + b(x, t)ζ(t), (1.12)
where x is the variable of interest,a(x, t) and b(x, t) are known functions and the
fluctuation forceζ(t) is assumed to be a gaussian process with idealized mathematical
description, i.e. fort , t′
〈ζ(t)ζ(t′)〉 = δ(t − t′) and 〈ζ(t)〉 = 0. (1.13)
Due to the idealization, the variable of interestx becomes a Markov process and
therefore its transition probability is described by the Fokker-Planck equation (FPE)




2p(x, t|x0, t0)]. (1.14)
By assuming the Brownian motion taken place in a medium in thermal equilibrium,
we have
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since the variable of interestx corresponds with the velocityv and therefore the sta-
tionary solution of the FPE must coincide with the Maxwell - Boltzmann distribution.

































which is the relation between the systematic (frictional) forcea(v, t) = − γmv(t) and







〈X(t)X(t′)〉 = 2γkTδ(t − t′). (1.21)
Similar derivation and results hold for Brownian motion applied in a potential field




= −γv(t) − ∂xΦ(x) + X(t), (1.22)
and where the considered stationary solution for the transitio probability equals








In this thesis we will consider particles in over-damped limit. Which means that the
Brownian behavior of particles interacting through a potential is in the high friction
limit. Under this assumption one finds the positional Langevin quation (dvdt = 0)
γv(t) = −∂xΦ(x) + X(t). (1.24)
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The corresponding integral equation of (1.12) is given as










ζ(s) ds=W(t), one can write
∫ t
0
b[x(s), s]ζ(s) ds =
∫ t
0
b[x(s), s] dW(s), (1.26)
which is a stochastic integral with respect to a sample functio W(s). More details on
stochastic integrals can be found in [9]. Here, we only consider the integrated form
of the positional Langevin equation






ζ(s) ds= W(t), one finds thatW(t) is a markov process with
its corresponding FPE given by (1.14), witha(x, t) = 0 andb(x, t) = 1. By solving the
Fokker Planck equation, with the delta distribution as its initial condition,W(t) is de-
termined as a Gaussian process with〈W(t)〉 =W(t0) = w0 and〈[W(t)−w0]2〉 = t− t0,
which will be called the Wiener process. More precisely the corresponding FPE
is of the same form as Einsteins diffusion equation (1.1), therefore this one dimen-
sional Wiener process is also often called Brownian motion.Notice that due to the
irregularity of the sample paths (brownian motion),W(t) is not differentiable which
contradicts that the integral ofζ(t) is W(t). Nevertheless, equation (1.27) can be used
and interpreted consistently.
The positional Langevin equation in the multi-dimensionalform with space depen-
dentγ = γ(x) is derived in the same way and given as
dx = [−M(x)∇Φ(x) + kBT∇·M(x)] dt + √2kBTL(x)dW(t), (1.28)
whereM(x) = γ(x)−1 is the mobility,M(x) = L(x)LT (x) andW(t) becomes the mul-
tivariate Wiener process with〈dWi(t)dWj(t)〉 = δi j dt. More details of the derivation
is found in appendix A.
1.3. Molecular simulation preliminaries
There are two main approaches for performing molecular simulations: a determinis-
tic approach and a stochastic approach. The deterministic appro ch, called Molecular
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Dynamics (MD), simulates the time evolution of the molecular system and gives the
actual trajectory of the system. The stochastic approach, Monte Carlo (MC), explores
the energy surface by randomly accessing different configurations of the molecular
system. The different configurations allows the calculation of the system’sthermo-
dynamic properties. In the remainder of this section the most c mmon molecular
dynamic and Monte Carlo methods are given.
1.3.1. Molecular dynamics
In MD the classical equations of motion are solved in time fora set of atoms. New-
ton’s equation of motion can be discretized by Taylor expansion







r i(t) + O(∆t4), (1.29)










v i(t) + O(∆t4), (1.30)
wherer i andvi is the position and velocity respectively of particlei andf i the force on
particlei. The most simple scheme is the Euler scheme which calculatesthe positions
using the first three terms of expansion (1.29) (O(∆t2)) and calculates the velocities
using the first two terms of expansion (1.30) (O(∆t)). Not only is the Euler algorithm
an unstable scheme, it is neither time-reversible nor phase-space preserving, which
are important properties in physical systems.
1.3.1a. Verlet
It is possible to solve Newton’s equation of motion without explicitly calculating the
velocity. Consider the Taylor expansion att − ∆t







r i(t) + O(∆t4). (1.31)
The Verlet scheme [10, 11] for updating the positions is obtained by adding equations
(1.29) and (1.31), which gives after simple algebraic operations
r i(t + ∆t) = 2r i(t) − r i(t − ∆t) +
∆t2
mi
f i(t) + O(∆t4), (1.32)
and analogously by substracting the velocity is obtained
vi(t) =
r i(t + ∆t) − r i(t − ∆t)
2∆t
+ O(∆t2). (1.33)
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Although the velocity is not necessary needed for determining the positions in the
Verlet scheme, they are often needed to calculate physical quantities like the kinetic
energy. However the update scheme for the velocity in the basic Verlet algorithm
needs the positions att +∆t to calculate the velocity at timet. This deficiency can be
solved by using the Leap Frog scheme, where the velocities are updated at half time
steps and ’leap’ ahead the positions [12].
1.3.1b. Velocity Verlet
An better implementation of the same basic algorithm is the so-called velocity Verlet
scheme, where positions, velocities and accelerations at time +∆t are obtained from
the same quantities at timet in the following way:




vi(t + ∆t) = vi(t + ∆t/2)+
∆t
2mi
f i(t + ∆t), (1.35)
wherevi(t + ∆t/2) is given by




The velocity Verlet scheme is very stable and is a widely usedMD algorithm [13].
1.3.2. Monte Carlo methods
The Monte Carlo method is the most popular method used to generat a certain as-




f (x) dx, (1.37)
which can be rewritten as





whereL is the number of random (hence, the name Monte Carlo) pointsxi taken




[〈 f (x)2〉 − 〈 f (x)〉2]. (1.39)
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Thus for sufficient largeL the discrete approximation of the integral is quite accurate.
Clearly, the method works best for constantf . Considera = 0 andb = 1 and



















such that dy = w(x)dx, y(0) = 0 andy(1) = 1 hold. For making use of Monte Carlo
sampling for f (x(y))
w(x(y)) with random sampling iny from the distributionw(x), w(x) must









Since the inversion ofy(x) is almost always difficult to obtain, one needs another
method to approach the integralI .
1.3.3. Importance Sampling








where〈 〉w represents an average over all samples ofx from the distributionw(x),
see equation (1.40) wheref (x) is replaced byA(x)p(x). If w(x) = p(x) then〈A〉NVT =
〈A〉w. The problem is how to take the samples such that at the end,x is istributed ac-
cording to the chosen distribution. Before introducing themethod found by Metropo-
lis et al [14], consider first the following.
Consider a large number of particles moving independently through the space. De-
fineρn(X) as the density of particles atX aftern-movements. Then the net number of
particles moving fromX to Y in the next step equals









S-QN method for molecular simulations 23
whereπ(X → Y) is the probability that the particle will move fromX to Y. If there
are lots of particle inX then∆N(X) > 0, hence particles are moving fromX to Y
(towards the equilibrium state). The expression in the square brackets in (1.43) also









whereρe(X) is the density of particles atX in equilibrium state. From here we go
back to the problem how to take samples such that the samples form the distribution
w(X). We need to coupleρe(X) andw(X). The transition probabilityπ(X → Y) can
be rewritten as
π(X→ Y) = α(X→ Y)κ(X→ Y), (1.45)
whereα(X → Y) is probability of making a trial step fromX → Y andκ(X → Y) is







α(X→ Y)κ(X→ Y) =
κ(Y→ X)
κ(X→ Y) , (1.46)
where the latter equality holds if we assume that the trial step probability fromX to Y
is the same as the trial step probability back (fromY to X), i.e. α(X → Y) = α(Y→
X). Rest us to define the acceptance probability, which gives us the chance to include
the distribution functionw(X). Metropliset al introduced the following asymmetric
scheme by defining the acceptance probability in the following way
κ(Y→ X) = 1





if w(X) > w(Y), (1.47)
and in the other case
κ(X→ Y) = 1





if w(X) < w(Y). (1.48)
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α(X→ Y) w(Y) ≥ w(X) (1.50a)
α(X→ Y)w(Y)
w(X) w(Y) < w(X) (1.50b)
π(X→ X) = 1− ∑
X,Y
π(X→ Y). (1.51)
This gives the following algorithm for drawing samples fromdistributionw(x)
Algorithm 1.3.1 Importance Sampling Monte Carlo
1. initiatexn at random
2. changexn with a random∆x
3. calculatew(xn+∆x)
w(xn)
4. draw a random number r between(0, 1)
• if r < min(1, w(xn+∆x)
w(xn)
)
thenxn+1 = xn + ∆x
• elsexn+1 = xn
5. repeat from step 2 for n= n+ 1
1.3.3a. Force-Bias Monte Carlo
It is not necessary thatα(X → Y) = α(Y → X). If α(X → Y) , α(Y → X) , then






κ(Y→ X) = 1







if α(X→ Y)w(X) > α(Y→ X)w(Y), (1.52)
and in the other case
κ(X→ Y) = 1







if α(X→ Y)w(X) < α(Y→ X)w(Y). (1.53)
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w(X) α(X→ Y)w(X) > α(Y→ X)w(Y)
(1.54b)
π(X→ X) = 1− ∑
X,Y
π(X→ Y). (1.55)





α(xn + ∆x→ xn)w(xn + ∆x)
α(xn→ xn + ∆x)w(xn)
). (1.56)
The trial probability functionα is included in the acceptance criteria of the algorithm.
Taking a closer look to the definition of the trial probability, one can conclude that
incorporatingα in the criteria, gives us an opportunity to bias moves to prefer d
directions. Back to the canonical ensemble, with a system ofN particles, we have
w(x) = N exp[ − βΦ(x)], (1.57)
whereβ = 1kT ,Φ(x) is the potential energy andx is a vector of length 3N. It is obvious
that when the trial probability function is defined byα(x + ∆x → x) = w(x) and
α(x→ x+∆x) = w(x+∆x) that then every move will be accepted. Unfortunately it is
not possible to do so, since this will require pre-knowledgeof the whole distribution.
For the canonical ensemble, we can approach the trial distribution α by expanding
w(x + ∆x) aroundx, which means for one particle move
α(xi → xi + ∆xi) = cexp
[ − β(∇xiΦ(x)·∆xi) ], (1.58)
wherec is the normalization constant. SinceΦ(x) is the potential energy,−∇xiΦ(x) is
the force fi(x) on particlei in statex. This shows that displacements in the direction
of the force are more often accepted. From here we will use theabbreviationαon for
trial probability from the old state to the new stateα(xi → xi+∆xi) and vice versaαno
for the trial probabilityα(xi+∆xi → xi). Forw(x) we will do the same, i.e.w(x) = wo
andw(x + ∆x) = wn. The displacement is written as∆xi = xni − xoi = ∆xoni and the
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force on particlei in the old state is written asf oi and similarly in the new state asf
n
i .






exp[β f ni (x
o
i − xni )]
exp[β f oi (x
n






exp[−β(( f oi + f ni )∆xoni + ∆Φ)], (1.59)
where∆Φ is the change in energy. This scheme is called the force-biasscheme by
Pangali, Rao and Berne [15]. The displacement∆xoni here is a random displacement.
In the next subsection we relate this displacement with Brownian motion.
1.3.3b. Smart Monte Carlo
P.J. Rossky, J.D. Doll and H.L. Friedman [16] used the displacement of the brownian
dynamics from D.L. Ermak [17] as the trial displacement∆xoni of particle i from the
old state to the new state
∆xoni = βA f
o
i + δxi , (1.60)



















(( f ni − f oi )2+2 f oi ( f ni − f oi )))].(1.62)
Notice the similarities between the force-bias and smart Monte Carlo method.
1.3.4. Simulated Annealing
Simulated annealing was found by modeling a physical phenomn, and is a gener-
alization of a Monte Carlo method for global optimization. Ia physical annealing
process, a melt is slowly cooled down. The initially high temperature of the melt cor-
responds to a disordered system and as cooling proceeds, thesystem becomes more
ordered. Due to the slowly cooling down, the system is in thermodynamic equilib-
rium any time, and at the end (where the temperature approaches zero) the lowest
energy state is obtained. If the initial temperature is too low or cooling is done too
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fast, the system may become quenched, forming defects or freezing out in metastable
states (i.e. trapped in a local minimum energy state).
At the initial high temperature Monte Carlo sampling is applied and after sufficient
time the temperature is decremented and again a Monte Carlo sampling is applied.
The entire process is repeated until a frozen state is achieved at T=0, corresponding
with the lowest energy state and thus the global minimum of the energy potentialΦ.
Simulated annealing is also applicable to combinatorial problem [18, 19]. The energy
potential corresponds to the objective function and each state of the thermodynamic
system correspond to the current solution of the combinatorial p oblem. The diffi-
culty is finding an analogy in the combinatorial problem for the temperature. For
more details we refer to [20].
1.4. Mathematical preliminaries on Unconstrained Optimiza-
tion
Using the potential energy function to find the geometry of a molecule (or an as-
semblage of molecules) which corresponds to a minimum potential energy, is a very
common goal in molecular simulations. The minimization of the potential energy
function (i.e., geometry optimization) involves finding the minima of the potential
field Φ. The minima correspond to stable states of the system; any move ent away
from a minimum gives a higher energy. Since finding a minimum is a typical problem
in mathematics, it is not surprising that fundamental mathematical methods has been
used in the search for these stable states.
1.4.1. Introduction in numerical mathematics
In unconstrained optimization an objective functionf (x), f : Rn → R, has to be




Sincen≫ 1 for large systems, one often needs a numerical approach to solve equa-
tion (1.63). There are two common approaches in numerical minimization: the line
search strategy and the trust region strategy. Trust regionmethods first choose a step
size and approximate the objective function within a certain region, then a direction
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is chosen for the displacement in this trust region. Line search methods first choose
a direction and then a step size is chosen. Our method is partially based on the this
method. Below we describe the most popular line search method: e quasi Newton
(QN) method.
1.4.2. Quasi Newton Method
The line search method searches along a known directionp with unknown step length
ǫ using
f (xk + ǫp) = fk + ǫpT∇ fk +
1
2
ǫ2pT∇2 f (xk + τp)p, (1.64)
whereτ ∈ (0, ǫ) and fk = f (xk). The popular Newton direction is found by writing
the object function as,
f (xk + p) ≈ fk + pT∇ fk +
1
2
pT∇2 fkp =: mk(p). (1.65)
The approximationf (xk + p) ≈ mk(p) is very accurate for small‖p‖. The unknown
directionp is found by setting the derivative with respect topk of mk(pk) to zero. This
gives the direction
pk = −∇2 f −1k ∇ fk, (1.66)
which requires the existence of the inverse of∇2 k. Therefore,∇2 fk must be positive
definite. If the inverse Hessian exists the direction (1.66)has the descending property,
since for the second term of (1.64) holds
∇ f Tk pk = −p
T
k∇
2 fkpk ≤ 0. (1.67)
Not only the uncertainty of the existence of the inverse is a drawback in the Newton
method but also it requires to calculate the Hessian∇2 f (x), which becomes a very
expensive job for large systems. A method that avoids the calculation of the second
derivatives, by using an iterative estimate of the Hessian,is called the Quasi Newton
method.
In the next section the Quasi Newton method, BFGS (Broyden, Fletcher, Goldfarb
and Shanno), will be described.
Using Taylor the following equation for a continuously differentiable functionf :
R
n→ R holds
f (x + p) = f (x) + ∇ f (x + τp), (1.68)
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whereτ ∈ (0, 1). Moreover, if f is twice continuously differentiable then the follow-
ing holds
∇ f (x + p) = ∇ f (x) +
∫ 1
0
∇2 f (x + τp)p dτ
= ∇ f (x) + ∇2 f (x)p +
∫ 1
0
[∇2 f (x + τp) − ∇2 f (x)]p dτ (1.69)
After settingx = xk andp = xk+1 − xk, one obtains
∇ fk+1 = ∇ fk + ∇2 fk+1(xk+1 − xk) + O(‖xk+1 − xk‖),
which gives after neglecting the (small) last term on the right hand side of the equa-
tion
∇ fk+1 − ∇ fk






︸       ︷︷       ︸
sk
. (1.70)
The equation withHk+1 as the Hessian approximation,
Hk+1sk = yk, (1.71)
is called the secant equation, which guarantees that the gradient ofmk+1(p),




matches the gradient of the objective functionf at the latest two iteratesxk andxk+1.
The approximated Hessian needs to be positive definite, which olds if sk and yk
satisfy the curvature condition
sTk yk > 0. (1.73)
When the object functionf is strongly convex, the curvature condition is valid for
any two pointsxk andxk+1. For nonconvex functions the curvature condition holds if
the following conditions are set for the line search
f (xk + ǫkpk) ≤ f (xk) + c1ǫk∇ f Tk pk, (1.74a)
∇ f (xk + ǫkpk)Tpk ≥ c2∇ f Tk pk, (1.74b)
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with 0 < c1 < c2 < 1 and whereǫk is the step length in the directionpk. These
conditions are called the Wolfe conditions which guarantees sufficient decrease in
the object function. If the second condition holds then for condition (1.73) holds
sTk yk ≥ (c2 − 1)ǫk∇ f Tk pk, (1.75)
where due to the descending direction ofpk the right hand side is positive and there-
fore, the curvature condition holds. Hence, the secant equation (1.71) has a solution.
The secant equation givesn conditions. The requirement of positive definiteness of
Hk+1 gives alson conditions. ButHk+1 has
n(n+1)
2 degrees of freedom, soHk+1 is not
uniquely determined. To determineHk+1 uniquely, an additional condition will be
imposed; among all symmetric matrices,H is in some sense, closest to the current
matrix Hk. This gives the following problem
min
H
‖H − Hk‖, (1.76a)
subject to
H = HT , Hsk = yk, andvT Hv > 0 for all v , 0, v ∈ Rn. (1.76b)
Different matrix norms can be used in (1.76a). A norm that allows easy solution of
the minimization problem is the weighted Frobenius norm









The weight matrixW is chosen such that the relationWyk = sk is satisfied. The






∇2 f (xk + τǫkpk) dτ
]−1
, (1.78)
having the propertyk = Gkǫkpk = Gksk, which follows from (1.69). Using this norm

















This formula is called the DFP(Davidson, Fletcher and Powell) updating formula [21].
Since
xk+1 = xk + ǫkpk = xk − ǫkH−1k ∇ fk = xk − ǫkBk∇ fk,
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it is useful to derive the updating formula for the inverse Hessian approximationBk







which is found by making use of the Sherman-Morrison-Woodbury formula.
Instead of imposing an additional condition onHk+1, one can impose the same close-





B = BT, Byk = sk, andvT Bv > 0 for all v , 0, v ∈ Rn. (1.81b)
Using again the weighted Frobenius norm with the average Hessian as the weight

















which is called the BFGS updating formula. Again, using the Srman-Morrison-
Woodbury formula the inverse ofBk+1 can be found







1.5. Multi-scaling; Slow and fast modes
Molecular dynamics is an useful technique for studying (thermo-) dynamics of phys-
ical systems like proteins and other biomolecules. However, using conventional MD
it is nearly impossible to have access to all the time scales of motion with atomic res-
olution within reasonable time. The simulation performance of molecular systems,
with various length and time scales, is dictated by the smallest scale in the model
description. The small time step size limits the study of important conformational
changes, which are determined by the slow modes of the system. For improving the
simulation performance the basic idea is to separate the dynamics into fast and slow
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modes and integrate the slow motions with a larger time step.In Figure 1.2 the con-











−∇Φ   
Figure 1.2: Illustration of the different modes of a system.
The minimum is located in the center and the normal mode directions are given by
the gray lines, labeled mode1 and mode2 in Figure 1.2. Moving along a normal mode
is related to the curvature of the potential along the mode dir ction. The normal
modes and their frequencies are given by the eigenvectors and eigenvalues of the
Hessian. The frequency is related to the curvature of the potntial along the direction
of the mode. Slow modes correspond to eigenvectors with small eigenvalues and fast
modes correspond to eigenvectors with large eigenvalues. The normal mode direc-
tions are independent, which enables us to write any motion as a linear sum of the
normal modes. In Figure 1.2 we have plotted the force−∇Φ at locationx. The force
is a compound motion of the slow (mode2) and fast (mode1) modes. Although the
model is simplistic, it shows that the amplitude along the slow mode is smaller than
the amplitude along the fast mode. By artificially increasing the amplitude along the
slow mode, a larger motion toward the minimum is made, i.e. a faster decrease of
the energy potential. In Figure 1.2 we amplified (grey dashedlin along mode2 ) the
slow mode of the force atx, such that the amplitude for the slow mode becomes the
same as the amplitude of the fast mode. The resulting total force, sum of the ampli-
fied slow mode and the original fast mode, is also given (blackdashed line). Clearly
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amplifying the slow mode here results in a larger step towardthe minimum.
As shown in the above example, partitioning the system into dynamics with fast
modes and dynamics with slow modes allows for efficient propagation of the slow
dynamics. Among popular approaches in separating modes of motion arequasi-
harmonic analysis[22], molecule optimal dynamic coordinates[23] and essential
dynamics[24].
In this thesis we propose a method which amplifies the slow modes of the system,
which effectively means integration of the Langevin equation with a larger time step.
The proposed method does not require any explicit partitioning of the space into dy-
namics with fast modes and dynamics with slow modes. Hence, the title of this thesis
Stochastic quasi Newton method for molecular simulationscould also be generalized
into Automated multi-scaling method with Langevin Dynamics form lecular simula-
tions.
CHAPTER 2
Improved configurational space sampling:
Langevin dynamics with alternative mobility
We present a new and efficient method for determining optimal configurations of
a large number (N) of interacting particles. We use a coarse-grained stochasti
Langevin equation in the overdamped limit to describe the dynamics of this system,
and replace the standard mobility by an effective space dependent inverse Hessian
correlation matrix. Due to the analogy of the drift term in the Langevin equation and
the update scheme in Newton’s method, we expect accelerateddynamics or improved
convergence in the convex part of the potential energy surfaceΦ. The stochastic noise
term, however, is essential for proper thermodynamic sampling, but also allows the
system to access transition states in the concave parts ofΦ. We employ a Davidon-
Fletcher-Powell (DFP) method for updating the local mobility matrix. Quantitative
analysis for one and two dimensional systems shows that the new method is indeed
more efficient than standard methods with constant effective friction. Due to the
construction, our effective mobility adapts high values/low friction in configurations
35
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which are less optimal and low values/high friction in configurations that are more
optimal.
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2.1. Introduction
Condensed phases, whether liquid, glassy, or crystalline,owe their existence and
measurable properties to the interactions between the constituent particles. These
interactions are comprised in a potential energy functionΦ(r1, ..., r N) that depends
on the locationr i for each of those (N) particles. Material-specific contributions
to this potential energy function constitute a multi-dimensio al (3N for structure-
less particles) potential energy landscape. Various static and dynamic phenomena in
condensed phases emerge as manifestations of the complex toography of this hyper-
surfaceΦ [25].
An issue concerns the presence and determination of specialpoints on theΦ hyper-
surface, in particular the minima and saddle points. Minimacorrespond to stable
particle configurations, such that any small distortion will result in a restoring force
to the undistorted arrangement. The global minimum is related to the state of the
system at zero Kelvin, provided that the system is cooled slowly enough to maintain
thermal equilibrium. In general, several minima with a substantial variation in depth
are arranged in a complex pattern throughout the configuration space; for a single-
component system rather general arguments show that the total number of minima
scales asNexp(αN) [26], whereα > 0 depends on the chemical nature of the sys-
tem considered. Each minimum is enclosed in its own basin, cosisting of all points
R = (r1, ..., r N) in the direct vicinity of the minimum whereΦ(R) is monotonic. Sad-
dle points can be found on the boundary between contiguous basins, and represent
the transition states of the system.
Standard numerical optimization techniques for the determination of these special
points on the multi-dimensional hypersurface have severaldrawbacks: 1) in prac-
tice, nonlinear optimization methods (for instance Monte Carlo methods (MC)) are
compute intensive due to rather poor convergence, 2) deterministic algorithms are
not devised to sample multiple basins/minima and access them via transition states.
Moreover, general numerical methods are not based on fundament l physical laws
underlying the time evolution of the system and obscuring the relation between the
simulation pathway and the dynamical phenomena that one would like to capture.
In molecular dynamics (MD), the pathway is prescribed by theclassical Newtonian
equations of motion, which incorporate forces specified byΦ. Although MD is com-
mended as an exact method and in general provides an adequatedescription of the
particle dynamics, the length of the pathway in configuration space is seriously lim-
ited by the restriction of the time integration step to very small values, caused by
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the presence of high frequency modes. For modeling of phenoma on a long time
and/or large length scales, as well as the configurational sampling of large dense sys-
tems, coarse-grained approaches are a reasonable alternative to MD. Coarse-grained
descriptions reduce the degrees of freedom in the system by employing timescale
separation, and take into account only the stochastic properties of the rapidly vary-
ing quantities. Stochastic dynamics techniques (of which Brownian dynamics is the
most simple form [27]), use this approach to represent the presence of solvent by a
stochastic and a frictional force in the Langevin equation fr the solute. Moreover,
one can argue that hydrodynamic modes become irrelevant forthe dynamics of dense
and strongly structured systems [28], and assume that the velocity distribution plays
no relevant role. In particular for dense systems, the rapidflow of momentum and
energy due to particle-particle collisions in the Newtonian dynamics is given by the
bath in the Brownian dynamics. In the equilibrium limit, as avery long time aver-
age of the dynamic evolution, the Newtonian and the Brownianequations of motion
should give the same result and be equal to those of the equilibri m statistical ensem-
ble.
Our aim here is to model the Brownian behavior ofN particles interacting via a pair-
wise potential. This potential could be a Coulomb interaction, a Lennard-Jones type
interaction or simply a hard sphere repulsion. We employ microscopic equations
of motion and include information about the local curvatureof the potential energy
hypersurfaceΦ in the Langevin equation describing the Brownian dynamics.The
configuration-space sampling path resulting from our method is unconditional, and
not necessary physically realistic. There are conceptual similarities to some efficient
MC techniques [29, 30].
This chapter is structured as follows. First we introduce our method and discuss the
details and numerical implementation. Following, we compare the performance of
this method for a few lower dimensional problems to standardmethods. We discuss
the properties and results obtained by the new method in details. The focus here is on
the efficiency, the sampling path, and the numerically constructedsampling ensem-
ble. The application of this method to systems of higher dimensionality is dealt in
the next chapters.
2.2. Our method with alternative mobility tensor
As mentioned in the introduction, we consider the Brownian behavior ofN particles,
interacting via a pairwise potential, in the high friction limit. The dynamics of this
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system is described by the general position Langevin equation, written in Ito form
as [31]
dx = [−M(x)∇Φ(x) + kBT∇·M(x)] dt + √2kBTL(x)dW(t). (2.1)
The second term on the right hand side of equation (2.1) is thecompensation for
the flux caused by the random force [31]. HereΦ is the potential energy,kB is the
Boltzmann constant,T the temperature andM(x) is the space dependent mobility
tensor with
M(x) = L(x)L(x)T , (2.2)
andW(t) is the multivariate Wiener process with〈dWi(t)dWj (t)〉 = δi j dt. In the sim-
ulations, we use random numbers with Gaussian distributionfor the Wiener process.
For simplicity, we setkB = 1 and render equation (2.1) in the dimensionless form, i.e.
all variables and functions (e.g. the energy potentialΦ(x)) in equation (2.1) will be
considered dimensionless. Further, we will writeκ instead of 2kBT = 2T. The am-
plitude of the noise term is determined in agreement with thefluctuation-dissipation
theorem. As a result, the corresponding Fokker-Planck equation gives rise to proper
sampling, according to the Boltzmann distribution, see appendix.
In the standard approach, the mobility tensor is chosen as the identityI , giving rise to
a scalar prefactor describing the friction due to the implicit solvent. Here we include
space dependency via the second order derivative and consider the mobility equal to
the inverse HessianH−1. As a consequence, the deterministic part of equation (2.1)
(for T = 0)
dx = − [H(x)]−1∇Φ(x)dt, (2.3)
is similar to the update scheme in Newton’s method
xk+1 − xk = ∆x = −αH−1k ∇Φ(xk), (2.4)
where dt is the (infinitesimal) time interval, andα is an appropriate positive step size,
often obtained by a line search method. In the following we ust as continuous
variable andk as iteration variable. Newton’s method is standard in unconstrained
nonlinear optimization, i.e. methods that aim at minimizing a certain objective func-
tion Φ(x), Φ(x) : RN → R. The methods make use of aquadratic modelin which
Φ(x) is approximated on thek-th iteration by a Taylor series aboutxk,
Φ(xk + δk) ≈ qk(δk) = Φ(xk) + δTk∇Φ(xk) +
1
2
δTk H(xk)δk . (2.5)
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The displacementδk on iterationk follows as the minimizer ofqk(δ). A unique mini-
mizer ofqk(δ) exists if and only ifH(xk) is positive definite, and Newton’s method is
only well-defined in this case. Usually,H(xk) is positive definite for smallδ. It can
then be proved that the sequence{xk} converges, and that the order of convergence is
of second order (quadratic convergence). Whenxk is remote from the local solution
x∗ Newton’s method may not converge, and may not be defined (whenH(xk) is not
positive definite). Prototype algorithms such as line search nd trust region methods
can be employed to avoid this problem.
Especially for largeN or when evaluation ofΦ(x) is expensive, explicit calculation
of the Hessian or inverse Hessian is too demanding, and Newton-like methods are
a good alternative. These methods are based on approximating the exact Hessian
H(xk) = Hk in (2.5) byG(xk) = Gk (giving rise toBk = G−1k approximate ofH
−1
k in
(2.4)). The reduction ofΦ(x), the descent property, is guaranteed ifGk (and therefore
Bk) is positive definite. The rate of convergence depends on thesecond derivative in-
formation installed inBk, and ranges from linear to quadratic. The simplest positive
definite choice isBk = Gk = I , which does not contain any curvature information,
and gives rise to the well-known steepest descent (SD) method with slow linear con-
vergence. An alternative choice for indefiniteH−1k is Bk = H
−1
k + Dk, whereDk is
a diagonal matrix with proper elements. The efficient Quasi-Newton (QN) method
builds up second-derivative information by estimating thecurvature along a sequence
of search directions [32]. Each curvature estimate is installed in an approximate in-
verse HessianBk by applying a rank-one or a rank-two update. The most successful
updates are the Broyden-Fletcher-Goldfarb-Shanno (BFGS)formula for the Hessian
update and the Davidon-Fletcher-Powell (DFP) formula for the inverse Hessian up-
date, which are members of the wider Broyden class of rank-two updates. The Quasi-
Newton method with the BFGS (or DFP) update formula is also known as the BFGS
(or DFP) method.
Here, we aim at developing a general and efficient scheme for equilibrating systems
with many particles (largeN), using the stochastic Langevin equation (2.1) in dis-
cretized form. In analogy with Newton-like methods, we consider a mobility matrix
Mk that is a good approximation of the inverse HessianH−1k to avoid direct calcula-
tion of this large 3N × 3N matrix. In particular, we use the DFP method to determine
this approximate matrixMk = Bk (see the appendix for details about the DFP update
scheme). ForT = 0, our update scheme is equal to that of the DFP method. The
DFP method is known to yield a positive definite matrixBk if the Wolfe conditions
are satisfied [33], which requires that the next step is in thedescending direction and
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that the displacement is sufficient large. Moreover, in that case it shows global con-
vergence for convex functionsΦ(x) [34]. In contrast to the standard practice, we deal
with potentialsΦ(x) that are convex only in a relatively small subset of configuration
space. Our method should be able to hop between different minimal states, that are
separated by energy barriers, and not be too sensitive to thestarting configurationx0.
A similar problem is present in reaction path sampling: in some regions, especially
in the vicinity of saddle points, the Hessian can be negativedefinite, and DFP up-
date becomes ill-conditioned [35]. Recently, a number of alternative methods that do
not necessarily always satisfy the descent condition, the symmetric rank one formula
(SR1), Powell-symmetric-Broyden (PSB) method and Bofill’sformula, were devel-
oped and applied for reaction path sampling. Calculated pathways between reactant
and product minima, via optimized transition states, were found to be accurate for a
number of problems [36]. Nevertheless, we need to maintain the positive definiteness
of the mobility matrixMk at all times, since the Cholesky decomposition in equation
(2.2) requires this property.
As a consequence, the DFP method needs to be adapted to handlethe cases where
the Wolfe conditions are violated. For computational reasons, we want to avoid any
type of preconditioning of the matrixBk which requires the explicit calculation of
eigenvalues. A possible general remedy to avoid ill-conditioning is to switch back to
the steepest descent method, i.e. restart the DFP update from the initial guessBk = I .
A disadvantage of this restart is that it would disregard allcurvature information that
has been build up along the pathway in configuration space. Another solution is up-
dating the Cholesky factorL rather thanB = LLT itself, which ensures a positive
definiteB [37]. However, no practical advantage can be expected for ill-conditioned
problems [38], apart from an assurance thatBk+1 remains positive definite in the pres-
ence of round-off errors.
The key difference between (2.1) and standard DFP methods is the stochastic term
that is added at every step to ensure correct Boltzmann weights (∼ exp(−Φ/kBT)),
which can be seen as an information-based correction to the DFP update with vary-
ing amplitude and direction. Hence, our update is a combinatio of a coherent and
stochastic contribution. The coherent contribution is always in the descending direc-
tion, by virtue of DFP. The stochastic contribution allows for sampling in the vicinity
of the coherent update, the extent of which is determined by thermodynamic prop-
erties, and on average gives rise to the important ascendingupdates and sampling
of transition states. The efficiency of the coherent part, the DFP method itself, de-
pends on the appropriateness of the curvature estimate. We choose to conserve the
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quadratic information that is accumulated in the sequence of expanding subspaces in
the convex part ofΦ (whereBk is positive definite) by the DFP method. We use a
small (constant) step size and do not updateBk if the Wolfe conditions are violated,
i.e. if the approximate curvatureyTk sk ≤ 0, we takeBk+1 = Bk. One can show that
this choice does not affect the theoretical equilibrium distribution of states, which is
the Boltzmann distribution. Since the pathway between different minima should pass
through regions with relatively small Boltzmann weights, we expect fewer sampling
in the part of the potential energy surface whereB is not updated, and hence an in-
creased efficiency of the update scheme in this region. In terms of physical properties,
reduced sampling can be associated with accelerated kinetics and lower friction. We
will illustrate the peculiarities of this choice by considering the one and two dimen-
sional problems. Since this scheme ensures the positive definiteness ofMk = Bk at all
times, the decomposition in equation (2.2) can be obtained by the standard Choleski
decomposition.
The calculation of the divergence of the mobility tensor in the second term of the
right hand side of equation (2.1) is compute expensive. To avoid direct calculation of
the divergence term Hütter and Öttinger [39] proposed the following version of the
stochastic differential equation (SDE)
dx = [−M(x)∇Φ(x)] dt + 1
2
[
M(x + dx)M(x)−1 + I
] √
2kBTL(x)dW(t). (2.6)
Equation (2.6) suggests the use of the predictor-correctormethod in the numerical









M(x + ∆xp)M−1(x) + I
] √
2kBTL(x)∆Wt, (2.7)
where∆Wt is the Wiener increment with〈∆Wt〉 = 0 and〈∆Wti∆Wt j 〉 = δi j I∆t and
∆xp is the predictor step
∆xp = −M(x)∇Φ(x)∆t +
√
2kBT L(x)∆Wt. (2.8)
The updated mobility tensor obtained by the DFP method,M(xk) = B(xk), guarantees
the existence of the inverse in equation (2.7). The integration scheme is weakly
convergent to first order in the time step∆t. This method replaces the calculation of
the divergence term and is clearly favored to the direct calcul tion (except in cases
where∇·M(x) is given in closed form). Details about the DFP update, space and
time dependent, can be found in the appendix.
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2.3. Results and discussion
In order to compare our method to standard approaches for which t e performance
is known analytically, we restrict the application of the new method to one and two
dimensional systems. In particular, these energy potentials are not related to any real
physical system.
2.3.1. Simulated sampling distributions
First, we verify the thermodynamic accuracy, i.e. whether our method indeed sam-
ples according to the Boltzmann distributionNexp (−Φ/kBT). The considered energy
landscapes, containing multiple minima, are shown in Figures 2.1a and 2.1b, and are
periodic in space (we use periodic boundary conditions) in order to obtain a more
differentiated sampling. The simulated sampling distributions were calculated from
the simulation results by a binning routine, with small bin width hb or areah2b. To ob-
tain Figures 2.2 and 2.3b, the number of samples obtained in each bin were divided
by the total number of samplesK = 106. In Figure 2.2, the simulated distribution






































(b) 2-D energy landscape
Figure 2.1: The considered low dimensional sample cases.
(for ∆t = 0.01 andκ = 1) is compared to the expected distribution function. The
expected distribution is the stationary solution of the Fokker Planck equation. There
is no driving force in equilibrium, hence there is zero flux. This is equal to the Boltz-
mann distribution for our choice of the drift and noise term [40]. It can be observed
that the simulated distribution matches the theoretical distribution reasonably well,
44 Chapter 2 . Alternative Mobility




















Figure 2.2: Comparison of numerically calculated (full bars) and analytical (open bars)
probability distributions. The numerical results are obtained using our sampling method
with κ = 1 and∆t = 0.01.
qualitatively but also quantitatively. The oversampling of the maxima, and the global
maximum of the distribution in particular, is due to finite sampling and the peculiar-
ities in the update scheme forBk. On average, we also observe undersampling of
states with lower Boltzmann weights. At a later stage, we discus how our choice
for the mobility Mk = Bk contributes to these eff cts. For the two dimensional case,
the theoretical distribution (Figure 2.3a) and the simulated distribution (Figure 2.3b)
match rather well, but show even somewhat more pronounced ovr- and undersam-
pling than in 1D. Overall, we conclude that the sampling is accurate in both cases.
For larger problems, i.e. largeN, the efficiency of our new method is of importance.
Here, we compare the mean first passage times (MFPTs) obtained by our mobility to
that of (2.1) forMk is constant. The latter choice gives rise to the standard Langevi
equation for particles motion in the overdamped situation,with a constant friction
coefficient. Instead of the one dimensional potential in Figure 2.1a with multiple
minima, we use a double-well potential. The advantage of this double-well potential
is that an analytical expression for the MFPT is known [41]. We note that the one
dimensional case is special, as any sampling path between diff rent (quasi) equilib-
rium states automatically requires crossing the potentialenergy barrier. For higher
dimensional energy surfaces, high energy barriers can be avoided in favor of lower
energy transition states or saddle points, and the performance of the method crucially

































(a) Analytical probability distribution (b) Calculated probability distribution
Figure 2.3: Comparison between analytical distribution function and the calculated
distribution function withκ = 1 and∆t = 0.01.
depends on the ability to find the optimal route.
2.3.2. Mean first passage times
We consider the mean escape time from a 1-D well, see Figure 2.4. By this we
mean the first passage time froma to x, wherex → b. The mean first passage time
(MFPT) 〈t〉, defined as the average time needed from a well to the top of thehill is a
quantitative measure for the average transition time between the two different (quasi)
equilibrium states. Numerically, we performed a large number of simulations (1000),
all starting in pointa in Figure 2.4 using different noise seeds. The simulations were
finalized upon passingb for the first time, i.e. fork = k̃ such thatxk > b. The
simulation times̃k ·∆k (in this article,k andt can be interchanged, and both represent
time) were later averaged to obtain the simulated〈t〉. As mentioned, the simulated
MFPT can be directly compared to the MFPT for the standard Langevi equation,
equation (2.1) withM(x) = M is constant. We make our comparison scale invariant
by choosing the constant mobilityM = H−1(xmin), wherexmin is the location of the
starting point. The corresponding dimensionless positionLa gevin equation is
ẋ = −M∇Φ(x) + ζ(t), (2.9)
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whereξ is the noise intensity ofζ. Again, a is the initial condition andb is the fi-




4, we can numerically integrate equation (2.10) and derive theoretical values
of the MFPT for varyingκ. Alternatively, one could also directly use the well-known
Kramers equation [42] to calculate theoretical MFPTs, but this explicit equation is
only strictly valid in the limit of high friction. The theoretical values (2.10) and the
simulated MFPTs, withM(xk) = B(xk), are compared in Figure 2.5 for varyingκ.
Additionally we have tested our implementation by evaluating our scheme for con-
stant mobilityM = M(xmin). We observe that the simulated MFPTs for this mobility
are in very good agreement with the numerically integrated th oretical predictions of
(2.10). An important observation is that the simulated MFPTs for M(xk) = B(xk) are
significantly smaller than the MFPTs for the constant mobility (M = M(xmin)) for
the wholeκ range. The efficiency increases significantly for smallκ (or largeκ−1, see
Figure 2.5). Since the contribution of the stochastic term is proportional toκ, it is a
clear indication that the incorporation of our new mobility, Mk = Bk ≈ H−1k , in the
deterministic part of (2.1) allows for a much more efficient crossing of energy bar-
riers. This finding is important, since one could think on befor hand that the effect
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Figure 2.5: Mean first passages times (MFPTs) of the double-well potential, calculated
for different noise amplitudes. The plusses (+) are the MFPTs calculated by numerically
integrating the analytical expression (2.10), with constat mobility M= H(xmin)−1. The
MFPTs found by our scheme (2.1) using a constant H(xmin)−1 (∗) and space dependent
Bk (◦) are shown as well. The step size∆t = 0.01.
of different mobility is rather small in one dimension, whereM is a scalar variable.
In particular, usingM = H−1(xmin) or M = B(xk) in equation (2.1) gives rise to the
same update for the deterministic part, apart from a space dep n nt pre-factor. For
higher dimensional energy surfaces, the search direction itself will play an impor-
tant role. We have earlier noticed that, apart from the pre-factor, the deterministic
part of (2.1) forM = M(xmin) is analogous to the update in the standard steepest
descent method, independent of the dimensionality of the system. From transition
state theory for chemical reactions it is well-known [43] that the QN method is much
better suited for locating saddle points or transition states than the steepest descent
method. Hence, we expect that especially for high-dimensional systems the choice
Mk = Bk, related to the QN method, will lead to an improved sampling compared
to Mk = M(xmin), that is related to the steepest descent method. In conclusion, we
expect a further reduction of the transition times (or MFPTs) for the new method and
largeN.
We have omitted error bars in Figure 2.5 and calculated the standard deviation of the
MFPTs of the simulations. We found that the ratio of standarddeviation to the mean
is around one for each of the mobility tensors. This indicates that the MFPTs are
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exponentially distributed.
2.3.3. The update scheme for mobility
Finally, we turn to our update scheme forM(xk) = Bk and consider how our procedure
to maintain positive definiteness affects the sampling and efficiency. In particular, we
only use the DFP update forBk+1 if the Wolfe conditions are satisfied, otherwise
Bk+1 = Bk. The particular potential surface, the one dimensional double-well po-
tential Φ(x), H−1(x) (only for positive values) and the averageB as a function of
Cartesian co-ordinatex are combined in Figure 2.6. Since we again consider the one
dimensional potential, all functions have scalar values, and we use the values from
the many simulations that were carried out for the calculation of the MFPT. Here and
further on, all averages are calculated by a binning routine. For each bin, the average
is calculated over allB(x) within the bin.






































Figure 2.6: The double-well potential (solid line), the analytical inverse Hessian
(dashed line) and calculated average mobility (dotted line) for κ = 0.2 and∆t = 0.01.
In the convex region, whereH (and thusH−1) is positive, our update scheme clearly
yields a good approximate forH−1, as expected by virtue of the DFP method. Only
close to the initial valuea the averageB is less accurate. This is due to the initial
guessB0 = I and build-up of curvature information. In the concave region, H−1(x) is
negative, and hence there is no update in this region, i.e.M(xk+1) = Bk+1 = Bk. The
mobility remain unchanged as long asx lies in the concave region. Only when the
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update crosses over to a convex region again, the mobility isupdated. We refer to the
boundary limit the region, where the DFP update is accepted or rejected as the cross-
over pointxc. By virtue of our method the location of this cross-over point depends
on the noise amplitude and the temperatureT. We determine the averageB(xc) = Bc
value both numerically and by a simple theoretical estimate. Considerxk = xpre in
the convex region andxk+1 = xpost in the concave region, andx∞ the inflection point,
i.e. the location whereH = 0. To determinexpre we consider the following equation
(∆x)2 = (xpre− xpost)2
= 4(xpre− x∞)2, (2.11)
where the latter equation is obtained by usingxpre = x∞ − 12∆x. Equation (2.11) can


















  ←∆ x→  
xpre x∞ xpost
Figure 2.7: Analytical inverse Hessian (dashed line) and the calculated verage mobil-
ity (dotted line) withκ = 0.2 and∆t = 0.01. In addition we include a schematic view of
xpre, xpost and the asymptote at x= x∞, used to estimate the mobility when the Hessian
H is negative. The actual position of xpre and xpost depends on the noise amplitude.
be rewritten as
4(xpre− x∞)2 = κH−1(xpre)∆t, (2.12)
which becomes a simple fourth power equation, sinceH(x) is a quadratic function
in this special case. BecauseH(x) andx∞ are known, equation (2.12) can easily be
solved analytically, which gives the theoretical value ofxpre. We compare the the-
oretical estimateH−1(xpre) and the numerically obtained averageBc in Figure 2.8.
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Since we consider the averageBc, we loose information about the individual simula-
tion pathways. In particular, some pathways cross the inflection point multiple times
before reaching the topb, and as a result the location of the cross-over point, and
hence the value ofBc, varies in time. We try to include these details in the averaging
procedure by distinguishing betweenall pathways and pathways that cross the in-
flection point onlyonce(to be called first-time passing in the remainder). The dotte
line in Figure 2.8 shows the averageBc after first time passing only, and the dashed
line shows the averageBc using all simulated pathways. As expected, the value of
Bc after first time crossing is smaller than the value ofBc using all pathways, and for
all graphs the value ofBc increases with decreasing noise amplitudeκ. This behavior
can be explained. First of all, one should realize that theaveragedistanceh between
the cross-over and the inflection point is determined by the average stochastic contri-
bution to the search direction, and therefore by the noise-amplitude in the stochastic
term in (2.1). The distanceh will decrease for decreasingκ (or increasingκ−1), and
sinceH−1 is a monotonically increasing function in this interval, the constant value of
Bc will increase (see the relevant figures). Pathways that cross back from the concave
to the convex region are more likely to also sample the interval between the first-time
cross-over point and inflection point, and subsequently thepositive definiteBc is
higher on average, following the same arguments. We observethat all graphs in Fig-
ures 2.8 follow the same trend and are therefore equal, except for a scaling factor. We
see that our choice for the mobility-update in the concave region results in a constant
mobility Bc, with an average value that increases with decreasingκ. This is a conve-
nient property in general, since high mobility or equivalent low friction gives rise to
an acceleration of the scheme, and smaller residence times in this part of the energy
potential landscape. Although the potential energy surface is different, this finding
explains the oversampling of the maxima and undersampling of lower regions after
a finite number of simulations steps, when compared to the theoretical Boltzmann
distributionNexp (−Φ/kBT) in Figure 2.2 (forκ = 1). For a decreased tempera-
ture or noise amplitude, the regions associated with low Boltzmann weights become
even more pronounced, and standard Monte Carlo (MC) methodsexperience a criti-
cal slowing down and very long transition times. Multicanonical ensemble methods
have been developed to enhance the behavior in these regions, by manipulating the
sampling distribution [44]. In our method, however, the distribution itself is left un-
changed, and does not have to be calculated explicitly. Withdecreasing temperature,
the approach of the inflection points is slowed down (see Figure 2.5), but crossing
this point is followed by ’tunneling’ through these regionsdue to particular features














Figure 2.8: Comparison of the analytically estimated mobility H−1(xpre) (solid line)
with from simulation obtained Bc for the mobility in the concave region of the double-
well; the average Bc after passing the inflection point (dashed line) and the averg Bc
after the first time passing the inflection point (dotted line), with∆t = 0.01.
of the update scheme.
To be complete, we have also considered the properties of ourscheme (2.1) for the
potential energy surface with multiple extrema (see Figure2.1a). In Figure 2.9, we
compare the analyticH−1(x) for this potential energy surface and the averageB for
two different temperatures:κ = 0.2 and 1. We observe that the averageB associ-
ated with the lower temperatureκ = 0.2 is a very good approximate of the (analytic)
inverse Hessian in the convex region, and almost constant outside this region. This
finding is very well in accordance with the double-well case.We also observe that
the large energy barriers in the potential energy surface cannot be overcome for this
relatively smallκ. For higherκ, the scheme samples the whole intervalx ∈ [0, 1],
which can also be observed from the simulated distribution in Figure 2.2. The av-
erage mobilityB, however, appears to be noisy. At first this may seem surprising,
as the DFP method is known to approximate the actualH−1(x) in one step for a
1D functionΦ(x), if Φ(x) is a (nearly) quadratic function. Moreover, the (almost)
constant valueBc in the concave part of the landscape is higher forκ = 1 than for
κ = 0.2, which seems in contradiction with the conclusion drawn for the double-well
potential. Looking atB = B(x) in somewhat more detail, we may considerB a super-
position of low and high frequency contributions. The shapeof this low frequency
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contribution is very similar to that of the inverse Hessian in the convex region. In
the concave region, it is a constant. Hence, we conclude thatthis contribution can be
associated with the part of the pathway where the matrixB is frequently updated, and
the DFP scheme provides a good approximateB of the actualH−1(x). The high fre-
quency contribution gives rise to a shift of the averageB towards higher values, when
compared toH−1(x). A similar shift in the direct vicinity ofxpre can be observed
for the double-well potential in Figure 2.7. Although thesesimulations were stopped
when the pathway reached pointb and here multiple extrema are sampled instead,
the origin of this overestimation is the same. Due to the random isplacements, the
update can hop between convex and concave regions in the vicinity of the cross-over
point. SinceB in the concave part is taken as the value of thelastpositive definite up-
dateBlast, an update that hops back to the convex region at stepk usesBlast to update
Bk+1. Consequently, the calculation of the averageB(x) in the vicinity of the cross-
over point includes a number of valuesBlast that may be inaccurate approximates of
the inverse HessianH−1(x). Moreover, the values associated with these last updates
are likely to be higher (on average) than the actual inverse HessiansH−1(x) (see also
the previous discussion for the double-well potential using o ly first-time passages
and all pathways). Since the range of the random displacements scales with the noise
amplitude, the affected range ofB(x) is also larger for largerκ. This explains the
superposition of two contributions with a different character. This overestimation is
observed in the whole range ofΦ(x) and is due to the fact that the wells in Figure
2.1a are not well separated. We conclude that only a part of the sampling pathway
is affected, and that the mobility in this part is artificially high. However, from the
comparison in Figure 2.2 we see that the Boltzmann distribution is well reproduced
by the numerical sampling, so the effect is rather minimal.
For 2D potential energy surfaces, the simulated distribution in Figure 2.3a has fea-
tures that are similar to the ones observed in 1D (see the section about the simulated
distribution of states), and we conclude that our choice ofMk is apparently also effi-
cient for sampling transition pathways forN = 2. We note that this is an important
finding, as forN > 1 pathways that cross energy barriers (maxima of the functio
Φ) can be avoided in favour of saddle points. The situation forhigher dimensional
systems (N > 2) will be considered in the next chapters.
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Figure 2.9: The multi-state energy potential (solid gray line), the analytical inverse
Hessian (thick solid gray line), with the average mobility Bk used in simulations. The
dots represent Bk with κ = 1 (large noise) and solid black line Bk with κ = 0.2 (lower
noise).
2.4. Conclusion
We already discussed in detail the similarities between ourdisplacement and the QN-
displacement. The drift term in (2.1) contains the approximate correlation matrixB
multiplied with the minus gradient of the energy potential∇Φ and dt. This expres-
sion is exactly the same as the displacement in the QN method.By only taking into
account−B∇Φdt and the DFP approach forB guarantees the descending property of
the method. Mathematically, the drift term guarantees quadratic convergence to the
local minimum. Physically, one immediately notices that−∇Φ is the force, sinceΦ
is an energy potential. IfB is the identity matrixI , the displacement contribution of
the drift term is exactly biased in the direction of the force( orresponds to the mathe-
matical steepest descent method). For a general diagonal matrix, the biased direction
is the force which magnitude is determined by the values of the diagonal. Using the




2kBT L(x)dWt contains the temperature and the decomposition
of the covariance matrix. The noise term has been obtained mathe tically by sat-
isfying the fluctuation-dissipation theorem. The temperature in the noise term deter-
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mines the shape of the distribution. If the temperature is low, the distribution function
will have sharply peaked maxima. The MFPTs have already shown that it can take
a very long time to cross an energy barrier if the temperatureis low. In the limiting
case energy barriers will never be crossed, forT = 0 the method becomes the stan-
dard QN-method and the method will be trapped in the nearest (local) minimum. If
the temperature is high, the noise term will dominate. The distribution function will
be flattened, which means that each state becomes almost equally likely to be visited.
Due to the high temperature the system is able to cross energyba riers and hop from
one minimum to another. Too high temperature makes it difficult to identify the min-
ima since there is no explicitly a favored state.
From the existing analytical expression for the MFPTs we alrady know that higher
noise intensities, equivalent to the temperature in our case, will cause shorter MFPTs.
We performed simulations to compare the numerical evaluation of the analytical ex-
pression for the MFPTs. Choosing the mobility as a constant gives us the same
results as the analytical expression. Using our correlation matrix as mobility, the
MFPTs are certainly shorter compared to the MFPTs obtained from a constant mo-
bility M = H−1(xmin) and thus implies a better performance of our method, based on
the the cycles needed to find the MFPTs. To be more accurate, weneed to consider
the arithmetical operations needed in each cycle. It is obvious that our method needs
more arithmetical operations in each cycle because of the update for the approximate
inverse HessianBk (o(n2)) and the Cholesky decomposition((n3)). In our one di-
mensional case, the MFPTs forM = Bk is roughly one order lower than the MFPTs
for M = H−1(xmin) for smallκ. Obviously the arithmetical operations in our sample
case is limited sincen = 1. For higher dimensionsn≫ 1, the arithmetical operations
may start to dominate if the performance of our method over thstandard method
does not improve as well. Existing knowledge of the efficiency of the QN and SD
method indicates that this may actually be the case. However, futu e will concentrate
on the use of limited memory methods for the iterative updates.
In short, our method combines the quadratic convergence of the drift part with the
properties of statistical thermodynamics in the noise part. The update of the mobil-
ity tensor in the one dimensional double-well case shows that the mobility is large
in concave regions of the energy potential. This corresponds with faster crossing
over energy barriers, i.e. less friction. In the convex regions, the mobility is lower,
corresponding to high friction. Hence, due to the constructed mobility the method
over samples regions which are more likely and under samplesregions which are
less likely.
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The temperature in our method has been kept constant during each of the simulations.
One can imagine that the method can be improved by using the temperature as the
tuning parameter of the system. For instance the temperaturmay be increased if the
sampling path is pinned to a certain minimum for a long time. An increased tempera-
ture can help the method to cross over a certain energy barrier. Adaptive temperatures
are a standard procedure in ’simulated annealing’ [45].
Additionally, improvement of the numerical performance may come along by chang-
ing the time step∆t, that was considered constant throughout this study. This directly
corresponds to changing the step size in a QN-method. A very common method is
using linesearch to determine the step size. Other improvements, with respect to the
DFP update scheme used here, are considered for larger dimensional systems and are




We report a new and efficient factorized algorithm for the determination of the adap-
tive compound mobility matrixB in a stochastic quasi-Newton method (S-QN) that
does not require additional potential evaluations. For onedimensional and two di-
mensional test systems, we previously showed that S-QN gives ris to efficient con-
figurational space sampling with good thermodynamic consistency (Chapter2). Po-
tential applications of S-QN are quite ambitious, and include structure optimization,
analysis of correlations and automated extraction of cooperativ modes. However,
the potential can only be fully exploited if the computational and memory require-
ments of the original algorithm are significantly reduced. In this chapter, we consider
a factorized mobility matrixB = JJT and focus on the nontrivial fundamentals of
an efficient algorithm for updating the noise multiplierJ. The new algorithm re-
quiresO(n2) multiplications per time step instead of theO(n3) multiplications in the
original scheme due to Cholesky decomposition. In a recursive form, the update
scheme circumvents matrix storage and enables limited-memory i plementation, in
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the spirit of the well-known limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-
BFGS) method, allowing for a further reduction of the computational effort toO(n).
We analyze in detail the performance of the factorized (FSU)and limited-memory
(L-FSU) algorithms in terms of convergence and (multiscale) sampling, for an ele-
mentary but relevant system that involves multiple time andlength scales. Finally,
we use this analysis to formulate conditions for the simulation of the complex high-
dimensional potential energy landscapes of interest.
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3.1. Introduction
The development of general-purpose methods for large-scalmolecular simulation
is an important scientific goal. The area of application is large and diverse, but one
may think of typical phase separation phenomena in hard and soft matter systems,
including particle cluster optimization, membrane formation, protein folding, mi-
celles and polymer dynamics. The magnitude of the challenges involved cannot be
underestimated, since in many chemical systems of relevanc, the starting point for
the model is necessarily atomic or molecular, while the emerging collective behav-
ior on long length and time scales - determining the relevantmaterial properties and
function - essentially is not. A prime example is protein-folding, where the char-
acteristic (length and time) scales associated with the smallest constitutive elements
(electrons or atoms) deviate many orders of magnitude from th se associated with the
co-operative motion of protein domains, such as beta sheetsor alpha helixes. Since
the simulated system evolution, or, alternatively, the sampling-rate on the complex
energy hypersurface, is dictated by thesmallestscale in the model description, this
co-operative motion remains inaccessible even on present-day supercomputers.
A common strategy to overcome some of these problems is by going from high to
lower resolution, i.e., by averaging over the smallest degre s of freedom. Our starting
point [46] is such a coarse-grained model, the general position Langevin equation
describing the Brownian behavior ofN interacting particles in the high friction limit,
written in Ito form as
dx = −B∇Φ(x)dt +
√
2kT BdW(t), , (3.1)
for a molecular potential energyΦ depending on the system statex ∈ R3N, with
Boltzmann constantkB, temperatureT andW(t) a multivariate Wiener process with
〈dWi(t)dWj(t)〉 = δi j dt. The standard mobilityB is constant and inversely propor-
tional to the viscosity of the surrounding medium. Typically, such a (Brownian)
dynamics model is simulated by an Euler scheme, over many, many time steps. The
time step is determined by the fastest modes in the coarse-grained representation, as-
sociated with the steepest gradients in the energy landscape, and hence the scheme
is again rather inefficient for slow modes associated with shallow gradients. Near
phase boundaries these systems suffer from critical slowing down (we borrow the
following arguments and notation from Dünweg [47]) due to the appearance of a
very long correlation times. In these conditions, the system exhibits large correlated
objects or ’critical clusters’ of typical sizeξ (the correlation length), which can be
made arbitrarily large by means of some control parameter. As a general feature
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very many configurations are easily accessible, since the typical energy to change,
create or delete such an object is, at most, of order of the thermal excitation energy
kBT. The key challenge in simulating these systems is that the physical dynamics is
usually local, whereas the collective behavior is not. The rearrangementon a larger
scale depends on the spread of information through the smaller scales (for diffusive
dynamics, with rearrangement timeτ ∝ ξ2) and thus consumes increasingly more
time for increasing object sizeξ. In other words: the hypersurface associated with
conformational (re)arrangement on a larger scale is relativ ly flat, and the dynamics
dictated by (3.1) slows down extremely due to it local nature, th constant mobility
and (almost) vanishing gradients. The system becomes increasingly soft and sluggish
- the true hallmark of soft matter.
Common strategies to circumvent the limitations in accessible t me and length scales
are based on selecting and updating large length scales withartificially high rates. In
molecular modeling of (bio)molecule dynamics, one often relies on enhanced sam-
pling via parallel tempering/replica exchange [48, 49], simulated tempering [50],
solute tempering [51], multicanonical molecular dynamics(MD) [52] and Wang-
Landau [53]. Others, like metadynamics [54] and hyper-MD [55], introduce a bias
on a small set of collective variables and recast the problemin terms of transition-
state theory. Our S-QN method can also be seen as a method for enhanced sampling
and (global) optimization [46]. Our focus here is its general applicability and on
the multi-scale features, in particular the multiplicity of time steps that isautomat-
ically introduced by including curvature-information of theunbiasedpotential en-
ergy hypersurface. Our approach is essentially a real-space generalization of existing
accelerated algorithms that use filtering for the separation of different length/time
scales [56–58]. This Fourier acceleration (FA) technique [47] attempts to renormal-
ize the characteristic times associated with different (Fourier) modes by using a mass
matrix as a preconditioner to the forces in the Fourier domain. As such, it enables
a multiplicity of time steps. Consequently, the determination of an appropriate mass
matrix is key to the success of this technique. The mass matrix should be posi-
tive definite (due to the appearance of a square root in the noise term), and is often
regularized to avoid problems associated with very small wave vectors. The renor-
malizing mass matrix can be determined analytically for a purely Gaussian model (a
quadratic potential), where Fourier modes completely decouple and the integration
can be carried out independently. For this model Hamiltonian, FA has indeed been
shown to completely eliminate critical slowing down [59]. For general Hamiltoni-
ans with higher order terms, different modes may becoupled, and preconditioning
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with this mass matrix can easily fail. In particular, it isa priori uncertain if FA will
work at all [60] and FA is also known to suffer from discretization artifacts [61]. We
explicitly note that following or (re)constructing the actual "physical" dynamics of
the system is not our purpose. In this sense, the S-QN method is very similar to FA
and many of the other methods on different levels of description that are aimed at
accelerated or enhanced sampling of energy landscapes. By construction, however,
the characteristics of large-scale dynamics and importantcorrelations will always be
directly accessible.
We first clarify the central idea of S-QN. For simplicity, we omit the spurious drift
term [46]. We consider one of the simplest systems possible,a Harmonic potential
Φ(x) = h2 x
2 (x ∈ R), with h (in J/m2) the force/spring constant. After introducing
a second differential equation for the adaptive mobilityB, the Langevin equation for
this system is given by [46]
dx = −Bhxdt +
√






B(0) = 1 (3.4)
We note that the second equation is only used for the purpose of illustration: in the S-
QN method, the constant inverse Hessian ofΦ, 1/h, is recursively determined using
QN methodology. From (3.2), it is clear that the initial behavior at t = 0 is thesame
as for (3.1), i.e., Langevin dynamics with a constantB = 1. In this stage, the noise is
decoupled from the energy landscape, and only the drift termacknowledges the local
gradients on the potential energy hypersurface. In the stationary state (B = 1/h),
however, (3.2) simplifies to





dW(t) stationary state (3.5)
We observe reversed roles: the drift term is no longer dependent on the gradient,
but the random displacement is strongly dependent on the gradient through the pro-
portionality to
√
1/h, and will therefore decrease in magnitude for increasingh. In
addition, depending on the value ofh, the drift term in (3.5) gives rise to an accelera-
tion (h < 1) or slowing down (h > 1) compared to (3.1), or, alternatively, an effective
scaling of the time by 1/h. More general, the method was designed to automatically
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apply dense sampling in narrow basins with steep gradients containing minima and
larger sampling steps in almost flat parts of the energy hypersurface where the gra-
dients almost vanish. The noise term facilitates the escapefrom basins [46]. This
differentiated sampling rate (for fixeddt) is obtained by acknowledging the topogra-
phy of the hypersurface via curvature information. Hence, effici nt incorporation of
proper curvature information is vital, and we previously showed [46] that the standard
QN framework for numerical optimization provides such methodology. In particu-
lar, for a constant time stepdt, the inverse Hessian is iteratively constructed by a
Broyden-Fletcher-Goldfarb-Shanno (BFGS) method using only gradient information
in subsequent sampling points. However, we recognize that for the target systems
involving multiple scales or, equivalent, largen, memory requirements and/or the
computational load can still become limiting for the applicat on of the S-QN method.
The Cholesky factorization, necessary for computing the noise term [46], represents
a considerable (∼ O(n3)) computational burden for each iteration. Storage may be-
come an additional burden, since severaln × n matrices should be updated and/or
stored at each step. Consequently, algorithmic improvements that leave the general
properties of the method unaffected but substantiallyreducethe storage and compu-
tational requirements are of great importance for the valueof S-QN as an efficient
general-purpose simulation method. Here, we focus on the derivation of such new
and efficient algorithms. Factorized QN methods using triangular mtrices have been
considered, but these methods were primarily designed to avoid positive semi-definite
or negative definite updates due to rounding errors, i.e., toenhance numerical stabil-
ity [33, 62]. Since our aim is different, i.e., to updateJ via a direct procedure, we
derive a factorized secant update scheme (FSU) forB+ of the Brodlie form [63]. The
same secant condition should now hold for theB+ = (I + vyT)B(I + vyT)T that is very
similar to the one introduced by matrixB = JJT andB is, by construction, positive
definite. We will show that this FSU scheme reduces the total cmputational costs to
∼ O(n2) for each iteration, which remains tractable even for largen. To further reduce
the requirements and avoid matrix storage, we cast FSU in a new recursive scheme
inspired by limited-memory BFGS (L-BFGS). The L-BFGS method was earlier de-
veloped [64] to address large-scale problems, and has the advant ge that the amount
of storage (and thus the cost per iteration) can be controlled by the user, while re-
taining good overall performance. Our limited-memory FSU (L-FSU) scheme stores
only three vectors of lengthn per iteration, and provides means to further restrict the
computational costs per iteration by limiting the number ofst red corrections (m) in-
corporated inJ (and thusB). The analogy between the QN and S-QN frameworks is





QN method BFGS L-BFGS
S-QN method FSU L-FSU
Table 3.1
illustrated in Table 3.1. This chapter is organized as follows: in the theory section, we
derive the factorized FSU and L-FSU scheme, and quantify howfurther reduction of
computational costs and storage is possible with L-FSU. In section 3.3 we consider
the performance of FSU and L-FSU for a set of coupled harmonicscillators. We
consider this system for simple reasons: a) the HessianH is analytically known and
the convergence properties ofBk, as determined by FSU and L-FSU, can be quantita-
tively analyzed, b) multiple time and length scales play a role in the dynamics of this
system, c) the system is a starting point for coarse-grainedprotein modeling. In the
analysis we focus on the convergence ofB→ H−1, the presence of cooperative mo-
tion along the sampling pathway and the sampling distribution at long time scales.
In particular, we focus on the eff ct of truncation (L-FSU) on these properties and
the determination of a good history depthm. We will shortly elaborate on additional
properties of the method, e.g., how the mobility can be used for introducing a mul-
tiplicity of time scales and the efficient and automated calculation of correlations in
local or global minima.
3.2. Theory
3.2.1. S-QN
The S-QN method is based on a new stochastic Langevin equation for generaln-
dimensional potentialsΦ given by [46]
dx = [−B(x)∇Φ(x) + kBT∇·B(x)] dt + √2kBT J(x)dW(t), (3.6)
whereJ(x) is related to the mobilityB(x) through
B(x) = J(x)J(x)T . (3.7)
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The new second term in the right hand side of equation (3.6) isthe purious drift term
or flux caused by the random force. The crucial ingredient of our S-QN method is
the mobility B(x) or, in the discrete form, then × n matrix B. We have previously
discussed that our choice for the mobility matrix is inspired by Newton methods,
i.e., H−1, the inverse Hessian ofΦ [46]. We relied on the BFGS standard in Quasi-
Newton numerical optimization for constructing a series ofp sitive definite matrices
Bk (with k the time index in the discretized Langevin equations), suchthatBk→ H−1
under specific conditions [46]. TheseBk constitute the adaptive compound mobility
matrix that responds to the energy landscape by a memory function. We note that the
(inverse) Hessian for the potentialsΦ considered in the examples section is always
a constant. Consequently, the spurious drift term in (3.6) is negligible for allBk
due to the closeness property and vanishes completely whenBk has converged to
the inverse Hessian. For simplicity, we have therefore disrega ded the spurious drift
term in the remainder. We validated this explicitly for the systems considered in the
examples section. The S-QN method and our new update algorithms for the mobility
are, however, not in any way restricted to this special case.In particular, the update
scheme for (3.6) in Appendix B.1 shows how the general case isonly a correction to
this special case, at the expense of additional costs.
We note that efficiency, i.e. avoiding the computation of the exact Hessian for large
n, is not the only reason for the choice of BFGS. In generaln-dimensional problems,
the Hessian can and will become negative definite or even singular in parts of the
energy landscape. This results in conditions forB that are principally equal to the
implicit condition for the mass matrix in FA:B shouldalwaysbe positive definite to
guarantee the existence ofJ in (3.7). When the secant condition is satisfied the BFGS
update method guarantees the construction of such a positive definiteB. Neverthe-
less, the sampling path will have to cross over concave and flat regions of the energy
landscape, and we need to somehow adapt the mobility in theseregions [46] (see in
the body of this Chapter). The most important feature of the general methodology is
that the mobilityB always exists and remains positive definite, since the DFP update
method constructs anapproximateinverse Hessian, even when the Hessian itself is
singular. This property is equivalent to the somewhat ad-hoc regularization in FA
methods, butautomatic. By using this non-singular approximation, sampling of the
longer wavelength modes associated with zero (and other very small) eigenvalues of
the Hessian is enhanced, hence the automatic scaling in our system. It is this prop-
erty that will allow one to introduce a multiplicity of time steps by taking differential
steps in different directions while maintaining thermodynamic consistency. Hence,
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the S-QN method bridges between general directed search methods such as QN and
random search methods such as Monte Carlo (MC) or simulated annealing (SA). The
QN method only ensures that the sampling path on this hypersurface is always in the
descending direction, and is therefore principallylocal. In particular, QN does not
sample according to a distribution. The update schemes in MC/SA incorporate global
hypersurface information only weakly in the form of rules for acceptance or rejection
based on a sampling distribution that favors configurationsx with lowerΦ(x) [20, 65].
A well-known drawback of this method is performance: for large systems (largen),
the random sampling and subsequent substantial increase ofth number of sampling
points or function evaluations can make these algorithms computationally intractable.
3.2.2. The factorized secant update scheme
As mentioned in the introduction, a factorized update scheme was earlier devel-
oped to circumvent problems with the positive definiteness of B due to numerical
errors [33, 62]. The method of Goldfarb updates a lower triangular matrixL to J̄,
followed by a decomposition of the matrix̄J into an orthogonalQ and a right trian-
gular matrixR, i.e., a QR factorization, to obtain the newL with J̄J̄T = B−1. Since
B−1 = LQTQLT = LLT , the next QN direction (∆x) can be determined by solving
LLT∆x = −∇Φ. Here, the particular reason for developing a factorized scheme for
the QN-matrixJ(x) is rather different. In particular, apart from the drift term
−B(x)∇Φ(x)dt = −J(x)J(x)T∇Φ(x)dt, (3.8)
such a scheme enables adirect calculation of the noise term
√
2kBT J(x)dW(t), (3.9)
without an additional Cholesky factorization of the matrixB. In the following, we
consider a discrete set of equations, with equidistant timesteps labeled byk (starting
from t = kdt = 0). In line with common practice in QN, the matrixBk (the approx-
imate of the inverse Hessian) is updated each iteration stepto obtain a new matrix
Bk+1 = Bk+∆Bk, with ∆Bk a correction matrix. Suitable conditions for incorporating
second-order information ofΦ in this new matrix should be formulated, and we use
the standard secant condition, based on expanding∇Φ in xk − xk+1 around the new
point xk+1 as a Taylor expansion
∇Φ(xk) ≈ ∇Φ(xk+1) + ∇2Φ(xk+1)(xk − xk+1). (3.10)
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The property thatB−1k+1 approximates∇2Φ(xk+1) is equivalent to the secant condition
given by
Bk+1yk = Jk+1JTk+1yk = sk, (3.11)
wheresk = xk+1 − xk andyk = ∇Φ(xk+1)−∇Φ(xk). Other properties thatBk+1 should
inherit from Bk include symmetry and positive definiteness. Unlike in standard QN
these properties ofBk+1 are automatic, since the productJJT is always symmetric
positive definite for non-singular matricesJ ∈ Rn×n. To determine auniqueupdate
Jk+1, we have to impose an additional condition onJ. From all matricesJ that satisfy
the secant condition (3.11), we determine the one that isclosestto Jk in some sense
(see below), such that useful information stored inJk is not lost in the update. The
proximity condition, giving rise to a uniqueJk+1, is casted into
min
Jk+1
||Jk+1 − Jk|| (3.12)
Jk+1vk = sk (3.13)
JTk+1yk = vk. (3.14)
where the last two equations express the secant conditions on Jk+1. The convergence
property of J is hereby satisfied: if all curvature information is stored in Jk, it is
automatically inherited byJk+1 = Jk . There exist a nonsingularJk+1 satisfying
(3.11), if and only if the curvature conditionsTk yk > 0 holds. When|| · || is the
Frobenius norm, the solution to (3.12) and (3.13) is even unique andJk+1 is given
in terms of vectorssk andvk. The uniqueness and existence proof is analog to the
proof [33] given for
min
J̄k+1
||J̄k+1 − Lk||, (3.15)
whereLk is a lower triangular matrix, with the secant condition onB−1k+1 = J̄k+1J̄
T
k+1.
We note that the lower triangular matrixL in this scheme was chosen for convenience:
the relation for the update∆x, LLT∆x = −∇Φ, is easily solved for suchL by forward
and backward substitutions. Here, we want the updateJk+1 in closed form (in terms
of sk andvk) instead, because this allows us to cast the scheme into a recursive form.
In the next section we show how this recursive scheme can be exploited for limited-
memory purposes. Using equation (3.14),vk can be determined (see appendix B.2)
andJk+1 is given by
Jk+1 = Jk +
αkskyTk Jk − α2kJkJTk ykyTk Jk
yTk sk
, (3.16)








We can take the square root ifyTk sk > 0, the curvature condition, assuring the positive
definiteness of the QN-matrix. In particular, we consider the positive root ofαk for
which Jk+1 is minimal in (3.12). We note that, in order to enhance the sampling of
the potential energy hypersurface in concave or flat regions, we avoid the usual back-
tracking algorithms and use a constant increment dt instead. Gradient information is
therefore always only calculated once during each update. It is essential to have a
good strategy when the curvature condition is violated. In such case, we updatesk
andyk but keep the matrixB fixed, i.e.,Jk+1 = Jk, to ensure positive definiteness. As
a trade-off, the secant conditionBk+1yk = Bkyk = sk is not necessarily satisfied. How-
ever, since the next step is eff ctively a re-initialization of the scheme withJ0 = Jk,
the secant condition is restored in stepk+ 2 and can be disregarded at stepk+ 1. We
refer to our previous work [46] and the discussion section for m re details on this
particular choice.
We conclude that the factorized secant update (FSU) of (3.16) gives rise to a di-
rect calculation of the drift (3.8) and noise (3.9) terms without further factorizations.
Since the FSU update forB is equivalent to the update obtained from the Davidon-
Fletcher-Powell (DFP) method of the convex BFGS family (seeappendix B.2) we
shortly review some general properties of DFP for a quadratic objective function
such as Equation (3.21). Fletcher and Powell showed that, for a non-singular Hes-
sian H, the matrixB converges toH−1 and xk finds the minimum ofΦ in exactly
n steps ifexact line searches are used [66]. The proof is based on showing that
sk (k = 0, ..., n − 1), with step sizeαk selected based on exact line searches, are
linearly independent eigenvectors ofBnH with eigenvalue unity (in other words,k
k = 0, ..., n− 1 is an basis forRn andBnH = I ). In reality, exact line searches are sel-
dom used. They are considered inefficient, as often very many costlyΦ-evaluations
are required for the determination of the QN step sizeαk in each iteration step. The
preferred backtracking algorithms [21] are less efficient in terms of convergence, but
the number ofΦ-evaluations per iteration is also considerably reduced. In our pro-
cedure backtracking was not considered for various reasons, and the number ofΦ-
evaluations per iteration step is further reduced (to one).Returning to exact line
searches [66], the updateBk+1 = Bk + Ak + A′k consists of two rank-one contribu-
tions toBk. The first contributionAk ensures that the secant conditionBk+1yk = sk is
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always satisfied, or, alternatively, thatsk is an eigenvector ofBk+1H with unit eigen-
value. The second contributionA′k deals with the convergence ofB to H
−1, and one




k. For an inexact or constant step size the vectorsk is
in general not orthogonal togk+1 = ∇Φ(xk+1) and, consequently, the build-up of in-
formation ofH−1 in A′k will be (much) slower. We note that the noise in Equation
(3.20) adds a ’random’ displacementd o the QN-update, and thisd is likely to also
contain displacements orthogonal togk+1. For general inexact line searches, the up-
date can be seen as successive rank reduction and rank restoration [67]. The first step
Ak always reduces the rank ofBk by one. The second stepA′k restores the rank to the
rank of Bk and gives rise to a positive-definiteBk+1, all provided that the curvature
conditionyTk sk > 0 is satisfied. The differenceBk+1 − Bk is a symmetric matrix of
rank at most two, with column and row spaces spanned bysk andhk = Bkyk. A rank-
two update is obtained only for linearly independentsk andhk; otherwise the update
is of rank one [68]. Davidon [69] showed that the generalizedeigenvalue problem
Bk+1z = λBkz hasn − 2 unity eigenvalues and 2 eigenvalues that may differ from
1. These eigenvalues can be determined analytically as a function of a = yTk Bkyk,




k sk [68, 69].
However, when minimizing a system of sizen, the computational and storage costs
may still be impractical for largen. In the next section we therefore propose an
efficient implementation of FSU, which leads to a reduction of the n2 storage andO
(n2) manipulations of the scheme described in Equation (3.16).
3.2.3. Recursive limited-memory update
Limited memory methods in the Broyden family are in general based on truncating
the history in the iterative update schemes for the approximate Hessian or inverse
HessianB. The direct advantage is in storage: at iterationk only a fixed numberm
(the history depth) of vector sets is stored, instead of the linearly growing number of
sets (∼ k) in the FSU update scheme. In particular, fork > m the oldest informa-
tion contained inB is discarded and replaced by the new one. Although one could
intuitively expect this truncation to affect the performance of the method, numerical
evaluations show that this procedure for BFGS (the L-BFGS method) gives rise to
good convergence properties in practice, even for small[64]. A theoretical under-
standing of this property for general cases is still lacking.
In appendix B.4, we provide the details of a recursive schemethat is suited for both
FSU and limited-memory FSU (L-FSU). The strategy is to avoidthe use of expensive
matrix-vector products by loop unrolling. Instead ofn2 storage for the matrixJ
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in Equation(3.16), this scheme requires storage of three vectors {sk, yk, hk}, each of
lengthn. For L-FSU, this results in a total storage of 3mn, with m in general small
(see appendices). The starting matrix for the limited-memory updates,J0, can be
freely chosen, but should reflect the discarded informationfor the problem at hand.
A standard choice is the same initial value forJ0 as considered for FSU, i.e.,J0 = I ,
but scalingJ0 = γkI with
γk = yTk sk/‖yk‖2 (3.18)
was identified a simple and eff ctive way of introducing a scale in the algorithm and
improving its performance [64]. However, the analysis and the numerical examples
(see next section) useJ0 = I . Just like in the L-BFGS the starting matrixJ0 can be
freely adjusted in our scheme during the iterative process.
In contrast to FSU, one should take special care when the update is temporarily stalled
due to a violation of the curvature conditionsyTk sk > 0. The limited-memory algo-
rithm employs a shifting window ofm vector-triplets{y, s, h} to update theB matrix
at eachk step, starting from the initial conditionJ0 = I (all eigenvalues= 1). Since
the update scheme is of rank two at most, a maximum of 2m eigenvalues ofB will
deviate fromλ = 1 (see also previous section) atany stage of the simulation. All
local-curvature information, or, alternatively, information about the different modes
in the system, is contained in the eigenvectors with eigenvalue λ , 1. The history
contained in this window may stretch over a much longer rangethan simply antici-
pated from the recursive schemes, sinceB is not always updated. For the sake of the
argument, we supposek = k̄ ≥ m when the curvature condition is first violated and
that the second violation takes place after an additional number of steps≥ m. The
general case is more involved but straightforward. In appendix B.3 we have shown
that, in order to satisfy the secant condition at all times, adaptedVk based oñh in-
stead ofh are required afterm updates. Upon updatingB at stepk̄ + 1, one option
is to disregard the information contained inB and restart the L-FSU scheme with
J0 = I , since by definition this information can be restored inm steps. As in FSU
(see section 3.2.2) one can also see the next step as an effectiv re-initialization of
the scheme withJ0 = Jk̄, based on the logic that especially for largem the matrixJk̄
contains valuable Hessian information. In the latter case,on can either store then×n
matrix Jk̄ or build Jk̄ recursively from its particular window of past vector-triplets (a
maximum ofm). In both cases, the use ofJk̄ introduces additional memory and/or
computational requirements. The secant condition is restor d in stepk̄ + 2 and can
be disregarded at step̄k + 1. Whatever restart method is most efficient depends on
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the values ofm andn. For bothJ0, however, it is important to note that the L-FSU
scheme should not truncate during the firstm step, i.e., L-FSU and FSU after restart
are equal andVk based onh should be considered in the update.
We shortly analyze the computational load by considering the total number of el-
ementary operations for one update cycle equation (3.6). Asa reference, the FSU
update (see equation (3.16)) requires 4n2 multiplications (first calculateJTk yk and
reuse this vector in the update). Calculating the drift partdirectly from JkJTk ∇Φ re-
quires 2n2 multiplications. A total ofn2 multiplications are needed for the noise part
JkdW. Summing all up, the total number of multiplications using the FSU update is
7n2. In the recursive L-FSU update scheme, 10mn+ 2n and 2mn+ n multiplications
are required for the calculation of the drift and noise term,respectively (see appendix
B.4 for details). A total of 12mn+ 3n multiplications is therefore required for the L-
FSU update. A conclusion from this simple analysis is that L-FSU is more efficient
than the FSU update scheme, in terms of computational as wellas memory costs for
m ≤ n/2 and definitely better than using Cholesky decomposition. Si ce memory
and computational constraints are typically problematic for largen, this is a much
desired property.
3.3. Results and discussion
In the following examples, we have discretized equation (3.6) into
xk+1 = xk + ∆xk, (3.19)
∆xk = −J(xk)J(xk)∇Φ(xk)∆t +
√
2kBT J(xk)∆W. (3.20)
using an explicit Euler scheme. HereΦ = Φspring is a harmonic potential, describing




(xi,i+1 − 1)2; (3.21)
andxi,i+1 = |xi−xi+1| the distance between particlei andi+1. For simplicity, we have
set the equilibrium distance and spring constants to unity.We note that the considered
model is related to the well-known Rouse model in polymer dynamics, which we can
obtain by taking a spring constant 3kBTb−2, with b the Kuhn segment length, and a
vanishing equilibrium length in equation (3.21) and constat mobility B = JJT = ζ−1
in equation (3.20), whereζ is the friction coefficient due to the surrounding medium.
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Although our one-dimensional (1D) particle-spring systemseems trivial at first sight,
it possesses many features, in particular critical slowingdown, that are present in
non-trivial models, which automatically require simulation. An clear advantage is
that the analytic HessianH is easily calculated, andH can thus be directly compared














which is singular. The kernel or null-space ofH, Null(H), is spanned by then-
dimensional vector1 = [1 . . . 1]T , corresponding to the translational invariance of
the energy potentialΦspring, i.e., the insensitivity of the potential to a translation of
the string of particles as a whole. An equivalent Gaussian model was analytically
considered by Dünweg [47], who derived it from the well-known Landau-Ginzburg
Hamiltonian by omitting theφ4 term. Dünweg showed that the correlation times of
longer-wavelength modes (smallerp) become increasingly large. With an increasing
length-scale, the system therefore becomes increasingly soft or - correspondingly -
increasingly sluggish.
We concentrate on three features: 1) the similarity betweenBk and the inverse Hes-
sian, 2) the sampling performance, and 3) the sampling distribution.
3.3.1. Comparison of the adaptive mobility to the inverse Hessian
One consequence of the singularity of the Hessian is that a direct comparison between
H−1 andBk is impossible. We can use theg neralizedinverse matrixH− [70], that
exists for anyH such thatHH−H = H, but for a singular matrix it will not be unique.
In particular, for any given generalized inverseH−, the class can be generated by
H− +U −H−HUHH− with U any arbitrary matrix. For a non-singularH the inverse
is unique andH− = H−1. The adaptive mobilityBk itself is positive-definite by
construction, and the inverseB−1k can be obtained inO(n
3) operations. However,
we circumvent the additional inversion at each iteration step k, and focus on the
properties ofBk itself, starting with the eigenvalues ofBk. Rates of convergence can
be determined from‖HBkH − H‖F, the Frobenius norm, asBk itself may converge
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to any member of the class of generalized inverses ofH. In the discussion we show
that for the considered system it is in principle possible touseBkH − I instead. In
addition, we deal with the singularity ofH by constraining the system. The first and
rather crude option is to reject displacements associated with Null(H) in the update
of Bk, by applying an affine translation after each step such that the chain’s center
of massck+1 = c(xk+1) =
∑N
i=1 xi is always reset to the initial valuec0. A better
option, that resolves the singularity itself, is to regularize the system by adding a
penalty function containingc(x) to the harmonic potential in equation(3.21). First,
we evaluate the properties ofBk for the unconstrained case. Consequently, we relate
the eigenvalue spectrum for thisBk to the eigenvalue spectrum of the regularizedH,
using elementary linear algebra.
For a quadratic potential, the build-up of information inBk is independentof the
variables∆t andkBT in equation (3.20), as long asBk is updated (yTk sk > 0) for each
k. Moreover, this process is insensitive tox0, the initial state in equation (3.20). For
these reasons, the spectral properties and rates of converge c ofBk considered in the
next subsections are universal. The sampling pathway itself depends on the values of
kBT and∆t, as well as the initial state, and should be chosen with care.In particular,
we have selectedkBT = 0.01 in Figures 3.1-3.5. For the results shown in Figure 3.1
and 3.3∆t = 0.0001 and∆t = 0.01 for Figure 3.2 . In Figures 3.4 and 3.5 we chose
∆t = 10−6 since a small time step promotesyTk sk > 0.
3.3.1a. FSU
We focus on the convergence ofBk, obtained by FSU, for the spring potential (3.21)
using (3.20). We first consider the eigenvalues of the mobility matricesBk (we omit
k dependence for simplicity of notation). Multiple length and time scales should play
an important role in systems with a larger number of degrees of freedom, and we start
with n = 100. The simulatedk-evolution of the eigenvalue spectrum ofB is shown
in Figure 3.1a. It is clear that the eigenvalues, apart from the extremes, approach a
constant value with increasingk within the limited time of simulation (20000 steps).
The largest (smallest) eigenvalues continue to increase (decrease) with increasingk:
focusing on the maximumλmax this increase is approximately linear withk. Visual
inspection of the spring dynamics (see next section for details) shows a dominant
and random movement of the spring as a whole at laterk stages, signaling that the
smallest eigenvalue of theinverseof the non-singularB indeed converges to zero
with increasingk (or alternatively,λmax → ∞ for B). Force contributions along the
eigenvector1, the null-space ofH, will thus be amplified with increasingk, leading
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to the dominance of coordinated but diffusive movement of the string at later stages.
Figure 3.1b shows the eigenvalue spectrum for a system with asmaller number of
degrees of freedom (n = 27) and is qualitatively very similar. From a compari-






















(a) Spectrum vs iteration index k for n= 100
























(b) Spectrum vs iteration index k for n= 27
Figure 3.1: Eigenvalue spectrum of the mobility matrices constructed by FSU for the
spring potential. The insets in (a) and (b) display the evoluti n of the largest eigenvalue.
son between both spectra we observe that the time scale at which most eigenval-
ues approach constant values depends on the number of degrees of fr edomn. We
quantify the simulated rate of convergence further by considering the evolution of
‖HBH−H‖F (Figure 3.2a) and the scaled norm (1/n2)‖HBH−H‖F (Figure 3.2b) for
varying n = 10, 20, ..., 100. Since the Frobenius norm sums over all elements of the
n× n residual matrixHBH− H, the scaled norm in Figure 3.2b provides the average
residual per matrix element. From Figure 3.2, we observe that for all consideredn
the matrixBk converges to a generalized inverseH−, within certain error bounds, and
that the residual norm has a typical S-shape. In the initial sages, the FSU scheme
starts updatingB0 = J0 = I (all eigenvalues= 1) if and only if the curvature con-
dition is satisfied. Focusing on selected simulations shownin Figure 3.2, we indeed
observed that either one or two eigenvalues become, 1 after each update. In addi-
tion to these two eigenvalues, all other eigenvalues, 1 are adjusted in each update.
All eigenvalues are therefore, 1 for k ∈ [n/2, .., n] steps. From Figure 3.2b, we can
identify this process as the first smooth and slowly decreasing part of the S-curve
that terminates in a plateau value after approximatelyn steps. The second stage, the
noisy plateau region, deals with correction and further build- p of linear independent
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curvature information via newsk andhk. The plateau value of the residual norm itself
seems independent ofn (Figure 3.2a). This plateau could be seen as an exited state
with a lifetime Tn that depends on the dimensionalityn of the system. From theTn
vs n plot, shown as insets on a log-log scale in Figure 3.2a , we detrmined the life
time asTn = 0.05n3. The noisy plateau region terminates via a drop, signaling that
the construction of a (generalized) inverse HessianH− becomes completed. The con-


























































































||HBkH − H||F vs iteration index k for
various n
Figure 3.2: Rate of convergence of the mobility matrix Bk to the generalized inverse
Hessian H−1 for n = 10, 20, 30, ..., 100 . For all cases the initial guess B0 = I, as a
result the residual norm at k= 0 increases with n. The inset in Figure 3.2a shows the
plateau length Tn vs n in a log-log scale.
Figures 3.1 and 3.2 forn = 27, we find that prior to the drop most intermediate eigen-
values have almost reached their final and constant value (Figure 3.1 ). The drop at
k ≈ 1000 (Figure 3.2) corresponds to the convergence of alln−2 eigenvalues to con-
stant values, although small fluctuations around these values can be observed at later
stages. Only the two extreme eigenvalues are still increasing (λmax) and decreasing
(λmin) for k > 1000. The fact thatλmin andλmax do not level off with increasing
k shows that the condition number ofBk increases withk and is consistent with the
rank-two nature of the update scheme. Moreover, these eigenvalues are inversely pro-
portional to the extremes forH, corresponding to the fastest and slowest modes in the
system. This observation is consistent with the simple analysis in the discussion sec-
tion, which anticipated that the relaxation rates associated with the slowest (fastest)
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modes is increased (decreased) with respect to standard Langevin dynamics (Bk = I ),
respectively. Forn = 100 the instantaneous drop occurs atk ≈ 50000 (Figure 3.2).
We conclude that the earlier observation, i.e., alln− 2 eigenvalues have converged at
k = 20000, is not strictly valid. Close re-examination of Figure 3.1 shows indeed that
the one but lowest eigenvalue has apparently not converged at k = 20000. Also for
n = 100 most intermediate eigenvalues have (almost) reached their s eady state value
for rather smallk.
3.3.1b. Regularization
A non-singularH̃ is obtained for the constrained potential given by
Φ̃ = Φ + Φcom, (3.23)
with Φcom = (ck−c0)2 andck = c(xk) =
∑N
i=1 xi . Adding this term to the potential has
the effect of conditioning the eigenvalues. We focus on the smallest system from the
previous section,n = 27, for illustration purposes. The eigenvalues ofB̃ obtained by
FSU (not shown here) level off to constant limiting values for increasingk (k > 1000),
including λmax that is now bounded. Owing to the non-singularH̃, we can directly
compare the steady-state eigenvalue spectrum ofB̃ t the analytic spectrum for̃H−1.
In addition, we can compare this analytic spectrum to the steady-state eigenvalue
spectrum ofB itself (see Figure 3.1b). Linear algebra provides the toolsfor such a
direct comparison, in terms of an expression for the change ieigenvalues of a matrix
when a rank one matrix is added. Letu andv be twon-dimensional vectors andu an
eigenvector of then× n matrix A. The eigenvalues ofA+ uvT are then given by:
σ(A+ uvT) = {σ(A) \ λu} ∪ {λu + uTv}, (3.24)
whereλu is the eigenvalue from corresponding eigenvectoru. Taking A = B−1,
u = [1 . . . 1]T andvT = [2 . . . 2], and thusuvT equal to the Hessian ofΦcom (Hcom),
we can directly compare the spectrum ofB−1 + Hcom to the analytic spectrum of̃H.
For consistency, we plot in Figure 3.3 the inverse of the eigenvalues calculated using
this relation. We note for completeness that the eigenvalueλu in equation (3.24) is
the previously mentionedλ−1max of B. From the spectra in Figure 3.3, we observe
that the smallest eigenvalues ofB (+, k = 10000) andB̃ (◦, k = 2000) coincide,
while the largest eigenvalues deviate considerably. The eight largest eigenvalues of
B are increasingly exceeding the ones forB̃, and we note that the highest eigenvalue
(λmax ≈ 351) of B even exceeds the chosen vertical axis limit. Conditioning the
eigenvalue spectrum by the penalty functionΦcom in equation (3.23) thus only acts on
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analytical inverse Hessian of Φ̃
mobility of simulation with Φ̃
mobility of simulation with Φspring
rank one modification on +
shifted to initial COM
Figure 3.3: Comparison of the eigenvalues of the analytic inverse Hessian and the
mobility matrix as constructed by FSU for the constrainedΦ̃ andΦspring.
the smallest eigenvalue ofH ∼ B−1, as could be expected. Comparing the spectrum
of B̃ (◦) and the analytic spectrum for̃H−1 (·) shows that they coincide in detail. We
conclude that forΦ̃, FSU constructs a perfect approximate of the inverse Hessian
starting fromk ≈ 1000. Finally, we used the relation (3.24) to project the spectrum
of B onto the analytic values for̃H−1 (). From the perfect match, we conclude
again thatB−1 is an accurate approximate ofH, in particular at the considered later
k-stages (k = 10000). Finally we carried out an additional FSU simulationf r the
unconstrained potentialΦ. After eachk update, the chain center of mass is reset
to the original position by an affine translation. The eigenvalue spectrum (denoted
by large+) coincides with the analytic values, and we conclude that even with this
ad-hoc regularization procedure FSU generates a very accurate inverse Hessian.
3.3.2. L-FSU
From numerical evaluation on a range of test problems, L-BFGS is known to be
an efficient general-purpose method for determining optimal solutions in nonlinear
problems, i.e.,x′ such thatΦ(x′) is optimal, even for relatively smallm [64]. L-BFGS
is therefore the most popular member of the (convex) Broydenfamily of limited-
memory methods, but the performance of L-DFP is known to be comparable [71].
As far as we know, some properties, like the convergence ofBk to H−1, have not
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been considered in detail. The convergence to optimal solutions suggests that at least
some Hessian information is stored inB. The important issue considered here is
which, and how much, Hessian information is stored inB, and whichm is optimal






















(a) ||HBkH − H||F vs iteration index k, where























(b) ||HBkH − H||F vs iteration index k,
where Bk is obtained by L-BFGS for m=
2,4, 5,15, 20 and50.
Figure 3.4: Comparison of the rate of convergence of the mobility matrixobtained
by L-FSU and L-BFGS with various mto the generalized inversefor n = 30 and the
spring potential. The first m updates updates of Bk in L-FSU and FSU coincide and the
deflection point is decreasing with increasing m.
small (2, 4 and 5) to larger values (15, 20 and 50). Figure 3.4a shows the (unscaled)
residual norm as a function ofk andm. For all m, the norm in the initialm steps is
equal to the FSU norm (see Figure 3.2). Starting fromk = m, older information is
disregarded in favor of new information. For smallm (m= 2, 4, 5), the residual norm
is observed to oscillate around a constant value that is roughly equal to the residual
norm of Bm. The effect of truncation is more distinct for largerm and gives rise to
large oscillations that damp out while the residual norm reach s an almost constant
value. The apparent periodicity of these oscillations shows an intricate effect. Since
n = 30, all eigenvectors/eigenvalues are affected by the update process form > 15
and H− will be increasingly approximated byBm. As shown before in Figure 3.2,
the initial stages (k < n/2) give rise to a fast decrease of the residual norm relative
to the correction at later stages, which is associated with the noisy plateau region.
Disregarding theVk of these initial stages will naturally give rise to a jump in the
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residual norm. This information will be restored by the iterative process and give rise
to apparent periodicity. As the information that can be incorporated inBk is limited
to m vector-triplets, also this residual norm will converge to aconstant value, but
this value may be slightly higher than the residual norm ofBm if the process of re-
iterating the disregarded information cannot keep up with the truncation process. For
this constant Hessian, one could therefore choose to keepBk = Bm fixed during the
iterative process fork > m. For general potentials, the Hessian will vary and theBk
obtained by L-FSU will be slaved by the pathway on the energy hypersurface. The
k evolution of the eigenvalues ofBk is shown in Figure 3.5, for varyingm. Except
for the eigenvalues= 1, originating fromJ0 = I , none of the eigenvalues levels off
to a constant value. Instead, and although hidden by the logarithmic scale used in
Figure 3.5, they show tiny oscillations around a constant value due to the truncation
process. It shows the convergence ofBk to a stationary statēB(m). It is clear that 2m
eigenvalues differ from unity and that the range of the eigenvalue spectrum increases
with increasingm. Since these eigenvalues directly correspond to amultiplicity of
time steps, we conclude that the multiscale nature is enhanced by considering larger
m.
Finally, we validate the new L-FSU method by considering L-BFGS for the same
system and varyingm (see Figure 3.4b). We used Cholesky decomposition for the
noise factor. We identify the same type of oscillation around a constant value as in
L-FSU for smallm (Figure 3.4a). Apparently, the L-BFGS scheme is more stable
against truncation for largem by the particular form of the update scheme. It only
shows that the update schemes are conceptually different. From Figure 3.4 andk < m,
one can conclude that FSU gives a better approximation for the inverse Hessian than
the standard BFGS for this particular potential. Nevertheless, the residual norms of
the stationary states̄B(m) are roughly equal to the ones obtained from L-FSU.
3.3.3. Multiscale simulation
Although some information is provided in the previous sections, we further concen-
trate on the multiscale nature of FSU and L-FSU. Analogous toeffective diffusion, the
mobility on larger length and time scales (coordinated movements) can be determined
from the root mean square displacement of the chain’s centerof mass. Throughout
the rest of this chapter, the simulation variables are set to∆ = 0.01 andkBT = 10−5.
We have chosen= 27, in order to complement the results of the previous section. A
relatively smalln allows us to concentrate on the role of the adaptive mobilitywhen
one could assume that larger modes are less important. At theend of this section,
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Figure 3.5: Eigenvalues of Bk vs iteration index k for n= 30, where Bk is obtained by
L-FSU. From top to bottom m= 2, 4, 20and50.
we consider the performance forn = 100 as well. Another important choice for the
sampling behavior is the initial statex0. For x0 close (far) from the optimal statex′
of Φ, with Φ(x′) = 0, cooperative motion will play a less (more) significant role.
We consider two different initial states. In the first scenario, we initially positi n all
particles at a distancexi,i+1 = 0.95, rather close to the equilibrium distance. We note
that the topography of the potential energy hypersurface around the optimal state is
symmetric, since all spring constants were set to unity.
Starting with FSU, the chain’s contour length and the relative chain displacement
∆k = ck − ck−1 are shown in Figure 3.6a and 3.6b, respectively. The potential energy
difference between successive steps∆Φk = Φ(xk) − Φ(xk−1) and the potential energy
value are shown in Figure 3.6c and 3.6d. From Figures 3.1 and 3.2, we concluded that
Bk is increasingly approximatingH−, while the largest eigenvalue continues to rise
approximately linear withk. Figure 3.6a shows that the chain’s contour lengthl rises
to the equilibrium lengthl0 = 26 very fast due to larger modes in the system. The line
intersects withl0 after≈ 500 steps and fluctuates aroundl0 at later stages. From Fig-
ure 3.6c and 3.6d one can see that the system has to overcome a small barrier during
the equilibration process and that the potential energy hardly changes after the equi-
librium contour length is reached. Atk ≈ 1000, the optimal statex′ is reached and
equation (3.20) starts sampling the basin aroundx′ with a decreased and rather small
noise amplitude. Apparently, the contour lengthl0 is reached before all particles ar-
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rive at their equilibrium distances. From Figure 3.6b showsthat∆k changes very
rapidly between successive steps and that the average∆k increases monotonically
with k. At later stages,∆k becomes much larger than∆t. We conclude from Figure 3.6
that the chain moves as a whole during the later stages, due toth increasingλmaxas-
sociated with displacements in the null-space ofH. This chain movement is random,
the true hallmark of diffusion. We also compared the performance of (3.20), withJk
determined by FSU, and conventional Langevin dynamics (CLD). The value of the
scalar mobility inB = MI , resulting from friction due to the surrounding medium, de-
pends to a high degree on the unknown topography of the energyhypersurface. This
M constitutes an effective scaling of the time step∆t (M∆t for all modes), which is
automatic and mode-dependent in Langevin dynamics with curvat re-dependent mo-
bility. For the special case considered here, this topography is quite simple since all
spring constants= 1, andM = ‖H̃−1‖F/‖I‖F = 1/n‖H̃−1‖F = 7.4068 would be a good
value, but one need to explicitly include information of theanalytic inverse Hessian
for the constrainedΦ. In general, and even for a Harmonic potential with different
spring constants, the determination of an optimalM is much more difficult. In those
casesM is determined on physical grounds or by trial simulations inthe vicinity of
the starting state. The starting point for FSU isB0 = I , and we therefore consider
M = 1 here. All motion is local and the noise samples around the ste pest descent
direction, i.e., the drift term forBk = I . From Figure 3.7a we find that the contour
length l approaches the equilibrium valuel0 but has not reached it atk = 104. The
relative chain displacement∆k and potential energy difference between successive
steps∆Φk for CLD are shown in Figure 3.7b and 3.7c, respectively. We find that
∆k << ∆t and the average∆k is apparently a very small constant. In other words, the
chain center of mass moves only marginally due to displacements of individual par-
ticles and cooperative displacements are absent. The barrier of Figure 3.6c is absent
in Figure 3.7c, signaling that also the pathway on the potential energy hypersurface
is different. The potential energyΦ has almost reached the optimalx′ at k = 104,
but the amplitude of the noise is roughly equal during the whole simulation pathway.
For L-FSU, we considered the sampling performance form = 5 andm = 50. Fig-
ure 3.8a shows the contour lengthl, relative chain displacement∆k (Figure 3.8b) and
potential energy difference between successive steps∆Φk (Figure 3.8c). It is clear
that for smallm= 5 the sampling performance is considerably reduced compared to
FSU. The convergence ofl andxk to l0 andx′ respectively are comparable with CLD
(Figures 3.7 and 3.8). From the analysis of eigenvalues (Figure 3.5, form = 4) it is
clear that the spectrum is very narrow and that the eigenvalues only slightly deviate
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from unity. In certain parts of the potential hypersurface,th direction of search will
therefore be rather similar to the one in steepest descent, and some modes will be
accelerated while others will be slightly damped. This effect can also be observed in
∆k (Figure 3.8b). The spread of∆k marginally increases withk and the noise ampli-
tude in∆Φk decreases only very mildly while approaching the optimal stte of the
system (Figure 3.8c and 3.8d). For largerm = 50, the performance improves. The
equilibrium lengthl0 is reached atk ≈ 2600 andl fluctuates aroundl0 at later stages.
The optimal state is first found at roughly the samek ≈ 2500, after which the basin
is sampled. The contribution of larger modes in the displacement is reduced com-
pared to FSU due to truncation (compare Figure 3.1a and Figure 3.5 form = 50).
Although not very significant, the spread of∆k increases with increasingk and the
maximum displacement is larger than form= 5 (Figure 3.8b). From Figure 3.8c, one
can observe that also form= 50 the simulation pathway crosses a small barrier. Note
again the reduced noise amplitude close to the optimal state. We shortly consider
the sampling performance forx0 further from the optimalx′, wherexi,i+1 is randomly
chosen between 0.5 and 5. In Figure 3.9a the contour lengthl and relative chain dis-
placement∆k (Figure 3.9b) are compared forJk derived by FSU,J = I (CLD) andJk
derived by L-FSU form = 5 andm = 15. In Figure 3.9a,l can be seen to drop very
fast towardl0 for both FSU and L-FSU, within≈ 500 steps, and rather independent
of m. In the case of L-FSU, the incorporation of curvature information speeds up this
process considerably (compare to CLD) even for small. When the chain has (al-
most) contracted to the equilibrium contour lengthl0, cooperative chain movements
in the drift term become less important, with an exception for the movement of the
whole chain. The noise term in equation (3.20) gains importance sincexk is close to
the optimal statex′ at k ≈ 500 in both schemes. As the noise contribution is fairly
small (kBT = 10−5), the result is a distinct kink in thel-curve. We find that the overall
convergence to the optimal statex′ in (L-)FSU is one order of magnitude faster than
for CLD. The information in Figure 3.9b supports this analysis. The∆k for FSU is
again governed by the increasingλmax or movements of the whole chain. For L-FSU
and smallm, full-chain movements are considerably damped due to the truncation
process. We observe rather large∆k in the initial stages for both values ofm due to
cooperative motion in the drift term. At later stages, when for L-FSU the contribu-
tion due to the drift term is reduced and the basin around the optimal state is mainly
sampled due to the noise term, the features of∆k or L-FSU (m = 5, 15) and CLD
only marginally differ. This confirms the earlier findings (see previous paragraphs)
that the sampling of this basin is rather independent of curvat e-information. Since



















































































































(c) Potential energy difference∆Φ vs iteration
index k.






















(d) Potential energyΦ(xk) vs iteration index
k.
Figure 3.6: Sampling properties obtained using FSU for the spring potential with n =
27and equidistant initial particle distances; xi,i+1 = 0.95.





















































































































(c) Potential energy difference∆Φ vs iteration
index k.





















(d) Potential energyΦ(xk) vs iteration index
k.
Figure 3.7: Sampling properties obtained using conventional Langevindy amics for
the spring potential with n= 27and equidistant initial particle distances; xi,i+1 = 0.95.

















































































 m = 5















































(c) Potential energy difference∆Φ vs iteration
index k.

























(d) Potential energyΦ(xk) vs iteration index
k.
Figure 3.8: Sampling properties obtained using L-FSU,m= 5 and m = 50, for the
spring potential with with n= 27and equidistant initial particle distances; xi,i+1 = 0.95.
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(b) Relative chain displacement∆k vs itera-
tion index k for n= 27.












































































(d) Relative chain displacement∆k vs itera-
tion index k for n= 100.
Figure 3.9: Sampling properties obtained using FSU, L-FSU (m= 5 and15) and con-
ventional Langevin dynamics for the spring potential whereth particles are initially
placed at random interparticle distances between0.5 and5.
all spring constants were set to unity, this behavior could be expected (see discussion
of the time step). Finally, we compare the sampling performance of FSU, L-FSU
and CLD using the samex0, i.e., random inter-particle distances between 0.5 and 5,
for a much larger system,n = 100. We find very similar features for the contour
length l (Figure 3.9c) and the relative chain displacement (Figure 3.9d) compared to
n = 27 in Figures 3.9a and 3.9b. However, there are also subtle differences. For FSU,
86 Chapter 3 . Factorised Secant Update
the chain lengthl mildly overshoots the equilibrium lengthl0, directly followed by a
correction. This overshoot shows the significance of largermodes. When the length
of the chain is close to the equilibrium value, the contributions of larger modes to
the particle displacements becomes much smaller but do not completely disappear.
Due to the amplification of these modes in FSU, the chain continues to shorten fast.
When the chain becomes too short, the forces associated withthese modes change
sign. Consequently, the chain extends and the chain length convergences to the equi-
librium value very fast. For L-FSU (m = 5 andm = 15) the contribution of the
larger modes is damped due to truncation. As a result, the fast decrease ofl in the
initial stages (first 103 steps) due to the larger modes is followed by slower contrac-
tion when the contribution due to these modes becomes less significant, and we again
observe a distinct kink. The details of Figure 3.9d support this analysis. In particular,
the graphs indicate that in the initial stage the relative displacements for L-FSU are
considerably larger than for the equivalent simulations with n = 27. After this stage,
∆k for L-FSU and CLD again become rather comparable.
3.3.4. Sampling distribution
We have writtenJ(xk) = Jk in equation (3.20) so far. In reality, the iterative update
scheme forJ introduces memory effects andJ contains also previous system states,
Jk = J(x0, x1, ..., xk). The usual derivation for the Fokker-Planck equation froma
stochastic differential equation (sde) like equation (3.6) assumes a Markov pr cess,
i.e., no memory effects, but it can be shown that this sde implies the Fokker-Planck
equation even when the mobility depends on a finite history ofearlier states [72, 73].
In our case,Bk = JkJTk always contains a finite history of earlier states, either due
to convergence or truncation. More generally, the number ofupdates will always be
finite. We have previously shown that our general sde indeed gives rise to thermo-
dynamically consistent sampling, i.e. the Boltzmann distribu ion in equilibrium, for
low dimensional systems [46]. We note that the spurious drift term in this general
sde gives rise to a predictor-corrector scheme that requires B−1k (see Appendix B.1).
However, this general sde reduces to the discrete equation (3.20) for systems with
constant mobility. Although the (inverse) Hessian is a consta t for the considered
systems, the adaptive mobilityBk is only strictly constant whenBk has converged. It
seemed, however, justified to always omit the spurious driftterm for the considered
quadratic potentials, since eitherBk converges fast to a constant value orBk is very
slowly varying along the pathway, in which case the effect of spurious drift is minute
and can be neglected (see the results of the previous subsections). Here, we consider
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the validity of the assumption by analyzing the actual sampling distributions for the
systems in the preceding subsection.
In Figure 3.10, we compare the theoretical equilibrium bond-length sampling distri-




























(a) Distribution of the equilibrium bond
lengths according to the Boltzmann distribu-
tion and calculated distribution after104 iter-
ations using FSU.





























(b) Distribution of the equilibrium bond
lengths according to the Boltzmann distribu-
tion and calculated distribution after104 iter-
ations using L-FSU, m= 5 and m= 50.
Figure 3.10: Bond lengths distributions of the spring obtained using FSUand L-FSU
(m = 5 and 50) for the spring potential with n= 27 and equidistant initial particle
distances; xi,i+1 = 0.95.
bution (TESD) to the simulated sampling distribution usingequation (3.20) for 104
steps, unless otherwise mentioned. Since all equilibrium bond-lengths are unity, we
expect a single peak centered around one. TheJk was obtained by FSU (Figure 3.6) or
by L-FSU, withm= 5 andm= 50 (Figure 3.8). The simulated sampling distribution
using FSU in Figure 3.10a fits the TESD very well. Both the spread and the height
match perfectly. For L-FSU we expect that an increased number of iterations are re-
quired to obtain close to the equilibrium distribution. Form= 50 (Figure 3.10b) it is
clear that the simulated distribution converges to the TESD, despite a small remain-
ing shoulder due to the limited number of samples. Form = 5 this shoulder is more
pronounced after 104 steps and bond-lengths> 1 are clearly undersampled. Increas-
ing the number of samples will reduce the height of the shoulder in favor of a peak
centered around one. We conclude that, also in this case, theTESD will be obtained
with increased sampling. Finally, we considered the simulated sampling distribution
for x0 further away from the optimal state using L-FSU (m = 15, see Figure 3.9).
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Figure 3.11 shows the sampling distribution at different stages:k = 4000, 6000 and
104. Increasing the number of samples in the simulated samplingdistribution leads
to a shift of the peak value to one and a decrease of the shoulder on the right. We
conclude that also this sampling distribution will converge to the TESD.






























Figure 3.11: Evolution of the bond length distribution at different stages during a sim-
ulation with the spring potential using L-FSU, m= 15 and n= 27. The particles are
initially placed at random interparticle distances between 0.5 and5.
3.3.5. Discussion
3.3.5a. The inverse Hessian for the unconstrained case
One important issue that is often disregarded in the QN literature is the actual conver-
gence ofBk to the inverse Hessian. As mentioned, the potentialΦ may be invariant
under particular translations or rotations andH can thus be singular. The mobility
Bk may converge to any of the generalized inverses ofH, and we should consider
‖HBkH − H‖F to determine convergence properties. Here, we show that it is instruc-
tive to consider‖BkH − I‖F nevertheless, after special taken care of the null-space of
H. By definition, BkH = I , or alternativelyH = B−1k , if BkHx = Ix = x, ∀x ∈ Rn.
One can easily see that sinceBkH(x+ c1) = BkHx for any scalarc, this equality does
not have a solution. For the 1-D chain considered in the examples, we can resolve
this problem. Since the matrixH is Hermitian positive semi-definite, we can write
H asH = UΣUT , with U a unitary matrix andΣ a diagonal matrix containing the
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singular valuesσi (i = 1, ..., n). The columnsui (i = 1, ..., n) of U form a orthonormal
basis forRn, i.e., uTi u j = 0 for i , j and= 1 for i = j. Let un be the basis vector
associated with the singular value 0 (the null-space). We not that for our system
un = n−11 = n−1[1 . . . 1]T , due to the invariance of the potentialΦ under translation
of the whole chain. Writingx =
∑N
i=1 aiui one easily see that when we add a matrix
B = [unun . . . un]T = n−1[1 . . . 1]T to the left hand side ofBkH = I , i.e.,BkH + B = I
or equivalent (BkH + B)x = x ∀x ∈ Rn, this equation can have a solutionBk. We





−1Σ′1M , where1M is a
matrix with all unit elements andΣ′ is a diagonal matrix. We note that then values
of σ′i on the diagonal ofΣ
′ can be freely determined, for instance by the requirement
that the diagonal elements inBkH + B are unity. In the examples, we have therefore
always considered‖BkHBk − I‖F for the unconstrained cases, withσ′i appropriately
chosen. Returning to the original issue of the singularity of H, we see that this proce-
dure essentially allows us to determine anequivalent BkH in which the contribution
associated with the null-space ofH, i.e., un, is removed from each column ofBkH.
In principle, these contributions can also be obtained fromA = UTBkU, by reset-
ting the entries associated withun to zero in a new matrix̃A. We can then compute
B̃k = UÃUT , followed by an evaluation of‖B̃kH − I‖F.
3.3.5b. Accelerated sampling and regularization
The idea of reducing or even eliminating critical slowing down by scaling is also
present in the Fourier acceleration method for lattice fieldtheory [59]. The applica-
tion of Fourier acceleration has been extended to Langevin molecular dynamics [60],
where acceleration is accomplished by amplifying the slow modes, after transform-
ing the equation of motion to the Fourier domain. Our proposed update does not
require any transformation and decoupling of the modes, which is also not always
possible in non-trivial models. From the results in the previous sections, we con-
clude that collective motion, or an eff ctive multiplicity of time steps, is introduced
by the new mobility as determined by FSU. Truncation (L-FSU)leads to a slowing
down of the collective modes. Althoughm = 5 showed good performance for our
particular system, one should take care in determining the optimal history depthm.
Since all columns and rows of̄B(m) contain curvature information forn/2 ≤ k ≤ n, a
good choice ism= n/2. Using thism, the computational costs for L-FSU (6n2 + 3n)
are less than FSU (7n2) for n > 1. Using (L-)FSU, we obtain anautomatedtreatment
of different time and length scales in the system. Although the acceleration due to
the translational degrees of freedom can be desired in some cases, we showed that
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it can easily be reduced or even avoided by introducing translational constraints. In
general, the null-space related to singular values ofH can contain more degrees of
freedom than only translation, and it makes sense to constrai them by regularization.
We will consider this issue in more detail in the next Chapter.
3.3.5c. Time step
Although the time step∆t in S-QN is at first sight equivalent to the step sizeαk in
QN methods [46], its role is significantly different. The step sizeαk in QN depends
on hypersurface information andvaries. Langevin dynamics, however, is a coarse-
grained description for the purely diffusive motion ofn particles on a time scale that
is large enough to integrate out the rapid modes and replace them by friction and
noise. Although this concept can be further exploited for a separation of time scales
in the coarse-grained description [74], most conventionalLangevin simulations use a
single constant time step∆t. In particular, there is no a priori measure based on which
one could vary the time stepduringsimulation. The time step∆t is lower bounded by
the requirement that these rapid modes in the detailed description are always in local
thermodynamic equilibrium, and upper bounded by the fastest modes in the diffusive
description, in particular by the requirement that these modes are sampled with the
correct canonical distribution. In our examples section, we have also used a fixed
∆t. The question remains: what is a good value for∆t in S-QN in terms of accurate
and efficient sampling? Analysis for a single one dimensional harmonic scillator,
Φ = k2 x
2, with spring constantk provides some insight. An analysis of the time




with 〈·〉 the ensemble average. We have scaled the time by setting the friction coef-
ficient η to unity. Equation (3.25) shows that when a harmonic degree of freedom is
disturbed from equilibrium, it will relax exponentially with a characteristic timek−1.
Using S-QN for the same system, i.e.,d〈x〉/dt = −〈x〉, shows that the characteristic
time for relaxation that is now the same for any spring constant k, i.e., accelerated for
k < 1 and slowed down fork > 1 with respect to equation (3.25). Further simple anal-
ysis of the stability conditions for the discrete time step in equation (3.20) shows that
a stable scheme is obtained for∆t < 1. In comparison, the conventional Langevin
equation is stable for∆t < k−1. The same analysis can be carried out for coupled
harmonic oscillators and provides similar results [75]. Wenote, however, that we
have assumedB = H−1 and that the analysis is linear. For systems where the higher
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moments ofΦ are significant, a large time step may result in numerical instability
and the optimal time step should be determined by numerical testing. Also in the
early stages for a quadraticΦ, when the inverse Hessian information stored inBk is
still very sparse, a large time step may give rise to erratic behavior and increased vio-
lations of the curvature condition. Since violation of the curvature condition leads to
a truncation of updating local Hessian information inBk, this is very undesired from
an algorithmic point of view. In the numerical testing, we found that a large time
step (but still∆t < 1) can indeed initially give rise to features of instability, but that
proper behavior is automatically restored at later stages,when the inverse Hessian in
increasingly approximated byBk. We therefore conclude that the time step∆t can
in general be much larger than in conventional Langevin dynamics (see also results
section). The incorporation of backtracking, similar to QN, could provide a solution
to the mentioned problems, but will seriously affect the computationally efficiency
and is, if restricted to part of the sampling pathway, ratherad hoc. To resolve the
time step issue in the early stages of simulation, it is much simpler to build Hessian
information by local sampling, i.e., using equation (3.20)for ∇Φ = 0 (only noise),
and to input the obtainedJ asJ0 in the FSU method. We believe that the main benefit
of our approach originates from introducing a genuinemultiplicity of time steps, i.e.
different scaling for modes in the system depending on information of the inverse
Hessian.
3.3.5d. Other energy landscapes
The considered system represents a special case, sinceH−1 is constant. For such
systems, the properties ofBk are independent of the sampling part of the energy land-
scape. For proteins, the potential energy landscape is morecomplex and commonly
referred to as the folding funnel. In particular, it is locally rugged but with an overall
funnel shape of the low-energy part, so that most initial conditions are driven toward
a ’natural’ native state [76]. One may argue that the fast degrees of freedom, such as
bond lengths and angles, can be reasonably well described bya harmonic potential
energy with different spring constants. However, this is typically not truefor all de-
grees of freedom in a Langevin description. The inverse Hessian will in general sig-
nificantly change along the sampling pathway, and the approximateBk has to follow
this change accordingly. Consequently, the typical numberof stepsk(B) for which
this memory function can adapt itself to this new situation becomes important. Since
the sampling density of the energy landscape is not uniform,the rateτ = k(B)/k(H−1)
rather thank(B) itself provides a good estimate, wherek(H−1) is the typical number
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of steps in whichH−1 changes significantly. We are aware that the definition of these
variables is unprecise, but they suffice for our current discussion. We conclude that
for τ >> 1, the incorporation of new Hessian information falls behind, and we expect
sub-optimalBk. For the considered harmonic system,k(B) can be seen as the rate of
convergence, which depends on the chosen threshold value for the difference norm,
see the examples section (k(B) ∼ n3). Althoughk(H−1) is infinite in our case, andτ
is therefore always smaller than 1, the value ofk(B) for a piecewise quadraticΦmay
be taken much smaller. Most eigenvalues/eigenvectors ofBk are reasonably approxi-
mated in the earlier stages, long before the drop of‖HBkH −H‖F, and one may argue
that the actualk(B) ∼ n. Our results forn = 27 andm= 5 support this view.
Truncating the history in the L-FSU scheme for constantH−1 can have a profound
effect, as discarded older information has to bereconstructedby the new iterate(s).
This is most apparent for smalln, where convergence is fast and the majority of
information about the inverse Hessian is stored in only a fewVk. Discarding such
matricesVk gives rise to a loss of information, to an extent that the value of m can
be detected from periodic steps in the difference norm. The periodicity stems from
the periodic removal and restoration of information, sincethe discarded information
is swiftly recovered in the next few steps. For varyingH−1, however, memory of
unrelated parts in the sampling pathwayshouldbe removed fromBk, and thus L-FSU
for a ’good’ choice ofm could be more appropriate than FSU and lead to a reduced
value ofkB. Since this property only applies for more complex energy landscapes,
we will consider this issue in greater detail elsewhere.
3.4. Conclusion
We have constructed a factorized secant update (FSU) for theadaptive compound
mobility matrix B in an existing stochastic Quasi-Newton (S-QN) method [46].The
S-QN method is related to the conventional Langevin equation but differs by the
fact that curvature information is contained in the mobility via the inverse Hessian,
thereby enabling an automated separation of time scales forthe different modes in
the system. By updating the factorizedJ instead ofB = JJT itself, we avoid the
cost expensive Cholesky factorization for the noise term inthe original scheme and
B is always positive definite. The computational costs of FSU are restricted to 7n2
multiplications per time step for updatingJ. In particular, FSU does not require ad-
ditional evaluations of the potential of interestΦ. For very largen, a limited-memory
(L-FSU) update method was derived that allows the user to limit both computational
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and memory requirements. The approach is based on truncating the memory tom
previous updates, similar to the approach in L-BFGS, and requi s 12nm+ 3n multi-
plications and no matrix storage. The arithmetics of the newL-FSU method is found
to be even more optimal than the L-BFGS method. The recursivesch me in L-FSU
has the additional advantage to FSU that the initial matrixJ0 is isolated from the rest
of the computations, allowing this matrix to be chosen differently in every iteration.
We have in detail evaluated the FSU and L-FSU method for a simple but appropriate
1D system ofN particles connected by harmonic springs. This system has the advan-
tage of a known analytic HessianH and involves multiple length and times scales. We
analyzed FSU and L-FSU in terms of convergence ofBk to the inverse Hessian, mul-
tiscale sampling performance and equilibrium sampling distribution. We found that
the Bk determined by FSU converges to a generalized inverseH− (sinceH is singu-
lar) within k ∼ n3 steps. Due to the truncation, the matrixBk from L-FSU converges
to a stationaryB̄(m). Analysis of the eigenvalue spectra ofBk suggests that a reason-
able good approximate ofH− in FSU is obtained fork ∼ n. From the analysis of the
sampling performance we find that the adaptive mobility indeed gives rise to auto-
mated separation of time and length scales. Collective motions, captured by theJk in
both FSU and L-FSU, lead to at least an order of magnitude fastr convergence to the
lowest energy potential compared to conventional Langevindynamics. Although for
a quadraticΦ good performance was observed form = 5, our analysis suggests that
m= n/2 is optimal in L-FSU for generalΦ. The theoretical (Boltzmann) equilibrium
distribution was obtained as a limiting case for both FSU andL-FSU.
CHAPTER 4
Stochastic Quasi-Newton: application to
minimal model for proteins
Knowledge of protein folding pathways and inherent structures is of utmost impor-
tance for our understanding of biological function, including the rational design of
drugs and future treatments against protein misfolds. Computational approaches have
now reached the stage where they can assess folding properties and provide data that
is complementary to or even inaccessible by experimental imging techniques. Min-
imal models of proteins, that enable the simulation of protein folding dynamics by
(systematic) coarse-graining, have provided understanding in terms of descriptors
for folding, folding kinetics and folded states. Here, we focus on the efficiency of
equilibration on the coarse-grained level. In particular,we applied a new regularized
stochastic Quasi-Newton (S-QN) method, developed for accelerat d configurational
space sampling while maintaining thermodynamic consistency, to analyse the fold-
ing pathway and inherent structures of a selected protein, where regularization was
introduced to improve stability. The adaptive compound mobility matrix B in S-QN,
determined by a factorized secant update (FSU), gives rise to an automated scaling of
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all modes in the protein, in particular an acceleration of prtein domain dynamics or
principal modes and a slowing down of fast modes or ’soft’ bond constraints, similar
to LINCS/SHAKE algorithms, when compared to conventional Langevin dy amics.
We used and analyzed a two-step strategy. Owing to the enhanced sampling proper-
ties of S-QN and increased barrier crossing at high temperatur s (in reduced units),
a hierarchy of inherent protein structures is first efficiently determined by applying
S-QN for a single initial structure andT = 1 > Tθ, whereTθ is the collapse tempera-
ture. Second, S-QN simulations for several initial structures at very low temperature
(T = 0.01 < TF, whereTF is the folding temperature), when the protein is known
to fold but conventional Langevin dynamics experiences critical slowing down, were
applied to determine the protein domain dynamics (collectiv modes) towards folded
states, including the native state. This general treatmentis efficient and directly ap-
plicable to other coarse-grained proteins.
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4.1. Introduction
Efficient sampling of (free) energy landscapes is important in many physical sys-
tems, especially when this landscape is very rugged and/or equilibrium states are
unknown. In methods that are based on an intrinsic kinetic des ription, like Molec-
ular Dynamics (MD), the sampling performance is dictated bythe smallest time or
length scale in the description. As a result, interesting phenomena like the folding
of large proteins, in which the scale associated the fastest/ mallest (bond vibrations)
and the slowest/largest (formation ofα orβ domains) modes deviate by several orders
of magnitude, are inaccessible by standard MD. Slow processes like the cooperative
motion of protein domains remain inaccessible even with theincreasing computer
power, unless some sort of coarse-graining or averaging over the smallest degrees of
freedom is carried out. In recent years, approaches based onsm othing, i.e. equi-
libration on a coarse-grained level followed by fine-grained r finement [79], were
developed to address this problem and applied with some succe s. Several groups
have concentrated on determining representative coarse-grained minimal models of
proteins. Nevertheless, this approach suffers from a hereditary property, since now
the smallest scale on the coarse-grained level determines the sampling performance.
Our starting point is conventional coarse-grained Langevin dynamics (CLD), a widely
used stochastic model for eff ctive diffusion on a coarse-grained level. We previ-
ously showed how to adapt CLD for improved sampling [80]. Thegeneral stochastic
Quasi-Newton (S-QN) method applies an automated scaling for different length/time
scales in the system, by including curvature or correlationinformation in the space-
dependent mobility, while maintaining thermodynamic consistency. Due to the scal-
ing, all modes in the system are updated roughly equally fast, enabling a significantly
larger time step (orders of magnitude) compared to CLD. In addition, within this
framework CLD reduces to a stochastic form of the well-knownsteepest descent
method. Since quasi-Newton methods are known for their improved ability to locate
saddle points compared to steepest descent, also the sampling pathway is positively
affected. In [81], we introduced the fundamentals for the effici nt determination of
J(x) in
dx = [−B(x)∇Φ(x) + kBT∇ · B(x)]dt +
√
2kBT J(x)dW(t), (4.1)
and considered in detail the performance of S-QN for a quadratic energy potentials
Φ. In (4.1), the space-dependent mobilityB(x) = J(x)J(x)T is determined such that
it approximates the inverse Hessian. Moreover, the spurious drift term was omitted
in Ref. [81] since we only considered quadraticΦ(x), kB is the Boltzmann constant,
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T the temperature andW is a Wiener process. Turning to the discrete S-QN equa-
tion [81],








−1(xk) + I ]
√
2kBT J(xk)∆Wt, (4.2)
x′k = xk + ∆x
p
k , (4.3)
∆xpk = −B(xk)∇Φ(xk)∆t +
√
2kBT J(xk)∆Wt. (4.4)
the matrixJ in B = JJT is determined by a rank-two factorized secant update (FSU)
scheme. The inverseB−1 is determined via an update method in dual space [81]. As
discussed before [81], S-QN can be seen as a real-space analogo of existing Fourier
acceleration approaches [56–58].
So far, we did not consider a general solution to the problem of ill-conditioning, i.e.
when the condition numberκ(H) of the Hessian matrixH = H(x) becomes very large
or whenH is singular. For general energy landscapes, this situationis very likely to
occur along the sampling path. A straightforward example ofsuch a situation is that
Φ is often invariant under a transformation of the whole system, rendering a singu-
lar H and a completely flat energy landscape along this eigenvector of H. As B is
determined to increasingly approximate the inverse ofH, the condition numberκ(B)
will naturally become very large. For this reason, the update may become prone to
numerical errors in the update ofB and/or ∇Φ. An additional complication is that
the time step in (4.4) is large and that line searches are not included, in contrast to
most standard optimization methods [82]. Moreover, for efficiency, our scheme only
correctsB in sampled points, based on local Hessian information. Whent energy
landscape is almost flat along one of the eigenvectors, the larg scaling along this
direction will give rise to an updated configuration in a distant and possibly uncorre-
lated part of the energy landscape. As a consequence, the next few updates may suffer
from a complex interplay of numerical errors and a sudden discrepancy betweenB
and the actual inverse Hessian. An illustrative sketch of such an interplay is shown in
Figure 4.1a, for a Rouse chain with constant but singular Hessian. Since the Hessian
is constant, one could understand the origin of this over-acceleration in terms of the
constant time step. Upon applying S-QN for the Rouse chain inthree dimensions,
however, a distinct correlation can be observed between thesudden deviations from
the equilibrium chain length and the peaks in‖B‖F (Figure 4.1b) that start to appear
for rather large‖B‖F. Close examination indicated that these chain length deviations
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(a) Over acceleration of the slow mode.


















(b) ‖JJT‖F and contour length, where the
peaks in the contour length coincide with the
peaks in‖JJT‖F; equilibrium chain length is
9.
Figure 4.1: Reasons regularization needed: over amplification of the slow modes and
erroneous approximation of the eigenvectors.
are due to numerical errors in updatingB. In particular,Φ is invariant under transla-
tion of the whole chain, which is the eigenvector1 = [1...1]T of H with eigenvalue
zero. In terms of the (generalized) inverse ofH, this eigenvector is associated with
the largest eigenvalue (or scaling). After determining theeigenvector associated with
the largest eigenvalue for eachB, the sudden increase in chain length and norm ofB
was found to coincide with a slight deviation of this eigenvector from1. Due to large
scaling along this direction, deviations that exist for some particles along the chain
will be substantially amplified and result in chain extensioor compression. Nev-
ertheless, the equilibrium chain length was recovered quickly after chain extension
or compression. A way to resolve both discussed issues abovesimultaneously is to
constrain the step size or, equivalent, condition the matrix B by regularization.
Our main goal in this Chapter is to apply the general S-QN method for a system of
obvious physical relevance. Minimal models for proteins have the advantage that
systematic coarse-graining procedures gave rise to rathersimple but accurate energy
expressions and that folding pathways and folded states fora number of proteins
were determined both experimentally and by simulation [83–91]. Fast and accurate
determination of folded states and primary modes along the folding pathway is not
only interesting from a scientific point of view, this systemalso represents a good
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benchmark for S-QN because of the complex energy landscape topography and the
fact that conventional Langevin dynamics is often employedin current studies [92,
93]. We choose one of these proteins, containing 22 amino acids, as a reference
system.
First, we introduce the new regularization parameterǫ and show that the regularized
B−1 converges toH + ǫI , thereby resolving both the problem of conditioningB and
the singularity ofH. Since regularization gives rise to only a slight modification of
the FSU scheme, the efficiency of the original scheme (8n2) is retained. Although we
will not consider limited-memory implementation here, theapproach can easily be
extended to L-FSU [81]. We analyze the effect of regularization and apply the new
scheme to the minimal model of the chosen protein in a stepwise manner, by includ-
ing an increasing number of terms of the total coarse-grained energy expression. We
conclude with a detailed analysis of the collective dynamics and sampling behavior
for the considered coarse-grained protein.
4.2. Theory
Our factorized secant update (FSU) scheme for updating the factorized term is given
by
Jk+1 = Jk +
















wheresk = xk+1 − xk, yk = ∇Φ(xk+1) − ∇Φ(xk) and Bk+1 = Jk+1JTk+1. We have
previously shown that (4.5) is equivalent to the standard Davidon-Fletcher-Powell
(DFP) update formula [81],







For a regular HessianH, the DFP method is known to possess three important prop-
erties [66]: a) positive-definiteness of the update matrix is assured provided thatB0 is
chosen to be positive definite, b) for a positive-definite quadratic objective function
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Φ(x), with x an n-dimensional vector, the algorithm converges to the solution in at
mostn steps, and c) for a positive-definite quadratic objective functionΦ(x), and if
the convergence to the solution requires the fulln steps,Bn = H−1 where the matrix
H is the exact inverse Hessian.
In particular property a) is a prerequisite for our method, due to the presence of the
noise term containingJ with JJT = B. Convergence properties b) and c) are very
sensitive to the line search accuracy, i.e. the determinatio of the step sizeαk such
thatΦ is minimal along the search direction or, alternatively, that all search directions
sk = αkBk∇Φ are orthogonal. Since oursk containstwo terms, scaling asαk and
√
αk
respectively, and sinceJ is not always available as a matrix, the step size in our
method, the physically relevant time step∆t [81], was chosen to be aconstant. In
contrast to QN methods, where the condition for the step sizei either an exact line
search, a reduction of‖Φ‖ or the equivalence to Newton’s method (αk = 1) [94],
the time step in S-QN is also physically constrained. Our time step should be such
that the fastest mode in the system is well represented forM(x) = B0 = I , the often
considered initial value forB. For quadratic positive-definiteΦ, or for Φ that are
locally well approximated by a quadratic function, the fastest mode is associated
with the largest eigenvalueλmax(H)(>> 1) of the HessianH and the time step∆t is
thus upper bounded byλmax(H)∆t < 1 as a rule of thumb. Only when the mobility is
a good approximate of the inverse Hessian, the upper bound increases to∆t < 1 and
we obtain improved sampling efficiency.
For a quadraticΦ, we have previously shown thatBk determined by FSU with a con-
stant time step does converge to the generalized inverse HessianH− in O(n3) steps,
instead of the theoretical quadratic convergence (O(n)) in property c) [81]. However,
one should consider that thisH wassingular and that the convergence of the non-
extremal eigenvalues ofB was actually much faster thanO(n3). The invariance ofΦ
under certain fully cooperative displacements, such as a translation or a rotation with
respect to the center of mass, is a common property and gives rise to a singularH. As
a result ofλmin(H) = 0 and the rank-two update formula, the extremal eigenvalues
of B continued to increase/decrease with increasingk and the condition number ofB,
κ(B) = λmax(B)/λmin(B), became arbitrarily large. In general, aow condition number
κ(B) is desirable because of possible round-off errors in the update scheme [95]. As
λmax(B) becomes very large, any error in the associated eigenvector is seriously am-
plified. Moreover, since this displacement is very large, thcondition numberκ(Bk)
may be much larger than the condition number of the inverse HessianG(xk+1) in the
updated position for generalΦ. It is unclear if the DFP scheme can recover [96].
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4.2.1. Existing approaches for conditioningB
Solutions to both problems, the exact line searches and conditioning, have been con-
sidered in the QN literature. The attempts to avoid ill-conditioning mainly focus on
quadratic and convex objective functions and also the analysis was carried out un-
der conditions which are typical for quasi-Newton methods.Many of the algorithms
without line searches are rank-one update formulas that do not always satisfy the
required property a), i.e. a positive-definiteB, and may even give rise to singular up-
dates [97]. The most successful rank-two approach without exact line searches relies
on the convex class of update formulas given by [96]





whereBDFPk+1 is the DFP update given by (4.7) and















The updateBdualk+1 is dual to DFP in the sense that it is derived from (4.7) by inversion
via the Sherman-Morrison theorem and subsequently interchangingyk andsk. The
free parameterφ is determined based on update properties and should be chosen
0 ≤ φ ≤ 1 to retain convergence property c) [96, 98]. This class of update formulas
was found to be more robust to the update becoming singular orunbounded than
the individual methods forφ ∈ {0, 1} in the case of inexact line searches. Later
contributions have adapted (4.8) for optimal conditioningof B (see [99] for details).
In sizing, the objective functionΦ is multiplied with a scalar parameter, based on
the recognition that the update scheme is invariant under this scaling. The second
method isswitching, where this switch is between different methods of the convex
class (4.8).
Issues of instability and sensitivity to (numerical) noisealso occur inill-posedprob-
lems in mathematics. Common strategies to deal with these issu s include reducing
the dimensions of the system, e.g. using different refinements: rigid body, torsion and
angle, and removing or adapting the small eigenvalues of thesyst m. A number of es-
tablished methods, including truncated singular value decomposition, truncated total
least square, generalised singular value decomposition, tru cated rank-revealing de-
composition and Tikhonov regularization, exist for this purpose. Physically-inspired
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regularization uses prior knowledge of the system to convert an ill-posed problem (or
singular problems) into regular problems. A way to do this isto define additional
constraints, for instance by prohibiting atoms from getting too close to each other. In
our Rouse chain [81], constraints based on the null space ofH could be applied, by
subtracting translations and rotations in the displacement of the total chain. Transla-
tions are treated by keeping the chain center of mass fixed, and subtracting this part
of the displacement in (4.1). Subtracting chain rotation cabe done by finding a





‖Rr̃ki − rki ‖ (4.10)
is minimal, wherẽr i is the position of particlei at iterationk after adding the Langevin
displacement and after translation of the chain back to its or ginal center of mass.
The new position of particlei becomesrk+1i = Rr̃
k
i . Obviously, determiningR by
straightforward minimization is inefficient, but quaternion algebra provides an effi-
cient alternative [100].
4.2.2. RFSU: a regularized FSU method
Since proper scaling of different modes is key to our approach, we consider the ill-
conditioned or singularH and hence the arbitrary large condition numberκ(B) the
most important issue. We further rely on the observation that the convergence for the
non-extreme eigenvalues ofB for the quadraticΦ in Ref. [81] was relatively fast and
also the free parameterφ in the convex class of Broyden methods is determined based
on conditioning properties. Moreover, by conditioning (4.7) we avoid the nontrivial
task of deriving a factorized update algorithm for (4.8) anddetermining a good value
of φ for general objective functionsΦ (remember thatφ = 1 is the DFP method).
We could in principle usesizingfor conditioningB determined by (4.7), but this may
not help sinceH itself is singular. Instead, we regularize the DFP scheme using an
approach that is conceptually very similar to Tikhonov regularization.
The key idea is very simple: we adapt the update scheme such that B̃−1k converges
to H̃ = H + ǫI , with ǫ a (small) regularization parameter. It is easy to show that te
eigenvalues{λ1(H), ..., λn(H)} shift to {λ1(H̃), ..., λn(H̃)} = {λ1(H) + ǫ, ..., λn(H) + ǫ}.
For ǫ > 0, all eigenvalues ofH̃ are non-zero and the condition number becomes
bounded, i.e.κ(H̃) = λmax(H)/ǫ + 1, sinceλmax(H) is bounded. Similar regulariza-
tion was previously introduced [101] to deal with negative curvatures, but relied on
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compute-intensive explicit determination of eigenvaluesof B via LDLT factorization.
Although the key idea is simple, we have to adapt our update formula for B in dual
space. LetBk+1 of (4.7) be the update. The inverseGk+1 of Bk+1 in the dual space is
explicitly given by (4.9) after interchangingyk andsk:










It is easy to see that the secant condition in the dual space,Gk+1sk = yk, is satis-
fied. Following an idea introduced by Powell for treating theill-conditioned case
in constrained optimization [102, 103], we note that any matrix G̃k+1 obtained by
(4.11) after replacingyk by ỹk satisfies the secant conditioñGk+1sk = ỹk. Let again
G̃k+1 be the regularized matrixGk+1 + ǫI . SinceGk converges toH, G̃k converges to
H̃ = H + ǫI . We can now determinẽyk from
ỹk = G̃k+1sk = Gk+1sk + ǫsk = yk + ǫsk. (4.12)
After inversion, we obtain the update scheme







with ỹk = yk + ǫsk that satisfies the secant conditionB̃k+1ỹk = sk. SinceỹTk sk =




k sk is always positive, a possible cause of numerical errors in the
original scheme, i.e.yTk sk is positive but very small, is avoided. We only left with the
proof thatB̃k converges to [H+ǫI ]−1. We follow the proof given in Ref. [96] (Section
6) and assume that the objective function is quadratic positive-definite. SettingK =
[H + ǫI ]1/2B̃[H + ǫI ]1/2 and denotingKk+1 andKk by K∗ andK respectively, we can
rearrange (4.13) into







wherez = [H + ǫI ]1/2sk and yk = Hsk. In particular,z is an eigenvector of the
first two terms in (4.14) withλ = 0 and the third term sets this eigenvalue toλ = 1
while leaving the others unchanged. Since relation (4.14) is exactly the same as in
Ref. [96], the convergence of̃B to [H + ǫI ]−1 is proven. The matrix̃H is now regular,
so [H + ǫI ]−1 = H−1 − ǫH−1H−1 + O(ǫ2) exists and is well defined. Finally, we
shortly consider the condition number ofB̃k+1. Let v be a eigenvector ofGk+1 with
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eigenvalueλ. It is easy to see thatv is also an eigenvector ofBk+1 with eigenvalue 1/λ.
Moreover,v is an eigenvector ofGk+1 + ǫI = G̃k+1 with eigenvalueλ + ǫ and ofB̃k+1
with eigenvalue 1/(λ+ ǫ). Hence, the condition numberκ(B̃k+1) = (λmax(Gk+1)+ ǫ)/ǫ
with ǫ a freedom of choice. In other words, the condition number andthe maximum
displacements have become bounded whenλmax(Gk+1) is finite. A factorizedJ̃k+1
such thatJ̃k+1J̃Tk+1 = B̃k+1 is found by (4.5) after replacingyk by ỹk.
4.3. Results and discussion
4.3.1. The choice of the regularization parameter
A good choice ofε depends on properties of the system, in particular on the tim
step∆t and on the smallest eigenvalues of the HessianH. SinceH can easily become
singular, a useful rule of thumb is that the step size on the energy landscape is max-
imized by RFSU, by a factor≡ ∆t/ε. Smallε only slow down the largest collective
displacements, while for very largeε, the regularization term inB starts to dominate
and RFSU will resemble conventional Langevin dynamics withconstant friction 1/ε.





(xi,i+1 − 1)2; (4.15)
andxi,i+1 = |xi − xi+1|2 the distance between particlei andi +1. Since the Hessian for
this potential is constant, we can analyze the converged eigenvalues ofB for different
ε. We note that these eigenvalues should converge to (λ(H)+ε)−1 (see theory section).
Figure 4.2a shows that choosing differentε indeed does not have a noticeable effect
on the smallest eigenvalues. As expected, the effect is most significant for the larger
eigenvalues (≡ smallλ(H)) and the largest eigenvalue always converged to 1/ε (re-
member thatλmin(H) = 0). In Figure 4.2b we compare the eigenvalue spectra ofBε
(◦) using RFSU forε = 0.001 andBΦ (+) using FSU forn = 27. We previously
showed [81] thatBΦ converges to a generalized inverse ofH. After 10000 steps, the
largest eigenvalue ofBε has converged to 1/ε = 103 while the largest eigenvalue of
BΦ is still increasing [81] (both exceed the vertical axes limit). In particular,B ob-
tained by RFSU converges to a unique (H + εI )−1, the rate of which depends on the
value ofε. Additional symbols in Figure 4.2b denote the eigenvalues sp ctra obtained
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for (4.15) by analytic inversion and for two types of physically-inspired regulariza-
tions. First (), we explicitly constrained FSU for chain translation by resetting the
center of mass to the original position at each time step. Second (·), we calculated
the analytic eigenvalue spectrum for (4.15) with an additional penalty function for
the center of mass, similar to earlier work [81]. It is clear that these two types of
regularizations have a very similar eff ct, since the eigenvalue spectra overlap. How-
ever, both spectra differ from RFSU. Removing or penalizing the slowest mode in
the displacements apparently slows downall modes compared to the non-regularized
case. In particular, the eigenvalue spectrum seems shifted(by one) when one com-
pares the spectra for the non-regularized (+) and the physically-inspired regularized
results ( and·). In contrast, the spectrum for RFSU and non-regularized FSU share
many features. In RFSU the acceleration of the slowest modesis maximized and
the condition numberκ(B) is therefore constrained. We also review the effect of

























(a) Eigenvalues of mobility constructed with
regularized FSU for different valuesε.




















analytical inverse Hessian of Φ
fixed
mobility of simulation with Φ
spring
regularised mobility ε = 0.001
mobility of simulation with resetting to COM
(b) Eigenvalues of the mobility constructed
with different regularization methods.
Figure 4.2: Comparison of the eigenvalues of the analytic inverse Hessian and the
mobility as constructed by regularized FSU and other regularization methods with n=
27.
regularization on the ill-conditioning and over-acceleration issues discussed in the
introduction (see Figure 4.1). We consider a 1-D chain (4.15) for n = 100 for over-
acceleration [81] and the same 3-D Rouse chain as in Figure 4.1 for ill-conditioning.
Figure 4.3a shows the evolution of the chain length for different values ofε, including
ε = 0 of FSU. Over-acceleration persists in RFSU for small values of ε, as the chain
length falls substantially below the equilibrium lengthleq = 99 before converging.
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For the largest considered value,ε = 0.1, convergence toleq is considerably slowed
down and approaches the one obtained for conventional Langevin dynamics [81],
since the diagonal regularization matrix starts to dominate. Here, the contribution
of collective modes is severely damped by maximizing the largest eigenvalues ofB
to 1/ε = 10, resulting in a much slower cooperative chain contraction than in FSU.
Proper behavior is obtained somewhere between these two extremes, in particular for
0.025< ε < 0.01, where the chain length convergence is even better than that of FSU.
We found thatε = 0.004 is optimal. Application of RFSU also resolves the problem



























(a) Effect of the regularization on the conver-
gence towards the equilibrium contour length
of 3-D Rouse chain with equilibrium length
99.


















(b) Effect of the regularization on‖JJT‖F and
the contour lengths during the simulation of a
3-D Rouse chain with equilibrium length 9.
Figure 4.3: Examples of the regularization eff ct on over acceleration and on amplifi-
cation of numerical errors.
of an ill-conditionedB. Upon comparing the matrix norm ofB in Figure 4.1b for
FSU and Figure 4.3b using RFSU withε = 0.01, one can observe that the sudden
increases in the chain length are completely absent after regularization. Clearly, the
effect of amplification of numerical errors inB is no longer present or considerably
reduced.
4.3.2. Minimal model for a protein
The development of coarse-grained or minimal models for proteins has always been
a very active area of research. Besides the intellectual chal enge, a solution to the
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protein folding problem will have important implications for the understanding and
design of protein function and possible causes of diseases du to protein misfolds.
Experiments show that small, single-domain proteins reachtheir native states on the
time scale in the order of 10-1000 milliseconds, thereby setting a lower bound for the
representation of the smallest modes. The eff ct of smoothing the energy landscape
by coarse-graining was previously discussed (we refer to existing reviews [104] for
details) and coarse-grained models are believed to providevaluable information of
folding, assembly and function(s) of biomolecules.
Since the earliest efforts of Flory for heterogeneous polymers [105], several groups
have focussed on a coarse-grained off-lattice Cα representation of proteins. Such a
representation disregards side chains effects and introduces a three letter particle code
for each peptide depending on their nature:hydrophobic(B), polar or hydrophilic(L)
andneutral(N). A general expression for the conformational energy potential Φp for
a string of particles is then given by
Φp = Φbond+ Φbending+ Φdihedral+ Φnon, (4.16)
where the terms are the potential for bond length variation,which can be omitted if
the bond length is fixed [109], bond angles, dihedral angles and nonbonded interac-
tions. Using this model, several sequence-dependent properties like folding trajecto-
ries, metastable fold states and life-times, the eff ct of mutations and thermodynamic
properties like folding and collapse temperatures, in order to discriminate between
fast and slow folders, have been considered and compared to exis ing experimental
observations [91].
A realistic kinetic description is vital for these studies and most of them rely on
Langevin dynamics, either in the over- or under-damped limit. Our S-QN model
considers Langevin dynamics in the overdamped case as a starting point but does not
follow a realistic pathway due to the incorporation of curvature information. This
is a property shared among many other methods, for instance Monte Carlo (MC)
and methods that employ a biasing potential [106], aimed at improved sampling.
However, S-QN does allow for an automated determination of colle tive modes and
is much more efficient than Langevin dynamics in finding transition and equilibrium
states in a thermodynamically consistent way, as we will show in this section for a
particular coarse-grained protein. Due to these unique properties, we believe that
this model represents a valuable contribution to the coarse-grained protein modeling
toolkit.
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4.3.2a. Terms in the energy potential




kbi j (di,i+1 − d0)2, (4.17)
with N the number of particles,j = i + 1, di,i+1 = ‖r i − r i+1‖2 is the distance between
particle i and i + 1, d0 is the reference bond length andkbi j is the force (or spring)




kai jk (θi jk − θ0)
2, (4.18)
with j = i + 1, k = i + 2, θi jk the bond angle defined by the bond vectorsr i j = r i − r j
andrk j = rk − r j , θ0 is the reference angle andkai jk is the force constant. The torsion




kti jkl (1+ cos(ni jklφi jkl − φ0)), (4.19)
with j = i + 1, k = i + 2, l = i + 3, φi jkl the torsion angle between the normal of
the plane through particlesi, j, k and the normal of the plane through particlesj,
k, l. Again kti jkl is the force constant andφ0 is the reference angle andni jkl is the






Ai(1+ cosφi) + Bi(1+ cos 3φi)
]
, (4.20)
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4.3.2b. Preliminary calculation of sampling distributions
First, we consider the thermodynamically consistency of the sampling obtained by
RFSU, which should be the Boltzmann distribution in equilibrium, for the case where
only intra-molecular interactions contribute. Sampling distributions for the bond
length, angle and torsion, for the torsion potential (4.19), are considered separately
using a simulation of 10000 steps in total. We apply RFSU for astring of N = 9
equivalent particles,n = 3 × N = 27, and usekBT = 10 and∆t = 10−2. The force
constants are set tokbi j = k
a
i jk = k
a
i jkl = 10
3 and the reference variablesd0 = 1 and
θ0 = φ0 =
π
2. We variedε and the initial configurations. The presented results are
for one initial configuration and rather highε = 0.1, but representative for all other
cases.
The chain length during the simulation, Figure 4.4a, converges to an equilibriumleq =
(N−1)d0 = 8 after roughly 1000 iterations. The analytic Boltzmann distribution was
calculated usingNexp (−Φ/kBT), whereΦ is the considered potential term. Starting
with the bond length, we see in Figure 4.4b that the analytic distribution is reproduced
well by the simulated sampling distribution, with meand0 = 1. From Figures 4.4c
and 4.4d we conclude the same for the simulated distributionof the bending angles
and dihedrals, respectively. Apparently, S-QN is effective in sampling the equilibrium
values for the bond length, angles and dihedrals, in spite ofhe rather largeε.
We note that the update is governed by the noise term for the chosen value ofkBT =
10 ( the noise/drift ratio >> 1). Although slow modes are seriously damped due
to regularization, relative to the non-regularized case, th collective contributions of
noise and drift enable this eff ctive sampling. As a control, we also performed a
simulation using conventional Langevin equation, with a constant mobilityM = 1
(all other parameters are the same). After 10000 steps, the sampling distribution is
far from equilibrium and preferable bond length, bending and torsion angles were not
detected.
4.3.2c. Application to the model protein
Finally, we apply RFSU to an earlier considered coarse-grained protein G [91], rep-
resented by the stringLB9(NL)2NBLB3LB, where each letter denotes a hydropho-
bic (B), hydrophilic (L) or neutral (N) coarse-grained peptide. The simulations in
Ref. [91] were performed using Langevin dynamics in the under-damped limit for
different friction coefficients. Since the value ofσ = Tθ − TF/Tθ for G is rather low
(σ = 0.20), withTθ = 0.78 the collapse transition andTF = 0.62 the folding transi-
tion temperature (in reduced units ofεh/kB, with εh a scaling factor in the non-bonded
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(a) Total chain length vs iteration index k























(b) Distribution of the bond lengths according
to the Boltzmann distribution and the calcu-
lated distribution using regularized FSU.
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(c) Distribution of the angles according to the
Boltzmann distribution and the calculated dis-
tribution using regularized FSU.























(d) Distribution of the dihedrals according to
the Boltzmann distribution and the calculated
distribution using regularized FSU.
Figure 4.4: Sampling properties of the contour length, bond length, bending angles
and dihedrals using regularized FSU with N= 9 (i.e. n=27), ε = 0.01, kBT = 1 and
∆t = 10−2.
potential), it was argued that the native state has a large basin of attraction [91]. The
native confirmation can thus be accessed rapidly and over a rather wide temperature
range and would appear to be kinetically two-state-like. For the later comparison,
the β-type folded state of protein G is displayed in Figure 1 of Ref. [91]. All three
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neutral residues are concentrated in a turn region. The hydrophobic residues in the
branches at either side of this turn tend to be in close contact with each other while the
hydrophilic residues point outwards. We refer to this stateasnativein the remainder.
Parameters in the potential terms
The parameters in (4.16) are the same as in Ref. [91]:kbi j = 100,d0 = 1, k
a
i jk = 20
andθ0 = 105◦ in the bond length and angle potentials,Ai = 0 andBi = 0.2 if two or
more of the four particles are neutral (N) andAi = Bi = 1.2 for all other cases in the
torsion potential (4.20). Non-bonded potentials are givenby (4.21) withεh = 1 and
coefficientsCi j = −Di j = 23 if one particle is of theL type and the other of typeL or
B, Ci j = Di j = 1 if both particles are of typeB andCi j = 0 andDi j = −1 if either one
of two particles is of typeN.
Distance measure
The distance between a simulated and a reference state is determined using the com-
mon structure overlap functionχ,
χ = 1− 2





Θ(ǫtol − |di, j − drefi, j |), (4.22)
whereN is the number of particles,di j anddrefi j are distances between particlei and
j in the simulated and reference state, respectively, andΘ is the Heaviside function.
The structure overlap function is insensitive to chain rotati n or translation. If|di, j −
drefi, j | ≤ ǫtol, particlesi and j are assumed to be in a contact according to the reference
state. Unless mentioned otherwise, our reference state is the native state shown in
Figure 4.8i. We useǫtol = 0.2 [91].
Regularization parameter and time step
Before reviewing simulation results, we shortly consider the regularization parameter
and the time step. In all simulations with RFSU we used eitherε = 10−3 or 10−2, a
choice that is based on the results of our previous analysis.A large time step provides
an enhanced sampling of the potential energy surface. Initially, we considered∆t =
10−2 for RFSU and found that the simulations are stable. In CLD, such a large time
step causes instability and we were forced to simulate with areduced∆t = 10−4.
Nevertheless, this cause for instabilities is also active in the initial stages of RFSU,
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since the initial mobilityB0 = I does not yet include proper scaling for the different
modes. This phenomenon is clear in Figure 4.6a where one can observe irregular high
peaks during the initial iterations of the simulation. In principle, one can remedy this
behavior by preconditioning, i.e. determining a proper choi e fB0 = J0JT0 , I . This
approximate inverse HessianB0 can be determined by performing the S-QN method
for kBT = 0 (standard QN). Such aB0 was found to enable stable simulation for an
even increased∆t = 10−1.
Starting configuration
The simulation pathway over the potential energy hypersurface naturally depends on
its complex topography, making the observation of a foldingevent within the consid-
ered limits of simulation time sensitive to the starting state on this folding funnel. The
starting state and influence of external factors in biological folding processes remain
a matter of speculation, complicating the determination ofrealistic starting states.
Many simulations of protein conformational changes or dynamics begin at the native
crystal structure using the atomic coordinates measured from electron density maps
obtained by X-ray diffraction methods. Other simulations start from more random
conformations that often obey constraints, in that selected interatomic distances in
the conformation have particular values. Sometimes this can be done analytically by
choosing as random variables either the torsion angles, which always preserve bond
length and bond angle values, or the rigid-body rotations and translations, which al-
ways preserve the internal structure of the rigid fragment.Methods for generating
random structures that satisfy constraints on the distances between pairs of atoms or
groups given upper and lower bounds also exist [110, 111]. Weak constraints on bond
lengths, angles and torsions are also used in many coarse-grained descriptions, where
random (coil) starting configurations are generated at elevated temperatures by pre-
simulation, after disabling non-bonded interactions, or by simulated annealing (SA).
The study of Veitshans [91] used a SA procedure to generate 100-30 independent
states for protein G and showed that, forT = 0.41 < TF, the fraction of unfolded
chains decays roughly exponentially with time and vanishesaroundt = 3000. Here,
we select specific starting configurations, the V-shape shown in Figure 4.8a, with up-
per and lower bounds for otherwise random bond length, angles and torsions. These
structures are inspired by our focus on the collective dynamics and based on the
identification of the turn region in the native state [91]. Weexpect that the domains at
either sides of the turn point will collectively approach each other in RFSU to reach
the native state. The largeΦ of this state and the collective behavior that is required
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for folding suggest that this state is part of a region that israther distant from the
native state. Moreover, the fraction of folded proteins in CLD will depend on the cu-
mulative Kramer’s transitions rates forall potentials energy barriers between starting
and native states. A direct comparison of our result to the folding rates obtained by
Veitshans is therefore rather impossible [91]. Instead, wecompare RFSU and CLD
(with B = γI ) for the same (random) starting states.
Simulations for T > Tθ
We start with simulations forkBT = 1, which reduces toT = 1 in reduced units [91].
We note that this temperature is well above the collapse transi io temperatureTθ =
0.78. Our reason for this choice is that sampling at elevated temperatures increases
the probability of barrier crossing. In Ref. [91], the averaged overlap function〈χ〉was
found to be〈χ〉 ≈ 0.8 for T = 1, where the averaging is carried out over pathways
for different starting configurations. As mentioned, our starting configuration is the
V-shaped conformation displayed in Figure 4.8a. For this structure,χ = 1 and the
domains at either side of the turning point are rather far apat. We usedB0 = I and
∆t = 10−2 for S-QN, where the mobilityBk+1 was determined by RFSU. For CLD,
we usedγ = 1 and∆t = 10−4.
Figure 4.5 shows the evolution of the structure overlap functio χ for both S-QN (a)
and CLD (b). Althoughχ for S-QN is below the one for CLD for practically the com-
plete range of time steps, their final (averaged) values are around the sameχ ≈ 0.8,
in good agreement the results of Veitshanset al [91]. Clearly, the chains exhibit in a
random coil conformation during its evolution in both methods. The corresponding
evolution of the potentialsΦ for both simulations are shown in Figure 4.6. Although
Φ falls off much faster for S-QN, it fluctuates at a somewhat higher range(values
between 40 and 60) than the CLD simulations (between 20 and 40). Although this
performance looks very similar, the information containedin Figures 4.5 and 4.6 is
incomplete. To analyze the sampling in S-QN and CLD, we explored the potential
well structure around the sampling path. In particular, we us d conformations ob-
tained at every 500 time steps in S-QN and CLD for quenching into local minima of
Φ or inherent structuresby a standard QN method with a backtracking line search.
The rather flat wells and local minima ofΦ are displayed in Figures 4.7a and 4.7b.
Missing parts of the wells were added symmetrically. In Figures 4.7c (S-QN) and
4.7d (CLD) we show a correlation map of inherent states obtained for S-QN and CLD
respectively. Using the overlap functionχ as a measure for similarity between differ-
ent inherent states, white squares denote fully uncorrelated structures (χ ≈ 1), while
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(a) Overlap function with respect to a config-
uration from the native class using the regu-
larized FSU withε = 10−3 and∆t = 10−2.


























(b) Overlap function with respect to a config-
uration from the native class using the con-
ventional Langevin dynamics with∆t = 10−4.
Figure 4.5: Comparison of the structural overlap functionsχ obtained by regularized
FSU and standard Langevin dynamics for simulations of a model protein with kBT = 1.


















(a) Evolution of the potentialsΦ obtained by
the regularized FSU withε = 10−3 and∆t =
10−2.


















(b) Evolution of the potentialsΦ obtained
by the conventional Langevin dynamics with
∆t = 10−4.
Figure 4.6: Evolution of the potentialsΦ for simulations of a model protein with kBT =
1.
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(a) Local minima found during the simulation
with regularized FSU.













(b) Local minima found during the simulation
with standard Langevin dynamics.
 
 






















(c) Correlations of the configurations corre-
sponding to the local minima obtained during
sampling with regularized FSU.
 
 






















(d) Correlations of the configurations corre-
sponding to the local minima obtained during
sampling with standard Langevin dynamics.
Figure 4.7: Comparison of the local minima found by quenching after every 500 steps
for the regularized FSU and the standard Langevin dynamics.In order to plot on a
log-scaleΦ+ instead ofΦ is shown, whereΦ+ = Φ + c+, with c+ = 12. The correla-
tion matrices show the correlations between the configurations of the inherent state, the
darker the square the more correlated the configurations are.
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(a) Initial configuration. (b) Φ ≈ −0.1 (c)Φ ≈ −4.6
(d) Φ ≈ −5.9 (e)Φ ≈ −6.7 (f) Φ ≈ −7.6
(g)Φ ≈ −8.4 (h) Φ ≈ −10.4 (i) Φ ≤ −10.5
Figure 4.8: Configurations representing a typical structure from different classes found
based on the correlation matrix.
black squares denote fully correlated or similar structures (χ ≈ 0). The first entry in
the correlation map is the starting structure shown in 4.8a and auto-correlation gives
rise to a back diagonal.
Correlated inherent structures were found to map one-to-one t distinct local min-
ima of the potential energyΦ, ranging fromΦ = −0.1 to Φ = −11.1. Based
on this analysis, we classified the inherent structures for S-QN into several cat-
egories: Φ ≈ −0.1 (k = 500, 1000, 1500), Φ ≈ −4.6 (k = 9000), Φ ≈ −5.9
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(k = 8500, 9500), Φ ≈ −6.7 (k = 4500), Φ ≈ −7.6 (k = 7000, 8000, 10000),
Φ ≈ −8.4 (k = 3000, 5000, 5500, 6500),Φ ≈ −10.4 (k = 2500) andΦ ≤ −10.5
(k = 2000, 3500, 4000, 6000, 7500). Representative structures are displayed in Fig-
ures 4.8b- 4.8i in the order of decreasingΦ. For CLD all local minima are the same,
Φ ≈ −0.1 in Figure 4.7b, and only the inherent structure in Figure 4.8b was identified
by the quenching procedure. These results show that a much larger part of the po-
tential energy landscape is sampled by S-QN compared to CLD,which samples only
very local, despite the apparently very similarχ in Figure 4.5. The structure in Figure
4.8i (Φ = −10.75) is visually equal to the native structure of protein G in Fgure 1
of Ref. [91]. We note that we identified a slightly different structure with even lower
Φ = −11.13. However, this structure belongs to the same class.
Simulations for T < TF
We focus on the multiscale nature of our method by considering a temperatureT =
0.01, much lower than the folding temperature. For such a low temperature, fold-
ing may become very slow in conventional Langevin dynamics [91]. To anticipate,
we selected several V-shaped random initial configurationsthat are not extremely far
from the native state but still have minimal overlap:χ is close to one. We carried
out a preconditioning step for the determination ofB0 in RFSU, which prevents the
irregularity at the beginning of the simulation (see insertFigure 4.6a). This precon-
ditioning enables stable simulations with∆t = 10−1. For a genuine comparison of
folding rates in S-QN and CLD, an appropriate constant mobility γ in CLD should
be determined. We can either determine this mobility based on physical properties,
i.e. the effective friction coefficient, or relate to the inverse Hessian in the initialx0.
The fastest mode for a quadratic potential, the one that setsth maximum time step
in CLD, is associated with the largest eigenvalue ofH. Using the calculated largest
eigenvalueλmax(B−10 ) ∼ O(105) of the approximationB−1 of H + ǫI ∼ H in x0 and
taking into account the time step in S-QN, we obtain an equivalent time step∆t for
CLD of approximately 10−6. Since we found the scheme to be stable for∆t = 10−4,
we use this value instead. For each method (S-QN and CLD) we performed 10+
simulations using different starting configurations. From each of these two sets, we
selected and analyzed the one that reaches the lowestΦ.
From Figure 4.9a, we observe a much faster decrease of the potential energyΦtotal for
S-QN than for CLD, despite the fact that we have chosen a larger tim step in CLD.
For better understanding of the folding kinetics, we considere the evolution of the
different contributions to the energy potential separately (see Figures 4.9a, 4.9b, 4.9c





























(a) Comparision of the evolution ofΦbond dur-
ing simulations with the regularized FSU and





























(b) Comparision of the evolution ofΦangledur-
ing simulations with the regularized FSU and





























(c) Comparision of the evolution ofΦdihedral
during simulations with the regularized FSU





























(d) Comparision of the evolution ofΦLJ dur-
ing simulations with the regularized FSU and
the standard Langevin dynamisc.
Figure 4.9: Comparision of the evolution of the different potentials during simulation
with the regularized FSU and the standard Langevin dynamisc.
and 4.9d). Collective modes in S-QN are typically first observed in the potentials
for intra-chain interactions (Φbond, Φbending andΦdihedral) while the contribution of
the non-bonded potential remains rather insignificant to later stages. The bond length
and angles converge inO(10) steps to their equilibrium values, see Figures 4.9a and
4.9b. From Figure 4.9c, one can observe that after∼ 500 iterations the curves for
Φdihedral andΦtotal have the same decreasing nature and eventually start to overlap
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after k ∼ 2000. At this stage, the equilibration of the dihedral angles is clearly the
main contribution to the decreasing potentialΦtotal, an observation that is supported
by the other intra-chain potentials fluctuating around zero. Following this stage, there
is a sudden drop inΦtotal after 5000 iterations, reflecting an equivalent drop inΦLJ,
Figure 4.9d. The torsion potential responds to this sudden drop by a small increase
followed by equilibration. We conclude that this reflects a collective chain collapse
where different chain domains at either side of the turn move coherently, a process
that is considerably accelerated when the long-range Lennard-Jones interactions be-
come more significant. In the rearrangement process that follows, most probably
concentrated in the turn region, the bond lengths and bond angles remains constant
but the torsion angles have to adapt.
For CLD we see a gradual decrease of the intra-chain potentials and the non-bonded
potentials, a signature of diffusion. The intra-chain potentials decrease much slower
than for S-QN and the bonds and angles reach equilibrium values only afterO(103)
steps. We note that large force constants in the bond terms, introduced by Veitshans
et al [91] as an alternative to RATTLE or SHAKE, ensure some collectivity. Unlike
S-QN, one can observe an immediate but small decrease of the non-bonded potential,
Figure 4.9d, indicative of a very slow and sequential collapse of non-bonded interac-
tion sites along the chain. From the values of torsion and non-bonded potentials at
k = 20000 it is clear that this zippering-like process continues b yond the end of the
simulation, and that the chain has not reached a stable state.
Next, we consider the structure overlap functionχ = χtotal, using the structure of Fig-
ure 4.8i from the native class as a reference state. Althoughprincipal modes can in
principle be determined as eigenvectors ofB along the simulation pathway, domains
that play a role in collective behavior can be anticipated from the start and the native
state. We define partial overlap functionsχleft andχright that only consider two dis-
junct sub-domainsLB8 andBLB3LBat either side of the turn region, respectively. We
note that the partial overlap functions can both vanish evenwhen the structure is not
native. Sub-domains are chosen such that the turn region is excluded. In Figure 4.10a
all structure overlap functions are combined for S-QN. It isclear that the left and the
right domain assemble into a native conformation very fast.However, afterχleft and
χright have vanished, they increase again at later stages and fluctuate between 0− 0.3
due to internal reorganizations. While the sub-domains rearrange (at least 70% stays
conform to the native state),χtotal is gradually decreasing. After 1000 iterations, the
rearrangements in the left and right domains damp out. The sudden drop inχtotal
coincides with the drop in the non-bonded potential (see Figure 4.9d), when the LJ-












































(a) Evolution of the structural overlap with re-
spect to a configuration from the native class
as reference configuration during the simula-












































(b) Evolution of the structural overlap with
respect to a configuration from the native
class as reference configuration during the













































(c) Evolution of the structural overlap with
respect to the configuration corresponding to














































(d) Evolution of the structural overlap with
respect to the configuration corresponding to
the lowest observedΦ during the simulation
with standard Langevin dynamics.
Figure 4.10:Evolution of the structural overlap with respect to the configuration corre-
sponding to the lowest observedΦ and with respect to the configuration from the native
class during the simulation with regularized FSU and the standard Langevin equation.
interactions become significant, and small rearrangementsin subdomains. Once the
native state is found (aroundk = 15000) only conformations in the native basin are
sampled, since collective modes seize to contribute and thenoise amplitude is low
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for T = 0.01. For a comparison, Figure 4.10b contains the overlap functions for
conventional Langevin dynamics. It is clear thatχleft andχright decrease at least one
order of magnitude slower than in S-QN. Although the sub-domains eventually reach
their native conformation, rearrangement of the chain as a whole is much slower and
the chain does not reach the native conformation within simulation time.
The analysis of the overlap function with respect to the native class seems arbitrary
for comparing the dynamics, since conventional Langevin dyamics does not nec-
essarily converge to the same class as S-QN. Therefore, we introduce different ref-
erence states, in particular the state with the lowest observedΦ during each of the
simulations (the lowest observed state) by S-QN or CLD. In Figures 4.10c and 4.10c
χtotal, χleft andχright for S-QN and CLD are shown, respectively. The analysis for the
S-QN is very similar to the one discussed earlier, since the lowest observed state is
in the class of native states. For CLD, we see that both sub-domains rearrange into
their lowest observed structure very slowly and that the signature ofχtotal is highly
correlated with these partial overlap functions. In particular, the formation of optimal
structure (almost) coincides with the formation of optimalp rtial structure in the two
sub-domains. This is a clear sign of non-cooperative behavior. As a reference, partial




Fixed bond length are often enforced in molecular modeling by computationally
demanding SHAKE or RATTLE algorithms [107, 108]. An alternative constraint
method, LINCS (Linear Constraint Solver) developed in 1997[109], directly resets
the constraints rather than the derivatives of the constraits and is up to four times
faster than SHAKE. In Ref. [91], an alternative approach is employed to circumvent
the computational demands associated with these methods. Stiff bonds are enforced
by setting the force constants to a highk = 100. A trade-off of this approach is that
the time step should be reduced. The automated scaling provided by S-QN gives rise
to a fast convergence to the equilibrium chain lengthleq and ’soft’ constraints on the
bond length, as we showed for Rouse chains in one and three dimens ons, even for
a very small force constantk = 1. From this protein study, we found that the mini-
mization of the intra-chain energy potentials, and alsoΦ itself, is rather insensitive to
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a scaling of the potential
Φα = α(Φbond+ Φbending+ Φdihedral) + Φnon, (4.23)
whereα was varied between 0.1 and 1. Although they may vary in details, the signa-
tures of both the intra-molecular potentials and the (partial) overlap functions do not
depend on the considered values ofα. In particular, the overlap functions is of the
same form as illustrated in Figure (4.10a): first the partialstructures (left and right
part) are established, followed by a drop inχtotal indicating the increasing influence
of long range interactions. Hence, the bond length isautomaticallyconstrained and
the force constants in the potential can be significantly reduc . This observation
provides tools for further optimization of performance.
Different starting configurations and regularization parameter choice
We accounted for the kinetic arrest that may occur at a very low temperaturekBT =
0.01 by considering a sharper V-shaped starting conformationtha shown in Figure
4.8a forkBT = 1. Moreover, the regularization parameterε used in RFSU forkBT =
0.01 is one order of magnitude larger (ε = 10−2) than in the simulation withkBT = 1
(ε = 10−3) to avoid over-acceleration. Since the value of regularization parameter
ε determines the upper bound to the acceleration of the collective modes, i.e. the
damping with respect to the non-regularized case, a reducedε speeds up the slowest
collective modes that are important for bringing the structure of Figure 4.8a to the
native configuration. We have also performed simulations with V-shaped starting
configurations that have minimal overlap at the beginning ofthe simulations,χ ≈ 1,
and found very similar signatures in the overlap functions ad the contribution of the
potential terms.
Partial structures
The partial structuresLB8 and BLB3LB, important for the analysis of collective
modes, were chosen based on the native chain conformation shown in Figure 4.8i,
or alternatively Figure 1 of Ref. [91]. The question may arise whether our analysis is
sensitive to this particular choice. For this reason, we systematically varied the partial
structures. The evolution of the partial overlap functionsfor the left wing,LBi with
i = 3..7, converges to zero in the same way as forLB8 in Figure 4.10a. These partial
structures, however, remain in their native configuration after this stage, unlikeLB8
that was shown to fluctuate between 0 and 0.3. For the right partial structure, we also
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calculated the partial overlap function forLB3LB, B3LB andB2LB. Shortening the
sub-domain leads to increased convergence to the native partial st ucture, although
all convergence rates are very similar to the one forBLB3LB (O(10)). Extending
partial structures beyond the chosen ones affects the evolution of overlap functions.
The fluctuations in the overlap function ofLB8 are caused by one of theB beads,
that is part of the turn region. Including the turn region completely, by dividing the
chain in two equally large sub-domainsLB9N and (LN)2BLB3LB, slows down the
convergence rates of the partial overlap functions, since the turn region has to facil-
itate collective rotation and contraction by local rearrangements. Nevertheless, for
RFSU these partial overlap functions posses the same features as in Figure (4.10a):
the partial overlap functions vanish before the chain as a whole finds it native state.
4.5. Conclusions
We applied a regularized stochastic Quasi-Newton method tostudy a protein model.
The new form of regularization was incorporated in the factorized update (FSU) al-
gorithm used for the determination of the curvature-dependent mobility B in S-QN
and resolves often occurring problems associated with a singular or ill-conditioned
local curvatureH. The regularized FSU (RFSU) scheme is based on determining a
estimate of local curvature (B−1) that converges toH + εI instead ofH, and does not
affect the efficiency of the original FSU scheme [81].
This work is part of a series of articles towards the development of a general effi-
cient and stable method for thermodynamically consistent accelerated equilibration.
In Ref. [80], we introduced the principles of S-QN and provedenhanced sampling
performance and barrier crossing for 1-and 2-dimensional ex mples. In the original
S-QN, standard Davidon-Fletcher-Powell (DFP) and Choleski decomposition was
used for the determination ofB and the noise amplitude, respectively. In Ref. [81],
we introduced cost effective FSU and limited-memory (L-)FSU algorithms for deter-
mining L with B = LLT and analyzed the sampling performance and multi-scale na-
ture for a simple but physically relevant Rouse chain with quadratic potential. Here,
we regularized S-QN via RFSU and applied the resulting method for a previously de-
veloped coarse-grained model of a rather short protein withaβ-type folded state. We
developed an efficient two-step approach: the enhanced sampling gives rise to many
inherent states, i.e. local minima on the energy landscape,wh n simulating above the
collapse temperature, and, below the folding temperature,he cooperative modes of
a protein can be efficiently determined and considerably speed up the folding process
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when compared to conventional Langevin dynamics.
A detailed analysis of the S-QN results shows that the folding pathway can be divided
in local and collective parts. Bond length, bond angles and torsions are equilibrated in
this order, a feature that is rather insensitive to the forceconstants used in the poten-
tials. After this equilibrium is established, a sudden dropin the total potential occurs,
corresponding to the non-bonded interactions becoming more significant. This sud-
den drop coincides with the sudden drop in the total overlap function, that provides
a distance measure with respect to the native state. The overlap function also shows
that partial structures, i.e. carefully chosen sub-domains of the protein, form prior to
this drop and move collectively to reach the native state. This collective dynamics is
absent in conventional Langevin dynamics, where native conta ts form as a result of
(local) diffusion.
The considered coarse-grained protein is rather short and ws previously determined
to be a good folder [91]. Moreover, the native structure was known from this earlier
study, although we identified a slightly different structure with even lower potential
energy. It is tempting to use the two-step approach for the det rmination of inher-
ent structure and principle mode analysis of proteins with direct biological function.
Crystal structures can serve as input for the determinationof i herent structures of
biological relevance, and inherent structures can be analyzed for the class of proteins
that are not easily crystallized, for instance membrane proteins. Realistic coarse-
grained parameters for these proteins can in principle be determined by systematic
coarse-graining procedures and external factors (for instance, chaperones) can be ex-
plicitly included in the S-QN method. We leave such study forfuture work.
CHAPTER 5
Efficient calculation of the generalised
Langevin equation
In the previous chapters, we have introduced our S-QN method. Since the calcu-
lation of the curvature-dependent mobility and its factorized form is very compute
expensive, we also introduced an efficient factorized update scheme. The factorized
update scheme (FSU) enables direct updates of the noise termand therefore avoids
the compute expensive (Cholesky) factorization. In the previous chapter, where we
applied S-QN to a minimal protein model, the small number of degrees of freedom
(n) rendered FSU appropriate for the calculation of the mobility matrix. For very
large systems, however, storage and modification of full matrices becomes inefficient
and L-FSU is more appropriate. Nevertheless, in Chapter 3 wehav only considered
L-FSU for a quadratic potential, i.e. the case where the spurious drift term vanishes.
In this chapter, we clarify how to efficiently combine L-FSU and the scheme intro-
duced by Hütter and Öttinger [39], that applies when the spurious drift term becomes
significant and involves the calculation of the inverse ofB.
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5.1. Introduction
Our starting point is the generalized Langevin equation:
dx = [−B(x)∇Φ(x) + kBT∇ · B(x)]dt +
√
2kBT J(x)dW(t), (5.1)
where B(x) = J(x)J(x)T . It is clear that factorization ofB(x) and calculation of
∇ · B(x) are of the highest computational complexity.
Avoid factorizing the mobility
Using our proposed factorized secant update (FSU) scheme fro Chapter 3, a direct
update ofJ is possible;
Jk+1 = Jk +
αskyTk Jk − α2JkJTk ykyTk Jk
yTk sk
, (5.2)







Avoid calculating the divergence of the mobility
Using the scheme of Hütter and Öttinger [39], no explicit calculation of the diver-
gence of the mobility is needed;






k )∇Φ(xk + ∆x
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−1(xk) + I ]
√
2kBT J(xk)∆Wt, (5.5)
∆xpk = −B(xk)∇Φ(xk)∆t +
√
2kBT J(xk)∆Wt. (5.6)
where (5.6) is the predictor step and (5.4) is the correction. Although this predictor-
correction scheme avoids the calculation of the divergenceof B, other costs are in-
volved, notably the significant costs for the calculation ofthe inverse.
Fortunately the DFP update scheme (equivalent to FSU) forBk is of such a form
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that the Sherman-Morrison theorem can be applied to calculate the exact inverse of
B−1(xk) = G(xk) = Gk in (5.5)










Using FSU and the update scheme of Hütter and Öttinger together with (5.7) de-
creases the computational cost fromO(n3) to O(n2).
5.2. Theory
The Sherman-Morrison formula is a special form of the Woodbury formula for the








for an invertible square matrixA and vectorsu andv. Since the update scheme (5.2)
is of the same form as the left hand side of equation (5.8), theinverse ofJk+1 can be
written as
J−1k+1 = Fk+1 = Fk − Fk
sk − αkJkJTk yk
yTk sk
yTk , (5.9)
whereJ−1k = Fk. It is easily checked thatJk+1Fk+1 = I . In equation (5.5) onlyB
−1
occurs and the factorized form ofB−1 seems redundant. However derivingFk enables












Wk = (I −
sk − αkJkJTk yk
yTk sk








wherevk = hk − sk/αk, hk = JkJTk yk andνk = h
T
k yk. The inverse of the mobility
is now casted in a factorized form (5.10) where a recursive expression (obtained by
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loop unrolling), can serve as a basis for limited-memory implementation. Since the
case fork < m is trivial, we only consider the case wherek is larger than or equal
to the truncation parameterm. Following the derivation of L-FSU in appendix B, we







0 W̃k−m+1 ... W̃k−1W̃k. (5.13)
The ˜ aboveWk indicates thatWk is defined as in equation (5.11) with truncatedJk,
i.e.
Jk = Ṽk−1...Ṽk−m+1J0, (5.14)
whereṼk is defined as







with truncatedJk in h̃k andα̃k.
Alternatively, the limited memory case ofB−1k+1 can be found by solving the rewritten















Z̃k−m+i) = I , (5.16)
whereṼi is given in (5.15). A solution for equation (5.16) is found bysolving Z̃k in
Ṽ−1k = Z̃k, (5.17)
and setZT0 = J
−T
0 . Equation (5.17) can easily solved by applying the Sherman-
Morrison formula on (5.15) which gives






























Evidently (5.18) is the same as the derivedW̃k from the truncatedFTk+1Fk+1.
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5.3. Discussion and Conclusion
Having derived a limited memory scheme forB−1, we are now able to calculate the
general Langevin equation in a complete limited memory way.Using the limited
memory method will not only limit the storage needed, but thecomputational cost
will decrease significantly. We finalize this chapter by considering the total computa-
tional cost of the general Langevin equation with adaptive mobility using the limited
memory method. Only considering the computational load of the displacement (5.5)
is sufficient since the predictor term (5.6) also appears in the displacement and thus






















wherexpk = xk + ∆x
p
k . Terms (5.19b) and (5.19d) has already been discussed in the
previous chapter: the computational costs are 10mn+ 2n and 2mn+ n respectively,
wherem is the truncation parameter or history depth andn the system size (dimen-
sion). The computational cost of term (5.19b) is an additionof the cost for the force
times the limited factorizedB(xk) (5mn+n) and the cost for calculatinghk, needed
for the next time step. The computational cost for term (5.19a) is 5mn+n since it can
be calculated in the same way as for (5.19b). Rest us to calculate the cost for term
(5.19c). Since the vector
√
2kBT J(xk)∆Wt has already been calculated, we concen-
trate on the calculation of the vector times the limited factorizedB(xk)−1, which can








for i = k − 1, ...,max(0, k−m)
γi = yTi d;
vi = hi − si/αi;
d = d + (γi/αiνi)vi ;
end
(5.21)




for i = max(0, k −m), ..., k− 1
ωi = vTi d;
d = d + (ωi/αiνi)yi ;
end
(5.23)
stop with result d = F(xk)T F(xk)d = B(xk)−1
√
2kBT J(xk)∆Wt, (5.24)
where the ˜ has been omitted for simpler notation. The first loop recursion (5.21)
and second loop recursion (5.23) require 3mnand 2mnmultiplications respectively;
if FT0 F0 is diagonal, thenn additional multiplications are needed. The vector (5.24)
can be used to multiply with the limited version ofB(xk + ∆x
p
k ), which are an addi-
tional 5mn+ n multiplications. This gives us a total of 10mn+ 2n multiplications for
term (5.19c). The computational costs are summarized and compared in the table be-
low. Clearly the computational complexity of the limited meory method is reduced
significantly compared to the conventional calculation methods and FSU.



























updateB(xk) 2n2 +O(n) updateB(xk) 2n2 +O(n) storeyk−1,sk−1







Chol(B(xk)) O(n3) updateJ(xk) 4n2 +O(n)








inv(B(xk)) O(n3) SM(B(xk)) 212n
2 +O(n)






Bxxxv is the matrix vector multiplication whereB is obtained by applying scheme xxx
Chol(B) is the Cholesky decomposition applied onB
inv(B) is the inverse calculation(Gaussian elimination) for thematrix B,
SM(B) is the inverse calculation using the Sherman−Morrison formula for the matrixB
[..]lim v is the vector obtained using the limited memory methods
Table 5.1: Computational cost comparison using different schemes.
Reducing computational complexity and saving on storage isv ry important for sim-
ulating large systems. In this chapter we achieved to construct a limited-memory
scheme for the generalized S-QN method. Combining the limited memory scheme
with the automated multi-scaling property of the alternative mobility gives us a very
powerful method for configurational space sampling with good thermodynamical
consistency.
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APPENDIX A
Langevin equation with space dependent
mobility and its discretised form
A.1. Derivation of the general Langevin equation and nu-
merical implementation
According to Gardiner [9] the many variable version of the Fokker Planck equation,




















p(x, t|x0, t0)Di j (x)
)
, (A-1)
which is related to the stochastic differential equation
dx = a(x)dt + B(x)dW, (A-2)
by D(x) = B(x)B(x)T . The drift vectora(x) and noise matrixB(x) are obtained by
requiring the stationary solution of the FPEps(x) to be the Boltzmann distribution
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ps(x) = N exp
[−βφ(x)]. Setting ∂p(x,t|x0,t0)
∂t = 0 and substituteps(x) for p(x, t|x0, t0)




































−βDi j (x)∂ jφ(x) + ∂ jDi j (x)
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. (A-6)




[−βD(x)∇φ(x) + ∇D(x)] dt + B(x)dW(t), (A-7)
where B(x)BT(x) = D(x) and β−1 = kBT. After defining D(x) = 2kBT M(x) =
2kBTL(x)LT (x) one obtains
dx =
[−M(x)∇φ(x) + kBT∇·M(x)] dt + √2kBT L(x)dW(t), (A-8)
where the noise term satisfies the fluctuation dissipation theorem. Equation (A-8) is
equivalent to the SDE proposed by Hütter and Öttinger [39]
dx = [−M(x)∇Φ(x)] dt + 1
2
[
M(x + dx)M(x)−1 + I
] √
2kBTL(x)dW(t). (A-9)
This can easily proven by expandingM(x + dx) aroundx and obeying the rules
dWdt = 0 and dWdW = dt.
The discretized form of the SDE proposed by Hütter and Öttinger is given below.
The update forxk at simulation stepk is given as






k )∇Φ(xk + ∆x
p













S-QN method for molecular simulations 143
with the corresponding predictor step
∆xpk = −M(xk)∇Φ(xk)∆t +
√
2kBTL(xk)∆Wt. (A-11)
The approximate inverse HessianB(xk) = Bk, which is taken as the mobility tensor
M(xk), can be obtained using the DFP update








sk = xk+1 − xk and yk = ∇Φ(xk+1) − ∇Φ(xk). (A-13)
APPENDIX B
Derivation of the (limited) factorised secant
update scheme
B.1. Predictor-corrector scheme for the spurious drift term
The generalized S-QN equation is given by
dx = [−B(x)∇Φ(x) + kBT∇ · B(x)]dt +
√
2kBT J(x)dW(t). (B-1)
We have previously shown [46] that (B-1) can be discretized using the predictor-
corrector scheme introduced by Hütter and Öttinger [39] as
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−1(xk) + I ]
√
2kBT J(xk)∆Wt, (B-3)
∆xpk = −B(xk)∇Φ(xk)∆t +
√
2kBT J(xk)∆Wt. (B-4)
where (B-4) is the predictor step and (B-2) is the correction. Direct inversion of
B would be costly and should therefore be avoided. Using the Sherman-Morrison














reusing the vectorsyk−1 andsk−1 stored for updatingBk−1. Disregarding the costs as-
sociated with the computation of∇Φ(xk+∆xpk ) and the storage ofG, we can calculate
the costs of this predictor-corrector scheme employed for generalΦ. For quadratic
potentials, when the predictor (B-4) suffices and∆xk = ∆x
p
k , the total costs are 7n
2
(see the theory section in Chapter 3). Due to the very relatedstructure, the corrector
equation (B-2) is 7n2 as well (if we reuse terms) plus an additional 2n2 for B−1(xk)
using (B-5). The additional costs for (B-2) are thus 9n2 and the total costs for the
predictor-corrector scheme using FSU are 16n2. The Sherman-Morrison theorem
can also be applied to derive an analytic expression forDk = J−1k from (B-13), pro-
viding an efficient method for determiningB−1(xk) for L-FSU. Again, the total costs
of the full scheme are roughly doubled compared to using onlythe predictor term.
Since this calculation is straightforward but involved, the full technical details are
given in future publications for generalΦ. As a concluding remark, we note that the
calculation of the divergence itself may actually be more effici nt than the predictor-
corrector scheme, because of the special nature of the update B(xk) = B(xk−1) + V,
with V a rank-two correction.
B.2. Derivation of the FSU algorithm
The derivation of the update forJ is equivalent to the update for the lower triangular
matrix L [33]. By interchangings andy and replacingL with J, the matricesLLT
and JJT become approximates of the Hessian and the inverse Hessian respectively.
Here we focus on the derivation of the update scheme forJ.
Given || · || is the Frobenius norm and
min
Jk+1
||Jk+1 − Jk||, (B-6)
Jk+1vk = sk, (B-7)
Jk+1 is uniquely given by
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SubstituteJk+1 into
JTk+1yk = vk, (B-9)
gives















(1− (sk − Jkvk)
Tyk
vTk vk
)vk = JTk yk. (B-11)







which has a real solution forα due to the curvature condition and positive definiteness
of JkJTk . The update scheme forJk+1 is now given by
Jk+1 = Jk +
αskyTk Jk − α2JkJTk ykyTk Jk
yTk sk
. (B-13)
Using this update we find after some algebraic operations that JJT is equal to the

























B.3. The limited memory update scheme
We consider our L-FSU method in the framework of limited-memory approaches. To
arrive at a limited-memory BFGS method, two different strategies have been used.
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The L-BFGS method of Liu and Nocedal [64] recasts BFGS into a multiplicative
form Bk+1 = VTk BkVk + ρksks
T
k , and truncates by only using the information stored
in Vk andsk during the lastm updates. In particular, given a (often diagonal)B0, the



























This approach was recently generalized by Reed [71] for the convex Broyden family
of Quasi-Newton updates. The variable storage conjugate grdient (VSCG) method
of Buckley and LeNir [77] is based on the BFGS formula in the additive form and
overwrites the most recent update oncem is reached. If only the current update
is stored, both algorithms reduce to the memoryless QN method of Shannon and
Phua [78]. It is generally recognized that L-BFGS with Shanno scaling is the most
efficient and reliable method across a range of test problems.










with vk = hk − sk/αk, hk = JkJTk yk andνk = hTk yk. Using the additional condition,
Bk+1 = Jk+1JTk+1, we obtain
Bk+1 = Jk+1J
T
















Rewriting this expression in the additive form, several terms cancel and we ob-
tain exactly the additive Davidon-Fletcher-Powell (DFP) formula (see also appendix
B.2) [71]. Hence, the multiplicative DFP formula
Bk+1 = V
T
k BkVk + ρksks
T






and the update scheme in FSU are equivalent. The principle diff rence is that we
casted (B-19) into afactorizedform (B-18). The recursive expression (B-17), ob-
tained by loop unrolling, can serve as a basis for limited-memory implementation.
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The recursive algorithm also allows for a limitation of the mory requirements of
FSU, by storing at eachk step vectors{yk, sk, hk} instead of matricesJk andBk in the
original scheme (B-13), however, at the expense of an additional computational load.
Since (B-13) is multiplicative, we adapt the L-BFGS strategy for limited-memory
implementation of FSU (L-FSU). However, instead of truncating the incorporation
of Vk in B, we truncate inJ, i.e.
Jk+1 = VkVk−1...Vk−m+1J0, (B-20)
for k ≥ m, and apply the second relation to update the mobilityB
Jk+1J
T









For k < m, the FSU relations apply. Upon comparing L-FSU to L-BFGS in (B-15),
with Vk as in (B-19), we note three important properties: a) L-FSU isfactorized,
b) the memory requirements of L-FSU are the same as in L-BFGS,c) assuming
B0 = I , the number of matrix-vector products in L-FSU (2m) is of a different order
than L-BFGS (2m+m(m− 1), or 2m+m(m− 1)/2 if case of re-using information).
One remaining issue is whether the secant condition is satisfied by L-FSU fork ≥
m.The L-Broyden family [71] was specially designed to satisfy the secant condition
Bk+1yk = sk for all k, sinceVkyk = 0. By construction, the L-FSU method satisfies
the secant condition fork < m. Let m > 1 andk ≥ m, we define a matrix̃Bk = J̃kJ̃Tk
by
J̃k = Vk−1...Vk−m+1J0, (B-22)
and we find that
Bk+1yk = Jk+1J
T
k+1yk = αk(h̃k − βkhk) + βksk . (B-23)
with h̃k = B̃kyk andβk = h̃Tk yk/h
T
k yk. Consequently, the secant condition is satisfied
only whenh̃k = hk = JkJTk yk, which is generally not the case. We now redefineVk as
















k yk = α̃kVkB̃kyk = α̃kVkh̃k = sk, (B-25)
and the secant condition is again satisfied. We note that onlythe hk for k ≥ m are
affected by this redefinition ofVk.
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B.4. Recursive scheme for the limited memory update
The update scheme can be casted into
Algorithm 1.




for i = K, ...,max(0,K −m+ 1)
vi = hi − si/αi;
λi = vTi d;
d = d − (λi/hTi yi)yi ;
end
(B-27)




for i = max(0,K −m+ 1), ...,K
γi = yTi d;
βi = yTi d;
d = d − (βi/hTi yi)vi ;
end
(B-29)
stop with result d = J(xK+1)J(xK+1)Td. (B-30)
It is clear that forK = k, the procedure in Algorithm 1 provides the drift term in (3.6)
for d = d(xk+1) = −∇Φ(xk+1)∆t in (B-26). The noise term can be calculated using the
second part of Algorithm 1, starting with (B-28) andd =
√
2kBT J0∆Wt. Fork < m,
the vectorhk = JkJTk yk can also be obtained using Algorithm 1 by settingd = yk and
K = k− 1. Consequently, we obtainαk from





and store this new valueαk in a vectorα. For k ≥ m, h̃k = B̃kyk can be obtained
from Algorithm 1 starting withd = yk with the recursive index running betweenk−1
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to k − m+ 1. We storeαk = αk(h̃k) andhk = h̃k = d. This scheme requires only
permanent storage of vector-triplets{sk, yk, hk} (each of lengthn) for each iteration
stepk. In agreement with general practice the small additional effort for storing and
calculating the vectorα of lengthm is not considered in the analysis [21].
Upon analysing the computational load, operations (B-27) and (B-29) add up to 3mn
and 2mnmultiplications, respectively. An additionaln operations are needed for (B-
28), if we assumeJ0 is a diagonal (positive definite) matrix, giving rise to 5mn+ n
operations. Recursive calculation ofhk requires a maximum of 5mn+ n operations
(for k = m− 1), and slightly less for otherk. The total is a maximum of 10mn+ 2n
multiplications per step for the drift term only. For the noise term only the second part
of the algorithm is required. Assuming again a diagonalJ0, we find thatn multiplica-
tions are required for
√
2kBT J0∆Wt and 2mnmultiplications for (B-29). This brings
us to a total of 2mn+ n multiplications for the noise term, and a total of 12nm+ 3n
for the complete cycle at time stepk.
Summary
In this thesis I consider the Langevin equation with an alternative mobility matrix.
One often considers the mobility matrix in the Langevin equation as a constant ma-
trix, whereas here I consider the mobility matrix as a space-dependent matrix which
needs to be updated at every time step. The Langevin equationis a stochastic differ-
ential equation which describes the time evolution of a set of changing macroscopic
variables. This set of variables changes relatively slow compared to other (micro-
scopic) variables. One of the earliest descriptions with the Langevin equation is the
description of Brownian dynamics: the motion of (macroscopi ) ollen grains in wa-
ter due to the rapidly moving water molecules.
In a molecular system, the positions (coordinates) of the larger-sized particles (mole-
cules/atoms) can be considered as a set of macroscopic variables and the positions
of the smaller-sized particles as microscopic variables. This relates to the relatively
fast movements of the smaller particles with respect to the move ents of the larger
particles. The subdivision of the variables enables the useof the Langevin equation
for describing these coarse-grained models.
In a simulation with conventional molecular dynamics (MD),the atoms/molecules
are represented as particles and the movements of these particles are calculated from
Newton’s equation of motion. However, simulations of a complex system with many
different length and time scales based on the fundamental equations of motion take a
very long simulation time before capturing the functional and relevant motions. This
problem is called critical slowing down. To avoid this problem multi-scale simula-
tion methods are applied, which permits the use of different size time steps and thus
enables acceleration of the relevant (slow) movements.
The aim of this thesis is to develop a stochastic quasi Newton(S-QN) method, such
that by incorporating multi-scaling the relevant motions are effectively taken with a
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larger time step. Due to the integration of the slow motions with a larger time step,
critical slowing down can be avoided. At every time step the slowest modes (cor-
responding to the relevant movements) can be detected and the acceleration of the
movements towards these modes is a possibility. However, detecting the different
modes of a system at each time step is computationally very expensive. Therefore,
a method that automatically changes the mobility matrix in the Langevin equation is
developed, such that in the resulting movements the slow modes are automatically
integrated with a larger time step.
In Chapter 2, the new mobility matrix is presented: the inverse Hessian of the en-
ergy potential. Due to this choice for the mobility matrix, the deterministic term
of the Langevin equation is similar to the displacement in the Newton minimization
method. We expect, analogous to the performance diff rence between the Newton
method and the steepest descent method, a better convergenctowards the minimum
of the energy potential compared to a constant mobility matrix. The stochastic term
(noise term) in the Langevin equation, constructed using the factorized mobility, is
needed for having correct thermodynamic sampling. Simple on and two dimen-
sional systems show that using the alternative mobility matrix is thermodynamically
consistent: the potential energy has a Boltzmann distribution. The choice for the
inverse Hessian contributes to a faster barrier crossing. This has been determined
quantitatively using the mean first passage time, which measur s the average time
needed to cross a barrier (getting to the top of the energy landscape starting from the
bottom). Using the alternative mobility matrix, the mean first passage time is one
order of magnitude smaller than for the constant mobility matrix. Since the calcu-
lation of the inverse Hessian is computationally expensive, an approximation for the
inverse Hessian has been used. This approximation is derivefrom an existing up-
date scheme in the quasi Newton method: the DFP-update scheme.
In Chapter 3, a factorized secant update (FSU) is constructed. This update is a factor-
ized equivalent of the DFP-update, such that no explicit factorisation of the mobility
is needed, which reduces the complexity fromO(n3) to O(n2). The FSU is con-
structed such that it forms a basis for the construction of a limited memory version
(LFSU), where no matrices are stored and no matrix multiplications are performed.
Instead of storingn2 matrix elements, 3m vectors of lengthn are stored, wherem
is the truncation parameter or the history depth. Applying the new update scheme
to a harmonic chain of particles shows that the update schemeconverges to the in-
verse Hessian. The FSU and LFSU contribute automatically tothe acceleration of
the different length and time scales, which results in a better sampling erformance
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compared to the conventional Langevin dynamics (constant mobility matrix).
In Chapter 4, the Langevin dynamics, with the mobility matrix constructed by FSU,
is applied to a model protein. For the stability of the simulation, the FSU-scheme has
been adapted such that regularization occurs for ill-conditioned systems; i.e. systems
with large condition numbers (largest eigenvalue of the mobility matrix divided by
the smallest eigenvalue). The model protein is based on 3 types of coarse grained
particles which either represent a hydrophobic or hydrophilic or a neutral peptide.
This protein model enables the determination of sequence-dep ndent properties of
the protein. Using the S-QN method the slow modes are accelerat d, which enables
faster crossing of energy barriers and samples a larger areaof the energy landscape.
As a consequence, different inherent states of the protein are found, including the
native state. Detailed analysis shows that automatic multi-scaling first minimizes the
bond length, bond angle and torsion potentials to its equilibrium value. Afterwards, a
sudden drop in the total potential occurs caused by the non-bonded interaction which
starts to play a role. The sudden drop in the total potential coincides with a drop in the
overlap function. The overlap function is a measure of the amount of (conformation-
wise) overlap with a reference structure, for which the native structure is often taken,
such that the overlap function is zero for total overlap and oe for no overlap at all.
The evolution of the overlap function of the partial structures (sub-domains) indicates
that these domains are already established before the drop in the total overlap occurs
and that the partial structures move collectively. In the conventional Langevin dy-
namics the collective movements are absent and less inherent states are found due to
critical slowing down.
The proposed FSU scheme enables automatic multi-scaling inthe Langevin dynam-
ics and contributes to efficient calculation of the noise term. The construction of
the FSU also enables the construction of a limited memory version for the mobil-
ity. However, the Langevin equation with a space dependent mobility has a spurious
drift term, so that calculation of the divergence of the mobility s needed. This term
is absent in the conventional Langevin equation (divergence of a constant mobility
has no contribution). The computationally expensive calcul tion of the divergence of
the mobility is avoided by using a prediction and correctionscheme, which requires
the calculation of the inverse mobility. In Chapter 5, the computation of the Langevin
equation with space dependent mobility is considered. For the inverse of the mobility
a limited memory version is constructed, so that the whole Langevin equation can be
written in a limited memory variant. Standard computational methods are ofO(n3),
FSU is ofO(n2) and LFSU is ofO(mn) and requires less storage. Together with the
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multi-scaling feature of (L)FSU, a powerful method for molecular simulations has
been provided.
Samenvatting
In dit proefschrift heb ik de Langevin vergelijking beschouwd met een alternatieve
mobiliteits matrix. Waar men veelal de mobiliteits matrix in de Langevin vergelijking
als constant betracht (inverse van de frictie coëfficiënt), beschouw ik de mobiliteits
matrix als een plaatsafhankelijke matrix die in elke simulatie stap vernieuwd moet
worden. De Langevin vergelijking is een stochastische differentiaalvergelijking die
een beschrijving geeft van de tijdsevolutie van een set verand rende macroscopische
variabelen. Deze set van variabelen veranderen relatief langzaam ten op zichte van
andere (microscopische) variabelen. Een van de eerste beschrijvingen die gebruik
maakt van de Langevin vergelijking is de beschrijving van Brownse beweging: de
beweging van (macroscopisch grote) pollen in water door botsingen met de snel be-
wegende water moleculen.
In een moleculair systeem kunnen de posities (coördinaten)va de grote deeltjes
(moleculen/atomen) gezien worden als een set macroscopische variabelen en de posi-
ties van de kleine deeltjes kunnen gezien worden als de microscopische variabelen.
Dit komt overeen met de relatief snellere bewegingen van de kleinere deeltjes ten
opzichte van de bewegingen van de grotere deeltjes. De onderver ling in variabe-
len maakt de Langevin vergelijking uiterst geschikt voor debeschrijving van deze
"coarse-grained"modellen.
In een simulatie, gebruikmakend van de klassieke moleculaire dynamica (MD), wor-
den de atomen voorgesteld als deeltjes en de bewegingen van deze deeltjes volgen
uit de bewegingsvergelijkingen van Newton. Een complex systeem heeft echter
vele verschillende lengte- en tijdschalen waardoor simulaties gebaseerd op funda-
mentele bewegingsvergelijkingen heel veel reken/simulatie-tijd vergen voor het in
kaart brengen van functionele en relevante bewegingen. Ditprobleem wordt "critical
slowing down"genoemd. Om dit probleem te overbruggen worden (b halve coarse-
157
158 Samenvatting
grained modellen) multi-schaal simulatie technieken toegepast, die verschillende tijd-
stap groottes toestaan en dus mogelijk maken om de relevante(l gzame) bewegin-
gen te accelereren.
Het doel van dit proefschrift is een stochastische quasi Newton (S-QN) methode te
ontwikkelen, waarbij door multi-schaling de relevante bewegingen effectief met een
grotere tijdstap worden genomen. Door langzame bewegingenmet grotere tijdstap-
pen te integreren wordt "critical slowing down"voorkomen.Het detecteren van de
langzaamste modes (deze corresponderen met de relevante bewegingen) in elke tijd-
stap en de bewegingen in deze modes accelereren is een mogelijkheid. Echter, het
detecteren van de verschillende modes in een systeem in elketijdstap is veel te kost-
baar. Vandaar de ontwikkeling van een methode die automatisch de mobiliteits matrix
in de Langevin vergelijking aanpast, zodanig dat in de result rende bewegingen de
langzame modes automatisch met een grotere tijdstap wordengeïntegreerd.
In hoofdstuk 2 wordt de nieuwe mobiliteits matrix gepresente rd: de inverse Hessiaan
van de energie potentiaal. Door deze keuze voor de mobiliteits matrix te nemen lijkt
de deterministische term van de Langevin vergelijking op deverplaatsing in de New-
ton minimalisatie methode. We verwachten, analoog aan het pres atieverschil tussen
de Newton methode en de steepest descent methode, een betereconvergentie naar het
energie minimum vergeleken met een constante mobiliteits matrix. De stochastische
term (ruis-term) in de Langevin vergelijking, geconstrueerd met de gefactoriseerde
mobiliteit, is essentieel voor correcte thermodynamischedistributies. Aan de hand
van eenvoudige 1 en 2 dimensionale systemen wordt aangetoond dat de alternatieve
mobiliteit thermodynamisch consistent is: de energie potentiaal heeft een Boltzmann
verdeling. De keuze van de inverse Hessiaan draagt ook bij aan de snellere verplaat-
sing over energie barrières. Deze laatste is kwantitatief gemeten aan de hand van de
gemiddelde eerste passage tijd waarbij gekeken wordt naar de gemiddelde benodige
tijd om van onder aan het energielandschap tot aan de top van het energielandschap
te komen. Gebruikmakend van de inverse Hessiaan is deze gemidd lde tijd een orde
kleiner dan de gemiddelde tijd nodig met een constante mobiliteit. Omdat het uitreke-
nen van de analytische inverse Hessiaan erg veel rekentijd vergt, wordt de inverse
Hessiaan benaderd. Deze benadering is afgeleid van een bestaand update schema in
de quasi Newton methode: het DFP-update schema.
In hoofdstuk 3 wordt een gefactoriseerd secant update (FSU)geconstrueerd. Deze
update is een gefactoriseerde equivalent van de DFP-update, w ardoor er geen expli-
ciete factorisatie van de mobiliteit meer nodig is, hetgeend complexiteit reduceert
vanO(n3) naarO(n2). De FSU is ook zodanig geconstrueerd dat het een basis vormt
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voor de constructie van een gelimiteerd geheugen versie (LFSU), waarbij geen matri-
ces worden opgeslagen en geen matrix vermenigvuldigingen plaatsvinden. In plaats
van n2 matrix elementen opslaan worden er 3m vectoren van lengten opgeslagen,
waarbijm de afkap parameter of de historie diepte is. Voor LFSU wordt de comple-
xiteit nog verder gereduceerd naarO(mn). Aan de hand van een systeem met deeltjes
waarbij harmonische interactie tussen de buren plaatsvindt, wordt getoond dat het
nieuwe update schema naar de inverse Hessiaan convergeert.Ook geldt dat FSU en
LFSU automatisch bijdragen aan het accelereren van de verschillende tijd en lengte
schalen, met als resultaat een betere sampling prestatie verg leken met de conven-
tionele Langevin dynamica (constante mobiliteits matrix).
In hoofdstuk 4 wordt de Langevin dynamica met de door FSU geconstrueerde mo-
biliteit toegepast op een model eiwit. Voor de stabiliteit van de simulatie wordt het
FSU schema aangepast zodanig dat er regularisatie plaatsvindt voor slecht gecon-
ditioneerde systemen: systemen met grote conditie getallen (grootste eigenwaarde
van de mobiliteit matrix gedeeld door de kleinste eigenwaarde). Het model eiwit is
gebaseerd op 3 soorten ‘groffe’ deeltjes die ofwel een hydrofobe ofwel een hydrofiele
ofwel een neutrale peptide representeren. Met dit eiwit model is het mogelijk om
ketenafhankelijke eigenschappen van een eiwit te bepalen.Met de S-QN methode
worden de langzame modes geaccelereerd, hetgeen de verplaatsing over energie bar-
rières versneld en een groter gebied van het energie landschap wordt bewandeld. Het
gevolg is dat verschillende lokale minima zijn gevonden, waaronder ook het globale
minimum. Gedetailleerde analyse van de SQ-N methode laat zien dat automatische
multi-schaling bijdraagt aan het eerst equilibreren van debindings lengtes, bindings
hoeken en torsie hoeken. Nadat deze bindings eigenschappenzijn gestabiliseerd
wordt er een plotselinge daling in het totale energie potentiaal waargenomen, het-
geen correspondeert met de niet bindings-interacties die een rol gaan spelen. De
plotselinge daling in de totale energie potentiaal komt overeen met de daling in de
overlap functie. Deze functie geeft aan in hoeverre de configuratie van het eiwit
overeenkomt met de configuratie van een referentie eiwit. Als referentie eiwit wordt
vaak de natieve conformatie genomen, waarbij een totale overlap correspondeert met
functie waarde 0 en geen overlap met functie waarde 1. De evolutie van de over-
lap functies van de partiële structuren(sub-domeinen) laat zien dat deze domeinen
alvorens de plotseling daling al zijn gevormd en collectiefb wegen. De collectieve
bewegingen zijn afwezig in de conventionele Langevin dynamic zodat minder mi-
nima worden gevonden vanwege de kritieke vertraging.
Het voorgestelde FSU schema draagt bij aan de automatische multi-schaling in de
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Langevin dynamica en een efficiënte berekening van de ruis-term. Ook is de FSU zo-
danig opgezet dat een gelimiteerde variant voor het berekenen van de mobiliteit mo-
gelijk is. Echter de Langevin vergelijking met een plaatsafhankelijke mobiliteit bezit
een correctie term voor de ruis, waarbij de divergentie van de mobiliteit berekend
moet worden. Deze term heeft geen bijdrage in de conventionele Langevin vergelij-
king (divergentie van constante mobiliteit levert geen bijdrage). Omdat de divergentie
term uitrekenen computationeel erg duur is, wordt dit vermeden door een predictie
en correctie schema, waarbij wel de inverse van de mobiliteit moet worden uitgere-
kend. In hoofdtuk 5 wordt op de computationele aspecten van het uitrekenen van de
Langevin vergelijking met plaatsafhankelijke mobiliteitingegaan. Voor de inverse
van de mobiliteit wordt een gelimiteerde geheugen schema geconstrueerd, waardoor
de gehele Langevin vergelijking in een gelimiteerde geheugen vorm geschreven kan
worden. Standaard computationele methoden zijn vanO(n3), terwijl FSU vanO(n2)
is en LFSU vanO(mn) en minder opslagcapaciteit nodig heeft. Tezamen met de au-
tomatische multi-schaling eigenschap, vormt (L)FSU een krachtige methode voor het
uitvoeren van moleculaire simulaties.
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