Abstract. Let R be a commutative local noetherian ring. We prove that the existence of a chain of semidualizing R-complexes of length (d + 1) yields a degree-d polynomial lower bound for the Bass numbers of R. We also show how information about certain Bass numbers of R provide restrictions on the lengths of chains of semidualizing R-complexes. To make this article somewhat self-contained, we also include a survey of some of the basic properties of semidualizing modules, semidualizing complexes and derived categories.
Introduction
Throughout this paper (R, m, k) is a commutative local noetherian ring. A classical maxim from module theory states that the existence of certain types of R-modules forces ring-theoretic conditions on R. For instance, if R has a dualizing module, then R is Cohen-Macaulay and a homomorphic image of a Gorenstein ring.
This paper is concerned with the consequences of the existence of nontrivial semi-dualizing R-modules and, more generally, semidualizing R-complexes. In this introduction, we restrict our attention to the modules. Essentially, a semidualizing module differs from a dualizing module in that the semidualizing module is not required to have finite injective dimension. (See Section 1 for definitions and background information.) The set of isomorphism classes of semidualizing R-modules has a rich structure. For instance, it comes equipped with an ordering based on the notion of total reflexivity.
It is not clear that the existence of nontrivial semidualizing R-complexes should have any deep implications for R. For instance, every ring has at least one semidualizing R-module, namely, the free R-module of rank 1. However, Gerko [21] has shown that, when R is artinian, the existence of certain collections of semidualizing R-modules implies the existence of a lower bound for the Loewy length of R; moreover, if this lower bound is achieved, then the Poincaré series of k has a very specific form.
The first point of this paper is to show how the existence of nontrivial semidualizing modules gives some insight into the following questions of Huneke about the Bass numbers µ i R (R) = rank k (Ext i R (k, R)). Question A. Let R be a local Cohen-Macaulay ring.
(a) If the sequence {µ i R (R)} is bounded, must it be eventually 0? that is, must R be Gorenstein? (b) If the sequence {µ i R (R)} is bounded above by a polynomial in i, must R be Gorenstein?
(c) If R is not Gorenstein, must the sequence {µ i R (R)} grow exponentially? Some progress on these questions has been made by Borna Lorestani, SatherWagstaff and Yassemi [8] , Christensen, Striuli and Veliche [14] , and Jorgensen and Leuschke [26] . However, each of these questions is still open in general. The following result gives the connection with semidualizing modules. It is contained in Theorem 3.5 and Corollary 3.6. Note that this result does not assume that R is Cohen-Macaulay.
Theorem B. Let R be a local ring. If R has a semidualizing module that is neither dualizing nor free, then the sequence of Bass numbers {µ i R (R)} is bounded below by a linear polynomial in i and hence is not eventually constant. Moreover, if R has a chain of semidualizing modules of length d + 1, then the sequence of Bass numbers {µ i R (R)} is bounded below by a polynomial in i of degree d. For readers who are familiar with semidualizing modules, the proof of this result is relatively straightforward when R is Cohen-Macaulay. We outline the proof here. Pass to the completion of R in order to assume that R is complete, and hence has a dualizing module D. The Bass series I R R (t) of R then agrees with the Poincaré series P R D (t) of D, up to a shift. Because of a result of Gerko [21, (3. 3)] the given chain of semidualizing modules yields a factorization P R D (t) = P 1 (t) · · · P d+1 (t) where each P i (t) is a power series with positive integer coefficients. The result now follows from straightforward numerics. The proof in the general case is essentially the same: after passing to the completion, use semidualizing complexes and the Poincaré series of a dualizing complex for R.
The second point of this paper is to show how information about certain Bass numbers of R force restrictions on the set of isomorphism classes of semidualizing R-modules. By way of motivation, we recall one of the main open questions about this set: must it be finite? Christensen and Sather-Wagstaff [13] have made some progress on this question, but the general question is still open. While the current paper does not address this question directly, we do show that this set cannot contain chains of arbitrary length under the reflexivity ordering. This is contained in the next result which summarizes Theorems 4.1 and 4.2. Note that the integer µ We prove more facts about the semidualizing objects for this ring in Example 4.4. We now summarize the contents of and philosophy behind this paper. Section 1 contains the basic properties of semidualizing modules needed for the proofs of Theorems B and C. Section 2 outlines the necessary background on semidualizing complexes needed for the more general versions of Theorems B and C, which are the subjects of Sections 3 and 4. Because the natural habitat for semidualizing complexes is the derived category D(R), we include a brief introduction to this category in Appendix A for readers who desire some background.
Sections 1 and 2 are arguably longer than necessary for the proofs of the results of Sections 3 and 4. Moreover, Section 1 is essentially a special case of Section 2. This is justified by the third point of this paper: We hope that, after seeing our applications to Question A, some readers will be motivated to learn more about semidualizing objects. To further encourage this, Section 1 is a brief survey of the theory for modules. We hope this will be helpful for readers who are familiar with dualizing modules, but possibly not familiar with dualizing complexes.
Section 2 is a parallel survey of the more general semidualizing complexes. It is written for readers who are familiar with dualizing complexes and the category of chain complexes and who have at least some knowledge about the derived category.
For readers who find their background on the derived category lacking, Appendix A contains background material on this subject. Our hope is to impart enough information about this category so that most readers get a feeling for the ideas behind our proofs. As such, we stress the connections between this category and the category of R-modules.
Semidualizing Modules
This section contains an introduction to our main players when they are modules. These are the semidualizing modules, which were introduced independently (with different terminology) by Foxby [17], Golod [22] , Vasconcelos [30] and Wakamatsu [31] . They generalize Grothendieck's notion of a dualizing module [24] and encompasses duality theories with respect to dualizing modules and with respect to the ring R. Definition 1.1. Let C be an R-module. The homothety homomorphism associated to C is the R-module homomorphism χ R C : R → Hom R (C, C) given by χ R C (r)(c) = rc. The R-module C is semidualizing if it satisfies the following conditions:
(1) The R-module C is finitely generated; (2) The homothety map χ R C : R → Hom R (C, C) is an isomorphism; and (3) For all i 1, we have Ext i R (C, C) = 0. An R-module D is dualizing if it is semidualizing and has finite injective dimension.
The set of isomorphism classes of semidualizing R-modules is denoted S 0 (R), and the isomorphism class of a given semidualizing R-module C is denoted [C]. Example 1.2. The R-module R is semidualizing, so R has a semidualizing module. Remark 1.3. For this article, we have assumed that the ring R is local. While this assumption is not necessary for the definitions and basic properties of semidualizing modules, it does make the theory somewhat simpler.
Specifically, let S be a commutative noetherian ring, not necessarily local, and let C be an S-module. Define the homothety homomorphism χ S C : S → Hom S (C, C), the semidualizing property, and the set S 0 (S) as in 1.1. It is straightforward to show that the semidualizing property is local, that is, that C is a semidualizing S-module if and only if C n is a semidualizing S n -module for each maximal ideal n ⊂ S. For instance, every finitely generated projective S-module of rank 1 is semidualizing. In other words, the Picard group Pic(S) is a subset of S 0 (S). Also, the group Pic(S) acts on S 0 (S) in a natural way: for each semidualizing S-module C and each finitely generated projective S-module L of rank 1, the S-module L⊗ S C is semidualizing. This action is trivial when S is local as the Picard group of a local ring contains only the free module of rank 1.
While this gives the nonlocal theory more structure to investigate, one can view this additional structure as problematic, for the following reason. Fix a semidualizing S-module C and a finitely generated projective S-module L of rank 1. Define the terms "totally C-reflexive" and "totally L ⊗ S C-reflexive" as in 1.10. It is straightforward to show that an S-module G is totally C-reflexive if and only if it is totally L ⊗ S C-reflexive. In particular, when Pic(S) is nontrivial, the reflexivity ordering on S 0 (S), defined as in 1.17, is not antisymmetric. Indeed, one has
One can overcome the lack of antisymmetry by considering the set S 0 (S) of orbits in S 0 (S) under the Picard group action. (Indeed, investigations of S 0 (S) can be found in the work of Avramov, Iyengar, and Lipman [7] and Frankild, SatherWagstaff and Taylor [19] .) However, we choose to avoid this level of generality in the current paper, not only for the sake of simplicity, but also because our applications in Section 3 and 4 are explicitly for local rings.
For the record, we note that another level of complexity arises when the ring S is of the form S 1 × S 2 where S 1 and S 2 are (nonzero) commutative noetherian rings. In this setting, the semidualizing S-modules are all of the form C 1 ⊕C 2 where each C i is a semidualizing S i -module. In other words, each connected component of Spec(S) contributes a degree of freedom to the elements of S 0 (S), and to S 0 (S). For further discussion, see [18, 19] .
The next three facts contain fundamental properties of semidualizing modules. Fact 1.4. Let C be a semidualizing R-module. The isomorphism R ∼ = Hom R (C, C) implies that Ann R (C) = 0. It follows that Supp R (C) = Spec(R) and so dim(C) = dim(R). Furthermore C is cyclic if and only if C ∼ = R: for the nontrivial implication, if C is cyclic, then
Here β R 0 (C) is the 0th Betti number of C, i.e., the minimal number of generators of C.
Furthermore, the isomorphism R ∼ = Hom R (C, C) also implies that Ass R (C) = Ass(R). It follows that an element x ∈ m is C-regular if and only if it is R-regular. When x is R-regular, one can show that the R/xR-module C/xC is semidualizing; see [18, (4.5) ]. Hence, by induction, we have depth R (C) = depth(R). We next give the first link between semidualizing modules and Bass numbers. Here is one of the main open questions in this subject. An affirmative answer for the case when R is Cohen-Macaulay and equicharacteristic is given in [13, (1) ]. Note that it is crucial that R be local; see Remark 1.3. Also note that, while Theorem 4.2 shows that chains in S 0 (R) cannot have arbitrarily large length, the methods of this paper do not answer this question. The next fact documents some fundamental properties. Fact 1.9. When C is a finitely generated R-module, it is semidualizing for R if and only if the completion C is semidualizing for R. See [11, (5.6)]. The essential point of the proof is that there are isomorphisms
(The analogous result holds for the dualizing property by, e.g., [9, (3.3.14) ].) Thus, the assignment C → C induces a well-defined function S 0 (R) ֒→ S 0 ( R); this function is injective since, for finitely generated R-modules B and C, we have B ∼ = C if and only if B ∼ = C. From [12, (5.5)] we know that this map can fail to be surjective. Compare this with Fact 2.13.
Next we summarize the aspects of duality with respect to semidualizing modules that are relevant for our results. Definition 1.10. Let C and G be R-modules. The biduality homomorphism associated to C and G is the map δ
Assume that C is a semidualizing R-module. The R-module G is totally Creflexive when it satisfies the following conditions:
(1) The R-module G is finitely generated; (2) The biduality map δ
Fact 1.11. Let C be a semidualizing R-module. It is straightforward to show that every finitely generated free R-module is totally C-reflexive. The essential point of the proof is that there are isomorphisms
It follows that every finitely generated R-module M has a resolution by totally
It is similarly straightforward to show that C is totally C-reflexive because
Compare this with Facts 2.19 and 2.20.
The next definition was introduced by Golod [22] . Definition 1.12. Let C be a semidualizing R-module, and let M be a finitely generated R-module. If M has a bounded resolution by totally C-reflexive R-modules, then it has finite G C -dimension and its
is the length of the shortest such resolution.
The next fact contains the ever-useful "AB-formula" for G C -dimension and is followed by some of its consequences. (3.14) ] or [22] . When B is semidualizing, Facts 1.4 and 1.13 combine to show that B has finite G C -dimension if and only if B is totally C-reflexive. Fact 1.14. Let C be a semidualizing R-module. If pd R (C) < ∞, then C ∼ = R Indeed, using Fact 1.4, the Auslander-Buchsbaum formula shows that C must be free, and the isomorphism Hom R (C, C) ∼ = R implies that C is free of rank 1. (Note that this depends on the assumption that R is local; see Remark 1.3.) It follows that, if C is a non-free semidualizing R-module, then the Betti number β The next facts contain some fundamental properties of this notion of reflexivity. Fact 1.15. Let C be a semidualizing R-module. A finitely generated R-module G is totally C-reflexive if and only if the completion G is totally C-reflexive. The essential point of the proof is that there are isomorphisms
Furthermore, a finitely generated R-module M has finite G C -dimension if and only if M has finite G b C -dimension. See [11, (5.10)] or [22] . Compare this with Fact 2.22. Fact 1.16. Let C be a semidualizing R-module. If M is a finitely generated Rmodule of finite projective dimension, then M has finite G C -dimension by Fact 1.11.
Let D be a dualizing R-module. If M is a maximal Cohen-Macaulay R-module, then M is totally D-reflexive by [9, (3.3.10) ]. The converse holds because of the AB-formula 1.13. It follows that every finitely generated R-module N has finite G D -dimension, as the fact that R is Cohen-Macaulay (c.f. Fact 1.6) implies that some syzygy of N is maximal Cohen-Macaulay. Compare this with Fact 2.20.
Here is the ordering on S 0 (R) that gives the chains discussed in the introduction. Here is the key to the proofs of our main results when R is Cohen-Macaulay.
3)] shows that there is an isomorphism
(Note that Fact 1.19 implies that each factor in the tensor product is a semidualizing R-module.) The proof is by induction on d, with the case d = 1 being the most important: The natural evaluation homomorphism ξ :
The unspecified isomorphism is Hom-tensor adjointness. The homomorphisms χ
is a projective resolution of C d , then the tensor product from Definition A.16
is a free resolution of C 0 . Compare this with Fact 2.27.
The final fact of this section demonstrates the utility of 1.20. It compares to 2.28. 
It follows that there is an equality of Betti numbers
and so Hom R (C, B) and Hom R (B, C) are cyclic. Fact 1.19 implies that Hom R (C, B) is semidualizing, so we have Hom R (C, B) ∼ = R by Fact 1.4. This yields the second isomorphism in the next sequence
The first isomorphism follows from the fact that C is totally B-reflexive, and the third isomorphism is standard. We conclude that Definition 2.1. Let C be an R-complex. The homothety morphism associated to C in the category of R-complexes C(R) is the morphism χ
The R-complex C is semidualizing if it is homologically finite, and the homothety morphism χ
is dualizing if it is semidualizing and has finite injective dimension.
The first fact of this section describes this definition in terms of resolutions.
can be described using a free resolution F of C, in which case it is represented by the morphism χ R F : R → Hom R (F, F ) in C(R). It can also be described using an injective resolution I of C, in which case it is represented by χ
Compare this with [10, (2.1.2)]. As this suggests, the semidualizing property can be detected by any free (or injective) resolution of C; and, when C is semidualizing, the semidualizing property is embodied by every free resolution and every injective resolution. Here is the essence of the argument of one aspect of this statement; the others are similar. The resolutions F and I are connected by a quasiisomorphism α : F ≃ − → I which yields the next commutative diagram in C(R) 3. An R-module C is semidualizing as an R-module if and only if it is semidualizing as an R-complex. To see this, let F be a free resolution of M . The condition Ext i R (C, C) = 0 is equivalent to the condition H −i (Hom R (F, F )) = 0 because of the following isomorphisms:
(See, e.g., Fact A.21.) Thus, we assume that Ext
is an isomorphism for all i = 0. Next, there is a commutative diagram of R-module homomorphisms where the unspecified isomorphisms are from Facts A.3 and A.23
It follows that χ 
that are compatible with the homothety morphisms χ R C and χ R Σ i C . The analogous statement for dualizing complexes follows from this because of the equality
Remark 2.5. As in Remark 1.3, we pause to explain some of the issues that arise when investigating semidualizing complexes in the non-local setting. Let S be a commutative noetherian ring, not necessarily local, and let C be an S-complex. Define the homothety homomorphism χ S C : S → Hom S (C, C), the semidualizing property, and the set S(S) as in 2.1.
When Spec(S) is connected, the set S(S) behaves similarly to S 0 (S): a nontrivial Picard group makes the ordering on S(S) non-antisymmetric, and one can overcome this by looking at an appropriate set of orbits.
However, when Spec(S) is disconnected (that is, when S ∼ = S 1 × S 2 for (nonzero) commutative noetherian rings S 1 and S 2 ) things are even more complicated than in the module-setting. Indeed, the semidualizing S-complexes are all of the form
where each C i is a semidualizing S i -complex. In other words, each connected component of Spec(S) contributes essentially two degrees of freedom to the elements of S(S). For further discussion, see [7, 18, 19] .
The next two facts are versions of 1.5 and 1.6 for semidualizing complexes. More generally, let D ′ be a dualizing complex for R. Then we have
Compare this with Fact 1.7.
Fact 1.4 implies that a cyclic semidualizing R-module must be isomorphic to the ring R. Using the previous fact, we show next that a version of this statement for semidualizing complexes fails in general. Specifically, there exists a ring R that has a semidualizing R-complex C that is not shift-isomorphic to R even though its first nonzero Betti number is 1. See Example 4.4 for more on this ring. Example 2.9. Let k be a field and set
Then R is a complete local ring of dimension 1 and depth 0. Hence R has a dualizing complex D. Apply a shift if necessary to assume that inf(D) = 0. Then Fact 2.8 provides the first equality in the next sequence
while the second equality is from, e.g., [14, Ex. 1] . In particular, we have β
We shall use the next definition to equate semidualizing complexes that are essentially the same. This compares with the identification of isomorphic modules in Definition 2.1; see Fact 2.11. Definition 2.10. Given two R-complexes B and C, if there is an integer i such that C ≃ Σ i B, then B and C are shift-isomorphic. 1 The set of "shift-isomorphism 1 This yields an equivalence relation on the class of all semidualizing R-complexes: (1) One has
classes" of semidualizing R-complexes is denoted S(R), and the shift-isomorphism class of a semidualizing R-complex C is denoted [C].
The next fact compares Definitions 1.1 and 2.10. Here is the version of Question 1.8 for semidualizing complexes. Again, Remark 2.5 shows that the assumption that R is local is crucial. Fact 2.11 shows that an affirmative answer to Question 2.12 would yield an affirmative answer to Question 1.8. Also note that the methods of this paper do not answer this question, even though Theorem 4.2 shows that S(R) cannot have arbitrarily long chains. Given two homologically finite R-complexes B and C, we have
. Combining this with the previous paragraph, we see that the assignment C → R ⊗ L R C induces a well-defined injective function S(R) ֒→ S( R). The restriction to S 0 (R) is precisely the induced map from Fact 1.9, and thus there is a commutative diagram
The following fact compares to 1.14; see also Lemma 3.2 and Question 4.5.
Fact 2.14. If C is a semidualizing R-complex and pd R (C) < ∞, then C ≃ Σ i R where i = inf(C) by [11, (8.1)]. (As in Fact 1.14, this relies on the local assumption on R.)
Here is a version of Definition 1.10 for semidualizing complexes. It originates with the special cases of "reflexive complexes" from [23, 32] . The definition in this generality is from [11].
Definition 2.15. Let C and X be R-complexes. The biduality morphism associated to C and X in C(R) is the morphism δ
pq φ p (x). This yields a well-defined biduality morphism δ C X : X → RHom R (RHom R (X, C), C) associated to C and X in D(R). Assume that C is a semidualizing R-complex. The R-complex X is C-reflexive when it satisfies the following properties:
(1) The complex X is homologically finite; (2) The biduality morphism δ
is an isomorphism; and (3) The complex RHom R (X, C) is homologically bounded, i.e., finite.
Remark 2.16. When C is a semidualizing R-complex, every homologically finite R-complex X has a well-defined G C -dimension which is finite precisely when X is nonzero and C-reflexive. (Note that this invariant is not described in terms of resolutions.) We shall not need this invariant here; the interested reader should consult [11].
Remark 2.17. Avramov and Iyengar [6, (1.5)] have shown that condition (3) of Definition 2.15 is redundant when C = R. The same proof shows that this condition is redundant in general. However, the proof of this fact is outside the scope of the present article, so we continue to state this condition explicitly.
The next fact shows that, as with the semidualizing property, the reflexivity property is independent of the choice of resolutions.
Fact 2.18. Let C and X be R-complexes and assume that C is semidualizing. The biduality morphism δ C X : X → RHom R (RHom R (X, C), C) in D(R) can be described using an injective resolution I of C, in which case it is represented by the morphism δ We next compare Definition 2.15 with the corresponding notions from Section 1.
Fact 2.19. Let C be a semidualizing R-module, and let G be a finitely generated R-module. If G is totally C-reflexive, then it is C-reflexive as a complex. Indeed, the following isomorphisms imply that RHom R (G, C) is homologically bounded.
(See Fact A.21.) Fact A.4 explains the first isomorphism in the next sequence
and the others follow from the previous display and Fact A.21. Thus, for all i = 0, the function H i (δ
) maps from 0 to 0 and thus is an isomorphism. To show that G is C-reflexive, it remains to show that the map H 0 (δ C G ) is an isomorphism. Check that there is a commutative diagram
where the unspecified isomorphisms are essentially from Fact A.3. Thus H 0 (δ C G ) is an isomorphism as desired.
More generally, a finitely generated R-module has finite G C -dimension if and only if it is C-reflexive as an R-complex. (Thus, the converse of the second sentence of the previous paragraph fails in general.) Furthermore, a homologically finite Rcomplex X is C-reflexive if and only if there is an isomorphism X ≃ H in D(R) where H is a bounded complex of totally C-reflexive R-modules. See [25, (3.1)].
The next fact includes versions of 1.11 and 1.16 for semidualizing complexes. Fact 2.20. Let C be a semidualizing R-complex. Every finitely generated free R-module is C-reflexive, as is C itself. The essential point of the proof is that the following isomorphisms are compatible with the corresponding biduality morphisms: As with the semidualizing property, reflexivity is independent of shift.
Fact 2.21. Let C be a semidualizing R-complex. It is straightforward to show that an R-complex X is C-reflexive if and only if some (equivalently, every) shift Σ i X is Σ j C-reflexive for some (equivalently, every) integer j. The point is that Fact A.22 yields natural isomorphisms
that are compatible with δ C X and δ
The next fact is a version of 1.15 for semidualizing complexes. 
and that these isomorphisms are compatible with δ
Here is the ordering on S(R) used in our main results.
Definition 2.23. Given two classes [B], [C] ∈ S(R), we write [B] [C] when C is B-reflexive; we write [B] ⊳ [C] when [B] [C] and [B] = [C].
The following fact compares this relation with the one from Definition 1.17. 
by Fact 2.13. So, the injection S(R) ֒→ S( R) perfectly respects the orderings on these two sets.
Fact 2.26. Let B and C be semidualizing R-complexes such that C is B-reflexive, that is, such that [B] [C]. This implies that the complex RHom R (C, B) is homologically finite, by definition. Moreover [11, (2.11)] shows that RHom R (C, B) is semidualizing and B-reflexive. The main point of the proof is that there is a sequence of isomorphisms
The first two isomorphisms are Hom-tensor adjointness A.22. The third isomorphism is from the assumption that C is B-reflexive, and the fourth isomorphism is from the fact that C is semidualizing.
The next fact compares to 1.20. It is the key tool for our main results.
(Note that each factor in the tensor product is a semidualizing R-complex by Fact 2.26.) The proof is by induction on d, with the case d = 1 being the most important. Consider the natural evaluation morphism
which fits into the following commutative diagram:
The unspecified isomorphism is adjointness A. 
It follows that there is an equality of Poincaré series
Since each Poincaré series has nonnegative integer coefficients, this display implies that P R RHomR(C,B) (t) = t r and P R RHomR(B,C) (t) = t −r for some integer r. So, we have RHom R (C, B) ≃ Σ r R. This yields the second isomorphism in the next sequence
The first isomorphism follows from the fact that C is B-reflexive, and the third isomorphism is cancellation A. 
Bounding Bass Numbers
We begin with three lemmas, the first of which essentially says that semidualizing complexes over local rings are indecomposable. Note that Remark 2.5 shows that the local hypothesis is essential.
Lemma 3.1. Let R be a local ring and let C be a semidualizing R-complex. If X and Y are R-complexes such that C ≃ X ⊕ Y , then either X ≃ 0 or Y ≃ 0.
Hence, the fact that C is homologically finite implies that X and Y are both homologically finite as well.
We assume that X ≃ 0 and show that Y ≃ 0. Fact A.27 yields the following equality of formal Laurent series
The condition X ≃ 0 implies P R X (t) = 0 and I X R (t) = 0 by Fact A.27. The display implies that I RHomR(X,X) R (t) = 0, and thus RHom R (X, X) ≃ 0. The fact that C is a semidualizing R-complex yields the first isomorphism in the next sequence
The third isomorphism is additivity A.22. Because R is local, it is indecomposible as an R-module. By taking homology, we conclude that three of the summands in the second line of the previous sequence are homologically trivial, that is ≃ 0. Since RHom R (X, X) ≃ 0, it follows that RHom R (Y, Y ) ≃ 0. Another application of Fact A.27 implies that Proof. By Fact 2.14, it suffices to show that pd R (C) < ∞. Let F be a minimal free resolution of C. The assumption β R j (C) = 0 implies that F j = 0 by Fact A.27. Note that F i = 0 since H i (C) = 0, so we have j > i. Thus F has the following form
Hence, we have C ≃ F ∼ = F 1 ⊕ F 2 where
The condition F i = 0 implies F 1 ≃ 0 as F 1 is minimal; see Fact A.14. Lemma 3.1 yields
, which has finite projective dimension.
When R is Cohen-Macaulay, the gist of the proof of the next lemma is found in Fact 1.20: the minimal free resolution of D factors as a tensor product of d + 1 minimal free resolutions of modules of infinite projective dimension. Note that the Cohen-Macaulay hypothesis in the final sentence of the statement is essential because of Example 2.9.
Lemma 3.3. Let R be a local ring of depth g such that S(R) contains a chain of length d + 1. Then there exist power series P 0 (t), . . . , P d (t) with positive integer coefficients such that
If, in addition, R is Cohen-Macaulay, and p is the smallest prime factor of µ g R (R), then the constant term of each P i (t) is at least p.
Proof. Assume that S(R) contains a chain [C
. We begin by proving the result in the case where R has a dualizing complex D. 
for some j, and this explains the second isomorphism in the following sequence.
The first isomorphism is by Definition 2.15 (2) , and the third one is cancellation A.22. These isomorphisms imply that [
for each j m i . It follows that the series
is a power series with positive integer coefficients such that
Fact 2.27 yields the first isomorphism in the following sequence
The equality and the second isomorphism are from the assumptions C 0 = D and C d+1 = R. It follows from Fact A.23 that
The second equality in the next sequence follows from (3.3.2) using Fact A.27
The first equality is by the choice of D; the third equality is from (3.3.1); and the fourth equality is from (3.3.3). Assume for this paragraph that R is Cohen-Macaulay. Fact 2.6 yields an iso-
is the product of the constant terms of the P i (t); since each constant term is at least 2, it must be at least p. This completes the proof in the case where R has a dualizing complex.
Finally, we prove the result in general. The completion R has a dualizing complex by Fact 2.7. Also, the given chain gives rise to the following chain in S( R)
by Fact 2.25. The previous case yields power series P 0 (t), . . . , P d (t) with positive integer coefficients such that I
. Hence, the desired conclusion follows from the equalities g = depth(R) = depth( R) and
and the fact that R is Cohen-Macaulay if and only if R is Cohen-Macaulay.
Remark 3.4. It is straightforward to use Fact 2.25 to give a slight strengthening of Lemma 3.3. Indeed, the condition "S(R) contains a chain of length d + 1" is stronger than necessary; the proof shows that one can derive the same conclusions only assuming that S( R) contains a chain of length d + 1. Similar comments hold true for the remaining results in this section and for the results of Section 4.
The next two results contain Theorem B from the introduction and follow almost directly from Lemma 3.3. Proof. Assume that S(R) contains a chain of length d + 1. Lemma 3.3 implies that there exist power series P 0 (t), . . . , P d (t) with positive integer coefficients satisfying the equality in the following sequence
The coefficientwise inequality follows from the fact that each coefficient of P j (t) is a positive integer. It is well known that the degree-i coefficient of the series (
by a polynomial in i of degree d. It follows that the same is true of the coefficients of the series t depth(R) (
. Hence, the degree-i coefficient of the Bass series I R R (t), i.e., the ith Bass number µ i R (R), is bounded below by such a polynomial.
Corollary 3.6. Let R be a local ring. If R has a semidualizing complex that is neither dualizing nor free, then the sequence of Bass numbers {µ i R (R)} is bounded below by a linear polynomial in i and hence is not eventually constant.
Proof. The assumption on R yields a chain in S( R) of the form [
, so the result follows from Theorem 3.5 using the equality µ
Bounding Lengths of Chains of Semidualizing Complexes
In this section we use Lemma 3.3 to show how the Bass numbers of R in low degree can be used to bound the lengths of chains in S(R). The first two results contain Theorem C from the introduction and focus on the first two nonzero Bass numbers. The results of this section are not exhaustive. Instead, they are meant to give a sampling of applications of Lemma 3.3. For instance, the same technique can be used to give similar bounds in terms of higher-degree Bass numbers. Proof. By Lemma 3.3, the existence of a chain in S 0 (R) of length d yields a factorization I R R (t) = t g P 1 (t) · · · P d (t) where each P i (t) is a power series with positive integer coefficients and constant term a i 2. We then have Proof. Assume that S(R) contains a chain of length d. Lemma 3.3 yields power series P 1 (t), . . . , P d (t) with positive integer coefficients such that
For each index i, write P i (t) = ∞ j=0 a i,j t j . By calculating the degree g + 1 coefficient in (4.2.1), we obtain the first equality in the following sequence
The inequalities are from the conditions a j,0 , a i,1 1.
The next result gives an indication how other Bass numbers can also give information about the chains in S(R). Proof. We prove the contrapositive of each statement. Assume that R has a semidualizing complex that is neither free nor dualizing. The set
, so Lemma 3.3 yields power series P 1 (t), P 2 (t) with positive integer coefficients such that I R R (t) = t g P 1 (t)P 2 (t). Write P 1 (t) = ∞ i=0 a i t i and P 2 (t) = 1 2p + i − g − 1.
The next example shows how Proposition 4.3 applies to the ring from 2.9. We conclude this section with some questions that arise naturally from this work and from the literature on Bass numbers, followed by some discussion.
Question 4.5. Let R be a local ring and C a non-free semidualizing R-complex.
(a) Must the sequence {β Question 4.5(f) is a bit different. The idea here is that the existence of a semidualizing R-complex that is not free and not dualizing provides a chain of length 2 in S( R). Hence, Lemma 3.3 gives a nontrivial factorization I R R (t) = t g P 1 (t)P 2 (t) where each P i (t) = t mi P R C i (t) for some non-free semidualizing R-complex C i . If the coefficients of each P i (t) are strictly increasing, then the coefficients of the product I R R (t) = t g P 1 (t)P 2 (t) are also strictly increasing. Note, however, that the positivity of the coefficients of the P i (t) is not enough to ensure that the coefficients of I R R (t) are strictly increasing. For instance, we have
The derived category of R-complexes is denoted D(R). Morphisms in D(R) are equivalence classes of diagrams of morphisms in C(R). Isomorphisms in D(R) correspond to quasiisomorphisms in C(R) and are identified by the symbol ≃.
The connection between D(R) and M(R) comes from the following.
Fact A.3. Each R-module M is naturally associated with an R-complex concentrated in degree 0, namely the complex 0 → M → 0. We use the symbol M to designate both the module and the associated complex. With this notation we have
This association gives rise to a full embedding of the module category M(R) into the derived category D(R). In particular, for R-modules M and N we have The next invariants conveniently measure the homological position of a complex.
Definition A.5. The supremum and infimum of an R-complex X are, respectively
with the conventions inf ∅ = ∞ and sup ∅ = −∞. The next construction allows us to "shift" a given R-complex, which is useful, for instance, when we want the nonzero homology modules in nonnegative degrees.
Definition A.7. Let X be an R-complex. For each integer i, the ith suspension or shift of X is the complex Σ i X given by (Σ i X) j = X j−i and ∂
Fact A.8. If X is an R-complex, then Σ i X is obtained by shifting X to the left by i degrees and multiplying the differential by (−1)
i . In particular, if M is an R-module, then Σ i M is a complex that is concentrated in degree i. It is straightforward to show that H j (Σ i X) ∼ = H j−i (X), and hence inf(Σ i X) = inf(X)+i and sup(Σ i X) = sup(X) + i.
For most of this investigation, we focus on R-complexes with only finitely many nonzero homology modules, hence the next terminology.
Definition A.9. An R-complex X is bounded if X i = 0 for |i| ≫ 0. It is homologically bounded below if H i (X) = 0 for i ≪ 0. It is homologically bounded above if H i (X) = 0 for i ≫ 0. It is homologically bounded if H i (X) = 0 for |i| ≫ 0. It is homologically degreewise finite if each homology module H i (X) is finitely generated. It is homologically finite if the module H(X) = ⊕ i∈Z H i (X) is finitely generated.
The next fact summarizes elementary translations of these definitions. Fact A.10. An R-complex X is homologically bounded below if inf(X) > −∞. It is homologically bounded above if sup(X) < ∞. Hence, it is homologically bounded if inf(X) > −∞ and sup(X) < ∞, that is, if it is homologically bounded both above and below. The complex X is homologically finite if it is homologically both degreewise finite and bounded.
Each of the properties defined in A.9 is invariant under shift. For instance, an R-complex X is homologically finite if and only if some (equivalently, every) shift Σ i X is homologically finite; see Fact A.8.
For modules, many of these notions are trivial:
Fact A.11. An R-module M is always homologically bounded as an R-complex. It is homologically finite as an R-complex if and only if it is finitely generated.
As with modules, there are various useful types of resolutions of R-complexes.
Definition A.12. Let X be an R-complex. An injective resolution 2 of X is an R-complex J such that X ≃ J in D(R), each J i is injective, and J i = 0 for i ≫ 0. The complex X has finite injective dimension if it has an injective resolution J such that J i = 0 for i ≪ 0. More specifically, the injective dimension of X is
Dually, a free resolution of X is an R-complex F such that F ≃ X in D(R), each F i is free, and F i = 0 for i ≪ 0. The complex X has finite projective dimension 3 if it has a free resolution F such that F i = 0 for i ≫ 0. More specifically, the projective dimension of X is pd R (X) = inf{sup{i ∈ Z | F i = 0} | F is a free resolution of X}.
A free resolution F of X is minimal 4 if for each index i, the module F i is finitely generated and Im(∂ 
Conversely, every injective resolution of M as an R-complex gives rise to an injective resolution of M as an R-module, though one has to work a little harder. Accordingly, the injective dimension of M as an R-module equals the injective dimension of M as an R-complex. Similar comments apply to free resolutions and projective dimension.
2 Note that our injective resolutions are bounded above by definition. There are notions of injective (and projective) resolutions for unbounded complexes, but we do not need them here. The interested reader should consult [3] for information on these more general constructions.
3 Since the ring R is local, every projective R-module is free. For this reason, we focus on free resolutions instead of projective ones. On the other hand, tradition dictates that the corresponding homological dimension is the "projective dimension" instead of the possibly confusing (though, potentially liberating) "free dimension". 4 There is also a notion of minimal injective resolutions of complexes, but it is slightly more complicated, and we do not need it here.
The next fact summarizes basic properties about existence of these resolutions.
Fact A.14. Let X be an R-complex. Then X has a free resolution if and only if it is homologically bounded below; when these conditions are met, it has a free resolution F such that F i = 0 for all i < inf(X); see [5, (2. Fact A.18. Let X, Y and Z be R-complexes. The following natural isomorphisms are straightforward to verify, using the counterparts for modules in the first five, and using the definition in the last:
Let S be a flat R-algebra. If each R-module X i is finitely generated and X i = 0 for i ≪ 0, then
Bounded complexes yield bounded homomorphism and tensor product complexes. More specifically, the next fact follows straight from the definitions. A similar argument shows that, when Z is homologically bounded above, then the complex RHom R (X, Z) is homologically bounded above: there is an inequality sup(RHom R (X, Z)) sup(Z) − inf(X) and an isomorphism H sup(Z)−inf(X) (RHom R (X, Z)) ∼ = Hom R (H inf(X) (X), H sup(Z) (Z)).
The next fact is a derived category version of the finite generation of Ext and Tor of finitely generated modules. It essentially follows from A.21.
Fact A.24. Let X and Y be R-complexes that are homologically both degreewise finite and bounded below. Let F and G be free resolutions of X and Y , respectively, such that each F i and G i is finitely generated. Then F ⊗ R G is a free resolution of X ⊗ L R Y , and each R-module (F ⊗ R G) i is finitely generated. In particular, the complex X ⊗ L R Y is homologically both degreewise finite and bounded below. If F and G are minimal, then F ⊗ R G is a minimal free resolution of X ⊗ L R Y . It takes a little more work to show that, if Z is homologically both degreewise finite and bounded above, then the R-complex RHom R (X, Z) is homologically both degreewise finite and bounded above.
Here are some homological invariants that are familiar for modules.
Definition A.25. Let X be a homologically finite R-complex. The ith Bass number of X is the integer µ i R (X) = rank k (H −i (RHom R (k, X))), and the Bass series of X is the formal Laurent series I X R (t) = i∈Z µ (M, k) ). We conclude with useful formulas for the Poincaré and Bass series of, respectively, derived tensor products and derived homomorphism complexes.
Fact A. 27 . Let X and Y be R-complexes that are homologically both degreewise finite and bounded below. If F is a minimal free resolution of X, then β R i (X) = rank R (F i ) for all i ∈ Z. (Indeed the complex k ⊗ R F has zero differential, and hence
The k-vector space rank of this module is precisely rank R (F i ).) Combining this with Fact A.24, we conclude that
Furthermore, the equality β Given an R-complex Z that is homologically both degreewise finite and bounded above, a different argument yields the next formula 
