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Stage <5 >=5 and <=10 >10 and <=25 >25
Initiation Cases 1,2 Case 4 Difficult to find Difficult to find
Growth Case 3 Case 5 Cases 6, 7 Cases 8,9
For this initial study, we limited ourselves to selecting two cases from each “number of 
developers” category for a total of eight cases. We had an opportunity to interview a developer from a 
third “less than 5 developer” project, which added one more case in that category (Table 2). 
Two of the projects we studied were identified through personal connections with FOSS 
developers.  Both of these were small development projects, falling in the “less than 5 developers” 
category. To identify two cases in the three other “number of developers” categories in Table 2, we 
utilized the FOSSMole (2005) data on Sourceforge.net projects to generate a case sampling database. 
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We eliminated projects with duplicate project names or with the number of developers field empty or 
set to zero. We then queried the database and organized the 93,702 projects left into four categories 
(presented earlier in Table 1).  We utilized this database to randomly select cases to study, stratified by 
the number of developers, which is an attribute in the Sourceforge project metadata.  We sent e­mails 
out to lead developers, asking them to be interviewed and then followed up on positive responses. The 
developers we interviewed represented projects from various FOSS software categories including: 
operating system components, content management platforms, web server and applications, utility 
programs, a Usenet news application, an instant messaging application and a Geographic Information 
System application.  As noted in Table 2, identifying cases where there were larger groups of 
developers (e.g., >  10) and which were also in the Initiation Stage (as defined by not yet having a 
public release of the code) was difficult. 
Since collective action is easier in small groups, we hypothesize that most projects tend to start 
small and grow in the number of participants as the software code base becomes larger and more 
complex (Sandler, 2004).  The fact that it is difficult to find projects with greater then ten developers in 
the initiation phase lends credibility to this hypothesis. 
We developed an interview protocol as part of the larger FOSS study outlined in Schweik 
(2005). This protocol consists of questions that cover (1) the history of the project; (2) ways to 
conceptualize success and failure in the project; (3) attributes about the software being developed; (4) 
collaborative infrastructure used; (5) attributes about the developers contributing to the project; and (6) 
general information about the institutional design of the project – the focus of this paper.  In these 
interviews we did not specifically ask about the various categories of rules (e.g., boundary rules, scope 
rules, etc.) described earlier, but limited our questioning to the day­to­day operations of the project 
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(Operational rules, above). We also asked questions about who has authority to change those 
operational level rules (“Collective­Choice” arrangements, above) and asked whether there were higher 
level governance rules on, for example, how leaders or others in positions of authority in the project are 
replaced or whether a formal constitution for the project existed (Constitutional­level rules, above).  The 
structured interview consists of about sixty questions in total and takes forty­five minutes to an hour to 
complete. Interviews were conducted over the phone, and several of our cases involved people working 
outside of the United States.  Each interview was recorded using a digital voice recorder then 
transcribed and analyzed using Transana, an open source software for qualitative analysis.  Transana 
allowed us to attach keywords to passages in the transcripts and group responses by question or by 
keyword.  Finally, and importantly, several of the developers we talked to have worked on more than 
one FOSS project, so many of their answers reflected more projects than just the nine we report on in 
Table 2. 
Results
Although the surveys we conducted covered aspects of open source collaboration beyond 
institutions, for this paper we will limit ourselves to the institutional aspect of the projects. Areas of 
discussion included: (1) operational­level rules in place; (2) how rule systems are learned by new 
participants; (3) how they handle rule breaking; (4) how conflict is dealt with; and (5) collective­choice 
and constitutional level aspects.  
Operational­level rules. In our interviews, we first asked interviewees to describe the important 
operational rules in place for their project. Several interviewees from the three smallest projects (less 
than 5 developers) reacted initially by saying “we have no operational rules” or something similar. 
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Further discussion revealed there were some procedures in place, but, other than the 
requirements of the FOSS license, not many had been formalized. For example, related to an 
operational rule about modularity of code, one interviewee of a small project said: “if you send [one of 
the lead developers] a large patch... he'll outright reject it. He'll tell you to cut it up in 6 or 8 pieces so 
he can understand it completely before going on to the next piece.” But what operational rules these 
small projects had in place were clearly few, and very informal in nature. 
Similarly, the two projects we studied with between 5 and 10 developers also reported very few 
operational level rules, but the respondents did report having informal rules established to help 
coordinate the work effort. Like the smaller projects, these rules were not formally documented. As one 
respondent put it: “Some operational­level rules are documented in the project forum, but others are 
just common sense.” 
As we move to the next project size category – development communities with between 10 and 
25 developers, the degree to which operational rules have been considered changes, as does the 
informal or formal nature of those rules. For example, in one project, an interviewee who was the 
designated project lead said this:
“The important operational rules are...that, ... with some help from my project 
manager, [we] maintain the list of people who are allowed to make changes to the 
code. They're expected not to make changes that will be controversial without first 
discussing them with the development team, usually via our development mailing list. 
Those people have access to managing our bug reporting system as do some other 
people. All of them are expected to act professional, in a respectful manner, towards 
users, even when a user seems to not be very reasonable, or aware of what's going on. 
Really, it's sort of mostly a trust based system, it's worked very well with a few minor 
exceptions, which have been taken care of by saying to the person: `look, you need to 
not do this again, or you're not gonna be allowed to continue to contribute.'”
Similarly, an interviewee in the other project in this category reported a move from informal to 
more formal procedures because of coordination problems that had occurred in the past:
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“It's a consensus model, a non­written agreement how to work [together]..., and this 
is something [that is] partially written down for [the process of] releases. Those 
[exist] because we have had problems in the past where some steps were missing, so 
we had to redo the release, which is, of course, something unfortunate.”
Finally, one of the two projects with more than 25 developers reported mostly informal 
operational level rules understood by most participants, coupled with some documented rules or project 
guidelines (such as standards for writing code) on the project Wiki. When we, for clarification, repeated 
our understanding of this to the interviewer, and he responded by saying: 
“That's right. Remarkable that it still works, isn't it?”
The second project with more than 25 developers reported the most extensive formal 
documentation of operational­level rules. For this project, substantial documentation exists on the 
project website, including documents that explain how people can participate in code development, 
testing, writing documentation, etc. Other documents describe the project's coding standards or how to 
implement “secure code”, and there exists a developer's guide and handbook. Finally, written 
documentation describes how to avoid the situation of creating too many modules that are similar in 
nature that causes, in their words, “confusion, clutter and inefficiency.” But with this formally written 
library of documents established, an interviewee on the project responded: “Basically the operational 
rules are pretty simple. It's read the documentation, [find the component] you want to work on, and if 
you've got questions you have the mailing list available.”
How are rules learned? When we asked interviewees of all project sizes how new participants 
learn operational rules, very similar responses were given: They learn the rules by watching the 
discussion in project forums (usually e­mail lists), getting a sense from the observation on how to 
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proceed and perhaps having someone on the existing team explain things to them. Then they go ahead, 
and learn by doing. Three of the four larger projects noted that someone on the team helps guide new 
developers or that new developers are instructed to read documentation written to help new developers 
join in.
Rule breaking. We followed this discussion with a question about what happens if an operational 
rule is broken by a team member and whether any formal procedure is in place to handle rule­breakers. 
For example, in environmental commons it has been shown that a system of “graduated sanctions” 
helps deal with rule­breaking situations (Ostrom, 1990, Dietz, Ostrom and Stern, 2003). Eight of the 
nine projects we reviewed had no system in place to handle rule breaking. Small projects had really 
never run into a situation where they needed to handle this problem. One of the participants in a larger 
project put it this way: 
“The closest thing to breaking a rule would be checking in broken or poor code. It is 
handled very graciously and not in an accusatory way. It's not like a public berating or 
anything.” 
Another said: 
“[This is handled] either one­on­one [between the project lead or someone of 
authority and the rule breaker] or via the list. But a very cooperative situation. Small 
hand slap and that's it.” 
However, an interviewee of one of the largest projects was a little tougher: 
“People call them out. You know, you get flamed on the mailing list. That's generally 
how it happens.” 
Conflict management.  Having established some kind of conflict resolution mechanism has also 
been seen in environmental commons situations as something important. In our interviews, we asked 
respondents whether they had witnessed conflicts and whether there were any rules or procedures for 
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resolving such conflicts. In the three smallest projects this was not even seen as an issue worth 
discussing. In all other cases (projects greater than 5 developers all the way up to the projects with 
greater than 25 developers), conflicts were usually resolved through discussions over the project 
forums, with most being resolved through consensus. In one large case the interviewer said: it is “rarely 
the case where two people are at the same level of competence for a problem and they have completely 
different opinions.” 
In a few cases the lead developer needed to talk to one of the participants separately to help 
resolve the problem. And three of the four largest projects reported having past situations where a 
conflict resolved through consensus led to the person whose idea wasn't taken leaving the project. Two 
of these led to efforts to “fork” the project (take the code and start a new project using that code). 
However, in neither case was it reported that this fork was successful. 
Collective­choice and Constitutional­level rules. Earlier, we introduced two other levels of rules: 
Collective­Choice and Constitutional. Recall that Collective­Choice rules define who is eligible to 
undertake certain operational­level activities (e.g., the governance hierarchy) and also specify who can 
change operational­level rules and the procedure to follow to make such a change. Constitutional­level 
rules specify who is allowed to change collective­choice rules and the procedure for making those 
changes. Interviewees were asked questions related to these concepts. 
In the projects with developer teams of 10 or fewer people, the governance structure or hierarchy 
was very flat. Most projects (including our largest project of over 25 people) had one developer who 
was seen as the lead and had the authority to work with the next release library, and everyone else 
worked with or considered themselves “reporting into” that lead developer, even if such a hierarchy was 
not formally defined. The other four projects we interviewed with teams of 10 or more developers, 
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exhibited slightly more structure. One of the projects between 10 and 25 developers reported a flat 
hierarchical structure but had a designated lead developer and a “project manager” to help coordinate 
the effort. In the other case in this category, the lead developer was seen as a kind of generalist, with 
others on the team being more specialists of certain components of the project.  These people were 
assigned to different components by their capabilities and expertise, and certain people could prove 
themselves very competent and gain informal authority. This describes the kind of “meritocracy” that is 
often referenced in literature about open source projects. 
The other project with more than 25 people had a designated project lead, with several sub­
leaders of various major components of the project. After these leadership positions, however, most 
other developers were generally considered the same level, although some had more skills or knowledge 
than others. As our interviewee put it: 
“There is [sic] definitely people whose job it is to project manage, to make sure projects 
are getting done... but... basically every developer out there is to some extent a project 
manager... we have people in well­defined roles and more responsibility than others for 
sure, but in general its not like the hierarchical tree of management. It's not like we have 
worker bees and then bosses.”
To our surprise, the other project with over 25 developers reported a very informal hierarchy. 
People on the project know who is the authority on the project for various components, but, as this 
respondent put it, there is no “explicit identification of individual roles that have been outlined or 
publicly demonstrated on the web...” This case also raised an interesting issue regarding project 
management and the role of developers paid to work on a project by a company with some interest in 
the project. In this case, the project's name actually referenced the company in it, so the tie between the 
software and the company was clear. Further, several of the project participants were employees of the 
interested company, including our interviewee, who referred to himself as a “key architect” on the 
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project. What this respondent found interesting, however, was that often other project participants were 
confused about the actual authority or influence the company had on the project, regardless of the 
company’s explicit relationship. The respondent said frankly that the project wasn't hugely important to 
the company, but wanted it to keep going. In short, our interviewee summarized it this way: 
“When a company sponsors an open source project they need to realize that people are 
going to perceive [that the company is]... far more involved in [the project] than it might 
actually be. 
  
Regarding the question of how operational­level rules are changed, we found that in most of the 
projects, large or small, the person seen as the project lead had most of the authority. It was only in the 
larger projects where respondents reported that a team discussion was needed before any major 
operating rule was changed. For instance, in one of the largest projects, the interviewee noted that 
“operational rules [change or are added] when something is not getting done that is 
needed to be done, and someone takes up the responsibility to do it.” 
We concluded our questions on the institutional design of these FOSS projects by asking 
interviewees about the constitutional level: Who can change the process in which operational rules are 
crafted? Who has the authority to do this? A good example of what we mean by this might be the 
existence of a “board of directors” in a non­profit organization since board of directors have some 
authority over the lead of a project and how they manage or change operations. We also asked to what 
extent contractual arrangements were in place on the project. Given what we heard about the 
Collective­Choice level rules, we were not surprised to hear that most projects had very few, if any, 
formal constitutional level rules in place. Even in the large projects, for example, there were no formal 
procedures on how one would be chosen to replace someone of authority who was leaving the project. 
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In this example, most cases reported that there would be probably a logical choice based on merit and 
expertise, perhaps coupled with some public discussion in the forums.
Two of the larger projects, one in the greater than 10 category and the other in the greater than 
25 category, reported a more complex situation with regard to their working relationship with nonprofit 
organizations. The largest project worked closely with both a nonprofit and a private company, both 
using and promoting the core software. The nonprofit is just putting in place a governing board, and the 
private company is owned by the employees. So, while constitutional­level rule systems were not really 
in place, the respondent thought in the future some might eventually be there based on these 
relationships. 
One other interviewee working with a project in the greater than 10 developer but less than 25 
category, reported that in the past year his project had “joined” in a kind of federation of FOSS projects 
working toward a broader and mutually reinforcing goal. The result was the establishment of a 
foundation that acts as an umbrella organization for eight or more related, but separate FOSS projects. 
This foundation has an oversight board and is imposing a few rules on related projects, should they 
want to be considered part of this “federation” (our term, not theirs).  One requirement for membership 
is that each associated project must have a steering committee in place. According to our interviewee, 
there is very little interest by project participants to meet this requirement. They prefer the informal 
mode of operations, with no formal committee or governing body. This is an issue they are still dealing 
with, and it is not clear what the result will be.  
Discussion
Earlier we presented some research questions and some initial hypotheses related to the 
institutional designs of FOSS commons. The analysis above of nine FOSS projects with differing 
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“developer size classes” leads to several preliminary conclusions that tend to support our hypotheses:
FOSS institutions appear to evolve, as expected. Projects with smaller sized development teams 
and earlier in their lifecycle tend to have very lean institutional components and operate through 
informal systems and rules.
As projects gain developers, they continue to exhibit fairly lean sets of operational level rules. 
And many of the operational­level rules that exist are in part established by the collaborative platform 
the team uses to coordinate their work (such as the Concurrent Versioning System (CVS) that is used by 
many FOSS development projects). This differs significantly from environmental commons, for in the 
environmental domain, there are not usually Internet­based technologies that are used to coordinate 
collective action. This finding raises an interesting question: To what degree does the design of the 
versioning system and other technologies influence or change the way a FOSS team collaborates? Does 
system design affect the performance of the team? Literature on virtual teams suggests that 
collaborative infrastructure is an important factor (Gibson and Cohen, 2003; Kelly and Jones, 2001; 
Dube and Pare, 2001). And our finding that many operational­level rules actually are embedded within 
the  collaborative platform suggests this to be true in FOSS as well. However, in our interviews we were 
generally told that the versioning system really didn't contribute much to the success or failure of the 
project. We also learned that a wide variety of technologies (e.g., email listservs, Internet Relay Chats, 
bug tracker applications) were used across projects to coordinate work.  So it appears to be still an open 
question as to the influence of collaborative tools on project success or failure. 
There was more attention to Constitutional and Collective choice processes in the larger 
developer communities (>10 developers) compared to the smaller communities (<10 developers). But 
again, in all projects these sets of rules were also mostly informal mechanisms and were relatively thin. 
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And this leads us to perhaps most important conclusion: Institutional designs across all 
development team sizes appear to be kept as lean as possible. Our analysis here supports the statement 
by Raymond about keeping “friction costs” to coordination low.  This is a relatively stark distinction 
between FOSS commons and the more traditionally studied environmental commons. We think this 
difference is best explained by the fundamental difference in the type of “tragedy” that could occur: 
over­harvesting in the environmental case, compared to under­production in the FOSS development 
case.  In a commons that needs to encourage contributions rather than control over­appropriation, 
institutional designs need to be in place to help coordinate collective action, but need to be as 
unobtrusive as possible.  We kept hearing the desire of participants to code and not get caught up in 
coordination costs that formal rule systems bring with them. Part of this might be attributed to a 
“culture” in FOSS, but our impression from our interviews is that the formal structure is simply not 
needed. To these programmers, structure adds transaction costs and hinders collective action.  
Conclusion 
In this paper we have emphasized a number of points. First, while the vast majority of FOSS 
projects involve very small teams or even one individual, as of April 2005, in the SourceForge 
repository alone, there were over 1700 projects with eleven or more developers (Table 1).  And given 
this is data from only one (although arguably the largest) FOSS hosting site, this likely underestimates 
the number of FOSS projects with relatively large development teams. 
Second, we no longer think of FOSS development projects as being comprised entirely of 
volunteer collaborators. Firms, nonprofit organizations and/or government agencies pay some FOSS 
developers.    Three of the projects in our small sample had some level of participation by at least one of 
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these types of organizations.   
Third, we emphasized that FOSS software projects are an Internet­based “commons” or more 
precisely, a “common property regime” working to produce a public good.  FOSS software have 
designated owners (via copyright) and these projects have gatekeepers who can rightfully keep people 
out of participating in development.  
Fourth, we noted that there is a wide and rich literature studying commons situations, much of it 
studying commons in natural resources, and much of the attention has been on problems related to 
collective action. 
Fifth, we noted that a key difference between environmental commons and FOSS commons is 
the kind of “tragedy of the commons” they face.  In environmental settings it is over­harvesting of the 
resource. In FOSS commons, the tragedy is an under­production or maintenance problem. 
Sixth, we noted that it is well­known in environmental commons that institutional designs – 
norms, formal rules and governance structures  – often help to overcome commons tragedies.  We noted 
that some FOSS research suggested that too much governance structure and rules to the collaboration 
may get in the way of FOSS collaborations. 
Seventh, we argued that there isn't a great deal known about FOSS project institutions or how 
they evolve over time. 
The rest of the paper set out to investigate FOSS institutional structure and get a sense of their 
evolution by analyzing a small number of FOSS projects. We studied nine projects, stratified by 
developer team size. 
Perhaps the most important finding of this study is that the rules and governance structures 
established in these projects were mostly informal (meaning articulated in the form of social norms, and 
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not formally documented) and the organizational structures are quite flat. This was especially true in 
the smaller (group size) projects. The four larger projects (greater than 10 developers) exhibited a bit 
more formality in operational rules and governance structures, but in all cases they tried to keep these 
systems as simple and lean as possible.  In many cases, the operational rules that existed were largely 
driven by the collaborative platform they used to coordinate their activities. This lack of formal 
institutions, particularly in the larger projects, was a bit of a surprise to us given the importance of 
institutions in natural resource commons settings and is an interesting finding to students studying 
commons and collective action issues.  The very different “tragedies” in natural resource commons 
compared to FOSS commons – over­appropriation in the former, under­production in the latter – is 
probably a key reason for this finding. In environmental commons, institutions (including monitoring 
and sanctioning mechanisms) are required to force people to comply (e.g., not free­ride) in an effort to 
avoid over­use of natural resources. In FOSS settings, institutions and formal governance appear to be 
viewed as a barrier to free creativity and innovation. 
Another interesting finding was that the projects of different size classes did exhibit the 
institutional change patterns we expected – moving from very simple norms of behavior to more 
complex (but often still relatively informal) structures – as we moved from studying small groups to 
large ones. This suggests that one way to understand the trajectory of FOSS projects might be to study 
different size classes rather than having to search through (perhaps non­existent) historical records of 
one particular project or to locate and interview participants who may have long gone.
But clearly, results from this small set of FOSS cases is not generalizable. Working in 
collaboration with the FLOSSMole project, we are in the process of developing a larger database of 
FOSS cases (from Sourceforge.net as well as other hosting sites) where we will be able to do an 
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extensive on­line survey and eventually quantitative analyses that get at, in part, FOSS institutional 
structure and change.  The work we present here on institutional aspects (and other information gleaned 
from these initial interviews on physical and community aspects of these projects) is helping us develop 
a general theory of success and failure of FOSS projects which can then be tested in the next stage of 
our study.
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Endnotes 
1. This is not to say that there is no work looking at FOSS institutional components. See for 
example, Van Wendel de Joode et al. (2003). And Holck and Jorgensen's (2005) study Mozilla 
and FreeBSD provides an excellent description of institutional components of these projects.
2. We should note that another trajectory or set of trajectories we do not list here are the cases 
where commercial, “closed source” software is relicensed by a firm or organization that 
developed it as FOSS.  In these instances, the FOSS project might start out with a significant 
amount of code and maybe a first release. The number of developers associated with the project 
could be very few, or many, depending on if the firm decides to continue to pay staff to support 
the code. For this paper, we will not focus on this type of case, but we recognize that it exists.  
3. For readers who may be unfamiliar with Elinor Ostrom's work – she is one of the premier social 
science scholars who has devoted a lifetime to studying how humans organize in collective 
action and commons settings – mostly (but not entirely) in environmental management settings. 
4. Sandler (2005) refers to these situations as “weighted sum aggregation”, where some people 
contribute more than others toward the production of public goods. 
5. This project is part of a larger project studying factors that lead to success and failure of FOSS 
projects. The study of FOSS institutions is one component – albeit an important one – of this 
study. See Schweik (2005) for more information. 
This work is licensed under a Creative Commons Attribution­NonCommercial–Derivs 2.5 License 
(http://creativecommons.org/licenses/by­nc­nd/2.5/).
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