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Quantitative Weighted Mixed Weak-Type
Inequalities for Classical Operators
SHELDY OMBROSI, CARLOS PE´REZ & JORGELINA RECCHI
ABSTRACT. We improve on several mixed weak-type inequal-
ities both for the Hardy-Littlewood maximal function and for
Caldero´n-Zygmund operators. These types of inequalities were
considered byMuckenhoupt andWheeden and later on by Sawyer
estimating the L1,∞(uv) norm of v−1T(fv) for special cases.
The emphasis is made in proving new and more precise quanti-
tative estimates involving the Ap or A∞ constants of the weights
involved.
1. INTRODUCTION AND STATEMENTS OF THE MAIN RESULTS
Let M denote the usual Hardy-Littlewood maximal function; then, according to
a fundamental result of B. Muckenhoupt [Mu], M is a bounded operator on the
Lebesgue space Lp(dµ), 1 < p < +∞, if and only if dµ = w(x)dx and the weight
w satisfies the simple geometric condition
[w]Ap := sup
Q
(
1
|Q|
∫
Q
w
)(
1
|Q|
∫
Q
w1−p
′
)p−1
<∞,
where the supremum is taken over all cubes Q in Rn. This is the celebrated
Muckenhoupt Ap condition. A similar result holds in the case p = 1: namely, M
is of weak type (1,1) with respect to µ; that is, M : L1(µ) → L1,∞(µ) if and only
if dµ =w(x)dx and the weight w satisfies the A1 condition,
[w]A1 := sup
Q
(
1
|Q|
∫
Q
w
)
(ess infQw)−1 <∞,
where, again, the supremum is taken over all cubes Q in Rn.
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Since the Ap theorem of Muckenhoupt plays a central role in modern har-
monic analysis, different proofs besides the original in [Mu] have been considered
in the literature. In particular, E. Sawyer tried in [Sa] the following approach based
on the factorization theorem forAp weights of P. Jones (see [GCRdF]). Recall that
a weight w satisfies the Ap condition if and only if there are two A1 weights u
and v such that
w = uv1−p.
Then, if the operator Sf =
M(vf)
v
is defined, the boundedness of M on Lp(w)
may be rewritten as
(1.1)
∫
Rn
|Sf |puv dx ≤ c
∫
Rn
|f |puv dx.
Observe now that since v ∈ A1, Mv ≤ [v]A1v, and hence S is bounded in
L∞(uv). Therefore, if we show that S is of weak type (1,1) with respect to the
measure uv dx, we can apply the Marcinkiewicz interpolation theorem to derive
(1.1). This is precisely the statement of the following theorem from [Sa].
Theorem 1.1. If u, v ∈ A1(R), then∥∥∥∥M(g)v
∥∥∥∥
L1,∞(uv)
≤ c‖g‖L1(u),
where c depends only on the A1 constant of u and the A1 constant of v. This shows
that the operator Sf = v−1M(vf) is of weak type (1,1) with respect to the measure
vudx.
In the same article, Sawyer conjectured that this theorem should also hold for
the maximal function in Rn and for the the Hilbert transform H instead of M .
The article of Sawyer was also very much motivated by a previous work of B.
Muckenhoupt and R. Wheeden [MW]. This time, the main result of this paper
holds for both the one-dimensional Hardy-Littlewood maximal function and the
Hilbert transform. To be more precise, the main result proved in [MW] is the
following.
Theorem 1.2. Let w ∈ A1(R); there exists then a constant c such that
‖M(fw−1)w‖L1,∞(R) ≤ c‖f‖L1(R)
and
‖H(fw−1)w‖L1,∞(R) ≤ c‖f‖L1(R).
In [C-UMP1], the authors extended both Theorems 1.1 and 1.2 to Rn, in-
cluding in particular the conjectures formulated by Sawyer mentioned above. The
precise result is the following.
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Theorem 1.3. Suppose u ∈ A1 and that either v ∈ A1 or v ∈ A∞(u); then,
there exists a constant c such that∥∥∥∥M(fv)v
∥∥∥∥
L1,∞(uv)
≤ c‖f‖L1(uv)(1.2)
and ∥∥∥∥T(fv)v
∥∥∥∥
L1,∞(uv)
≤ c‖f‖L1(uv),
where M is the Hardy-Littlewood maximal operator and T is a Caldero´n-Zygmund
operator.
We note that this result holds for T∗, the maximal singular integral operator,
instead of T . Given weights u and v, by v ∈ A∞(u), we mean that v satisfies the
A∞ condition defined with respect to the measure udx (as opposed to Lebesgue
measure). A more precise definition is given in Section 2 below.
We emphasize that this theorem contains both Theorems 1.1 and 1.2 as par-
ticular cases. Indeed, the case of the first theorem is clear. For the second, if
w ∈ A1, we let u =w and v = w−1. Then, uv = 1 ∈ A∞, and thus v ∈ A∞(u)
by Lemma 2.1 and Observation 2.2.
To prove Theorem 1.3, the authors show that it suffices to prove the result for
the dyadic maximal function Md by proving an extrapolation-type theorem, The-
orem 1.5 below, that allows one to replace T orM by Md. To be more precise, the
combination of the following two theorems from [C-UMP1] proves Theorem 1.3.
Theorem 1.4. Suppose that u ∈ A1 and that either v ∈ A1 or v ∈ A∞(u);
then, there exists a constant c such that
(1.3)
∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(uv)
≤ c‖f‖L1(uv).
Theorem 1.5. Given a family F of a pair of functions, suppose that for some
p ∈ (0,∞) and for every w ∈ A∞,
‖f‖Lp(w) ≤ C‖g‖Lp(w),
for all (f , g) ∈ F such that the left-hand side is finite, and where C depends only on
the A∞ constant of w. Then, for all weights u ∈ A1 and v ∈ A∞,
‖fv−1‖L1,∞(uv) ≤ C‖gv
−1‖L1,∞(uv) (f , g) ∈ F .
Here,F denotes a family of ordered pairs of non-negative, measurable functions (f , g).
Theorem 1.5 from [C-UMP1] is used to pass fromM toMd, since by standard
methods, for every p ∈ (0,∞) and every w ∈ A∞,
‖M(fv)‖Lp(w) ≤ c‖Md(fv)‖Lp(w),
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where the constant c involves the A∞ constant of w. However, there are recent
results showing that Theorem 1.5 can be avoided in the transition from M to Md.
Indeed, using for instance [HP, p. 792], we have that
Mf ≤ cn
∑
α∈{0,1/3}n
Mαd f ,
where Mαd is an appropriate shifted dyadic maximal function with similar proper-
ties as Md. Thus, the expression on the left in (1.2) is bounded by a dimensional-
constant multiple of the corresponding expression forMαd . Since each of theseM
α
d
has similar properties as Md, the corresponding proof of (1.3) is exactly the same.
In [C-UMP1], the authors conjectured that Theorem 1.4 still holds under
milder hypotheses on the weight v. To be more precise, the authors state what is
now known as “Sawyer’s conjecture,” although E. Sawyer never asserted it. The
conjecture is the following.
Conjecture 1.6. Suppose thatu ∈ A1 and v ∈ A∞. Then, there exists a constant
c such that ∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(uv)
≤ c‖f‖L1(uv).
Note that if v ∈ A∞(u) (we always assume u ∈ A1), then v ∈ A∞ (see
Lemmas 2.1 and 2.3). This conjecture has been open for several years and has
been studied by different authors.
In this paper, we try to understand the difficulties of this conjecture, and
propose alternative ways to prove it. We will also study how the constants of the
weights u and v are reflected in these inequalities; that is, we look for quantitative
versions of this type of inequality.
The first question we pose concerning Sawyer’s theorem is the following:
What is the sharp dependence on the constants of the weights u
and v when both are in A1?
Following the proof given in [C-UMP1], which is an adaptation of the original
proof given by Sawyer in [Sa] for the real line, we show the dependence on the
weight constants. More specifically, we prove the following result.
Theorem 1.7. If u ∈ A1 and v ∈ A1, there exists a dimensional constant c such
that
(1.4)
∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(uv)
≤ c
[
u
]2
A1
[
v
]4
A1
‖f‖L1(uv).
The proof may be found in Section 7.
We believe that the dependency on the constants in inequality (1.4) is not
sharp, since the method does not seem to be adequate. Trying to understand this
issue, we will focus on the special case u = 1 that is interesting in its own right.
The finiteness of the estimate in this special case is assured by Theorem 1.3 by
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assuming even a weaker condition on v than A1, namely, v ∈ A∞(u) = A∞.
The method we use is different from the one considered in the proof of Theorem
1.7 allowing us to obtain more precise estimates. In particular, we will prove the
linearity of the constant bound of the weight v if we assume the stronger condition
v ∈ A1 and the result is sharp. Our theorem is the following.
Theorem 1.8. Let v ∈ A1. There exists a dimensional constant c, independent
from [v]A1 , such that
(1.5)
∥∥∥∥M(f)v
∥∥∥∥
L1,∞(v)
≤ c[v]A1 ‖f‖L1(Rn).
Furthermore, the linear dependence on [v]A1 is sharp.
However, we want to understand the more general case.
Problem 1.9. Find an increasing function ϕ : [1,∞] → [1,∞] for which the
following inequality holds whenever v ∈ A∞:
(1.6)
∥∥∥∥M(f)v
∥∥∥∥
L1,∞(v)
≤ cϕ([v]A∞)‖f‖L1(Rn),
where c is a constant that depends on the dimension.
This problem is a special case of Conjecture 1.6 with u = 1, and it will be
studied in Section 4. The best constant in (1.6), ϕ([v]A∞), is finite by The-
orem 1.3. Our goal is to determine the best dependence on the constant of
the weight v, or, in other words, to find the smallest function ϕ. Recall that
A∞ =
⋃
p≥1Ap, and that, if w ∈ A∞ we use the weight constant
(1.7) [w]A∞ := sup
Q
1
w(Q)
∫
Q
M(χQw)dx,
called the Fujii-Wilson constant in some recent papers. We could use instead
the constant defined by Hrusˇcˇev in [Hr], which is more natural; however, it was
shown in [HP] that it is much larger than the one given by the functional (1.7).
We note here that a condition on the weight v in (1.5) or (1.6) must be taken
into account. Indeed, there are estimates like
(1.8)
∥∥∥∥M(f)Mw
∥∥∥∥
L1,∞(Mw)
≤ c ‖f‖L1(Rn),
namely with v = Mw, that are false for a general function w or measure. This
will be shown in Section 5 where, furthermore, an interesting relationship with
the two weight problem for singular integrals is implicit in the argument. In
general, weights of the form Mw are not A∞ weights but small perturbations,
namely, when v = (Mw)δ, δ ∈ (0,1), makes the inequality to be true, since
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in this case v ∈ A1 and Theorem 1.5 applies. It is interesting that in special
situations and for large perturbations of the weight, the result is still true. Indeed,
if v(x) = |x|−nr ≈ (Mδ)r with r > 1, then there is a finite constant c such that
∥∥∥∥M(f)v
∥∥∥∥
L1,∞(v)
≤ c‖f‖L1(Rn),
with the result being false in the case r = 1. This was proved in dimension one
by Andersen and Muckenhoupt in [AM], and by Mart´ın-Reyes, Ortega Salvador,
and Sarrio´n Gavia´n [MOS] in higher dimensions. We note that these weights
v(x) = |x|−nr are not A∞ weights.
In view of Theorem 1.8 and the case v = 1, we state the following conjecture
for the general case.
Conjecture 1.10. Let u ∈ A1 and v ∈ A1; then, there exists a dimensional
constant c such that∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(uv)
≤ c[u]A1 [v]A1 ‖f‖L1(uv).
To see that the dependency cannot be better than [u]A1 [v]A1 , we prove the
following result that strengthens our conjecture.
Theorem 1.11. Let u ∈ A1, v ∈ A1. If
∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(uv)
≤ cϕ([u]A1 , [v]A1)‖f‖L1(uv),
then there is a constant c independent of the weights such that
ϕ([u]A1 , [v]A1) ≥ c[u]A1 [v]A1 .
Another related problem, partly intermediate between the previous two prob-
lems, would be to determine how the dependence on the constant [v]Ap is if we
assume that v ∈ Ap for some p ≥ 1. We should also take into account that The-
orem 1.8 gives the sharp dependence on the real line when assuming the stronger
assumption v ∈ A1. Based on this, we state the following conjecture.
Conjecture 1.12. Let v ∈ Ap, p ≥ 1; then, there exists a dimensional constant
c such that ∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(v)
≤ c[v]Ap ‖f‖L1(v).
We were not able to prove this conjecture, but we have obtained the following
result using an adequate Caldero´n-Zygmund decomposition that involves the A∞
constant of the weight.
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Theorem 1.13. Let v ∈ Ap, p ≥ 1; then, there exists a dimensional constant c
such that ∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(v)
≤ c[v]A∞ max{p, log(e+ [v]Ap)}‖f‖L1(v).
Corollary 1.14. Let v ∈ Ap, p ≥ 1; then, there exists a dimensional constant c
such that∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(v)
≤ Cn[v]Ap max{p, log(e+ [v]Ap )}‖f‖L1(v).
We also try to improve the dependency on the weight constant using some
other refined constants that were introduced in [HP] and formalized in the work
of Lerner and Moen [LM].
Theorem 1.15. Let v ∈ Ap, p ≥ 1; then, there exists a dimensional constant c
such that∥∥∥∥Md(fv)v
∥∥∥∥
L1,∞(v)
≤ cp[v](Ap)1/p(A
exp
∞ )1/p
′ log(e+ [v](Ap)1/p(Aexp∞ )1/p′ )‖f‖L1(v).
We defer to Section 2 for the definition of [v](Ap)1/p(Aexp∞ )1/p′ .
In this paper, we will also study similar problems for Caldero´n-Zygmund op-
erators instead of the Hardy-Littlewood maximal function. In particular, we im-
prove the following theorem from [HP].
Theorem 1.16. Suppose that T is a Caldero´n-Zygmund operator; then, there is a
dimensional constant c such that, for any v ∈ A1,∥∥∥∥T(fv)v
∥∥∥∥
L1,∞(v)
≤ c[v]A1 log(e+ [v]A∞)‖f‖L1(v).
This theorem improved the following result previously obtained in [LOP2]:
∥∥∥∥T(fv)v
∥∥∥∥
L1,∞(v)
≤ c[v]A1 log(e+ [v]A1)‖f‖L1(v).
In Section 5, we give a version of Corollary 1.14 for Caldero´n-Zygmund operators.
We prove the following result.
Theorem 1.17. Suppose T is a Caldero´n-Zygmund Operator; then, there is a
dimensional constant c such that, for any v ∈ Ap,∥∥∥∥T(fv)v
∥∥∥∥
L1,∞(v)
≤ c[v]Ap max{p, log(e+ [v]Ap )}‖f‖L1(v).
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2. PRELIMINARIES
As usual, a weight will be a non-negative locally integrable function. Given a
weight w, p ∈ (1,∞), and a cube Q, we denote
Ap(w;Q) :=
(
1
|Q|
∫
Q
w
)(
1
|Q|
∫
Q
w1−p
′
)p−1
=
w(Q)σ(Q)p−1
|Q|p
,
where σ =w−1/(p−1). When p = 1 we define the limiting quantity as
A1(w;Q) :=
(
1
|Q|
∫
Q
w
)
(inf
Q
w)−1 = lim
p→1
Ap(w,Q).
For p = ∞, we consider two constants. The first constant is defined as a limit of
the Ap(w;Q) constants
A
exp
∞ (w;Q) :=
(
1
|Q|
∫
Q
w
)
exp
(
1
|Q|
∫
Q
logw−1
)
= lim
p→∞
Ap(w,Q).
To define the second constant, we let
AW∞(w;Q) :=
1
w(Q)
∫
Q
M(χQw),
and define
[w]Ap = sup
Q
Ap(w;Q), ‖w‖A∞ = sup
Q
A
exp
∞ (w;Q), [w]A∞ = sup
Q
AW∞(w;Q).
We write w ∈ Ap if [w]Ap < ∞ and w ∈ A∞ if ‖w‖A∞ < ∞ or [w]A∞ < ∞.
The constant ‖w‖A∞ was defined by Hrusˇcˇev in [Hr]. The constant [w]A∞ was
defined by Fujii in [F] and rediscovered by M. Wilson in [W1,W3], who also
showed that both constants define the class A∞. In [HP], the authors proved the
estimate
[w]A∞ ≤ cn‖w‖A∞ ,
and provided examples showing that ‖w‖A∞ can be exponentially larger than
[w]A∞ .
We now define the mixed-type constants. Given 1 ≤ p < ∞ and α, β ≥ 0,
motivated by some results for the two weighted estimates for the maximal function
in [HP], Lerner and Moen in [LM] defined the mixed constants
[w](Ap)α(Ar )β = sup
Q
Ap(w;Q)αAr (w;Q)β, 1 ≤ r <∞,
the exponential mixed constants
(2.1) [w](Ap)α(A
exp
∞ )β = sup
Q
Ap(w;Q)αA
exp
∞ (w;Q)β,
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and the Fujii-Wilson mixed constants
[w](Ap)α(AW∞ )β = sup
Q
Ap(w;Q)αAW∞(w;Q)
β.
If α > 0, the class of weights that satisfies [w](Ap)α(AW∞ )β < ∞ is simply the class
Ap, since
max
([
w
]α
Ap
,
[
w
]β
A∞
)
≤ [w](Ap)α(AW∞ )β ≤
[
w
]α+β
Ap
.
Analogously, a weight w satisfies [w](Ap)α(Aexp∞ )β < ∞ if and only if w is in Ap
such that the inequality holds for the exponential mixed constant. In [LM], the
authors show that if 0 < α ≤ β ≤ 1 and w ∈ Ap, then
(2.2) [w](Ap)α(Aexp∞ )1−α ≤ [w](Ap)β(Aexp∞ )1−β .
We finish this section by defining the generalized A∞ class of weights A∞(µ)
where µ is a doubling measure. To do this, we recall some well-known definitions
about generalized Hardy-Littlewood maximal operators. For a complete account,
we refer the reader to [D,GCRdF].
Given a doubling measure µ, we define the maximal operator Mµ by
Mµf (x) = sup
Q∋x
1
µ(Q)
∫
Q
|f (y)|dµ(y).
For 1 < p < ∞, given a weight w, we say that w ∈ Ap(µ) if, for all cubes Q,(
1
µ(Q)
∫
Q
w(x)dµ(x)
)(
1
µ(Q)
∫
Q
w(x)1−p
′
dµ(x)
)p−1
≤ C.
We say that w ∈ A1(µ) if Mµw(x) ≤ Cw(x). We denote the union of all the
Ap(µ) classes by A∞(µ), that is,
A∞(µ) =
⋃
p≥1
Ap(µ).
Since µ is doubling, then Mµ is bounded on Lp(w dµ), 1 < p < ∞, if and
only if w ∈ Ap(µ). As usual, when µ is the Lebesgue measure we omit the
subscript µ, and write simply M or Ap. Also, if µ is absolutely continuous given
by the weight u, we then simply write Ap(u), 1 ≤ p ≤ ∞.
The next two lemmas were proved in [C-UMP2].
Lemma 2.1. If u ∈ A1 and v ∈ A∞(u), then uv ∈ A∞. In particular, if
v ∈ Ap(u), 1 ≤ p <∞, then uv ∈ Ap.
Observation 2.2. If u ∈ A1, then v ∈ A∞(u) if and only if uv ∈ A∞.
Lemma 2.3. If u ∈ A1 and uv ∈ A∞, then v ∈ A∞.
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3. THE A1 CASE
Proof of Theorem 1.8. As usual, we denote Mc , the centered Hardy-Little-
wood maximal operators, and its corresponding centered weighted Mcv maximal
function. Now, by standard arguments,
M(fv)
v
≈
Mc(fv)
v
≤
Mcv
v
Mcv(f ) ≤
Mv
v
Mcv(f ) ≤ [v]A1M
c
v(f ),
and then
∥∥∥∥M(fv)v
∥∥∥∥
L1,∞(v)
≤ cn[v]A1 ‖M
c
v(f )‖L1,∞(v) ≤ cn[v]A1 ‖f‖L1(v),
by the Besicovitch covering lemma.
The proof will be completed by showing that the linear exponent is the best
possible. To see this, it is sufficient to consider f (x) = (1/δ)χ(0,1)(x) and
v(x) = |x|δ−1, where 0 < δ < 1. Then, standard computations show [v]A1 ∼
1
δ
.
On the other hand, we can compute
M(fv) ≥

1
δ
1
x1−δ
if x ∈ (0,1),
1
δ2
1
x
if x ∈ (1,∞),
1
δ2
1
1− x
if x ∈ (−∞,0),
and therefore (0, δ−2/δ) ⊂ {x |M(fv) > v}. Continuing, we have
v{x |M(fv) > v} á v(0, δ−2/δ) =
∫ δ−2/δ
0
xδ−1 dx =
1
δ3
= [v]A1
1
δ2
,
but
∫
R
f (x)v(x)dx =
∫ 1
0
(1/δ)xδ−1 dx = 1/δ2. ❐
Proof of Theorem 1.11. We let f (x) = (1/δ)χ(0,1)(x), and define u(x) =
αχ(0,1)(x)+ χ(0,1)c (x), where 0 < α < 1 and v(x) = |x|
δ−1, where 0 < δ < 1.
Then, standard computations show that
[u]A1 ∼
1
α
and [v]A1 ∼
1
δ
.
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Also, we have
M(fv) ≥

1
δ
1
x1−δ
if x ∈ (0,1),
1
δ2
1
x
if x ∈ (1,∞)
1
δ2
1
1− x
if x ∈ (−∞,0).
Then, (0, δ−2/δ) ⊂ {x | M(fv) > v}, and then
uv{x | M(fv) > v} á uv(1, δ−2/δ) =
∫ δ−2/δ
1
xδ−1 dx =
1
δ
(δ−2 − 1) ≈
1
δ3
.
On the other hand,
∫
R
f (x)u(x)v(x)dx =
α
δ
∫ 1
0
xδ−1 dx =
α
δ2
;
this proves ϕ([u]A1 , [v]A1) ≳ [u]A1 [v]A1 . ❐
Observation 3.1. When considering the case α = δ, we can notice that
ϕ([u]A1 , [v]A1) cannot be max([u]A1 , [v]A1).
4. THE Ap CASE
Proof of Theorem 1.13. Without loss of generality, we may assume that f is
non-negative and bounded with compact support. Let v ∈ Ap; then, v ∈ Ar ,
r > p with [v]Ar ≤ [v]Ap . Fix t > 0, and let r > p be a parameter that will
be chosen in a moment. Since v ∈ Ar , in particular, v dx is a doubling weight.
Therefore, we can form the Caldero´n-Zygmund decomposition of f at height t
with respect to the measure v(x)dx. This yields a collection of disjoint dyadic
maximal cubes {Qj} such that, for all Qj ,
t <
1
v(Qj)
∫
Qj
f (x)v(x)dx ≤
v(Q′j)
v(Qj)v(Q
′
j)
∫
Q′j
f (x)v(x)dx ≤ 2nr [v]Ar t,
where Q′j is the ancestor of Qj , and where the last inequality is obtained by using
standard properties of the Ap weights (see Proposition 9.1.5 in [G]) and by using
the maximality property of the Qj .
Further, if we let Ω := ⋃jQj , then f (x) ≤ t for almost every x ∈ Rn \ Ω.
We decompose f as g + b, where
g(x) =

1
v(Qj)
∫
Qj
f (x)v(x)dx if x ∈ Qj ,
f (x) if x ∈ Rn \Ω,
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and let b(x) =
∑
j bj(x), with
bj(x) =
(
f (x)−
1
v(Qj)
∫
Qj
f (x)v(x)dx
)
χQj(x).
If we use this definition, we have that g(x) ≤ 2nr[v]Ar t for almost every x ∈ R
n,
and ∫
Qj
bj(x)v(x)dx = 0.
Following [C-UMP1], if Q is a dyadic cube, then, for all x ∈ Q,
1
|Q|
∫
Q
f (x)v(x)dx =
1
|Q|
∫
Q
g(x)v(x)dx +
1
|Q|
∫
Q
b(x)v(x)dx
≤ Md(gv)(x) + M˜d(bv)(x),
where
M˜d(h)(x) = sup
x∈Q
∣∣∣∣ 1|Q|
∫
Q
h(y)dy
∣∣∣∣.
Then, if the supremum is taken over all dyadic cubes containing x, we have
Md(fv) ≤Md(gv)+ M˜d(bv).
Now,
v
({
x ∈ Rn :
Md(fv)(x)
v(x)
> t
})
≤ v
({
x ∈ Rn :
Md(gv)(x)
v(x)
>
t
2
})
+ v
({
x ∈ Ω : M˜d(bv)(x)
v(x)
>
t
2
})
+ v
({
x ∈ Rn \Ω : M˜d(bv)(x)
v(x)
>
t
2
})
= I1 + I2 + I3.
To estimate I1 we will use the following improvement of Buckley’s theorem (see
[Bu]), whose proof can be found in [HP].
Lemma 4.1. Let 1 < p < ∞ and v ∈ Ap; then,
‖M‖Lp(v) ≤ cnp
′
[
v
]1/p
Ap
[
v1−p
′]1/p
A∞
,
where cn is a dimensional constant.
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We then have, after applying the Chebyshev inequality,
I1 ≤
2r
′
tr ′
∫
Rn
M(gv)r
′
v1−r
′
dx
≤
cr
′
n
tr ′
r r
′[
v
]r ′−1
Ar
[v]A∞
∫
Rn
gr
′
v dx.
Since g(x) ≤ 2nr [v]Ar t and [v]Ar ≤ [v]Ap , we have
I1 ≤
cr
′
n
t
r r
′
[v]A∞
[
v
]2r ′−2
Ar
∫
Rn
g(x)v(x)dx
≤
cr
′
n
t
r r
′
[v]A∞
[
v
]2r ′−2
Ap
∫
Rn
g(x)v(x)dx.
Finally, if we let
r = 1+max{p, log(e+ [v]Ap)},
then
r ′ = 1+
1
max{p, log(e+ [v]Ap)}
,
and a computation shows that r r
′
behaves like max{p, log(e + [v]Ap)} and that
[v]2r
′−2
Ap
is bounded. Therefore,
I1 ≤
Cn
t
[v]A∞ max{p, log(e+ [v]Ap )}
×
(∫
Rn\Ω f (x)v(x)dx +
∑
j
(
1
v(Qj)
∫
Qj
f (x)v(x)dx
)
v(Qj)
)
≤
Cn
t
[v]A∞ max{p, log(e+ [v]Ap )}
∫
Rn
f (x)v(x)dx.
The estimate for I2 follows immediately from the properties of the cubes Qj :
I2 ≤ v(Ω) =∑
j
v(Qj) ≤
∑
j
1
t
∫
Qj
f (x)v(x)dx ≤
1
t
∫
Rn
f (x)v(x)dx.
Finally, we will prove that I3 = 0. To see this, fix x ∈ Rn \Ω; since b has support
in Ω, to compute M˜d(bv) we only need to consider cubes which intersect Ω. Fix
such a cube Q, and for each j, either Qj ⊂ Q or Q∩Qj = ∅. Then, since∫
Qj
bj(x)v(x)dx = 0,
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we have
1
|Q|
∫
Q
b(x)v(x)dx =
1
|Q|
∑
j
∫
Q∩Qj
bj(x)v(x)dx
=
1
|Q|
∑
Qj⊂Q
∫
Qj
bj(x)v(x)dx = 0. ❐
We will use the following lemma for mixed Ap-A∞ constants as defined in
(2.1).
Lemma 4.2. Let p > 1 and let v ∈ Ap; then,
[v](Ap)1/p(A
exp
∞ )1/p
′ ≤ [v]Ap ≤
[
v
]p
(Ap)1/p(A
exp
∞ )1/p
′ .
Proof. The second inequality follows from a simple consequence of a Jensen
inequality:
e(1/|Q|)
∫
Q logw(x)dx ≤
1
|Q|
∫
Q
w(x)dx,
which implies [((1/|Q|)
∫
Q
w(x)dx)e(1/|Q|)
∫
Q logw
−1(x)dx]p−1 ≥ 1, and then
(
1
|Q|
∫
Q
w(x)dx
)(
1
|Q|
∫
Q
w(x)1−p
′
dx
)p−1
≤
(
1
|Q|
∫
Q
w(x)dx
)p( 1
|Q|
∫
Q
w(x)1−p
′
dx
)p−1
× (e(1/|Q|)
∫
Q logw
−1(x)dx)p−1,
whence we obtain
[v]Ap ≤
[
v
]p
(Ap)1/p(A
exp
∞ )1/p
′ .
The first inequality also follows from Jensen’s inequality in the form
e(1/|Q|)
∫
Q logw(x)
−1
dx ≤
(
1
|Q|
∫
Q
w(x)−α dx
)1/α
, α > 0,
if we consider the case α = p′ − 1. ❐
We also need the following lemma that will play an important role in the
proof of Theorem 1.15. It is an improvement of Buckley’s theorem (see [Bu]),
and the proof can be found in [HP].
Lemma 4.3. Let 1 < p < ∞ and v ∈ Ap; then,
‖M‖Lp(v) ≤ cnp
′[v1−p
′
](Ap′ )1/p
′ (A
exp
∞ )1/p ,
where cn is a dimensional constant.
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Proof of Theorem 1.15. The structure of the proof is the same as that of The-
orem 1.13. The only difference is in the analysis of I1. Indeed, combining the
Chebyshev inequality with Lemma 4.3, we arrive at
I1 ≤
2r
′
tr ′
∫
Rn
M(gv)r
′
v1−r
′
dx ≤
2r
′
tr ′
r r
′[
v
]r ′
(Ar )1/r (A
exp
∞ )1/r
′
∫
Rn
gr
′
v dx,
and since g(x) ≤ 2nr [v]Ar t, we have
I1 ≤
2r
′(1+n)
t
r r
′[
v
]r ′−1
Ar
[
v
]r ′
(Ar )1/r (A
exp
∞ )1/r
′
∫
Rn
g(x)v(x)dx.
As r > p, [v]Ar ≤ [v]Ap and by (2.2), [v](Ar )1/r (Aexp∞ )1/r ′ ≤ [v](Ap)1/p(Aexp∞ )1/p′ .
Finally, if we let
r = 1+max{p, log(e+ [v]Ap)},
then
r ′ = 1+
1
max{p, log(e+ [v]Ap)}
.
It is easy to see that r r
′
behaves like
max{p, log(e+ [v]Ap)},
that [v]r
′
(Ap)1/p(A
exp
∞ )1/p
′ behaves like [v](Ap)1/p(Aexp∞ )1/p′ , and that [v]
r ′−1
Ap
is bounded
by a universal constant. Moreover, since 2r
′(1+n) ≤ 22(1+n), we have that
I1 ≤
Cn
t
[v](Ap)1/p(A
exp
∞ )1/p
′ max{p, log(e+ [v]Ap )}
×
(∫
Rn\Ω f (x)v(x)dx +
∑
j
(
1
v(Qj)
∫
Qj
f (x)v(x)dx
)
v(Qj)
)
.
Now, by Lemma 4.2, we have
max{p, log(e+ [v]Ap)} ≤ max{p,p log(e+ [v](Ap)1/p(Aexp∞ )1/p′ )}
= p log(e+ [v](Ap)1/p(Aexp∞ )1/p′ ),
and then,
I1 ≤
Cn
t
p[v](Ap)1/p(A
exp
∞ )1/p
′ log(e+ [v](Ap)1/p(A
exp
∞ )1/p
′ )
∫
Rn
f (x)v(x)dx.
This concludes the proof of the theorem. ❐
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5. COUNTER-EXAMPLES
In this section, we show that inequality (1.8) is false. To do this, we proceed by
contradiction, assuming that this inequality holds. We begin with the following
duality argument for any weight w:
‖Tf‖Lp(w) = sup
h:‖h‖
Lp
′
(w)
=1
∣∣∣∣∫
Rn
Tfhw dx
∣∣∣∣.
Fixing one of these h, we have∫
Rn
Tfhw dx =
∫
Rn
fT t(hw)dx =
∫
Rn
f
T t(hw)
Mw
Mw dx
and then∣∣∣∣∫
Rn
Tfhw dx
∣∣∣∣ ≤ ‖f‖Lp(Mw)
∥∥∥∥∥T t(hw)Mw
∥∥∥∥∥
Lp′(Mw)
= ‖f‖Lp(Mw) ‖T
tf‖Lp′(Mw)1−p′ ).
We now use the following lemma, which is a particular version of the clas-
sical estimate of Coifman-Fefferman for any Caldero´n-Zygmund operator T : let
p ∈ (0,∞), and let w ∈ A∞; then, there is a constant c depending upon p,T and
the A∞ constant of w, such that
(5.1) ‖Tf‖Lp(w) ≤ cT,p,[w]A∞‖Mf‖Lp(w).
Then, as a consequence we have the following special situation. Let w be any
weight, and let p ∈ (1,∞). Then, there is a constant depending only on p and T
such that
(5.2) ‖Tf‖Lp(Mw)1−p) ≤ c‖Mf‖Lp(Mw)1−p).
This follows from (5.1) and the fact that (Mw)1−p ∈ A∞. Indeed, since
(Mw)1−p = (Mw)δ(1−2p) ∈ A2p and δ =
p − 1
2p − 1
<
1
2
,
we have [(Mw)1−p]A∞ ≤ [(Mw)
δ]
2p−1
A1
≤ c
p
n.
(It should be mentioned that (5.2) was improved in [LOP3] and later in
[LOP1]. In these papers, the relevance was the sharpness of the constant c in
terms of p, which behaves linearly in p, but is not important in our context. See
also [R] for a similar estimate within the fractional integrals context.)
Then, since T t is also a Caldero´n-Zygmund operator, we apply (5.2):∣∣∣∣∫
Rn
Tfhw dx
∣∣∣∣ ≤ cp,T‖f‖Lp(Mw) ‖M(hw)‖Lp′(Mw)1−p′
= cp,T‖f‖Lp(Mw)
∥∥∥∥M(hw)Mw
∥∥∥∥
Lp′(Mw)
.
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We now apply (1.8), which is equivalent to
∥∥∥∥M(fw)Mw
∥∥∥∥
L1,∞(Mw)
≤ c‖f‖L1(w),
and since the operator f → M(fw)/(Mw) is trivially bounded on L∞ with con-
stant 1, we apply the Marcinkiewicz’s interpolation theorem to deduce∣∣∣∣∫
Rn
Tfhw dx
∣∣∣∣ ≤ cp‖f‖Lp(Mw) ‖h‖Lp′(w) = cp‖f‖Lp(Mw).
Then, for any Caldero´n-Zygmund operator T and arbitrary weight w, we have
produced the estimate
‖Tf‖Lp(w) ≤ cp‖f‖Lp(Mw).
However, this inequality is well known to be false for any p ∈ (1,∞), as was shown
by M. Wilson in [W2] for the simplest case, namely, the Hilbert transform.
6. CALDERO´N-ZYGMUND INTEGRAL OPERATOR
In this section, we show the following inequality:
∥∥∥∥T(fv)v
∥∥∥∥
L1,∞(v)
≤ Cn[v]Ap max{p, log(e+ [v]Ap)}
∫
Rn
|f (x)|v(x)dx.
For the proof of this inequality, the following two results are needed. The first
result was proved in [Hy], and the second result can be found in [GCRdF, p. 413].
Theorem 6.1. Let 1 < p < ∞, w an Ap-weight and T a Caldero´n-Zygmund
operator; then, ‖Tf‖Lp(w) ≤ cnpp′
[
w
]max(1,1/(p−1))
Ap
.
Lemma 6.2. Let w be a weight. There is a dimensional constant cd such that,
for any cube Q and for any function f supported in a cube Q with
∫
Q
f (x)dx = 0,
the following inequality holds:∫
Rn\2Q
|Tf(y)|w(y)dy ≤ cn
∫
Q
|f (y)|Mw(y)dy.
The structure of the proof of Theorem 1.17 is similar to that of Theorem 1.13.
Proof of Theorem 1.17. Without loss of generality, we assume f is bounded
and has compact support. Since v ∈ Ap, then for all r > p, we have v ∈ Ar ,
with [v]Ar ≤ [v]Ap .
Fix t > 0. For now, let r > p be arbitrary, as we will assign a specific value
to r . Since v ∈ Ar , in particular, v dx is a doubling weight. Therefore, we can
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form the Caldero´n-Zygmund decomposition of f at height t with respect to the
measure v dx. This yields a collection of disjoint dyadic maximal cubes {Qj},
such that for all Qj ,
t <
1
v(Qj)
∫
Qj
f (x)v(x)dx ≤
v(Q′j)
v(Qj)v(Q
′
j)
∫
Q′j
f (x)v(x)dx ≤ 2nr [v]Ar t,
where as before Q′j is the ancestor of Qj , and where the last inequality is obtained
by using standard properties of the Ap weights (see Proposition 9.1.5 in [G]), and
by the maximal property of the Qj . Further, if we let Ω := ⋃jQj , then f (x) ≤ t
for almost every x ∈ Rn \Ω. We decompose f as g + b, where
g(x) =

1
v(Qj)
∫
Qj
f (x)v(x)dx if x ∈ Qj ,
f (x) if x ∈ Rn \Ω,
and we let b(x) =
∑
j bj(x), with
bj(x) =
(
f (x)−
1
v(Qj)
∫
Qj
f (x)v(x)dx
)
χQj(x).
If we use these definitions, we have that g(x) ≤ 2nr [v]Ar t for almost every
x ∈ Rn, and ∫
Qj
bj(x)v(x)dx = 0.
Then, since T is a sublinear operator, we have that
v
({
x ∈ Rn :
|T(fv)(x)|
v(x)
> t
})
≤ v
({
x ∈ Rn :
|T(gv)(x)|
v(x)
>
t
2
})
+ v
({
x ∈ Ω˜ : |T(bv)(x)|
v(x)
>
t
2
})
+ v
({
x ∈ Rn \ Ω˜ : |T(bv)(x)|
v(x)
>
t
2
})
= I1 + I2 + I3.
For I1 we combine the Chebyshev inequality with Theorem 6.1, bearing in mind
that as v ∈ Ar , we have v1−r
′
∈ Ar ′ with
[v1−r
′
]Ar ′ =
[
v
]r ′−1
Ar
.
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Now, since the exponent of the constant [v]Ar ′ in Lemma 6.1 is different if p > 2
or p ≤ 2, we have divided the proof into two cases.
Case p > 2. In this case, as r > 2, we have r ′ < 2 and max(1,1/(r ′ − 1)) =
1/(r ′ − 1). Thus,
I1 ≤
2r
′
tr ′
∫
Rn
|T(gv)(x)|r
′
v(x)1−r
′
dx ≤
cr
′
n
tr ′
r r
′[
v
]r ′
Ar
∫
Rn
g(x)r
′
v(x)dx.
Then, since g(x) ≤ 2nr [v]Ar t and [v]Ar ≤ [v]Ap , we obtain that
I1 ≤
cr
′
n
t
r r
′[
v
]2r ′−1
Ar
∫
Rn
g(x)v(x)dx ≤
2r
′(1+n)
t
r r
′[
v
]2r ′−1
Ap
∫
Rn
g(x)v(x)dx.
As r > p > 2, we choose
r = 1+max{p, log(e+ [v]Ap )};
then,
2 > r ′ = 1+
1
max{p, log(e+ [v]Ap )}
.
For this reason, r r
′
behaves like max{p, log(e+ [v]Ap )} and [v]
2r ′−1
Ap
like [v]Ap :
I1 ≤
Cn
t
[v]Ap max{p, log(e+ [v]Ap )}
×
(∫
Rn\Ω f (x)v(x)dx +
∑
j
(
1
v(Qj)
∫
Qj
f (x)v(x)dx
)
v(Qj)
)
≤
Cn
t
[v]Ap max{p, log(e+ [v]Ap )}
∫
Rn
f (x)v(x)dx.
Case p ≤ 2. We choose r = 1+ 2 log(e+ [v]Ap ) > 2 ≥ p; thus,
r ′ = 1+
1
2 log(e+ [v]Ap)
< 2,
and max(1,1/(r ′ − 1)) = 1/(r ′ − 1). We can now proceed analogously to the
previous case:
I1 ≤
cr
′
d
t
r r
′[
v
]2r ′−1
Ap
∫
Rn
g(x)v(x)dx,
and therefore,
I1 ≤
cd
t
log(e+ [v]Ap)
∫
Rn
f (x)v(x)dx.
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The estimate for I2 follows immediately from the properties of the cubes Qj
and from the inequality v(2Q) ≤ 2np[v]Apv(Q), as follows:
I2 ≤ v(Ω˜) ≤∑
j
v(2Qj) ≤ 2
np[v]Ap
∑
j
1
t
∫
Qj
f (x)v(x)dx
≤ 2np[v]Ap
1
t
∫
Rn
f (x)v(x)dx.
Finally, to be able to estimate I3, we use Lemma 6.2 with w ≡ 1:
I3 ≤
2
t
∫
Rn\Ω˜ |T(bv)(x)|dx ≤
2
t
∑
j
∫
Rn\2Qj
|T(bjv)(x)|dx
≤
2
t
∑
j
∫
Qj
|bj(x)|v(x)dx.
If we have used the definition of bj , we have that
I3 ≤
cd
t
‖fv‖L1(Rn). ❐
7. AN ADAPTATION OF SAWYER’S PROOF WITH
CONTROL OF THE CONSTANT
In this appendix, we prove Theorem 1.7 using a method similar to the one con-
sidered in [C-UMP1] for the proof of Theorem 1.4.
The statement of the theorem assumes that the weights belong to the A1 class
of weights. These weights satisfy a reverse Ho¨lder inequality: namely, if w ∈ A1,
then there are two constants r , c > 1 such that(
1
|Q|
∫
Q
wr
)1/r
≤
c
|Q|
∫
Q
w.
However, we note that in the classical proofs there is a bad dependence on the
constant c = c(r , [w]A1), and we need a more precise estimate to get our results.
Lemma 7.1. Let w ∈ A1, and let rw = 1 + 1/(2n+1[w]A1). Then, for any
cube Q, (
1
|Q|
∫
Q
wrw
)1/rw
≤
2
|Q|
∫
Q
w.
As a consequence, we have that for any cube Q and for any measurable set E ⊂ Q,
w(E)
w(Q)
≤ 2
(
|E|
|I|
)εw
,
where εw = 1/(1+ 2n+1[w]A1).
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The proof of this reverse Ho¨lder inequality can be found in [LOP1], and the
consequence is an application of Ho¨lder’s inequality.
Proof of Theorem 1.7. Fix t > 0, and define g = fv/t. Then, it is sufficient
to show that
(7.1) uv
({
x ∈ Rn |Md(g)(x) > v(x)
})
≤ C
∫
Rn
|g(x)|u(x)dx,
for any function g bounded with compact support.
Fix a > 2n. For each k ∈ Z, let {Ikj } be the collection of maximal, disjoint
dyadic cubes whose union is the set
Ωk = {x ∈ Rn | Mdv(x) > ak} ∩ {x ∈ Rn | Mdg(x) > ak}.
This decomposition exists since g is bounded and has compact support, so the
second set is contained in the union of maximal dyadic cubes. Define
Γ = {(k, j) : |Ikj ∩ {x : v(x) ≤ ak+1}| > 0}.
As v ∈ A1, we have Mv(x) ≤ [v]A1v(x) almost everywhere. Hence, for
(k, j) ∈ Γ ,
ak
[v]A1
≤
1
[v]A1
ess infx∈Ikj Mdv(x) ≤ ess infx∈Ikj v(x)(7.2)
≤
1
|Ikj |
∫
Ikj
v(x)dx ≤ [v]A1a
k+1.
(Intuitively, if (k, j) ∈ Γ , then Ikj behaves like a cube from the Caldero´n-Zygmund
decomposition of v at height ak.) Then, up to a set of measure zero, we have the
following inclusions: for each k,
{x ∈ Rn | ak < v(x) ≤ ak+1} ∩ {x ∈ Rn |Mdg(x) > v(x)} ⊂
⋃
j:(k,j)∈Γ I
k
j .
Combining this with (7.2), we get that
uv({x ∈ Rn | Mdg(x) > v(x)}) ≤ a[v]A1
∑
(k,j)∈Γ |I
k
j |
−1v(Ikj )u(I
k
j ).
Fix N < 0, and define ΓN = {(k, j) ∈ Γ | k ≥ N}. We will show that
∑
(k,j)∈γN
|Ikj |
−1v(Ikj )u(I
k
j ) ≤ C
∫
Rn
|g(x)|u(x)dx,
636 SHELDY OMBROSI, CARLOS PE´REZ & JORGELINA RECCHI
where the constant C does not depend on N. Inequality (7.1) then follows if we
take the limit as N → −∞. To prove this, we replace the set of cubes {Ikj } by a
subset with better properties. First, since v ∈ A1, we can apply Lemma 7.1; and
there exists ε = (1+ 2n+1[v]A1)
−1
> 0 such that, given any cube I and E ⊂ I,
(7.3)
v(E)
v(I)
≤ 2
(
|E|
|I|
)ε
.
Fix δ such that 0 < δ < ε. Define ∆N = {Ikj | (k, j) ∈ ΓN}. The cubes in∆N are all dyadic, so they are either pairwise disjoint or one is contained in the
other. For k > t, since Ωk ⊂ Ωt and since the cubes Ikj are maximal in Ωk, if
Its ∩ I
k
j ≠ ∅, then I
k
j ⊂ I
t
s . In particular, each cube I
k
j ∈ ∆N is contained in⋃
j I
N
j ⊂ {x | Mdg(x) > a
N}. As we noted above, the last set is bounded, so ∆N
contains a maximal disjoint subcollection of cubes.
We form a sequence of sets {Gn} by induction. Let G0 be the set of all pairs
(k, j) ∈ ΓN such that Ikj is maximal in ∆N . For n ≥ 0, given the set Gn, define the
set Gn+1 to be the set of pairs (k, j) ∈ ΓN such that there exists (t, s) ∈ Gn with
Ikj ⊊ I
t
s and
1
|Ikj |
∫
Ikj
u(x)dx > a(k−t)δ
1
|Its |
∫
Its
u(x)dx,(7.4)
1
|Iℓi |
∫
Iℓi
u(x)dx ≤ a(ℓ−t)δ
1
|Its |
∫
Its
u(x)dx,(7.5)
whenever (ℓ, i) ∈ ΓN and Ikj ⊊ Iℓi ⊂ Its .
Let P =
⋃
n≥0Gn. Given (s, t) ∈ P , we refer to the cube I
t
s as a principal
cube. Since every cube in ∆N is contained in a maximal cube, every cube in ∆N is
contained in one or more principal cubes.
To continue, we divide the proof into several steps of the same form. We only
look at the behavior of the A1-constants, and give the main ideas of the steps.
Step 1. We claim that
(7.6)
∑
(k,j)∈ΓN
|Ikj |
−1v(Ikj )u(I
k
j ) ≤ Cε
∑
(k,j)∈P
|Ikj |
−1
v(Ikj )u(I
k
j ).
To prove this, fix (t, s) ∈ P , and let Q = Q(t, s) be the set of indices (k, j) ∈ ΓN
such that Ikj ⊂ I
t
s and I
t
s is the smallest principal cube containing I
k
j . In particular,
each Ikj is not a principal cube unless it equals I
t
s .
Thus, by (7.5), and since Ikj ⊂ {x |Mdv(x) > a
k},∑
(k,j)∈Q
|Ikj |
−1v(Ikj )u(I
k
j ) ≤ |I
t
s |
−1u(Its)
∑
k≥t
a(k−t)δv(Its ∩ {x | Mdv(x) > a
k}).
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By (7.3) and (7.2), and since v ∈ A1,
v(Its ∩ {x |Mdv(x) > a
k}) ≤ 2
[
v
]2ε
A1
aεa(t−k)εv(Its).
Combining these inequalities, we see that∑
(k,j)∈Q
|Ikj |
−1v(Ikj )u(I
k
j ) ≤ Cε|I
t
s |
−1u(Its)v(I
t
s),
where Cε = (a2ε−δ/(aε−δ − 1))2[v]
2ε
A1
.
If we now sum over all (s, t) ∈ P , we get (7.6), since
⋃
(t,s)∈P Q(t, s) = ΓN .
Step 2. For each k, let {Jki } be the collection of maximal disjoint cubes whose
union is {x | Mdg(x) > ak}. Then,
ak <
1
|Jki |
∫
Jki
g(x)dx.
For each j, we have Ikj ⊂ {x |Mdg(x) > a
k}, so there exists a unique i = i(j, k)
such that Ikj ⊂ J
k
i . Hereafter, the index i will always be this function of (k, j).
Hence, by (7.6) and by (7.2),
∑
(k,j)∈ΓN
|Ikj |
−1v(Ikj )u(I
k
j ) ≤ Cεa[v]A1
∫
Rn
h(x)g(x)dx,
where h(x) =
∑
(k,j)∈P |J
k
i |
−1χJki
(x)u(Ikj ).
To complete the proof, we show that for each x, h(x) ≤ Cu(x). Fix x ∈ Rn;
without loss of generality, we may assume that u(x) is finite. For each k, there
exists at most one cube Jkb such that x ∈ J
k
b . If it exists, denote this cube by J
k.
Define Pk = {(k, j) ∈ P | I
k
j ⊂ J
k}, and G = {k | Pk ≠ ∅}. We form a
sequence {km} by induction. If k ∈ G, then k ≥ N, so let k0 be the least integer
in G. Given Km,m ≥ 0, choose km+1 > km in G such that
1
|Jkm+1|
∫
Jkm+1
u(y)dy >
2
|Jkm|
∫
Jkm
u(y)dy,(7.7)
1
|Jℓ|
∫
Jℓ
u(y)dy ≤
2
|Jkm|
∫
Jkm
u(y)dy,(7.8)
where km ≤ ℓ < km+1, ℓ ∈ G.
Since u(x) is finite, the sequence {Km} only contains a finite number of terms.
Then, by (7.8), we have
h(x) ≤
∑
m
2
|Jkm|
∫
Jkm
u(y)dy
∑
ℓ∈G, km≤ℓ<km+1
∑
(ℓ,j)∈Pℓ
u(Iℓj )
u(Jℓ)
.
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We claim that
(7.9)
∑
ℓ∈G, km≤ℓ<km+1
∑
(ℓ,j)∈Pℓ
u(Iℓj )
u(Jℓ)
≤ C9.
Given this, we are done: since the sequence {km} is finite, let m be the largest
index. Then, by (7.7) and (7.9),
h(x) ≤ 2C9
(
2−
(
1
2
)m)
[u]A1u(x).
Therefore, to complete the proof we must show (7.9). We do this in two steps.
Step 3. The authors of [C-UMP1] proved that if (ℓ, j) ∈ Pℓ, km ≤ ℓ < km+1,
then
(7.10)
1
|Iℓj |
∫
Iℓj
u(y)dy >
a(ℓ−km)δ
2[u]A1
1
|Jℓ|
∫
Jℓ
u(y)dy.
Step 4. We now prove (7.9). By (7.10), and again since u ∈ A1, if y ∈ Iℓj , then
λ =
a(ℓ−km)δ
2[u]A1
u(Jℓ)
|Jℓ|
1
[u]A1
< u(y);
hence, ⋃
j:(ℓ,j)∈Pℓ
Iℓj ⊂ {x ∈ J
ℓ | u(x) > λ}.
For ℓ fixed, the cubes Iℓj are disjoint. Therefore, since we have u ∈ A1, there exist
ν = (1+ 2n+1[u]A1)
−1 such that∑
j:(ℓ,j)∈Pℓ
u(Iℓj ) ≤ 2
1+νu(Jℓ)
[
u
]2ν
A1
a(km−ℓ)δν .
Therefore, we have that
∑
ℓ∈G, km≤ℓ<km+1
∑
(ℓ,j)∈Pℓ
u(Iℓj )
u(Jℓ)
≤ C9,
where C9 = 21+ν[u]
2ν
A1
aδν/(aδν − 1). Then, the constant C of Theorem 1.7
behaves like
aε−δ
aε−δ − 1
23+νaε+2
[
v
]2ε+2
A1
[
u
]2ν+1
A1
aδν
aδν − 1
(
2−
(
1
2
)m)
≈
[
v
]4
A1
[
u
]2
A1
. ❐
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