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CROSSED MORPHISMS, (INTEGRATION OF) POST-LIE ALGEBRAS AND
THE POST-LIE MAGNUS EXPANSION
IGOR MENCATTINI AND ALEXANDRE QUESNEY
Abstract. This letter is divided in two parts. In the first one it will be shown that the datum
of a post-Lie product is equivalent to the one of an invertible crossed morphism between two Lie
algebras. Moreover it will be argued that the integration of such a crossed morphism yields the
post-Lie Magnus expansion associated to the original post-Lie algebra. The second part is devoted
to present two combinatorial methods to compute the coefficients of this remarkable formal series.
Both methods are based on special tubings on planar trees.
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1. Introduction
Pre and post-Lie algebras are two classes of non-associative algebras which later on have under-
gone to an extensive investigation because of the important role they play both in pure an applied
mathematics. Pre-Lie algebras, also known in the literature under the name of left-symmetric and
Date: June 19, 2020.
2000 Mathematics Subject Classification. 16T05,16T10,16T30,17A30,17A50,17B35,17D99.
Key words and phrases. Crossed morphism, post-Lie algebra, post-Lie Magnus expansion.
1
CROSSED MORPHISMS, POST-LIE ALGEBRAS AND THE POST-LIE MAGNUS EXPANSION 2
Vinberg algebras, were introduced in the mid-sixty, almost simultaneously, by Gerstenhaber, see
[27], and Vinberg, see [44], the first working on the theory of deformation of associative algebras
and second on the theory of convex cones. Since then, they appeared unexpectedly in almost every
area of the modern mathematics, from differential geometry, [34, 41, 4] to combinatorics [5, 14, 15],
from mathematical physics, see [24], to numerical analysis [9, 28], see [10, 33, 25] for comprehensive
reviews. In spite post-Lie algebras have been introduced much more recently by Vallette, see [43],
and independently by Lundervold and Munthe-Kaas [32], since then they have been deeply stud-
ied, both from point of view of pure, see for example [3, 11, 22, 35] and of applied mathematics
[20, 36, 16], see also [23, 26].
Recall that a post-Lie Lie algebra is a pair (h, ⊲) of a Lie algebra h, whose Lie bracket will be
denoted by [−,−], and a bilinear map ⊲ : h⊗h→ h called post-Lie product, satisfying the following
two properties:
(PL1) x ⊲ [y, z] = [x ⊲ y, z] + [y, x ⊲ z], and
(PL2) [x, y] ⊲ z = a⊲(x, y, z)− a⊲(y, x, z), for all x, y and z in h.
In the RHS of (PL2)
(1.1) a⊲(x, y, z) = x ⊲ (y ⊲ z)− (x ⊲ y) ⊲ z, ∀x, y, z ∈ h
denotes the associator defined by the bilinear product ⊲. A post-Lie algebra whose Lie bracket is
trivial is a pre-Lie algebra. On the other hand, a post-Lie algebra (h, ⊲) gives rise to a Lie algebra
h with same underlying vector space as h and whose Lie bracket J−,−K : h⊗ h→ h is defined by
(1.2) Jx, yK = x ⊲ y − y ⊲ x+ [x, y], ∀x, y ∈ h.
Moreover, there is an element υ ∈ HomLie(h,Der(h)), defined by
(1.3) υx(y) = x ⊲ y, ∀x, y ∈ h.
The enveloping algebra U(h) of a post-Lie algebra was analyzed in depth in [20], whose authors,
extending the results of [38, 39], showed that a suitable extension of ⊲ together with the coalgebra
structure of U(h) allow to define a new associative product ∗ : U(h) ⊗ U(h) → U(h), called the
Grossman-Larson product, compatible with the initial coalgebra structure and antipode. In this
way it was proven that on U(h) it was possible to define a new Hopf algebra U∗(h), which turned
out to be isomorphic to U(h). After suitable completion of the Hopf algebras involved, the above
mentioned isomorphism defines an isomorphism between the (completed) Lie algebras h and h,
whose inverse χ : h → h, called the post-Lie Magnus expansion, abbreviated as pLMe hereafter, is
one of the main concerns of the present note.
The pLMe has two predecessors, the pre-Lie and the classical Magnus expansions, see [8]. The
pre-Lie Magnus expansion χ appeared at the beginning of the eighties in the work of Agrachev and
Gramkelidze, see [1]. However it has been dubbed as such only in [21], where the classical Magnus
expansion was extensively explored in the context of the pre-Lie and dendriform algebras. Finally
in [15] was presented a formula expressing χ in terms of the so called Grossman-Larson product
which read as
χ(x) = log∗(exp(x)),
see also [5].
On the other hand, the pLMe was introduced in [20] in connection with a particular class of
iso-spectral flow equations. There it is was shown that for every x ∈ h, χx(t) := χ(tx) ∈ h[[t]]
satisfies the following non-linear ODE
χ˙x(t) = (d exp∗)
−1
−χx(t)
(
exp∗(−χx(t)) ⊲ x
)
,
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and that, the non-linear post-Lie differential equation
x˙(t) = −x(t) ⊲ x(t),
for x = x(t) ∈ h[[t]], with initial condition x(0) = x0 ∈ h, has as a solution
x(t) = exp∗(−χx0(t)) ⊲ x0.
In [17] it was underlined the relevance of the pLMe in the theory of the Lie group integrators and in
[35] it was proven that on a post-Lie algebra, in analogy to what happens on every pre-Lie algebra,
the pLMe provides an isomorphism between the group of formal flows and the BCH-group defined
on h, generalizing the analog well known result proven in [1], see also [18, 4].
The aim of this letter is twofold. In the first place, starting from the integration result presented
in [35], we give a more Lie-theoretic interpretation of the pLMe, in terms of the so called crossed
morphisms of Lie groups and Lie algebras, see for example [30, 12, 29, 40].
More precisely, first we show that a post-Lie algebra structure on a Lie algebra h is equivalent
to the datum (id, υ) where id: h → h, the identity map, is a crossed morphism relative to υ ∈
HomLie(h,Der(h)). Then we argue that the pLMe is the (inverse of a) crossed morphism between
the corresponding (local) Lie groups H and H, obtained integrating id.
We would like to stress that while the local existence of the pLMe, at the level of the Lie groups
H and H , is guaranteed by general Lie theory, its global existence is obstructed, see [37], and its
explicit expression seems, from this view-point, really difficult to obtain.
On the other hand, working formally at the level of the completed enveloping algebras of h and h,
one first can prove the existence of the pLMe and then, using a formal integration process, can show
that the inverse of the pLMe is a crossed morphism between the corresponding local Lie groups.
This line of thoughts opens the door to a categorical interpretation of various approaches to
post-Lie and pre-Lie algebras which one finds in the literature, see for example [3, 11, 32] and
references there in. On the other hand, it makes clear the universal nature of the pLMe, asking for
a (more systematic) method to compute the coefficients of this expansion. This goal is achieved
in the second part of the paper, where such a method, based in the so called tubings, see [13], is
presented.
Relations with other works. Post-Lie algebras appeared recently as central objects in the study
of the so called O-operators, first introduced in [31], which are particular extensions of the classical
r-matrices, playing an important role in the theory of the generalized Lax pair representations,
introduced in [7]. The notion of O-operator was further extended in [3], where the concepts of
O-operator of weight λ and, respectively, of extended O-operator, were introduced. It is in this
framework that the relation between (generalized) Lax representations and post-Lie algebras crys-
tallized. In particular in [3] it was shown that the post-Lie algebra structure on a Lie algebra g are in
one-to-one correspondence with the pairs ((υ, h),O) where h is a Lie algebra, υ ∈ HomLie(g,Der(h))
and O : h → g is an invertible O-operator of weight 1, see Corollary 5.5 in [3]. This result should
be compared with Proposition 7 of the present work, see also 1 in Remark 10.
Another instance where the notion of a post-Lie algebra rises naturally is the theory of the so
called simply-transitive NIL-affine actions of nilpotent Lie groups, see [11]. In this reference it
was shown that given (G,N), a pair of connected and simply-connected nilpotent Lie groups, there
exists a simply transitive NIL-action of G on N if and only if there exists a Lie algebra g′ ∼ g such
that the pair (g′, n) carries a structure of a post-Lie algebra, see Theorem 2.5 in [11]. The proof
of this result is based on the observation that a pair of Lie algebras (g, n) carries a structure of a
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post-Lie algebra if and only if there is a faithful morphism of Lie algebras ̺ : g → n ⋉ Der(n) of
the form ̺(x) = (x, L(x)) for all x ∈ g, see Proposition 2.11 in [11] for the precise statement. This
result should be compared with 2 in Remark 10 of the present work.
Plan of the present work. In Section 2 is recalled the notion of crossed morphism for Lie groups
and Lie algebras and the relation between invertible crossed morphisms of Lie algebras and post-Lie
algebras is explained. This section closes with a brief discussion on local Lie groups.
In Section 3 it is shown that the datum of a crossed morphism between two Lie algebras yields a
morphism between the associated universal enveloping algebras, which, when the crossed morphism
is invertible, provides an isomorphism giving rise to the Grossman-Larson product. After introduc-
ing a suitable integration functor, last part of this section is devoted to the analysis of the pLMe
from the categorical view-point sketched above.
In Section 4 two combinatorial interpretations of the coefficients of the pLMe are given. Both
interpretations are based on a notion of nested tubings. The first method is based on the vertical
nested tubings and allows to compute the coefficients associated to any forest recursively. The
second method is based on the horizontal nested tubings and allows to express these coefficients in
a closed form. This section is divided into six parts. The first four parts 4.1–4.4 are essentially a
reminder; they serve to set up conventions and to introduce the adequate combinatorics in order to
handle the pLMe. More in details, the first part set up conventions and notations on planar trees
and forests and introduces specific graftings of them. The second part is a brief reminder on the
combinatorial operad PSB, a model of the operad PostLie, which serves as a combinatorial base
to handle operations on the free post-Lie algebra (on one generator) and on its universal enveloping
algebra. These last two algebras are the subject of the third and four parts. The fifth part is dedi-
cated to the notions of vertical and horizontal nested tubings which are the last essential ingredient
to compute the pLMe. Finally, the last part is devoted to the computation of this expansion, first
in terms of vertical, then in terms of horizontal nested tubings.
1.1. Conventions. Throughout the paper K will denote a field of characteristic zero. The tensor
product will be taken over K. In particular the tensor product of two K–vector spaces V and W
will be denoted by V ⊗ W . All Lie groups considered will be connected and simply-connected.
The category of the post-Lie algebras and their morphisms will be denoted by PostLie while the
category of the pre-Lie algebras and their morphisms will be denoted by PreLie.
2. Crossed morphisms
In this section we will recall the concepts of post-Lie algebra and of crossed morphism, both for
Lie algebras and for Lie groups, and we will comment on how these relate to each other.
2.1. Crossed morphisms of Lie algebras.
Definition 1. Let g and h be two Lie algebras, and let υ : g → DerLie(h) be a morphism of Lie
algebras. A crossed morphism relative to υ is a map φ ∈ HomK(g, h) that satisfies
φ([x, y]g) = υx(φ(y)) − υy(φ(x)) + [φ(x), φ(y)]h, ∀x, y ∈ g.
The set of crossed morphisms of g in h relative to υ is denoted with Crossυ(g, h). The subset of the
invertible crossed morphisms is denoted with Crossυinv(g, h).
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Example 2. If h is abelian, i.e. if [−,−]h ≡ 0, then DerLie(g) = EndK(g). In this case φ is a
crossed morphism of g in h relative to υ ∈ EndK(g) if and only if
φ([x, y]g) = υx(φ(y)) − υy(φ(x)), ∀x, y ∈ g.
Example 3. If f ∈ HomLie(g, h) then υf : g→ DerLie(h) defined by
υf (x)(a) = [f(x), a]h, ∀a ∈ h,
is a morphism of Lie algebras and φ ∈ HomK(g, h) belongs to Cross
υf (g, h) if and only if f + φ ∈
HomLie(g, h).
Example 4. If g = h and φ is the identity, then h has another Lie algebra structure, given by
(2.1) Jx, yK := υx(y)− υy(x) + [x, y]h for all x, y ∈ h.
The resulting Lie algebra is denoted by h = (h, J−,−K).
Definition 5. The category CM is as follows. The objects are the tuples (g, h, υ, φ) of two Lie
algebras g and h and (υ, φ) ∈ HomLie(g,Der(h))×Cross
υ(g, h). The morphisms between (g, h, υ, φ)
and (g′, h′, υ′, φ′) are pairs (f, g) ∈ HomLie(g, g
′)×HomLie(h, h
′) such that
(M1) g ◦ φ = φ′ ◦ f and
(M2) g(υx(a)) = υ
′
f(x)(g(a)) for all x ∈ g and a ∈ h.
The subcategory CMinv ⊂ CM is the one of those tuples (g, h, υ, φ) such that φ is an invertible
crossed morphism, i.e. φ ∈ Crossυinv(g, h). The subcategory ι : CMid ⊂ CMinv is the one of the
tuples of the form (h, h, υ, id).
Let R : CMinv → CMid be the functor given by
(2.2) R(g, h, υ, φ) = (h, h, υ ◦ φ−1, id) and R(f, g) = (g, g).
Note that in the first tuple, the Lie algebra h is determined by (h, υ ◦ φ−1) so that is Lie bracket is
given Jx, yK = υφ−1(x)(y)− υφ−1(y)(x) + [x, y]h for all x, y ∈ h, according to (2.1).
Proposition 6. The two categories CMid and CMinv are adjoint equivalent.
Proof. The inclusion functor is full and essentially surjective which proves the equivalence. It
remains to show that the functor R is a right adjoint to ι. To do this it is enough to check that
the unit η : id → R ◦ ι and counit ǫ : ι ◦ R → id transformations satisfy the triangle relations:
ι
ιη
−→ ιRι
ǫι
−→ ι and R
ηR
−−→ RιR
Rǫ
−−→ R are identities. This is a straightforward verification. 
To a tuple (h, h, υ, id) ∈ CMid one may associate the post-Lie algebra (h, ⊲) where
(2.3) x ⊲ y := υx(y) for all x, y ∈ h.
Indeed, (PL1) is clear since υx is a derivation of h, and (PL2) results from the fact that υ : h →
Der(h) is a Lie morphism: for all x, y and z in h, one has
[x, y] ⊲ z = υ[x,y](z) = υJx,yK−υx(y)+υy(x)(z) = υx(υy(z))− υy(υx(z))− υυx(y)(z) + υυy(x)(z).
The following is straightforward.
Proposition 7. The two categories CMid and PostLie are isomorphic.
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Remark 8. The tuples (g, h, υ, φ) as in CMinv where h is an abelian Lie algebra form a full subcat-
egory of CMinv, denoted, hereafter, by CMpl. The full subcategory of CMpl whose objects are
the tuples (h, h, υ, id), denoted from now on by CMpl,id, which is adjoint equivalent to CMpl, is
isomorphic to PreLie, recovering the result of [2], see also [6] and references therein. To be more
explicit, it is worth to note that if (g, h, υ, φ) is an object in CMpl, then
φ([x, y]g) = υx(φ(y)) − υy(φ(x)), ∀x, y ∈ g,
i.e. φ is a bijective 1-cocycle (of the Chevalley-Eilenberg cohomology) of g with values in h.
Example 9 ([12],[32]). For a given Lie group K whose Lie algebra is k, let g = X(K) with its
standard Lie bracket and h = C∞(K, k) with the Lie bracket defined by Vf, gW(k) = [f(k), g(k)]k,
for all f, g ∈ h and k ∈ K. Then
(2.4) υX(f)(k) := (Xkf), ∀X ∈ g, f ∈ h,
is a morphism of Lie algebras from g to Der(h). Furthermore, recall that θ ∈ Ω1(K, k), defined via
the left-translations Lk by θk(v) = (Lk−1)∗,k(v) for all k ∈ K and v ∈ TkK, defines a parallelization
of TK≃K × k by the v
θ
 (k, θk(v)), for all k ∈ K and v ∈ TkK. Composing this map with the
projection K × k→ k, one obtains φ ∈ C∞(K, k)
(2.5) φ(X) = iXθ, ∀X ∈ g.
Computing i[X,Y ]θ = LX(iY θ)− iY (LXθ), where LX denotes the operation of Lie derivative in the
direction X , and recalling that θ satisfies the Maurer-Cartan equation, i.e. dθ + 12 [θ, θ] = 0, one
obtains
i[X,Y ]θ = iX(diY θ)− iY (diXθ) + ViXθ, iY θW, ∀X,Y ∈ g,
i.e. φ ∈ Crossυinv(g, h). The application φ is an invertible map, C
∞(K)-linear, such that φ(Xx) = x
for all x ∈ k, where Xx is the left-invariant vector field defined by the element x ∈ k. Applying the
functor R defined in (2.2), one concludes that
(2.6) f ⊲ g := φ−1(f)g ∀f, g ∈ h,
makes (h, V−,−W, ⊲) into a post-Lie algebra.
Moreover, the Lie algebra h whose underlying vector space is C∞(K, k) and whose Lie bracket is
Tf, gU = φ−1(f)g − φ−1(g)f + Vf, gW, ∀f, g ∈ C∞(K, k).
Pulling back (2.6) to g, one obtains ◮: g⊗ g→ g, defined by
(2.7) X ◮ Y = φ−1(φ(X) ⊲ φ(Y )), ∀X,Y ∈ g,
which is a C∞(K)-linear product on X(K) with respect to the first entry, such that
X ◮ (ξY ) = X(ξ)Y + ξX ◮ X, ∀ξ ∈ C∞(K), X, Y ∈ X(K),
which, together with (2.6), implies that X ◮ Y = 0 for all X ∈ X(K) and all Y left-invariant. In
other words, ◮ defines a flat linear connection on TK, whose flat sections are the left-invariant
vector fields, and whose torsion is easily shown to be parallel since T (Xx, Xy) = −X[x,y]t, for all
x, y ∈ k.
Remark 10. A couple of remarks are now in order.
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(1) Keeping the same notations introduced above, r ∈ HomK(h, g) is called an O-operator of
weight λ ∈ R, if
(2.8) [r(x), r(y)]g = r(υr(x)y − υr(y)x+ λ[x, y]h). ∀x, y ∈ h.
The tuple (g, h, υ, r) where r satisfies (2.8) form a category CMO,λ whose morphisms be-
tween (g, h, υ, r) and (g′, h′, υ′, r′) are pairs (f, g) ∈ HomLie(g, g
′)×HomLie(h, h
′), satisfying
(M2) and the analogue of (M1), i.e. f ◦ r = r′ ◦ g. The full subcategory of CMO,λ=1 whose
objects are the tuples (g, h, υ, r) whose r is invertible is isomorphic to CMinv, because of
Proposition 7, it is adjoint equivalent to PostLie. In this way we recover the description
of post-Lie algebras given in [3].
(2) Let CMb be the category whose objects are the tuples (g, h, ̺), where ̺ ∈ HomLie(g, h ⋊
Der(h)) and the Lie bracket in h⋊Der(h)) is defined by the formula
{(h1, d1), (h2, d2)} = ([h1, h2]h + d1(h2)− d2(h1), [d1, d2]).
Note that composing ̺ : g → h⋊ Der(h) with the canonical projections π2 : h⋊ Der(h) →
Der(h) and π1 : h ⋊ Der(h) → h, one gets υ̺ ∈ HomLie(g,Der(h)) and, respectively, φ̺ ∈
Crossυ̺(g, h). A morphism between two objects (g, h, ̺) and (g′, h′, ̺′) in CMb is a pair
(f, g) ∈ HomLie(g, g
′) × HomLie(h, h
′) satisfying (M1) and (M2) with respect to the pairs
(υ̺, φ̺)’s. The full subcategory CMb,inv ⊂ CMb whose objects are (g, h, ̺), where φ̺ is
a bijective linear map, is easily shown to be isomorphic to CMinv. Analogously the full
subcategory CMb,id ⊂ CMb,inv whose objects are (g, h, ̺) where g and h are defined on
the same underlying vector space and φ̺ = id turns out to be isomorphic to CMid. In this
way one recovers the description of PostLie given in [11].
2.2. Crossed morphism of Lie group type objects. In analogy to the Lie algebra case one
can define the notion of crossed morphism between two Lie groups.
First, recall that for H a Lie group, Aut(H) denotes the group of automorphisms of H which
are diffeomorphisms of H , i.e. φ ∈ Aut(H) if and only if
(i) φ is an isomorphism of abstract groups,
(ii) φ is a diffeomorphism.
Definition 11. Let G and H be two Lie groups and let Υ: G → Aut(H) be a morphism of Lie
groups. A crossed morphism relative to Υ is a smooth map Φ: G→ H that satisfies
(2.9) Φ(gh) = Φ(g)Υg(Φ(h)), ∀g, h ∈ G.
By changing, in the definition of CM, the underlying category of Lie algebras by the one of Lie
groups, one obtains the following category.
Definition 12. The category CMGp is as follows. The objects are the tuples (G,H,Υ,Φ) of two
Lie groups G and H and (Υ,Φ) ∈ HomLieGp(G,Aut(H))×Cross
Υ(G,H). The morphisms between
(G,H,Υ,Φ) and (G′, H ′,Υ′,Φ′) are pairs (f, g) ∈ HomLieGp(G,G
′)×HomLieGp(H,H
′) such that
g ◦ Φ = Φ′ ◦ f and g(Υx(a)) = Υ
′
f(x)(g(a)) for all x ∈ G and a ∈ H.
In the same vein as before, one has subcategories CMGpid ⊂ CMGpinv ⊂ CMGp, and an
adjoint equivalence between CMGpid and CMGpinv. Note that the projection functor
P : CMGpinv → CMGpid
sends any tuple (G,H,Υ,Φ) to (H,H,Υ ◦ Φ−1, id), where the product of H = (H, ⋆) is given by
(2.10) h1 ⋆ h2 = h1ΥΦ−1(h1)(h2) for all h1, h2 ∈ H.
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The classical Lie functor gives rise to a functor
Te : CMGp→ CM
that sends (G,H,Υ,Φ) to (g, h,Υ∗,eG ,Φ∗,eG). It restricts to the sub categories of invertible crossed
morphisms
Te : CMGpinv → CMinv
and also to Te : CMGpid → CMid. The latter means that Te sends (H,H,Υ, id) to (h, h,Υ∗,eG , id),
which makes notations consistent; to see this it is enough to verify that (2.10), with Φ = id, gives
rise to the Lie bracket of (2.1) by differentiation. Moreover, Te commutes with the projections:
Proposition 13. R ◦ Te = Te ◦ P .
The previous constructions and remarks can be adapted almost verbatim to the case of local Lie
groups. Instead to recall the formal definition of this structure, we simply remind that a local Lie
group is a smooth manifoldM with a distinguished point e and two operations µ and ι only partially
defined, i.e. defined on a suitable neighborhood of e and satisfying the following compatibility con-
ditions (1) µ(e, x) = x = µ(x, e), (2) µ(x, ι(x)) = e = µ(ι(x), x) and (3) µ(µ(x, y), z) = µ(x, µ(y, z)),
for all x, y, z ∈ M sufficiently close to e ∈ M . To every local Lie group can be associated a Lie
algebra whose underlying vector space is the tangent space at e and whose Lie bracket is defined
restricting the canonical Lie bracket of X(M) to the (say) left invariant vector fields. It is worth to
observe that every Lie group G is a local Lie group and that every neighborhood U of the identity
of a Lie group is a local Lie group, restricting to U both multiplication and inversion map defined
on G. Another class of local Lie groups is obtained looking at suitable neighborhoods of the 0
element in a finite dimensional Lie algebra g. In this case the multiplication map is provided by
the Baker-Campbell-Hausdorff series, i.e. µ(x, y) = BCHg(x, y) for all x, y, e is the 0 element and
ι(x) = −x for all x. A neighborhood of 0 is suitable if on it the BCH series is convergent. This
class of examples of local Lie groups will the only one we will consider in this letter. In particular,
any local Lie group defined by the Lie algebra g and its BCH series will be called a BCH-group and
it will be denoted simply by G. In this case g will be called the Lie algebra underlying G. In spite
of the appearances, our choice to consider only BCH-groups is not really a severe restriction. In
fact one can show that every local Lie group, if seen in coordinates, is a BCH-group, see [42]. The
categories introduced in the first part of this section can be defined trading Lie with local Lie groups.
More precisely one can define CMGploc, CMGplocinv and, respectively, CMG
loc
id . All the comments
made and properties discussed about the categories CMGp, CMGpinv and, respectively, CMGid
can be re-proposed for their local versions.
3. Universal enveloping algebras and the post-Lie Magnus expansion
Recall that to a post-Lie algebra (h, ⊲) one may associate two universal enveloping algebras: that
of the Lie algebra h and that of the underlying Lie algebra h. The latter comes equipped with the
Grossman-Larson product ∗, which emerges from the post-Lie structure, making it a bialgebra. Both
bialgebras are related by an isomorphism Θ: U(h) → (U(h), ∗) which turns out to be responsible
for the existence of the pLMe χ : H → H.
In this section is defined a functor U : CM→ Pbialg that provides the above data (U(h),U(h),Θ)
when restricted to CMid. Then is defined an integration functor which gives rise to the pLMe. The
following diagram gives an overview of the functors considered in the previous and present sections;
the bottom line corresponds to the above discussion.
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CMGp CM Pbialg
CMGpinv CMinv Pbialginv CMGploc
CMGpid CMid
Gp PostLie Bialg Gploc
Te U
Te U Int
Te
U|ι
Te
∗ ◦ U
U ◦ J−,−K
Int
s Rι
∼=
Θ
Ψ
Notation 14. The universal enveloping algebra of a post-Lie algebra (h, ⊲) is the universal en-
veloping algebra of the underlying Lie algebra h. It is a bialgebra when endowed with the shuffle
coproduct ∆sh : U(h) → U(h)
⊗2. It may be useful to consider Sweedler’s notation (without sum):
∆sh(X) = X(1) ⊗X(2) for all X ∈ U(h).
Definition 15. The category Pbialg is as follows. The objects are tuples (A,B, θ) where A and B
are bialgebras, B is an A–module and θ : A→ B is a morphism of A–modules and coalgebras. The
morphisms are pairs (f, g) ∈ Hombialg(A,A
′)×HomModcoalg(B,B
′) such that g ◦ θ = θ′ ◦ f . That g
belongs to HomModcoalg(B,B
′) means that it is a morphism of coalgebras and that g(a·b) = f(a)·g(b)
for all a ∈ A and b ∈ B.
Let Pbialginv be the subcategory of Pbialg of those tuples (A,B, θ) such that θ is an isomor-
phism.
Remark 16. If (A,B, θ) belongs to Pbialginv then B has another bialgebra structure, given by
b ∗ b′ := θ−1(b) · b for all b, b′ ∈ B. Moreover, θ : A→ (B, ∗) is an isomorphism of bialgebras.
Let
U : CM→ Pbialg
be the functor that associates to each tuple (g, h, υ, φ) the following tuple (U(g), (U(h),M),Θ).
The following construction of the action M : U(g) → EndK(U(h)) and the morphism Θ are a
straightforward generalization of [35, Section 5]; the main steps are given here. Since υ has values
in DerLie(h) it can be extended to be with values in the derivations for the algebra U(h). By keeping
the same notation for this extension, this means that υx(XY ) = Xυx(Y ) + υx(X)Y for each x ∈ h
and X,Y ∈ U(h). Let σφ : g→ EndK(U(h)) be the linear application defined by
σφ(x)(X) = φ(x) ·X for all x ∈ g and X ∈ U(h),
and let M(υ,φ) : g→ EndK(U(h)) be the linear map defined
(3.1) M(υ,φ)(x) = υx + σ
φ
x , for all x ∈ g.
The following lemma shows thatM(υ,φ) extends to a morphism of associative algebrasM(υ,φ) : U(g)→
EndK(U(h)), providing the action map.
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Lemma 17. For all x, y ∈ g, one has
(3.2) M(υ,φ)([x, y]g) = [M(υ,φ)(x),M(υ,φ)(y)].
In other words, U(h) carries a structure of a (g, [−,−]g)–module defined byM(υ,φ) : g→ EndK(U(h)).
Proof. For every x, y ∈ g and a ∈ h, it suffices to compare Mυφ ([x, y]g)(a) with [M
υ
φ (x),M
υ
φ (y)](a),
recalling that φ satisfies (1) and υ ∈ HomLie(g,Der(h)). 
The map Θ = Θ(υ,φ) : U(g)→ U(h) is defined on every monomial X ∈ U(g) by
(3.3) Θ(υ,φ)(X) =M(υ,φ)(X)(1)
and is extended to all U(g) by linearity. It is a morphism of coalgebras as well as of left U(g)–
modules; see [19] and also [35, Proposition 28]. To see that U is indeed a functor, it remains to
show the following.
Lemma 18. Let (f, g) : (g, h, υ, φ)→ (g′, h′, υ′, φ′). For all A ∈ U(g) and B ∈ U(h), one has
U(g)(MA(B)) =M
′
U(f)(A)(U(g)(B)).
In particular, one has U(g) ◦Θ = Θ′ ◦ U(f).
Proof. By linearity, it is enough to show the result for A = a1 · · ·am ∈ U(g) and B = b1 · · · bn ∈ U(h)
being two monomials. The proof is by induction on m. For m = 1, one has
U(g)(Ma(B)) = U(g)(υa(B) + φ(a)B)
= U(g)(
∑
1≤i≤n
b1 · · · bi−1υa(bi)bi+1 · · · bn + φ(a)B)
=
∑
1≤i≤n
g(b1) · · · g(bi−1)υ
′
f(a)(g(bi))g(bi+1) · · · g(bn) + φ
′(f(a))U(g)(B)
= υ′f(a)(U(g)(B)) + φ
′(f(a))U(g)(B)
=M ′U(f)(a)(U(g)(B)).
Let m ≥ 2. Remark that υa1(Ma2(· · · (Mam(B)) · · · ) can be written as a sum of terms of the form
C1υa(C2)C3 where each Ci ∈ U(g) are monomial of the following form. By writing Ci as ck1 · · · cki ,
the term cr is of the form φ(as), or υaj1 (υaj2 (· · · υajs (φ(ajs+1 )) · · · )) or υaj1 (υaj2 (· · · υajs (B) · · · ))
for some indices {j1, ..., js+1} ⊂ {1, ...,m}. Consequently, one has
U(g)
(
υa1(Ma2(· · · (Mam(B)) · · · )
)
= υ′f(a1)(M
′
f(a2)
(· · · (M ′f(am)(U(g)(B)) · · · ).
Therefore, one has
U(g)(Ma1···am(B)) = U(g)
(
υa1(Ma2···am(B)) + φ(a1)Ma2...am(B)
)
= M ′U(f)(a1···am)(U(g)(B)).

If φ is invertible, then so is Θ; see [35, Theorem 29]. Therefore, the functor U restricts to a
functor
U : CMinv → Pbialginv.
Since (ι, R) is an adjoint equivalence, the counit provides a natural isomorphism Ψ = Uǫ : RU|ι →
U . In particular one has
(3.4) Θ(υ◦φ−1,id) = Θ(υ,φ) ◦ U(φ
−1).
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Remark 19. By Remark 16, the morphism Θ(υ◦φ−1,id) is a morphism of bialgebras, so one recovers
the initial viewpoint of [19], see also [38, 39]. In particular, the resulting ∗ product on U(h) is the
Grossman-Larson product; it can be constructed as follows.
The post-Lie product on h, defined via (2.3), can be extended to a map ⊲ : U(h)⊗2 → U(h) with
the following properties. For all X,Y and Z in U(g) and x and y in g, one has:
(D1) 1 ⊲ X = X and X ⊲ 1 = 0;
(D2) X ⊲ (Y · Z) = (X(1) ⊲ Y ) · (X(2) ⊲ Z); and,
(D3) (x ·X) ⊲ y = x ⊲ (X ⊲ y)− (x ⊲ X) ⊲ y.
The resulting structure is known as a D–bialgebra structure (U(h),∆sh, ⊲); see [35]. The Grossman-
Larson product is given by
∗ : U(h)⊗2 → U(h)
X ⊗ Y 7→ X(1)(X(2) ⊲ Y ).
(3.5)
3.1. Integration of post-Lie algebras. Let CMfininv denotes the subcategory of CMinv of those
tuples where the Lie algebras are finite dimensional and let P̂bialginv be the obtained from
Pbialginv by requiring the bialgebras to be complete. The functor U : CM
fin
inv → Pbialginv in-
duces, after completion, a functor Û : CMfininv → P̂bialginv. Its image forms a category Im(Û): the
objects of Im(Û) are tuples of the form (Û(g), (Û(h),M),Θ) = Û(g, h, υ, φ), and morphisms are of
the form Û(f, g) for morphisms (f, g) in CMfininv. In what follows is defined an integration functor
Int: Im(Û)→ CMGploc.
To any tuple (Û(g), (Û(h),M),Θ) in Im(Û) one may associate the following tuple (G,H, Υ, Φ).
The map Υ : G → Aut(H) is given by
Υ = Exp(υ)
where υx(y) :=Mx(y)−Θ(x) · y for all x ∈ g and y ∈ h.
Lemma 20. Υ is a morphism of local groups.
Proof. Note that if d ∈ Der(g), then Exp(d) ∈ Aut(g) ⊂ Aut(G). Furthermore, if g and h are two
(finite dimensional) Lie algebras and υ ∈ HomLie(g,Der(h)), then one has
Exp(υx) Exp(υy) = Exp(BCHEnd(h)(υx, υy)) = Exp(υBCHg(x,y)), ∀x, y ∈ g,
which gives the result. 
The map Φ : G → H is defined as
Φ = Φ(υ,φ) = logh ◦Θ(υ,φ) ◦ expg .
Lemma 21. Φ is a crossed morphism of local groups.
Proof. It is a direct consequence of Theorem 23 stated hereafter. Indeed formula (3.7) can be
written as
Φ(BCHg(x, y)) = BCHh(Φ(x),Exp(υx)Φ(y)).

The integration functor Int is given by Int(Û(g), (Û(h),M),Θ) = (G,H, Υ, Φ). A direct verifica-
tion shows that it is indeed a functor.
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3.2. The post-Lie Magnus expansion. Observe that since φ is invertible, so is Φ(υ,φ). Its inverse
χ(υ,φ) : H → G is therefore given by
(3.6) χ(υ,φ) = logg ◦(Θ(υ,φ))
−1 ◦ exph .
Definition 22. The map χ(υ,φ) is called the post-Lie Magnus expansion associated to (g, h, υ, φ) ∈
CMinv.
In analogy to [35, Proposition 39], one can prove the following result.
Theorem 23. For all a, b ∈ h one has
(3.7) BCHg(χ(υ,φ)(a), χ(υ,φ)(b)) = χ(υ,φ)
(
BCHh
(
a,Exp(υχ(υ,φ)(a))b
))
.
The proof of this result is based on the following two preliminary lemmas. First recall that, by
Remark 16, the bialgebra U(h) can be endowed with another product ∗. Also recall that, by (2.3),
the map ⊲ : a⊗ b 7→ υφ−1(a)(b) defines a post-Lie product on h.
Let ♯ : h× h→ h be defined by
a♯b = logh(exph(a) ∗ exph(b)) for all a, b ∈ h.
Lemma 24. For all a, b ∈ h one has
a♯b = BCHh(a, exph(a) ⊲ b).
Proof. This result was proven in [26] and that proof extends without modification to this context.

Lemma 25. For all a, b ∈ h one has
(3.8) exp·(a) ⊲ b = Exp(υχ(υ,φ)(a))b,
where the right hand side of the previous formula reads as
b+ υχ(υ,φ)(a)(b) +
1
2
υχ(υ,φ)(a)
(
υχ(υ,φ)(a)(b)
)
+
1
3!
υχ(υ,φ)(a)
(
υχ(υ,φ)(a)(υχ(υ,φ)(a)(b))
)
+ · · ·
Proof. Recall that the extension of the post-Lie product to U(h) endowed the latter with a structure
of a D-bialgebra, see Definition 19 in [35]. In this case one has
(i) a ∗A = a · A+ a ⊲ A, for all a ∈ h, see Formula (4.20) pag. 570 in [35];
(ii) (a · A) ⊲ a′ = a ⊲ (A ⊲ a′)− (a ⊲ A) ⊲ a′, see Formula (D.5) pag. 566 in [35],
for all a, a′ ∈ h and A ∈ h(V ). Plugging (ii) into (i) one obtains
(a ∗A) ⊲ a′ = a ⊲ (a′ ⊲ A).
The proof of the statement now can be obtained using a simple induction on the length of the
monomials in the RHS of (3.8), applying (i) and (ii) above recalled. 
After these observations the proof of the Theorem 23 is formally identical to the one presented
in [35] and for this reason it is not presented again.
The functoriality of the construction of the pLMe implies some relations between the different
pLMe’s that rely on relations between the source objects. More precisely, one has the following
relations.
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Let X = (g, h, υ, φ) be an object of CMfininv. Recall the equation (3.4) which, by applying Int,
gives Φ(υ◦φ−1,id) = Φ(υ,φ) ◦ Int(Û(φ
−1)). In other words, one has
χ(υ,φ) = φ
−1 ◦ χ(υ◦φ−1,id).
Let (f, g) : (g, h, υ, φ) → (g′, h′, υ′, φ′) be a morphism in CMfininv. By applying Int ◦ Û ◦ R, one
obtains
Φ(υ◦φ−1,id) ◦ Int(Û(g)) = Int(Û(g)) ◦ Φ(υ′◦(φ′)−1,id).
In particular, if (f, g) is an isomorphism one has
χ(υ′◦(φ′)−1,id) = g
−1 ◦ χ(υ◦φ−1,id) ◦ g.
4. Computing the Post-Lie Magnus expansion
In this section two combinatorial interpretations of the coefficients associated to any forest of the
pLMe are given. Both interpretations are based on a notion of nested tubings. The first method
is concerned with vertical nested tubings and allows to compute the coefficients associated to any
forest recursively. The second method is concerned with horizontal nested tubings and allows to
express these coefficients in a closed form.
4.1. Planar trees and forests.
Definition 26. A planar rooted tree is an isomorphism class of contractible graphs, embedded in
the plane, and endowed with a distinguished vertex, called the root, to which is attached an adjacent
half-edge, called the root-edge of the planar tree.
For a planar rooted tree T , we let V (T ) be the set of all its vertices. On it, we consider two
orders:
• The level partial order ≺ defined by orienting the edges of T towards the root, except the
root-edge. For two vertices u and v of V (T ), we write v ≺ u if there is a string of oriented
edges from v to u. In particular, the root is maximal for this partial order.
• The canonical linear order <: starting from the root-edge of T , we run along T in the
clockwise direction, passing trough each edge once per direction. The order we meet the
vertices for the first time gives the order <. In particular the root is the minimal element
for <.
Pictorially, our trees are drawn with the root at the bottom, and the order on the set of the
incoming edges of a vertex is given by the clockwise direction, i.e. from the left to the right.
From now on, when there is no ambiguity, planar rooted trees are simply called trees.
Example 27. For any two trees R and S, let C(•;R,S) be the corolla with an unlabeled vertex v
of arity 2 as root; the roots of R and S are input edges of v in this order.
Definition 28. Let T be a tree and v a vertex of it. Consider a small disc centered in v. The
outgoing and incoming edges of v cut the disc into connected components. If v has at least one
incoming edge, the left side of v is the connected components delimited by the outgoing edge and
the first incoming edge of v. Otherwise, its left side is the unique connected component of the cut
disc.
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Example 29. A vertex v and its left side (the darkest gray region):
vleft side
Definition 30. A forest is a (non commutative) word of trees. For n ≥ 1, the forest of n times the
tree with one vertex is denoted by •×n and is called horizontal.
Trees and forests can be grafted at vertices, as follows.
Notation 31. (1) For any two trees R and T we let R ⊲v T be the tree obtained by grafting
the root-edge of R at the vertex v, on its left side.
(2) Let n ≥ 1 and n0 + n1 + ...+ nk = n be a partition of n such that ni ≥ 1 for 1 ≤ i ≤ k and
n0 ≥ 0. Let F be a forest and let v1, ..., vk be k vertices of F . For any forest E of n trees,
let E ⋉n0,n1,...,nkv1,...,vk F be the forest obtained from F by grafting the first n1 roots of E to the
left-side of v1, the next n2 roots of •
×n to the left-side of v2, and so on until nk; the n0 last
trees are concatenated to the left of the so-obtained forest. In particular,
• for k = 0, the operation ⋉n∅ is the concatenation operation that we simply denote by
×;
• for k = 1 and n0 = 0, the operation ⋉0,nv is the grafting of all the roots to a single
vertex v that we simply denote by ⊲v;
• for n0 = 0, we write ⋉0,n1,...,nkv1,...,vk as ⊲
n1,...,nk
v1,...,vk
.
For instance, one has
⊲v
v
= and ⊲v
v
= and
( )
⋉1,2,1v1,v2
(
v1
v2
)
= .
In the second case one has k = 1, n0 = 0 and n1 = 2; in the last case one has k = 2, n0 = 1, n1 = 2
and n3 = 1.
We also will be led to consider trees with labelings, or more in general, with partial labelings.
Definition 32. Let T be a tree and let U be a subset of V (T ). A U–label of T is a bijection
l : U → {1, ..., n}. A tree T equipped with a U–label is called partially labeled.
Example 33. Examples of partially labeled trees:
3
21 1
2
3
3
1
2
4.2. Definition of PSB. In this section is reminded the minimal material about the operad PSB;
we refer to [35] for completeness.
For n ≥ 1, let L(n) be the K–vector space generated by the fully labeled trees with n vertices.
For each n ≥ 2 let W(n) be the K–vector space generated by trees T with partial labeling l : U →
{1..., n} that satisfy:
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(a) the root of T is unlabeled;
(b) if a vertex of T is unlabeled, then so is its ≺–successor;
(c) each unlabeled vertex of T has exactly two incoming edges.
Let
LW(1) := L(1) and LW(n) := L(n)⊕W(n) for n ≥ 2.
In [35], a structure of operad was provided on the collection {LW(n)}n. One may therefore
consider the following ideal I ⊂ LW generated by
{
21
−
12
,
32
1
−
3
21
−
31
2
}
.
For each n ≥ 1, we let PSB(n) := LW(n)/I(n).
Theorem 34. [35] The collection {PSB(n)}n is endowed with a structure of symmetric operad
which makes it isomorphic to the operad PostLie.
Let us make this operadic structure explicit for any two trees T ∈ PSB(m) and R ∈ PSB(n) that
are fully labeled. Let v be the vertex of T that is labeled by i; let k be the number of its incoming
edges. For a map φ : {1, ..., k} → V (R), let T ◦φi R to be the tree obtained by substituting the vertex
labeled by i by the tree R, and then grafting the incoming edges of i to the labeled vertices of R
following the map φ. The grafting is required to be performed in such a way that it respects the
natural order of each fiber of φ. This means that if φ(v)−1 = {i1 < i2 < ... < is} ⊂ {1 < ... < k},
then, in the resulting tree, the incoming edge resulting from the grafting of ir–th incoming edge is
the r–th incoming edge of v. The labeling of T ◦φi R is given by classical re-indexation.
The partial composition of T and R at i is:
(4.1) T ◦i R =
∑
φ
T ◦φi R,
where φ runs through the set of maps from {1, ..., k} to V (R). For instance, one has
1
32 ◦1
1
2 =
1
243 +
1
2
4
3 +
1
2
3
4 +
1
2
43
.
4.3. The free post-Lie algebra. Given an operad O and a vector space V , we denote by O(V )
the free O–algebra generated by V . It is explicitly given by O(V ) =
⊕
n≥0O(n) ⊗Sn V
⊗n. By
Theorem 34, we know that PSB(K) is the free post-Lie algebra on K, which is the vector space
generated by trees of PSB, with a unique label. In other words, if we let K = K < > for a
generator , then PSB(K) is generated by the set
G =
{
, , , , , , , , , . . .
}
.
Let us distinguish the subset G• of those classes of trees that have at least one round-shape vertex
(i.e. the generating set of the Lie elements); let G be its complementary.
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The operadic structure of PSB provides both the Lie and the post-Lie product of any two
elements. Explicitly, the Lie product of two generators R and S is the class of the tree C(•;R,S);
their post-Lie product R ⊲ S is as follows.
Definition 35. For a tree T in G, let V•(T ) and V (T ) be the sets of round-shape and square-shape
vertices of T , respectively.
Suppose R is a tree in G \ G• and S ∈ G. The post-Lie product of R and S is given by
(4.2) R ⊲ S =
∑
v∈V (S)
R ⊲v S.
Suppose that R is in G•. Recall from [35, Section 3.3.1] that transpositions act on each round-
shape vertex of R by switching its two outputs, and that each tuple of transpositions σ ∈ S
×|V•(R)|
2
provides a tree Rσ by performing such action vertex-wise. Recall also that R (and also Rσ) can
be contracted into a tree Con(R) with only one round-shape vertex (with possibly more than two
outputs, so such a tree does not necessarily belong to G); it is obtained by contracting all the edges
between round-shape vertices. Given two vertices v1 and v2 of a tree T , we let Con(v1,v2)(T ) be
the tree obtained from T by contracting the edge between v1 and v2; the resulting vertex inherits
of the shape of v2. One has
(4.3) R ⊲ S =
∑
v∈V (S)
∑
σ∈S
×|V•(R)|
2
ǫ(σ)Con(r,v)(Con(Rσ) ⊲v S),
where r is the root-vertex of R and the sign ǫ(σ) is the product sgn(σ1) · · · sgn(σk) for σ =
(σ1, ..., σk).
Let us interpret Con(r,v)(Con(Rσ) ⊲v S) in terms of grating of forests: If R has k round-shape
vertices, it corresponds to a k–bracketing of trees T1, ..., Tk in G , so that one has
(4.4) Con(r,v)(Con(Rσ) ⊲v S) = (Tσ(1)Tσ(2) · · ·Tσ(k)) ⊲v S.
4.4. The universal enveloping algebra of the free post-Lie algebra.
Definition 36. Let n, k ≥ 1 and q1+ ...+ qk = n be a partition of n by positive integers qi ≥ 0. A
(q1, ..., qk)–shuffle is a partition of {1 < · · · < n} by k ordered sets of cardinal qi for each 1 ≤ i ≤ k.
The number of (q1, ..., qk)–shuffles is shq1,...,qk :=
(q1+...+qk)!
q1!···qk!
.
Recall that the universal enveloping algebra of a post-Lie algebra (and in fact of any Lie algebra)
is equipped with the shuffle coproduct ∆sh : U(g)→ U(g)
⊗2 that makes it a bialgebra with respect
to its classical product. Lie elements are primitive for ∆sh, that is one has ∆sh(l) = l ⊗ 1 + 1 ⊗ l
for all l ∈ g. Therefore, for any Lie element l and k ≥ 2, one has
(4.5) ∆
(k)
sh (l) =
∑
i1+...+ik=i
shi1,...,ik l
i1 ⊗ · · · ⊗ lik .
Recall from Remark 19, that the Grossman-Larson product on (U(g),∆sh) is given by ∗ : X ⊗
Y 7→ X(1)(X(2) ⊲Y ) for all X,Y ∈ U(g). Recall also that here ⊲ : U(g)
⊗2 → U(g) is the extension of
the post-Lie product and it satisfies the properties (D1), (D2) and (D3). The left-side extension of
the post-Lie product was identified in [35] as post-symmetric braces, which are operations encoded
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by the corollas in PSB. This means that, for X = x1 · · ·xn ∈ U(g) and y ∈ g, one has
(4.6) X ⊲ y = n+ 1
1 2 . . . n
(x1 ⊗ · · · ⊗ xn ⊗ y) .
The rest of this section is dedicated to the universal enveloping algebra of the free post-Lie
algebra PSB(K). Remark that, since the product of the free associative algebra on PSB(K) is
given by concatenation of trees, its underlying vector space is generated by the forests of G. The
universal enveloping algebra (U(PSB(K)), ∗) is the vector space generated by the forests on G,
modded out by the ideal generated by RS− SR−C(•;R,S) for every R and S in G. For later use,
let us investigate the product E ∗ F for a few particular forests E and F .
Lemma 37. For any Lie element l and any forests F , one has l ∗ F = lF + l ⊲ F .
Proof. Recall that Lie elements are primitive elements for the shuffle coproduct. We conclude by
observing that l ∗ F := l(1) · (l(2) ⊲ F ). 
Lemma 38. For n ≥ 1 and T a tree, one has
×n ⊲ T =
∑
1≤k≤|T |
∑
n1+...+nk=n, ni>0
{v1,...,vk}, vi∈T,vi 6=vj
shn1,...,nk
×n ⊲n1,...,nkv1,...,vk T.
Proof. Recall from (4.6) that ×n ⊲ T is given by
((
· · ·
(
n+ 1
1 2 . . . n
◦n+1 T
)
◦1
)
◦2 · · ·
)
◦n .
From the operadic structure of PSB, see (4.1), we know that this is the sum of ×n ⊲n1,...,nkv1,...,vk T over
all distinct vertices v1, ..., vk and all the maps φ : {1, ..., n} → {1, ..., k} such that |φ(i)
−1| = ni for
1 ≤ i ≤ k. 
Lemma 39. Let F = T1 · · ·Tk be a forest of k trees and let n ≥ 1. One has
×n ∗ F =
∑
j0+...jk=n, ji≥0
shj0,...,jk
×j0( ×j1 ⊲ T1) · · · (
×jk ⊲ Tk).
Proof. By (4.5), one has
×n ∗ F =
∑
j0+j1=n, ji≥0
shj0,j1
×j0( ×j1 ⊲ F ),
and in turn, by (D2) and (4.5), one has
×i ⊲ F = ×i ⊲ (T1 · · ·Tk) =
∑
i1+...+ik=i
shi1,...,ik(
×i1 ⊲ T1) · · · (
×ik ⊲ Tk).

CROSSED MORPHISMS, POST-LIE ALGEBRAS AND THE POST-LIE MAGNUS EXPANSION 18
4.5. Nested tubings. In this subsection are presented two notions of nested tubings of forests,
the vertical nested tubings and the horizontal ones. The term tubing is borrowed from [13] though
the present definition differs from the original one.
Recall the level partial order ≺ and the canonical linear order < of Section 4.1, given for trees.
For a vertex v of a tree T , let bv ⊂ V (T ) be the subset of the ≺–predecessors of v; it inherits of the
order <. The set of roots Root(F ) of a forest F has a horizontal order <h that is increasing as one
goes from left to right: for a forest ST , one has v <h w for v the root of S and w the root of T .
Recall that G be is the subset of G of those trees that have only square-shape vertices . Let
For be the set of the forests on G ; it admits a decomposition into the subsets Forn of those forests
that have exactly n vertices. Let For′n be the set Forn \ {
×n}, where ×n denotes the horizontal
forest of n trees.
Definition 40. A higher set of a poset (P , <) is a subset of P that contains the <–successors of
each of its elements.
Definition 41. A tube of a tree T is a connected higher set t of (V (T ),≺), such that, for each
v ∈ t, one has t ∩ bv is a higher set of (bv, <).
Definition 42. A tube of a forest F ∈ For is a subset of V (F ) such that its intersection with
(Root(F ), <h) is a higher set and such that it intersects each tree of F into a (possibly empty) tube.
Remark 43. A tube of a forest F can be identify to a sub forest of F ; we will often use this
identification implicitly.
Definition 44. A nested tubing of F ∈ For is a collection of non empty tubes of F that are
pairwise nested and such that:
(1) it contains at least two tubes;
(2) it contains the maximal tube (the tube that is the whole set of the vertices of the forest);
For a nested tubing t = {ti}i∈I of F , the boundary of the tube ti is ∂ti = ti \ {tj  ti}.
4.5.1. Vertical nested tubings.
Definition 45. A vertical nested tubing is a nested tubing such that:
(1) the boundary of each tube is not a horizontal forest of more than one tree; and,
(2) if the boundary of a tube is a forest, then either all the roots of this forest are connected
to a single vertex of a sub tube, or none of the roots are connected to any sub tube.
Definition 46. For F in For′, let Tub(F ) be the set of its vertical nested tubings.
Example 47. a) is a tube, b) is a higher set that is not a tube (condition on bv unsatisfied), c),
d) and e) are not vertical nested tubings (condition 1 is not satisfied; in addition for d), condition
2 is not satisfied either). The three last examples f), g) and h) are vertical nested tubings.
a) b) c) d) e) f) g) h)
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Example 48. Here below are all the vertical nested tubings of .
4.5.2. Horizontal nested tubings.
Definition 49. A horizontal nested tubing of F ∈ Forest is a nested tubing of F such that the
boundary of each tube is a horizontal forest.
We let hTub(F ) denote the set of horizontal nested tubings of F . For any p1+ ...+ pk = N such
that pi > 0, and F ∈ For
′
N , we let hTub(F )p1,...pk be the subset of hTub(F ) of those horizontal
nested tubings t = t1 ⊃ t2 ⊃ · · · ⊃ tk such that |∂ti| = pi for each 1 ≤ i ≤ k. One has
(4.7) hTub(F ) =
⊔
p1+...+pk=N,pi>0
hTubp1,...,pk(F ).
Example 50. In Example 47, a) is a tube whose boundary is not a horizontal forest, c) to g) are
horizontal nested tubings, and h) is not horizontal.
Example 51. Here below are all the horizontal nested tubings of .
4.6. Post-Lie Magnus expansion in terms of nested tubings. For a post-Lie algebra g, the
pLMe of x ∈ g is the element χ(x) that satisfies the equation
exp·(x) = exp∗
(
χ(x)
)
.
In particular, in Uˆ∗(PSB(K)), it is a sum over all forests in For:
χ( ) =
∑
F∈For
cFF.
We propose to compute the coefficients cF for any forest F by two methods.
4.6.1. Post-Lie Magnus expansion via vertical nested tubings. As showed in [23, Equation (81)] the
pLMe can be expressed as a sum χ =
∑
n≥1 χn, where χ1(x) = x and
χn(x) =
xn
n!
−
∑
k≥2,pi>0
p1+...+pk=n
1
k!
χp1(x) ∗ · · · ∗ χpk(x) for all x ∈ g.
We will describe χn : PSB(K) → PSB(K) ⊂ Uˆ∗(PSB(K)) of the free post-Lie algebra on K =
K < >.
Note that χn( ) is a homogeneous Lie polynomial of degree n. In particular, in Uˆ∗(PSB(K)) it
is a sum over all forests in For with n vertices:
χn( ) =
∑
F∈Forn
cFF.
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Definition 52. For n, k ≥ 2, partition p1+ ...+ pk = n by strictly positive integers and F in For
′
n,
let D(F )p1,...,pk be the set of all the possible expressions
(4.8) F = F1 ⋉1 (· · · (⋉2(Fk−2 ⋉ (Fk−1 ⋉k−1 Fk))) · · · ),
where Fi runs through the forests of pi vertices that are not horizontal and ⋉i is either the concate-
nation or the one vertex grafting operations ⊲v for some v.
Lemma 53. There is a bijection between D(F )p1,...,pk and the set of all the vertical nested tubings
t = t1 ⊃ t2 ⊃ · · · ⊃ tk of F such that |∂ti| = pi for each 1 ≤ i ≤ k.
Proof. Since concatenation and grafting do not remove vertices nor edges, the decomposition (4.8)
provides an embedding of F1, ..., Fk into F , which we claim, can be represented by a vertical nested
tubing. Explicitly, the tube tk is Fk seen in F and is the most right sided subforest forest; the tube
tk−1 is sub forest Fk−1 ⋉k−1 Fk of F and it contains Fk, etc. For example, one has
⊲a
(
⊲b
(
b ×
(
a
)))
←→ .
This assignment is well-defined:
• grafting is on the left side of a vertex; this is condition on bv in Definition 41;
• one vertex grafting of forests corresponds to the condition (2) of Definition 45;
• concatenations with right most parentheses correspond to the higher set condition for the
order <h.
Let us show that such assignment is surjective. Firstly, the above discussion shows that the tubings
are such that they do not encode any other type of operations (than concatenations and one vertex
graftings with right most parenthesis). Secondly, note that condition (2) of Definition 45 ensures
that the whole forest is decomposed. Moreover, since the tubes ti are such that |∂ti| = pi, their
boundary ∂ti corresponds to sub forests of F that are in Forpi . Finally, condition (1) of Definition
45 corresponds to the absence of the forest ×p. 
Proposition 54. For F ∈ For′n, one has cF =
∑
t∈Tub(F ) ct, where ct =
−1
|t|!
∏
t′∈t c∂t′ and c = 1.
Proof. As χ1( ) = , the first coefficient c , which is the coefficient of the unique tubing of , is 1.
Let n ≥ 2 and F be a forest in Forn that is not
×n. To compute cF , let us remark that F appears
in − 1
k!χp1(x) ∗ · · · ∗ χpk(x) for some k–partitions p1 + ... + pk = n. For each of these partitions,
F is obtained by shuffle concatenations and/or graftings of k forests, say F1, ...., Fk, that belong
to χp1(x),..., χpk(x) respectively (shuffles arise from (D2)). In fact, there are several operations
of these types that we can exclude. Indeed, since for all p the element χp( ) is a Lie polynomial,
every Fi ∈ χpi for each pi, is either a tree or belongs to a commutator. Therefore, thanks to
(4.2) and (4.3)-(4.4) and to Lemma 37, when considering the product Fi ∗ Fi+1 it is enough to
consider the concatenation FiFi+1 and the grafting Fi ⊲v Fi+1 for each vertex v of Fi+1. Moreover,
since ∗ is associative, we can restrict ourselves to applying the concatenation and the one vertex
grafting operations with the right most parentheses. In other words, it is enough to consider all the
expressions of the form (4.8) which, thanks to Lemma 53, correspond to vertical nested tubings. For
each vertical nested tubings t = t1 ⊃ t2 ⊃ · · · ⊃ tk of F such that |∂ti| = pi for each 1 ≤ i ≤ k, we
let ct =
−1
k! cF1cF2 · · · cFk . By summing over all the possible tubings, one obtains cF =
∑
t∈Tub(F ) ct;
note that condition (1) ensures that tubings encode non-trivial decompositions. In addition, note
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that each cFi itself is given by c∂ti , which gives the result. Note that Lemma 53 stands for forests
Fi in For
′
pi
, some of which may not be in χpi( ), that is, there are forests Fi such that cFi = 0.
This is not an issue since if cFi = 0 for some i, then ct = 0. 
Remark 55. The last condition (1) of Definition 45 may be removed, provided that one modifies
Lemma 53 accordingly. Indeed, since c ×n = 0 for n ≥ 2, this does not interfere in the result.
4.6.2. Post-Lie Magnus expansion via horizontal nested tubings. This section is devoted to the
computation of the pLMe using horizontal nested tubings. While the previous method is recursive,
the present method allows to compute the coefficient cF of any forest F ∈ For
′
N for N ≥ 2 in a
closed form.
We will use the following form of χ:
(4.9) χ(x) = log∗(exp·(x)) =
∑
k≥1
(−1)k−1
k
∑
j≥1
xj
j!
∗k .
In particular we will be led to investigate elements of the form
(4.10) ×p1 ∗ (· · · ∗ ( ×pk−1 ∗ ×pk) · · · ),
for partitions p1 + ...+ pk = N with pi > 0.
Definition 56. For N, k ≥ 2, partition p1 + ... + pk = N by strictly positive integers and F in
For′N , let hD(F )p1,...,pk be the set of all the possible expressions of F of the form
(4.11) F = ×p1 ⋉1 (· · · (⋉2(
×pk−2 ⋉ ( ×pk−1 ⋉k−1
×pk))) · · · ),
in which each ⋉i is an operation of the form ⋉n0,n1,...,nkv1,...,vk as introduced in Notation 31, item (2).
Lemma 57. For each N ≥ 2 and each p1 + ... + pk = N, pi > 0, there is a bijection between
hD(F )p1,...,pk and hTubp1,...,pk(F ).
Proof. Since the operations ⋉n0,n1,...,nkv1,...,vk do not remove vertices nor edges, the decomposition (4.11)
provides an embedding of ×p1 , ..., ×pk into F , which we claim, can be represented by a horizontal
nested tubing. Explicitly, the tube tk is
×pk seen in F as the most right sided sub forest; the tube
tk−1 is the sub forest
×pk−1 ⋉k−1 ×pk that contains ×pk and ×pk−1 , etc. For example, one has
(4.12) ⋉2,2,1v1,v2
(
v2 ⊲2v1
(
v1
))
7→ .
Note that by construction the boundary of each tube is a horizontal forest, the maximal tube is
included, and because decompositions are not trivial there are at least 2 tubes. Moreover,
• since grafting is on the left side of a vertex, the tubes satisfy condition on bv in Definition
41;
• since operations are performed with right most parentheses, the tubes satisfy the higher set
condition for the order <h.
Therefore, the map is well-defined.
The bijectivity can be shown by considering the inverse map, which is as follows. Each pair of
tubes (ti, ti−1) determines an operation of the form ⋉
n0,n1,...,nk
v1,...,vk
: the integer n0 is the number of
roots of ∂ti that are not attached to any vertex of ti−1 (they are the most left sided roots of ∂ti
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because of the higher set condition for <h); the integer n1 is the number of next roots (from left to
right) of ∂ti that are attached to a same vertex, which is v1, etc. 
Notation 58. Let F be a forest and t a horizontal nested tubing of F . For each non minimal tube
s of t we let s′ ⊂ s be its predecessor in t; so, ∂s = s \ s′. Recall that s′ is a forest, say of trees
T1, ..., Tlg(s′).
• We let j(s)0 ≥ 0 be the number of roots of F in ∂s, that is the number of vertices that are
not attached to any vertex of s′.
• For 1 ≤ a ≤ lg(s′), we let j(s)a be the number of vertices of ∂s that are attached to vertices
of Ta.
• For each tree Ta of s
′ and each vertex v of Ta, we let f
s
Ta
(v) be the cardinal of its fiber in
∂s, that is the cardinal of the set bv ∩ ∂s of vertices in ∂s that are attached to v.
• We let k(Ta) ≥ 0 be the number of vertices v of Ta such that f
s
Ta
(v) 6= 0 and we let
v1, ..., vk(Ta) be the collection of such vertices.
Example 59. Consider the horizontal nested tubing of (4.12); let s be the maximal tube. The
boundary ∂s is a forest of five trees; the first two trees (i.e. left most sided) are not attached to s′,
and the next three trees are attached to the same tree of s′. Therefore one has j(s)0 = 2, j(s)1 = 3
and j(s)2 = 0. For the first tree T1 of s
′ (the corolla with 3 vertices, the root vr, the most left-sided
vertex v1 and the other one v2), one has f
s
T1
(vr) = 2, f
s
T1
(v1) = 1 and f
s
T1
(v2) = 0.
For F ∈ For′N and t ∈ hTub(F )p1,...,pk , we let A(t) be the number of times the expression that
corresponds to t via Lemma 57 appears in ×p1 ∗ (· · · ∗ ( ×pk−1 ∗ ×pk) · · · ).
Lemma 60.
A(t) =
∏
s∈t, s not minimal
shj(s)0,...,j(s)lg(s′)
∏
1≤a≤lg(s′)
shfs
Ta
(v1),...,fsTa(vk(Ta))
.
Proof. The proof is by induction. We let t = tk ⊃ tk−1 ⊃ · · · ⊃ t1. Consider t2 ⊃ t1 as a
horizontal nested tubing for the forest t2. Recall that lg(ti) is the number of trees in the tube ti.
One has lg(t1) = p1 and we write T1 · · ·Tp1 the decomposition of t1 into trees. Note that t2 ⊃ t1
corresponds to ×p2 ⋉
j(t2)0,...,j(t2)p1
vi1 ,...,vir
×p1 for some subset {i1, ..., ir} of {1, ..., p1} where vi is the
unique vertex of Ti. By Lemma 39 and Lemma 38, the expression
×p2 ⋉
j(t2)0,...,j(t2)p1
vi1 ,...,vir
×p1 appears
shj(t2)0,...,j(t2)p1
∏
1≤a≤p1
shfs
Ta
(v1),...,fsTa(vk(Ta))
times.
Suppose the statement is true for the tubing tj ⊃ tj−1 ⊃ · · · ⊃ t1 of tj , for any 2 ≤ j < k. Let
s = tk and s
′ = tk−1. Let T1 · · ·Tlg(s′) be the decomposition of s
′ into trees. By Lemma 39 and
Lemma 38, the expression ×pk ⋉
j(s)0,...,j(s)lg(s′)
vi1 ,...,vir
s′ appears
shj(t2)0,...,j(t2)p1
∏
1≤a≤p1
shfs
Ta
(v1),...,fsTa(vk(Ta))
multiplicate by the number of times the sub-expression that corresponds to tk−1 ⊃ tk−2 ⊃ · · · ⊃ t1
appears. Hence the result. 
Theorem 61. With Notation 58, for each F in For′N with N ≥ 2, the coefficient cF is∑
t∈hTub(F )
(−1)|t|−1
|t|
∏
s∈t
1
|∂s|!
shj(s)0,...,j(s)lg(s′)
∏
1≤a≤lg(s′)
shfs
Ta
(v1),...,fsTa(vk(Ta))
,
where shj(s)0,...,j(s)lg(s′)
∏
1≤a≤lg(s′) shfsTa (v1),...,f
s
Ta
(vk(Ta))
:= 1 when s is minimal.
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Proof. Let F be in For′N for N ≥ 2. By using equation (4.9), one can write χ( ) as∑
N≥1
∑
p1+...+pk=N, pi>0
(−1)k−1
k
1
p1!p2! · · · pk!
×p1 ∗ (· · · ∗ ( ×pk−1 ∗ ×pk) · · · ).
If we let Dp1,...,pk denote the number of times the forest F appears in
×p1 ∗(· · ·∗( ×pk−1 ∗ ×pk) · · · ),
then one has cF =
∑
p1+...+pk=N, pi>0
(−1)k−1
k
1
p1!p2!···pk!
Dp1,...,pk .
Let us compute Dp1,...,pk . Consider a decomposition of F of the form (4.11); by Lemma 57 this
amounts to considering t ∈ hTub(F )p1,...,pk(F ). Such a decomposition appears exactly A(t) times
in ×p1 ∗ (· · · ∗ ( ×pk−1 ∗ ×pk) · · · ). Therefore, one has Dp1,...,pk =
∑
t∈hTub(F )p1,...,pk
A(t), which by
Lemma 60, gives
Dp1,...,pk =
∑
t∈hTub(F )p1,...,pk
∏
s∈t
shj(s)0,...,j(s)lg(s′)
∏
1≤a≤lg(s′)
shfs
Ta
(v1),...,fsTa(vk(Ta))
.
Finally, using the decomposition (4.7) of hTub(F ) one obtains the result. 
Example 62. Here is presented the computation of cF for F = .
Let us list all the possible horizontal nested tubings, which are of the form (pk, pk−1, ..., p1) for
1 ≤ k ≤ 5. There are only four possibilities, which corresponds to (1, 1, 1, 1, 1), (1, 2, 1, 1), (2, 1, 1, 1)
and (3, 1, 1):
In all those cases there are no shuffles involved because all tubes are trees and there is only one
vertex which has a non trivial fiber. One obtains
cF =
1
5
(1× 1× 1× 1× 1)−
1
4
(1× 1×
1
2!
× 1 + 1× 1× 1×
1
2!
) +
1
3
(1 × 1×
1
3!
) =
1
180
.
Example 63. Here is the computation of cF for F = . The horizontal nested tubings are listed
in Example 51 and correspond to (2, 2), (2, 1, 1), (1, 2, 1), (1, 1, 2) (two possible horizontal tubings),
and (1, 1, 1, 1) (three possibilities). In the first tubing, for s the maximal tube, its predecessor s′ has
two trees T1 and T2; one has j(s)0 = 0 (there is no unattached vertices in s), j(s)1 = 1 and j(s)2 = 1;
and, f sT1(v) = 1 and f
s
T2
(v1) = 1. Therefore shj(s)0,...,j(s)lg(s′)
∏
1≤a≤lg(s′) shfsTa (v1),...,f
s
Ta
(vk(Ta))
=
sh1,1× sh1× sh1 = 2. Doing this for each tube and tubing, one obtains,
cF = −
1
2
(
1
2!
×
1
2!
× 2) +
1
3
(
1
2!
× 2 +
1
2!
× 2 +
1
2!
+
1
2!
)−
1
4
(1 + 1 + 1) = 0.
Of course, since χ( ) is a Lie element, we already knew that cF = 0.
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To end this part we give the first four terms of χ( ):
χ1( ) = , χ2( ) = −
1
2
, χ3( ) =
1
3
+
1
12
+
1
12
(
−
)
and
χ4( ) = −
1
4
−
1
12
−
1
12
+
1
24
(
−
)
+
1
12
 −
 .
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