The characteristic function of the lognormal distribution is of interest in a number of scientific fields yet an analytic solution remains elusive, making reliable and efficient approximations necessary. In this article, we build on the results of N. C. Beaulieu and A. Saberali in "New approximations to the lognormal characteristic function", by introducing a Taylor-and Bessel function-based partial expansion of the integrand and a Chebyshev quadrature approach. Through computer simulations we show that the Taylor expansion remains accurate and efficient for all commonly computed values, and specify the range of values for which the other two approaches show a significantly stronger performance.
Introduction
The lognormal distribution features in a number of application fields in science, such as biology, medicine, communications and finance [14] . For example, its distribution along with other heavy-tailed distributions is used to model the severity of a loss incident in operational risk management, or the income distribution among populations [10] .
The fact that the logarithm of a product of random variables is the sum of its logarithmic factors, makes the lognormal distribution one of the most commonly encountered distributions. Since the sum of random variables asymptotically exhibits normal distribution, the product of said random variables itself will have a lognormal distribution as a direct result of the Central Limit Theorem (see also Asmussen et al. [2] ).
Let Z be a random variable of lognormal distribution, with z > 0, −∞ < µ < ∞ and σ > 0. Then the probability density function is defined in ??:
We write Z ∼ LN µ, σ 2 , with µ and σ 2 being the mean and variance, respectively. The importance of the characteristic function (CF) rests upon its ability to encapsulate the behavior of the probability density function of its underlying random variable. The CF of Z is commonly stated as
where i = √ −1. Currently, no closed form of this integral is known, creating the necessity for accurate and fast approximations. Depending on the variance, the integrand can be a highly oscillatory function with a heavy tail. This may make the computation by standard numerical approaches time consuming and unstable.
A number of series representations have been put forth over time, often originating out of the field of communications. Especially interesting for wireless communications, the distribution has been employed to model large-scale signal fading, the interference of mobile and other wireless networks (Tellambura and Senaratne [17] ) or shadowing effects in radio transmission (Beaulieu [6] ). Earlier approximations and their applications include Barakat's approach which aimed to model optical propagation through the atmosphere [3] . Depending on their intended applications, these approximations focus on a special range of parameter values. We will investigate the performance of the newly proposed approaches accordingly. In communications the ratio of power is expressed in decibels (dB), the range of interest is therefore σ y = 10/ log 10σ [12] from 10 −2 dB to 13dB (0.0023 < σ < 3 as seen in [18] , [7] ) in which the methods are required to operate reliably. This paper is structured into four parts. In Section 2, we begin by introducing a partial Taylor expansion into the integrand and determine its analytic solution for finite intervals of appropriate length. Secondly, we propose another approach based on the series expansion of the exponential function utilizing modified Bessel functions. We follow this up with a simulation study of different techniques, based on both the central limit theorem and series expansions. We will compare computational efficiency as well as absolute and relative error measures.
In Section 3, we cover quadrature methods, such as the Chebyshev type quadrature, which we introduce to an integral formulation of the CF, as proposed by Gubner [11] . Once again we run simulations to compare efficiency and stability of the different approaches to one another. We close with a terse statement about the performances and suitable parameter regions of all investigated methods.
2 Expansion approaches for the CF
Partial Taylor expansions on finite intervals
We reformulate by splitting up the CF into real and imaginary parts for convenient handling. We will only examine the computation of the real part for now, as the imaginary part can be evaluated analogously, by substituting z for x = wz, so that the second factor function is not dependent on any other variables. As previously stated throughout literature [8] , we may assume µ = 0 without loss of generality.
Note that the following holds:
The integral above still does not have an analytic solution, which means that from this point on we will work on approximate representations of the CF, rather than exact formulations. We split the domain of integration into an infinite number of sections [a k , a k+1 ] with k = 0, . . . , ∞ and a k = kt where t is the interval width:
In each interval, we now introduce a straightforward Taylor series representation of the cosine function (note that cos(x) (j) = cos x + j π 2 ). We do this in order to gain sum terms for which the integral has a closed form solution. Given the shape of the integrand, which is oscillating around zero with a diminishing amplitude as x grows larger, the interval size of each individual integral section needs to be chosen appropriately with respect to the stability of the section's integration (the larger the intervals, the harder it is to find an accurate, stable approximation).
There has to be a balance between interval size and the order of the Taylor expansion. The series expansion is centered around the midpoint of the corresponding interval a k = a k+1 −a k 2
. Hence, we obtain the following series representation:
Since the exponential term will eventually outweigh the polynomials or the cosine function and cause the integrand to be zero, we can take a sufficiently large finite number of intervals m as an approximation. We may also interrupt the Taylor series after n steps, leaving us with a finite double sum. We then rearrange the terms as follows:
The transformations in ?? are essentially a rearrangement of the sum terms. We expand the monomials of the Taylor expansion by means of the binomial theorem. We are left with a simplified integrand, for which we can find a closed form solution. The remaining composite function of exponential and polynomial factors can hence be expressed as follows:
where α = log(ω)
2 and Erf(·) denotes the error function. We therefore conclude:
Expression ?? can then be efficiently evaluated using standard numerical methods in Mathematica or similar software.
Hence, we have an approximation dependent on the three parameters m, n and t, being the number of intervals, order of Taylor expansion and interval width, respectively:
To compute the imaginary part of the CF the cosine function in ?? may simply be replaced by a sine function.
Bessel function series expansion
We begin with expression ??, and introduce a series expansion for the exponential function in ??:
where I k (z) denotes the modified I-Bessel function. The series representation can easily be altered to replace the trigonometric functions as well, the result of which can be seen in ??:
where J k (z) denotes the J-Bessel function. We substitute expression ?? into definition ?? and obtain a new series representation ??:
By discontinuing the series representation after a finite amount of sum terms we are once again evaluating an approximation instead of an exact expansion. The cosine expansion as well as the Bessel function expansion are convergent, therefore the number of sum terms can be chosen to balance out accuracy and computation speed, in accordance with the required approximation properties. The parameters b, r, c denote the number of cosine series terms, exponential expansion terms (containing the J-Bessel function) and the upper integration limit, respectively. We have empirically found the appropriate number to be between 15 and 30 sum terms per interval.
The Bessel expansion has proven to be stable enough for the integration interval not to be segmented. However, to ensure the desired upper integration limit c can be reached, a sufficiently large amount of series terms are evaluated. If c is chosen too large (or b, r too small) we may be integrating a strongly deviating approximate integrand.
The integral part which requires numerical evaluation is expressed in ??:
where Erfc(·) denotes the complementary error function. Hence, the new approximation follows in equation ??:
This approximation relies on a double instead of a triple sum, thus requiring significantly fewer evaluations of the computationally expensive error function.
Numerical results for expansion approaches
We may numerically generate accurate results for arbitrary values of ω to assess the quality of our approximations by taking the mean of a randomly generated sample of lognormal random variables Z ∼ LN 0, σ 2 as in Equation ??:
We have determined that a sample size of n = 10 7 is sufficient for our needs, as larger sample sizes have not influenced the outcome of the simulation. The σ values were selected according to [8] and [11] , where a wide range of commonly used parameter values were investigated.
We compare the different methods to one another under the criteria of accuracy, computational speed and stability. To be more precise, we compare the aggregated absolute and relative errors for ω = 1, 2, . . . , p of both the imaginary and real parts, as well as the CPU time using the Timing function in Mathematica. We denote the number of equidistantly spaced evaluation points by the parameter p. We have listed the error measures for different values of the ω parameter, so we can get a better idea of how the approximation behavior differs for smaller or larger values. We have omitted the individual run times for p = 10 and p = 20, since the computational effort for more evaluation points adds up linearly. Thus the run times for p = 10 for example are one third of the overall run times. Tables ?? through ?? list the outcomes of simulations for different standard deviations. The abbreviations read as follows: ATE and ABE are the partial Taylor and Bessel expansions, respectively, ALS denotes the localised expansion formula and AHG denotes the hypergeometric function approximation, both put forth by Beaulieu and Saberali [8] . ABT stands for the truncated lognormal function as introduced by Beaulieu [6] .
Real part
Imaginary Table 3 : Standard deviation σ = 0.70, error in comparison to simulation of size n = 10 7 .
For σ = 2.3, we have omitted the ALS method, since for standard deviation values of that size no sensible output was produced, as predicted by the original investigator [8] . Similarly, we note that the truncated lognormal method becomes unstable for either too large σ or ω values. Even though the ABT method has shown good performance for small parameter values with only moderate computational effort, the instability severely limits its operating range. Table 4 : Standard deviation σ = 0.3, error in comparison to simulation of size n = 10 7 .
The hypergeometric function formula was chosen as our benchmark method, as it performs well for any given parameter combination with comparatively small computational effort. The number of sum terms has been chosen in accordance with the specifications made by Beaulieu for their respective σ values [8] .
In contrast we can see the Bessel expansion approach being rather accurate for small values of ω, while becoming more inaccurate for large values (especially for a small standard deviation). Nevertheless, we did manage to obtain good accuracy near ω = 0 or for large variances with this approach. Table 5 : Standard deviation σ = 0.05, error in comparison to simulation of size n = 10 7 .
The vulnerability of the ABE approach to large ω values is most likely due to the Bessel function expansion diverging the further we stray from the origin. The Taylor approach does not appear to have this issue, since the expansion only needs to be locally stable in each individual interval [a k , a k+1 ].
With adaptive interval and polynomial order settings (larger intervals for higher order polynomials, high order polynomials for high integrand oscillation), we managed to outperform the AHG benchmark method for the entirety of the tested values with slightly smaller CPU strain.
For an especially small standard deviation (for example, σ = 0.05) the ALS shows great accuracy, with almost no computational effort (note that Mathematica sets 0.0156 per default as smallest time increment, hence we get values oscillating between 0 and 0.0156). As mentioned in [8] the closed form is only applicable for σ converging to zero. The partial Taylor expansion of the ALS method is developed around its evaluation point σ = 0, therefore the expansion is increasingly unreliable for larger σ values. Beaulieu and Saberali have narrowed down the range where the closed form remains accurate to σ < 0.3. Therefore the only two stable approximations, regardless of the range of their input parameter ω and σ, are the AHG and ATE approaches.
3 Integral transformation and quadrature methods 3.1 Chebyshev-type quadrature Gubner [11] proposed a quadrature approach for the CF integration, which focused around the transformation of the integrand to a function which can be easily evaluated by numerical methods. The choice of a suitable integration method depends on the image of the transformation. In Table ? ? we find a selection of commonly used quadrature formulas, as taken from Abramowitz and Stegun [1] . Chebyshev-Gauss quadrature (-1,1) Chebyshev polynomials (first kind) Table 6 : Common quadrature methods.
Gubner considers the CF as a contour integral, along the path C = {z(t) = t + iπ/2 : −∞ < t < ∞}. From this derives ??:
This formulation lends itself well to the Hermite-Gauss quadrature, through which we generate an approximation for ψ(ω). The weights w k for the approximation order n can iteratively be generated by introducing the kth root of the nth order Hermite polynomial x (n) k into the (n − 1)th order polynomial:
The original paper [11] suggests that the maximum accuracy is reached around an order of Hermite polynomial of n = 45. The results of the quadrature become stationary beyond that point, which we were able to confirm in our replications.
Although the quadrature method showed great stability and fast evaluation times we will try improving upon this approach by introducing a slightly different transformation, and consequently quadrature method. We start out with ?? and introduce the remapping x = L cot(θ), where L is an approximation parameter [9] :
This approximation is essentially a specialisation of the Chebyshev-Gauss quadrature, which utilises the periodicity of the transformed integrand. The numerical integration may reach up to an exponential rate of convergence. The choice of L can heavily influence the outcome of the approximation and the necessary number of terms. Through experimentation we have found L ∼ N or lower to be optimal for our purposes, achieving convergence in as little as 15 terms.
Numerical results for quadrature methods
We generate benchmark results as before in Section ?? and investigate the performance of the various quadrature and numerical integration approaches. Table 7 : Standard deviation σ = 2.30, error in comparison to simulation of size n = 10 7 .
The method denoted by ACI was proposed by Beaulieu in "A simple integral form of lognormal characteristic functions convenient numerical computation" [4] . The proposed reformulation of the CF was specifically constructed for easier numerical evaluation by the trapezoidal method. By ARB we refer to Barakat's approach utilizing Taylor and Hermite polynomials [3] .
Real part
Imaginary Table 8 : Standard deviation σ = 1.38, error in comparison to simulation of size n = 10 7 .
The AHW and ACC are both quadrature methods, one using Hermite-Gauss quadrature as stated by Gubner [11] , whereas we devised the later approach based on a Chebyshev quadrature.
As we can see in the performance tables of higher valued standard deviation, the Barakat approach does not remain stable for arbitrary σ values, despite producing good results for values of roughly σ < 0.5 with little computational effort. Table 9 : Standard deviation σ = 0.70, error in comparison to simulation of size n = 10 7 .
The AHW approach serves as a benchmark quadrature method, and is able to produce accurate results in a runtime of less than 0.11 seconds for the 30 individual ω values, but failed to converge for σ close to zero. Similarly, the ACC method struggles in the same area of values, as the approximation works much in the same way as the Hermite quadrature does.
However, with the ACC approach we are able to achieve an accuracy comparable to the AHW method (in σ regions where both methods converge), in only a quarter of AHW's computation time. We attribute this to the correct choice of the parameter L and the fact that no weights or nodes have to be pre-determined for evaluation. Table 11 : Standard deviation σ = 0.05, error in comparison to simulation of size n = 10 7 .
Real

Conclusions
In Sections ?? and ??, we have introduced new approximation approaches and compared them to existing methods. While the Bessel function based approximation exhibited the greatest accuracy for specific parameter values, both the ATE and ACC approaches are more widely applicable due to their stability. With the exception of σ values very close to zero (< 0.25), the Chebyshev quadrature has shown the best overall performance. We believe that pairing the Chebyshev quadrature for larger variances with the ALS approach for small variances may provide a strong technique for the accurate computation of the lognormal CF for arbitrary parameter values. Given that we may not know the parameters for which the chosen approximation must perform accurately, the Taylor expansion approach provides a viable alternative, taking into account its computational effort, accuracy and stability across the entirety of tested parameter ranges. While the combination method of quadrature and closed form approaches might offer a quick and accurate evaluation, the vulnerability of the local approximations to certain ranges of standard deviations may not offer enough stability for some applications. We did consider Filon-type integration for highly oscillatory integrands with σ < 0.25, suggested by Iserles and Norsett [13] , but the accuracy and simplicity of computation inherent to the ALS method in this range makes it the preferred bridge for the gap the quadrature methods leave open.
The only approaches which are truly applicable to arbitrary domains of values are the partial Taylor expansion, the hypergeometric function approach and Beaulieu's convenient integral formulation, amongst which we have determined the Taylor expansion to be the most efficient way of computation.
