Maize is one of the major food crops in China. Traditionally, field operations are done by manual labor, where the farmers are threatened by the harsh environment and pesticides. On the other hand, it is difficult for large machinery to maneuver in the field due to limited space, particularly in the middle and late growth stage of maize. Unmanned, compact agricultural machines, therefore, are ideal for such field work. This paper describes a method of monocular visual recognition to navigate small vehicles between narrow crop rows. Edge detection and noise elimination were used for image segmentation to extract the stalks in the image. The stalk coordinates define passable boundaries, and a simplified radial basis function (RBF)-based algorithm was adapted for path planning to improve the fault tolerance of stalk coordinate extraction. The average image processing time, including network latency, is 220 ms. The average time consumption for path planning is 30 ms. The fast processing ensures a top speed of 2 m/s for our prototype vehicle. When operating at the normal speed (0.7 m/s), the rate of collision with stalks is under 6.4%. Additional simulations and field tests further proved the feasibility and fault tolerance of our method.
Introduction
The maize varieties in China include mostly the DEKALB, Xianyu-335, and KX-7349 series, which can grow up to 3 m in height without chemical control. The late growth stage of maize is a pest-prone period; such pests consist mainly of the aphid, corn borer, armyworm, and cotton bollworm. Leaf spot, bacterial wilt, rust, leaf spot diseases, and other diseases also occur frequently. The agricultural equipment has a significant impact in crop production. In large areas of maize fields, new machines are required for operability and efficiency of the control of weeds, pathogens, and insects. Researchers started to study on agricultural machines a few decades ago. Sprinkling pesticides, planting, weeding, crop harvesting, and pest monitoring operations are conducted based on appropriate agricultural equipment [1] [2] [3] [4] [5] . In the agricultural field, however, the use of robots still accounts for only a small percentage of the total work [6] . For crops that grow in rows, such as maize, many machines are available to perform operations, such as the protection of plants between rows [7] . However, human drivers or operators are still needed for the machines to move between rows, particularly in the middle and late growth stages of maize. There are two main obstacles which hinder the development of agricultural mechanization in China: the feasibility of the work and the environmental adaptability.
Materials and Methods

System Overview
The requirements for the design of the machine platform depend on its environment and purpose, as shown in Figure 1 . In the late growth stage of corn, the machine must enter the field for pest and disease control. Following the distance between two rows of corn planted at the maximum acceptable range of 60-80 cm, this article designs an autonomous moving and spraying robot. The autonomous moving and spraying robot consists of three parts: the image acquisition and transmission system, the control platform, and the moving and spraying execution system. The purpose of image acquisition is to collect the front area data to be traversed by the vehicle. After applying the codec for video networking via a wireless bridge (Breeze NET DS802.11, Version 4.1, Alvarion Technologies Ltd., Rosh Haʹayin, Israel, 2003) , the image data are transferred to the control platform. The control platform mainly consists of the Industrial Personal Computer (IPC), signal transmitting and receiving system, and display components. Path planning is based on the camera's capacity for detection through the corn stalks, the calibration of the camera to calculate the relative coordinates of the corn on the ground, and its capacity to calculate the most appropriate path for the vehicle to pass. This paper first presents the calibration of the camera in relation to the ground reference plane and the correspondence of the calibration between the images and ground coordinates. Next, the paper presents image acquisition, identification of stalk images, and calculation of the stalk on the ground plane. Finally, the study solves the trajectory path algorithm using the radial basis function (RBF) by the coordinates of stalks on the ground.
Navigation Method
Vehicle Kinematic Model
The execution platform for the mobile sprayer is a typical Ackerman coordinate mobile platform. The two front wheels of the vehicle are steering wheels, and the rear wheels are driving wheels. According to the vehicle kinematics, the movement of the vehicle can be simplified as a bicycle model (as Figure 2b shown) [29] . The kinematics model of vehicle is as follows:
(1) Path planning is based on the camera's capacity for detection through the corn stalks, the calibration of the camera to calculate the relative coordinates of the corn on the ground, and its capacity to calculate the most appropriate path for the vehicle to pass. This paper first presents the calibration of the camera in relation to the ground reference plane and the correspondence of the calibration between the images and ground coordinates. Next, the paper presents image acquisition, identification of stalk images, and calculation of the stalk on the ground plane. Finally, the study solves the trajectory path algorithm using the radial basis function (RBF) by the coordinates of stalks on the ground.
Navigation Method
Vehicle Kinematic Model
where (x, y) are the coordinates of the simplified model of the rear-wheel axle, α is angle of the front wheel and the direction of the vehicle, θ is the angle between the body and the X-axis, and L is the distance between the front and rear axles.
Where (x, y) are the coordinates of the simplified model of the rear-wheel axle, α is angle of the front wheel and the direction of the vehicle, θ is the angle between the body and the X-axis, and L is the distance between the front and rear axles. The specifications of the vehicle are shown as follows. The length L is 1.1 m. In addition, the minimum speed ( ) is 0 m/s, the maximum speed ( ) is 2 m/s. The maximum steering angle ( ) is 26°, and the maximum steering acceleration ( ) is 60°/s. 
Camera Calibration
Images are captured via a DFK 22AUC03 camera, the Imaging Source Company, Bremen, Germany, with a resolution of 640 × 480 pixels and a shooting frame rate of 87 s −1 . The camera and IPC communication are connected via an Ethernet port. The IPC uses a 2.00 GHz Intel processor, with a memory capacity of 4 GB. The camera is installed on the nose of the vehicle, and the photographing direction coincides with the vehicle moving direction. As depicted in Figure 3 , the image coordinates and the world coordinates are different. The acquisition of the original image is shown in Figure 4a . The camera imaging principle is used for the calibration of the camera. Due to the cameraʹs imaging principle, objects on the ground could be mapped to the camera plane. The calibration process of the camera obtains the 3D transformation matrix H. Equation (2) shows the calibrated world coordinates and the corresponding image coordinates of the points on the ground. The normalized transformation matrix can be obtained by solving the linear equations using the least-squares method. Calibration of the camera is calculated by the camera point captured image and positions by LIDAR collection in the world coordinate system, as 
where (x, y) denote the image coordinates and (xw, yw) denote the world coordinate system. The specifications of the vehicle are shown as follows. The length L is 1.1 m. In addition, the minimum speed (υ min ) is 0 m/s, the maximum speed (υ max ) is 2 m/s. The maximum steering angle (ϕ) is 26˝, and the maximum steering acceleration ( . ϕ) is 60˝/s.
Images are captured via a DFK 22AUC03 camera, the Imaging Source Company, Bremen, Germany, with a resolution of 640ˆ480 pixels and a shooting frame rate of 87 s´1. The camera and IPC communication are connected via an Ethernet port. The IPC uses a 2.00 GHz Intel processor, with a memory capacity of 4 GB. The camera is installed on the nose of the vehicle, and the photographing direction coincides with the vehicle moving direction. As depicted in Figure 3 , the image coordinates and the world coordinates are different. The acquisition of the original image is shown in Figure 4a . The camera imaging principle is used for the calibration of the camera. Due to the camera's imaging principle, objects on the ground could be mapped to the camera plane. The calibration process of the camera obtains the 3D transformation matrix H. Equation (2) shows the calibrated world coordinates and the corresponding image coordinates of the points on the ground. The normalized transformation matrix can be obtained by solving the linear equations using the least-squares method. Calibration of the camera is calculated by the camera point captured image and positions by LIDAR collection in the world coordinate system, as Figure 4 .
where (x, y) denote the image coordinates and (x w , y w ) denote the world coordinate system. 
Image Recognition
Here, we first explain the vehicleʹs working environment. The vehicle moves between the crop rows. There is about a 70 cm gap between crop rows, and the width of the vehicle is about 55 cm, as Figure 5 shows. In ideal conditions, clearances on both sides of the vehicle are about 5-8 cm. Figure  6 shows the division of the area in front of the vehicle. When A, B, C, D regions have no stalk, it can be passed easily. When F and C (or B and E) regions have stalks, then the vehicle processes through a complex path planning method, so that the vehicle may bypass the C area (B area) of crops, and finally return to the correct crop row. Conventional agriculture monocular vision navigation methods often use a method of extracting straight crop rows. First, we can find the boundary of the passable area between rows by using the image segmentation method. Then, the center line as a navigational index can be calculated. This method has larger error, ignoring crops outside the crop row, resulting in collision between the vehicle and crops. In addition, navigating along this line in such a high density planting will result in larger heading deflection, so that the next frame of the navigational index extraction error increases. Therefore, in such a confined environment it is necessary to extract the navigational index to identify all of the stalks, find a path with the smallest collision probability from all of the stalks, and reduce the change of heading. 
Here, we first explain the vehicle's working environment. The vehicle moves between the crop rows. There is about a 70 cm gap between crop rows, and the width of the vehicle is about 55 cm, as Figure 5 shows. In ideal conditions, clearances on both sides of the vehicle are about 5-8 cm. Figure 6 shows the division of the area in front of the vehicle. When A, B, C, D regions have no stalk, it can be passed easily. When F and C (or B and E) regions have stalks, then the vehicle processes through a complex path planning method, so that the vehicle may bypass the C area (B area) of crops, and finally return to the correct crop row. Conventional agriculture monocular vision navigation methods often use a method of extracting straight crop rows. First, we can find the boundary of the passable area between rows by using the image segmentation method. Then, the center line as a navigational index can be calculated. This method has larger error, ignoring crops outside the crop row, resulting in collision between the vehicle and crops. In addition, navigating along this line in such a high density planting will result in larger heading deflection, so that the next frame of the navigational index extraction error increases. Therefore, in such a confined environment it is necessary to extract the navigational index to identify all of the stalks, find a path with the smallest collision probability from all of the stalks, and reduce the change of heading. Image recognition is realized mainly through the following steps:
(i) RGB threshold analysis: the target stalk image region and other regional RGB values are separated, and the threshold range image is determined. (ii) Otsu threshold analysis: this study uses the Otsu algorithm for image binarization. The threshold of the method is used to maximize the class variance between the foreground and background. This method is very sensitive to noise and target size and has better image segmentation results for the variance between two classes of a unimodal image, as shown in Figure 7 . (iii) Analysis of the image block filter: the domain neighbor segmentation method is used to filter out noise points caused by the binarization processing of the weeds and corn stubble of the previous quarter image:
The area of each connected region of the image is calculated through the method of neighbor domains, according to the area in descending order. The image blocks are less than 50 pixels, by experience, which is regarded as the standard for noise elimination.
After removing the isolated noise points, the interference of weeds and other extracted stalks is filtered out. However, maize leaves and weeds are similar to the stalk in the image block, and they still cause significant interference in the recognition of stalks. As Figure 7b shows, the shapes of maize leaves and weeds are irregular, but that of stalks is elongated. Image recognition is realized mainly through the following steps:
After removing the isolated noise points, the interference of weeds and other extracted stalks is filtered out. However, maize leaves and weeds are similar to the stalk in the image block, and they still cause significant interference in the recognition of stalks. As Figure 7b shows, the shapes of maize leaves and weeds are irregular, but that of stalks is elongated. The system uses tiles of an external rectangular box for further noise removal. All of the tiles of the circumscribed rectangles are obtained, and the aspect ratio of the external rectangle is used as the basis for assessment. An aspect ratio greater than five is marked as the maize stalk, and the other shapes are defined as noise. In Figure 7c , the solid black image represents the stalk, and the hollow block represents the noise to be removed. In Figure 7d , the stalk independently calculated for each block is used to extract the ridge line. The lowest point of the ridge line is marked as the coordinate point of each stalk.
Detection of the Crop Row Line
Many stalks of corn, given a number of man-made or natural factors, are not in the corn row. Trajectory planning by the system is needed to navigate the vehicle. The optimal trajectory based on the global map has been widely studied in the field of robot navigation [30] [31] [32] . The coordinate points of all stalks are mapped in accordance with the world coordinate. Among the methods of agricultural machinery navigation, Hough transform is one of the most commonly used. The results obtained by the Hough transform have larger errors. The RBF, which behaves like a local approximation of the neural network and has many advantages, is used for path planning in the corn fields. It is not susceptible to the problems associated with non-fixed input because of its hidden behavior unit. A regularization method may well reflect the "geometric" features when approaching [33] . The regularization network topology is shown in Figure 8 . The RBF network with a nonlinear separable hidden layer first converts the input space into a linearly-separable feature space (usually a highdimensional space) and then the output layer of the linear division, thereby completing the classification. X = (x1, x2 … xi) is the input data. y = [y1, y2 ... yi] T is calculated as the final output. The system uses tiles of an external rectangular box for further noise removal. All of the tiles of the circumscribed rectangles are obtained, and the aspect ratio of the external rectangle is used as the basis for assessment. An aspect ratio greater than five is marked as the maize stalk, and the other shapes are defined as noise. In Figure 7c , the solid black image represents the stalk, and the hollow block represents the noise to be removed. In Figure 7d , the stalk independently calculated for each block is used to extract the ridge line. The lowest point of the ridge line is marked as the coordinate point of each stalk.
Many stalks of corn, given a number of man-made or natural factors, are not in the corn row. Trajectory planning by the system is needed to navigate the vehicle. The optimal trajectory based on the global map has been widely studied in the field of robot navigation [30] [31] [32] . The coordinate points of all stalks are mapped in accordance with the world coordinate. Among the methods of agricultural machinery navigation, Hough transform is one of the most commonly used. The results obtained by the Hough transform have larger errors. The RBF, which behaves like a local approximation of the neural network and has many advantages, is used for path planning in the corn fields. It is not susceptible to the problems associated with non-fixed input because of its hidden behavior unit. A regularization method may well reflect the "geometric" features when approaching [33] . The regularization network topology is shown in Figure 8 . The RBF network with a nonlinear separable hidden layer first converts the input space into a linearly-separable feature space (usually a high-dimensional space) and then the output layer of the linear division, thereby completing the classification. X = (x 1 , x 2 . . . RBF uses a Gaussian radial basis function. The RBF learning algorithm is used to solve the center vector Ci, the width parameter σi, and the connection weights between the values of the hidden and output layers ωi.
where m1 is the number of centers, and dmax is the maximum distance between the selected centers. As can be seen, all of the standard deviations are fixed to ensure that each RBF are not too sharp, nor too shallow: 
Finally, the availability of the Gaussian kernel network structure is given by:
In this article, a term which constrains the complexity of the approximation function is added based on the standard error term:
where k d is the distance between the selected centers for the sample of k.
The Gaussian basis function is local to the center vector, in the sense that:
In this study, n is the number of centers, and d is the maximum distance between the chosen centers. Thus: RBF uses a Gaussian radial basis function. The RBF learning algorithm is used to solve the center vector C i , the width parameter σ i , and the connection weights between the values of the hidden and output layers ω i .
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where m 1 is the number of centers, and d max is the maximum distance between the selected centers. As can be seen, all of the standard deviations are fixed to ensure that each RBF are not too sharp, nor too shallow:
The inputs of the hidden layer are the combinations of the input vector x = [x 1 , x 2 . . . x n ] T . The network of the hidden layer to the output layer is linearly mapped:
e " d k´y (8) where d k is the distance between the selected centers for the sample of k. The Gaussian basis function is local to the center vector, in the sense that:
In this study, n is the number of centers, and d is the maximum distance between the chosen centers. Thus:
The smaller the value of d, the smaller the width of RBF and, therefore, the more selective the base function is. In a regularization network, the number of hidden behavior units is the same as the sample, and the data center of the basis function is the sample itself. The extension function and the connection weights are the only parameters that were taken into account.
Stalk coordinates correspond with the world coordinate as the input for online learning. With a gradient of training methods, the learning rate was 0.001, and the target error was 0.05. While the error is less than 0.05, the network outputs the result G(x, c i ); otherwise, it adds a set to the sample. It can adapt well to the complex diversity of the vehicle environmental planning exercise with a σ value of 0.3. RBF results are similar to high-order polynomial fitting, but smoother for the traveling environment of the vehicle. Figure 9 shows an experimental scenario with a crop outside the crop row; the outlier identified by the red box deviates from the crop rows by about 6 cm, comparing path trajectories calculated between the centerline extraction method and RBF. Using the centerline extraction method, although the navigation line is offset to the left in this situation, the probability of collision by the vehicle and the outlier stalk is very high, due to the width of the vehicle. However, using the RBF method, where there is a heading angle of deflection, the vehicle pass rate has been increased significantly. The smaller the value of d, the smaller the width of RBF and, therefore, the more selective the base function is. In a regularization network, the number of hidden behavior units is the same as the sample, and the data center of the basis function is the sample itself. The extension function and the connection weights are the only parameters that were taken into account.
Stalk coordinates correspond with the world coordinate as the input for online learning. With a gradient of training methods, the learning rate was 0.001, and the target error was 0.05. While the error is less than 0.05, the network outputs the result G (x, ci) ; otherwise, it adds a set to the sample. It can adapt well to the complex diversity of the vehicle environmental planning exercise with a σ value of 0.3. RBF results are similar to high-order polynomial fitting, but smoother for the traveling environment of the vehicle. Figure 9 shows an experimental scenario with a crop outside the crop row; the outlier identified by the red box deviates from the crop rows by about 6 cm, comparing path trajectories calculated between the centerline extraction method and RBF. Using the centerline extraction method, although the navigation line is offset to the left in this situation, the probability of collision by the vehicle and the outlier stalk is very high, due to the width of the vehicle. However, using the RBF method, where there is a heading angle of deflection, the vehicle pass rate has been increased significantly. 
Experimental and Discussion
Laboratory Tests
This study conducted laboratory tests and field trials to test the performance of the robot in terms of the path detection and planning system. Laboratory tests were conducted at the Chinese Academy of Sciences under different path characteristics. RBF path planning simulation was conducted, and the verification results are obtained as shown below. In Figure 10 
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Laboratory Tests
This study conducted laboratory tests and field trials to test the performance of the robot in terms of the path detection and planning system. Laboratory tests were conducted at the Chinese Academy of Sciences under different path characteristics. RBF path planning simulation was conducted, and the verification results are obtained as shown below. In Figure 10 Figure 11 shows the simulation results of the RBF method for straight line, left-turn, and S-turn. It is easy to obtain in a non-linear case; the vehicle path planning by the RBF method was more reasonable for collision avoidance in a confined space. A number of simulations were conducted in the laboratory to demonstrate the applicability of the approach in different shapes of crop rows, such as straight line, left-turned, right-turned, and Sbent. All of the paths are accessible, with a width of 65-75 cm, and the vehicle has an operating width of 60 cm. As listed in Table 1 , after correcting the direction of the body, almost no extra steering action occurs in the straight path, a speed of 0.3-1.3 m/s is successfully achieved. However, in the left-turned and right-turned paths, increasing the speed increases the chances of a collision. In addition, the results of RBF are more significantly improved than those of Hough transform in an S-bent path. In particular, when the turning radius changes, the calculations for the front and rear frames do not always fully coincide, resulting in deviations in the execution of the vehicle, which are likely to cause Figure 11 shows the simulation results of the RBF method for straight line, left-turn, and S-turn. It is easy to obtain in a non-linear case; the vehicle path planning by the RBF method was more reasonable for collision avoidance in a confined space. as it passes through the post area at various speeds, is recorded, and the speed of path planning is analyzed and optimized. Figure 11 shows the simulation results of the RBF method for straight line, left-turn, and S-turn. It is easy to obtain in a non-linear case; the vehicle path planning by the RBF method was more reasonable for collision avoidance in a confined space. A number of simulations were conducted in the laboratory to demonstrate the applicability of the approach in different shapes of crop rows, such as straight line, left-turned, right-turned, and Sbent. All of the paths are accessible, with a width of 65-75 cm, and the vehicle has an operating width of 60 cm. As listed in Table 1 , after correcting the direction of the body, almost no extra steering action occurs in the straight path, a speed of 0.3-1.3 m/s is successfully achieved. However, in the left-turned and right-turned paths, increasing the speed increases the chances of a collision. In addition, the results of RBF are more significantly improved than those of Hough transform in an S-bent path. In particular, when the turning radius changes, the calculations for the front and rear frames do not always fully coincide, resulting in deviations in the execution of the vehicle, which are likely to cause A number of simulations were conducted in the laboratory to demonstrate the applicability of the approach in different shapes of crop rows, such as straight line, left-turned, right-turned, and S-bent. All of the paths are accessible, with a width of 65-75 cm, and the vehicle has an operating width of 60 cm. As listed in Table 1 , after correcting the direction of the body, almost no extra steering action occurs in the straight path, a speed of 0.3-1.3 m/s is successfully achieved. However, in the left-turned and right-turned paths, increasing the speed increases the chances of a collision. In addition, the results of RBF are more significantly improved than those of Hough transform in an S-bent path. In particular, when the turning radius changes, the calculations for the front and rear frames do not always fully coincide, resulting in deviations in the execution of the vehicle, which are likely to cause collision with the columns. Overall, in the case of a changing turning radius, the rate of vehicle and column collision is below 27% under the RBF algorithm. In response to these four scenarios, respectively, the Hough transform algorithm and simplified RBF algorithm performed each plan 10 times, and the average search time and the minimum distance of the boundary results were compared. As shown in the Table 2 below, calculations using the Hough transform time are faster than the average RBF by about 3-5 ms; however, the minimum distance to the boundary of the RBF is significantly better than the results of Hough transform. 
Field Trials
A few field trials were conducted in the Longkang Farms of Guoyang, Anhui Province, China in July and August, 2015, shown in Figure 12 . In the field tests, six different lines were randomly selected as lanes, and the passage of the vehicle in the cornfield was detected through image recognition and path planning. The test line had a length of 100 m, and the crop rows, which were organized using the segmented measurement method, had a width of 60 to 80 cm. The vehicle autonomously navigated the field using the camera. The speed of the vehicle was set to 0.3-1.2 m/s, with a velocity increment of 0.3 m/s. The collision rate, the width of the row at the collision position, and the distance of the vehicle beyond the boundaries of the row were recorded during the testing of the vehicle through the test area. The average image processing time, including network latency, is 220 ms, which meets the maximum 2 m/s speed of the vehicle. In this system, due to the limitation of range capacity and power consumption of the system, images acquired are sent to the control platform wirelessly. The average image processing time includes network latency. The wireless bridge maximum power is 800 mW. Furthermore, the crop has a certain blocking effect on signal transmission, a delay time that cannot be ignored. By measuring in the corn field, transmission delay is about 100-150 ms on average for 100 m distance. The speed of processing satisfies the speed of the vehicle moving in the field.
The majority of the maize was planted mechanically and the remainders were planted manually. Thus, the operating line in most of the area is almost a straight path, and some parts of the area are not straight. The passage of the vehicle through 100 m operating lines of four test columns was recorded, as well as its collision rates, the width of the crop row in collision, and the robot collision in the field beyond the distance of the boundary. Figure 13 shows a histogram of the stability of the system in the case of a vehicle running at different speeds. In all cases, the stability of the system decreases with increasing speeds. When the speed is too fast, the response of the system cannot meet the needs of the vehicle, and the response time of the algorithm entails higher requirements. The experiments showed that the efficiency of the vehicle, road conditions (e.g., width of the workspace and weeds between the crops), and system responsiveness have positive effects. As shown in Table 3 , four trials were conducted on the statistical data with a speed of 0.6 m/s. The collision rates were 5.04%, 6.38%, 5.65%, and 4.69%, and the average probability of a vehicle collision with stalks was 4.3%. The first group of data into Figure 13 was analyzed. Figure 14 shows the crops in the event of a crash test of a collision with the wide row crops, as well as the collision at a distance beyond the crop rows.
(i) When the line width is small, the possibility of a vehicle collision with stalks is very high. For example, for the collision with an average row width of 68 cm, the actual measured line width is 74 cm. (ii) When the system inaccurately recognizes the root position above the ground, it can easily lead to a collision between the vehicle and stalk. (iii) For the crop density, when the vehicle drives through a sparsely planted area, collision is likely. Figure 13 shows a histogram of the stability of the system in the case of a vehicle running at different speeds. In all cases, the stability of the system decreases with increasing speeds. When the speed is too fast, the response of the system cannot meet the needs of the vehicle, and the response time of the algorithm entails higher requirements. The experiments showed that the efficiency of the vehicle, road conditions (e.g., width of the workspace and weeds between the crops), and system responsiveness have positive effects. Figure 13 shows a histogram of the stability of the system in the case of a vehicle running at different speeds. In all cases, the stability of the system decreases with increasing speeds. When the speed is too fast, the response of the system cannot meet the needs of the vehicle, and the response time of the algorithm entails higher requirements. The experiments showed that the efficiency of the vehicle, road conditions (e.g., width of the workspace and weeds between the crops), and system responsiveness have positive effects. As shown in Table 3 , four trials were conducted on the statistical data with a speed of 0.6 m/s. The collision rates were 5.04%, 6.38%, 5.65%, and 4.69%, and the average probability of a vehicle collision with stalks was 4.3%. The first group of data into Figure 13 was analyzed. Figure 14 shows the crops in the event of a crash test of a collision with the wide row crops, as well as the collision at a distance beyond the crop rows.
(i) When the line width is small, the possibility of a vehicle collision with stalks is very high. For example, for the collision with an average row width of 68 cm, the actual measured line width is 74 cm. (ii) When the system inaccurately recognizes the root position above the ground, it can easily lead to a collision between the vehicle and stalk. (iii) For the crop density, when the vehicle drives through a sparsely planted area, collision is likely. As shown in Table 3 , four trials were conducted on the statistical data with a speed of 0.6 m/s. The collision rates were 5.04%, 6.38%, 5.65%, and 4.69%, and the average probability of a vehicle collision with stalks was 4.3%. The first group of data into Figure 13 was analyzed. Figure 14 shows the crops in the event of a crash test of a collision with the wide row crops, as well as the collision at a distance beyond the crop rows.
(i) When the line width is small, the possibility of a vehicle collision with stalks is very high.
For example, for the collision with an average row width of 68 cm, the actual measured line width is 74 cm. (ii) When the system inaccurately recognizes the root position above the ground, it can easily lead to a collision between the vehicle and stalk. (iii) For the crop density, when the vehicle drives through a sparsely planted area, collision is likely. 
Conclusions
A new monocular visual navigation method for long-stalked crops is studied and proposed. One camera is used to collect images of crop distribution in front of the vehicle. Stalk image information is obtained by using color threshold analysis and morphological classification. The RBF method is utilized to obtain an optimized trajectory between rows of stalks. As shown in Figure 9 , the trajectory planned by RBF methods is much smoother than the one planned by Hough methods. This method has significant advantages for non-straight paths.
The new method is tested, and the results show that it can significantly improve the trafficability and maneuverability in long-stalked crop fields. As shown in the experiments, when the vehicle operates at a normal speed (0.7 m/s), the collision rate with stalks are under 6.38% in a cornfield. The results also show that the vehicle passes smoothly through tall crops via this method. The response period of the algorithm needs to be furtherly reduced, and the positioning accuracy of the vision needs to be improved in future research. 
The new method is tested, and the results show that it can significantly improve the trafficability and maneuverability in long-stalked crop fields. As shown in the experiments, when the vehicle operates at a normal speed (0.7 m/s), the collision rate with stalks are under 6.38% in a cornfield. The results also show that the vehicle passes smoothly through tall crops via this method. The response period of the algorithm needs to be furtherly reduced, and the positioning accuracy of the vision needs to be improved in future research.
