Abstract. A simple-triangle graph (also known as a PI graph) is the intersection graph of a family of triangles defined by a point on a horizontal line and an interval on another horizontal line. The recognition problem for simple-triangle graphs was a longstanding open problem, and recently a polynomial-time algorithm has been given [G. B. Mertzios, The Recognition of Simple-Triangle Graphs and of Linear-Interval Orders is Polynomial, SIAM J. Discrete Math., 29(3): 2015]. Along with the approach of this paper, we show a simpler recognition algorithm for simple-triangle graphs. To do this, we provide a polynomial-time algorithm to solve the following problem: Given a bipartite graph G and a set F of edges of G, find a 2-chain subgraph cover of G such that one of two chain subgraphs has no edges in F.
Introduction
Let L 1 and L 2 be two horizontal lines in the plane with L 1 above L 2 . A simple-triangle graph is the intersection graph of a family of triangles spanned by a point on L 1 and an interval on L 2 . That is, a simple undirected graph is called a simple-triangle graph if there is such a triangle for each vertex and two vertices are adjacent if and only if the corresponding triangles have a nonempty intersection. See Figure 1 (a) and 1(b) for example. Simple-triangle graphs are also known as PI graphs [3, 5] , where PI stands for Point-Interval. Simple-triangle graphs were introduced in [5] as a generalization of both interval graphs and permutation graphs. Simple-triangle graphs are also known as a proper subclass of trapezoid graphs [5, 6] , another generalization of interval graphs and permutation graphs.
Recently, the graph isomorphism problem for trapezoid graphs has shown to be isomorphism-complete [23] (that is, polynomial-time equivalent to the problem for general graphs). Since the problem can be solved in linear time for interval graphs [13] and for permutation graphs [4] , it has become an interesting question to give the structural characterization of graph classes lying strictly between permutation graphs and trapezoid graphs or between interval graphs and trapezoid graphs [25] . Although a lot of research has been done for interval graphs, for permutation graphs, and for trapezoid graphs (see [22] for example), there are few results for simple-triangle graphs [2, 3, 5] . It is only recently that a polynomial-time recognition algorithm have been given [17, 18] . The recognition algorithm first reduces the recognition problem to the linear-interval cover problem. The algorithm then reduces the linear-interval cover problem to gradually mixed formulas, a tractable subclass of 3-satisfiability (3SAT). Finally, the algorithm solves the gradually mixed formulas by reducing it to 2-satisfiability (2SAT), which can be solved in linear time (see [1] for example). The total running time of the algorithm is O(n 2m ), where n andm are the number of vertices and non-edges of the given graph, respectively.
In this paper, we introduce the restricted 2-chain subgraph cover problem as a generalization of the linear-interval cover problem. Then, we show that our problem is directly reducible to 2SAT. This result does not improve the running time, but it can simplify the previous algorithm for the recognition of simple-triangle graphs.
Linear-Interval Cover
In this section, we briefly describe the linear-interval cover problem and the reduction to it from the recognition problem for simple-triangle graphs. See [18] for the details. We first show that the recognition of simple-triangle graphs is reducible to that of linearinterval orders in O(n 2 ) time, where n is the number of vertices of the given graph. A partial order is a pair P = (V, ≺), where V is a finite set and ≺ is a binary relation on V that is irreflexive and transitive. Partial orders are represented by transitively oriented graphs, which are directed graphs such that if u → v and v → w, then u → w for any three vertices u, v, w of the graphs.
There is a correspondence between partial orders and the intersection graphs of geometric objects spanned between two horizontal lines L 1 and L 2 [9] . A partial order P = (V, ≺) is called a linear-interval order [2, 3] For a graph G = (V, E), the graph G = (V, E) is called the complement of G, where uv ∈ E if and only if uv E for any pair of vertices u, v ∈ V. We can obtain a linearinterval order from a simple-triangle graph G by giving a transitive orientation to the complement G of G. The complement G might have some different transitive orientations, but the following theorem states that any transitive orientation of G gives a linear-interval order if G is a simple-triangle graph. A property of partial orders is said to be a comparability invariant if either all orders obtained from the same graph have that property or none have that property.
Theorem 1 ([3]). Being a linear-interval order is a comparability invariant.
Many algorithms have been proposed for transitive orientation, including a linear-time one [16] . Since the complement of a graph can be obtained in O(n 2 ) time, the recognition of simple-triangle graphs is reducible to that of linear-interval orders in O(n 2 ) time.
We then show that the recognition of linear-interval orders is reducible to the linearinterval cover problem in O(n 2 ) time, where n is the number of elements of the given partial orders. Let P = (V, ≺) be a partial order with V = {v 1 , v 2 , . . . , v n }, and let 
is called a chain graph [26] if it has no 2K 2 as an induced subgraph. Equivalently, a bipartite graph G is a chain graph if and only if there is a linear ordering
(we note that in general, E 1 and E 2 are not disjoint), and the pair of chain subgraphs (G 1 , G 2 ) is called a 2-chain subgraph cover of G. For a partial order P, a 2-chain subgraph cover (G 1 , G 2 ) of C(P) is called a linear-interval cover if G 1 has no edges in E 0 .
Theorem 2 ([18]). A partial order P is linear-interval order if and only if C(P) has a linear-interval cover.
The linear-interval cover problem asks whether C(P) has a linear-interval cover. Since C(P) and C(P) can be obtained in O(n 2 ) time from a partial order P, the recognition of linear-interval orders is reducible to the linear-interval cover problem in O(n 2 ) time.
Restricted 2-Chain Subgraph Cover
As a generalization of the linear-interval cover problem, we consider the following restricted problem for 2-chain subgraph cover.
Instance: A bipartite graph G = (U, V, E) and a set F of edges of G. Question: Find a 2-chain subgraph cover (G 1 , G 2 ) of G such that G 1 has no edges in F. Notice that G 2 has all the edges in F. LetÊ be the set of edges of the bipartite complementĜ of G . Let m = |E|,m = |Ê|, and f = |F|. The following is our main result. In the rest of this section, we describe the outline of our algorithm. The details are shown in Section 2. Two edges e and e ′ of a bipartite graph G = (U, V, E) is said to be in conflict in G if the vertices of e and e ′ induce a 2K 2 in G. An edge e ∈ E is said to be committed if there is another edge e ′ ∈ E such that e and e ′ are in conflict in G, and said to be uncommitted otherwise. Let E c be the set of committed edges of G, and let E u be the set of uncommitted edges of G.
Suppose G has a 2-chain subgraph cover (G 1 , G 2 ) such that G 1 has no edges in F. If two edges e, e ′ ∈ E are in conflict in G, then e and e ′ may not belong to the same chain subgraph. Therefore, each committed edge in E c belongs to either G 1 or G 2 . We refer to the committed edges of G 1 as red edges and the committed edges of G 2 as blue edges. Let E r and E b be the set of red edges and blue edges, respectively, and we call (E r , E b ) the bipartition of E c . Notice that F ⊆ E b ∪ E u since E r has no edges in F. Hence, we assume without explicitly stating it in the rest of this paper that all the committed edges in F are in E b . We can also see that the bipartition (E r , E b ) does not have the following forbidden configurations (see Figure 2 ).
Our algorithm construct a bipartition (E r , E b ) of E c that does not have some forbidden configurations. A bipartition of E c is called (A, C)-free if it has neither configuration (A 1 ), (A 2 ), nor (C). A bipartition of E c is called (A, B, C)-free if it has neither configuration (A 1 ), (A 2 ), (B 1 ), (B 2 ), nor (C).
Theorem 4. A bipartite graph G has a 2-chain subgraph cover
(G 1 , G 2 ) such that G 1 has
no edges in F if and only if E c has an (A, C)-free bipartition.
The outline of our algorithm is as follows.
Step 1: Partition the set E c of committed edges into an (A, C)-free bipartition (E r , E b ) by solving 2SAT.
of E c by swapping some edges between E r and E b . 
Related Work
A k-chain subgraph cover problem asks whether a given bipartite graph can be covered by k chain subgraphs. The k-chain subgraph cover problem is NP-complete if k ≥ 3, while it is polynomial-time solvable if k ≤ 2 [26] . The 2-chain subgraph cover problem is closely related to some recognition problems; more precisely, they can be efficiently reduced to the 2-chain subgraph cover problem. They are the recognition problems for threshold dimension 2 graphs on split graphs [11, 19] , circular-arc graphs with clique cover number 2 [10, 21] , 2-directional orthogonal ray graphs [20, 24] , and trapezoid graphs [14] . Other related problems and surveys can be found in Chapter 8 of [15] and Section 13.5 of [22] .
As far as we know, there are two approaches for the 2-chain subgraph cover problem and the other related problems. One approach is shown in [14, 21] , which reduces the 2-chain subgraph cover problem to the recognition of 2-dimensional partial orders. This approach is used in the fastest known algorithm [14] with a running time of O(n 2 ), where n is the number of vertices of the given graph. Another approach can be found in [10, 11, 19] . They show that a bipartite graph G = (U, V, E) has a 2-chain subgraph cover if and only if the conflict graph G * = (V * , E * ) of G is bipartite, where V * = E and two edges e and e ′ in E are adjacent in G * if e and e ′ are in conflict in G. We note that the algorithm in this paper is based on the latter approach.
In Section 8.6 of [15] , the following problem is considered for recognizing threshold dimension 2 graphs: Given a bipartite graph G and a pair (F 1 , F 2 ) of edge sets, find a 2-chain subgraph cover (G 1 , G 2 ) of G such that G 1 and G 2 have every edge in F 1 and F 2 , respectively. We call such a problem the extension problem for 2-chain subgraph cover. We emphasize that the extension problem is not a generalization of our restricted 2-chain subgraph cover problem since in the extension problem, G 1 and G 2 are allowed to have all the uncommitted edges of G. As shown in [15] , this problem can be solved in polynomial time by reducing it to some variation of the recognition problem for 2-dimensional partial orders. We note that this variation can be stated as the problem of extending a partial orientation of a permutation graph to a 2-dimensional partial order [12] .
Algorithm
′ induce a path of length 3 whose middle edge is in F (see the forbidden configuration (C) in Figure 2 ).
Then, we obtain the bipartition (E r , E b ) of E c from a truth assignment τ of the variables as follows:
It is obvious that a truth assignment τ satisfies φ if and only if the corresponding bipartition of E c is (A, C)-free and all the committed edges in F are in E b .
The 2CNF formula φ has at most m Boolean variables. We can also see that φ has at most f + 2 · min{m 2 ,m(m + f )} clauses since φ has at most two clauses for each pair of two edges in E c or for each pair of a non-edge inÊ and an edge in F. Then, φ can be obtained in O(min{m 2 ,m(m + f )}) time from G and F. Since a satisfying truth assignment of a 2CNF formula can be computed in linear time (see [1] for example), we have the following. 
Swapping Edges
In this section, we show an O(mm)-time algorithm to transform a given (A, C)-free
In other words, H r is the set of red edges of all configurations (B 2 ) having non-edge uv, and H b is the set of blue edges of all configurations (B 1 ) having non-edge uv. Between E r and E b , we swap all edges in H to obtain another bipartition (E
(e) Case 2 in Lemma 4 . Notice that by swapping the edges, we remove all the configurations (B 1 ) and (B 2 ) having non-edge uv ∈Ê. We claim that the swapping generates no forbidden configurations.
Lemma 2. No edges in H is an edge of any forbidden configurations of the new bipartition (E
Proof. We assume that the new bipartition (E H. This implies that u 1 v 1 ∈ E b and u 2 v 2 , uv 1 , u 1 v ∈ E r . See Figure 3(a) . We have uv 2 ∈ E, for otherwise uv 1 ∈ E r and u 2 v 2 ∈ E r would be in conflict in G. Since uv 2 and u 1 v ∈ E r are in conflict in G, we have uv 2 ∈ E b . Similarly, we have u 2 v ∈ E, for otherwise u 1 v ∈ E r and u 2 v 2 ∈ E r would be in conflict in G. Since u 2 v and uv 1 ∈ E r are in conflict in G, we have u 2 v ∈ E b . However, we have from uv 2 , u 2 v ∈ E b that u 2 v 2 ∈ H r , a contradiction.
Case 1-2: Suppose u 2 v 2 ∈ H and u 1 v 1 H. This case is symmetric to Case 1-1. Figure 3(b) . We have u 2 v ∈ E, for otherwise u 1 v ∈ E r and u 2 v 2 ∈ E r would be in conflict in G. If u 2 v ∈ E r , then we have from uv 1 
Then, we have u 1 v ∈ E, for otherwise u 1 v 1 ∈ E r and u ′ 2 v ∈ E r would be in conflict in G. Since u 1 v and uv 2 ∈ E r ∪ E u are in conflict in G, we have u 1 v ∈ E b and uv 2 ∈ E r . However, we have from uv 1 Figure 3(d) . We have uv 2 ∈ E, for otherwise the vertices u, v 1 , u 2 , v 2 would induce a configuration (C). Since uv 2 and u 1 v ∈ E r are in conflict in G, we have uv 2 ∈ E b . Similarly, we have u 2 v ∈ E, for otherwise u 1 v ∈ E r and u 2 v 2 ∈ E r would be in conflict in G. If u 2 v ∈ E r , then the vertices u, v 1 , u 2 , v would induce a configuration (C). Therefore,
Case 5-2: Suppose u 2 v 2 ∈ H and u 1 v 1 H. This case is symmetric to Case 5-1.
We have a contradiction as Case 1-3. Since all the cases above lead to contradictions, we conclude that the new bipartition (E From a given (A, C)-free bipartition of E c , an (A, B, C) -free bipartition of E c can be computed in O(mm) time.
Adding edges
In this section, we claim that a given (A, B, C)-free bipartition (E r , E b ) of E c can be extended in linear time into a 2-chain subgraph cover (G 1 , G 2 ) of G such that G 1 has no edges in F. We first show the following.
Lemma 4. The subgraph of G induced by E b ∪ E u is a chain graph.
Proof. We show that no 2K 2 is in the subgraphs of G induced by E b ∪ E u .
Case 1:
Case 2: Case 3:
would induce a configuration in Case 1 or Case 2. However,
Since all the cases above lead to contradictions, we conclude that the subgraph of G induced by E b ∪ E u has no 2K 2 , and it is a chain subgraph of G.
⊓ ⊔
We next show that E r can be extended into a chain graph in G − F, the subgraph of G obtained by removing all the edges in F. To do this, we consider the following problem: Given a graph H and a set M of edges of H, find a chain subgraph C of H containing all edges in M. This problem is called the chain graph sandwich problem, and the chain graph C is called a chain completion of M in H. Although the chain graph sandwich problem is NP-complete, it can be solved in linear time if H is a bipartite graph [7] . The chain graph sandwich problem on bipartite graphs is closely related to the threshold graph sandwich problem [8, 19] (see also Section 1.5 of [15] ), and in the proof of Lemma 5, we will use an argument similar to that used in the literature.
Let H = (U, V, E) be a bipartite graph, letÊ be the set of edges of the bipartite complementĤ of H, and let k ≥ 2. A set of k distinct vertices u 0 Proof. The proof is in Appendix. The details of the algorithm are also shown in [7] . ⊓ ⊔ Then, we show that E r has a chain completion in G − F.
Lemma 6.
There are no alternating cycles of E r relative to G − F.
Proof. We first prove that there are no alternating cycles of E r with length 4 relative to G − F, that is, no two edges in E r are in conflict in G − F. Since the bipartition (E r , E b ) does not have a configuration (A 1 ) or (C), it is enough to show that (E r , E b ) has no configuration consisting of four vertices
However, the vertices u 2 , v 2 , u 1 , v ′ 2 induce a configuration (C), a contradiction. Thus, there are no alternating cycles of E r with length 4 relative to G − F.
We now suppose that there are an alternating cycle of E r with length grater than 4 relative to G − F. Let AC be such an alternating cycle with minimal length, and
We claim that AC has no edges in F. Recall that the length of AC is at least 6, and let u 0 , v 0 , u 1 , v 1 , u 2 , v 2 denote the consecutive vertices of AC. Since AC has no edges in F, we have u 0 v 0 , u 1 v 1 , u 2 v 2 ∈Ê and u 1 v 0 , u 2 v 1 ∈ E r . We have u 2 v 0 ∈ E, for otherwise u 1 v 0 ∈ E r and u 2 v 1 ∈ E r would be in conflict in G. If u 2 v 0 ∈ E r , then the vertices u 0 , v 0 , u 2 , v 2 , . . . u k−1 , v k−1 form a shorter alternating cycle of E r relative to G − F, contradicting the minimality of AC. Therefore, u 2 v 0 ∈ E b ∪ E u . On the other hand, if u 0 v 1 ∈Ê, then the vertices u 0 , v 1 , u 2 , v 2 , . . . u k−1 , v k−1 form a shorter alternating cycle of E r relative to G − F, contradicting the minimality of AC. Therefore, u 0 v 1 ∈ E. Since u 0 v 1 and u 1 v 0 ∈ E r are in conflict in G, we have u 0 v 1 ∈ E b . By similar arguments, we have u 1 v 2 ∈ E b . Then, we have u 0 v 2 ∈ E, for otherwise u 0 v 1 ∈ E b and u 1 v 2 ∈ E b would be in conflict in G. Since u 0 v 2 and u 2 v 0 ∈ E b ∪ E u are in conflict in G, we have u 0 v 2 ∈ E r and u 2 v 0 ∈ E b . This implies that the vertices u 1 , v 0 , u 2 , v 1 induce a configurations (B 1 ), a contradiction.
Thus, we conclude that there are no alternating cycles of E r relative to G − F. ⊓ ⊔ Now, we have the following from Lemmas 5 and 6.
Lemma 7.
There is a chain completion of E r in G − F, and it can be computed in linear time from E r .
Since every edge of G belongs to either E r or E b ∪ E u , G can be covered by the chain completion of E r in G − F and the chain subgraph of G induced by E b ∪ E u . Thus, we have the following from Lemmas 4 and 7. (G 1 , G 2 ) of G such that G 1 has no edges in F can be computed in linear time.
Lemma 8. From a given (A, B, C)-free bipartition of E c , a 2-chain subgraph cover

Concluding Remarks
This paper provides an O(mm + min{m 2 ,m(m + f )})-time algorithm to solve the restricted 2-chain subgraph cover problem by reducing it to 2SAT. To do this, we show that the problem has a feasible solution if and only if there is an (A, C)-free bipartition of the set of committed edges of the given bipartite graph. This result implies a simpler recognition algorithm for simple-triangle graphs.
We finally note that for simple-triangle graphs, structure characterizations as well as the complexity of the graph isomorphism problem still remain open questions.
