We extend the rate-distortion function for Wyner-Ziv coding of noisy sources with quadratic distortion, in the jointly Gaussian case, to more general statistics. It suffices that the noisy observation Z be the sum of a function of the side information Y and independent Gaussian noise, while the source data X must be the sum of a function of Y , a linear function of Z, and a random variable N such that the conditional expectation of N given Y and Z is zero, almost surely. Furthermore, the side information Y may be arbitrarily distributed in any alphabet, discrete or continuous. Under these general conditions, we prove that no rate loss is incurred due to the unavailability of the side information at the encoder. In the noiseless Wyner-Ziv case, i. e., when the source data is directly observed, the assumptions are still less restrictive than those recently established in the literature. We confirm, theoretically and experimentally, the consistency of this analysis with some of the main results on high-rate Wyner-Ziv quantization of noisy sources.
Introduction
In numerous data compression applications, an indirect observation of some source data, for instance, an image corrupted by noise, is to be encoded and transmitted to a decoder. The decoder has access to some local side information, for example, a previously decoded image. The side information is not available at the encoder but the statistical dependence among the source data, the noisy observation and the side information is known, and in principle it may be exploited in the design of both the encoder and the decoder, in order to improve the rate-distortion performance. Intuitively, if the side information were available to the encoder, it could be jointly used with the noisy observation to produce an estimate of the original data. In most cases, reducing the noise would decrease the number of bits required for transmission, for a given distortion. In addition, the dependence with the side information, known also at the decoder, could be exploited to further reduce the bit rate. However, supposing that the side information is not available at the encoder, we wish to know whether it is possible to achieve the same rate-distortion performance.
The information-theoretic rate-distortion bounds for memoryless coding of directly observed data with side information at the decoder, also called Wyner-Ziv (WZ) coding, were established in [1, 2] . Furthermore, the same work showed that if the source data and the side information are jointly Gaussian sequences, and mean-squared error is used as a distortion measure, then no rate loss is incurred by not having access to the side information at the encoder, and a closed-form expression for the ratedistortion function was provided. Using an argument based on the duality between source and channel coding, [3] recently generalized the absence of rate loss and the rate-distortion formula in the case of quadratic distortion, requiring only that the source data be the sum of arbitrarily distributed side information and independent, zero-mean Gaussian noise.
The earliest one-letter characterization of the rate-distortion function for noisy WZ coding, i. e., lossy coding of noisy observations with side information at the decoder, appeared in [4] . It was also proved that if the source data, the noisy observation and the side information are jointly Gaussian, and the distortion is quadratic, then no rate loss is incurred, and a closed formula was given for the rate-distortion function. Independent, similar work was carried out shortly afterwards [5] , and more recently [6] . A method to reduce rate-distortion problems with noisy sources (and also noisy reconstructions) to noiseless cases by using modified distortion functions was presented in [7] . However, the reduction of the general noisy WZ problem requires side-information-dependent distortion functions, which were studied later [8, 9] .
In this paper, we extend the validity of the rate-distortion function for noisy WZ coding with quadratic distortion in the jointly Gaussian case to much more general statistics, proving that no rate loss is incurred. In particular, no restriction on the alphabet or distribution of the side information is made. In the noiseless, direct case, the requirements are still more general than those established in [3] .
Sec. 2 contains the definitions and fundamental results used in the theoretic analysis, presented in Sec. 3. A noisy WZ coding problem is investigated experimentally in Sec. 4, confirming our main theoretic result.
Definitions and preliminaries
Throughout the paper, the measurable space in which a random variable (r. v.) takes values will be called alphabet. We shall follow the convention of using uppercase letters for r. v., lowercase letters for particular values they take on, and uppercase script letters for their alphabets. As usual, a. e. abbreviates 'almost everywhere' or 'almost every' with respect to an underlying probability measure.
Let X, Y and Z be r. v. defined on a common probability space, taking values in arbitrary alphabets X , Y and Z , respectively. Let ( 
n ) a block of reconstructed values with distortion ∆ with respect to the encoded block X n . Fig. 1 depicts a noisy WZ coder. A pair of non-negative real numbers (R, D), representing a rate and a 
where the infimum is taken over all r. v. Q, representing a quantization index, in an arbitrary alphabet Q, such that Q and (X, Y ) are conditionally independent given Z, and over all measurable reconstruction functionsx :
The case in which the side information is available at the encoder will be referred to as noisy conditional coding, and the corresponding rate-distortion function denoted by R with an unconditional quadratic distortion constraint. This result will be used in the noiseless WZ rate-distortion functions of Theorem 2.
Proof: Since we are interested in maximizing h(X|Y ), without loss of generality assume that for all y ∈ Y , h(X| y) > −∞. Then,
. 
log(2πe D).
The following theorem presents an extension of the WZ rate-distortion function in the quadratic-Gaussian case, which slightly relaxes the hypotheses required in [3] , together with a direct proof that does not use duality arguments. Observe that the hypothesis X| y ∼ N (µ(y), σ 2 ) in the theorem is equivalent to X a. e.
That is, the source data X is a noisy version of any real-valued measurable function µ of the side information Y ∈ Y , where Y is an arbitrary measurable space, and the noise is additive, Gaussian and independent from Y .
Theorem 2 Let
with equality if and
To complete the proof, it suffices to find Q andX such that the inequalities in the previous derivation hold with equality, and the constraints in the supremum are met. Precisely, we needX =x(
It is easy to check thatX| y ∼ N (µ(y),
for a. e. y (the associated test channel is represented in Fig. 2) . Observe that for a. e. y, X| y and X −X| y are Gaussian and their variances add up to the variance of their sum, X| y. This implies thatX and X −X are conditionally independent given Y , thus by the definition of
The extension of the noisy WZ rate-distortion function for the quadratic-Gaussian case to more general conditions, presented in Theorem 5, will make use of Propositions 3 and 4, on side-information-dependent and modified distortion functions. 
Proposition 3 Let
X =X = R. Consider the side-information-dependent (b) dis- tortion function d(x,x, y) = (α x −x + f (y)) 2 ,d(x,x) = (x −x) 2 , then R WZ X| Y (D) = 0 if α = 0 R WZ X| Y ( D α 2 ) if α = 0 .
Furthermore, the analogous result also holds for the conditional rate-distortion function R X| Y and the quadratic versionR X| Y .
Proof: The distortion per sample of a (n, M, ∆)-code is
(b) In the (operational) definition of the WZ rate-distortion function, replace d(x,x) by d(x,x, y). It can be shown that the one-letter characterization of the WZ rate-distortion function for arbitrary alphabets is still valid in the case in which the distortion function d is allowed to depend on the side information [8, 9] . In fact, the proof is a straightforward modification of the classical one [1, 2] .
Define the measurable vector extension of
This shows that given D 0, for any > 0, any code for the original, side-informationdependent WZ problem satisfying ∆ D + can be converted into a code for the quadratic WZ problem satisfying ∆ D/α 2 + , and conversely. Finally, observe that the above reasoning is true regardless of whether the encoder mapping depends on the side information, thus this also proves the proposition in the conditional coding case.
The following proposition, based on [7] , can be used to reduce a noisy WZ problem with a very general form of distortion function to a WZ problem for a clean source with a side-information-dependent distortion function, and similarly in the conditional case. In particular, the one-letter characterization of the noisy WZ rate-distortion function (1) can be extended to distortion functions of the form d(x,x, y, z), simply by using the WZ theorem on clean sources and side-information-dependent distortion functions, and the modified distortion function of the proposition. The r. v. Z, which plays the role of the noisy observation of the clean source data in the original problem, represents the clean source data itself in the equivalent problem. The alternative Markov conditions in the proposition correspond to the WZ and conditional cases, respectively.
Proposition 4 Let d : X ×X ×Y ×Z → [0, ∞) be measurable. Defined(z,x, y) = E[d(X,x, y, z)| y, z]. Let Q be a r. v. in some alphabet Q. Assume that (X, Y ) ↔ Z ↔ Q or X ↔ (Y, Z) ↔ Q, and that there exists a measurable functionx : Q × Y →X such thatX =x(Q, Y ). Then, E d(X,X, Y, Z) = Ed(Z,X, Y ).
Proof: First, observe that for any independent r. v. U ∈ U and V ∈ V , and any measurable function g : U × V → R,
By assumption, (X,
, and sinceX is a function of (Q, Y ), then X ↔ (Y, Z) ↔X. Use the preliminary observation (2) and the conditional independence of X andX given (Y, Z) to obtain 
Theorem 5 Let
, and
Proof: In both the WZ and the conditional case, the modified distortion function of Proposition 4 is given bỹ At this point we confirm that Theorem 5 is consistent with the theory of high-rate WZ quantization of noisy sources presented in [10] . Definex(y, z) = E[X| y, z] and X =x(Y, Z). Clearly,X|y ∼ N (f (y) + α µ(y), α 2 σ 2 ) for a. e. y, thus h(X|Y ) = 1 2 log(2πe α 2 σ 2 ). Sincex(y, z) is additively separable, the theorem of high-rate WZ quantization of a noisy source [10, Theorem 3] can be applied to the coding case in Theorem 5. Using the fact that (
is an independent and identically distributed random sequence, and that the normalized moment of inertia M n → 1/2πe as the block length n → ∞, for high rates R,
which is consistent with (3).
Observe that Theorem 5 gives the exact rate-distortion function for all rates, and guarantees that there is no rate loss due to the unavailability of the side information at the encoder, also for all rates. However, the hypotheses are more restrictive than those in [10, Theorem 3] . First, Z|y must be Gaussian with constant variance for a. e. y. Secondly, further to the additive separability ofx (y, z) a. e.
=x Y (y) +x Z (z) required by the high-rate theory, we must havex Z (z)
a. e.
= α z.
If X, Y and Z are jointly Gaussian with positive definite covariance matrix, then Theorem 5 implies
as found in [4, 11] , and we have α = 0 if and only if X ↔ Y ↔ Z.
Experimental Results
We illustrate the previous theoretic analysis with a simple, intuitive example of noisy WZ coding. The side information Y is a discrete random state, uniformly distributed on Y = {−1, 1}, and only known by the decoder. The encoder observes a noisy version Z = X + Y of the state, where X ∼ N (0, σ 2 ) is independent from Y , and σ = 1. Z can also be regarded as a Gaussian mixture with two components of equal weight and variance. At the decoder we are interested in estimating the value X of the additive noise itself, or the component of the mixture, given both the coded observation and the state information. Consider codes operating on blocks of n samples of (X, Y, Z), minimizing D = 1 n E X n −X n 2 , given a rate constraint R. Clearly, if the state Y were available at the encoder, the value X = Z − Y of the noise could be encoded directly, and the resulting conditional distortion-rate function would be D
, in other words, for each value y ∈ Y , the Gaussian r. v. Z|y = X + y ∼ N (y, σ 2 ) is optimally encoded. Suppose now that Z is conventionally coded, i. e., the side information is ignored in the design of both the encoder and the decoder, and suppose further that the estimateX is obtained from the reconstructionẐ asX =Ẑ − Y . Then, X −X = Z −Ẑ (the distortions of X and Z are the same), and the high-rate approximation of the distortion-rate function is D Z (R) We return to the case of noisy WZ coding. E[X|y, z] = z−y is additively separable, hence the high-rate approximation results for WZ coding of noisy sources [10] (set x Z (z) = z,x Y (y) = −y) guarantee that for each fixed dimension, an optimal lattice quantizer followed by an ideal Slepian-Wolf coder can approach the rate-distortion performance of an optimal system allowed to use the side information at the encoder so long as the rate is sufficiently large. On the other hand, since this example also satisfies the hypotheses of Theorem 5, there will not be any rate loss either if a fixedrate vector quantizer of dimension large enough is used, regardless of whether the rate is high or low. In this case, dimension is a trade-off for rate.
For dimensions n = 1, 2, 3, noisy WZ quantizers q(z n ) and reconstruction functionsx n (q, y n ) were designed using an extension of the Lloyd algorithm for distributed source coding, described in [12] , to noisy sources [13] . Such quantizers were designed assuming that the quantization index Q = q(Z n ) is losslessly coded with an ideal Slepian-Wolf coder at rate R = 1 n H(Q|Y n ). The experimental distortionrate functions obtained are plotted in Fig. 3 , along with the distortion-rate function derived using Theorem 5. The direct application of the theory developed in [10] vides the high-rate approximation of the distortion-rate function of such quantizers, D(R) 2πe M n σ 2 2 −2 R , for fixed dimension n. At high rates, the slope approaches 6.02 dB/bit, and the distortion gap with respect to the distortion-rate function in Theorem 5 is 2πe M n , approximately equal to 1.53, 1.37 and 1.28 dB for dimensions n equal to 1, 2 and 3, respectively, consistently with the results shown in Fig. 3 .
Conclusions
In order to ensure that no rate loss is incurred in the WZ coding problem with quadratic distortion, jointly Gaussian statistics are not necessary. It suffices to require that the source data X be the sum of any (measurable) function of the side information Y and independent Gaussian noise, even less restrictively than it was established in [3] . More generally, in the noisy WZ problem, the same condition, applied to the noisy observation Z in place of X, suffices, while X must be the sum of a function of Y , a linear function of Z, and a r. v. N satisfying E[N |y, z] ≡ 0. Furthermore, the side information Y may be arbitrarily distributed in any alphabet, discrete or continuous.
The condition on X in the noisy case, albeit slightly stronger, is similar to the additive separability condition required in the study of high-rate WZ quantization of noisy sources in [10] . However, it leads to an exact closed formula for the ratedistortion function, valid also at low rates. Finally, observe that in both the abovementioned high-rate approximation study and the present one, the fulfillment of the sufficient conditions for absence of rate loss is determined by the conditional joint distribution of (X, Z) given Y , regardless of the marginal distribution of Y .
