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Abstract
We consider the problem of linear regression where the ℓn2 norm loss (i.e., the usual
least squares loss) is replaced by the ℓnp norm. We show how to solve such problems in
Op(n
|1/2−1/p| logO(1)(1/ε)) (dense) matrix-vector products and Op(logO(1)(1/ε)) matrix in-
versions, or in Op(n
|1/2−1/p| logO(1)(1/ε)) calls to a (sparse) linear system solver. This im-
proves the state of the art for any p 6∈ {1, 2,+∞}. Furthermore we also propose a randomized
algorithm solving such problems in input sparsity time, i.e., Op((Z + poly(d)) log
O(1)(1/ε))
where Z is the size of the input and d is the number of variables. Such a result was only
known for p = 2. Finally we prove that these results lie outside the scope of the Nesterov-
Nemirovski’s theory of interior point methods by showing that any symmetric self-concordant
barrier on the ℓnp unit ball has self-concordance parameter Ω˜(n).
1 Introduction
Linear programming is concerned with optimization problems of the form:
min
x∈Rd+: Ax=b
c · x ,
for some A ∈ Rn×d, b ∈ Rn, c ∈ Rd. Such problem often comes with a guarantee on how far a
solution can be, in which case the problem can be rewritten as (up to rescaling)
min
x∈Rd: ‖x‖∞≤1 and Ax=b
c · x .
Classical interior point methods show that such problems can be solved up to machine precision
via solving
√
d linear systems, see e.g., Nesterov and Nemirovski [1994].
In this paper we investigate the complexity of replacing the ℓ∞ constraint by an ℓp constraint,
1 < p < +∞.That is:
min
x∈Rd: ‖x‖p≤1 and Ax=b
c · x . (1)
The case of ℓ2 exactly corresponds to solving a linear system. Moreover for the Euclidean ball {x :
‖x‖2 ≤ 1} there exists a barrier with self-concordance ν = 1, and thus the Nesterov-Nemirovski’s
1
interior point methods theory correctly predicts that the case p = 2 can be solved in a dimension-
free number of iterations. Our contribution is to show that the Nesterov-Nemirovski theory is
provably suboptimal for any p 6∈ {1, 2,∞}. More precisely we show that for any p 6= 2, any
symmetric self-concordant barrier on {x ∈ Rd : ‖x‖p ≤ 1} has self-concordance parameter at
least roughly d. On the other hand we propose a new homotopy method which requires only
O∗(n|1/2−1/p|) iterations1 2 , thus interpolating between the known results for p ∈ {1, 2,+∞}.
Curiously, our homotopy method runs in O∗(n|1/2−1/p|) calls to a sparse linear system solver
(if A is sparse), or alternatively in O∗(n|1/2−1/p|) dense matrix-vector products and O∗(1) matrix
inversions. Although our result does not imply such result for p = ∞, we note that there is
no known algorithm for p = ∞ (i.e., for linear programming) with the latter running time, and
the best result in this direction involves O∗(1) matrix inversions of d × d size and many matrix
inversions of smaller matrices Lee and Sidford [2015]. On top of the results above, we also show
how to combine this new method with recent advances in accelerated stochastic gradient descent to
obtain an algorithm running in input sparsity time, namely a running time of the form O∗(Z + dc)
where c depends on p and Z the number of non-zeros in A. Unfortunately our approach does not
a priori shed light on an input sparsity time algorithm for the case p = ∞ since our running time
explodes as p→∞. Such a result would in our opinion be a major breakthrough.
In the rest of the paper we consider the following equivalent problem, which we call ℓp regres-
sion:
min
x∈Rd
c · x+ ‖Ax− b‖pp . (2)
Observe that to have a bounded solution we need to assume that c ∈ ker(A)⊥. Note also that (1)
can essentially be reduced to (2) by using the matrix
(
λA 0
0 µId
)
and target vector
(
λb
0
)
for
some λ > 0 large enough and some µ > 0. In particular note that the parameter regime for (n, d)
is inversed compared to the discussion above, namely in (1) one had d ≥ n whereas for the rest of
the paper we have n ≥ d (and in fact n potentially much larger than d).
Recently, there are a lot of progress for the ℓp regression for the case of n≫ d Cohen and Peng
[2015], Woodruff and Zhang [2013], Meng and Mahoney [2013], Clarkson and Woodruff [2013],
Clarkson et al. [2016], Sohler and Woodruff [2011], Dasgupta et al. [2009]. These results show
various ways to find a matrixA′ with fewer rows such that ‖Ax‖p ≈ ‖A′x‖p for all vectors x ∈ Rd.
In particular, Cohen and Peng [2015] shows that one can find such A′ with only roughly dmax(p/2,1)
many rows by sampling rows of A and rescaling. As a result, they show how to solve ℓp regression
with 1 + ε multiplicative error in time O˜(Z + dmax(p/2,1)+1/εO(1) + d3) time. For the case p > 2,
our runtime in Theorem 2 is better in both dimension dependence and ε dependence. However, the
log(1/ε) dependence comes with a cost that our runtime is invariant under the conjugate transform
p→ p
p−1 . Therefore, our algorithm in the case p < 2 is much worse than existing results.
In Section 2 we give our new homotopy method to solve (2). In Section 3, we give our in-
put sparsity time algorithm. Finally in Section 4 we prove the Ω˜(n) lower bound on the self-
concordance parameter for symmetric barriers on the ℓnp ball.
1We use the notation O∗ to hide polynomial factors in p2/(p− 1) and polylogarithmic terms.
2We note that the dual problem to (1) corresponds to the ℓq norm problem (where 1/p+1/q = 1) but we shall not
use this fact and we treat any p ∈ (1,+∞) (observe that |1/2− 1/p| = |1/2− 1/q|).
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2 An homotopy method for ℓp regression
The main difficulty in optimizing the ℓp norm is its behavior around 0, namely its second derivative
either does not exist (for p < 2) or equals to 0 (for p > 2). We resolve this issue by gradually
modifying the ℓp norm around 0 (starting with a large modification, and slowly reducing it). This
idea falls in the general framework of homotopy methods.
2.1 Smoothing family and homotopy path
To develop our homotopy method we introduce a family (ft)t≥0 of functions approximating s 7→
|s|p with the following properties: (i) f0(s) = |s|p, (ii) s 7→ ft(s) is quadratic on [−t, t], and (iii)
s 7→ ft(s) and t 7→ ft(s) are C1. We realize this with the following family:
ft(s) =
{
p
2
tp−2s2 if |s| ≤ t,
|s|p + (p
2
− 1)tp otherwise.
We construct this function by replacing the function |s|p by a quadratic function on {s : |s| ≤ t}
and shifting the function outside to make sure it is twice differentiable. We note that our framework
works for many other families of functions and we choose this mainly for its simple formula.
We also use a slight abuse of notation and write for a vector s = (s1, . . . , sn),
ft(s) := (ft(s1), . . . , ft(sn)).
Next we define the homotopy path as follows:
x(t) := argmin
x∈Rd, x∈ker(A)⊥
c · x+
n∑
i=1
ft(si(x)) (3)
where s(x) = Ax− b (we also use the notation s(t) = Ax(t)− b).
The key observation is that the path (x(t))t>0 is “easy to follow”, namely, f(1−h)t remains well
conditioned on a neighborhood of x(t) which contains x((1 − h)t) for some constant h (which
depends only on p). We introduce the following notion of neighborhood, for s ∈ Rn and γ ∈ R,
Ns(γ) := {s′ ∈ Rn : ∀i ∈ [n],
∣∣(s′i)p/2 − (si)p/2∣∣ ≤ γ} .
Lemma 1 For any 0 ≤ h ≤ 1
2p
, we have s((1− h)t) ∈ Ns(t)(γ) where
γ =
(
1 +
p3
p− 1
√
nh
)
tp/2.
Furthermore, for all s ∈ Ns(t)(γ), one has
Dt  ∇2f(1−h)t(s)  κDt ,
where Dt is the diagonal matrix whose i
th diagonal entry is
p− 1
2
max(tp/2, |si(t)|p/2 − sign(p− 2)γ)2−4/p
and κ = 2p
2
p−1
(
3 + 2p
3
p−1
√
nh
)|2−4/p|
.
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Using the notation Op to hide polynomial factors in p
2/(p− 1), we have κ = Op(n|1−2/p|) for
0 ≤ h ≤ 1
2p
. The ratio between the upper bound and the lower bound of the Hessian is called the
condition number. This number is important due to the following theorem:
Lemma 2 (Nesterov [2004]) Given a convex function f satisfies D  ∇2f(x)  κD for all
x ∈ Rn with some given fixed diagonal matrix D and some fixed κ. Given an initial point x0 and
an error parameter 0 < ε < 1
2
, the accelerated gradient descent (AGD) outputs x such that
f(x)−min
x
f(x) ≤ ε(f(x0)−min
x
f(x))
in O(
√
κ log(κ/ε)) iterations. Each iteration involves computing ∇f at some point x and some
linear-time calculations.
Therefore, if the condition number of f(1−h)t was valid globally (instead of merely on the neigh-
borhoodNs(t)(γ)) then we would apply AGD to find x(t) in Op(n|1/2−1/p| log(n/ε)) iterations.
The proof of the above lemma is really the key to our homotopy method, however it is rather
tedious calculation and thus we postpone it to Section 2.4. We remark that the choice of neigh-
borhood is forced by how much x(t) can change in the worst case when we change t and Dt is
chosen such that it is close to∇2ft(s). Therefore, despite this being the key lemma, its formulation
is automatic given the choice of ft. We suspect the choice of ft does not matter too much either
given that it needs to be close to xp.
Fortunately there is a rather simple idea to actually make the condition number valid globally,
namely to extend smoothly the function outside of the good neighborhood.
2.2 Algorithm
To describe our algorithm, we introduce the following definitions to extend ft smoothly outside
the range [ℓ, u].
Definition 1 For any positive t and 0 ≤ ℓ ≤ u, we define ft,ℓ,u to be the “quadratic extension” of
ft on [ℓ, u], more precisely:
ft,ℓ,u(s) :=

ft(s) if ℓ ≤ s ≤ u
ft(u) + f
′
t(u)(s− u) + 12f ′′t (u)(s− u)2 if s ≥ u
ft(ℓ) + f
′
t(ℓ)(s− ℓ) + 12f ′′t (ℓ)(s− ℓ)2 otherwise
.
Note that both the (global) smoothness and strong convexity of ft,ℓ,u is equal to the one of ft
restricted to [ℓ, u]. Furthermore by strict convexity of ft and ft,ℓ,u one has that for any convex
function ϕ, the functions Rn ∋ s 7→ ϕ(s) +∑ni=1 ft(si) and s 7→ ϕ(s) +∑ni=1 ft,ℓi,ui(si) admit
the same unique minimizer s∗ provided that ∀i ∈ [n], s∗i ∈ [ℓi, ui].
Although the Hessian of ft,ℓ,u in the s variables is well-conditioned, it might be ill-conditioned
in the x variables (namely, its Hessian is not close to a diagonal matrix globally). To apply AGD
(Lemma 2), we need to do a change of variables according to A as follows:
Definition 2 Let Dt be the diagonal matrix defined in Lemma 1 and Pt be the preconditioner
defined by ((A⊤DtA)†)1/2.
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We introduce the functions f˜t and gt, respectively the quadratic extension of f(1−h)t on a well-
chosen hyperrectangle and its preconditioned version (with the cost vector c):
f˜t(s) :=
n∑
i=1
f˜t,i(s) with f˜t,i(s) := f(1−h)t,(|si(t)|p/2−γ)2/p,(|si(t)|p/2+γ)2/p(si) ,
and
gt(y) := c · Pty + f˜t(s(Pty)) .
Remark 1 The hyperrectangle we used to define the quadratic extension is exactlyNs(t)(γ). There-
fore, we have that f˜t = f(1−h)t onNs(t)(γ). Although f˜t depends on γ, we choose not to indicate it
in the symbol for notation simplicity.
Using Lemma 1 and simple calculations, we obtain:
Lemma 3 With the notations of Definition 2, we have for all y ∈ Rd,
Qt  ∇2gt(y)  κ ·Qt
where Qt is the orthogonal projection matrix (A
⊤DtA)
1
2 (A⊤DtA)†(A⊤DtA)
1
2 .
Proof Note that
∇2gt(y) = P⊤t A⊤Σ(y)APt
where Σ(y) is the diagonal matrix whose diagonal is ∇2f˜(1−h)t(s(Pty)). By the construction of
f˜ , the global smoothness and strong convexity of f˜(1−h)t is same as f(1−h)t restricted to Ns(t)(γ).
Hence, Lemma 1 shows that
Dt  ∇2f˜(1−h)t(s(Pty))  κDt.
Therefore, we have that
P⊤t A
⊤DtAPt  ∇2gt(y)  κ · P⊤t A⊤DtAPt.
The result follows from the equation P⊤t A
⊤DtAPt = (A⊤DtA)
1
2 (A⊤DtA)†(A⊤DtA)
1
2 .
Our algorithm can now be described as follows, where t0 > 0 and h =
1
2p
are parameters, and
tk := (1− h)kt0 for k ∈ N.
• Find x(t0) using Lemma 4 and compute Pt0 .
• For k = 0, 1, · · · , O∗(1)
– Given x(tk) and Ptk , run accelerated gradient descent (AGD) on gtk to obtain an ap-
proximate of y(tk+1) = P
−1
tk
x(tk+1).
– Compute x(tk+1) by the formula x(tk+1) = Ptky(tk+1), and compute Ptk+1 .
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Each phase of the algorithm requires a matrix inversion to compute Pt, and each iteration in a
run of AGD requires a (dense) matrix-vector product. Theorem 1 below shows that in total the
algorithm needs O∗(1) matrix inversion and O∗(n|1/2−1/p|) dense matrix-vector products.
A variant of the above algorithm uses the preconditioner P ′t := (A
⊤DtA)†A⊤
√
Dt instead
of Pt. If A is sparse, rather than computing the preconditioner explicitly, one can execute a run
of AGD by solving the corresponding sparse linear system at each iteration. Theorem 1 (which
applies both for the preconditioner Pt and P
′
t ) then shows that in total this algorithm needs to solve
O∗(n|1/2−1/p|) sparse linear systems.
2.3 Initial Point and Termination Conditions
We start by showing that x(t0) is easy to compute for t0 large enough.
Lemma 4 For tp−1 > 2
p
c⊤(A⊤A)†c and t > 2 ‖b‖2, we have
x(t) = (ATA)†AT b− 1
p
t2−p(A⊤A)†c.
Proof Let x = (ATA)†AT b− 1
p
t2−p(A⊤A)†c. Note that
‖Ax− b‖2 =
∥∥∥∥(A(A⊤A)†A⊤ − I)b− 1pt2−pA(A⊤A)†c
∥∥∥∥
2
≤ ‖b‖2 +
1
p
t2−pc⊤(A⊤A)†c < t
where we used the assumption on t at the end. By the definition of ft, we have that
n∑
i=1
ft((Ax− b)i) = p
2
tp−2 ‖Ax− b‖22 .
Checking the KKT condition, we can see that x is indeed theminimizer ofminx c·x+
∑n
i=1 ft((Ax−
b)i).
Next we observe that for t small, x(t) is indeed close to optimal.
Lemma 5 For any t ≥ 0 one has
c · x(t) + ‖Ax(t)− b‖pp ≤ n(
p
2
− 1)tp + min
x∈Rd
c · x+ ‖Ax− b‖pp .
Proof Since ft(s) ≥ |s|p for any s ∈ R, one has the following sequence of inequalities for any
x ∈ Rd:
c · x(t) + ‖Ax(t)− b‖pp ≤ c · x(t) +
∑
i
ft((Ax(t)− b)i)
≤ c · x+
∑
i
ft((Ax− b)i)
≤ c · x+ ‖Ax− b‖pp + n‖ft − | · |p‖∞ .
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It only remains to verify that ‖ft − | · |p‖∞ = (p2 − 1)tp.
Theorem 1 With the initial parameter t0 = max((2c
⊤(A⊤A)†c)
1
p−1 , 2‖b‖2), the algorithm finds a
point x(tk) such that
c · x(tk) + ‖Ax(tk)− b‖pp ≤ ε+ min
x∈Rd
c · x+ ‖Ax− b‖pp
in k = O(1) · log(np
ε
tp0) phases.
Furthermore, each run of AGD terminates after Op(n
| 1
2
− 1
p
| log(n)) iterations and each step of
AGD involves applying Pt or P
′
t constant many times plus some linear time work.
Proof Lemma 4 shows that x(t0) can be computed by a linear system. Lemma 5 shows that x(tk)
satisfies the requirement for tk ≤ ( εnp)
1
p . Since tk is decreased by 1 − 12p factor in each step, this
gives the bound on the number of phases.
For the number of iterations in each phase, Lemma 3 shows that the condition number κ of
the problem is Op(n
|1− 2
p
|). Therefore, AGD decreases the ℓ2 distance by a constant factor for
every Op(n
|1/2−1/p|) iterations (Lemma 2). Note that x(ti+1) is used only for constructing the
quadratic extension. In particular, we only need to find x ∈ Ns(ti+1)(c · γ) for some constant c.
Due to the preconditioning Pt, we only need find y that is closer to y(ti+1) in ℓ∞ norm by some
Op(1) constant. This can be achieved by decreasing ℓ2 norm by Op(1/n
O(1)). This gives the extra
Op(log(n)) factor.
We do not give an explicit explanation on how small error we need to take for AGD because the
number of iterations depends on log(1/ε) and it is easy to see that ε = Op(1/n
O(1)) is enough and
it will only affect the final runtime by a logarithmic factor.
2.4 Proof of Lemma 1
To shorten notation we write Ht := ∇2ft(s(t)). We start with a lemma showing that x(t) satisfies
a certain differential equation.
Lemma 6 (Dynamic of the homotopy path) One has
dxt
dt
= −(A⊤HtA)†A⊤( d
dt
f ′t)(st) .
Proof The KKT condition for x(t) is given by
c+ A⊤f ′t(s(t)) = 0.
Taking derivatives with respect to t on both sides, we have that
A⊤HtA
dx(t)
dt
+ A⊤(
d
dt
f ′t)(s(t)) = 0 .
The proof is concluded by noting that ker(A⊤HtA) = ker(A) and recalling that x(t) ∈ ker(A)⊥.
Using the differential equation, we can bound how fast s(t) is moving.
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Lemma 7 (Speed of the homotopy path) For any i ∈ [n] one has∣∣∣∣dsi(t)dt
∣∣∣∣ ≤ p2p− 1√n (t/|si(t)|)p−22 .
Proof Using Lemma 6 and that H
1/2
t A(A
⊤HtA)†A⊤H
1/2
t is a projection matrix, we have that∥∥∥∥H1/2t ds(t)dt
∥∥∥∥
2
=
∥∥∥∥H1/2t A(A⊤HtA)†A⊤( ddtf ′t)(s(t))
∥∥∥∥
2
≤
∥∥∥∥H−1/2t ( ddtf ′t)(s(t))
∥∥∥∥
2
. (4)
To estimate the last term, we use the formula of ft and note that
f ′t(s) =
{
ptp−2s if |s| ≤ t
p|s|p−2s otherwise ,
f ′′t (s) =
{
ptp−2 if |s| ≤ t
p(p− 1)|s|p−2 otherwise ,
d
dt
f ′t(s) =
{
p(p− 2)tp−3s if |s| ≤ t
0 otherwise
.
Therefore, we have that∣∣∣∣(f ′′t (si(t)))−1/2 ddtf ′t(si(t))
∣∣∣∣ ≤
{√
p |p− 2| t p−22 if |si(t)| ≤ t
0 otherwise
.
Putting this into (4) gives ∥∥∥∥H1/2t dstdt
∥∥∥∥
2
≤ √p |p− 2| t p−22 √n.
Hence, we have that∣∣∣∣dsi(t)dt
∣∣∣∣ ≤ |p− 2|√n ·
{
1 if |si(t)| ≤ t ,
(p− 1)− 12 (t/|si(t)|)
p−2
2 else.
Simplifying and combining both case, we have the result.
Equipped with the above lemma we can now move to the proof of Lemma 1.
Proof of Lemma 1. We start by showing that s((1− h)t) ∈ Ns(t)(γ). First Lemma 7 gives∣∣∣∣dsi(t)p/2dt
∣∣∣∣ ≤ p3p− 1√nt p−22 . (5)
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Thus we have: ∣∣si(t)p/2 − si((1− h)t)p/2∣∣ ≤ ∫ t
(1−h)t
∣∣∣∣dsi(t′)p/2dt′
∣∣∣∣ dt′
≤ p
3
p− 1
√
nt
p−2
2 · ht = p
3
p− 1
√
nt
p
2h
This shows that s((1− h)t) ∈ Ns(t)(γ).
Next we need to argue about the range of f ′′(1−h)t(si) for s
′ ∈ Ns(t)(γ). First note that
min(1, p−1)pmax(((1−h)t)p/2, |s′i|p/2)2−4/p ≤ f ′′(1−h)t(s′i) ≤ max(1, p−1)pmax(((1−h)t)p/2, |s′i|p/2)2−4/p .
Using h = 1
2p
, we have
αi ≤ f ′′(1−h)t(s′i) ≤ βi ,
where ξ = sign(p− 2) and
αi :=
p− 1
2
max(tp/2, |si(t)|p/2 − ξγ)2−4/p ,
βi := p
2max(tp/2, |si(t)|p/2 + ξγ)2−4/p .
Noting that for any a > 0, b ≥ 0 one has max(a,b+γ)
max(a,b−γ) ≤ a+2γa we get
βi
αi
≤ 2p
2
p− 1
(
tp/2 + 2γ
tp/2
)|2−4/p|
,
which concludes the proof of Lemma 1.
3 Input sparsity algorithm
In this section we replace AGD in our homotopy method by mini-batch Katyusha, Allen-Zhu
[2017]. This is the current fastest algorithm for minimizing convex functions of the form
∑
i fi(x).
To just obtain an input-sparsity time algorithm, there are many other options such as Lin et al.
[2014], Johnson and Zhang [2013], Lin et al. [2015], Frostig et al. [2015]. The key benefit of these
algorithms is that its runtime has smaller dependence on n compared to AGD.
Lemma 8 (Theorem 5.2 in Allen-Zhu [2017]) For i ∈ [n] let Fi be a Li smooth convex function
on Rd, and let F =
∑
i∈[n] Fi. Suppose that F is σ strongly convex and L smooth. Given an initial
point x0, an error parameter 0 < ε <
1
2
, and a batch-size b, the mini-batch Katyusha algorithm
outputs x such that
EF (x)−min
x
F (x) ≤ ε(F (x0)−min
x
F (x))
in O(n
b
+
√
L
σ
+ 1
b
√
n·∑Li
σ
) log(1
ε
) iterations. Each iteration involves computing
∑
i∈S∇Fi(x)
where S is a set of b numbers in [n] chosen at random with replacement.
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Remark 2 Instead of strongly convex in Rn, it suffices to have a subspace H such that F is σ-
strongly convex on H⊥ and that Fi is constant on the subspace H , namely, Fi(x+ y) = Fi(x) for
all x ∈ Rd, y ∈ H and i ∈ [n].
In our case, we use Fi(y) = c · P ′′t y + f˜t,i(ai · P ′′t y − bi) where P ′′t is a new preconditioner to be
defined. We cannot use Pt or P
′
t because they are too costly for input sparsity time algorithms.
Lemma 9 Define P ′′t = (A
⊤WtA)†A⊤
√
Wt where A
⊤WtA is a spectral sparsifier of A⊤DtA,
namely,Wt is a diagonal matrix with O(d) non-zeros such that
1
2
A⊤DtA  A⊤WtA  2A⊤DtA.
Let Fi(y) = c · P ′′t y + f˜t,i(ai · P ′′t y − bi). Then, each iteration of mini-batch Katyusha on
∑
i Fi
takes O˜(nnz(A) b
n
+ d2) expected time plus a O˜(nnz(A) + dω) preprocessing time
Proof The diagonalWt can be find in O˜(nnz(A) + d
ω) time Lee and Sun [2017]. To get a slightly
denser diagonal, one can use Cohen et al. [2015], Spielman and Srivastava [2011], Drineas et al.
[2006] instead. Also, we can precompute (A⊤WtA)† and store it as a dense matrix in each phase.
This takes O(dω) time.
To compute ∑
i∈S
∇Fi(x) = |S|P ′′⊤t c+ P ′′t
∑
i∈S
f˜ ′t,i(ai · P ′′t y − bi)ai,
we can compute P ′′⊤t c and P
′′
t y first. Since we have already computed (A
⊤WtA)†, it only takes
O(d2) to compute both P ′′⊤t c and P
′′
t y. Then, we can compute the rest in time linear to the total
number of non-zeros in ai for i ∈ S plus another O(d2) time multiplication by P ′′t . Since S is a
random set of size b, the total non-zeros is O(nnz(A) b
n
) in expectation. Therefore, it takes in total
O(nnz(A)
b
n
+ d2)
time.
Now, it remains to bound the smoothness of Fi.
Lemma 10 Using the same notation as Lemma 9, we have that L = Op(n
|1−2/p|), σ = Ω(1) and∑
i∈[n] Li = Op(n
|1−2/p|d).
Proof The bound on L and σ follows from Lemma 3. For the bound on Li, we note that f˜
′′
t,i ≤
κDt,ii using Lemma 1. Therefore, we have
∇2Fi(y)  κDt,ii · (P ′′t )⊤aiaTi (P ′′t )  κDt,ii · a⊤i P ′′t (P ′′t )⊤ai · I
For the last term, using the definition of P ′′t and the fact that A
⊤WtA is a spectral sparsifier of
A⊤DtA, we have that
a⊤i P
′′
t (P
′′
t )
⊤ai = a⊤i (A
⊤WtA)†A⊤WtA(A⊤WtA)†ai = a⊤i (A
⊤WtA)†ai ≤ 2a⊤i (A⊤DtA)†ai
10
Therefore, we have that
Li ≤ 2κ(
√
DtA(A
⊤DtA)†A⊤
√
Dt)ii.
Since
√
DtA(A
⊤DtA)†A⊤
√
Dt is a projection matrix with rank d, we have that∑
i
(
√
DtA(A
⊤DtA)†A⊤
√
Dt)ii = d.
This gives the result.
Now, we can use Lemma 9 and Lemma 10 in Lemma 8 and get the following result:
Theorem 2 We can find x such that
c · x+ ‖Ax− b‖pp ≤ minx c · x+ ‖Ax− b‖
p
p + ε.
in time
O˜p
[
(nnz(A)
(
1 + n| 12− 1p |
√
d
n
)
+ n| 12− 1p |d2 + dω) log
(
tp0
ε
)]
where t0 = max((2c
⊤(A⊤A)†c)
1
p−1 , 2‖b‖2). Writing it in the input sparsity form, we have
O˜p
[
(nnz(A) + d
1
2
max(p, p
p−1
)+1 + dω) log
(
tp0
ε
)]
.
Proof As we argued in Theorem 1, it suffices to solve it up toOp(1/n
O(1)) accuracy in each phase.
Using Lemma 10 into Lemma 8, we have that Katyusha takes
O˜p
(
n
b
+
√
κ+
1
b
√
nκd
)
iterations. Now using Lemma 9, we know that the total time is
O˜p
[(
n
b
+
√
κ+
1
b
√
nκd
)(
Z
b
n
+ d2
)
+ dω
]
= O˜p
[
Z
(
(1 +
√
κd
n
)
+ dω + d2
√
κ+
d2
√
n
b
√
κd+ n+ Z
√
κ
b
n
]
.
where Z = nnz(A) is the total number of non-zeros in A. We now choose b to optimize the term
d2
√
n
b
√
κd+ n+ Z
√
κ
b
n
. (6)
If κd ≥ n, then we choose b =
⌈√
n
3
2 d
5
2
Z
⌉
and we find that (6) is equal to (up to factor 2)
√
Zd5/4n−1/4 which is always smaller than Z
√
κd
n
+ d2. If κd ≤ n, then we choose b =
⌈√
n2d2
Z
√
κ
⌉
11
and we find that (6) is equal to (up to factor 2)
√
Zdκ−1/4 which is also always smaller than
Z
√
κd
n
+ d2. Combining both cases, we have that the cost per phase is
O˜p
[
Z
(
1 +
√
κd
n
)
+
√
κd2 + dω
]
.
By Theorem 1, we know that the number of phase is O(1) · log(np
ε
tp0). This gives the first result.
To write the running time in input sparsity, we note that κd ≥ n implies
n ≤
{
Op(d
p
2 ) if p ≥ 2
Op(d
1
2− 2p ) if p ≤ 2
.
For p ≥ 2, we have that
O˜p
[
Z(1 +
√
κd
n
)
]
= O˜p
[
Z + nd
√
κd
n
]
= O˜p
[
Z + d
p
2
+1
]
.
Also, we note that
√
κd2 ≤ Op(n
1
2
− 1
pd2) ≤ Op(n+ (d2)
1
1
2+
1
p ) = Op(n + d
4
1+ 2p ).
Combining both terms, we have
O˜p
[
Z(1 +
√
κd
n
) +
√
κd2 + dω
]
= O˜p
[
Z + d
p
2
+1 + d
4
1+ 2p + dω
]
= O˜p
[
Z + d
p
2
+1 + dω
]
.
Similarly, for p ≤ 2, the total running time is
O˜p
[
Z(1 +
√
κd
n
) +
√
κd2 + dω
]
= O˜p
[
Z + d
p
2(p−1)
+1 + dω
]
.
4 Self-concordance lower bound for ℓnp balls
We first recall the definition, introduced in Nesterov and Nemirovski [1994], of a self-concordant
barrier.
Definition 3 A function Φ : int(K)→ R is a barrier for K if
Φ(x) −−−→
x→∂K
+∞ .
A C3-smooth convex function Φ : int(K)→ R is self-concordant if for all x ∈ int(K), h ∈ Rn,
∇3Φ(x)[h, h, h] ≤ 2(∇2Φ(x)[h, h])3/2 . (7)
Furthermore it is ν-self-concordant if in addition for all x ∈ int(K), h ∈ Rn,
∇Φ(x)[h] ≤
√
ν · ∇2Φ(x)[h, h] . (8)
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We also recall that for any convex body in Rn there exists a self-concordant barrier with self-
concordance parameter ν = O(n). Furthermore, for ℓnp balls, Nesterov and Nemirovski [1994],
Xue and Ye [1999] and Section 2.g in Alizadeh and Goldfarb [2003] showed that there even exists
a computationally efficient barrier with such self-concordance parameter. Our main theorem in this
section is to show that the latter result is essentially unimprovable:
Theorem 3 Let Φ be a ν-self-concordant barrier on the unit ball of ℓnp , p > 2. Assume that Φ is
symmetric in the sense that
Φ(x1, . . . , xn) = Φ(|x1|, . . . , |xn|) .
Then one has ν ≥ n
(O(p) log(n))
p
p−2
.
Remark 3 Let q be the conjugate of p. Since we can construct a O(ν)-self-concordant barrier
function for ℓnq using the barrier for ℓp (see Thm 2.4.4 and Prop 5.1.4 in Nesterov and Nemirovski
[1994]), we also have an almost linear lower bound for the case p < 2.
We conjecture that the result holds without the symmetry assumption on Φ. In fact there may
even be a deeper reason why the “optimal” self-concordant barrier for a “symmetric” body should
be “symmetric”, but we are not aware of any existing such result. At the moment without the
symmetry assumption we can prove a Ω˜(n1/3) lower bound.
Let us now recall some general properties of self-concordant barriers.
Theorem 4 (Prop 2.3.2 in Nesterov and Nemirovski [1994], Sec 2.2 in Nemirovski [2004]) Let
Φ be ν-self-concordant barrier for K. The following holds true.
1. For any x, y ∈ int(K),
Φ(y)− Φ(x) ≤ ν log
(
1
1− πx(y)
)
,
where πx(y) is the Minkowski gauge, i.e., πx(y) = inf{t > 0 : x+ 1t (y − x) ∈ K}.
2. For any x ∈ int(K) and h such that ‖h‖x ≤ 1/2,
DΦ(x+ h, x) ≤ ‖h‖2x .
3. For any x ∈ int(K) and h such that ‖h‖x ≤ 1/2,
DΦ(x+ h, x) ≥ 1
4
‖h‖2x .
4. For x ∈ int(K) and r > 0 letWr(x) = {x + h : ‖h‖x < r} be the Dikin ellipse of radius r
at x. Then one always hasW1(x) ⊂ K.
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Before moving to the proof of Theorem 3 we make a few observations. An important property
of self-concordant barriers not listed above is that they give a O(ν) rounding of the body in the
sense that at the center x∗ = argminx Φ(x) one has W1(x
∗) ⊂ K ⊂ WO(ν)(x∗) (See Theorem
4.2.6 in Nesterov [2004]). This directly implies that for the unit ball of ℓnp one must have ν =
Ω(n1/2−1/p). In fact the following simple random walk argument improves this trivial bound to
ν = Ω(n1−2/p). First note that thanks to Theorem 4.1 it suffices to find x with say ‖x‖p = 1/2
and with Φ(x) − Φ(0) = Ω(n1−2/p). Next let X0 = 0, and Xi = Xi−1 + 12n1/p ξiei with (ξi)i∈[n]
i.i.d. Rademacher random variables (notice that ‖Xn‖p = 1/2). Then (using Theorem 4.3 for the
inequality):
EΦ(Xn)− Φ(0) = E
n∑
i=1
(Φ(Xi)− Φ(Xi−1)) = E
n∑
i=1
DΦ(Xi, Xi−1)
≥ E
n∑
i=1
min{1
4
‖Xi −Xi−1‖2Xi−1 ,
1
16
}
= E
n∑
i=1
min{ 1
16n2/p
‖ei‖2Xi−1 ,
1
16
} .
Crucially we now observe that Theorem 4.4 shows that ‖ei‖Xi−1 ≥ 1 (sinceXi−1+ ei is outside of
the ℓnp unit ball), which concludes the proof of the following lemma.
Lemma 11 Let Φ be a ν-self-concordant barrier on the unit ball of ℓnp , p > 2. One has ν =
Ω(n1−2/p).
From a high level point of view, one can hope to improve the above argument using that the
Hessian atXi−1 should intuitively increase with i, meaning that ‖ei‖Xi−1 could be potentially much
bigger than 1. We formalize this idea in the following proof of Theorem 3.
Proof of Theorem 3. Fix ε = 1
2n1/p
and let (Xi)i∈{0,...,n} be defined as above (observe that by the
symmetry assumption Φ(Xi) is in fact a non-random quantity) and recall that we proved
Φ(Xi)− Φ(X0) ≥ Φ(Xi−1)− Φ(X0) + min{ε
2
4
‖ei‖2Xi−1 ,
1
16
} . (9)
We denote by νi,n the infimum of Φ(Xi) − Φ(X0) over all self-concordant barriers Φ on the unit
ball of ℓnp . Note that νi,n is increasing with respect to both indices i and n. We now consider two
cases, depending on whether ‖ei‖Xi−1 is larger than c/ε or not, where c ∈ (0, 1) will be fixed later.
If it is larger then we will simply use (9), so let us assume that it is smaller. Then we know that
(using Theorem 4.3)
Φ
(
Xi−1 +
ε
2c
ei
)
− Φ(Xi−1) ≤ ε
2
4c2
‖ei‖2Xi−1 ,
and in particular multiplying this equation by c2 and using (9) (as well as Φ(Xi−1) ≤ Φ(Xi)) we
get
(1 + c2)Φ(Xi) ≥ Φ(Xi−1) + ε
2
4
‖ei‖2Xi−1 + c2Φ(Xi−1)
≥ Φ(Xi−1) + c2Φ
(
Xi−1 +
ε
2c
ei
)
.
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Let us now consider the function ψ : e⊥i → R defined by ψ(z) = Φ
(
z + ε
2c
ei
)
. Clearly ψ is a
symmetric self-concordant barrier on an ℓn−1p ball of radius R := (1 − (ε/2c)p)1/p, and thus by
convexity of ψ and the definition of νi,n,
R(ψ(Xi−1)− ψ(0)) ≥ ψ(RXi−1)− ψ(0) ≥ νi−1,n−1 .
Finally putting the above together with ψ(0) ≥ Φ(X0) and 1/R ≥
(
1 +
(
ε
2c
)p)1/p ≥ 1 + 1
2p
(
ε
2c
)p
we proved that either
Φ(Xi)− Φ(X0) ≥ Φ(Xi−1)− Φ(X0) + c
2
4
.
or
Φ(Xi)− Φ(X0) ≥ 1
1 + c2
(Φ(Xi−1)− Φ(X0)) + c
2
1 + c2
(
1 +
1
2p
( ε
2c
)p)
νi−1,n−1 .
In particular we showed that, for i = n, with νn := νn,n,
νn ≥ νn−1 +min
(
c2
4
,
c2
1 + c2
1
2p
( ε
2c
)p
νn−1
)
,
which implies in particular (by simply checking when the minimum in the above equation is at-
tained at the first term)
νn ≥ min
(
(1 + c2)p
2
(
2c
ε
)p
,
(
1 +
c2
1 + c2
1
2p
( ε
2c
)p)
νn−1
)
,
which means by induction (since ν1 ≥ ε2/4 by (9) and ‖e1‖X0 ≥ 1)
νn ≥ min
(
(1 + c2)p
2
(
2c
ε
)p
,
(
1 +
c2
1 + c2
1
2p
( ε
2c
)p)n−1 ε2
4
)
.
Taking c = Θ
(
(Θ(p) log(n))
−1
p−2
)
concludes the proof with trivial calculations.
Theorem 5 Let Φ be a ν-self-concordant barrier on the unit ball of ℓnp , p > 2. Then one has
ν ≥ n1/p
(O(p) log(n))
p
p−2
. Combining with Lemma 11, we have that ν = Ω
(
n1/3
log(n)
)
.
Proof The proof for the asymmetric case is essentially the same as the symmetric case. Again, let
ε = 1
2n1/p
and let Xi be the random process defined previously. However, we note that Φ(Xi) is
now a random variable, unlike in the previous proof.
The main difference is that without the symmetry assumption, ‖ei‖Xi−1 depends not only on i,
but also on Xi−1. Hence, we separate the cases to ‖ei‖Xi−1 is large for some Xi−1 and ‖ei‖Xi−1 is
small for all Xi−1.
For the first case (‖ei‖Xi−1 ≤ cε for some Xi−1 and some i), we do the same calculation as (9)
and obtain
E [Φ(Xi)|Xi−1]− Φ(Xi−1) ≥ c
2
4
.
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Instead of summing the difference for each step, we simply note that πXi−1(Xi) = Ω(n
−1/p). This
gives that ν = Ω(n1/pc2).
For the second case (‖ei‖Xi−1 ≤ cε for all possible Xi−1 and i ∈ [n]), the previous proof still
holds and we get that
E [Φ(Xi)|Xi−1]− Φ(X0) ≥ 1
1 + c2
(Φ(Xi−1)− Φ(X0)) + c
2
1 + c2
(
1 +
1
2p
( ε
2c
)p)
vi−1,n−1
where vi−1,n−1 is now the infimum of EΦ(Xi)− Φ(X0) over possibly asymmetric self concordant
barriers Φ on ℓnp and the expectation is taken over all possible±ε for the first i coordinate and zero
otherwise. Since the Hessian bound holds for all Xi−1, we can repeat the argument and get that
vn,n ≥
(
1 +
c2
1 + c2
1
2p
( ε
2c
)p)
vn−1,n−1
≥
(
1 +
c2
1 + c2
1
2p
( ε
2c
)p)n−1
v1,1
≥
(
1 +
c2
1 + c2
1
2p
( ε
2c
)p)n−1 ε2
4
.
Setting c = O((Θ(p) logn)
−1
p−2 ), we have that vn,n ≥ n and that implies that ν = Ω(n).
Combining both cases, we have that ν = Ω(n1/p(Θ(p) logn)
−1
p−2 ).
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