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Ptychography has rapidly grown in the fields of X-ray and electron imaging for its unprecedented ability
to achieve nano or atomic scale resolution while simultaneously retrieving chemical or magnetic information
from a sample. A ptychographic reconstruction is achieved by means of solving a complex inverse problem
that imposes constraints both on the acquisition and on the analysis of the data, which typically precludes
real-time imaging due to computational cost involved in solving this inverse problem. In this work we propose
PtychoNN, a novel approach to solve the ptychography reconstruction problem based on deep convolutional
neural networks. We demonstrate how the proposed method can be used to predict real-space structure
and phase at each scan point solely from the corresponding far-field diffraction data. The presented results
demonstrate how PtychoNN can effectively be used on experimental data, being able to generate high quality
reconstructions of a sample up to hundreds of times faster than state-of-the-art ptychography reconstruction
solutions once trained. By surpassing the typical constraints of iterative model-based methods, we can
significantly relax the data acquisition sampling conditions and produce equally satisfactory reconstructions.
Besides drastically accelerating acquisition and analysis, this capability can enable new imaging scenarios
that were not possible before, in cases of dose sensitive, dynamic and extremely voluminous samples.
Ptychography has emerged as a versatile imaging tech-
nique that is used with both X-ray and electron sources,
in scientific fields as diverse as cell biology, materials sci-
ence or electronics. X-ray ptychography is well developed
and widely used, with multiple beamlines dedicated to it
at different synchrotron sources across the world. Com-
paratively, electron ptychography is performed at fewer
facilities but it has lead to remarkable results on a variety
of scientific scenarios, recently achieving sub-angstrom
resolution1 or nanoscale 3-D imaging2. Thanks to its
ability to characterize thick samples with exceptional
high resolution and requiring minimum sample prepa-
ration, among other features, ptychography has provided
unprecedented insight into countless material and biolog-
ical specimens. Examples include few nm imaging of in-
tegrated circuits3, high resolution imaging of algae4 and
stereocilia actin5, strain imaging of nanowires6 and semi-
conductor heterostructures with Bragg ptychography7.
Ptychographic imaging is performed by scanning a co-
herent beam across the sample while measuring the scat-
tered intensities in the far field. Subsequently, the object
is recovered by algorithmically inverting the measured co-
herent diffraction images. Successful inversion (or image
reconstruction) of ptychographic imaging data requires
the solution of a complex inverse problem, commonly
referred to as phase retrieval, which consists of recov-
ering lost phase information from measured intensities
a)Electronic mail: mcherukara@anl.gov
alone. Currently, the ptychography phase retrieval prob-
lem is solved using model-based iterative methods that
are very computationally expensive, precluding in many
cases real-time imaging8. In addition, the convergence of
these techniques can be extremely sensitive to the spe-
cific algorithm employed, and also on its parameters, such
as the initial guess of the probe and sample, which can
also perform differently depending on the characteristics
and prepossessing of a beamline. Iterative model-based
methods also require a large degree of oversampling to
successfully converge, i.e. adjacent measured scan points
need to overlap by at least 50%. Considering the over-
lapping is in 2D, this constraint can drastically limit the
area or volume of the sample that can be scanned in a
given amount of time.
Neural networks have been described as universal ap-
proximators that can represent complex and abstract
functions and relationships9. As a result, neural networks
and deep neural networks in particular have been applied
successfully to a variety of problems in computer vision,
natural language processing and autonomous control10.
Specific to the problem of image reconstruction, deep
neural networks have been used to invert magnetic res-
onance imaging (MRI) data11, coherent imaging data in
the far-field12 and holographic imaging data13.
In this letter we present PtychoNN, a deep convolu-
tional neural network that learns a direct mapping from
far-field coherent diffraction data into real-space object
structure and phase, and demonstrate its practical appli-
cation and training on x-ray ptychographic experimental
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2FIG. 1. Architecture of PtychoNN, a deep convolutional neu-
ral network that can predict real-space amplitude and phase
from input diffraction data alone.
data. Our results show that, once trained, PtychoNN
is up to hundreds of times faster than Ptycholib14, a
production-ready high performance ptychography soft-
ware. In addition, since PtychoNN learns a direct rela-
tion between diffraction data and object structure and
phase, overlap constraints are no longer required for suc-
cessful data inversion, further accelerating reconstruction
and also data acquisition by a factor of 5.
Pytchographic measurements were obtained at the X-
ray nanoprobe beamline at sector 26 of the Advanced
Photon Source. A tungsten test pattern etched with ran-
dom features was scanned by a 60 nm coherent beam
that was focused by a Fresnel zone plate. A scan of
161x161 points was acquired in steps of 30 nm which
corresponds to 50% spatial overlap. At each scan point,
coherently scattered data was acquired in the far field us-
ing a Medipix3 area detector with 55µm pixel size at 900
cm downstream of the sample. Real-space images of am-
plitude and phase were subsequently recovered from the
coherently scattered data using 400 iterations of ePIE as
implemented in the Ptycholib package.
Figure 1 shows the structure of PtychoNN, a deep con-
volutional network that takes as input the raw X-ray
scattering data and outputs both structure and phase.
The neural network architecture consists of 3 parts, an
encoder arm that learns a representation (encoding) in
feature space of the input X-ray scattering data and 2
decoder arms that learn to map from the underlying man-
ifold of the input data to real-space amplitude and phase,
respectively. The encoder arm consists of convolutional
and max pooling layers, and is designed to learn represen-
tations of the data at different hierarchical levels. Con-
versely, the decoder arms contain convolutional and up-
sampling layers that are designed to generate real-space
amplitude and phase from the feature representation of
the data provided by the encoder arm.
To train the network, we use the reconstruction ob-
tained through iterative phase retrieval from the first 100
lines of the scan (see supplementary Figure 1). Hence,
the training set consists of 16,100 triplets of raw X-
ray scattering data, real-space amplitude and real-space
phase. The training data is split 90-10 into training
and validation, and the weights of the network are up-
dated to minimize per-pixel mean absolute error (MAE).
Weight updates are made using adaptive moment esti-
mation (ADAM) with a starting learning rate of 0.00115.
The learning rate is halved whenever training perfor-
mance plateaus, i.e. when validation loss does not de-
crease over 5 training epochs. Each epoch represents one
entire pass over the training data. Training continues for
several epochs until a minimum was observed in the val-
idation loss. Once trained, we evaluate the performance
of the network on the remaining portion of the scan, i.e.
on the last 61 lines of the scan (see supplementary Figure
1).
Figure 2 shows single-shot examples of the perfor-
mance of PtychoNN on data from the second portion
of the experimental scan, i.e. data that the network
did not see during its training. The figure shows the
original diffraction data, as well as the reconstructions
achieved by ePIE and PtychoNN, over a 640 nm field of
view dataset. The results demonstrate how PtychoNN
is able to accurately predict real-space amplitude and
phase from input X-ray diffraction data alone. We also
note that even though the full width half max (FWHM)
of the beam is ∼60 nm, PtychoNN can accurately re-
produce a 640 nm field of view from a single diffraction
data point. This is a result of PtychoNN’s ability to take
advantage of information contained in the tails of the
beam which extends several hundred nm (supplementary
Figure 2). To recover the entire test scan, we average
PtychoNN’s predictions from each scan point (which are
spaced 30 nm apart). Figure 3 shows PtychoNN’s aver-
age predictions of amplitude and phase over the entire
test area (1.8µm×1.8µm), as well as the respective re-
construction using ePIE. The results demonstrate how
PtychoNN’s predictions are remarkably accurate when
compared to those obtained by ePIE, while also being
∼300 times faster.
It is important to note that PtychoNN learns a direct
mapping from reciprocal space data to real-space ampli-
tude and phase without benefiting at all from the 50%
overlap condition, so we can now explore the possibility
of PtychoNN being able to invert sparse-sampled Pytcho-
graphic data. Figure 4 shows a comparison of the perfor-
mance of PtychoNN and iterative phase retrieval for dif-
ferent sampling conditions. The results show how, when
using a 30 nm step size, the necessary overlap condition
for a standard ptychographic reconstruction is satisfied
and ePIE is able to successfully retrieve accurate am-
plitude and phase information from the diffraction data.
However, if we attempt to perform iterative phase re-
trieval with data that has less than 50% overlap, we begin
to notice the presence of artifacts, first in the retrieved
3FIG. 2. Single-shot PtychoNN predictions on experimental
test data. A) Input diffraction at different scan points, B)
amplitude obtained using ePIE, C) amplitude predicted by
PtychoNN, D) phase obtained using ePIE, E) phase predicted
by PtychoNN.
FIG. 3. PtychoNN performance on experimental test data.
A and B show the amplitude and phase obtained from ePIE
and from PtychoNN, respectively.
intensity (Fig. 4 A), and then also in the phase (Fig. 4
C). In contrast, the amplitude and phase predicted by
PtychoNN remains remarkably accurate even when the
data is sub-sampled by a factor of 5 (Fig. B and D).
This capability of PtychoNN to successfully invert
drastically sparse-sampled ptychographic data can be ex-
tremely beneficial, especially when dealing with dose-
sensitive, dynamic or extremely large samples. By reduc-
ing the density of points that need to be sampled, Pty-
choNN can significantly reduce the radiation dose needed
to image at a given resolution. Similarly, while it is al-
FIG. 4. PtychoNN performance on experimental test data
under different sampling conditions. A, C show amplitude
and phase obtained using ePIE. B, D show amplitude and
phase predicted by PtychoNN.
ways desirable to minimize data acquisition time, this is
particularly vital in the case of dynamic samples in or-
der to capture transient phenomena. We note that this
sparse-sampled approach is achieved without changing
the focal condition of the optic, which is currently the
only means of switching between different fields of view.
Finally, we turn our attention to the question of how
much training data is needed in order to obtain reason-
ably accurate results. Typically, training of deep convolu-
tional neural networks often requires millions of training
examples and enormous computational resources, leading
to days or weeks of training16. In the results presented
so far, we used 16,000 training examples to train the net-
work; below we evaluate the performance of PtychoNN
when less training data is available. Fig. 5 shows the
performance of PtychoNN when trained on progressively
fewer training examples, from left to right. The results
show how PtychoNN can generate reasonable predictions
when trained on as few as 800 training samples. Train-
ing on this small set was achieved in less than a minute
on a single NVIDIA V100 GPU. The robustness of the
network even when employing very reduced training sets
potentially allows us to train PtychoNN on-the-fly, even
on limited computational resources. Once trained, Pty-
choNN only takes ∼1 ms to make a prediction of the
amplitude and phase from the diffraction data at each
scan point.
To the best of our knowledge, this work presents the
4FIG. 5. Effect of training data size on performance. A amplitude and B phase using ePIE and PtychoNN, respectively. Images
from left to right show performance of PtychoNN when trained on progressively fewer training samples.
first end-to-end machine learning solution based on con-
volutional deep neural networks to solve the ptychogra-
phy phase retrieval problem on experimental data. We
note that a similar approach has been demonstrated on
simulated ptychographic data under the assumption of a
known probe function17. Our experimental results report
that PtychoNN is up to 300 times faster than Ptycholib,
a high performance GPU-accelerated iterative phase re-
trieval solution, with the additional benefit that it can be
trained and deployed on minimal computing resources on
the edge. In addition to remarkably faster experimental
feedback, PtychoNN’s ability to recover accurate real-
space images from sub-sampled Ptychographic data has
the potential to revolutionize ptychography dose sensi-
tive, dynamic and extremely voluminous samples.
We believe the results in this letter have widespread
ramifications for both x-ray and electron Ptychographic
imaging experiments especially in the light of increased
data rates associated with faster detectors and brighter
sources18,19. Coherent imaging techniques, including
ptychography, are the primary driver for several major
upgrades to synchrotron sources across the world, includ-
ing the Advanced Photon Source Upgrade (APS-U), the
European Synchrotron Research Facility Extremely Bril-
liant Source (ESRF-EBS) and PETRA-III. Further de-
velopment on deep learning methods for data inversion
such as PtychoNN will be fundamental to make maxi-
mum use of these vast infrastructure upgrades and keep
pace with the forthcoming computational challenges.
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