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Abstract
We consider gauge models in the causal approach and study the third order of the per-
turbation theory. We are interested in the computation of the anomalies in this order of
the perturbation theory and for this purpose we analyse in detail the causal splitting of
the distributions with causal support relevant to tree and loop anomalies.
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1 Introduction
The most natural way to arrive at the Bogoliubov axioms of perturbative quantum field theory
(pQFT) is by analogy with non-relativistic quantum mechanics [8], [15]. Suppose that we have
a time-dependent interaction potential V . Then one goes to the interaction picture and the
time evolution is governed by the evolution equation:
d
dt
U(t, s) = −iVint(t)U(t, s); U(s, s) = I. (1.1)
This equation can be solved in some cases by a perturbative method, namely the series
U(t, s) ≡
∑ (−i)n
n!
∫
Rn
dt1 · · ·dtnT (t1, . . . , tn) (1.2)
makes sense. The operators Tn(t1, . . . , tn) are called chronological products; n is called the order
of the perturbation theory. They verify the following properties:
• Initial condition
T1(t) = Vint(t) (1.3)
• Symmetry
Tn(tπ(1), . . . , tπ(n)) = Tn(t1, . . . , tn) (1.4)
for all permutations π of {1, . . . , n}.
• Causality
Tn(t1, . . . , tn) = Tm(t1, . . . , tm) Tn−m(tm+1, . . . , tn),
for tj > tk, j = 1, . . . , m; k = m+ 1, . . . , n. (1.5)
• Unitary
U(t, s)† U(t, s) = I (1.6)
In terms of the chronological products, define the anti-chronological products as follows:
because of the symmetry property we can write T (I) = T (i1, . . . , ik) for I = {i1, . . . , ik}.
Then the anti-chronological products are
(−1)n T¯n(t1, . . . , tn) =
n∑
m=1
(−1)m
∑
I1,...,Im∈part(I)
TI1 · · ·TIm (1.7)
where I1, . . . , Im is a partition of I. The the unitarity axiom is equivalent to
T¯n(t1, . . . , tn) = Tn(t1, . . . , tn)
† (1.8)
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• Invariance properties
If the interaction potential is translation invariant then we have
Tn(t1 + τ, . . . , tn + τ) = Tn(t1, . . . , tn), ∀τ ∈ R (1.9)
We can write an explicit formula
Tn(t1, . . . , tn) =
∑
θ(tπ(1) − tπ(2)) · · · θ(tπ(n−1) − tπ(n)) Vint(t1) · · · Vint(tn) (1.10)
The purpose is to generalize this idea in the relativistic context especially the causality
property. Essentially we try to substitute t ∈ R by a Minkowski variable x ∈ R4. The chrono-
logical operators will be some operators T (x1, . . . , xn) and all the preceding axioms can be easily
generalized: the symmetry and the unitarity axioms remain unchanged and for the invariance
axiom we have to substitute the translation group with Poincare´ group. The causally axiom
is more subtle. We have to replace temporal succession t1 > t2 by causal succession x1 ≻ x2
which means that x1 should not be in the past causal shadow of x2 i.e. x2 ∩ (x1 + V¯ +) = ∅. In
formulas: if xi ≻ xj , ∀i ≤ k, j ≥ k + 1 then we have:
T (x1, . . . , xn) = T (x1, . . . , xk) T (xk+1, . . . , xn). (1.11)
From here it follows that the “initial condition” T (x) should satisfy
[T (x), T (y)] = 0, (x− y)2 < 0 (1.12)
where for the Minkowski product we use the convention 1,−1,−1,−1. It is surprisingly difficult
to obtain solutions of the preceding equation. The relevant solution for pQFT are in fact some
distribution-valued operators, called Wick monomials. They can be associated to free fields (or
generalized free fields) and act in some Hilbert space of the Fock type. This is in accord with
our intuition that in pQFT we should be able to describe scattering processes with creation and
annihilation of particles. However, in this case the formula (1.10) makes no sense. It involves
an illegal operation: the multiplication of distributions. It is better to try to solve directly the
axioms of pQFT in an recursive way.
So we start from Bogoliubov axioms [1], [7] as presented in [5]; for every set of Wick poly-
nomials A1(x1), . . . , An(xn) acting in some Fock space H one associates the operator-valued
distributions TA1,...,An(x1, . . . , xn) called chronological products; it will be convenient to use an-
other notation: T (A1(x1), . . . , An(xn)). The expression T (x1, . . . , xn) corresponds to the choice
A1 = · · ·An = T and the generalization to the case of distinct A1, · · · , An is possible because
the symmetry axioms suggests that a sort of polarization formula is possible.
The axioms for the chronological products remain unchanged, only the symmetry axiom
should be replaced by skew-symmetry in all arguments: for arbitrary A1(x1), . . . , An(xn) we
should have
T (. . . , Ai(xi), Ai+1(xi+1), . . . , ) = (−1)fifi+1T (. . . , Ai+1(xi+1), Ai(xi), . . .) (1.13)
where fi is the number of Fermi fields appearing in the Wick monomial Ai.
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Even in the simplest case when the Fock space is generated by a real scalar field φ(x)
and the interaction Lagrangian is a Wick monomial T (x) =: Φ4(x) : the construction of the
chronological products is a surprisingly difficult problem.
There are, at least to our knowledge, tree rigorous ways to do that; for completeness we
remind them following [14]:
(a) Hepp axioms [15]: one rewrites Bogoliubov axioms in terms of vacuum averages of
chronological products < Ω, TA1,...,An(x1, . . . , xn)Ω > (more precisely the contributions asso-
ciated to various Feynman graph). One needs a regularization procedure for the Feynman
amplitudes. Moreover, one proves that the renormalized Feynman amplitudes can be obtained
from the formal Feynman rules if one adds appropriate counterterms in the interaction La-
grangian.
(b) Polchinski flow equations [18], [20]: one considers an ultra-violet cut-off Λ for the Feyn-
man amplitudes and establishes some differential equations (in this parameter) for these am-
plitudes. The equations have such a structure that one can obtain the Feynman amplitudes
by some recursive procedure and integration of these differential equations. The computations
are usually done in the Euclidean framework and is less obvious that the end result will verify
Bogoliubov axioms.
(c) The causal approach due to Epstein and Glaser [7], [8]: is a recursive procedure for
the basic objects T (A1(x1), . . . , An(xn)) and reduces the induction procedure to a distribution
splitting of some distributions with causal support. In an equivalent way, one can reduce the
induction procedure to the process of extension of distributions [19]. An equivalent point of
view uses retarded products [24] instead of chronological products. The causal method is by
far the most elementary, so we expect that this will stay true for more complicated models like
gauge models.
In fact, a basic problem is the choice of the Fock space. Generally, we should consider some
elementary particle described by some projective unitarity, irreducible representation of the
Poincare´ group, construct the associated Fock space (taking into account the spin-statistics the-
orem) and build free fields as combinations of the creation and annihilation operators. Because
the irreducible representation of the Poincare´ group are unique, up to an unitary transforma-
tion, one would expect that the construction of the associated pQFT is also essentially unique.
However, this is not so obvious. For instance, the scalar particles are usually described by a
scalar function Φ : R4 → C verifying Klein-Gordon equation. But they can also be described
by a skew-symmetric tensor t : R4 → C4⊗C4 verifying Dirac equation in both entries [25], pg.
360. It is not obvious that if we work in this representation for the scalar field we will obtain
the same results as above. So it is a bit of art to choose a “nice” concrete representation of
the Hilbert space of an elementary particle. This task is more difficult for gauge theories which
describe particles of higher spin. If we describe a particle of spin 1 by a vector field and try to
consider only the physical degrees of freedom (three for the massive case and only two for the
massless case) we end up with non-renormalizable theories.
However, one can save renormalizablility using ghost fields. There are two ways to do that:
(A) In BRST approach one introduces even and odd Grassmann classical fields; the odd
fields are the so-called ghost (or Faddeev-Popov) fields. Then one can try to make sense of the
formal path integral and ends up with some consistency relation - the master equation [17].
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Presumably, if a solution of this equation can be found, one would be able to construct the
chronological products with the desired properties, although a rigorous proof of this fact seems
to be missing, at least to our knowledge. A supplementary problem in the functional formalism
is that the Green functions are affected by infra-red divergences; an adiabatic limit must be
performed and as it can be seen from the paper of Epstein and Glaser, this limit is not easy to
perform.
(A’) A variant of the preceding idea is the use of the Zinn-Justin relation [26].
(B) The causal approach of Scharf and collaborators [21], [22]. In this approach one makes
sense of the ghost fields as well defined fields in some mathematical Fock space with physical
and non-physical states. One has to select the physical states by a certain gauge condition and
the chronological products should leave invariant the set of physical states.
We remind the details: the theories are defined in a Fock space H with indefinite metric, and
one selects the physical states assuming the existence of an operatorQ called gauge charge which
verifies Q2 = 0 and such that the physical Hilbert space is by definition Hphys ≡ Ker(Q)/Im(Q).
One assigns a ghost number to every field and this gives a grading in the Hilbert space H and
in the space of Wick monomials in H. If we consider that the gauge charge has ghost number
1 then the graded commutator dQ of the gauge charge with any operator A of fixed grading
number
dQA = [Q,A] (1.14)
makes sense and is raising the ghost number by a unit. It means that dQ is a co-chain operator
in the space of Wick polynomials. From now on [·, ·] denotes the graded commutator.
A gauge theory assumes also that there exists a Wick polynomial of null ghost number T (x)
called the interaction Lagrangian such that
[Q, T ] = i∂µT
µ (1.15)
for some other Wick polynomials T µ. This relation means that the expression T leaves invariant
the physical states, at least in the adiabatic limit. Indeed, if this is true we have:
T (f) Hphys ⊂ Hphys (1.16)
up to terms which can be made as small as desired (making the test function f flatter and
flatter). In all known models one finds out that there exists a chain of Wick polynomials T I
(where I is a collection of indexes I = [ν1, . . . , νp], p = 0, 1, . . . and the brackets emphasize the
complete antisymmetry in these indexes) such that
T ≡ T ∅
ω(T I) = ω0, ∀I
gh(T I) = |I| (1.17)
and we have
dQT
I = i ∂µT
Iµ. (1.18)
It is clear that we should have T I = 0, |I| > 4 but in the Yang-Mills case we have T I =
0, |I| > 2.
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Now we can construct the chronological products
T I1,...,In(x1, . . . , xn) ≡ T (T I1(x1), . . . , T In(xn)) (1.19)
according to the recursive procedure. We say that the theory is gauge invariant in all orders of
the perturbation theory if the following set of identities generalizing (1.18):
dQT
I1,...,In = i
n∑
l=1
(−1)sl ∂
∂xµl
T I1,...,Ilµ,...,In (1.20)
are true for all n ∈ N and all I1, . . . , In. Here we have defined
sl ≡
l−1∑
j=1
|I|j. (1.21)
In particular, the case I1 = . . . = In = ∅ it is sufficient for the gauge invariance of the scattering
matrix, at least in the adiabatic limit: we have the same argument as for relation (1.16).
Such identities can be usually broken by anomalies i.e. expressions of the type AI1,...,In which
are quasi-local and might appear in the right-hand side of the relation (1.20). In a previous
paper we have emphasized the cohomological structure of this problem [11]. We consider a
cochain to be an ensemble of distribution-valued operators of the form CI1,...,In(x1, . . . , xn), n =
1, 2, · · · (usually we impose some supplementary symmetry properties) and define the derivative
operator δ according to
(δC)I1,...,In =
n∑
l=1
(−1)sl ∂
∂xµl
CI1,...,Ilµ,...,In. (1.22)
We can prove that
δ2 = 0. (1.23)
Next we define
s = dQ − iδ, s¯ = dQ + iδ (1.24)
and note that
ss¯ = s¯s = 0. (1.25)
We call relative cocycles the expressions C verifying
sC = 0 (1.26)
and a relative coboundary an expression C of the form
C = s¯B. (1.27)
The relation (1.20) is simply the cocycle condition
sT = 0. (1.28)
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This cohomological structure is similar but different from the well-known cohomology of
the BRS(T) operator [3]. Our BRST operator s is a linear operator so it make sense in a
Hilbert space; the BRS(T) operator from [3] is a non-linear operator acting on polynomials in
the classical fields and their derivatives. In fact, formally, our BRST operator is the linear part
of the usual BRS expression.
If we can prove that this relation is valid up to the order n− 1 then in order n this relation
is valid up to anomalies:
sT = A (1.29)
where the anomalies in the right hand side have the generic form
A(x1, . . . , xn) =
∑
pi(∂)δ(x1, . . . , xn) Wi(x1, . . . , xn). (1.30)
Here
δ(x1, . . . , xn) = δ(x1 − xn) · · · δ(xn−1 − xn), (1.31)
pi are polynomials in the partial derivatives and Wi are Wick polynomials. There is a bound
on the number
deg(A) ≡ suppi {deg(pi) + ω(Wi)} (1.32)
coming from the power counting theorem; here deg(p) is the degree of the polynomial p and
ω(W ) is the canonical dimension of the Wick polynomial W . We call this number the canon-
ical dimension of the anomaly. For instance if the interaction Lagrangian and the associated
expressions T I verify ω(T I) = 4 (as is the case of Yang-Mills models) then the canonical di-
mension of the anomaly is ≤ 5. The contributions corresponding to maximal degree will be
called dominant.
We note that from (1.28) it follows that the anomaly must verify a consistency relation of
the Wess-Zumino type
s¯A = 0. (1.33)
Such type of relations have intensively used to obtain the generic form of the anomalies in
the causal approach in [9].
According to our knowledge, there is no rigorous proof of the equivalence between the
functional formalism and the causal formalism which we use here.
A systematic study for the loop contributions in the third order of the perturbation theory
in the causal approach appears in [12]. In this paper we consider the Yang-Mills models up to
the third order studying all contributions: tree and loop; for the loop anomalies we present a
simplified version. The basic idea is to isolate some typical numerical distributions with causal
support appearing in the loop contributions in the second and the third order of the perturbation
theory; then we prove that some identities verified by these distributions can be causally split
without anomalies. This idea is in the spirit of the master Ward identity considered in the
literature [4], [6], but the actual proof of our identities seems to be considerably different.
In the next Section we will give a minimal account of the gauge theories in the causal
approach. Next we turn to the one-loop anomalies in the second and third order of perturbation
theory in Sections 3 and 4.
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2 General Gauge Theories
2.1 Perturbation Theory
The axioms of perturbation theory of pQFT in the Bogoliubov framework have been described
in the introduction; for more details see [13]. We only remind two supplementary axioms.
(a) Wick expansion property
It can be proved [7] that this system of axioms can be supplemented with
T (A1(x1), . . . , An(xn))
=
∑
< Ω, T (A′1(x1), . . . , A
′
n(xn))Ω > : A
′′
1(x1), . . . , A
′′
n(xn) : (2.1)
where A′i and A
′′
i are Wick submonomials of Ai such that Ai =: A
′
iA
′′
i : and appropriate signs
should be included if Fermi fields are present; here Ω is the vacuum state.
(b) Power counting bound
The order of singularity ω(d) of a distribution d(x) ∈ S ′(Rn) is defined in [7] (and slightly
differently in [24]); essentially the Fourier transform d˜(p) behaves for large momenta as |p|ω(d).
We can also include in the induction hypothesis a limitation on the order of singularity
of the vacuum averages of the chronological products associated to arbitrary Wick monomials
A1, . . . , An; explicitly:
ω(< Ω, TA1,...,An(x1, . . . , xn)Ω >) ≤
n∑
l=1
ω(Al)− 4(n− 1) (2.2)
where by ω(d) we mean the order of singularity of the (numerical) distribution d and by ω(A)
we mean the canonical dimension of the Wick monomial A. The contributions saturating the
inequality (i.e. corresponding to the equal sign) will be called dominant; they will produce
dominant anomalies.
Up to now, we have defined the chronological products only for self-adjoint Wick monomials
A1, . . . , An but we can extend the definition for arbitrary Wick polynomials by linearity.
One can modify the chronological products without destroying the basic property of causal-
ity iff one can make
T (A1(x1), . . . , An(xn))→
T (A1(x1), . . . , An(xn)) +
∑
Pj(∂)δ(x1 − xn) · · · δ(xn−1 − xn) Wj(x1, . . . , xn) (2.3)
with Pj monomials in the partial derivatives and Wj are Wick monomials. Some restrictions
are following from power counting, Lorentz covariance and unitarity.
From now on we consider that we work in the four-dimensional Minkowski space and we
have the Wick polynomials A,B, etc. such that we have
A(x) B(y) = (−1)|A||B| B(y) A(x), ∀ x ∼ y (2.4)
i.e. for x − y space-like these expressions causally commute in the graded sense. The chrono-
logical products T (A1(x1), . . . , An(xn)) are constructed according recursively using the causal
commutators.
7
The basic recursive idea of Epstein and Glaser starts from the chronological products
T (A1(x1), . . . , Am(xm)) m = 1, 2, . . .
up to order n − 1 and constructs a causal commutator in order n. For instance for n = 2 the
causal commutator according to:
D(A(x), B(y)) = A(x) B(y)− (−1)|A||B| B(y) A(x) (2.5)
and after the operation of causal splitting one can obtain the second order chronological prod-
ucts. Generalizations of this formula are available for higher orders of the perturbation theory.
In particular we have in the third order
D(A(x), B(y);C(z)) ≡ −[T¯ (A(x), B(y)), C(z)]
+(−1)|B||C|[T (A(x), C(z)), B(y)] + (−1)|A|(|B|+|C|)[T (B(y), C(z)), A(x)] (2.6)
where all commutators are understood to be graded.
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2.2 Gauge Theories
We will be interested in the following by Yang-Mills models; by this we mean the most general
interaction between particles of spin 0, 1/2 and 1. The fields of spin 1 are described using ghost
fields and a suitable gauge operator. The Hilbert space of the model is generated by quantum
free fields associated to the following types of particles:
1. Particles of null mass and helicity 1 (photons and gluons). They are described by the
vector fields vµa (with Bose statistics) and the scalar fields ua, u˜a (with Fermi statistics): a ∈ I1.
2. Particles of positive mass and spin 1 (heavy Bosons). They are described by the vector
fields vµa (with Bose statistics) and the scalar fields ua, u˜a (with Fermi statistics) and scalar
fields Φa with Bose statistics: a ∈ I2.
3. Scalar particles (the Higgs particle) Φa with Bose statistics: a ∈ I3.
4. Dirac fields ψA with Fermi statistics: A ∈ I4.
To describe completely the model we need to give the following elements:
- The 2-point functions; then we can generate the n-point functions using as a guide Wick
theorem.
- A Hermiticity structure.
All these elements can be found in preceding publications for instance [9]. One can use
the formalism described there to obtain in an unique way the expression of the interaction
Lagrangian T : it is (relatively) cohomologous to a non-trivial co-cycle of the form:
T = fabc
(
1
2
vaµ vbν F
νµ
c + ua v
µ
b ∂µu˜c
)
+f ′abc[Φa (∂
µΦb −mbvµb ) vcµ +mb Φa u˜b uc]
+
1
3!
f ′′abc Φa Φb Φc + j
µ
a vaµ + ja Φa. (2.7)
The first line give the pure Yang-Mills interaction, the second line is the vector-scalar
interaction, then comes the pure scalar interaction and the last two terms give the interaction
of the Dirac fields with the vector and resp. scalar particles mediated by the vector and scalar
currents
jµa =
∑
ǫ=±
ψtǫa ⊗ γµγǫψ ja =
∑
ǫ=±
ψsǫa ⊗ γǫψ γǫ =
1
2
(I + ǫγ5). (2.8)
Here ta = (ta)AB, sa = (sa)AB are matrices of dimension I4, (A,B ∈ I4) and we group the
Dirac fields in a vector column ψ = (ψ)A, (A ∈ I4). The expression T above is constrained by
Lorentz invariance and the bound ≤ 4 on the canonical dimension. One can also give explicit
formulas for the associated expressions T µ, T µν (see [9]).
There are some linear relations fulfilled by the coefficients from (2.7). We mention only the
fact that fabc is completely antisymmetric and that f
′
abc is antisymmetric in a, b.
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2.3 Distributions with Causal Support and Causal Splitting
We will use many times the so-called central splitting of causal distributions [22]. We remind
the reader the basic formula. Let d ∈ (S4n)′ be a distribution in the variables x1, . . . , xn from
the Minkowski space. Suppose that d has causal support i.e.
supp(d) ∈ {(x1, . . . , xn)|xj − xn ∈ V + ∪ V −, j = 1, . . . , n− 1} (2.9)
and has the order of causality ω = ω(d) ∈ N; essentially this means that the Fourier transform
d˜ of d behaves for large momenta as pω. It is a standard theorem in distribution theory that we
can split
d = a− r (2.10)
where
supp(a) ∈ {(x1, . . . , xn)|xj − xn ∈ V +, j = 1, . . . , n− 1}
supp(r) ∈ {(x1, . . . , xn)|xj − xn ∈ V −, j = 1, . . . , n− 1} (2.11)
are called the advanced and resp. retarded components of d; moreover, the splitting does not
increases the order of singularity. If ω(d) < 0 then a and r are uniquely determined; formally
we have
a(x) = θ+(x) d(x)
r(x) = θ−(x) d(x) (2.12)
where θ± are some Heaviside functions separating the two pieces of the light cone. Let us
suppose that 0 6∈ supp(d˜); then taking the Fourier transform we get for:
a˜(p) =
i
2π
∫ ∞
−∞
dt
d˜(tp)
1− t+ i0 , p ∈ V
+ ∪ V − (2.13)
and the integral is convergent. If ω(d) ≥ 0 then the integral is not convergent any more and
(as for the subtracted Cauchy formula) we have:
a˜(p) =
i
2π
∫ ∞
−∞
dt
d˜(tp)
(t− i0)ω (1− t+ i0) (2.14)
and the integral is again convergent. This is the so-called central solution of the splitting
problem. The general solution is given by adding a polynomial in p of maximal degree ω(d).
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3 Second Order Causal Distributions
In second order we have some typical distributions. We remind the fact that the Pauli-Villars
distribution is defined by
Dm(x) = D
(+)
m (x) +D
(−)
m (x) (3.1)
where
D(±)m (x) = ±
i
(2π)3
∫
dpeip·xθ(±p0)δ(p2 −m2) (3.2)
such that
D(−)(x) = −D(+)(−x). (3.3)
This distribution has causal support. In fact, it can be causally split (uniquely) into an
advanced and a retarded part:
D = Dadv −Dret (3.4)
and then we can define the Feynman propagator and anti-propagator
DF = Dret +D(+), D¯F = D(+) −Dadv. (3.5)
All these distributions have singularity order ω(D) = −2.
These distributions do appear in the tree contributions to the chronological products. One
can have anomalies due to the following fact. From the gauge invariance (1.18) we can prove
that
sD(T I(x), T J(y)) ≡
dQD(T
I(x), T J(y))− i ∂1µD(T Iµ(x), T J(y))− (−1)|I| i ∂2µD(T I(x), T Jµ(y)) = 0. (3.6)
Use must be made of the Klein-Gordon equation
(+m2) Dm(x) = 0. (3.7)
Indeed, we have to find the terms from D(T Iµ(x), T J(y)) having a factor ∂µ1D(x− y) and the
terms from D(T I(x), T Jµ(y)) having a factor ∂µ2D(x − y) and we must use the Klein-Gordon
equation from above to eliminate some terms. However, if we use the causal splitting and
replace Dm(x) → Dadv,ret,Fm (x) in the causal commutator, we are faced with the fact that the
Klein-Gordon equation cannot be causally split: we have
(+m2) DFm(x) = δ(x). (3.8)
These anomalies have been investigated in detail: see [10] and references quoted there; in this
reference we have used an alternative method, namely the off-shell analysis. The main result
is that the gauge invariance at the second-order tree level can be restored if one redefines the
chronological products T (A(x), B(y)) → T (A(x), B(y)) + δ(x − y) NA,B(x) where the Wick
polynomials NA,B(x) can be obtained from the quadri-linear terms of the classical Yang-Mills
Lagrangian with the classical fields replaced by quantum fields and afterwards Wick ordering is
applied. To be able to perform such a redefinition of the chronological products some bilinear
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relations must be obeyed by the coefficients from (2.7). We mention only the fact that: (a)
fabc should fulfill the Jacobi identity, so they are the structure constants of some Lie algebra;
(b) (f ′a)bc ≡ −f ′bca and tǫa should be representations of the Lie algebra emerging above; (c)
sǫa are tensor operators. We give below the expressions for the finite renormalizations of the
chronological products:
N∅∅ =
i
2
fabe fcde v
µ
av
ν
b vcµvdν − i f ′eab f ′ecd ΦavbµΦcvµd +
i
24
∑
a,b,c,d
gabcd ΦaΦbΦcΦd
N [µ]∅ = −i fabe fcde uavνb vcνvµd − i f ′eab f ′ecd ΦaubΦcvµd
N [µ][ν] = −i fabe fcde uavνb ucvµd
N [µν]∅ = − i
2
fabe fcde uaubv
µ
c v
ν
d
N [µν][ρ] = 0 (3.9)
where
gabcd = F{abcd}
Fabcd ≡
{
1
ma
Sbcd
(
f ′eba f
′′
ecd
)
if a ∈ I2
0 if a ∈ I1 ∪ I3
. (3.10)
For one-loop contributions in the second order we need the basic distributions
dD1,D2(x) ≡
1
2
[D
(+)
1 (x) D
(+)
2 (x)−D(−)1 (x) D(−)2 (x)] (3.11)
where Dj = Dmj which also with causal support. This expression is linear in D1 and D2. We
will also use the notation
d12 ≡ d(D1, D2) ≡ dD1,D2 (3.12)
and when no confusion about the distributions Dj = Dmj can appear, we skip all indexes
altogether. The causal split
d12 = d
adv
12 − dret12 (3.13)
is not unique because ω(d12) = 0 so we make the redefinitions
d
adv(ret)
12 (x)→ dadv(ret)12 (x) + c δ(x) (3.14)
without affecting the support properties and the order of singularity. The corresponding Feyn-
man propagators can be defined as above and will be denoted as dF12. Another way to construct
them is to define for x 6= 0 the distribution
d
(0)
12 (x) ≡
1
2
DF1 (x) D
F
2 (x) (3.15)
and to extend it to the whole domain using a standard result in distribution theory (see the
preceding Section).
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We will consider the case D1 = D2 = Dm and determine its Fourier transform; by direct
computations it can be obtained that
d˜m,m(k) ≡ 1
(2π)2
∫
dx eik·xdm,m(x) = − 1
8(2π)3
ε(k0) θ(k
2 −m2)
√
1− 4m
2
k2
. (3.16)
We also define the distributions
dµν(x) = D(+)m (x)∂
µ∂νD(+)m (x)−D(−)m (x)∂µ∂νD(−)m (x)
fµν(x) = ∂µD(+)m (x)∂
νD(+)m (x)− ∂µD(−)m (x)∂νD(−)m (x) (3.17)
Performing a Fourier transform we can obtain the formula
dµν(x) =
2
3
(
∂µ∂ν − 1
4
ηµν
)
dm,m(x)− 2m
2
3
(∂µ∂ν − ηµν)d′m,m(x) (3.18)
where we define the distribution d′m,m(x) through its Fourier transform:
d˜′m,m(k) =
1
k2
d˜m,m(k). (3.19)
This distribution also has causal support and it verifies
d′m,m = −dm,m. (3.20)
It can be proved that the central causal splitting preserves this relation. The distribution
fµν = 2Dµ1Dν2d (3.21)
is simply obtained as
fµν = ∂µ∂νdm,m − dµν . (3.22)
The dominant contribution can produce anomalies of canonical dimension 5 and the super-
renormalizable contributions can produce anomalies of canonical dimension at most 3. We
investigate the dominant anomaly.
We now consider the one-loop contributions DIJ(1)(x, y) from D
IJ(x, y) and we write for every
mass m in the game
Dm = DM + (DM −Dm) (3.23)
In this way we split DIJ(1)(x, y) into a dominant contribution D
IJ
dominant(x, y) where everywhere
Dm 7→ DM and a contribution where at least one factor Dm is replaced by the difference
Dm −DM . Because we have
ω(Dm −DM) = −4 (3.24)
the second contribution will be super-renormalizable. The dominant contribution can produce
anomalies of maximal dimension ω(A) = 5 and rest will produce anomalies with canonical
dimension ω(A) = 3.
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We now consider the dominant contribution. By direct computations we obtain
D
[µν]∅
dominant(x, y) = 0 (3.25)
D
[µ][ν]
dominant(x, y) = (∂
µ∂ν − ηµν)dM,M(x− y)g˜abua(x)ub(y) (3.26)
D
[µ]∅
dominant(x, y) = (∂
µ∂ν − ηµν)dM,M(x− y)g˜abua(x)vbν(y)
+∂νdM,M(x− y)gab[F µνa (x)ub(y)− ua(x)F µνb (y)] (3.27)
D
∅[µ]
dominant(x, y) = −D[µ]∅(1)0(y, x) (3.28)
D∅∅dominant(x, y) = (∂
µ∂ν − ηµν)dM,M(x− y)g˜abvaµ(x)vbν(y)
+∂µdM,M(x− y)gab[−F µνa (x)vbν(y) + ∂µu˜a(x)ub(y) + vaν(x)F µνb (y)− ua(x)∂µu˜b(y)]
−dM,M(x− y)gabF µνa (x)Fbµν(y)
+∂µdM,M(x− y)g(3)ab [Φa(x)∂µΦb(y)− ∂µΦa(x)Φb(y)]− 2dM,M(x− y)g(3)ab ∂µΦa(x)∂µΦb(y)
−i∂µdM,M(x− y)[Ψ¯(x)Aǫ ⊗ γµγǫΨ(y)− Ψ¯(y)Aǫ ⊗ γµγǫΨ(x)]
+dM,M(x− y)g(4)ab Φa(x)Φb(y)(3.29)
where we have defined some bilinear combinations in the constants appearing in the interaction
Lagrangian:
gab = fpqafpqb g
(1)
ab = f
′
pqaf
′
pqb g
(2)
ab =
∑
ǫ
Tr(tǫat
ǫ
b) g
(3)
ab = f
′
apqf
′
bpq
g
(4)
ab = 2
∑
ǫ
Tr(sǫas
−ǫ
b ) g˜ab ≡
1
3
(2gab + g
(1)
ab + 4g
(2)
ab ) Aǫ =
∑
a
(2tǫat
ǫ
a + s
−ǫ
a s
ǫ
a). (3.30)
It is easy to see that the substitution
dM,M(x− y)→ dFM,M(x− y) (3.31)
gives the dominant contribution to the chronological product and does not produce anomalies.
So only anomalies of lower dimension can appear.
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4 Third Order Causal Distributions
We must start from (2.6) and use the complete formula for the second order causal products.
Generically we have
T (A(x), B(y)) =: A(x)B(y) : +T(0)(A(x), B(y)) + T(1)(A(x), B(y)) + T(2)(A(x), B(y))
+δ(x− y)NA,B(x) (4.1)
where the contributions T(l), l = 0, 1, 2 are the tree, one-loop and two-loops contributions and
the last term is the finite renormalization which must be done to eliminate the anomalies coming
from the tree contributions - see (3.9). The two-loop term T(2) from (4.1) does not contribute
to the causal commutator (2.6) because it is a c-number.
We remain with two distinct types of terms in (2.6): tree and loop graphs.
4.1 Tree Graphs
The first possibility is to consider the first term from the preceding formula of the generic form
: A(x)B(y) :=
∑
: a1(x)a2(x)a3(x)b1(y)b2(y)b3(y) : (4.2)
When we commute this operator with C(z) =: c1(z)c2(z)c3(z) : we can take a contraction of a
factor a with a factor c and a contraction of a factor b with another factor c.
Another possibility comes from the second term of (4.1) with the generic form
T(0)(A(x), B(y)) =
∑
pj(∂)D
F
m(x− y) : a1(x)a2(x)b1(y)b2(y) : (4.3)
When we commute this operator with C(z) =: c1(z)c2(z)c3(z) : one possibility is to contract
one of the factors a (or one of the factors b) with a factor c.
These relevant causal distributions are:
d
(1)
D1,D2
(x, y, z) ≡ D¯F1 (x− y)D2(z − x)−D1(x− y)DF2 (z − x)
+D
(−)
1 (x− y)D(+)2 (z − x)−D(+)1 (x− y)D(−)2 (z − x)
d
(2)
D1,D2
(x, y, z) ≡ −D¯F1 (x− y)D2(y − z) +D1(x− y)DF2 (y − z)
+D
(+)
1 (x− y)D(−)2 (y − z)−D(−)1 (x− y)D(+)2 (y − z)
d
(3)
D1,D2
(x, y, z) ≡ DF1 (z − x)D2(y − z)−D1(z − x)DF2 (y − z)
+D
(−)
1 (z − x)D(+)2 (y − z)−D(+)1 (z − x)D(−)2 (y − z) (4.4)
where the dominant contribution corresponds to the choice D1 = D2 = Dm. As in the previous
section we will use the alternative notation:
d(j)(D1, D2) = d
(j)
D1,D2
. (4.5)
15
The causal support properties follow from the alternative formulas
d
(1)
D1,D2
(x, y, z) = Dret1 (x− y)Dret2 (z − x)−Dadv1 (x− y)Dadv2 (z − x)
d
(2)
D1,D2
(x, y, z) = Dret1 (y − x)Dret2 (z − y)−Dadv1 (y − x)Dadv2 (z − y)
d
(3)
D1,D2
(x, y, z) = Dret1 (z − x)Dret2 (y − z)−Dadv1 (z − x)Dadv2 (y − z). (4.6)
The order of singularity of these distributions is ω = −2. We can define associated distri-
butions if we replace D1 7→ ∂αD1, etc.
D2αd(1)D1,D2 = d
(1)
D1,∂αD2
, D3αd(1)D1,D2 = d
(1)
∂αD1,D2
,
D1αd(2)D1,D2 = d
(2)
D1,∂αD2
, D3αd(2)D1,D2 = d
(2)
∂αD1,D2
,
D3αd(3)D1,D2 = d
(3)
D1,∂αD2
, D2αd(3)D1,D2 = d
(3)
∂αD1,D2
. (4.7)
We have
∂
∂xα
d(1) = (D3α −D2α)d(1),
∂
∂yα
d(1) = −D3αd(1)
∂
∂zα
d(1) = D2αd(1)
∂
∂xα
d(2) = D3αd(2),
∂
∂yα
d(2) = (D1α −D3α)d(2)
∂
∂zα
d(2) = −D1αd(2)
∂
∂xα
d(3) = −D2αd(3),
∂
∂yα
d(3) = D1αd(3)
∂
∂zα
d(3) = (D2α −D1α)d(3). (4.8)
The causal splitting of the distributions d(j) is elementary:
d
(1)adv
D1,D2
(x, y, z) = Dret1 (x− y)Dret2 (z − x), d(1)retD1,D2(x, y, z) = Dadv1 (x− y)Dadv2 (z − x)
d
(2)adv
D1,D2
(x, y, z) = Dret1 (y − x)Dret2 (z − y), d(2)retD1,D2(x, y, z) = Dadv1 (y − x)Dadv2 (z − y)
d
(3)adv
D1,D2
(x, y, z) = Dret1 (z − x)Dret2 (y − z), d(3)retD1,D2(x, y, z) = Dadv1 (z − x)Dadv2 (y − z) (4.9)
and similar relations for the associated distributions D2αd(1)D1,D2, etc. For the the Feynman
propagators we have
d
(1)F
D1,D2
(x, y, z) = DF1 (x− y)DF2 (z − x)
d
(2)F
D1,D2
(x, y, z) = DF1 (y − x)DF2 (y − z)
d
(3)
D1,D2
(x, y, z) = DF1 (z − x)DF2 (y − z) (4.10)
and it follows that these contributions do not produce anomalies.
Another type of tree contributions comes from the last term of (4.1) i.e. the finite renor-
malizations. We have the generic form
NA,B(x) =
∑
: a1(x)a2(x)a3(x)a4(x) : (4.11)
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and when commuting with C(z) =: c1(z)c2(z)c3(z) : we can have one, two or three contractions
corresponding to tree, one-loop and two-loops contributions
TN(A(x), B(y), C(z)) = TN(0)(A(x), B(y), C(z)) + T
N
(1)(A(x), B(y), C(z))
+TN(2)(A(x), B(y), C(z)) + · · · (4.12)
where · · · are the un-contracted terms. The relevant distributions for the tree contributions are
d1(x, y, z) = δ(y − z) Dm(x− y)
d2(x, y, z) = δ(z − x) Dm(y − z)
d3(x, y, z) = δ(x− y) Dm(y − z) (4.13)
where the dominant contributions correspond to the same positive mass. These contributions
can produce anomalies by the same mechanism as for the tree contribution from the second
order of perturbation theory.
4.2 One-Loop Graphs: Triangle Type
We consider again the tree contribution given by (4.3). When we commute this operator with
C(z) =: c1(z)c2(z)c3(z) : we can contract a factor a with one of the factors c and one of the
factors b with another c; in terms of Feynman graphs it corresponds to triangle graphs. We
describe the relevant distributions with causal support.
First, we take Dj = Dmj , j = 1, 2, 3 and define
dD1,D2,D3(x, y, z) ≡ D¯F3 (x− y)[D(−)2 (z − x)D(+)1 (y − z)−D(+)2 (z − x)D(−)1 (y − z)]
+DF1 (y − z)[D(−)3 (x− y)D(+)2 (z − x)−D(+)3 (x− y)D(−)2 (z − x)]
+DF2 (z − x)[D(−)1 (y − z)D(+)3 (x− y)−D(+)1 (y − z)D(−)3 (x− y)] (4.14)
which also with causal support; indeed we have the alternative forms
dD1,D2,D3(x, y, z) = −Dret3 (x− y)[D(−)2 (z − x)D(+)1 (y − z)−D(+)2 (z − x)D(−)1 (y − z)]
+Dadv1 (y − z)[D(−)3 (x− y)D(+)2 (z − x)−D(+)3 (x− y)D(−)2 (z − x)]
+Dadv2 (z − x)[D(−)1 (y − z)D(+)3 (x− y)−D(+)1 (y − z)D(−)3 (x− y)] (4.15)
and
dD1,D2,D3(x, y, z) = −Dadv3 (x− y)[D(−)2 (z − x)D(+)1 (y − z)−D(+)2 (z − x)D(−)1 (y − z)]
+Dret1 (y − z)[D(−)3 (x− y)D(+)2 (z − x)−D(+)3 (x− y)D(−)2 (z − x)]
+Dret2 (z − x)[D(−)1 (y − z)D(+)3 (x− y)−D(+)1 (y − z)D(−)3 (x− y)] (4.16)
from which it follows that the distribution dD1,D2,D3(x, y, z) is null outside the causal cone
{(x, y, z)|x − z ∈ V +, y − z ∈ V +} ∪ {(x, y, z)|x − z ∈ V −, y − z ∈ V −}. These distributions
have the singularity order ω(dD1,D2,D3) = −2.
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As in the previous Section we use the alternative notation
d123 ≡ d(D1, D2, D3) ≡ dD1,D2,D3 (4.17)
and when there is no ambiguity about the distributions Dj we simply denote d = d123. There
are some associated distributions obtained from dD1,D2,D3(x, y, z) applying derivatives on the
factors Dj = Dmj , j = 1, 2, 3. We also denote
Dµ1dD1,D2,D3 ≡ d∂µD1,D2,D3 , Dµ2dD1,D2,D3 ≡ dD1,∂µD2,D3 , Dµ3dD1,D2,D3 ≡ dD1,D2,∂µD3, (4.18)
and so on for more derivatives ∂α distributed in an arbitrary way on the factors Dj = Dmj , j =
1, 2, 3. We note that we have:
∂
∂xµ
d = (Dµ3 −Dµ2 )d,
∂
∂yµ
d = (Dµ1 −Dµ3 )d,
∂
∂zµ
d = (Dµ2 −Dµ1 )d. (4.19)
It is known that these distributions can be causally split in such a way that the order of
singularity, translation invariance and Lorentz covariance are preserved. The same will be true
for the corresponding Feynman distributions. Because ω(d123) = −2 and ω(Dµi d123) = −1 the
corresponding advanced, retarded and Feynman distributions are unique. For more derivatives
we have some freedom of redefinition.
As in the previous Section, let us consider the case D1 = D2 = D3 = Dm, m > 0 and
study the corresponding distribution dm,m,m. We consider it as distribution in two variables
X ≡ x− z, Y ≡ y− z and we will need its Fourier transform. The computation is essentially
done in [21] and gives the following formula:
d˜m,m,m(p, q) =
1
8(2π)5
1√
N
[ǫ(p0)θ(p
2− 4m2) ln1+ ǫ(q0)θ(q2− 4m2) ln2+ ǫ(P0)θ(P 2− 4m2) ln3]
(4.20)
where
ln1 ≡ ln
(
P · q +√N(1 − 4m2/p2)
P · q −√N(1 − 4m2/p2)
)
ln2 ≡ ln
(
P · p+√N(1− 4m2/q2)
P · p−√N(1 − 4m2/q2)
)
ln3 ≡ ln
(
−p · q +√N(1− 4m2/P 2)
−p · q −√N(1 − 4m2/P 2)
)
(4.21)
with the notations P = p+ q and N ≡ (p · q)2 − p2q2. We give here and example of the use of
such a causal distribution. By direct computation we can prove
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Theorem 4.1 In the Yang-Mills sector the dominant contribution (i.e. of maximal order of
singularity) for one-loop triangle graphs is:
D
[µ],[ν],[ρ]
YM (x, y, z)(1) = i[Dµ1Dν1Dρ2 +Dρ1Dµ2Dν2 +Dµ1Dρ1Dν3
+Dν1Dµ3Dρ3 +Dν2Dρ2Dµ3 +Dµ2Dν3Dρ3
+Dν1Dρ1Dµ2 +Dν1Dµ2Dρ2 +Dν1Dρ1Dµ3
+Dρ1Dµ3Dν3 +Dµ2Dρ2Dν3 +Dρ2Dµ3Dν3
−2Dµ1Dν2Dρ3
+2(Dµ1Dρ2Dν3 +Dρ1Dν2Dµ3 +Dν1Dµ2Dρ3)
+ηµνDρ1D1 · D2 + ηµνDρ2D1 · D2 + ηµρDν1D1 · D3
+ηµρDν3D1 · D3 + ηνρDµ2D2 · D3 + ηνρDµ3D2 · D3
−(ηµνDρ3D1 · D3 + ηµνDρ3D2 · D3 + ηµρDν2D1 · D2
+ηµρDν2D2 · D3 + ηνρDµ1D1 · D2 + ηνρDµ1D1 · D3)]d(x, y, z)
f
(0)
abc ua(x) ub(y) uc(z) (4.22)
where
f
(0)
[abc] = feapfebqfcpq. (4.23)
4.3 One-Loop Graphs: One-Particle Reducible Type
Such contributions have two sources: (a) from the one-loop contribution of (4.1) of the generic
form
T (A(x), B(y))(1) =
∑
pj(∂)d
F
2 (x− y) : a(x)b(y) : (4.24)
Commuting with C(z) =: c1(z)c2(z)c3(z) : we contract the factor a (or the factor b) with one of
the factors c; (b) from (4.3) commuting with C(z) =: c1(z)c2(z)c3(z) : we contract two factors
a (or two factors b) with the factors c. These relevant causal distributions are of the type (4.4)
namely
d(j)m,m,m = d
(j)
Dm,dm,m
= d(j)(Dm, dm,m), f
(j)
m,m,m = d
(j)
dm,m,Dm
= d(j)(dm,m, Dm), j = 1, 2, 3
(4.25)
where dm,m is defined by (3.11) for equal masses m1 = m2 = m. We illustrate the use of these
distributions by the following
Theorem 4.2 In the Yang-Mills sector the dominant contribution (i.e. of maximal order of
singularity) for one-loop, one-particle reducible graphs is
D(T µ(x), T ν(y);T ρ(z))1PR = − i
3
(f
(0)
abc + f
(3)
abc + f
(4)
abc)[
Dµ2 (Dν1Dρ1 − ηνρD21)d(3)(x, y, z) ua(x)ub(x)uc(y)
+Dν1(Dµ2Dρ2 − ηµρD22)f (3)(x, y, z) ua(x)ub(y)uc(y)
+Dµ3 (Dν1Dρ1 − ηνρD21)d(2)(x, y, z) ua(x)ub(x)uc(z)
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+Dρ1(Dµ3Dν3 − ηµνD23)f (2)(x, y, z) ua(x)ub(z)uc(z)
+Dν3(Dµ2Dρ2 − ηµρD22)d(1)(x, y, z) uy(x)ub(y)uc(z)
+Dρ2(Dµ3Dν3 − ηµνD23)f (1)(x, y, z) ua(y)ub(z)uc(z)
]
(4.26)
where f
(0)
abc has been defined in the previous theorem and
f
(3)
[abc] = f
′
epaf
′
eqbf
′
pqc, f
(4)
[abc] = i T r([t
ǫ
a, t
ǫ
b]t
ǫ
c) = fabd g
(2)
cd . (4.27)
We also have loop contributions of one-particle reducible type associated to the finite renor-
malizations (the last term) from (4.1). We commute an expression of the type (4.11) with
C(z) =: c1(z)c2(z)c3(z) : and take two contractions and obtain T
N
(1)(A(x), B(y), C(z)).
The relevant causal distributions are
f1(x, y, z) = δ(y − z) dm,m(x− y)
f2(x, y, z) = δ(z − x) dm,m(y − z)
f3(x, y, z) = δ(x− y) dm,m(y − z) (4.28)
with
ω(fj) = 0. (4.29)
We consider them (as before) as distributions in two variables X ≡ x− z, Y ≡ y − z and the
Fourier transforms are:
f˜1(p, q) =
1
(2π)2
d˜m,m(p), f˜2(p, q) =
1
(2π)2
d˜m,m(q), f˜3(p, q) =
1
(2π)2
d˜m,m(P ) (4.30)
but these contributions do not produce anomalies. The same is true for the last contribution
in (4.12). We will need in the next Section the distributions:
f ′1(x, y, z) = δ(y − z) d′m,m(x− y)
f ′2(x, y, z) = δ(z − x) d′m,m(y − z)
f ′3(x, y, z) = δ(x− y) d′m,m(y − z). (4.31)
4.4 Two-Loop Graphs
The associated causal distributions are d(dm,m, Dm, Dm), d(Dm, dm,m, Dm), d(Dm, Dm, dm,m) in
the notation (4.17).
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5 Causal Splitting in the Third Order for Triangle Con-
tributions
We denote for simplicity
dµi ≡ Dµi d,
dµνij ≡ Dµi Dνj d, dij ≡ ηµν dµνij
dµνρijk ≡ Dµi DνjDρkd, dµijk ≡ ηνρdµνρijk (5.1)
and we have the following orders of singularity:
ω(dµj ) = −1, ω(dµνjk ) = 0, ω(dµνρjkl ) = 1. (5.2)
To perform the computation we need an explicit formula for the Fourier transform of these
distributions. We remind the analysis from [12]. From Lorentz covariance considerations the
Fourier transform should be of the form:
d˜µj (p, q) = −i [pµ A˜j(p, q) + qµ B˜j(p, q)] (5.3)
where the scalar functions A˜j and B˜j depend in fact only on the Lorentz invariants: p
2, q2, p · q.
It is not hard to obtain the explicit formulas
A˜3(p, q) = −q
2p · P
2N
d˜m,m,m(p, q) +
q2
N
[f˜3(p, q)− f˜2(p, q)] + p · q
N
[f˜3(p, q)− f˜1(p, q)]
B˜3(p, q) = −A˜3(q, p) (5.4)
The expression d˜µ2(p, q) can be obtained from the preceding expression d˜
µ
3(p, q) applying the
transformation
p→ −p, q → P (5.5)
and expression d˜µ1(p, q) can be obtained from the expression d˜
µ
2(p, q) applying the transformation
p→ −q, q → −p. (5.6)
Now we have the following generic form of the Fourier transform:
d˜µνjk (p, q) = −[pµpν A˜jk(p, q) + qµqν B˜jk(p, q) + pµqν C˜(1)jk (p, q) + qµpν C˜(2)jk (p, q)] + ηµν D˜jk(p, q)
(5.7)
where, as before, the scalar functions A,B,C,D depend only on the Lorentz invariants.
It is a long but straightforward computation to derive the following expressions:
A˜33(p, q) =
3q2
2N2
α(p, q) +
1
N
α2(p, q)− q
2
N
f˜3(p, q) +
m2q2
2N
d˜m,m,m(p, q)
B˜33(p, q) =
3p2
2N2
α(p, q) +
1
N
α1(p, q)− p
2
N
f˜3(p, q) +
m2p2
2N
d˜m,m,m(p, q) = A˜33(q, p)
C˜
(1)
33 (p, q) = C˜
(2)
33 (p, q) = −
3p · q
2N2
α(p, q)− 1
N
α3(p, q) +
p · q
N
f˜3(p, q)− m
2p · q
2N
d˜m,m,m(p, q) (5.8)
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where
α1(p, q) =
1
4
(p2)2 d˜m,m,m(p, q) +
1
2
(p2 − p · q) f˜2(p, q)−
(
p2 − 1
2
p · q
)
f˜3(p, q)
α2(p, q) =
1
4
(q2)2 d˜m,m,m(p, q) +
1
2
(q2 − p · q) f˜1(p, q)−
(
q2 − 1
2
p · q
)
f˜3(p, q)
α3(p, q) = −1
4
p2q2 d˜m,m,m(p, q)− 1
2
p2 f˜1(p, q)− 1
2
q2 f˜2(p, q)
+
1
2
(p2 + q2 − p · q) f˜3(p, q) (5.9)
and
α(p, q) = q2 α1(p, q) + p
2 α2(p, q)− 2p · q α3(p, q). (5.10)
The expression d˜µ22(p, q) can be obtained from the preceding expression d˜
µ
33(p, q) applying
the transformation (5.5) and expression d˜µ11(p, q) can be obtained from the expression d˜
µ
22(p, q)
applying the transformation (5.6).
In the same way we have
D˜12(p, q) = − 1
2N
[q2β1(p, q) + p
2β2(p, q)] +
p · q
2N
[β3(p, q) + β4(p, q)]− 1
2
β5(p, q) (5.11)
and
A˜12(p, q) = − 1
N
[3q2D˜12(p, q) + q
2β5(p, q)− β2(p, q)]
B˜12(p, q) = − 1
N
[3p2D˜12(p, q) + p
2β5(p, q)− β1(p, q)]
C˜
(1)
12 (p, q) =
1
N
[3p · qD˜12(p, q)− β3(p, q) + p · qβ5(p, q)]
C˜
(2)
12 (p, q) =
1
N
[3p · qD˜12(p, q)− β4(p, q) + p · qβ5(p, q)]. (5.12)
Here we have the notations:
β1(p, q) = −1
4
p2 (p2 + 2p · q) d˜m,m,m(p, q)− 1
2
(p2 − p · q) f˜2(p, q)− 1
2
(p · q) f˜3(p, q)
β2(p, q) = −1
4
q2 (q2 + 2p · q) d˜m,m,m(p, q)− 1
2
(q2 − p · q) f˜1(p, q)− 1
2
(p · q) f˜3(p, q)
β3(p, q) = −1
4
(p2 + 2p · q) (q2 + 2p · q) d˜m,m,m(p, q)
−1
2
(p2 + 2p · q) f˜1(p, q)− 1
2
(q2 + 2p · q) f˜2(p, q) + 1
2
(p2 + q2 + 3p · q) f˜3(p, q)
β4(p, q) = −1
4
p2 q2 d˜m,m,m(p, q) +
1
2
p2 f˜1(p, q) +
1
2
q2 f˜2(p, q)− 1
2
(p2 + q2 + p · q) f˜3(p, q)
β5(p, q) = −1
2
(p+ q)2 d˜m,m,m(p, q)− f˜1(p, q)− f˜2(p, q) +m2 d˜m,m,m(p, q)
(5.13)
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The expression d˜µ13(p, q) can be obtained from the preceding expression d˜
µ
12(p, q) applying the
transformation (5.5) and expression d˜µ23(p, q) can be obtained from the expression d˜
µ
13(p, q)
applying the transformation (5.6).
Using these formulas we will be able to perform the central causal splitting.
We start with the simplest case.
Theorem 5.1 The following relations are true
∂
∂xρ
Dρ1d = D1 · D3d−D1 · D2d (5.14)
∂
∂yρ
Dρ1d = −D1 · D3d−m2 d+ 2 f1, (5.15)
∂
∂zρ
Dρ1d = D1 · D2d+m2 d− 2 f1 (5.16)
and another two sets of relations which can be obtained by circular permutations.
After the central causal splitting we obtain:
∂
∂xρ
(Dρ1d)F = (D1 · D3d)F − (D1 · D2d)F (5.17)
∂
∂yρ
(Dρ1d)F = −(D1 · D3d)F −m2 dF + 2 fF1 + A δ, (5.18)
∂
∂zρ
(Dρ1d)F = (D1 · D2d)F +m2 dF − 2 fF1 − A δ (5.19)
and another two sets of relations which can be obtained by circular permutations; here δ =
δ(x, y, z) = δ(x− z)δ(y − z) and A = i
8(2π)2
.
Proof: We illustrate the idea using the relation (5.15); after we perform a Fourier transform:
−i qµd˜µ1 = −d˜13 −m2d˜+ 2f˜1. (5.20)
Because of (5.2) and (4.29) we must causally split d and dµ1 with formula (2.13) and d13 and f1
with formula (2.14). It follows that the anomaly
A˜1 ≡ −i qρa˜ρ1 + a˜13 +m2a˜− 2f˜adv1 (5.21)
is given by
A˜1 = −im
2
2π
∫
dt
t
d˜(tp, tq) =
i
8(2π)6
(5.22)
and this gives (5.18). All other relations are causally split in the same way. 
Next, we have a more complicated case.
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Theorem 5.2 The following relations are true
∂
∂xρ
Dµi Dρ1d = Dµi D1 · D3d−Dµi D1 · D2d (5.23)
∂
∂yρ
Dµi Dρ1d = −Dµi D1 · D3d−m2 Dµi d+ fµi1, (5.24)
∂
∂zρ
Dµi Dρ1d = Dµi D1 · D2d+m2 Dµi d− fµi1 (5.25)
and another two sets of relations which can be obtained by circular permutations. Here
fµ11 = (∂
µ
1 + 2∂
µ
2 )f1, f
µ
21 = −∂µ1 f1, fµ31 = ∂µ1 f1 (5.26)
and the rest by circular permutations.
After central causal splitting we obtain:
∂
∂xρ
(Dµi Dρ1d)F = (Dµi D1 · D3d)F − (Dµi D1 · D2d)F (5.27)
∂
∂yρ
(Dµi Dρ1d)F = −(Dµi D1 · D3d)F −m2 (Dµi d)F + fµ,Fi1 + Aµ1 , (5.28)
∂
∂zρ
(Dµi Dρ1d)F = (Dµi D1 · D2d)F +m2 (Dµi d)F − fµ,Fi1 − Aµ1 (5.29)
and another two sets of relations which can be obtained by circular permutations. Here
Aµ1 = B(∂
µ
2 − ∂µ3 ) δ = B(∂µ1 + 2∂µ2 ) δ (5.30)
and the rest by circular permutations. We have defined B ≡ 1
3
A.
Proof: We consider (5.24): after the Fourier transform, we end up, as before, with the anomaly
A˜j1 = −i qρa˜µρj1 + a˜µj13 +m2a˜µj − f˜µ,advj1 (5.31)
After the causal splitting we find out that
A˜j1 = −im
2
2π
∫
dt
t2
(1 + t)d˜µj (tp, tq) (5.32)
dependents only on j. We must use the formula (5.3) and we obtain:
A˜µj (p, q) = −
m2
2π
[
pµ
∫
dt
t
A˜j(tp, tq) + q
µ
∫
dt
t
B˜j(tp, tq)
]
. (5.33)
To compute the two integrals above we must use the formulas (5.4). For instance we have:∫
dt
t
A˜3(tp, tq) = −q
2p · P
2N
∫
dt
t
d˜m,m,m(tp, tq)
+
q2
N
∫
dt
t3
[f˜3(tp, tq)− f˜2(tp, tq)] + p · q
N
∫
dt
t3
[f˜3(tp, tq)− f˜1(tp, tq)]. (5.34)
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The first integral has been already computed at the preceding theorem. If we use the expressions
(4.30) then we get∫
dt
t3
f˜1(tp, tq) = b(p
2),
∫
dt
t3
f˜2(tp, tq) = b(q
2),
∫
dt
t3
f˜3(tp, tq) = b(P
2) (5.35)
where
b(k) ≡ 1
(2π)2
∫
dt
t3
d˜m,m(tk). (5.36)
The preceding integral can be computed using the explicit expression (3.16) and the result is
b(k) = b k2, b ≡ − 1
48(2π)5m2
. (5.37)
so after some simple substitutions we obtain the formulas from the statement. 
Finally we have:
Theorem 5.3 The following relations are true
∂
∂xρ
Dµi DνjDρ1d = Dµi DνjD1 · D3d−Dµi DνjD1 · D2d (5.38)
∂
∂yρ
Dµi DνjDρ1d = −Dµi DνjD1 · D3d−m2 Dµi Dνj d+ fµνij1 −
2m2
3
Cµν1 f
′
1, (5.39)
∂
∂zρ
Dµi DνjDρ1d = Dµi DνjD1 · D2d+m2 Dµi Dνj d− fµνij1 +
2m2
3
Cµν1 f
′
1 (5.40)
and another two sets of relations which can be obtained by circular permutations. Here
fµν221 = f
µν
331 = A
µν
1 f1, f
µν
231 = −Bµν1 f1,
fµν131 = (∂
ν
1∂
µ
2 + A
µν
1 )f1, f
µν
121 = −(∂ν1∂µ2 +Bµν1 )f1,
fµν111 = (∂
ν
1∂
µ
2 + ∂
µ
1 ∂
ν
2 + 2∂
µ
2 ∂
ν
2 + A
µν
1 )f1 (5.41)
and the rest by circular permutations. Here we have defined
Aµνj ≡
2
3
(
∂µj ∂
µ
j −
1
4
ηµν j
)
Bµνj ≡
1
3
(
∂µj ∂
µ
j +
1
2
ηµν j
)
Cµνj ≡ (∂µj ∂µj − ηµν j). (5.42)
After the central causal splitting we obtain
∂
∂xρ
(Dµi DνjDρ1d)F = (Dµi DνjD1 · D3d)F − (Dµi DνjD1 · D2d)F (5.43)
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∂∂yρ
(Dµi DνjDρ1d)F = −(Dµi DνjD1 · D3d)F −m2 (Dµi Dνj d)F + fµν,Fij1 −
2m2
3
Cµν1 f
′,F
1 +A
µν
ij1, (5.44)
∂
∂zρ
(Dµi DνjDρ1d)F = (Dµi DνjD1 · D2d)F +m2 (Dµi Dνj d)F − fµν,Fij1 +
2m2
3
Cµν1 f
′,F
1 − Aµνij1 (5.45)
and another two sets of relations which can be obtained by circular permutations. Here
Aµνijk ≡ C
(
aµνjk +
2
3
Cµνl
)
δ (5.46)
Here we have defined the differential operators
aµν11 ≡ ∂µ2 ∂ν2 + ∂µ3 ∂ν3 −
1
2
(∂µ2 ∂
ν
3 + ∂
µ
3 ∂
ν
2 )−
1
2
ηµν (2 +3 + ∂2 · ∂3)
aµν12 ≡ −∂µ1 ∂ν1 − ∂µ2 ∂ν2 −
1
2
(∂µ1 ∂
ν
2 + ∂
µ
2 ∂
ν
1 )−
1
2
ηµν (1 +2 + ∂1 · ∂2) (5.47)
and aµν22 , a
µν
33 , a
µν
23 , a
µν
31 by circular permutations and C =
1
6
A.
Proof: We consider the relation (5.39). The anomaly is, in momentum space:
A˜µνij1 ≡ −i qρa˜µνρij1 + a˜µνij13 +m2 a˜µνij − (f˜µνij1)adv −
2m2
3
C˜µν1 (f˜
′)adv1 (5.48)
where C˜µν1 is obtained from C
µν
1 making ∂1 → p, ∂2 → q. By the same mechanism as before we
have:
A˜µνij1(p, q) = −
im2
2π
∫
dt
t3
(1 + t)d˜µνij (tp, tq) +
2im2
6π
C˜µν1
∫
dt
t
f˜ ′1(tp, tq). (5.49)
If we use (5.7) we obtain:
A˜µνij1(p, q) =
im2
2π
pµpν
∫
dt
t
A˜ij(tp, tq) +
im2
2π
qµqν
∫
dt
t
B˜ij(tp, tq)
+
im2
2π
pµqν
∫
dt
t
C˜
(1)
ij (tp, tq) +
im2
2π
qµpν
∫
dt
t
C˜
(2)
ij (tp, tq)
−ηµν im
2
2π
∫
dt
t3
D˜ij(tp, tq) +
im2
3π
(pµpν − ηµνp2)
∫
dt
t
f˜ ′1(tp, tq). (5.50)
If we substitute the formulas for the functions A˜jk(p, q), etc. obtained previously then we need
a few more integrals; the first is:
a′ ≡
∫
dt
t3
d˜m,m,m(tp, tq). (5.51)
Proceeding as in [21] we obtain
a′ =
b
m2
(p2 + q2 + p · q). (5.52)
Finally we need ∫
dt
t
f˜ ′j(tp, tq) = b. (5.53)
Using all these formulas we obtain the result from the statement. 
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Now we have relations similar to those from the previous theorems for the one-particle
reducible distributions of the type (4.25).
Theorem 5.4 The following relations are true
∂
∂yρ
Dρ2d(3) = −m2d(3) − f2, (5.54)
∂
∂yρ
Dµ1Dρ2d(3) = −m2Dµ1d(3) + ∂µ2 f2, (5.55)
∂
∂yρ
Dµ2Dρ2d(3) = −m2Dµ2d(3) − ∂µ1 f2, (5.56)
∂
∂yρ
Dµ1Dν1Dρ2d(3) = −m2Dµ1Dν1d(3) + ∂µ2 ∂ν2f2, (5.57)
∂
∂yρ
Dµ2Dν2Dρ2d(3) = −m2Dµ2Dν2d(3) + ∂µ1 ∂ν1f3, (5.58)
∂
∂yρ
Dµ1Dν2Dρ2d(3) = −m2Dµ1Dν2d(3) − ∂µ2 ∂ν1 f3 (5.59)
and similar relations for the other five distributions of this type. These relations can be causality
split without anomalies.
Proof: We can proceed as in the proceeding theorems but there is a simple way, already
noticed before: see (4.9) and (4.10). 
Remark 5.5 Based on previous experience, for instance (3.7) versus (3.8) or theorem 5.1, etc.
we might be inclined to think that the origin of the anomalies if the presence of mass factors
multiplying distributions of lower order of singularity as the rest of the equations. However, the
preceding theorem is a counter-example to this idea. This point shows how difficult is to decide
a priori which differential equations involving causal distributions will produce anomalies.
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6 Anomalies in the Third Order of the Perturbation
Theory
6.1 Tree Anomalies
We have mentioned in the first subsection of the previous section that we have third order
anomalies of tree type. These anomalies can be obtained as the tree anomalies from the second
order of the perturbation theory.
Theorem 6.1 Let us consider the causal commutators DN(0)(T
I(x), T J(y), TK(z)) and perform
the causal splitting, i.e. we obtain the chronological products TN(0)(T
I(x), T J(y), TK(z)) by mak-
ing D(x) → DF (x) as in the second order of the perturbation theory. Then we have the
anomalies
AIJK(x, y, z) ≡ sTN(0)(T I(x), T J(y), TK(z)). (6.1)
Only in the case I = J = K = ∅ the anomaly is non-trivial, namely
A∅∅∅(x, y, z) = δ(x− z) δ(y − z) W (z) + · · · (6.2)
where
W = −1
2
gabcp f
′
dpe ΦaΦbΦaΦcΦdue (6.3)
and · · · are anomalies of lower canonical dimension. So, we do not have anomalies of canonical
dimension 5 iff
Sabcd (gabcp f ′dpe) = 0. (6.4)
Proof: Let us consider the case I = [µ], J = [ν], K = ∅ when we have
sDN(0)(T
µ(x), T ν(y), T (z)) = dQD
N
(0)(T
µ(x), T ν(y), T (z))
−i [∂1ρDN(0)(T µρ(x), T ν(y), T (z))− (x↔ y, µ↔ ν)]
−i ∂3µDN(0)(T µ(x), T ν(y), T ρ(z)) (6.5)
and the anomalies are produced by the terms with derivatives from the right hand side. From
the general expression (2.6) we have
DN(0)(T
µρ(x), T ν(y), T (z)) = δ(x− y)[N [µρ][ν](y), T (z)]
−δ(x− z)[N [µρ]∅(z), T ν(y)]− δ(y − z)[N [ν]∅(z), T µρ(x)] (6.6)
and we need the contributions with the factor ∂ρ1D from this expression. Only the last term
gives such a contribution and in the end we find out:
DN(0)(T
µρ(x), T ν(y), T (z)) = δ(y − z) ∂ρD(x− z) W µν1 (x, z) + · · · (6.7)
where the Wick polynomial W µν1 (x, z) can be written explicitly and · · · are the terms without
the derivative ∂ρ1 . Similarly
DN(0)(T
µ(x), T ν(y), T ρ(z)) = δ(x− y)[N [µ][ν](y), T ρ(z)]
+δ(x− z)[N [µ][ρ](z), T ν(y)]− δ(y − z)[N [ν][ρ](z), T µ(x)] (6.8)
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and we need the terms with the factor ∂ρ3D. Only the first term can produce such a combination.
In the end we get
DN(0)(T
µ(x), T ν(y), T ρ(z)) = δ(x− y) ∂ρD(x− z) W µν2 (y, z) + · · · (6.9)
where the Wick polynomial W µν2 (x, z) can be written explicitly. The relation
sDN(0)(T
µ(x), T ν(y), T (z)) = 0 (6.10)
is true because we use the Klein-Gordon equation, like in the second order of perturbation
theory. If we make the causal decomposition, then we get the anomaly
A[µ][ν]∅(x, y, z) ≡ sTN(0)(T µ(x), T ν(y), T (z)) = −i δ(x− z) δ(y − z) W µν(z) (6.11)
where
W µν(z) ≡W µν1 (z, z)−W νµ1 (z, z)−W µν2 (z, z) (6.12)
corresponding to the three terms from the right hand side of (6.5). An explicit computation
gives W µν = 0 so the anomaly is null. The other cases are considered similarly. 
As in the second order of the perturbation theory, we can derive the preceding result using
the off-shell method [10]. In the particular case of the standard model, from the relation (6.4)
one can obtain the usual form of the Higgs coupling [22].
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6.2 Loop Anomalies
We need some definitions. In the Yang-Mills sector we need
f
(0)
[abc] = feapfebqfcpq (6.13)
and
Aabc ≡
∑
ǫ
ǫ T r({tǫa, tǫb}tǫc). (6.14)
In the scalar sector we will need:
f
(1)
abc = f
′
paef
′
qbef
′
pqc,
f
(2)
abc = f
′
eapf
′
ebqfcpq =
1
2
f ′abd gcd f
(3)
[abc] = f
′
epaf
′
eqbf
′
pqc (6.15)
and in the Dirac sector
f
(4)
[abc] = i T r([t
ǫ
a, t
ǫ
b]t
ǫ
c) = fabd g
(2)
cd (6.16)
and
t(2)aǫ =
∑
b
tǫbt
ǫ
at
ǫ
b. (6.17)
It is also useful to denote
Fabc ≡ −4C
3
(7f
(0)
abc + 2f
(3)
abc + 4f
(4)
abc). (6.18)
We have the following result.
Theorem 6.2 Let us perform the central causal splitting for all distributions appearing in the
third order causal products. Then we obtain the following anomalies:
sT (T I(x), T J(y), TK(z)) = AIJK(x, y, z) (6.19)
where:
(a) In the Yang-Mills sector we have
- the even part:
A[µ][ν]∅even (x, y, z) = [∂µ1 ∂ν1 − ∂µ2 ∂ν2 − ηµν(1 −2)] δ(x, y, z) Fabc ua(x)ub(y)uc(z) (6.20)
A∅∅[µν]even = 0 (6.21)
A∅∅[µ]even (x, y, z) =
{
[∂µ2 ∂
ν
2 + ∂
µ
1 ∂
ν
2 + ∂
ν
1∂
µ
2 − ηµν(2 + 2∂1 · ∂2)] δ(x, y, z)
Fabc vaν(x)ub(y)uc(z)
+B(∂1 + 2∂2)ν δ(x, y, z) f
(0)
abc F
µν
a (x)ub(y)uc(z)
}
+(x↔ y)] (6.22)
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and
A∅∅∅]even(x, y, z) = A∅∅∅(3,Y M)(x, y, z) + (x↔ z) + (y ↔ z) (6.23)
where
A∅∅∅(3,Y M)(x, y, z) ≡ [∂µ1 ∂ν1 − ∂µ2 ∂ν2 − ηµν(1 −2)] δ(x, y, z)Fabc vaν(x)vbν(y)uc(z)
+B[(∂ρ1 + 2∂
ρ
2)δ(x, y, z) f
(0)
abc Faρσ(x)v
σ
b (y)uc(z) + (x↔ y)] (6.24)
- In the odd part:
A[µ][ν]∅odd (x, y, z) = −8iC εµνρσ∂1ρ∂2σ δ(x, y, z) Aabc ua(x)ub(y)uc(z)
A∅∅[µ]odd (x, y, z) = −8iC εµνρσ∂1ρ∂2σ δ(x, y, z) Aabc ua(x)vbν(y)uc(z) + (x↔ y)
A∅∅∅odd(x, y, z) = −8iC εµνρσ∂1ρ∂2σ δ(x, y, z) Aabc vaµ(x)vbν(y)uc(z)
+(x↔ z) + (y ↔ z) (6.25)
(b) In the scalar sector we have only an even part. The non-zero contributions appears only
in
A∅∅∅(3,scalar)(x, y, z) = −f (1)abc{[2B(∂µ1 + 2∂µ2 )δ(x, y, z)[∂µΦa(x)Φb(y)uc(z) + (x↔ y)]
−2C (1 −2)δ(x, y, z) Φa(x)Φb(y)uc(z)}
−f (2)abc [−B(2∂µ1 + ∂µ2 )δ(x, y, z) uc(x)∂µΦa(y)Φb(z)
+2(1 −2)δ(x, y, z) uc(x)Φa(y)Φb(z) + (x↔ y)] (6.26)
(c) The Dirac sector has even and odd sectors grouped as follows:
A∅∅∅(3,Dirac)(x, y, z) = 4B[(2∂µ1 + ∂µ2 )δ(x, y, z) ua(z)ψ¯(x)t(2)aǫ ⊗ γµγǫψ(y) + (x↔ y)] (6.27)
Proof: By definition
sT (T µ(x), T ν(y), T (z)) = dQT (T
µ(x), T ν(y), T (z))
−i [∂1ρT (T µρ(x), T ν(y), T (z)) + (x↔ y)]
−i∂3ρT (T µ(x), T ν(y), T ρ(z)) (6.28)
Let us investigate the anomalies produced by the derivative terms in the right hand side. For
simplicity we consider only the Yang-Mills sector. We must use formula (4.22). We remind
again the origin of the anomalies. To prove sD(T µ(x), T ν(y), T (z)) = 0 we must use the
first three relations of theorem 5.3. However, after we perform the central causal splitting
D(A(x), B(y), C(z)) → T (A(x), B(y), C(z)) we obtain anomalies according to (5.43) - (5.45).
The anomaly produced by the last term of the relation (6.28) is
A[µ][ν]∅1,Y M (x, y, z) = [Aµν112 − Aµν221 − Aνµ311 + Aνµ232 − Aνµ112 + Aνµ122
−Aµν311 − Aµν331 + Aµν232 + Aµν332 + 2(Aνµ312 −Aνµ231)
+ηµνηρσ(−Aρσ121 + Aρσ122)] f (0)abc ua(x) ub(y) uc(z) (6.29)
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In the same way we obtain anomalies from the terms ∂1ρT (T
µρ(x), T ν(y), T (z)) + (x↔ y) so in
the end, we obtain in the Yang-Mills sector the anomaly:
A[µ][ν]∅1,Y M (x, y, z) = C
{[
aµν11 − aµν12 + aνµ12 + aνµ23 −
16
3
Cµν1 − ηµνηρσ
(
aρσ23 +
2
3
Cρσ1
)]
δ(X) δ(Y )
−(x↔ y, µ↔ ν)
}
f
(0)
abc ua(x) ub(y) uc(z) (6.30)
The end result is
A[µ][ν]∅YM (x, y, z) = −
28C
3
[∂µ1 ∂
ν
1 − ∂µ2 ∂ν2 − ηµν(1 −2)] δ(X) δ(Y )
f
(0)
abc ua(x)ub(y)uc(z) (6.31)
The scalar and Dirac contributions can be computed in the same way and we get the first
formula from the statement. The other two formulas are obtained similarly. 
The preceding expressions are not unique because of the presence of the delta distribu-
tion δ = δ(x − z) δ(y − z). We can re-express the anomalies in an unique form of the type
p(∂1, ∂2)δ W (z).
Theorem 6.3 The anomalies AIJK(x, y, z) can be uniquely written as follows:
(a) In the Yang-Mills sector we have
- the even part:
A[µ][ν]∅even (x, y, z) = Fabc [(∂µ1 ∂ν1 − ηµν1)δ(x, y, z) (uaubuc)(z)
−∂µ1 δ(x, y, z) (∂νuaubuc)(z)− ∂ν1 δ(x, y, z) (∂µuaubuc)(z)
+2 ηµν ∂1ρδ(x, y, z) (∂
ρuaubuc)(z)]
−(x↔ y, µ↔ ν) (6.32)
A∅∅[µν]even = 0 (6.33)
A∅∅[µ]even (x, y, z) = Fabc {[∂µ1 ∂ν1 + ∂µ2 ∂ν2 + 2 (∂µ1 ∂ν2 + ∂ν1∂µ2 )
−ηµν(1 +2 + 4∂1 · ∂2)]δ(x, y, z) (vaνubuc)(z)
−(∂µ1 + ∂µ2 )δ(x, y, z) (2vνa∂νubuc + ∂νvνaubuc)(z)
+(∂ν1 + ∂
ν
2 )δ(x, y, z) (2v
µ
a∂
νubuc − ∂µvνaubuc + 2∂νvµaubuc)(z)
+2 δ(x, y, z) (∂µvνa∂νubuc − 2∂νvµa∂νubuc + ∂νvνa∂µubuc + vνa∂µ∂νubuc)(z)}
+B f
(0)
abc [3(∂
1
ν + ∂
2
ν)δ(x, y, z) (F
µν
a ubuc)(z)− 2δ(x, y, z) (∂µ∂νvνaubuc + 2F µνa ∂νubuc)(z)](6.34)
and
A∅∅∅(x, y, z) = 2δ(x, y, z)[Fabc(∂µ∂νvνavµb uc − ∂νvµavνb ∂µuc + 2∂µvνavbν∂µuc − ∂νvνavµb ∂µuc)
+3Bf
(0)
abc (F
µν
a vbµ∂νuc)](z)(6.35)
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- In the odd part:
A[µ][ν]∅odd (x, y, z) = −8iC Aabc δ(x, y, z) εµνρσ (∂ρua∂σubuc)(z)
A∅∅[µ]odd (x, y, z) = 8iC Aabc εµνρσ[(∂1ν + ∂2ν)δ(x, y, z) (∂ρuavbσuc)(z)
+δ(x, y, z) (∂νuaFbρσuc)(z)]
A∅∅∅odd(x, y, z) = −8iC Aabc εµνρσ δ(x, y, z)
(
−1
4
F µνa F
ρσ
b uc + ∂
µuav
ν
bF
ρσ
c
)
(z) (6.36)
(b) In the scalar sector
A∅∅∅scalar(x, y, z) = (−2C f (1)abc + 3B f (2)abc) δ(x, y, z) (∂µΦaΦb∂µuc)(z) (6.37)
(c) In the Dirac sector:
A∅∅∅Dirac)(x, y, z) = −24B δ(x, y, z) (∂µuaψ¯t(2)aǫ ⊗ γµγǫψ)(z) (6.38)
The nest task is to investigate if the preceding anomalies can be eliminated by a redefinition
of the chronological products. This can be done iff the anomalies can be written as a coboundary
i.e.
AIJK = (sB)IJK = dQBIJK − i(δB)IJK (6.39)
where the expressions BIJK are quasi-local, Lorentz covariant, of canonical dimension 4 and
with the same (graded) symmetry in (x, I), (y, J), (z,K) as the chronological products - see
(1.13). We will write them in the unique form p(∂1, ∂2)δ W (z) used in the previous theorem.
Theorem 6.4 The generic form of the coboundaries:
(a) In the Yang-Mills sector
- the even part with respect to parity:
B∅∅[µνρ] = 0 (6.40)
B[µ][ν][ρ](x, y, z) =
kabc {[ηµν (∂ρ1 − ∂ρ2)− ηµρ (2∂ν1 + ∂ν2 ) + ηνρ (∂µ1 + 2∂µ2 )]δ(x, y, z) (uaubuc)(z)
+3 δ(x, y, z) (ηµρ ∂νuaubuc − ηνρ ∂µuaubuc)(z)} (6.41)
B[µν][ρ]∅(x, y, z) =
ηµρ [p1abc ∂
ν
1 δ(x, y, z) (uaubuc)(z) + p
2
abc ∂
ν
2 δ(x, y, z) (uaubuc)(z)
+p3abc δ(x, y, z) (∂
νuaubuc)(z)]− (µ↔ ν) (6.42)
B[µ][ν]∅(x, y, z) = q1abc [∂
µ
1 δ(x, y, z) (v
ν
aubuc)(z)− ∂ν2 δ(x, y, z) (vµaubuc)(z)]
+q2abc [∂
ν
1 δ(x, y, z) (v
µ
aubuc)(z)− ∂µ2 δ(x, y, z) (vνaubuc)(z)]
+q3abc η
µν (∂ρ1 − ∂ρ2)δ(x, y, z) (vρaubuc)(z)
+q4abc δ(x, y, z) (v
µ
a∂
νubuc − vνa∂µubuc)(z)
+q5abc δ(x, y, z) (F
µν
a ∂
νubuc)(z) (6.43)
33
B∅∅[µν](x, y, z) = r1abc [(∂
µ
1 + ∂
µ
2 )δ(x, y, z) (v
ν
aubuc)(z)− (∂ν1 + ∂ν2 )δ(x, y, z) (vµaubuc)(z)]
+r2abc δ(x, y, z) (v
µ
a∂
νubuc − vνa∂µubuc)(z)
+r3abc δ(x, y, z) (F
µν
a ∂
νubuc)(z) (6.44)
B∅∅[µ](x, y, z) = s1abc (∂
1
ν + ∂
2
ν)δ(x, y, z) (v
µ
av
ν
buc)(z) + s
2
abc(∂
µ
1 + ∂
µ
2 )δ(x, y, z) (uaubu˜c)(z)
+s3abc δ(x, y, z) (∂
µvνavbνuc)(z) + s
4
abc δ(x, y, z) (∂νv
µ
av
ν
b uc)(z)
+s5abc δ(x, y, z) (∂νv
ν
av
µ
b uc)(z) + s
6
abc δ(x, y, z) (v
µ
av
ν
b ∂νuc)(z)
+s7abcδ(x, y, z) (∂
µuaubu˜c)(z) + s
8
abcδ(x, y, z) (uaub∂
µu˜c)(z)
+s9abc (∂
µ
1 + ∂
µ
2 )δ(x, y, z) (v
ν
avbνuc)(z) + s
10
abc δ(x, y, z) (v
ν
avbν∂
µuc)(z)(6.45)
B∅∅∅(x, y, z) = δ(x, y, z)(t1abc ∂
µvνavbµvcν + t
2
abc ∂νv
ν
aubu˜c
+t3abc v
µ
a∂µubu˜c + t
4
abc v
µ
aub∂µu˜c + t
5
abc ∂µv
µ
av
ν
b vcν)(z) (6.46)
- the odd part with respect to parity
B∅∅[µνρ] = εµνρσ [d1abc(∂
1
σ + ∂
2
σ)δ(x, y, z) (uaubuc)(z) + d
2
abc δ(x, y, z) (∂σuaubuc)(z)] (6.47)
B[µ][ν][ρ](x, y, z) = eabc ε
µνρσ δ(x, y, z) (∂σuaubuc)(z) (6.48)
B[µν][ρ]∅(x, y, z) = εµνρσ [(f 1abc ∂
1
σ + f
2
abc ∂
2
σ)δ(x, y, z) (uaubuc)(z)
+f 3abc δ(x, y, z) (∂σuaubuc)(z)] (6.49)
B[µ][ν]∅(x, y, z) = εµνρσ [g1abc (∂
1
ρ + ∂
2
ρ)δ(x, y, z) (vaσubuc)(z)
+δ(x, y, z) (g2abc Faρσubuc + g
3
abc vaρ∂σubuc)(z)] (6.50)
B∅∅[µν](x, y, z) = εµνρσ [h1abc (∂
1
ρ + ∂
2
ρ)δ(x, y, z) (vaσubuc)(z)
+δ(x, y, z) (h2abc Faρσubuc + h
3
abc vaρ∂σubuc)(z)] (6.51)
B∅∅[µ](x, y, z) = εµνρσ [j1abc (∂
1
ν + ∂
2
ν)δ(x, y, z) (vaρvbσuc)(z)
+δ(x, y, z) (j2abcvaνFbρσuc + j
3
abcvaρvbσ∂νuc)(z)] (6.52)
B∅∅∅(x, y, z) = εµνρσ δ(x, y, z)labc Faµνvbρvcσ (6.53)
(b) In the scalar sector we have only an even part:
BIJK = 0, |I|+ |J |+ |K| = 0, 2, 3 (6.54)
B∅∅[µ](x, y, z) = w1abc (∂
µ
1 + ∂
µ
2 )δ(x, y, z) (ΦaΦbuc)(z)
+w2abc δ(x, y, z) (∂
µΦaΦbuc)(z) + w
3
abc δ(x, y, z) (ΦaΦb∂
µuc)(z) (6.55)
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(c) In the Dirac sector:
BIJK = 0, |I|+ |J |+ |K| = 2, 3 (6.56)
B∅∅[µ](x, y, z) = δ(x, y, z) V µ(z)
B∅∅∅(x, y, z)δ(x, y, z) V (z) (6.57)
where
V µ = uaΨ¯Vaǫ ⊗ γµγǫΨ
V = uaΨ¯V
′
aǫ ⊗ γǫΨ (6.58)
In the preceding expressions we can suppose convenient (anti)symmetry properties of the
coefficients.
Now we impose (6.39). In the even sector the anomaly has only the coefficients Fabc, f
(0)
abc, f
(1)
abc
and f
(2)
abc, which are completely antisymmetric in a, b, c so if we want to prove that we have a
solution of the equation (6.39) in this sector, it is sufficient to suppose that all coefficients
kabc, p
j
abc, q
j
abc, r
j
abc, s
j
abc, t
j
abc and w
j
abc, are completely antisymmetric in a, b, c. In particular, it
means that we can take sjabc = 0, j = 9, 10, t
5
abc = 0, w
j
abc = 0, j = 1, 3.
For simplicity we denote k = kabc, pj = p
j
abc, etc. and we have from (6.39) the following
system:
(a) In the Yang-Mills sector:
p1 − k = F
q3 − p3 − 3k = 2F
q1 = −F
q2 + p3 + 3k = −F (6.59)
r1 − p3 − 3p1 = 0 (6.60)
q1 + q2 + r1 = F
q1 + q2 + 2q3 − r1 = −F
q1 + q3 − r1 = −2F
q2 + r1 = 2F
q3 − r1 = −F
s2 + q3 − r1 = −F
−s1 − q4 + 2q1 − r2 = 0
s1 + q4 + 2q2 + 2r1 + r2 = 2F
q1 + q5 + r3 = −F + 3B f (0)
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q2 − q5 + r1 − r3 = 2F − 3B f (0)
s3 + s4 − r2 = −2F
s3 − 2r3 = 2F − 4B f (0)
s4 − r2 + 2r3 = −4F + 4B f (0)
s5 − s7 + r2 = 2F
s6 − r2 = 0
s8 + r3 = 2B f
(0) (6.61)
t4 − s4 − s5 = 2F
−t1 − s3 = 4F − 6B f (0)
t1 − s4 + s6 = −2F + 6B f (0)
t3 − s5 − s6 = −2F
t3 − 4s2 − s7 = 0
t4 − 8s2 − s7 − 2s8 = 0 (6.62)
(b) In the scalar sector:
w2 = 2Cf
(1) − Bf (2) (6.63)
One can prove easily that the preceding system of equations has a solution. A interesting
problem is if we really need to renormalize the expression T (T (x), T (y), T (z)) i.e. if we can
take
B∅∅∅ = 0 (6.64)
or not. It can be proved that the preceding equality is equivalent to
Fabc = Bf
(0)
abc. (6.65)
In the odd sector, because the anomaly involves only the coefficient Aabc which is com-
pletely symmetric in a, b, c we can consider that all coefficients dαabc, eabc, f
α
abc, g
α
abc, h
α
abc, j
α
abc, labc
are completely symmetric in a, b, c.
In particular, it means that we can take djabc, eabc, f
α
abc, g
α
abc, α = 1, 2, g
α
abc, α = 1, 2, j
α
abc, α =
1, 3 and labc to be zero, i.e. only the coefficients g
3
abc, h
3
abc and j
2
abc survive.
It is sufficient to consider only the case I = J = K = ∅ of (6.39). We obtain:
j2 = 2CA
−2j2 = −8CA (6.66)
which are leading to the equality
Aabc = 0. (6.67)
This is exactly the standard form (see for instance [16] formula (11.58)) for the cancellation
of the axial anomaly.
Finally, in the Dirac sector we have the solution of (6.39)
Vaǫ = −24Bt(2)aǫ . (6.68)
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7 Conclusions
In the functional formalism one considers anomalies of the current conservation
∂µj
µ
Axial − j5Axial (7.1)
or of the BRST invariance of the generating functional of the Green distributions
sBRSTΓ (7.2)
(where sBRST is the non-linear BRST operator from the functional formalism). In this formalism
the anomaly has terms cubic and quartic in the fields - see for instance [2] formula (13). The
cubic term εµνρσ∂1ρ∂2σ δ(X) δ(Y ) Aabc vaµ(x)vbν(y)uc(z) obtained above coincides with the first
contribution of this formula, up to partial integration. To obtain the quartic terms one would
have to go to the fourth order of the perturbation theory.
We have investigated the anomalies of the standard model of maximal canonical dimen-
sion ω = 5 in the third order of the perturbation theory for tree and one-loop contributions.
Anomalies of lower canonical dimension must be investigated separately using Wess-Zumino
consistency relations (1.33). The analysis goes as follows. The dominant contribution to the
anomaly considered in this paper was obtained, essentially, by replacing everywhere the Pauli-
Jordan distributions Dmj (x) of various mases by DM(x) where M is some fixed positive mass.
This substitution implies a corresponding splitting of the chronological products. The dominant
contribution to the chronological products gives the dominant contribution to the anomaly and
we have showed how this anomaly can be eliminated. It follows that we still have potential
anomalies of canonical dimension with 2 units lower i.e. of maximal canonical dimension 3. So,
a priori, we still might have anomalies of the type
δ(x− z)δ(y − z) W (z) (7.3)
with W a Wick polynomial of canonical dimension 3. But in [9] we have proved that such
anomalies are null due to the Wess-Zumino consistency relations (1.33). We still have to
investigate the anomalies associated to two-loops graphs. The analysis is also cohomological
[9]. The anomalies must be of the form
AIJK(x, y, z) = p(∂)δ(x, y, z) w(z) (7.4)
where W is linear in the fields. Because of the condition gh(AIJK) = |I| + |J | + |K| + 1 only
the case I = J = K = ∅ can produce anomalies. If the polynomial p is non-trivial one can
easily exhibit the anomaly in the form of a coboundary. So we are left with
A∅∅∅(x, y, z) = δ(x, y, z) w(z) (7.5)
with gh(w) = 1 i.e. w =
∑
a fa ua. We can write the contributions corresponding to a ∈ I2 as
dQb so we are left with the case a ∈ I1. For a corresponding to gluons we must use the fact that
there is no vector fa invariant with respect to SU(3) and for a corresponding to the photon we
can use charge invariance. So there are no anomalies for two-loops graphs in the third order.
The generalization of the preceding analysis to multi-loop contributions in not obvious and
it is a subject of further investigation.
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