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Abstract
We present a general computation model inspired in the notion of
information hiding in software engineering. This model has the form
of a game which we call quiz game. It allows in a uniform way to prove
exponential lower bounds for several complexity problems.
1 Introduction
We present a general computation model inspired in the notion of information
hiding in software engineering. This model has the form of a game which
we call quiz game. It consists of a one round two-party protocol between
two agents, namely a quizmaster with limited and a player with unlimited
computational power. We suppose that the quizmaster is honest and able
to answer the player’s questions. Using this model we are able to prove
exponential lower bounds for several complexity problems in a uniform way,
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for example for the continuous interpolation of multivariate polynomials of
given circuit complexity (Theorem 13). It is also possible to exhibit sequences
of families of multivariate polynomials which are easy to evaluate such that
the continuous interpolation of these polynomials, or their derivatives or
their indefinite integrals require an amount of arithmetic operations which is
exponential in their circuit complexity (Theorem 16). On the other hand, we
represent neural networks with polynomial activation functions in our model
and show that there is no continuous algorithm able to learn relatively simple
neural networks exactly (Theorem 18). Finally, we exhibit infinite families
of first–order formulae over C which can be encoded in polynomial time and
determine classes of univariate parameterized elimination polynomials such
that any representation of these classes is of exponential size (Theorems 20
and 23).
Ad hoc variants of the method we use and partial results already ap-
peared elsewhere ([GHMS11], [HKR13b]). What is really new is the general
framework which we develop to approach these complexity results in order
to prove (and generalize) them in a uniform way.
The quiz games which constitute the core of our model admit two “pro-
tocols”, an “exact” and an “approximative” one. The exact protocol aims to
represent symbolic procedures for solving parametric families of elimination
problems and is first discussed in the context of robust arithmetic circuits and
neural networks. The approximative protocol is able to deal with information
of approximative nature. It is motivated by the notion of an approximative
parameter instance which encodes a polynomial with respect to an abstract
data type. The main outcome is that there exists an approximative param-
eter instance encoding a given polynomial if and only if that polynomial
belongs to the closure of the corresponding abstract data type with respect
to the Euclidean topology.
The idea behind this computational model is to restrict the information
which quizmaster and player may interchange. This reflects the concept of
information hiding in software engineering aimed to control and reduce the
design complexity of a computer program.
In the most simple case the notion of an exact quiz game protocol may
be explained roughly as follows. Suppose that there is given a continuous
data structure carrier together with an abstraction function which encodes
a parameterized family of polynomials. The quizmaster chooses from the
data structure carrier a parameter which encodes a specific polynomial and
hides it to the player. The player asks to the quizmaster questions about
the hidden polynomial, whose answers constitute a vector of complex values
which depend only on the polynomial itself and are independent of the hidden
parameter. The quizmaster sends this vector to the player and the player
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computes a representation of the polynomial in an alternative data structure
carrier. Finally, the quizmaster tests whether this alternative representation
encodes the hidden polynomial. Observe that polynomial interpolation is a
typical situation that can be formulated in such a way.
The paper constitutes a mixture between ideas and concepts coming from
software engineering, algebraic complexity theory and algebraic geometry. A
fundamental tool is an algebraic characterization of the total maps whose
graphs are first–order definable over C and continuous with respect to the
Euclidean topology. We call these maps constructible and geometrically ro-
bust (see Theorem 7).
2 Concepts and tools from algebraic geome-
try
In this section, we use freely standard notions and notations from commu-
tative algebra and algebraic geometry. These can be found for example in
[Eis95], [Kun85], [Mum88] and [Sha94]. In Section 2.2 we introduce the
notions and definitions which constitute the fundamental tool for our algo-
rithmic models. Most of these notions and their definitions are taken from
[GHMS11] and [HKR13b].
2.1 Basic notions and notations
Let k be a fixed algebraically closed field of characteristic zero. For any
n ∈ N, we denote by An(k) the n–dimensional affine space kn equipped with
its Zariski topology. For k = C, we consider the complex n–dimensional
affine space An := An(C), equipped with its respective Zariski and Euclidean
topologies.
Let X1, . . . , Xn be indeterminates over k and let X := (X1, . . . , Xn). We
denote by k[X ] := k[X1, . . . , Xn] the ring of polynomials in the variables X
with coefficients in k.
Let V be a closed affine subvariety of An(k). We denote by I(V ) := {f ∈
k[X ] : f(x) = 0 for any x ∈ V } the ideal of definition of V in k[X ] and by
k[V ] := {φ : V → k : there exists f ∈ k[X ] with φ(x) = f(x) for any x ∈
V } its coordinate ring. The elements of k[V ] are called coordinate functions
of V . Observe that k[V ] is isomorphic to the quotient k–algebra k[X ]/I(V ).
If V is irreducible, then k[V ] has no zero divisors, and we denote by k(V )
the field formed by the rational functions of V with maximal domain (k(V )
is called the rational function field of V ). Observe that k(V ) is isomorphic
to the fraction field of the integral domain k[V ].
3
Let V and W be closed affine subsets of An(k) and Am(k), respectively,
and let Φ : V → W be a (total) map. We call Φ a morphism from the
affine variety V to W if there exist polynomials f1, . . . , fm ∈ k[X ] such that
Φ(x) = (f1(x), . . . , fm(x)) holds for any x ∈ V .
Let V be irreducible, let U be a nonempty Zariski open subset of V and
let Φ : V 99K W be a partial map with domain U . Let Φ1, . . . ,Φm be the
components of Φ. We call Φ a rational map from V to W if Φ1, . . . ,Φm are
the restrictions to U of suitable rational functions of V . Observe that our
definition of a rational map differs slightly from the usual one in algebraic
geometry, since we do not require that the domain U of Φ is maximal. Hence
in the case m := 1 our concepts of rational function and rational map do not
coincide. However we will not stick on this point and simply speak about
rational functions when m = 1.
Example 1. Let f : A2 99K A1 be the map defined as f(X1, X2) := X1+X2X1−X2
on U := A2 \ {X21 −X
2
2 = 0}. Then f may be considered as a rational map
in the sense above, but it is not a rational function on A2.
2.2 Geometrically robust constructible maps
Let M be a subset of some affine space An(k) and, for a given non-negative
integer m, let Φ :M 99K Am(k) be a partial map.
Definition 2. We call the setM constructible ifM is definable by a Boolean
combination of polynomial equations from k[X ], namely as a finite union of
sets of solutions of equalities and inequalities defined by elements of k[X ].
Since the elementary theory of algebraically closed fields of characteris-
tic zero admits quantifier elimination (see, e.g., [FJ05]), constructible and
definable sets in the first–order logic over k are exactly the same.
For a constructible subset M of An(k), we denote its Zariski closure
by M. For k = C, the Zariski closure a constructible subset M of An
coincides with its Euclidean closure (see, e.g., [Mum88, Chapter I, Section
10, Corollary 1]). Hence the notation M for the closure of M with respect
to both topologies is unambiguous.
A constructible subset M of An(k) is called irreducible if it cannot be
written as a nontrivial union of two subsets of M which are closed with re-
spect to the Zariski topology of M. Each constructible subset M of An(k)
has a unique irredundant irreducible decomposition as a finite union of irre-
ducible, constructible subsets of M, which are closed in M. These subsets
are called the irreducible components of M.
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Definition 3. We call the partial map Φ constructible if the graph of Φ is
constructible as a subset of the affine space An(k)× Am(k).
We say that the constructible map Φ is polynomial if Φ is the restriction
to M of a morphism of affine varieties An(k) → Am(k). A polynomial
map Φ : M → Am(k) is everywhere defined on M and hence total. The
constructible map Φ is rational if the intersection of its domain with any
irreducible component N of M is a nonempty open subset U of the closure
N of N in the Zariski topology of An(k) and the restriction Φ|U of Φ to U is
a rational map of N . In this case U is a Zariski dense subset of N .
Remark 4. A partial map Φ : M 99K Am(k) is constructible if and only
if it is piecewise rational. If Φ is a total constructible map, then there ex-
ists an open subset U of M with nonempty intersection with any irreducible
component of M such that Φ|U is a rational map of M.
The first statement follows from quantifier elimination, whereas the sec-
ond follows from [GHMS11, Lemma 1].
Fix for the moment an irreducible constructible subset M of the affine
space An(k) and a total constructible map Φ :M→ Am(k) with components
Φ1, . . . ,Φm. Observe that the closure M ofM is an irreducible closed affine
subvariety of An(k) and that we may interpret k(M) as a k[M]–module (or
k[M]–algebra). Fix now an arbitrary point x of M. By Mx we denote the
maximal ideal of coordinate functions ofM which vanish at the point x. By
k[M]Mx we denote the local k–algebra of the variety M at the point x, i.e.,
the localization of k[M] at the maximal ideal Mx.
Following Remark 4 we may interpret Φ1, . . . ,Φm as rational functions
of the irreducible variety M and therefore as elements of k(M). Thus
k[M]Mx [Φ1, . . . ,Φm] is a k–subalgebra of k(M) which contains k[M]Mx .
Definition 5. Let M be a constructible subset of a suitable affine space over
k and let Φ : M → Am(k) be a total constructible map with components
Φ1, . . . ,Φm. If M is irreducible, then we call Φ geometrically robust if for
any point x ∈M the following two conditions are satisfied:
(i) k[M]Mx [Φ1, . . . ,Φm] is a finite k[M]Mx–module,
(ii) k[M]Mx [Φ1, . . . ,Φm] is a local k[M]Mx–algebra whose maximal ideal is
generated by Mx and Φ1 − Φ1(x), . . . ,Φm − Φm(x).
In the general case, let N1, . . . ,Ns be the irreducible components of M. We
call then Φ geometrically robust if the restrictions Φ|N1, . . . ,Φ|Ns are geomet-
rically robust in the above sense.
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If Φ is a geometrically robust constructible map, we call M the domain
of definition of Φ. The following statements characterize the unique proper-
ties of geometrically robust constructible maps which will be relevant in the
sequel.
Theorem 6.
(i) The restriction of a geometrically robust constructible map to a con-
structible subset of its domain is geometrically robust.
(ii) Compositions and cartesian products of geometrically robust construc-
tible maps are geometrically robust.
(iii) A geometrically robust constructible map defined on a normal (e.g.,
smooth) variety is a polynomial map.
(iv) Polynomial maps are geometrically robust and constructible and the
geometrically robust constructible functions of a constructible domain
of definition form a k–algebra.
For a proof of the statements (i) and (iii) we refer to [GHMS11, The-
orem 17 and Corollary 12], respectively. The statements (ii) and (iv) are
immediate consequences of Definition 5.
With some extra effort one can also show that geometrically robust con-
structible maps are continuous with respect to the Zariski topologies of their
domain and range spaces. We shall prove this only in case k := C (see
Lemma 25(ii) in Appendix A). Furthermore, we have the following result
(for a proof, see [HKR13b, Theorem 4]).
Theorem 7. Let M be a constructible subset of An and let Φ :M→ Am be
a constructible total map. Then Φ is geometrically robust if and only if Φ is
continuous with respect to the Euclidean topologies of M and An.
Theorem 7 gives a topological characterization of the notion of geomet-
rically robust constructible maps over C. This notion represents the real
motivation of Definition 5, both from a geometric as well as from an algo-
rithmic point of view.
In Appendix A we establish further facts on geometrically robust con-
structible maps which will be needed in the sequel.
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3 The computation model
In this section we present our computation model. It will be expressed in
terms of framed abstract data type carriers, framed data structures and ab-
straction functions. These notions are first informally discussed in the con-
text of robust arithmetic circuits and neural networks, and then in a general
setting. Then we introduce our model, which has the form of a game —a quiz
game— and aims to represent the notion of information hiding in software
engineering. We shall present two “protocols” of a quiz game: an “exact”
and an “approximative” one. In this section we consider only the exact pro-
tocol, while the somewhat more subtle approximative protocol is discussed
in the next section.
3.1 Robust arithmetic circuits
Let us fix natural numbers r and n, indeterminates X1, . . . , Xn and a non–
empty constructible subset M of Ar. A robust arithmetic circuit (with pa-
rameter domainM and inputs X1, . . . , Xn) is a labeled directed acyclic graph
(labeled DAG) β satisfying the following conditions: each node of indegree
zero is labeled by a robust constructible function (called parameter of β)
with domain of definition M or by a variable X1, . . . , Xn (called inputs of
β). All other nodes of β have indegree two and are called internal. They are
labeled by the arithmetic operations addition, subtraction or multiplication.
Moreover, exactly one node of β becomes labeled as output. We call the
number of nodes the size of β.
We consider β as a syntactic object which we think equipped with the
following semantics. There exists a canonical evaluation procedure of β as-
signing to each node a geometrically robust constructible function with do-
main of definition M× An which, in case of a parameter node, may also be
interpreted as a geometrically robust function with domain of definition M.
In either situation, we call such a function an intermediate result of β. The
intermediate result associated with the output node will be called the final
result of β. We refer to M as the parameter domain of β.
By definition, β does not contain divisions involving the inputs. Divisions
may appear, only implicitly, in the construction of the parameters of β. In
this sense β is essentially division–free. Therefore all intermediate results of
β are polynomials in X1, . . . , Xn over the C–algebra of geometrically robust
constructible functions with domain of definition M.
We may consider β as a program which solves the problem to evaluate,
for each u ∈ M, the polynomial function An → A1 which we obtain by
specializing to the point u the first argument of the geometrically robust
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constructible function M× An → A1 given by the final result of β. In this
sense β defines an abstraction function θ which assigns to each parameter
instance u ∈ M a polynomial function from An into A1. These polynomial
functions constitute a (unary) abstract data type carrier O which is con-
tained in a finite dimensional C–vector subspace of C[X1, . . . , Xn] and forms
there a constructible subset. We call therefore this carrier framed. The ab-
straction function θ : M → O is geometrically robust and constructible.
The constructible parameter domain M constitutes a framed data structure
which represents the elements of O by means of the geometrically robust
constructible map θ.
Suppose that β contains K parameter nodes. The corresponding param-
eters of β realize a geometrically robust constructible map µ :M→ AK with
constructible image N . Since the circuit β is essentially division–free, there
exists a polynomial map ω : N → O such that θ = ω ◦ µ holds.
In Section 3.3 we are going to axiomatize this situation and to define
precisely what we mean by the up to now informal notions of framed abstract
data type carrier, framed data structure and abstraction function. For more
details about robust arithmetic circuits and their motivations we refer to
[HKR13b].
Particular instances of robust arithmetic circuits are those whose param-
eter domain are affine spaces. In this case all parameters are polynomials
(see Theorem 6(iii)). These circuits represent abstraction functions which
encode polynomial functions defined on affine spaces by means of ordinary
division–free arithmetic circuits (see [HKR13b] for this terminology).
Let L, n ∈ N and letOL,n be the family of all polynomials ofC[X1, . . . , Xn]
which can be evaluated by an ordinary division–free arithmetic circuit with
at most L essential multiplications, involving the input variables X1, . . . , Xn
meanwhile C–linear operations are free. Then OL,n is an abstract data type
whose abstraction function is represented by a robust arithmetic circuit with
parameter domain A(L+n+1)
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(see [BCS97, Exercise 9.18]). We call this arith-
metic circuit the generic computation of all n–variate polynomials which can
be evaluated with at most L essential multiplications.
3.2 Neural networks with polynomial activation func-
tions
In this section we will freely use well–established terminology on neural net-
works (see, e.g., [HKP91], [HKP99] or [HDB96]). Let be given a neural
network architecture with n inputs X1, . . . , Xn and one output and let r be
the length of the corresponding weight vector. We suppose that all activa-
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tion functions are given by univariate polynomials over R. Observe that each
weight vector instance w ∈ Rr defines a neural network of this architecture
and thus a polynomial target function from Rn into R. The dependency
weight vector instance–target function is itself polynomial and can be ex-
tended to Ar. The complex target functions we obtain in this way constitute
a (unary) abstract data type carrier O which is contained in a finite dimen-
sional C–vector subspace of C[X1, . . . , Xn] and forms there a constructible
subset. In this sense, the abstract data type carrier O is again framed. Thus
we obtain for M := Ar a surjective polynomial map θ :M→O which may
be interpreted as an abstraction function which represents the elements of
O by means of complex weight vector instances belonging to M. In this
meaning M constitutes a framed data structure. Since θ is polynomial, we
may obviously write it as a composition of a polynomial and a geometrically
robust constructible map. Hence we shall interpret again θ as an abstraction
function.
3.3 Framed abstract data type carriers, framed data
structures and abstraction functions
Now we define in a general context the notions of framed abstract data type
carrier, framed data structure and abstraction function. Let (Xn)n∈N be a
sequence of indeterminates over C and let
R :=
⋃
n∈N
C[X1, . . . , Xn].
A framed (unary) abstract data type carrier of polynomials is a constructible
subset of a finite–dimensional C–vector space contained in R. In the fol-
lowing we shall only refer to unary abstract data type carriers and omit the
expression “unary”. Only at the end of this section we shall briefly mention
r–ary abstract data type carriers for arbitrary r ∈ N.
By framed data structures we refer to constructible subsets of suitable
affine ambient spaces over C. For a framed data structure M, the size ofM
is the dimension of its ambient space.
Let O be a framed abstract data type carrier of polynomials, M and N
framed data structures, µ : M → N a geometrically robust constructible
map and ω : N → O a polynomial map such that the geometrically robust
constructible map θ := ω◦µ sendsM onto O. The situation may be depicted
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by the following commutative diagram:
O
M µ
//
θ
OO
N
ω
aa❈❈❈❈❈❈❈❈
We call θ the abstraction function associated with µ and ω. The maximal size
ofM and N is called the size of θ. Observe that the topological closures of O
and N are well defined with respect to the Zariski and Euclidean topologies
and coincide. We denote them by O and N . The polynomial map ω sends
N into O.
The idea behind our notion of abstraction function is the following. The
specification language we use to speak about R consists of constants from
C, the arithmetic operations addition, subtraction and multiplication, and
equality. Thus a framed abstract data type carrier O of polynomials can
always (not necessarily efficiently) be described by a formula or a division-
free arithmetic circuit which depends on a suitable framed data structure
N of parameters. The coefficient-wise representation of the elements of O
defines a surjective polynomial map ω : N → O.
In the case of the representation of polynomials by essentially division–
free, robust arithmetic circuits described in Section 3.1, the size of θ is evi-
dently a lower bound for the DAG size of the circuit β. This example shows
that also in the general case the size of θ is a reasonable measure for the
representation complexity of the elements of O by means of θ.
We allow now thatN becomes re–parameterized by a geometrically robust
constructible map µ with domain of definitionM and with µ(M) ⊂ N such
that the composite map θ = ω ◦µ sends M onto O. In this sense, our notion
of abstraction function for framed abstract data type carriers of polynomials
is absolutely natural and contains as first class citizens the representation of
polynomial families by means of robust arithmetic circuits.
All we have said before (and we shall say in the sequel) about framed
unary abstract data type carriers may be applied, mutatis mutandis, to the
case where the ring R is replaced by its cartesian product Rr, for r ∈ N. If
this occurs, we speak about framed r–ary abstract data type carriers.
3.3.1 Identification sequences
Let be given two framed abstract data type carriers O1 and O2, two framed
data structures N1 andN2 and two surjective polynomial maps ω1 : N1 → O1
and ω2 : N2 → O2. Then the number of variables and the degrees of the
polynomials occurring in O1 and O2 are bounded. Therefore we may assume
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without loss of generality that the elements of O1 and O2 are polynomials of
C[X1, . . . , Xn] of degree bounded by a fixed integer parameter ∆ ≥ 2. Let L
be the size of the framed data structure N1×N2 and suppose that there exist
a quantifier–free first–order formula over C which defines N1×N2 involving K
polynomial equations of degree at most ∆ in L variables. Taking into account
that there are at most ∆L such equations which are linearly–independent over
C, we may assume without loss of generality K ≤ ∆L. Finally we assume
that the degree of the polynomials defining ω1 × ω2 : N1 ×N2 → O1 ×O2 is
bounded by ∆.
For m ∈ N, we call (γ1, . . . , γm) ∈ (An)m an identification sequence for
O1 × O2 if the equalities f(γ1) = g(γ1), . . . , f(γm) = g(γm) imply f = g for
any f ∈ O1, g ∈ O2.
The next statement assures that there exist for O1 × O2 many integer
identification sequences of small length m := 4L + 2 and of small bit size
O(L log ∆) which may be chosen randomly. For the proof of this result, we
refer to [CGH+03, Lemma 4 and Corollary 1].
Proposition 8. Let notations and assumptions be as before. Let M be a
finite subset of A1. Suppose that the cardinality #M of M satisfies the esti-
mate #M ≥ ∆3(1 + L)
1
L (1 +K∆) and let be given an integer m ≥ 4L+ 2.
Then there exist points γ1, . . . , γm of M
n such that (γ1, . . . , γm) forms an
identification sequence for O1 ×O2.
Suppose that the points of the finite set Mn are equidistributed. Then the
probability of finding by a random choice in (Mn)m an identification sequence
is at least 1− 1
#M
≥ 1
2
.
Suppose that for any (v1, v2) ∈ N1 × N2 and any ξ ∈ An we are able to
evaluate ω1(v1)(ξ) and ω2(v2)(ξ) efficiently, i.e., using a number of arithmetic
operations in C which is polynomial in L (this occurs when families of poly-
nomials are represented by robust arithmetic circuits or by neural network
architectures as in Sections 3.1 and 3.2). Then we may set up an algebraic
computation tree of size polynomial in L which for any pair (v1, v2) ∈ N1×N2
decides whether ω1(v1) = ω2(v2) holds.
We are now going to axiomatize this situation as follows. Let I be an
index set andH := {(θi, µi, ωi)}i∈I be a collection of abstraction functions θi :
Mi → Oi associated with geometrically robust constructible and polynomial
maps µi :Mi → Ni and ωi : Ni → Oi, respectively. We call the collection H
compatible if for any i, j ∈ I there is given an algebraic computation tree of
depth polynomial in the sizes of θi and θj which for any pair (vi, vj) ∈ Ni×Nj
decides whether ωi(vi) = ωj(vj) holds.
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3.4 Quiz games
We now exclusively consider framed unary abstract data type carriers. We
are going to model mathematically, in the geometric context of this paper,
the informal notion of information hiding in software engineering. For this
purpose we present two games1, the first one in an exact and the second one
in an approximate setting.
Let be given two abstraction functions θ : M → O, θ′ : M → O′ as
before, associated with geometrically robust constructible maps µ :M→N ,
µ′ : M → N ′, and polynomial maps ω : N → O, ω′ : N ′ → O′, namely
θ = ω ◦ µ and θ′ = ω′ ◦ µ′. Suppose that (θ′, µ, ω) and (θ′, µ′, ω′) belong to
a compatible collection H. Suppose further that there exists a geometrically
robust constructible map τ : O → O′ such that τ ◦ θ = θ′ holds. The
following commutative diagram of geometrically robust constructible maps
summarizes this situation:
O τ // O′
N
ω
==⑤⑤⑤⑤⑤⑤⑤⑤
Mµ
oo
µ′
//
θ′
==④④④④④④④④
θ
OO
N ′
ω′
OO
We shall define two variants of a two–party protocol called the exact and the
approximative quiz game. The agents in these protocols are called quizmaster
and player. We suppose that the quizmaster has limited and the player
unlimited computational power and that the quizmaster is honest and able to
answer the player’s questions. The quizmaster is able to evaluate µ′ whereas
the player can compute all occurring functions.
3.4.1 The protocol of the exact quiz game
The quizmaster chooses u ∈ M and hides it from the player. The player
asks the quizmaster’s questions about the polynomial θ(u) whose answers
are tuples of complex numbers which depend only on θ(u) but not directly
on u. The quizmaster’s answers to the player’s questions are represented
by a geometrically robust map σ˜ with domain of definition O. Thus the
arguments of σ˜ belong to the affine ambient space of O.
In the aim to avoid the modeling of branchings, all the questions and
their answers become realized by a single round. In other words, the game
is not cooperative because the player’s questions do not depend on previous
answers of the quizmaster.
1We remark we are not using the word “game” in the sense of game theory, but rather
in the informal sense of the popular guessing game “I spy”.
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Let σ := σ˜ ◦ θ and M∗ := σ˜(O) = σ(M). We suppose now that there
is given a framed abstract data type carrier O∗ and an abstraction function
θ∗ : M∗ → O∗, associated with a geometrically robust map µ∗ : M∗ → N ∗
and a polynomial map ω∗ : N ∗ → O∗, from the compatible collection H,
such that θ∗ = ω∗ ◦ µ∗. Moreover, we suppose that the quizmaster is able to
evaluate σ = σ˜ ◦ θ.
The quizmaster computes σ(u) and sends it to the player who computes
now v∗ := (µ∗ ◦ σ)(u). The player sends v∗ back to the quizmaster. The
quizmaster evaluates v′ := µ′(u) and checks whether ω∗(v∗) = ω′(v′) holds.
The maps σ : M → M∗ and µ∗ : M∗ → N ∗ constitute the strategy of the
player. The whole situation becomes depicted by the following commutative
diagram of constructible maps:
N
ω
!!❈
❈❈
❈❈
❈❈
❈
M
µ
OO
µ′

θ′
!!❈
❈❈
❈❈
❈❈
❈
θ //
σ
((
O σ˜ //
τ

M∗
θ∗
||②②
②②
②②
②②
µ∗

N ′ ω
′
// O′ ⊂ R O∗⊃ N ∗ω
∗
oo
The player wins the instance of the game given by u if the condition ω∗(v∗) =
ω′(v′) is satisfied. We say that the player has a winning strategy if he wins
the game for any u ∈M.
We say that the computational task determined by θ and θ′ is feasible
if the size of θ′ is polynomial in the size of θ. A winning strategy is called
efficient if the size of θ∗ is polynomial in the size of θ (and therefore polyno-
mial in the size of θ′ for a feasible computational task). Otherwise it is called
inefficient. Observe that σ and θ∗ = ω∗ ◦µ∗ define a winning strategy for the
exact game protocol if and only if θ′ = ω∗ ◦ µ∗ ◦ σ˜ ◦ θ = ω∗ ◦ µ∗ ◦ σ = θ∗ ◦ σ
holds. In this case we have O′ = O∗. The idea behind this computational
model is to restrict the information which quizmaster and player may inter-
change. It is supposed that σ(u) and v∗ are complex vectors of short length,
whereas explicit descriptions of the framed abstract data type carriers O, O′
and O∗ may become huge.
3.4.2 The protocol of the approximative quiz game
Now we introduce the protocol of the approximative quiz game. In Appendix
B below we show that this protocol captures the notions of approximative
algorithms and approximative complexity of algebraic complexity theory (see,
e.g., [BCS97, Chapter 15]).
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As the game follows almost the same rules as in the exact case, we shall
therefore only stick on the differences. The quizmaster’s answers to the
player’s questions are now represented by a geometrically robust constructible
map σ with domain of definition M. We do not anymore assume that σ is a
composition of θ with another map.
We suppose that the quizmaster is able to evaluate σ. As before let
M∗ := σ(M) and assume that there is given a framed abstract data type
carrier O∗ and an abstraction function θ∗ : M∗ → O∗, associated with
a geometrically robust constructible map µ∗ : M∗ → N ∗ and a polynomial
map ω∗ : N ∗ → O∗, from the compatible collection H, such that θ∗ = ω∗◦µ∗.
The situation is depicted now in the following commutative diagram:
N
ω
!!❈
❈❈
❈❈
❈❈
❈
M
µ
OO
µ′

θ′
!!❈
❈❈
❈❈
❈❈
❈
θ //
σ
((
O
τ

M∗
θ∗
||②②
②②
②②
②②
µ∗

N ′ ω
′
// O′ ⊂ R O∗⊃ N ∗ω
∗
oo
We suppose that the following condition is satisfied:
For any (not necessarily convergent) sequence (uk)k∈N in M and u ∈ M
such that (θ(uk))k∈N converges to θ(u) in the Euclidean topology, the sequence(
(µ∗ ◦ σ)(uk)
)
k∈N is bounded.
We remark that this condition is satisfied if and only if the map µ∗ ◦ σ :
M→N ∗ is locally bounded with respect to the Euclidean metric of N ∗ and
the topology ofM induced from the Euclidean topology of O by θ :M→O.
As we shall see in Proposition 10 below, this implies that for any u ∈M the
value (µ∗ ◦ σ)(u) strongly depends on θ(u), although it may be not uniquely
determined by θ(u).
The quizmaster chooses now a sequence (uk)k∈N in M and an element
u ∈ M such that (θ(uk))k∈N converges to θ(u), and hides these data from
the player. The quizmaster’s answers to the player’s questions encode the
sequence (σ(uk))k∈N, which is not necessarily convergent. From these answers
the player infers the sequence
(
(µ∗◦σ)(uk)
)
k∈N, which is bounded. The player
wins the approximative game if there is an accumulation point v∗ of
(
(µ∗ ◦
σ)(uk)
)
k∈N in the Euclidean topology with ω
∗(v∗) = θ′(u). The quizmaster
verifies this by computing v′ := µ′(u) and checking whether ω∗(v∗) = ω′(v′)
holds.
Recall that the computational task determined by θ and θ′ is called fea-
sible if the size of θ′ is polynomial in the size of θ. Again we say that the
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maps σ :M→M∗ and µ∗ :M∗ → N ∗ constitute the strategy of the player,
that the player has a winning strategy if he wins for any u ∈M, and we call
this winning strategy efficient if the size of θ∗ is polynomial in the size of
θ (and then polynomial in the size of θ′ for a feasible computational task).
Otherwise, the strategy is called inefficient.
Lemma 9. Suppose that σ and θ∗ = ω∗ ◦ µ∗ define a winning strategy for
the approximative quiz game protocol. Then we have θ′ = ω∗ ◦µ∗ ◦σ = θ∗ ◦σ
and therefore O′ = O∗.
Proof. Let u be an arbitrary point of M and consider the approximative
game given by the sequence (uk)k∈N defined by uk := u, and u. Obviously
v∗ := (µ∗ ◦ σ)(u) is the unique accumulation point of the sequence
(
µ∗ ◦
σ(uk)
)
k∈N. Since σ and θ
∗ = ω∗ ◦ µ∗ define a winning strategy, we conclude
θ′(u) = ω∗(v∗) = ω∗((µ∗◦σ)(u)) = (ω∗◦µ∗◦σ)(u). This implies the identities
θ′ = ω∗ ◦ µ∗ ◦ σ and O′ = O∗.
We observe that a protocol of the exact quiz game gives always rise to a
protocol of the approximative quiz game. To this end, let notations be as in
our description of the exact model and let be given a sequence (uk)k∈M of
elements ofM and u ∈M such that (θ(uk))k∈N converges to θ(u). From the
continuity of σ˜ we deduce that the sequence (σ(uk))k∈N =
(
(σ˜ ◦ θ)(uk)
)
k∈N
converges to σ(u) = (σ˜ ◦ θ)(u). The continuity of µ∗ implies now that
(
(µ∗ ◦
σ)(uk)
)
k∈N converges to (µ
∗◦σ)(u). Therefore the sequence
(
(µ∗◦σ)(uk)
)
k∈N
is bounded and has a single accumulation point, namely v∗ = (µ∗ ◦ σ)(u). In
particular, the player wins the exact game given by u ∈M if and only if he
wins the approximative quiz game given by the sequence (uk)k∈N defined by
uk := u, and u ∈M.
Proposition 10. Let assumptions and notations be that of the approximative
quiz game and let u ∈ M. Suppose that the player has a winning strategy.
Then there exists a finite subset Su of the ambient space of N
∗ with the
following property: for any sequence (uk)k∈N inM with (θ(uk))k∈N converging
to θ(u), all the accumulation points of
(
(µ∗ ◦ σ)(uk)
)
k∈N belong to Su.
Proof. Let
D+ :=
{(
θ(u), (µ∗ ◦ σ)(u)
)
: u ∈M
}
⊂ O ×N ∗,
O+ :=
{
(θ(u), θ′(u)) : u ∈M
}
⊂ O ×O′,
and notice that D+ and O+ are constructible in their respective ambient
spaces. Let ω+ : D+ → O+ be the polynomial map ω+ := (id, ω∗), namely
ω+
(
θ(u), (µ∗ ◦ σ)(u)
)
:=
(
θ(u), (ω∗ ◦ µ∗ ◦ σ)(u)
)
=
(
θ(u), (θ∗ ◦ σ)(u)
)
.
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By Lemma 9, the assumption that the player has a winning strategy implies
that (θ∗ ◦ σ)(u) = θ′(u) holds for any u ∈M. Hence ω+ is surjective.
We show that the surjective polynomial map ω+ satisfies the condition of
Lemma 24 in Appendix A. To this end, consider a sequence (uk)k∈N inM and
an element u ∈ M such that
(
(θ(uk), θ
′(uk))
)
k∈N converges to
(
θ(u), θ′(u)
)
.
Then (θ(uk))k∈N converges to θ(u), which implies that
(
(µ∗ ◦σ)(uk)
)
k∈N, and
therefore
(
θ(uk), (µ
∗ ◦ σ)(uk)
)
k∈N, are bounded.
Let u ∈ M and let (uk)k∈N be an arbitrary sequence in M such that
(θ(uk))k∈N converges to θ(u). Observe that ω
+ induces a C-algebra extension
C[O+] →֒ C[D+]. Let m be the maximal ideal of definition of the point(
θ(u), θ′(u)
)
of the affine variety O+. From Lemma 24 we deduce that the
C[O+]m–module C[D+]m is finite. Hence the C-algebra extension C[O+]m →֒
C[D+]m is integral.
Let λ be the coordinate function of D+ corresponding to an arbitrary
entry of µ∗ ◦ σ. Then there exists s ∈ N and elements a0, a1, . . . , as of C[O+]
with a0 /∈ m such that the algebraic dependence relation a0λs+a1λs−1+ · · ·+
as = 0 is satisfied in C[D+]. This implies
s∑
j=0
aj
(
θ(uk), θ
′(uk)
)
λs−j
(
θ(uk), (µ
∗ ◦ σ)(uk)
)
= 0 (1)
for any k ∈ N. On the other hand, as a0 /∈ m, we deduce that a0
(
θ(u), θ′(u)
)
6=
0 holds. Let v∗ be an accumulation point of the sequence
(
(µ∗ ◦ σ)(uk)
)
k∈N.
From (1) we conclude that
s∑
j=0
aj
(
θ(u), θ′(u)
)
λs−j(θ(u), v∗) = 0.
Since a0(θ(u), θ
′(u)) 6= 0, only finitely many values of λ(θ(u), v∗) satisfy this
equation, independently of the sequence (uk)k∈N. Since λ was the coordinate
function of D+ corresponding to an arbitrary entry of µ∗ ◦ σ, the conclusion
of Proposition 10 follows.
Corollary 11. Let assumptions and notations be that of the approximative
quiz game. Suppose that the player has a winning strategy. Then for any
u ∈M, the set
{µ∗ ◦ σ(v) : v ∈M, θ(v) = θ(u)}
is finite.
Proof. Let v ∈ M with θ(v) = θ(u) and let (vk)k∈N be the sequence defined
by vk := v for any k ∈ N. Then (θ(vk))k∈N converges to θ(v) and (µ∗ ◦ σ)(v)
is an accumulation point of
(
(µ∗◦σ)(vk)
)
k∈N. The assertion follows now from
Proposition 10.
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3.4.3 Abstract datatype carriers, classes and routines
The content of this subsection is aimed to clarify our conceptual system from
the point of view of software engineering and will not be used in the sequel.
Our terminology is borrowed from [Mey97].
A subset ofR which can be countably covered by framed unary data type
carriers is called a unary abstract data type carrier. A unary abstract data
type carrier together with any such covering is called a unary class. Mutatis
mutandis we may define the notions of r–ary abstract data type carrier and
r–ary class for any r ∈ N replacing in the above descriptionR by its cartesian
product Rr.
Let U1 and U2 be unary abstract data type carriers. An abstract function
between U1 and U2 is a map τ : U1 → U2 with the following properties.
For each framed data structure M1 and framed unary abstract data type
carrier O1 together with an abstraction function θ1 : M1 → O1, such that
O1 is contained in U1, there exists a framed data structureM2 and a framed
unary abstract data type carrier O2 together with an abstraction function θ2 :
M2 → O2, such that τ(O1) ⊂ O2 ⊂ U2 holds and there exists a geometrically
robust constructible map, called a routine, σ :M1 →M2 with τ ◦θ1 = θ2◦σ.
Observe that quiz games with winning strategies instantiate these properties.
For any r1, r2 ∈ N, this notion of abstract function between given r1 and
r2–ary abstract data type carriers may be generalized if we replace the ring
R by its cartesian products Rr1 and Rr2 , respectively. We speak then about
an abstract function with r1 inputs and r2 outputs. This concept of abstract
function is not exactly that of [Mey97], but comes close to it.
3.4.4 Quiz games and information hiding in software engineering
Let assumptions and notations be as before. Suppose that there is a pro-
grammer whose task is, in an object oriented manner, to implement the
geometrically robust constructible map τ : O → O′ between the framed ab-
stract data type carriers O and O′ which are represented by the abstraction
functions θ and θ′.
His program uses observers and constructors. Information hiding means
that the objects from M which represent elements of O and O′ are not
accessible to him. He is only allowed to ask questions about these elements
which involve complex values that he then processes. This situation becomes
modeled by the exact quiz game with the programmer in the roˆle of the
player and the observers in the roˆle of the quizmaster.
More subtle is the situation in the case of the approximative quiz game.
Here we allow the programmer to access to a limited extent information
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about the objects which represent the elements of O and O′. This informa-
tion is of approximative nature and becomes provided by the observers. The
programmer/player must then be able, by means of constructors, to com-
pute a representation of the output. From Proposition 10 we deduce that
the situation modeled by the approximative quiz game is not substantially
different from that modeled by the exact one. For each input element of O
there exist only finitely many possible representations of the corresponding
output element of O′ which can be computed by the programmer/player.
4 Selected complexity lower bounds
We are now going to use the computational model developed in Sections
3.4.1 and 3.4.2 to derive complexity lower bounds for selected computational
problems.
From the seven series of examples we are going to consider in this section
only three are really new. The other ones can be found in another context in
[CGH+03], [GHMS11], [HKR13b] and [HKR13a]. What is new is our unified
approach to them and the resulting generality of our complexity results.
4.1 Polynomial Interpolation
In this section we are going to consider four types of approximative quiz game
protocols which generalize the intuitive meaning of interpolation of families
of multivariate and univariate polynomials.
4.1.1 Multivariate polynomial interpolation
Let be given a framed abstract data type carrierO, framed data structuresM
and N , an abstraction function θ :M→ O associated with a geometrically
robust constructible map µ : M → N and a polynomial map ω : N → O,
and suppose that (θ, µ, ω) belongs to a given compatible collection H.
Let O′ := O, τ := idO, θ′ := θ, µ′ := µ, ω′ := ω and let be given an
approximative quiz game protocol with winning strategy for this situation.
Then the player returns for a given parameter instance u ∈M, a point v∗ of
a suitable affine space such that v∗ encodes θ(u). In other words, the player
replaces the “hidden” encoding u of θ(u) by a new encoding v∗ which he
computes from the quizmaster’s answers to his questions.
In the exact version of the quiz game the player is limited to ask questions
about the polynomial θ(u) itself and computes from the quizmaster’s answers
his new encoding of θ(u). If the player’s questions refer only to values of the
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polynomial θ(u) at given inputs, the player solves an interpolation problem
for θ(u). Below we are going to make more precise this aspect.
Interpolation of a family easy to evaluate. Let us now analyze the
following concrete example of this general setting. Let l, n ∈ N be dis-
crete parameters with 2
l
2 ≥ n and let M := An+1. For t ∈ A1 and
u = (u1, . . . , un) ∈ An, let θ(t, u) be the polynomial
θ(t, u) := t
2l−1∑
k=0
(u1X1 + · · ·+ unXn)
k,
and let O := im θ. Observe that the family of polynomials θ is evaluable
by a robust arithmetic circuit of size 2n + 3l − 1 and that, for any t ∈
A1 and any u ∈ An, the polynomial θ(t, u) can be computed using 2l − 2
essential multiplications. Thus there exists an injective affine linear map
µ : M → A2n+3l−1 with constructible image N := µ(M) and a polynomial
map ω : N → O such that θ = ω ◦ µ holds. Hence O is a framed abstract
data type carrier and θ :M→ O is an abstraction function of size 2n+3l−1
associated with µ and ω. From Proposition 8, and the comment that follows
it, we deduce that (θ, µ, ω) belongs to a suitable collection H of abstraction
functions.
Suppose that for the previously considered computation task given by θ
and idO there is given a protocol with winning strategy for the approximative
quiz game. Thus we have a framed abstract data type carrier O∗, framed
data structures M∗ and N ∗, an abstraction function θ∗ : M∗ → O∗ of the
compatible collection H, associated with a geometrically robust constructible
map µ∗ :M∗ → N ∗ and a polynomial map ω∗ : N ∗ → O∗, and a surjective
geometrically robust constructible map σ : M→ M∗ such that by Lemma
9 the identities θ = ω∗ ◦ µ∗ ◦ σ = θ∗ ◦ σ and O = O∗ hold. We summarize
the whole situation by the following commutative diagram of geometrically
robust constructible maps:
O = O∗
N
ω
==④④④④④④④④
M
µ
oo
θ
OO
σ //M∗.
θ∗
OO
µ∗
// N ∗
ω∗
cc❋❋❋❋❋❋❋❋
With these notations and assumptions, we have the following statement.
Lemma 12. The size of θ∗ is of order 2Ω(ln).
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Proof. Following [GHMS11, Section 5.2], one verifies easily for any t ∈ A1
and u = (u1, . . . , un) ∈ An the following identities:
θ(t, u) = t
2l−1∑
k=0
∑
(α1,...,αn)∈Z
n
≥0
α1+···+αn=k
k!
α1! . . . αn!
uα11 . . . u
αn
n X
α1
1 . . .X
αn
n
= t
2l−1∑
k=0
∑
(α1,...,αn)∈Z
n
≥0
α1+···+αn<2
l
(α1 + · · ·+ αn)!
α1! . . . αn!
uα11 . . . u
αn
n X
α1
1 . . .X
αn
n .
For (ρ, t) ∈ A2, let βρ(t) := (t, ρ, ρ2
l
, . . . , ρ2
(n−1)l
). Then, for fixed ρ ∈ A1,
the map which assigns to each t ∈ A1 the value (θ ◦ βρ)(t) is represented by
the polynomial
(θ ◦ βρ)(t) = t
∑
(α1,...,αn)∈Z
n
≥0
α1+···+αn<2
l
(α1 + · · ·+ αn)!
α1! . . . αn!
ρα1+α22
l+···+αn2(n−1)lXα11 . . .X
αn
n ,
and is therefore linear in t.
Observe that the set Ml := {(α1, . . . , αn) ∈ Zn≥0 : α1 + · · ·+ αn < 2
l} has
K :=
(
2l−1+n
n
)
elements. Moreover, each element α = (α1, . . . , αn) of this set
can be identified with its 2l–ary representation α1 + α22
l + · · · + αn2(n−1)l.
From [GHMS11, Lemma 24] we deduce that there exists a non–empty Zariski
open subset U of AK such that for any point (ρ1, . . . , ρK) ∈ U , the (K×K)–
matrix
Mρ1,...,ρK :=
(
(α1 + · · ·+ αn)!
α1! . . . αn!
ρα1+α22
l+···+αn2(n−1)l
s
)
α=(α1,...,αn)∈Ml, 1≤s≤K
is nonsingular. Hence, for (ρ1, . . . , ρK) ∈ U , the vectors
d
dt
(θ◦βρ1)(0), . . . ,
d
dt
(θ◦
βρK )(0) are C–linearly independent.
The map which assigns to each (ρ, t) ∈ A2 the value (µ∗ ◦ σ ◦ βρ)(t) is
geometrically robust and constructible and hence polynomial by Theorem
6(iii). Since any u ∈ An satisfies the condition θ(0, u) = 0 we conclude from
Corollary 11 that the set {(µ∗ ◦ σ)(0, u) : u ∈ An} is finite. Therefore the set
{(µ∗ ◦ σ ◦ βρ)(0) : ρ ∈ A1} is also finite. Hence there exists a cofinite subset
Γ of C such that for any point ρ ∈ Γ, the value (µ∗ ◦ σ ◦ βρ)(0) is the same,
say v.
On the other hand, U ∩ ΓK is a nonempty Zariski open subset of An,
because Γ is cofinite. Therefore there exist elements ρ1, . . . , ρK ∈ Γ such
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that the vectors d
dt
(θ ◦βρ1)(0), . . . ,
d
dt
(θ ◦ βρK )(0) are C–linearly independent.
For 1 ≤ j ≤ K, the map t 7→ (µ∗ ◦ σ ◦ βρj )(t) is polynomial and hence
holomorphic. The assumption that the player has a winning strategy for the
given approximative quiz game implies
(θ ◦ βρj )(t) = (ω
∗ ◦ µ∗ ◦ σ ◦ βρj)(t)
for any t ∈ A1. We may now apply the chain rule to this situation to conclude
d
dt
(θ ◦ βρj )(0) = (dω
∗)
(
(µ∗ ◦ σ ◦ βρj )(0)
)
·
d
dt
(µ∗ ◦ σ ◦ βρj )(0)
= (dω∗)(v) ·
d
dt
(µ∗ ◦ σ ◦ βρj )(0),
where dω∗ denotes the total differential of the polynomial map ω∗. Since
d
dt
(θ◦βρ1)(0), . . . ,
d
dt
(θ◦βρK )(0) are C–linearly independent, we infer that the
vectors d
dt
(µ∗ ◦ σ ◦ βρ1)(0), . . . ,
d
dt
(µ∗ ◦ σ ◦ βρK )(0) must generate a C–linear
space of dimension K. This and the assumption 2
l
2 ≥ n imply now that the
size of N ∗, and hence the size of θ∗, is at least K =
(
2l−1+n
n
)
= 2Ω(ln).
In conclusion, the winning strategy of the approximative quiz game under
consideration is necessarily inefficient. We formulate now this conclusion in
a more general setting.
Theorem 13. Let L, n ∈ N with 2
L
4 ≥ n and let OL,n be the abstract data type
of all polynomials of C[X1, . . . , Xn] which can be evaluated using at most L
essential multiplications (see Section 3.1). We think the abstraction function
of OL,n represented by the corresponding generic computation and consider
the task of replacing the given hidden encoding of the elements of OL,n by a
known one using an approximative quiz game with winning strategy. Then
any such quiz game is inefficient requiring an abstraction function of size
2Ω(Ln).
Proof. Let l := ⌊L
2
+ 1⌋ and observe that for any t ∈ A1 and u ∈ An the
polynomial θ(t, u) belongs to OL,n. Then the above statement follows imme-
diately from Theorem 6(i) and Lemma 12.
The restriction of Theorem 13 to exact quiz games with winning strategy
may be paraphrased in terms of learning theory as follows.
Corollary 14. For L, n ∈ N with 2
L
4 ≥ n, the concept class OL,n has a
representation of size (L + n + 1)2 by means of the corresponding generic
computation, but its concepts require an amount of 2Ω(Ln) arithmetic opera-
tions to be learned continuously.
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Interpolation from an identification sequence. We are now going to
explain how the computational task of interpolating for L, n ∈ N the family
of polynomials OL,n continuously may be interpreted as a particular instance
of an exact quiz game protocol. From Proposition 8 we deduce that there
exist for OL,n ×OL,n (many) integer identification sequences of length m :=
4(L+n+1)2+2 and bit size at most 3L+1. Let us fix for the moment such
an identification sequence γ = (γ1, . . . , γm) ∈ (Zn)m and let σ˜ : OL,n → Am
be the map σ˜(f) := (f(γ1), . . . , f(γm)). Then σ˜ is a polynomial map with
constructible image M∗ := σ˜(OL,n) and σ˜ : OL,n →M∗ is bijective. Let N ∗
be the constructible subset of A(
2L+n
n ) formed by the coefficient vectors of the
elements of OL,n and let ω∗ : N ∗ → OL,n be the map which assigns to each
element of N ∗ the corresponding polynomial of C[X1, . . . , Xn]. Then ω∗ is
a polynomial map and M∗ and N ∗ form framed data structures. According
to [CGH+03, Corollary 3], there is a unique rational, everywhere defined,
constructible map µ∗ : M∗ → N ∗, which is continuous with respect to the
Euclidean topologies of M∗ and N ∗, whose composition ω∗ ◦ µ∗ with ω∗ is
the inverse map of σ˜ : OL,n →M∗.
From Theorem 7 we deduce that µ∗ is geometrically robust. Let us con-
sider the framed abstract data type carriers O := OL,n and O∗ := OL,n, the
framed data structures M := A(L+n+1)
2
, M∗ := σ˜(OL,n) and N ∗, the poly-
nomial map θ : M → O given by the generic computation corresponding
to OL,n, the polynomial map ω∗ : N ∗ → O∗ and the geometrically robust
constructible maps µ∗ :M∗ → N ∗, θ∗ := ω∗◦µ∗, σ˜ : O →M∗ and σ := σ˜◦θ.
They form the following commutative diagram of geometrically robust con-
structible maps:
O =
σ˜
""❊
❊❊
❊❊
❊❊
❊ O
∗
M
θ
OO
σ //M∗
θ∗
OO
µ∗
// N ∗
ω∗
bb❊❊❊❊❊❊❊❊
This diagram represents an exact quiz game protocol with winning strategy
for the situation considered at the beginning of this section.
On the other hand, the geometrically robust constructible map µ∗ :
M∗ → N ∗ assigns to each element σ˜(f) = (f(γ1), . . . , f(γm)) of M∗ the
coefficient vector µ∗(σ˜(f)) of the polynomial f , and therefore interpolates f
at the points γ1, . . . , γm ∈ Zn. Since µ∗ is continuous with respect to the Eu-
clidean topologies of M∗ and N ∗, it solves the corresponding interpolation
task continuously. This solution is also effective because µ∗ is constructible.
Given any identification sequence γ = (γ1, . . . , γm) for OL,n × OL,n, any
continuous solution of the task to interpolate the elements of OL,n in the
points γ1, . . . , γm may be depicted as in the commutative diagram above
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with µ∗ and ω∗ representing a robust arithmetic circuit. Theorem 13 implies
now that such a solution requires necessarily the use of 2Ω(Ln) arithmetic
operations. This is the content of [GHMS11, Theorem 23].
4.1.2 Univariate polynomial interpolation
We are now going to analyze the three series of examples which generalize
univariate polynomial interpolation. To this end, let us fix a discrete param-
eter D ∈ N. Let l := 6⌈logD− 1⌉+1,M := A1 and X be an indeterminate.
For t ∈M, let
θD(t) := (t
D+1 − 1)
∑
0≤k≤D
tkXk.
We put OD := im θD. Observe that the family of polynomials θD is evalu-
able by a robust arithmetic circuit of size l. Thus there exists an injective
affine map µD : M → Al with constructible image ND := µD(M) and a
polynomial map ωD : ND → OD such that θD = ωD ◦ µD holds. Hence OD
is a framed abstract data type carrier and θD : M → OD is an abstraction
function of size l associated with µD and ωD. From Proposition 8, and the
comment that follows it, we deduce that (θD, µD, ωD) belongs to a suitable
collection H of abstraction functions.
For any t ∈ M, let θ′D(t) := θD(t), θ
′′
D(t) the derivative of θD(t) with
respect of the variable X , and θ′′′D(t) the indefinite integral with respect to
X , namely
θ′′D(t) := (t
D+1 − 1)
∑
1≤k≤D
ktkXk−1, θ′′′D(t) := (t
D+1 − 1)
∑
0≤k≤D
tk
k + 1
Xk+1.
Let O′D := im θ
′
D, O
′′
D := im θ
′′
D and O
′′′
D := im θ
′′′
D. We consider the geomet-
rically robust constructible maps
τ ′D : OD → O
′
D, τ
′′
D : OD → O
′′
D, τ
′′′
D : OD → O
′′′
D,
θD(t) 7→ θ
′
D(t), θD(t) 7→ θ
′′
D(t), θD(t) 7→ θ
′′′
D(t).
Suppose that there are given framed data structures N ′′D and N
′′′
D of size
polynomial in l, geometrically robust constructible maps µ′′D :M→N
′′
D and
µ′′′D :M→N
′′′
D , and polynomials maps ω
′′
D : N
′′
D → O
′′
D and ω
′′′
D : N
′′′
D → O
′′′
D,
such that θ′′D :M→O
′′
D and θ
′′′
D :M→O
′′′
D are abstraction functions of the
compatible collection H associated with µ′′D, ω
′′
D and µ
′′′
D, ω
′′′
D, respectively.
Finally, let N ′D := ND, µ
′
D := µD and ω
′
D := ωD. Each of the three items
(θD, τ
′
D) and (θD, τ
′′
D) and (θD, τ
′′′
D ) define a computation task for an exact
quiz game. The following diagram illustrates this scenario. Notice that θD,
θ′D, θ
′′
D and θ
′′′
D have the same domain of definition M.
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OD O′D O
′′
D O
′′′
D
ND N ′D N
′′
D N
′′′
D
M M M M
τ ′D
identity
τ ′′D
derivative
τ ′′′D
integral
ω ω′ ω′′ ω′′′
µ µ′ µ′′D µ
′′′
D
θD θ
′
D θ
′′
D θ
′′′
D
Suppose that for any of these tasks, e.g., for that given by (θD, τ
′
D), there
is given an exact quiz game protocol with winning strategy. Thus we have
a framed abstract data type carrier O∗, framed data structures M∗ and
N ∗, an abstraction function θ∗ : M∗ → O∗ of the compatible collection
H, associated with a geometrically robust constructible map µ∗ :M∗ → N ∗
and a polynomial map ω∗ : N ∗ → O∗, and geometrically robust constructible
maps σ˜ : OD →M∗ and σ := σ˜ ◦ θD such that the identities θ′D = ω
∗ ◦ µ∗ ◦
σ˜ ◦ θD = ω∗ ◦ µ∗ ◦ σ = θ∗ ◦ σ and O′D = O
∗ hold. The following diagram
illustrates this exact quiz game protocol.
O∗ OD O′D
N ∗ ND N ′D
M∗ M M
θ∗ θD θ
′
D
ω∗
µ∗
ω
µ
ω′
µ′
τ ′
σ˜
σ
Lemma 15. The size of θ∗ is at least D + 1.
Proof. Denote by GD the subset of M consisting of all (D + 1)–th roots of
unity. The cardinality of GD is D+1. Observe that any ζ ∈ GD satisfies the
condition θD(ζ) = 0 and therefore σ(ζ) = (σ˜ ◦ θD)(ζ) does not depend on ζ .
For any ζ ∈ GD, let βζ : M → M be the affine linear function defined
by βζ(s) := s + ζ . Then by Theorem 6(iii) the maps θ
′
D ◦ βζ and µ
∗ ◦ σ ◦
βζ = µ
∗ ◦ σ˜ ◦ θD ◦ βζ are polynomial and hence holomorphic. Moreover,
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u := (µ∗ ◦ σ ◦ βζ)(0) does not depend on ζ and consequently (θ′D ◦ βζ)(0)
depends neither on ζ .
We have d
dt
(θ′D ◦ βζ)(0) = (D + 1)ζ
D
∑
0≤k≤D ζ
kXk and therefore the
vectors d
dt
(θ′D ◦ βζ)(0), ζ ∈ GD, are C–linearly independent. Since the player
has a winning strategy, µ∗ ◦ σ ◦ βζ is holomorphic and ω∗ is polynomial, we
may apply the chain rule to get
d
dt
(θ′D ◦ βζ)(0) = dω
∗
(
(µ∗ ◦ σ ◦ βζ)(0)
)
·
d
dt
(µ∗ ◦ σ ◦ βζ)(0)
= dω∗(u) ·
d
dt
(µ∗ ◦ σ ◦ βζ)(0)
for any ζ ∈ GD. We conclude that the vectors ddt(µ
∗ ◦ σ ◦ βζ)(0), ζ ∈ GD,
generate a C–linear space of dimension D + 1. This implies that the size of
N ∗, and hence the size of θ∗, is at least D + 1.
The argumentation in the case of the univariate polynomial interpolation
problems given by (θD, τ
′′
D) and (θD, τ
′′′
D ) is almost textually the same. The
only difference is the form of the vectors d
dt
(θ′′D◦βζ)(0) = (D+1)ζ
D
∑
1≤k≤D kζ
kXk−1
and d
dt
(θ′′′D ◦ βζ)(0) = (D + 1)ζ
D
∑
0≤k≤D
1
k+1
ζkXk+1 for ζ ∈ GD.
Following [BCS97, §8.1], any polynomial f over C requires at least log deg f
essential multiplications to be evaluated by an ordinary division–free arith-
metic circuit. Let (θD)D∈N be the sequence of families of univariate polynomi-
als considered before. Observe that for any t ∈M, the univariate polynomial
θD(t) can be evaluated by an ordinary division–free arithmetic circuit using
4⌈logD − 2⌉ essential multiplications and that deg θD(t) ≤ D holds. For all
but finitely many t ∈M we have even deg θD(t) = D. In this sense, (θD)D∈N
is a sequence of families of univariate polynomials which are easy to evaluate.
From Lemma 15 we deduce now the following less technical statement.
Theorem 16. There exists a sequence of families of univariate polynomials
which are easy to evaluate such that the continuous interpolation of these
polynomials, or their derivatives, or their indefinite integrals, requires an
amount of arithmetic operations which is exponential in the number of es-
sential multiplications of the most efficient ordinary division–free arithmetic
circuits which evaluate these polynomials.
Theorem 16 extends [GHMS11, Proposition 22], and simplifies its proof.
4.2 Learning in neural networks with polynomial acti-
vation functions
Let us analyze the following architectures of neural networks with polynomial
activation functions. Let n ∈ N be a discrete parameter and M := An+1.
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For t ∈ A1 and u = (u1, . . . , un) ∈ An, let θ(t, u) be the polynomial
θ(t, u) := t(u1X1 + · · ·+ unXn)
n.
Then the formula defining θ(t, u) describes the architecture of a two layer
network with two neurons, weight vector (t, u1, . . . , un), inputs X1, . . . , Xn,
one output and two activation functions, namely the polynomials Y n and Y ,
where Y is a new indeterminate. This network is evaluable by 2n+ 2⌈log n⌉
arithmetic operations, including 2⌈logn⌉ essential multiplications. Hence the
family of polynomials θ can be represented by a robust arithmetic circuit of
size 2n + 2⌈log n⌉. Thus for O := im θ, µ := id M and ω := θ, we have
that θ = ω ◦ µ and θ : M → O is an abstraction function associated with
the geometrically robust constructible map µ and the polynomial map ω. By
virtue of Proposition 8, and the comment that follows it, (θ, µ, ω) belongs to
a compatible collection H of abstraction functions.
More precisely, using
(
4(n+2⌈log n⌉+1)2+2
)
(4n+4⌈log n⌉+1) arithmetic
operations in C, we may check whether for given weight vectors (t, u) and
(t′, u′) of M the identity θ(t, u) = θ(t′, u′) holds for the target functions
θ(t, u) and θ(t′, u′) of the neural networks given by (t, u) and (t′, u′).
The learning of a target function θ(t, u) can be interpreted as the task of
interpolating θ(t, u) in the manner prescribed by the given network architec-
ture. In view of [GHMS11, Section 3.3.3], the continuous interpolation of the
family of polynomials θ can be performed, not necessarily efficiently, using
m ≥ 4(n+2⌈logn⌉+1)2 random points of Nn of bit size at most 8⌈log n⌉+4
(see the end of this subsection).
Since interpolation is a particular case of an exact quiz game protocol, we
are going to ask a more general question, namely whether for the computation
task given by θ, θ′ := θ and τ := idO an approximative quiz game protocol
with winning strategy can be efficient. The answer will be no. Hence our neu-
ral networks cannot be learned in a continuous manner. We confirmed this
theoretical conclusion by computer experiments with the 8.3 (R2014a) Mat-
lab version of the standard backpropagation algorithm (see [HKP91, Chapter
6.1]) which we adapted especially to the case of polynomial activation func-
tions. It is not worth to reproduce here the particular experimental results
because of the enormous errors they contain. In particular, if we interpret
the steps of the back propagation algorithm as an infinite sequence of com-
putations over C, the resulting algorithm cannot converge uniformly to an
exact learning process of our neural networks.
Suppose that for the previous computation task there is given an approx-
imative quiz game protocol with winning strategy. Thus we have a framed
abstract data type carrier O∗, framed data structures M∗ and N ∗, an ab-
straction function θ∗ : M∗ → O∗ of the compatible collection H, associated
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with a geometrically robust constructible map µ∗ :M∗ → N ∗ and a polyno-
mial map ω∗ : N ∗ → O∗, and a surjective geometrically robust constructible
map σ :M→M∗ such that by Lemma 9 the identities θ = ω∗◦µ∗◦σ = θ∗◦σ
and O∗ = O hold.
Lemma 17. The size of θ∗ is at least
(
2n−1
n−1
)
≥ 2n−1.
Proof. The proof is similar to that of Lemma 12. Observe that
θ(t, u) = t
∑
(α1,...,αn)∈Z≥0
α1+···+αn=n
n!
α1! . . . αn!
uα11 . . . u
αn
n X
α1
1 . . .X
αn
n
holds for any t ∈ A1 and u = (u1, . . . , un) ∈ An.
Let U1, . . . , Un be new indeterminates and letMn := {(α1, . . . , αn) ∈ Zn≥0 :
α1 + · · ·+ αn = n}. Since the K :=
(
2n−1
n−1
)
monomials Uα11 · · ·U
αn
n , α ∈ Mn,
are C–linearly independent, we may conclude that there exists a non–empty
Zariski open subset U of AK×n such that for any point (ρ1, . . . , ρK) ∈ U with
ρi = (ρi1, . . . , ρin) ∈ An, 1 ≤ i ≤ K, the (K ×K)–matrix
Mρ1,...,ρK :=
( n!
α1! . . . αn!
ρα1i1 . . . ρ
αn
in
)
α=(α1,...,αn)∈Mn, 1≤i≤K
is nonsingular.
Let ρ = (ρ1, . . . , ρn) ∈ An and let βρ : A1 → M be defined by βρ(t) :=
(t, ρ). Then the map t 7→ (θ ◦ βρ)(t) is represented by the polynomial
(θ ◦ βρ)(t) = t
∑
(α1,...,αn)∈Z≥0
α1+···+αn=n
n!
α1! . . . αn!
ρα11 . . . ρ
αn
n X
α1
1 . . .X
αn
n ,
and is therefore linear in t. On the other hand, the map µ∗◦σ◦βρ : A1 → N ∗
is geometrically robust and constructible, and hence polynomial by Theorem
6(iii). Thus µ∗◦σ◦βρ is holomorphic. Since any u ∈ An satisfies the condition
θ(0, u) = 0 we conclude from Corollary 11 that the set {(µ∗ ◦ σ)(0, u) : u ∈
An} is finite. Hence the set {(µ∗◦σ◦βρ)(0) : ρ ∈ An} is also finite. Therefore
there exists a non–empty Zariski open subset Γ of An such that for any point
ρ ∈ Γ, the value (µ∗ ◦σ ◦ βρ)(0) is the same, say v. Observe now that the set
U ∩ΓK is non–empty, because U and ΓK are non–empty Zariski open subsets
of AK×n. Hence there exist elements ρ1, . . . , ρK of Γ such that the complex
(K ×K)–matrix Mρ1,...,ρK is nonsingular.
Therefore the vectors d
dt
(θ ◦ βρ1)(0), . . . ,
d
dt
(θ ◦ βρK )(0) are C–linearly in-
dependent. The assumption that the player has a winning strategy for the
given approximative quiz game implies
θ ◦ βρj = ω
∗ ◦ µ∗ ◦ σ ◦ βρj
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for any 1 ≤ j ≤ K. Since µ∗ ◦ σ ◦ βρj is holomorphic for 1 ≤ j ≤ K, we may
apply the chain rule to this situation to conclude
d
dt
(θ ◦ βρj )(0) = dω
∗
(
(µ∗ ◦ σ ◦ βρj )(0)
)
·
d
dt
(µ∗ ◦ σ ◦ βρj )(0)
= dω∗(v) ·
d
dt
(µ∗ ◦ σ ◦ βρj )(0)
for 1 ≤ j ≤ K. We infer that the vectors d
dt
(µ∗ ◦ σ ◦ βρ1)(0), . . . ,
d
dt
(µ∗ ◦ σ ◦
βK)(0) generate a C–linear space of dimension K. This implies that the size
of N ∗, and hence the size of θ∗, is at least K =
(
2n−1
n−1
)
≥ 2n−1.
Suppose now that it is possible to learn continuously for n > 3 the neural
networks corresponding to our network architecture. Then there exists a
geometrically robust constructible map σ˜ : O → M such that the identity
θ = θ ◦ σ˜ ◦ θ holds. This contradicts Lemma 17 with O∗ := O, M∗ :=
im (σ˜ ◦ θ), θ∗ := θ |M∗ , µ
∗ := id |M∗= µ |M∗ , N
∗ :=M∗, ω∗ := θ |N ∗= ω |N ∗
and σ := σ˜ ◦ θ, because in this case the size of θ∗ is at most n + 1, which is
strictly smaller than 2n−1. Lemma 17 implies therefore the following learning
result for neural network architectures.
Theorem 18. Let n ∈ N be a discrete parameter. There exists a two–
layer neural network architecture with two neurons, n inputs, one output and
two polynomial activation functions which can be evaluated using 2⌈log n⌉
essential multiplications, such that there is no continuous algorithm able to
learn exactly the corresponding neural networks.
To conclude, we discuss the question how many random points are suf-
ficient to interpolate the target functions of a general neural network archi-
tecture with polynomial activation functions.
Let be given a neural network architecture with n inputs X1, . . . , Xn and
K neurons and let r be the length of the corresponding weight vector. We
suppose that all activation functions are given by univariate polynomials
which can be evaluated by ordinary division–free arithmetic circuits with
parameters in R using at most L essential multiplications. Thus any weight
vector of Ar defines a (complex) neural network which can be evaluated
using at most KL essential multiplications. Denote for any u ∈ Ar the
target function of the corresponding neural network by θ(u) ∈ C[X1, . . . , Xn].
Let m ≥ 4(KL + n + 1)2 + 2 and chose m random points γ1, . . . , γm ∈
Nn of bit size at most 4(KL + 1). Then M := {θ(u)(γ1), . . . , θ(u)(γm) :
u ∈ Ar} is a constructible subset of Am. From [GHMS11, Section 3.3.3] we
deduce that the map which assigns to each element (θ(u)(γ1), . . . , θ(u)(γm))
ofM the coefficient vector of the polynomial θ(u) is geometrically robust and
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constructible (over R). This map solves in continuous (but not necessarily
efficient) manner the interpolation problem given by γ1, . . . , γm of the family
of polynomial functions θ.
4.3 Elimination
Finally we are going to analyze two series of examples of geometric elimina-
tion problems from the point of view of approximative quiz games. The first
one is concerned with a parameterized family of elimination problems defined
on a fixed hypercube and the second one is related to the computation of
characteristic polynomials in linear algebra.
4.3.1 A parameterized family of projections of a hypercube
Let n ∈ N be a discrete parameter and let M := An+1. Let X1, . . . , Xn, Y
be indeterminates over C. For t ∈ A1 and u = (u1, . . . , un) ∈ An, let θ(t, u)
and θ′(t, u) be the following polynomials:
θ(t, u) :=
∑
1≤i≤n
2i−1Xi + t
∏
1≤i≤n
(1 + (ui − 1)Xi),
θ′(t, u) :=
∏
ǫ∈{0,1}n
(
Y − θ(t, u)(ǫ)
)
=
∏
0≤j<2n
(
Y −
(
j + t
∏
1≤i≤n
u
[j]i
i
))
,
where [j]i denotes the i–th digit of the binary representation of the integer
j for 0 ≤ j < 2n and 1 ≤ i ≤ n. Let O := im θ, O′ := im θ′, N :=
M, µ := idM, ω := θ and observe that the family of polynomials θ is
evaluable by a robust arithmetic circuit of size 5n. We may therefore deduce
from Proposition 8, and the comment following it, that (θ, µ, ω) belongs to
a suitable compatible collection H of abstraction functions. We suppose
that θ′ is an abstraction function associated with a geometrically robust
constructible map µ′ : M → N ′ and a polynomial map ω : N ′ → O′, such
that (θ′, µ′, ω′) belongs to the compatible collection H.
Observe that for t ∈ A1 and u ∈ An, the formulas
(∃X1) . . . (∃Xn)(X
2
1−X1 = 0∧· · ·∧X
2
n−Xn = 0∧Y −θ(t, u)(X1, . . . , Xn) = 0)
and θ′(t, u)(Y ) = 0 are logically equivalent. In fact, θ′(t, u) =
∏
ǫ∈{0,1}n(Y −
θ(t, u)(ǫ)) is the elimination polynomial of the projection of the hypercube
{0, 1}n along θ(t, u). Therefore there exists a geometrically robust con-
structible map τ : O → O′ such that τ ◦ θ = θ′ holds.
Suppose now that for the computation task determined by θ and τ there
is given a winning strategy of the approximative quiz game protocol. Thus
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we have a framed abstract data type carrier O∗, framed data structures M∗
and N ∗, an abstraction function θ∗ of the compatible collection H, associated
with a geometrically robust constructible map µ∗ :M∗ → N ∗ and a polyno-
mial map ω : N ∗ → O∗, and a surjective geometrically robust constructible
map σ :M→M∗ such that by Lemma 9 the identities θ′ = ω∗◦µ∗◦σ = θ∗◦σ
and O′ = O∗ hold.
Lemma 19. The size of θ∗ is at least 2n.
Proof. Let T, U1, . . . , Un be new indeterminates, U := (U1, . . . , Un) and let
F :=
∏
0≤j<2n(Y − (j + T
∏
1≤i≤n U
[j]i
i )). We write F = Y
2n + B1Y
2n−1 +
· · ·+ B2n with Bk ∈ C[T, U ] for 1 ≤ k ≤ 2n. Arguing as in [CGH+03, §4.2]
we deduce that for 1 ≤ k ≤ 2n, the coefficient Bk is of the form
Bk = (−1)
k
∑
0≤j1<···<jk<2n
j1 . . . jk + TLk + terms of higher degree in T ,
where L1, . . . , L2n ∈ C[U ] = C[U1, . . . , Un] are C–linearly independent. There-
fore there exists a non–empty Zariski open subset U of A2
n×n such that for
any point (u1, . . . , u2n) ∈ U with u1, . . . , u2n ∈ An, the (2n × 2n)–matrix
ML1,...,L2n :=
(
Lk(ul)
)
1≤k,l≤2n
(2)
is nonsingular.
Since any u ∈ An satisfies the condition θ(0, u) =
∑
1≤i≤n 2
i−1Xi and
θ(0, u) is therefore constant, we conclude from Corollary 11 that the set
{(µ∗ ◦ σ)(0, u) : u ∈ An} is finite. Hence there exists a non–empty Zariski
open subset Γ of An such that for any point u ∈ Γ, the value (µ∗ ◦ σ)(0, u)
is the same, say v. On the other hand U ∩ Γ2
n
is nonempty. Therefore there
exist elements u1, . . . , u2n ∈ Γ such that the (2
n×2n)–matrix ML1,...,L2n of (2)
is non–singular.
The maps µ∗ ◦ σ : An+1 → N ∗ and θ′(t, u) : An+1 → O∗ are geometri-
cally robust and constructible, and hence polynomial by Theorem 6(iii). For
1 ≤ k ≤ 2n and t ∈ A1, let εk(t) := (µ∗ ◦ σ)(t, uk) and δk(t) := θ′(t, uk).
Observe that εk and δk are polynomial maps with domain of definition A1
and therefore holomorphic. Moreover we have εk(0) = (µ
∗ ◦ σ)(0, uk) = v
for 1 ≤ k ≤ 2n. Since θ′ = ω∗ ◦ µ∗ ◦ σ, we deduce δk = ω∗ ◦ εk. To this
composition we may apply the chain rule to conclude that
dδk
dt
(0) = dω∗(εk(0)) ·
dεk
dt
(0) = dω∗(v) ·
dεk
dt
(0).
Observe now that L1(u), . . . , L2n(u) are the coefficients of the polynomial
∂F
∂T
(0, u). This implies that
dω∗(v) ·
dεk
dt
(0) =
dδk
dt
(0) =
∂θ′
∂t
(0, uk) =
(
L1(uk), . . . , L2n(uk)
)
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for 1 ≤ k ≤ 2n. From the non–singularity of the (2n×2n)–matrix ML1,...,L2n of
(2) we deduce that the vectors dε1
dt
(0), . . . , dε2n
dt
(0) generate a C–linear space
of dimension 2n. This implies that the size of N ∗, and hence the size of θ∗,
is at least 2n.
We are now going to elaborate an important aspect of this family of exam-
ples. Observe that any polynomial θ(t, u) can be evaluated by a division–free
arithmetic circuit using n−1 essential multiplications. From [GHMS11, Sec-
tion 3.3.3] we deduce the following facts:
there exist K := 16n2 + 2 points ξ1, . . . , ξK ∈ Zn of bit length at most
4n such that for any two polynomials f, g ∈ O, the equalities f(ξ1) =
g(ξ1), . . . , f(ξK) = g(ξK) imply f = g. Thus the polynomial map σ˜ : O →
AK defined by σ˜(f) := (f(ξ1), . . . , f(ξK)) is injective. MoreoverM∗ := σ˜(O)
is an irreducible constructible subset of AK . Finally the constructible map
Φ := σ˜−1 which maps M∗ onto O is geometrically robust.
For ǫ ∈ {0, 1}n, we denote by Φǫ : M∗ → A1 the map Φǫ(v) := Φ(v)(ǫ).
One sees easily that Φǫ is a geometrically robust constructible function. Ob-
serve that the identities
Φǫ(σ˜(θ(t, u))) = Φ(σ˜(θ(t, u))(ǫ)) = (σ˜
−1 ◦ σ˜)(θ(t, u))(ǫ) = θ(t, u)(ǫ)
hold for any t ∈ A1 and u ∈ An.
For a given point v ∈M∗, let
P (v, Y ) :=
∏
ǫ∈{0,1}n
(Y − Φǫ(v)) :=
∏
ǫ∈{0,1}n
(Y − Φ(v)(ǫ))
and let O∗ := {P (v, Y ) : v ∈ M∗}. Then the coefficients of P with respect to
Y are geometrically robust constructible functions with domain of definition
M∗ and O∗ is a framed abstract data type carrier. Hence the map θ∗ :M∗ →
O∗, θ∗(v) := P (v, Y ) is geometrically robust and constructible. Suppose now
that there is given a framed data structure N ∗ and that θ∗ is an abstraction
function associated with a geometrically robust constructible map µ∗ :M∗ →
N ∗ and a polynomial map ω∗ : N ∗ → O∗, such that (θ∗, µ∗, ω∗) belongs to
the compatible collection H.
From the identities
P (σ˜(θ(t, u)), Y ) =
∏
ǫ∈{0,1}n
(Y−Φǫ(σ˜(θ(t, u)))) =
∏
ǫ∈{0,1}n
(Y−θ(t, u)(ǫ)) = θ′(t, u)
we deduce that ω∗ ◦ µ∗ ◦ σ˜ ◦ θ = θ∗ ◦ σ˜ ◦ θ = θ′ holds. This means that
σ˜ ◦θ and µ∗ define a winning strategy for the exact quiz game protocol of the
computation task given by θ and τ . This implies by Lemma 19 that the size
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of N ∗ is at least 2n. In other words, any representation of the polynomial P
has size exponential in n.
We argue now that the polynomial P is a natural elimination object. Let
Θ :=
∑
1≤i≤n 2
i−1Xi + T
∏
1≤i≤n(1 + (Ui − 1)Xi) and let V1, . . . , Vk be new
indeterminates. Observe that the existential first–order formula
(∃X1) . . . (∃Xn)(∃T )(∃U1) . . . (∃Un)( ∧
1≤i≤n
X2i −Xi = 0 ∧
∧
1≤k≤K
Vk = Θ(T, U, ξk) ∧ Y = Θ(T, U,X)
)
(3)
describes the constructible subset {(v, y) ∈ AK+1 : v ∈ M∗, y ∈ C, P (v, y) =
0} of AK+1. Interpreting the coefficients of P as elements of the function field
C(M
∗
) of the irreducible algebraic variety M
∗
, one sees easily that P is the
greatest common divisor in C(M
∗
)[Y ] of all polynomials of C[M
∗
][Y ] which
vanish identically on the constructible subset of AK+1 defined by formula (3).
Hence P is an elimination polynomial parameterized by M∗.
Observe that the polynomials contained in the formula (3) can be repre-
sented by a robust arithmetic circuit of size O(n3). Therefore the formula
(3) is also of size O(n3). Thus we have proved the following statement.
Theorem 20. Let n ∈ N be a discrete parameter. There exists a first–order
formula of size O(n3) of the elementary theory of C determining a framed
data structure M∗ of size O(n2) and a family P of univariate elimination
polynomials parameterized by M∗ such that the following holds. Let O∗ be
the framed abstract data type carrier defined by the family of polynomials P
and θ∗ : M∗ → O∗ the encoding of O∗ given by the parameterization of P .
Then θ∗ is a surjective geometrically robust constructible map. Moreover, for
any framed data structure N ∗ and any geometrically robust constructible map
µ∗ :M∗ → N ∗ and any polynomial map ω∗ : N ∗ → O∗, such that (θ∗, µ∗, ω∗)
determines an abstraction function associated with µ∗ and ω∗, the size of N ∗
is at least 2n.
In conclusion, polynomial size formulas may produce elimination polyno-
mials of exponential size for any (reasonable) representation. This conclusion
is essentially the content of [CGH+03, Theorem 4] (see also [GH01, Theorem
5], [HKR13b, Theorem 15] and [HKR13a, Theorem 8]).
The leading idea of the proof of Theorem 20 was to use an existential
formula, namely (3), to encode a suitable interpolation problem whose solu-
tion is the interpolation polynomial P ∈ C(M
∗
)[Y ]. This encoding relates
elimination with interpolation in the sense of Section 4.1.1 and explains the
similarity of the proofs of Theorem 13 and Theorem 20. In fact, the example
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exhibited in the proof of Theorem 20 entails nothing but a hardness result
for a suitable interpolation of a polynomial family, given by Θ, on the con-
structible set M∗. Using formula (3) we obtain finally our hardness result
for elimination, namely Theorem 20.
4.3.2 Quiz games in elementary linear algebra: Characteristic
polynomials
For every positive integer n ∈ N, we first consider the ring (Mn(C),+,×) of
all square n×n matrices with complex entries, with their usual addition and
multiplication operations. Let R be the disjoint union of all these rings.
R :=
⋃
n∈N
Mn(C)
A framed abstract data type carrier of square matrices is now a constructible
subset of someMn(C), n ∈ N, contained inR. We are now going to introduce
two binary elementary operations on R, namely the Kronecker sum (⊕)
and Kronecker product (⊗). However, (R,⊕,⊗) will not be a ring, because
Kronecker sum and product are not distributive.
Recall that for two square matrices A := (ai,j)1≤i,j≤n ∈Mn(C) and B :=
(bk,ℓ)1≤k,ℓ≤m ∈Mm(C), seen as elements of R, their Kronecker product A⊗B
is the square (mn×mn)–matrix given by the following rule:
A⊗ B :=

a1,1B a1,2B · · · a1,nB
a2,1B a2,2B · · · a2,nB
...
...
an,1B am,2B · · · an,nB
 ∈Mnm(C).
Here ai,jB ∈Mm(C) is the matrix obtained by multiplying each entry of the
matrix B by the scalar ai,j. The Kronecker sum A ⊕ B of the matrices A
and B is the square (mn × mn)–matrix defined in terms of the Kronecker
product as follows:
A⊕ B := A⊗ Idm + Idn ⊗B ∈Mnm(C).
Here Idn and Idm denote the n × n and m × m identity matrices and + is
the usual addition of nm square matrices.
Using the Kronecker sum and product of square matrices we are now
going to introduce a suitable abstraction function. Let k be a non-negative
integer and n := 2k. The image of the abstraction function we are going to
define will be a constructible subset of the C–vector space Mn(C) contained
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in R. Let us consider the framed data structure M := Ak+1. We represent
the elements of M by (s, u1, . . . , uk) ∈ Ak+1. Let N := C × (M2(C))k and
observe that it is a C–vector space of dimension 1 + 4k = 4 logn + 1 and
hence constructible.
Consider the mapping
µ : M−→ N
(s, u1, . . . , uk) 7−→
(
s,
(
1 0
0 u1
)
, . . . ,
(
1 0
0 uk
))
,
which is polynomial and hence geometrically robust and constructible. For
s ∈ C and A1, . . . , Ak ∈ M2(C), we define a polynomial mapping ω : N →
Mn(C) by means of the Kronecker sum and product and C–linear operations
in Mn(C) as follows:
ω(s, A1, . . . , Ak) :=
(
k⊕
i=1
(
0 0
0 2k−i
))
+ sA1 ⊗ · · · ⊗Ak.
Finally, let θ := ω ◦ µ and O be the image of θ. Then O is a constructible
subset of Mn(C) contained in R. Moreover, µ : M → N , ω : N → O
and hence θ : M → O are polynomial, the surjective mapping θ being
an abstraction function associated with µ and ω. The abstraction function
θ :M−→ O can be made explicit by means of the following identity:
θ(s, u1, . . . , uk) =
(
k⊕
i=1
(
0 0
0 2k−i
))
+ s
(
1 0
0 uk
)
⊗ · · · ⊗
(
1 0
0 u1
)
.
This means that θ can be expressed in terms of the Kronecker sum and
product using only 2k matrix and Kronecker operations.
Let χ be the map which associates to each element of R its characteristic
polynomial. Notice that the restriction of χ to Mn(C) is a polynomial map.
Let O′ := χ(O), N ′ :=M, µ′ := idM, ω′ := χ◦ θ. Then O′ is a constructible
subset of the C–vector space of univariate polynomials of degree at most n
and ω′ is polynomial. Hence O′ is a framed abstract data type carrier and
θ′ : M→ O′ is an abstraction function associated with µ′ and ω′. We have
therefore the following commutative diagram of polynomial maps:
N M N ′
O O′
ω
µ
θ θ′
µ′
χ
ω′
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Lemma 21. With these notations, the following properties hold:
(
k⊕
i=1
(
0 0
0 2
)k−i)
=
(
0 0
0 2k−1
)
⊕ · · · ⊕
(
0 0
0 21
)
⊕
(
0 0
0 1
)
=

0 0 · · · 0
0 1 · · · 0
0 0 · · ·
...
0 0 · · · n− 1
 .
Additionally,(
1 0
0 uk
)
⊗ · · · ⊗
(
1 0
0 u1
)
= Diag
(
k∏
i=1
u
[j]i
i : 0 ≤ j ≤ n− 1
)
,
where Diag denotes the diagonal matrix. Moreover, we have
θ′(s, u) = χθ(s,u1,...,un)(Y ) =
∏
0≤j≤n−1
(
Y −
(
j + s
∏
1≤i≤k
u
[j]i
i
))
∈ O′.
Proof. The first equality holds by induction, observing that(
k⊕
i=1
(
0 0
0 2
)k−i)
=
(
0 0
0 2k−1
)
⊕ · · · ⊕
(
0 0
0 21
)
⊕
(
0 0
0 1
)
holds. The second equality also follows by induction. As for the third one,
it just follows combining the previous equalities with the definition of θ and
the definition of the characteristic polynomial.
Suppose now that for the computational task determined by θ and χ there
is given a winning strategy of the approximative quiz game protocol. Thus we
have a framed abstract data type carrier O∗, framed data structuresM∗ and
N ∗, an abstraction function θ∗ of the compatible collection H associated with
a geometrically robust constructible map µ∗ : M∗ → N ∗ and a polynomial
map ω∗ : N ∗ → O∗, and a surjective geometrically robust constructible map
σ :M→M∗, such that by Lemma 9 the identities θ′ = ω∗ ◦ µ∗ ◦ σ = θ∗ ◦ σ
and O′ = O∗ hold. This situation is depicted by the following commutative
diagram:
M O
O′N ′
N
M∗
N ∗O∗=
µ∗
ω∗
θ∗θ′µ′
ω′
θ
µ ω
χ
σ
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By similar arguments as in the proof of Lemma 19 we obtain the following
statement.
Lemma 22. The size of θ∗ is at least n = 2k.
This yields the following result, which may be seen as a linear algebra
avatar of Theorem 20.
Theorem 23. Let k ∈ N be a discrete parameter and let n = 2k. There
exists a term of size O(k) in k + 1 variables in the first–order language of
(R,⊕,⊗) which involves also C–linear operations in Mn(C) and has the fol-
lowing properties.
Let M := Ak+1. The term describes a polynomial mapping from M onto
a constructible subset O of Mn(C) and represents therefore an abstraction
function θ : M → O. Let O′ be the set of characteristic polynomials of the
elements of O and χ : O → O′ the corresponding polynomial map. Then, by
means of χ ◦ θ, the mentioned term determines a family of univariate monic
polynomials of degree n parameterized by M and converts O′ into a framed
abstract data type carrier together with a surjective polynomial mapping θ′ :
M→O′ representing an abstraction function.
Moreover, any approximative quiz game with winning strategy giving rise
to framed data structures M∗ and N ∗, geometrically robust constructible
maps σ : O → M∗, µ∗ : M∗ → N ∗ and θ∗ : M∗ → O′, and a polynomial
map ω∗ : N ∗ → O′, such that σ is surjective and the diagram
M
O O′
N ∗M∗
θ
χ
θ′
σ
ω∗
µ∗
θ∗
commutes, requires that N ∗ has size at least n = 2k.
A Further facts on geometrically robust con-
structible maps
In the proof of Proposition 10 we make use of the following statement, which
is also a key ingredient of the proof of Theorem 6. It is a slight extension of
[CGH+03, Lemma 2].
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Lemma 24. Let M and N be constructible subsets of suitable affine spaces
over C and let Φ :M→ N be a surjective polynomial map (thus Φ induces
a structure of C[N ]–module on C[M]).
Suppose that Φ satisfies the following condition: each sequence (xk)k∈N of
elements of M, such that (Φ(xk))k∈N converges in the Euclidean topology of
N to a point of N , is bounded. Then for any point y ∈ N with maximal
vanishing ideal my in C[N ], the C[N ]my–module C[M]my is finite.
Since Lemma 24 is of its own interest, we are going to give a simple
geometric proof of it.
Proof. The surjective polynomial map Φ : M → N induces embeddings of
C[N ] into C[M] and, if M is irreducible, of C(N ) into C(M). In this case,
we claim that C(M) is a finite extension of C(N ). Indeed, let r ≥ 0 be the
transcendence degree of C(M) over C(N ). Then there exists a nonempty
Zariski open subset U of N such that dimΦ−1(y) = r for any y ∈ U . Let
y ∈ U ∩N . If r > 0, then Φ−1(y) is unbounded by [CGH+03, Lemma 1]. In
particular, there exists an unbounded sequence (xk)k∈N inM with Φ(xk) = y,
contradicting the assumptions of the lemma. We conclude that r = 0, and
hence C(M) is a finite extension of C(N ).
Let A be the integral closure of C[N ] in C[M]. If M is irreducible, as
C(M) is a finite extension of C(N ), by, e.g., [Eis95, Corollary 13.13], we
deduce that A is a finite C[N ]–module. Since C[N ] is a reduced noetherian
ring, one concludes now easily that the same is true in the general case, when
M is not necessarily irreducible. Therefore there exists an affine variety V
over C with A ∼= C[V ]. The embeddings of A in C[M] and of C[N ] in A
induce a commutative diagram of morphisms of affine varieties
V
Ψ

M
Φ˜
>>⑤⑤⑤⑤⑤⑤⑤⑤
Φ
  
❆❆
❆❆
❆❆
❆❆
N
where the image of Φ˜, and hence Φ˜(M), are Zariski dense in V and Ψ is
finite.
Consider now an arbitrary point y ∈ N with maximal vanishing ideal my
in C[N ] and let z ∈ V an arbitrary point of V with Ψ(z) = y. Observe that
such a point z exists because Ψ is a finite morphism. Moreover, let Mz be
the maximal vanishing ideal of z in C[V ].
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Claim 1. Φ˜−1(z) is nonempty.
Proof. Since Φ˜(M) is Zariski dense in V , it is also dense in V with respect
to the Euclidean topology of V . Therefore there exists a sequence (xk)k∈N of
points ofM such that (Φ˜(xk))k∈N converges to z. Since Ψ is continuous with
respect to the Euclidean topologies of V and N , the sequence (Φ(xk))k∈N =
((Ψ ◦ Φ˜)(xk))k∈N converges to y = Ψ(z).
By assumption Φ satisfies the condition of Lemma 24. Therefore the
sequence (xk)k∈N is bounded. Without loss of generality we may assume that
(xk)k∈N converges with respect to the Euclidean topology of M to a point
x ∈ M. Then the continuity of Φ˜ implies Φ˜(x) = limk→∞ Φ˜(xk) = z. Hence
Φ˜−1(z) is nonempty.
Claim 2. Φ˜−1(z) is finite.
Proof. Suppose on the contrary that Φ˜−1(z) is infinite. By [CGH+03, Lemma
1] there exists an unbounded sequence (vk)k∈N in Φ˜
−1(z). Since M is dense
in M in the Euclidean topology, there exists for each k ∈ N a sequence
(xki)i∈N of points of M which converges to vk in the Euclidean topology.
From the continuity of Φ˜ and the fact that vk ∈ Φ˜−1(z), we deduce that the
sequence (Φ˜(xki))i∈N converges to z in the Euclidean topology. Without loss
of generality we may assume ‖vk − xki‖ <
1
i
and ‖z − Φ˜(xki)‖ <
1
i
for any
k, i ∈ N, where ‖ · ‖ denotes the Euclidean norm of M and V , respectively.
Therefore we have ‖vk − xkk‖ <
1
k
for any k ∈ N, and (Φ˜(xkk))k∈N con-
verges to z in the Euclidean topology of V . This implies that the sequence
(Φ(xkk))k∈N = (Ψ ◦ Φ˜(xkk))k∈N converges to y = φ(z) in the Euclidean topol-
ogy of N . Since Φ satisfies the condition of Lemma 24 we conclude that the
sequence (xkk)k∈N is bounded. From the inequality ‖vk − xkk‖ <
1
k
for every
k ∈ N we infer now that the sequence (vk)k∈N is also bounded, contrary to
our assumption that (vk)k∈N is unbounded.
From Claims 1 and 2 we deduce that the fibre Φ˜−1(z) is a zero–dimensional
affine variety and that there exists a prime ideal p of C[M] with p ∩C[V ] =
Mz, which is maximal and minimal under this condition. Considering C[M]
as a C[V ]–module and taking into account that C[V ] is integrally closed in
C[M] we may now deduce from Zariski’s Main Theorem (see, e.g., [Ive73,
IV.2]) that C[V ]Mz = C[M]Mz holds. Since z was an arbitrary point of V
with Ψ(z) = y we conclude C[V ]my = C[M]my . Finally C[M]my is a finite
C[N ]my–module, because C[V ] is finite over C[N ].
We finally state the following result, which is used in Appendix B below.
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Lemma 25. Let K ⊂ M and N constructible subsets of suitable affine
spaces over C and let Φ : M → N be a geometrically robust constructible
map. Then the following assertions hold.
(i) K is closed in the Zariski topology of M if and only if it is closed in
the Euclidean topology of M.
(ii) Φ is continuous with respect to the Zariski topologies of M and N .
(iii) If M is irreducible, then the constructible set Φ(M) is also irreducible.
Proof. (iii) is an immediate consequence of (ii) and (ii) follows from (i) and
Theorem 7. The only if part of (i) is trivial. Let us show the if part.
Suppose that the constructible set K is closed in the Euclidean topology
ofM. Then the Euclidean closureK ofK satisfies the conditionK∩M = K.
Since K is closed with respect to the Zariski topology we see that K is also
Zariski closed.
B Approximative representations and com-
putational models
Complexity models dealing with objects of approximative nature have been
used in computer algebra for several purposes. For example, the concept of
border rank has been one of the keys to the fastest known matrix multiplica-
tion algorithms (see, e.g., [BCS97, Chapter 15]). The concepts of approxima-
tive complexity has also been applied to arbitrary polynomials and rational
functions (see, e.g., [Ald84], [Gri86] or [Lic90]).
In this appendix we show that the approximative quiz game protocol
of Section 3.4.2 models the standard concept of approximative complexity.
For this purpose, we introduce a representation of polynomials by means of
approximative information which is directly inspired in that of the references
above, namely by a certain meromorphic map germ. Then we prove that a
polynomial can be represented by an approximative parameter instance in
this sense if and only if it can be represented in a model closed to that of
Section 3.4.2, namely by a (not necessarily convergent) sequence of parameter
instances.
Let O be a framed abstract data type carrier, M and N framed data
structures, where M is irreducible, θ : M → O a surjective geometrically
robust constructible map, µ : M→ N a geometrically robust constructible
map and ω : N → O a polynomial map such that θ = ω ◦ µ holds. Thus θ is
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an abstraction function associated with µ and ω. Suppose that the elements
of O are polynomials of C[X1, . . . , Xn], where X1, . . . , Xn are indeterminates.
Let U1, . . . , Ur be new indeterminates, where r is the size of M, and let
U := (U1, . . . , Ur) and X := (X1, . . . , Xn). Let a be the vanishing ideal ofM
in C[U ] and let us fix a polynomial P ∈ C[U ] such that MP := {u ∈ M :
P (u) 6= 0} is a Zariski open and dense subset of M, and such that θ as a
rational function is everywhere defined on MP (see Remark 4). Let ǫ be a
new indeterminate.
Definition 26. An approximative parameter instance for θ is a vector u(ǫ) =
(u1(ǫ), . . . , ur(ǫ)) ∈ C((ǫ))
r which constitutes a meromorphic map germ at the
origin such that any polynomial of a vanishes at u(ǫ) and P (u(ǫ)) 6= 0 holds.
Let u(ǫ) be an approximative parameter instance for θ. Then there exists
an open disc ∆ around 0 such that for any complex number c ∈ ∆ \ {0} the
germ u(ǫ) is holomorphic at c and such that P (u(c)) 6= 0 holds. This implies
that any polynomial of a vanishes at u(c). In particular, u(c) belongs to M
for any c ∈ ∆ \ {0}.
For technical reasons we need the following result.
Lemma 27. Let u(ǫ) be an approximative parameter instance for θ. Then
there exists an open disc ∆ of C around the origin and a germ ψ of mero-
morphic functions at the origin such that u(ǫ) and ψ are holomorphic on
∆ \ {0} and such that any complex number c ∈ ∆ \ {0} satisfies the condi-
tions P (u(c)) 6= 0 and ψ(c) = µ(u(c)).
Proof. There exists an open disc ∆′ of C around the origin such that u(ǫ) is
everywhere defined on ∆′ \ {0} and such that any c ∈ ∆′ \ {0} satisfies the
condition P (u(c)) 6= 0. Let N0 be the Zariski closure of the image of ∆′ \{0}
under u(ǫ).
Claim 3. N0 is irreducible.
Proof of the claim. Let W1, . . . ,Wl be the irreducible components of N0 and
let C1, . . . , Cl be the pre-images of W1, . . . ,Wl under the restriction of u(ε)
to ∆′ \ {0}. Then C1, . . . , Cl are analytic subsets of the (connected) complex
domain ∆′ \ {0} which satisfy the condition
∆′ \ {0} = C1 ∪ · · · ∪ Cl. (4)
Each Cj is defined by means of a finite number of equalities and inequalities
of holomorphic functions on ∆′ \{0}. The Identity Theorem for holomorphic
functions implies that either each point of Cj is isolated or there exists a
nonempty open subset of ∆′ \ {0} contained in Cj . Since ∆′ \ {0} is an open
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set and equality (4) holds, there exists an index j, 1 ≤ j ≤ l, which satisfies
the latter condition. Because ∆′ \ {0} is connected, the Identity Theorem
shows that Cj = ∆
′ \ {0}. Therefore, u(Cj) = u(u
−1(Wj)) ⊆ Wj and, thus,
Wj contains the image of ∆
′ \ {0} under u(ε). This implies Wj = N0.
Since N0 is irreducible, by Remark 4 there exists a Zariski open and
dense subset U of N0 with U ⊂ M such that µ is rational and everywhere
defined on U . Moreover there exists a non–zero polynomial Q ∈ C[U ] such
that NQ is contained in U and Zariski dense in N0. Therefore there exists a
complex number c0 ∈ ∆
′ \ {0} with Q(u(c0)) 6= 0. Replacing ∆
′ by a smaller
open disc whose closure is contained in ∆′ we may use the same arguments
as in the proof of the claim above to show that without loss of generality
K := {c ∈ ∆′ \ {0} : Q(u(c)) = 0} is finite. Thus we may choose an open
disc ∆ around the origin with ∆ ⊂ ∆′ and ∆∩K = ∅ such that the image of
∆ under u(ǫ) is contained in NQ. We conclude now that u(ǫ) is everywhere
defined on ∆\{0} and that every c ∈ ∆\{0} satisfies the condition u(c) ∈ U .
For c ∈ ∆ \ {0}, let ψ(c) := µ(u(c)). Then ψ : ∆ \ {0} → Cm is a well–
defined meromorphic function. Let c ∈ ∆\{0} and let (ck)k∈N be a sequence
in ∆\ {0} which converges to c. Then the sequence (u(ck))k∈N of points of U
converges to u(c) and hence the sequence (µ(u(ck)))k∈N converges to µ(u(c))
and is therefore bounded. This implies that ψ is holomorphic at c. Thus ψ
is holomorphic on ∆ \ {0} and for any c ∈ ∆ \ {0} we have ψ(c) = µ(u(c))
and P (u(c)) 6= 0. Therefore we may interpret ψ as a meromorphic map germ
at the origin which is holomorphic on ∆ \ {0}.
Let u(ǫ) be an approximative parameter instance for θ. Then following
Lemma 27 there exists an open disc ∆ of C around the origin such that
µ(u(ǫ)) is meromorphic on ∆ and holomorphic on ∆ \ {0}. Therefore the
coefficients of the polynomial θ(u(ǫ)) := ω(µ(u(ǫ))) with respect to X have
the same property. Thus θ(u(ǫ)) can be interpreted as an element of C((ǫ))[X ].
We say that the approximative parameter instance u(ǫ) for θ encodes a
polynomial H ∈ C[X ] if there exists a polynomial H ′ ∈ C[[ǫ]][X ], whose
coefficient vector with respect to X constitutes a germ of functions which
are holomorphic at the origin, such that θ(u(ǫ)) can be written in C((ǫ))[X ]
as
θ(u(ǫ)) = H + ǫH ′.
The mere existence of an encoding of a given polynomial by an approximative
parameter instance for θ becomes characterized as follows.
Theorem 28. Let notations and assumptions be as before and let H ∈ C[X ].
Then the following conditions are equivalent:
41
(i) There exists an approximative parameter instance for θ that encodes
the polynomial H.
(ii) There exists a sequence (uk)k∈N in M such that (θ(uk))k∈N converges
to H in C[X ].
(iii) H belongs to O.
Proof. The conditions (ii) and (iii) are obviously equivalent because one is
only a restatement of the other. It suffices therefore to show the implications
(i)⇒ (ii) and (ii) + (iii)⇒ (i). We first prove (i)⇒ (ii).
Suppose that there exists an approximative parameter instance u(ǫ) for θ
such u(ǫ) encodes H ∈ C[X ] by means of a polynomial H ′ ∈ C[[ǫ]][X ] whose
coefficient vector constitutes a holomorphic map germ at the origin. Thus
we have θ(u(ǫ)) = H + ǫH ′ in C((ǫ))[X ]. We may choose a sequence (ǫk)k∈N
of non–zero complex numbers converging to zero such that for any k ∈ N
the germ u(ǫ) is holomorphic at ǫk and satisfies the condition P (u(ǫk)) 6= 0.
Without loss of generality we may suppose that the coefficients of H ′ are
holomorphic at ǫk for any k ∈ N.
For k ∈ N let uk := u(ǫk). Then uk belongs to M and (θ(uk))k∈N =
(H(X)+ǫkH
′(ǫk, X))k∈N converges to H . Therefore condition (ii) is satisfied.
The remaining implication is more cumbersome. In the proof below we
adapt the argumentation of [Ald84, Lemmas 1 and 2] to our context.
By assumption M is an irreducible affine variety. Observe that θ(MP )
is Zariski dense in O, because θ is continuous with respect to the Euclidean
and the Zariski topologies ofM and O (see Theorem 7 and Lemma 25 (ii)).
Thus B := O \ θ(MP ) is a proper Zariski closed subset of O. Let q be the
dimension of the irreducible affine variety O. By assumption we have H ∈ O.
If q = 0, then H ∈ O and we are done. Therefore we may suppose without
loss of generality q > 0.
By Noether’s Normalization Lemma there exists a surjective finite mor-
phism of irreducible affine varieties λ : O → Aq. Since B is a proper Zariski
closed subset of O we have λ(B) $ Aq. We may therefore choose a point
z ∈ Aq \λ(B). Let L be a straight line of Aq which passes through λ(H) and
z. Then λ(H) belongs to L and λ(B)∩L is a finite set. Since the morphism
λ is finite, the irreducible components of λ−1(L) are all closed curves of O
which become mapped onto L by λ. In particular, there exists an irreducible
component C of λ−1(L) which contains H . Since λ(B) ∩ L is finite, we have
C * B. Therefore C ∩ B is also finite. Suppose that θ(MP ) ∩ C is finite.
Then we may conclude that C ∩ B is infinite, a contradiction. Therefore
θ(MP ) ∩ C is infinite. Hence the Zariski closure of θ−1(C) in M contains
an irreducible component V such that the constructible set θ(VP ) is Zariski
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dense in C. Let q∗ := dimV and u ∈ VP . Observe that q∗ > 0 and, by the
continuity of θ, B∗ := θ−1(θ(u)) ∩ V is a proper Zariski closed subset of V .
Again by Noether’s Normalization Lemma there exists a surjective finite
morphism of irreducible affine varieties λ∗ : V → Aq
∗
. Since B∗ is a proper
Zariski closed subset of V we have λ∗(B∗) $ Aq
∗
. Therefore we may choose
again a point z∗ ∈ Aq
∗
\ λ∗(B∗) and a straight line L∗ of Aq
∗
which passes
through λ∗(u) and z∗. Thus λ∗(B∗)∩L∗ is a finite set and λ∗(u) belongs to L∗.
The irreducible components of (λ∗)−1(L∗) are all closed curves of V which
become mapped onto L∗ by λ∗. In particular, there exists an irreducible
component C∗ of (λ∗)−1(L∗) which contains u. Since λ∗(B∗) ∩ L∗ is finite
we conclude C∗ * B∗. Moreover, as C∗ is irreducible, u ∈ C∗ and u ∈ VP ,
we infer that C∗P is Zariski dense in C
∗. Hence C∗ * B∗ implies that there
exists a point u∗ ∈ C∗P \B
∗. By definition of B∗, θ(u∗) 6= θ(u). Moreover, we
deduce from Lemma 25(iii) that the constructible set θ(C∗P ) is irreducible.
Therefore θ(C∗P ) is Zariski dense in C.
In this way we have found two irreducible closed curves C∗ ⊆ M and
C ⊆ O with C∗P nonempty such that θ maps C
∗
P into C and θ(C
∗
P ) is Zariski
dense in C. Moreover, H ∈ C. The restriction of θ to C∗P is, by assumption
on P , a well–defined rational map with Zariski dense image in C. Therefore,
the geometrically robust constructible map θ induces a finite field extension
C(C) ⊂ C(C∗).
Let D∗ be the normalization of the projective closure of C∗ and let D be
the projective closure of C. Then θ induces a rational map θ∗ : D∗ 99K D
whose image is dense in D. Since θ∗ is a smooth curve and D is projective,
θ∗ is a regular map (see, e.g., [Sha94, §II.3, Corollary 1]). The situation is
depicted in the following diagram:
C∗
D∗
C
D
θ
θ∗
As im(θ∗) is dense in D, we conclude that θ∗ is surjective. Hence there
exists a point η of D∗ with θ∗(η) = H . Let S := OD∗,η be the local ring of
D∗ at η. Thus S is a regular C–algebra of dimension one and therefore there
exists an embedding of S into a power series ring C[[ǫ]] which maps any gen-
erator of the maximal ideal of S onto a power series of order one. Moreover,
by the Jacobian criterion and the Implicit Function Theorem, the elements of
S become mapped onto power series which constitute holomorphic function
germs at the origin. Hence the coordinate functions of C∗ determined by the
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restrictions of the canonical projections Ar → A1 to C∗ can be represented by
Laurent series u1(ǫ), . . . , ur(ǫ) of C((ǫ)) which constitute meromorphic func-
tion germs at the origin. Let u(ǫ) := (u1(ǫ), . . . , ur(ǫ)). Then we deduce
P (u(ǫ)) 6= 0 from the fact that C∗P is Zariski dense in C
∗ and θ(u(ǫ)) is a
well–defined meromorphic map germ at the origin by the same argument as
in the proof of Lemma 27.
Furthermore, we have θ∗ = θ(u(ǫ)), which implies that θ(u(ǫ)) admits a
holomorphic extension to ǫ = 0. In particular, the entries of the vector θ(u(ǫ))
are power series of C[[ǫ]] which constitute holomorphic function germs at the
origin. Moreover H − θ(u(ǫ)) belongs to the maximal ideal of the local ring
of C[D] at H and hence to that of S. This means that ǫ divides the entries
of the coefficient vector of H − θ(u(ǫ)) in C[[ǫ]]. We conclude now that there
exists a polynomial H ′ ∈ C[[ǫ]][X ], whose coefficients constitute holomorphic
function germs at the origin, such that the equality θ(u(ǫ)) = H + ǫH ′ holds
in C((ǫ))[X ]. Since C∗ is contained in M we have finally A(u(ǫ)) = 0 for any
polynomial A ∈ a. Thus u(ǫ) is an approximative parameter instance for θ
that encodes the polynomial H .
Theorem 28 suggests that we may consider a (not necessarily convergent)
sequence (uk)k∈N inM such that (θ(uk))k∈N converges in the Euclidean topol-
ogy to a polynomial H ∈ C[X1, . . . , Xn] as an approximative encoding of H
with respect to θ. This motivates the approximative quiz game of Section
3.4.2.
A symbolic variant of Theorem 28 for the representation of polynomials
by robust arithmetic circuits with parameter domain Ar is the main technical
contribution of [Ald84] (see also [Lic90, §A]).
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