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013.10.0Abstract A uniform array of scalar-sensors with intersensor spacings over a large aperture size
generally offers enhanced resolution and source localization accuracy, but it may also lead to cyclic
ambiguity. By exploiting the polarization information of impinging waves, an electromagnetic vec-
tor-sensor array outperforms the unpolarized scalar-sensor array in resolving this cyclic ambiguity.
However, the electromagnetic vector-sensor array usually consists of cocentered orthogonal loops
and dipoles (COLD), which is easily subjected to mutual coupling across these cocentered dipoles/
loops. As a result, the source localization performance of the COLD array may substantially
degrade rather than being improved. This paper proposes a new source localization method with
a non-cocentered orthogonal loop and dipole (NCOLD) array. The NCOLD array contains only
one dipole or loop on each array grid, and the intersensor spacings are larger than a half-wave-
length. Therefore, unlike the COLD array, these well separated dipoles/loops minimize the mutual
coupling effects and extend the spatial aperture as well. With the NCOLD array, the proposed
method can efﬁciently exploit the polarization information to offer high localization precision.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Source localization using a sensor array is fundamental in
radar, sonar, navigation, geophysics, and acoustic tracking.
The electromagnetic vector sensor array, with the available
polarization information of impinging wave-ﬁelds, can offer
better localization performance than the unpolarized scalar5 88341661.
(Z. Liu).
orial Committee of CJA.
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10sensor array. Hence, it has attracted increasing interest for
subspace-based direction of arrival (DOA) and polarization
estimation, and based on this many array signal processing
techniques have been developed (see Refs. 1–11).
However, an electromagnetic vector-sensor is usually con-
ﬁgured by 2 to 6 cocentered orthogonal loops and dipoles
(COLD). Hence, in practical applications, the electromagnetic
vector-sensor array, i.e., the COLD array, is easily subjected to
mutual coupling across these collocated dipoles and loops.1,2
With no effective electromagnetic isolation among them, the
source localization performance of the COLD array will sub-
stantially degrade. Therefore, it is of practical importance to
investigate the use of polarization information to improve
the localization performance with no mutual coupling effects.SAA & BUAA. Open access under CC BY-NC-ND license.
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generally offers enhanced array resolution and localization
accuracy. But adding array elements to extend array length
would increase hardware costs and the computational load re-
quired by the signal processors; hence it may be more advisable
to obtain a large array aperture by using a sparse array.4,5,12–14
The sparse array could also alleviate the mutual coupling ef-
fects among sensors on the sparse array-grids. However, non-
uniform intersensor spacing over a large aperture necessitates
the use of a computationally expensive iterative method of
multiple signal classiﬁcation (MUSIC) for DOA estimation.
Whereas extending the uniform intersensor spacing beyond a
half-wavelength will incur a set of cyclically ambiguous
DOA estimates in accordance with the spatial Nyquist sam-
pling theorem, and this cyclic ambiguity cannot be resolved
without a priori source information using the customary unpo-
larized scalar-sensor array. To resolve cyclic ambiguity, Zol-
towski and Wong creatively combined the vector cross-
product approach with the estimation of signal parameters
via rotational invariance technique (ESPRIT) to develop an
extended aperture DOA estimator4,5 with a sparse uniform
electromagnetic vector-sensor array. Although the estimator
is very efﬁcient, the adopted vector-sensor model has not ac-
counted for mutual coupling across the vector-sensor’s COLD.
In this paper, we consider a uniform rectangular array with
non-cocentered orthogonal loops and dipoles (NCOLD) for
source localization. The NCOLD array contains only one di-
pole or loop on every uniform array-grid, and the intersensor
spacings are allowed larger than a half-wavelength. Therefore,
unlike the existing COLD array, these non-cocentered and
well-separated dipole-loop sensors minimize mutual coupling
effects while extending the spatial aperture. With the NCOLD
array, we propose a new extended aperture DOA estimator,
and show that the polarization information can still be fully
exploited for enhanced array resolution and localization preci-
sion. Moreover, with a pre-processing procedure, the proposed
algorithm can be extended to estimate DOAs in a multipath
environment. Although the electromagnetic vector-sensor ar-
ray enables one to decorrelate the coherency of incident signals
by polarization smoothing (PS),7 this smoothing processing
makes it impossible for the polarization information to be fur-
ther utilized for resolving the aforementioned cyclic ambiguity.
Hence, the PS-based DOA algorithm also requires the inter-
vector-sensor spacing within a half-wavelength, like the spatial
smoothing (SS)-based DOA algorithm15 with an unpolarized
scalar-sensor array.
2. Problem formulation and modeling
Assume that K uncorrelated transverse electromagnetic plane
waves impinge upon a uniform rectangular array (URA) with
a total of 6L (K< 6L) NCOLD. Unlike the COLD array, the
NCOLD array contains only one dipole or loop at every array-
grid (iDx, ‘Dy) for {i= 1,2, . . ., 6; ‘= 1,2, . . .,L}, where Dx and
Dy are respectively inter-sensor spacings along the x-axis and
y-axis, and are far beyond the half-wavelength. We here refer
the dipole parallel to the x-axis as the x-dipole and the loop
parallel to the x-plane as the x-loop; the same is true for the
y-dipole, y-loop, z-dipole and z-loop. Moreover, we let the
NCOLD array’s 1st, 2nd and 3rd rows contain L y-dipoles,
z-dipoles and x-dipoles, respectively, while the 4th, 5th and6th rows contain L x-loops, z-loops and y-loops, respectively,
as shown in Fig. 1.
Without loss of generality, we let the array-grid (0, 0) be a
reference. For each column of the array, there are three dipoles
and three loops, all orthogonally oriented but with distinct
phase centers, and these displaced dipoles/loops can produce
a steering vector as
~ck ¼def
~c1;k
~c2;k
~c3;k
~c4;k
~c5;k
~c6;k
2666666664
3777777775
¼def
ey;k
ez;kqx;k
ex;kq
2
x;k
hx;kq
3
x;k
hz;kq
4
x;k
hy;kq
5
x;k
26666666664
37777777775
¼ ck  qx;k ð1Þ
wherex denotes the element-wise multiplication between two
vectors, qx;k ¼ ½1qx;k    q5x;kT with qx;k ¼ ej2pukDx=k and
uk ¼ sinhkcos/k symbolizing respectively the spatial phase fac-
tor and the direction-cosine along the x-axis, k denotes the sig-
nal wave length, ck is equal to a steering vector of the typical
six-component electromagnetic vector-sensor and can be ex-
pressed by
ck ¼
sinuk cos hk cosuk
sin hk 0
cosuk cos hk  sinuk
 sinuk  cosuk cos hk
0 sin hk
cosuk  sinuk cos hk
2666666664
3777777775
sin cke
jgk
cos ck
 
,
ey;k
ez;k
ex;k
hx;k
hz;k
hy;k
2666666664
3777777775
ð2Þ
where hk e [0, p/2) denotes the kth incident source’s elevation-
angle measured from the positive z-axis, uk e [0, 2p) signiﬁes
the azimuth-angle measured from the positive x-axis, ck e [0,
p/2) refers to the auxiliary polarization angle, and gk e [p, p)
represents the polarization phase difference. The 6L · 1 array
manifold a(hk, uk, ck, gk) = ak for the entire 6L-element array
is
ak ¼ ~ck 
1
qy;k
..
.
qL1y;k
2666664
3777775
|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
qy;k ¼
~c1;kqy;k
~c2;kqy;k
~c3;kqy;k
~c4;kqy;k
~c5;kqy;k
~c6;kqy;k
2666666664
3777777775
¼ ðck  qx;kÞ  qy;k ð3Þ
where qy;k ¼ ej2pmkDy=k and vk = sinhk sinuk symbolize respec-
tively the spatial phase factor and the direction-cosine alongFig. 1 The proposed NCOLD array.
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would yield a vector measurement
zðtÞ ¼ ½z1 z2    zLT ¼
XK
k¼1
akskðtÞ þ nðtÞ ð4Þ
where z‘ ¼ ½z1;‘ z2;‘    z6;‘, zi,‘ is the received signal of the
(i,‘)th sensor located at the array-grid (iDx, ‘Dy),
A= [a1 a2    aK]T, sk(t) = [s1(t) s2(t)    sk(t)]T, sk(t) symbol-
izes the kth source’s complex envelope, and n(t) is an additive
spatio-temporally uncorrelated Gaussian noise vector with a
zero mean. The objective of the source localization is to deter-
mine the two-dimensional (2D) DOAs {hk, uk, k= 1,
2,   ,K}.
3. Estimating the 2D DOAs using the presented array
In this section, we use the presented array to estimate the 2D
DOAs, and improve the estimation performance by increasing
Dx and Dy.
3.1. Deriving coarse direction cosine estimates
We ﬁrst divide the 6L · 1 matrix A into six parts as follows:
A ¼ ½AH1 AH2    AH6 
H ð5Þ
where Ai ¼ ½~ci;1qy;1 ~ci;2qy;2    ~ci;Kqy;K 2 CLK (i= 1, 2,   , 6)
are sub-matrices, and they are related to each other by
Ai ¼ A1Ki ð6Þ
with Ki ¼ diagðdi;1; di;2;    ; di;KÞ; di;k ¼ ~ci;k=~c1;k (k= 1,
2,   ,K). Using the subspace techniques, we perform eigen-
decomposition on the following array covariance matrix
R ¼ E½zðtÞzHðtÞ ¼ ASAH þ r2I6L ð7Þ
where S ¼ E½sðtÞsHðtÞ is the source covariance matrix; we then
obtain a signal subspace matrix U e C6L·1, which is composed
of the K eigenvectors corresponding to the largest K eigen-
values of R. The matrix U is related to A by a unique nonsin-
gular matrix T as
U ¼ AT ¼
A1T
A2T
..
.
A6T
266664
377775 ¼
U1
U2
..
.
U6
266664
377775 ð8Þ
with Ui ¼ AiT. From Eqs. (6) and (8), we have
Uy1Ui ¼ T1KiT ð9Þ
This implies that the diagonal elements di,k (k= 1, 2,   ,K;
i= 2, 3,   , 6) of the matrix Ki can be obtained by ﬁnding the
eigenvalues of Uy1Ui.
Let
eEk ¼ d3;k1
d2;k
264
375
eHk ¼ d4;kd6;k
d5;k
264
375
8>>>><>>>>:
ð10ÞIt is easy to prove that the Frobenius norm of either eEk andeHk equals one. Performing cross-product of the vectors eEk andeHk yields
eEk  eHk
keEk  eHkk ¼ Ek H

k
kEk Hkk

q4x;k
q2x;k
q3x;k
264
375 ¼ ukq
4
x;k
vkq
2
x;k
wkq
3
x;k
264
375¼def fk ð11Þ
where * denotes complex conjugation, Ek = [ex,k ey,k ez,k]
T and
Hk = [hx,k hy,k hz,k]
T respectively are the electric-ﬁeld and mag-
netic-ﬁeld vectors of the impinging electromagnetic waves, and
wk = coshk signiﬁes the spatial phase factor along the z-axis.
In realistic cases where noise is present and only ﬁnite snap-
shots are available, the array covariance matrix R in Eq. (7) is
obtained by using the following estimation
bR ¼XN
n¼1
zðtnÞzHðtnÞ=N ð12Þ
where N is the snapshot number. Therefore, the relationship in
Eq. (11) becomes only approximate. In addition, since the
independent eigen-decompositions of Uy1Ui (i= 2, 3,   , 6)
lead to an arbitrary ordering of the diagonal elements in Ki,
we need to pair the elements of the ﬁve sets of parameters
{di,1, di,2,   ,di,K} for the DOA estimation. Fortunately, Uy1Ui
have the same sets of eigenvectors, so the eigenvalues can be
paired in a manner similar to that of,10 by matching the eigen-
vectors of Uy1Ui.
Subsequently, we use the relationship in Eq. (11) to com-
pute direction-cosine estimates. Note that {uk, vk, wk} are
‘‘modulated’’ by the x-axis spatial phase factor qx,k in Eq.
(11), but their absolute-values can be estimated as
jfkð1Þj ¼ ju^kq^4x;kj ¼ ju^kj; jfkð2Þj ¼ jm^kq^2x;kj ¼ jm^kj and jfkð3Þj ¼
jw^kq^3x;kj ¼ jw^kj, respectively. Due to the assumption of hk e [0,
p/2) and uk e [0, 2p), the estimation of wk can be directly given
as
w^k ¼ jfkð3Þj ð13Þ
where as a further determination is needed for the estimation
of uk and vk. For this purpose, we let
suw ¼ f
3
kð1Þ
f4kð3Þ
¼ u^
3
kq^
12
x;k
w^4kq^
12
x;k
¼ u^
3
k
w^4k
ð14Þ
It is clear that, if suw > 0, then u^k > 0, otherwise u^k 6 0.
Therefore, we can determine the estimation of uk as
u^k ¼
jfkð1Þj; suw > 0
jfkð1Þj; suw 6 0

ð15Þ
In a similar way, with smw ¼ f
3
kð1Þ
f2kð3Þ
, the estimation of vk can
be given as
m^k ¼
jfkð2Þj; smw > 0
jfkð2Þj; smw 6 0

ð16Þ
Intuitively, the estimates fu^k; m^k; w^kg are extracted from the
electric-ﬁeld and magnetic-ﬁeld vectors of a vector sensor
which has no effective geometric aperture. Hence, they are
unambiguous regardless of the sizes of the inter-sensor spac-
ings Dx and Dy, but may be coarse. A reﬁned vision of direc-
tion-cosine estimates can be obtained by using the spatial
phase factor qx,k and qy,k, which are related to the array’s geo-
metric aperture.
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From Eq. (11), the estimates fu^k; m^k; w^kg can further lead to
the estimation of the x-axis spatial phase factor qx,k:
q^x;k ¼ 1
2
f^kð1Þw^k
f^kð3Þu^k
þ f^kð3Þm^k
f^kð2Þw^k
 !
ðk ¼ 1; 2;    ; KÞ ð17Þ
Thus, the estimation of direction cosine uk can also be easily
extracted from q^x;k. According to the uniform sparse array-
spacing principle,4,5 we have a set of cyclically related candi-
dates for the estimation of uk
u^kðnu;kÞ ¼ lk þ nu;kk=Dx ð18Þ
where lk ¼ k2pDx argfq^x;kg, nu is an integer and
ceilfDxð1þ lkÞ=kg 6 nu 6 floorfDxð1 lkÞ=kg, ﬂoor{x}
indicates the largest integer not greater than x, and ceil{x}
indicates the smallest integer not less than x.
To resolve the cyclic ambiguity in Eq. (18), we let u^k in Eq.
(15) be coarse references, and then the reﬁned direction cosine
estimates can be given as
u^refinedk ¼ lk þ n0u;kk=Dx ð19Þ
where n0u;k ¼ argmin
nu;k
ju^kðnu;kÞ  u^kj.
3.3. Deriving the reﬁned y-axis direction cosine estimates
To derive the reﬁned y-axis direction-cosine estimates m^refinedk ,
we use Eq. (8) to deﬁne sub-matrices
Uf ¼
Uf1
Uf2
..
.
Uf6
26666664
37777775 ¼
Af1
Af2
..
.
Af6
26666664
37777775T and U
b ¼
Ub1
Ub2
..
.
Ub6
26666664
37777775 ¼
Ab1
Ab2
..
.
Ab6
26666664
37777775T
where Ufi and A
f
i (i= 1, 2,   , 6) are respectively the ﬁrst L  1
rows of Ui and Ai, while U
b
i and A
b
i are respectively the last
L  1 rows of Ui and Ai. It can be proven that
UbT1T ¼ AbT ¼ AfT ¼ Uf ð20Þ
where  ¼ diagðqy;1; qy;2;    ; qy;KÞ.
Eq. (20) shows the y-axis spatial phase factor estimates
fq^y;1; q^y;2;    ; q^y;Kg can also be obtained from K eigenvalues
of matrix ðUbÞyUf. Therefore, using the same way as exploited
in the derivation of u^k, we obtain
m^refinedk ¼ tk þ n0m;kk=Dy ð21Þ
where ceilfDyð1þ lkÞ=kg 6 nm 6 floorfDyð1 lkÞ=kg; tk ¼
k
2pDy
argfq^y;kg; n0m;k ¼ argmin
nm;k
jm^kðnm;kÞ  m^kj; and m^kðnm;kÞ ¼
lk þ nm;kk=Dy. From the foregoing analysis, the 2D DOAs
can be estimated as h^k ¼ arcsin
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u^refinedkð Þ2 þ m^refinedkð Þ
q 2 
and u^k ¼ \ u^refinedk þ jm^refinedk
	 

.4. DOA estimation in a multipath environment
In multipath propagation environments, there are often highly
correlated or coherent sources. Since the coherent signals willcause rank deﬁciency of the noiseless correlation matrix, a
pre-processing procedure is needed to decorrelate the coher-
ency of incident signals.
We deﬁne a cross-correlation between (n, m)th sensor and
(i, ‘)th sensor as
ri;‘n;m ¼ E½zn;mzi;‘ ¼
XK
k¼1
~cnq
m1
y;k E½sksk~ci ðq‘1y;k Þ
 ð22Þ
Then, two Hankel matrices are constructed from ri;‘n;m with
m= 1, 2,   ,L as follows
Rfðn; iÞ ¼
ri;Ln;1 r
i;L
n;2    ri;Ln;K
ri;Ln;2 r
i;L
n;3    ri;Ln;Kþ1
..
. ..
. ..
.
ri;Ln;M r
i;L
n;Mþ1    ri;Ln;L1
2666664
3777775
Rbðn; iÞ ¼
ri;1n;2 r
i;1
n;3    ri;1n;Kþ1
ri;1n;3 r
i;1
n;4    ri;1n;Kþ2
..
. ..
. ..
.
ri;1n;Mþ1 r
i;1
n;Mþ2    ri;1n;L
2666664
3777775
8>>>>>>>><>>>>>>>>>:
where M= L  K> K. We can easily prove that the two
Rfðn; iÞ and Rbðn; iÞ are of full rank. Further, let
Rf ¼
Rfð1; 1Þ Rfð1; 2Þ    Rfð1; 6Þ
Rfð2; 1Þ Rfð2; 2Þ    Rfð2; 6Þ
..
. ..
. ..
.
Rfð6; 1Þ Rfð6; 2Þ    Rfð6; 6Þ
266664
377775
Rb ¼
Rbð1; 1Þ Rbð1; 2Þ    Rbð1; 6Þ
Rbð2; 1Þ Rbð2; 2Þ    Rbð2; 6Þ
..
. ..
. ..
.
Rbð6; 1Þ Rbð6; 2Þ    Rbð6; 6Þ
266664
377775
8>>>>>>>><>>>>>>>>:
and ﬁnally, the following matrixeR ¼ Rf þ Rb ð23Þ
can displace the matrix R in Eq. (7) to derive DOA estimates in
similar steps.
For a sparse array, the sensors are sparsely placed so that
the noise at each sensor is essentially uncorrelated. However,
the noise power of each sensor can still be different due to
the nonuniformity of sensor noise. Owing to the use of
cross-correlation matrices between different sensors, the pro-
posed algorithm for coherent signals’ DOA estimation can
be extended to such nonuniform white noise. Therefore, the
proposed algorithm has two notable advantages over the
polarization smoothing (PS)-based7 or the popular spatial
smoothing (SS)-based15 estimation algorithms: less restrictive
intersensor spacing and less restrictive noise model.
5. Simulation results
Computer simulations are carried out to illustrate the perfor-
mance of the proposed algorithm with a 6 · 6 NCOLD con-
taining a total of 36 dipoles/loops (i.e., L= 6). The
performance metric used is the root mean squared error
(RMSE), deﬁned as RMSEk ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Efðh^k  hkÞ2 þ ðu^k  ukÞ2g
q
16–20 and each data point in each
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Carlo trials. Two equal-power narrowband signals impinge
on the arrays with the following DOA and polarization param-
eters: h1 = 65, u1 = 45, c1 = 45, g1 = 90, h2 = 70,
u2 = 40, c2 = 45, g2 = 90. Besides, the snapshot number
is N= 100 with no special emphasis.
In the ﬁrst example, assuming the two signals are uncorre-
lated, we examine the performance of the proposed algorithm
with respect to the intersensor spacing Dx = Dy = D, by com-
paring to the extended-aperture (EA) algorithm4 with a COLD
array and the unitary ESPRIT (U-ESPRIT) algorithm16 with
an unpolarized scalar-sensor (USS) array. For comparison
purposes, the USS array consists of 36 unpolarized scalar-sen-
sors forming a 6 · 6 uniform rectangular geometry, and the
COLD array contains 9 six-component electromagnetic vec-
tor-sensors constituting a 3 · 3 uniform rectangular geometry.
Since the U-ESPRIT algorithm, when ignoring the polariza-
tion information, is only applicable to a case of the intersensor
spacing within k/2, we herein keep its intersensor spacing
D= k/2.
The result for the ﬁrst signal source is shown in Fig. 2. It is
observed that the performance of the proposed algorithm is
close to the Cramer–Rao lower bound (CRLB), except at the
rather too large intersensor spacing D. The RMSEs of the pro-
posed algorithm and the EA algorithm decrease linearly with
the increase of intersensor spacing D, and are much lower than
those of the U-ESPRIT algorithm. When further increasing
the intersensor spacing to D> 32k for the proposed algorithm,
the RMSEs of the reﬁned estimates begin to increase and are
close to those of the coarse estimates. The same phenomenon
occurs for the EA algorithm when D> 14k. This is due to the
fact4,5 that increasing D causes a gradual approach of the
ambiguous solution set and the coarse references, and hence
it becomes increasingly probable that the coarse references
may identify wrong grid points for reﬁned estimates in Eqs.
(19) and (21). In addition, Fig. 2 also substantiates the claim
that the estimates in Eqs. (15) and (16) are coarse but unam-
biguous. Although not shown here, the RMSEs for the second
source are very similar to those in Fig. 2.
In the second example, the performance of the proposed
method in terms of the SNR and the number of snapshots is
respectively assessed. Speciﬁcally, we keep D= 2k for our
method and the EA algorithm, and let the SNR vary from
10 dB to 40 dB, or let the number of snapshots vary from 10
to 1000 when the SNR is ﬁxed at 15 dB. With these simulation
conditions, we compute the RMSEs of the above three algo-Fig. 2 DOA RMSE vs the intersensor spacing D.rithms, and the results for the ﬁrst signal are shown in
Fig. 3. It is further observed that the proposed algorithm has
very similar RMSEs to those of the EA algorithm, although
the latter uses more dipoles/loops (a total of 54). Fig. 3 also
shows that the U-ESPRIT algorithm has signiﬁcantly lower
estimation precision than the other two.
In the next example, we further assess the performance of
our method with D= 2k against the SNR. Different from
the above two examples, the two impinging signals are as-
sumed to be coherent. DOA estimation using the PS-7 and
SS-based15 ESPRIT is also performed for the performance
comparisons. The SS-based ESPRIT employs an identical ar-
ray with that of the above U-ESPRIT algorithm, while the
PS-based ESPRIT utilizes a COLD array that contains 36
six-component electromagnetic vector-sensors constructing a
6 · 6 uniform rectangular geometry. Note that both of the lat-
ter algorithms require the intersensor spacing within D 6 k/2;
we let their intersensor spacings D= k/2. The DOA RMSEs
of the ﬁrst coherent signal are depicted in Fig. 4. As a result
of allowing the intersensor spacings to be larger than a half
wavelength, the proposed algorithm can offer the reﬁned esti-
mates with lowest RMSEs, as shown in Fig. 4, although the
PS-based ESPRIT uses an electromagnetic vector-sensor array
with 6 times as many dipoles/loops as ours. In addition, due to
the fact that spatial smoothing decreases the effective array
aperture and the adopted array is polarization insensitive,
the SS-based ESPRIT underperforms the other two methods,
and its RMSEs are even greater than those of the coarse esti-
mates of our algorithm.
It is ﬁnally worth pointing out that, in practical situations
when mutual coupling effect exists, the proposed algorithm
can minimize this effect by increasing the intersensor spacing,
whereas the other competitors with a COLD array or USS ar-Fig. 3 DOA RMSE vs SNR and snapshot.
Fig. 4 DOA RMSE vs the SNR.
1476 Z. Liu, T. Xuray easily suffer from this coupling effect due to the cocentered
dipoles/loops or little intersensor spacing.
6. Conclusions
In this paper, the use of polarization information for improv-
ing source localization performance with no mutual coupling
effect on array antennas is investigated, and a new localization
algorithm is proposed by using a NCOLD array. Unlike the
existing algorithm with the COLD arrays, the proposed algo-
rithm allows all the dipoles/loops in the NCOLD array to be
non-cocentered and well-separated, hence it demonstrates an
advantage of elimination of mutual coupling and extension
of the array aperture. By using the polarization information,
the proposed algorithm resolves the cyclic ambiguity problem
and offers high localization precision.Acknowledgments
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