Let G be a finite group. We will say that M and S form a complete splitting (splitting) of G if every element (nonzero element) g of G has a unique representation of the form g = ms with m ∈ M and s ∈ S, and 0 has a such representation (while 0 has no such representation).
Introduction
The splittings of finite abelian groups are closely related to lattice tilings and are easy to be generated to lattice packings.
Let K 0 be a polytope composed of unit cubes and v + K 0 be a translate of K 0 for some vector v. A family of translations {v + K 0 : v ∈ H} is called an integer lattice packing if H is an n-dimensional subgroup of Z n and, for any two vectors v and w in H, the interiors of v + K 0 and w + K 0 are disjoint; furthermore, if the n-dimensional Euclidean space Z n is contained in the family of these translations, then we call it an integer lattice tiling.
The splitting problem can be traceable to a geometric problem posed by H. Minkowski [15] and solved by G. Hajós [7] . This problem is closely related to the factorizations of finite abelian groups introduced by G. Hajós [7] . Let G be a finite abelian group, written additively, and let A 1 , . . . , A n be nonempty subsets of G. If for each g in G there are unique elements a 1 , . . . , a n of G such that g = a 1 + . . . + a n , a 1 ∈ A 1 , . . . , a n ∈ A n , then we say that G = A 1 + . . . + A n is a factorization of G. One can find more results about it in [24] . If G is written multiplicatively, then we also call G = A 1 · . . . · A n a factorization of G.
Stein [19] first studied the splitting problem and showed its equivalence to the problem of tiling the Euclidean space by translates of certain polytope composed of unit cubes. Whereafter Stein and Hickerson etc. continued to study the splittings of finite groups. More results can be found in [4, 8, 9, 21, 22, 23] . This problem attracted recent attention again due to their equivalence to codes correcting single limited magnitude errors in flash memories (see [1, 2, 3, 11, 12, 13, 14, 16, 17, 18, 26, 28, 29, 30] and the references therein). For existence and nonexistence results on the splittings of finite abelian groups, one can refer to [12, 13, 17, 18, 19, 25, 26] , and [27, 28, 29, 30] . Furthermore, some people studied the packings of finite abelian groups and the relationship between the lattice packing and the coding theory. For these problems one can refer to [10, 20, 26] , and [14, 20, 21] . However, the determination of splitting (packing) structures of finite abelian groups is a wide open question in general. Motivated by lattice tilings and lattice packings, we consider these problems in a new way. Definition 1. Let G be a finite group, written additively, M a set of integers, and S, K subsets of G. We will say that M and S form a partial splitting of G for K if every element g of G \ K has a unique representation of the form g = ms with m ∈ M and s ∈ S. Denote it by G \ K = M S. If 0 ∈ K, then we can also call it a splitting of G \ K.
If K = {0}, we call it a splitting of G. If {0} ⊆ K, we call it a packing of G. If K = φ, we call it a complete splitting of G. If K = φ, we call it a proper partial splitting of G. M will be referred to as the multiplier set and S as the partial splitting (splitting, packing, complete splitting, proper partial splitting, respectively) set. We will also say that M partially splits (splits, packs, completely splits, partially splits, respectively) G with partial splitting (splitting, packing, complete splitting, proper partial splitting, respectively) set S, or simply that M partially splits (splits, packs, completely splits, partially splits, respectively) G, if the particular set S is not of interest.
We are interested in K = φ or pG with prime p. For a cyclic group Z n of order n, a splitting of Z n can imply a partial splitting of Z n for K = pZ n . It follows since
By imitating the proof of Theorem 1.2.1 in [9] , one can obtain the following theorem: 
Since 0 ∈ H and m ∈ M , we have g ∈ S ∩ H, a contradiction.
Remark: The value of Corollary 3 is little. Suppose that M splits G/H. Then we must have that |M | divides |G/H|−1. It follows that gcd(|M |, |G/H|) = 1. Since M completely splits G, one can obtain that |M | divides |G| = |H| · |G/H|. Thus |M | divides |H|. From Theorem 5 it follows that |M | = ord(g). Thus g must be contained in H and Corollary 3 is true. However, if one obtains a similar result for a proper partial splitting of G instead of the complete splitting, we will think that it is of great significance. In particular, for the case K = pG. Unfortunately, it fails. The main cause of failure is that we can not obtain a similar result as Theorem 2 for a proper partial splitting of G for K = pG.
Preliminaries
In this section we provide notations used throughout this work, and main conclusions obtained. The following notations are fixed throughout this paper.
Let (G, +, 0) be a finite abelian group and G = M S be a complete splitting. Thus |G| = 1 or G = Z n1 ⊕ Z n2 ⊕ . . . ⊕ Z n k with 1 < n 1 |n 2 | . . . |n k , where r(G) = k is the rank of G and the exponent exp(G) of G is n k . Without loss of generation, assume that M ⊆ Z n k is an integer subset modular n k . If |M | = 1 or |S| = 1, then we call the complete splitting trivial. For a nontrivial complete splitting, it is easy to see that 0 ∈ M and 0 ∈ S. It follows that if 0 = ms with m ∈ M and s ∈ S, then m = 0 and g = 0. For an integer subset A, denote by gcd(A) the greatest common divisor of all elements of A and denote by lcm(A) the least common multiple of all elements of A. In particular, if A = {m, n}, we can denote gcd(m, n) by (m, n) for short. For positive integers n and g with (n, g) = 1, let ord n (g) denote the minimal positive integer l such that g l ≡ 1 (mod n).
For any m ∈ Z, denote by Z m an additive cyclic group of order m, denote by C m a multiplicative cyclic group of order m, and let Z * m = {g ∈ Z m : (g, m) = 1}.
This paper mainly studies the complete splittings of finite abelian groups. In particular, for cyclic groups we determine some cases of existence and nonexistence of their complete splittings. Furthermore, we think that our results can be generated to finite nonabelian groups, and propose the following conjecture:
Conjecture 4. Let G be an additive finite group (not need be abelian) with 0 ∈ G. If G = M S is a complete splitting and 0 = mg with m ∈ M and g ∈ S, then mS = mG and M g =< g >, i.e., M is a complete set of representatives modulo ord(g).
Our main results are the followings:
. . |n k be a finite abelian group and 0 ∈ G. If G = M S is a complete splitting and 0 = mg with m ∈ M and g ∈ S, then mS = mG, g = (0, 0, . . . , y k n k (m,n k ) ) with gcd(y k , (m, n k )) = 1 and M g =< g > with |M | = (m, n k ), i.e.,
−1] and y ij ∈ Z} and M is a complete set of representatives modulo ord(g).
By Theorem 5, it is easy to show that the complete splittings of finite abelian p-groups are trivial. Proof. Suppose |M | > 1, |S| > 1 and let G = Z p α 1 ⊕ Z p α 2 ⊕ . . . ⊕ Z p α k with 1 ≤ α 1 ≤ α 2 ≤ . . . ≤ α k and |G| = p α . From Theorem 5 it follows that there exist a positive integer β and two nonzero elements m ∈ M , g ∈ S such that 0 = mg satisfying that
This is in contradiction to
For the latter case, the rank r(G) of G must be 1, i.e., if r(G) ≥ 2, then |M | = 1. We complete the proof.
By Theorem 5, we also obtain a more concise conclusion on the complete splittings of cyclic groups: Corollary 7. Let G be a cyclic group with order n ∈ N. If G = M S is a complete splitting and 0 = mg with m ∈ M and g ∈ S, then M is a complete set of representatives modulo n (g,n) = (m, n) and S is a complete set of representatives modulo n (m,n) = (n, g).
Proof. By Theorem 5, we have that
Thus M is a complete set of representatives modulo (m, n) and S is a complete set of representatives modulo n (m,n) . Similarly, by exchanging M and S in the above, one can obtain that S is a complete set of representatives modulo (g, n) and M is a complete set of representatives modulo n (g,n) . This proof is complete.
The proof of Theorem 5
The proof of Theorem 5: Suppose G = Z n1 ⊕Z n2 ⊕. . .⊕Z n k with n 1 |n 2 | . . . |n k . Let ϕ : G → mG be a homomorphism with ker(ϕ) = {g 0 ∈ G : mg 0 = 0} and ϕ(g 0 ) = mg 0 for any g 0 ∈ G. Since G = M S is a complete splitting and 0 = mg with m ∈ M and g ∈ S, we have that |G| = |M | · |S|, mS ⊆ mG and
Therefore, |G| = |M | · |S| ≤ |mG| · |ker(ϕ)| = |G|, which means that
From (1) it is easy to see that
For
In addition, for {g 0 ∈ G : mg 0 = 0} = M g we must have that G 0i = M i g. Thus
Combining (2) and (3) yields that
.
Putting i = k, we have that (n k , m)|d k , and (m,
with (y k , (m, n k )) = 1. It follows that |M | = ord(g) and
is a complete set of representatives modulo ord(g). In addition, it is easy to see that
−1] and y ij ∈ Z}.
The Propositions of Complete Splitting of finite Cyclic Group
In Corollary 7, we have shown a result on the complete splitting Z n = M S of cyclic group Z n . In this section, we will continue to study the problem for determining the structures of M and S. In the following, we show some results for existence and nonexistence of the complete splitting.
Proof. Suppose M completely splits G, then there exists a subset S of G such that G = M S and every element g of G has a unique representation g = ms with m ∈ M and s ∈ S. Since |G| = n, |M | = k, k ∈ M and lcm(k−3, k−2, k−1, k)|n, we have that |S| = n k and k · S ⊆< k >⊆ G. From |kS| = |S| = n k = | < k > | it follows that kS =< k > .
Thus,
It follows that
Therefore,
and (k, k − 2) = 1, i.e., 2 ∤ k. It follows that
This is a contradiction and M does not completely split G.
Now we will study the existence of the complete splitting of cyclic group Z n . We have shown that the complete splittings of finite abelian p-groups are trivial. In the following, we find some nontrivial complete splittings for n = pq where p, q are distinct primes. For n = p α q β one can obtain similar results by imitating the proof of the case n = pq. , i.e., lcm(ord m (g), ord n (g))| ϕ(mn) d = ord mn (g). Set a := ord m (g) and b := ord n (g). Thus g a ≡ 1 (mod m) and g b ≡ 1 (mod n). It follows that m|g ab − 1 and n|g ab − 1. For (m, n) = 1 we have that g ab ≡ 1 (mod mn) and then ord mn (g)|ab. Therefore, lcm(ord m (g), ord n (g)) = ϕ(mn) d = ϕ(m) · ϕ(n) d .
Since ord m (g) = ϕ(m) d1 and ord n (g) = ϕ(n) d2 , we have that ϕ(m)·ϕ(n) d1d2 = ord m (g) · ord n (g) = lcm(ord m (g), ord n (g)) · (ord m (g), ord n (g)) = ϕ(m)·ϕ(n)
). It follows that
. 
is a complete set of representatives modulo mn, then A is a complete set of residues modulo m and B is a complete set of residues modulo n. 
Let Z * pq = {g ∈ Z pq : (g, pq) = 1} with distinct primes p and q. By Lemma 11 and Lemma 12, we have
Combining (p, q) = 1 with Lemma 9 yields that d 1 d 2 |d and (d 1 , d 2 ) = 1. Thus d has a factorization d = d ′ d ′′ with (d ′ , d ′′ ) = 1 and d 1 |d ′ , d 2 |d ′′ . Continuing the above analysis we obtain the following lemma:
is also a factorization satisfying that |M 2 | = p−1 d ′ , |S 2 | = q−1 d ′′ , (|M 2 |, |S 2 |) = 1 and all elements in M 2 , S 2 are distinct modulo p, q, respectively.
is a factorization with |A| = p−1 d ′ , |B| = q−1 d ′′ and (|A|, |B|) = 1. By Lemma 10 we have that A is a complete set of residues modulo p−1 d ′ and B is a complete set of residues modulo q−1 d ′′ . Since M 2 = {g a : a ∈ A}, S 2 = {g b : a ∈ B} and g is a generator of C (p−1)(q−1) d , we have that
Suppose that there exist two distinct elements a 1 , a 2 in A such that g a1 ≡ g a2 (mod p). Thus g a1−a2 ≡ 1 (mod p) and a 1 ≡ a 2 (mod p−1 d ′ ). From ord p (g) = p−1 d1 it follows that p−1 d1 |a 1 −a 2 . For d 1 |d ′ we have that p−1 d ′ | p−1 d1 , and then p−1 d ′ |a 1 −a 2 . This is in contradiction to a 1 ≡ a 2 (mod p−1 d ′ ). Hence, all elements in M 2 are distinct modulo p. Similarly, we can show than all elements in S 2 are distinct modulo q and this complete the proof.
Continue the analysis of Lemma 13 and we obtain a proposition on the existence of the complete splitting of cyclic group Z pq . Proof.
By Lemma 13 one has that < g >= M 2 S 2 with M 2 = {g a : a ∈ A} and S 2 = {g b : a ∈ B} is a factorization satisfying that |M 2 | = p−1 d ′ , |S 2 | = q−1 d ′′ , (|M 2 |, |S 2 |) = 1 and all elements in M 2 (S 2 ) are distinct modulo p (modulo q), respectively.
We claim that
. Since all elements in S 2 are distinct modulo q, we must have j 1 = j 2 . Without loss of generation, assume that j 1 < j 2 . Set t = ord q (x). For ord p (x) = d ′ , we have that 
The proof of Theorem 2
For a subset A of a group G, let c(A) be the number of nonzero elements of A; that is,
In [9] , the author defined the M -partition of a finite group:
Definition 15 ( [9] ). (a) A partition of a set X is a set of disjoint nonempty subsets of X whose union is X. If G is a partition of X, then the equivalence relation associated with G is denoted by "∼ G "; that is, x ∼ G y if In the proof of the main theorem, we use a special M -partition, i.e., the order partition: To prove Theorem 2, we need some lemmas and their generations to the complete splittings. That is, G and G * have the same structure with respect to scalar multiplication, and each element of G * is |H| times as large as the corresponding element of G . 
for any A ∈ G . We now claim that
The proof of the claim is by induction on the number n of proper divisors of A * . It is easy to see that n = |{B ∈ G * |B < A * }| = |{B ′ ∈ G |B ′ < A}|. If n = 0, then from (5) it follows that |S ∩ A * | = |A * | |q(A * , A * )| = |A| · |H| |q(A, A)| .
Since G/H \ {0} = M T and A ∈ G \ {0}, for any a ∈ A there exist m ∈ M and t ∈ T such that mt = a ∈ A. Thus t ∈ A, since otherwise there exists some B ∈ G \ A with t ∈ B, and it would follow that mB ⊆ A, i.e., B < A from the definition of M -compatible, which is in contradiction to n = 0. It follows that t ∈ T ∩ A and by the definition of M -compatible one has that mA ⊆ A, i.e., m ∈ q(A, A). Thus A ⊆ q(A, A) · (T ∩ A). It is easy to see that q(A, A) · (T ∩ A) ⊆ A, and then A = q(A, A) · (T ∩ A). From (6) it follows that |S ∩ A * | = |H| · |T ∩ A|. Now suppose that claim is true for all proper divisors of A * . Since each B ∈ G * has the form C * for some C ∈ G and B|A * if and only if C|A, combining them with (5) yields that |S ∩ A * | = 1 |q(A * , A * )| (|A * | − C∈G ,C<A |q(A * , C * )| · |S ∩ C * |).
Part (2) of Lemma 17 implies that q(A * , C * ) = q(A, C). Part (4) implies that |A * | = |A| · |H|. By the inductive hypothesis we have |S ∩ C * | = |H| · |T ∩ C|.
Combining these results with (7) yields that 
For 0 ∈ A, we have c(A) = |A|. Thus by (8) and (9) one can obtain that |S ∩ A * | = |H| · |T ∩ A| and the proof of the claim is complete. Now let A = {0} ∈ G . Thus A * = H, q(A, A) = M and |T ∩ A| = 0. In addition, for any C ∈ G \ A we have C = {0} and then from the claim it follows that |S ∩ C * | = |H| · |T ∩ C|. Part (2) of Lemma 17 implies that q(A * , C * ) = q(A, C) and q(A * , A * ) = q(A, A). Combining these results with (5) yields that 
|S ∩
By (10) and (11) we have that |S ∩ H| = |H| |M | and the proof is complete.
Open Problem: Let Z n be a finite cyclic group. Prove a similar result as Theorem 2 for a proper partial splitting of G for K = pG.
