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Abstract
We introduce a new extension of the classical Leray–Schauder topological degree in a real separable
reflexive Banach space. The new class of mappings for which the degree will be constructed is obtained
essentially by replacing the compact perturbation by a composition of mappings of monotone type. It turns
out that the class contains the Leray–Schauder type maps as a proper subclass. The new class is not convex
thus preventing the free application of affine homotopies. However, there exists a large class of admissible
homotopies including subclass of affine ones so that the degree can be effectively used. We shall construct
the degree and prove that it is unique. We shall generalize the Borsuk theorem of the degree for odd map-
pings and show that the ‘principle of omitted rays’ remains valid. To illuminate the use of the new degree
we shall briefly consider the solvability of abstract Hammerstein type equations and variational inequalities.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Topological degree theory is an effective, widely used standard tool in the study of nonlin-
ear equations. The mapping degree and the fixed-point index can be effectively used to obtain
existence theorems and fixed points. Moreover, via the topological degree one obtains results
concerning eigenvalues, existence of multiple solutions, continuum of the fixed points, local and
global bifurcation. The mapping degree also provides a method to prove open mapping theorems
and generalizations of the Jordan curve theorem. An extensive overview may be found in [32]
(see also [21,26]).
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erences therein. For other closely related topics and equivalent concepts, like essential mappings,
A-proper mappings, rotation theory of vector fields, degree theory for equivariant vector fields,
coincidence degree, index theories on manifolds, winding numbers and discussion on the validity
of the Hopf’s theorem we refer to [21,26,31,32] and references therein.
The topological degree was first introduced by Brouwer in 1912 [17] for continuous functions
in Rn. Leray and Schauder generalized in 1934 [25] the degree theory for compact perturbations
of identity in infinite-dimensional Banach spaces. For mappings F = I + C :X → X the com-
pactness condition for C used by Leray and Schauder can be considerably relaxed, see [26,32],
for instance. Since 1934 various generalizations of degree theory have been defined. We refer
here to the books [20,21,26,32]. For more generalizations and further properties of the degree we
refer to the articles [4–6,8,12–14,16,18,24,27–30], where also various applications can be found.
In 1972 and 1973 Führer [22] and Amann and Weiss [3] proved the Brouwer degree to be
uniquely determined by only a few conditions. These conditions provide a natural basis for the
formal definition of a classical topological degree. Here we use the word ‘classical’ to refer to the
fact that some degree has similar basic properties as the Brouwer and Leray–Schauder degrees.
The abstract formulation of classical topological degree as defined by Browder in [18] enables
one to ask, whether or not a degree theory exists for a given class of mappings. It is well known
that there is no relevant degree theory for continuous mappings in infinite-dimensional space,
since there exist continuous mappings from the closed unit ball into itself without fixed points,
see [26].
Following the terminology of [33] the abstract Hammerstein equation in a reflexive Banach
space X can be written in the form
u+ ST(u) = 0, u ∈ X, (1.1)
where S :X∗ → X and T :X → X∗. Standard assumptions are that S and T are mappings of
monotone type, for instance, monotone, accretive or pseudomonotone. In applications the for-
mulation of a boundary value problem often gives an abstract Hammerstein equation, where the
solution is in the dual space Y ∗ of some Banach space Y with S :Y → Y ∗ and T :Y ∗ → Y . Typ-
ically S is a linear solution operator, which in some cases can presented as an integral operator
by means of the classical Green function. This leads to Hammerstein integral equations, which
are widely used and studied, see [33]. Note however, that we shall deal with reflexive spaces
only and hence we can identify Y with Y ∗∗ by the reflexivity (it is easy to see that this procedure
does not affect to the definitions of the classes of mappings). Hence we can denote X = Y ∗ and
X∗ = Y to obtain (1.1).
An example with nonlinear solution operator for a second order partial differential equation in
Sobolev space W 1,p0 (Ω) is presented in Example 2.3. Another example of abstract Hammerstein
equation is provided by a formulation of certain variational inequality (Example 8.3). We shall
allow both S and T to be nonlinear and assume that they satisfy some monotonicity type con-
dition like (S+), pseudomonotonicity or quasimonotonicity. In fact, it is easier to define a much
wider abstract class which contains mappings of the form I + ST as a proper subclass. We shall
then construct the degree theory for this abstract class.
The paper is organized as follows. In Sections 2 and 3 we define the classes of mappings for
which the degree will be constructed. Sections 4–6 are devoted to the approximation of mappings,
construction of the degree and the basic properties of the degree. In Section 7 we prove that the
degree is unique. In Section 8 we prove a generalization of the Borsuk theorem and apply it
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some classical results related to Rothe’s and Altmann’s conditions and to the Leray–Schauder
principle.
2. Classes of mappings
Let X be a real separable reflexive Banach space with dual space X∗ and with continuous
pairing 〈·,·〉 and norm ‖ · ‖. We can assume without loss of generality that X and its dual space
X∗ are locally uniformly convex. Recall that for a real reflexive Banach space X there exists an
equivalent norm such that X equipped with that norm is locally uniformly convex. As a conse-
quence, also the induced dual norm in X∗ is locally uniformly convex. The norm convergence
in X and X∗ is denoted by → and the weak convergence by ⇀, respectively. Note that by the
reflexivity the weak convergence and weak* convergence in X∗ coincide. For any mapping F
we denote its domain by DF or D. We recall that a mapping F is
– bounded, if it takes any bounded set into a bounded set;
– demicontinuous, if uj → u in DF implies F(uj )⇀ F(u);
– compact, if it is continuous and the image of any bounded set is relatively compact;
– of Leray–Schauder type, if F :DF ⊂ X → X is of the form I +C, where C is compact;
– monotone, if F :DF ⊂ X → X∗ satisfies 〈F(u)− F(v),u− v〉 0 for all u,v ∈ DF ;
– strictly monotone if F :DF ⊂ X → X∗ satisfies 〈F(u)−F(v),u− v〉 > 0 for all u,v ∈ DF ,
u 	= v;
– strongly monotone if F :DF ⊂ X → X∗ and there exists a continuous strictly increasing
function g : [0,∞[ → [0,∞[ with g(0) = 0 such that 〈F(u)−F(v),u− v〉 g(‖u− v‖)×
‖u− v‖ for all u,v ∈ DF . Typically g(s) = s.
Mappings of monotone type, e.g. pseudomonotone mappings and mappings of class (S+), are
widely used in the study of partial differential operators of generalized divergence form. These
classes were introduced in 1970s by Minty, Skrypnik, Browder, Brezis, Hess and others. The use
of mappings of monotone type allows one to treat problems with certain lack of monotonicity
and compactness. The basic definitions are the following. A mapping F :DF ⊂ X → X∗ is
– of class (S+), if for any (uk) ⊂ DF with uk ⇀ u, lim sup〈F(uk), uk − u〉 0, it follows that
uk → u;
– pseudomonotone, if for any (uk) ⊂ DF , uk ⇀ u, lim sup〈F(uk), uk − u〉 0, it follows that
〈F(uk), uk − u〉 → 0 and if u ∈ DF , then F(uk)⇀ F(u);
– quasimonotone, if for any (uk) ⊂ DF with uk ⇀ u, it follows that lim sup〈F(uk),
uk − u〉 0.
In case DF is weakly closed, we can replace the expression 〈F(uk), uk − u〉 by 〈F(uk)− F(u),
uk − u〉 in the definitions above. With this convention one can see how the definitions of classes
of monotone type indicate the deviation from the monotonicity. It is easy to see that any demi-
continuous monotone map is pseudomonotone and any strongly monotone map is of class (S+).
Moreover, any demicontinuous map of class (S+) is pseudomonotone and any pseudomonotone
map is quasimonotone. Note also that any compact map is quasimonotone and for quasimonotone
mapping lim inf〈F(uk), uk − u〉 0 for any sequence (uk) ⊂ DF with uk ⇀ u.
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ne or compact perturbations are allowed. In Hilbert space any Leray–Schauder type map I + C
is of class (S+), since I is of class (S+) and C is compact thus being quasimonotone.
Due to the reflexivity we can identify X∗∗ with X. To simplify the notation we denote 〈y, x〉 =
〈x, y〉 for all x ∈ X and y ∈ X∗ and hope that the reader will always be aware of in which space
his/her vectors are. Hence it is relevant to define that F :DF ⊂ X∗ → X is of class (S+), if
for any sequence (wk) ⊂ DF with wk ⇀ w in X∗ and lim sup〈F(wk),wk − w〉  0, it follows
that wk → w. Similar modification of definitions is relevant for monotone, strictly monotone,
strongly monotone, pseudomonotone and quasimonotone mappings.
The basic abstract example of mappings of monotone type is the duality map from a real
reflexive Banach space into its dual space. The construction of the duality map shows that map-
pings of monotone type arise naturally from the structure of the Banach space. The duality map
J :X → X∗ is determined via the Hahn–Banach theorem by the conditions∥∥J (u)∥∥= ‖u‖, 〈J (u),u〉= ‖u‖2 for all u ∈ X. (2.1)
By the strict convexity of X∗ the map J is single valued. The duality map has many important
properties listed in the following lemma (see [21,33]).
Lemma 2.1. Let X be a real reflexive Banach space such that X and X∗ are locally uniformly
convex. Then the duality map J defined by (2.1) satisfies:
(1) J is strictly monotone,
(2) J is of class (S+),
(3) J is homogeneous,
(4) J is homeomorphism,
(5) J−1 is the duality map from X∗ to X  X∗∗, and thus of class (S+),
(6) J is linear if and only if X is a Hilbert space.
We define the following classes of mappings:
F0(D) = {F :D ⊂ X → X | F = I +C, where C is compact}
and
F1(D) =
{
F :D ⊂ X → X∗ | F is bounded, demicontinuous and of class (S+)
}
.
Let O be the collection of all open bounded sets in X. Define
FLS(X) =
⋃
G∈O
F0(G) and FS+(X) =
⋃
G∈O
F1(G).
For any T ∈ F1(DT ) and for any F :DF ⊂ X → X such that DF ⊂ DT we say that F satisfies
condition (S+)T , if for any sequences (uk) ⊂ DF , (yk) = (T (uk)) ⊂ X∗ with
uk ⇀ u, yk ⇀ y and lim sup
〈
F(uk), yk − y
〉
 0, it follows that uk → u.
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FT (D) =
{
F :D ⊂ X → X ∣∣ F is bounded demicontinuous and satisfies condition (S+)T }.
If T ∈ F1(DT ) and G ⊂ DT , we can always replace T by its restriction T |G and write
T ∈F1(G). Hence we finally define our main class
F2(X) =
{
F :G → X ∣∣ F ∈FT (G) for some continuous T ∈F1(G), G ∈O}.
The continuity of T is not necessary for the construction of the degree but needed to obtain the
uniqueness. We shall define a topological degree for the class F2(X). For any F ∈ FT (G) we
call T ∈ F1(G) the essential inner mapping of F . For a given F the essential inner mapping is
not unique. It should be noted that if T :X → X∗ linear and bounded, then F ∈ FT (X) means
that F is of class (S+) with respect to T , i.e., conditions
uk ⇀ u, lim sup
〈
F(uk), T (uk − u)
〉
 0
imply uk → u. Such mappings in Hilbert space are studied and used in [8,9]. One of the main mo-
tivations of this article is that certain abstract Hammerstein operators can be included intoF2(X).
To be more precise, we have the following result. For brevity we shall frequently use the nota-
tion ST for S ◦ T .
Lemma 2.2. Let T ∈ F1(G), G ∈O, be continuous and S :DS ⊂ X∗ → X a bounded demicon-
tinuous quasimonotone mapping such that T (G) ⊂ DS . Then F := I + ST ∈FT (G).
Proof. We have to verify that condition (S+)T holds. Assume that (uk) ⊂ G, (yk) =
(T (uk)) ⊂ X∗ with
uk ⇀ u, yk ⇀ y and lim sup
〈
F(uk), yk − y
〉
 0.
To prove that uk → u we assume the contrary. Then we can find a subsequence (uj ) ⊂ (uk) and
 > 0 such that always ‖uj − u‖ . Moreover, we can assume that for this subsequence
lim〈uj , yj − y〉 ≡ lim
〈
T (uj ), uj − u
〉= q > 0.
Hence
lim sup
〈
S(yj ), yj − y
〉= lim sup〈uj + S(T (uj )), yj − y〉− q −q < 0,
which is a contradiction, since S is quasimonotone. 
As an example of an abstract Hammerstein operator I + ST ∈F2(X) we consider a boundary
value problem with nonlinear solution operator. We shall use some well-known facts concerning
divergence operators, for details see [1,11,15].
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Apu(x) = −
N∑
i=1
Di
{∣∣Diu(x)∣∣p−2Diu(x)}, x ∈ Ω,
where Ω is a bounded domain in RN with smooth boundary and N > p  2. Note that A2 is the
linear Laplacian. For p 	= 2 the divergence operator Ap is nonlinear but positively homogeneous
of order p − 1 and odd. We consider the equation{−∑Ni=1 Di{|Diu|p−2Diu} = λu(x)+ f (x,u,∇u) in Ω,
u(x) = 0 on ∂Ω, (2.2)
where λ ∈ R and f :R × R × RN → R satisfies the Carathéodory condition, i.e., f (x, ·,·):
R × RN → R is continuous for almost all x ∈ Ω and f (·, η, ζ ) :Ω → R is measurable for all
(η, ζ ) ∈ R × RN . Moreover, we assume the growth condition∣∣f (x, η, ζ )∣∣ c(|η|p−1 + |ζ |p−1 + k(x)),
for almost all x ∈ Ω , all ξ = (η, ζ ) ∈ RN+1, where c > 0 is constant and k ∈ Lp′(Ω). Denote
Y = W 1,p0 (Ω). Then u ∈ Y is a weak solution of Eq. (2.2), if
N∑
i=1
∫
Ω
∣∣Diu(x)∣∣p−2Diu(x)Diψ(x)dx = ∫
Ω
(
λu(x)+ f (x,u(x),∇u(x)))ψ(x)dx
for all ψ ∈ Y . Define the mappings Fp :Y → Y ∗ and Sλ :Y → Y ∗ by
〈
Fp(u), v
〉= N∑
i=1
∫
Ω
∣∣Diu(x)∣∣p−2Diu(x)Div(x) dx, u, v ∈ X,
and 〈
Sλ(u), v
〉= −∫
Ω
(
λu(x)+ f (x,u(x),∇u(x)))v(x) dx, u, v ∈ X.
Then u ∈ Y is a weak solution of Eq. (2.2) if and only if
Fp(u) = −Sλ(u).
It is well known that Fp and Sλ are bounded continuous mappings from Y into Y ∗. Moreover,
due to the compact embedding Y = W 1,p0 (Ω) ↪→ Lp(Ω) one can show that Fp :Y → Y ∗ is of
class (S+) and Sλ :Y → Y ∗ is quasimonotone for any λ ∈ R. The equation{−∑Ni=1 Di{|Diu|p−2Diu} = v(x) in Ω,u(x) = 0 on ∂Ω,
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Tp :Y
∗ → Y by setting Tp(v) = u if and only if v = Fp(u). It is not hard to see that the solution
operator Tp :Y ∗ → Y is bounded continuous and of class (S+) (see Lemma 5.2). Consequently,
u ∈ Y is a weak solution of Eq. (2.2) if and only if u = Tp(v) and
v + SλTp(v) = 0. (2.3)
Let now X = Y ∗ and identify X∗ with Y by the reflexivity. Then by the above considerations
I + SλTp ∈F2(X) for any λ ∈ R and 2 p <N .
The solvability of (2.3) can be proved for instance in the following case. Assume that p > 2,
λ ∈ R is fixed and f satisfies the growth condition∣∣f (x, η, ζ )∣∣ c(|η|q−1 + |ζ |q−1 + k(x)),
where c > 0 is constant, k ∈ Lp′(Ω) and q < p. Due to the Poincaré inequality we can use the
norm
‖u‖ =
(
N∑
i=1
‖Diu‖pp
)1/p
, u ∈ W 1,p0 (Ω),
where ‖ · ‖p stands for the Lp-norm. According to Theorem 9.2 it suffices to show that the
solution set of the homotopy equation
v + tSλTp(v) = 0, v ∈ X, 0 t  1,
is bounded. Indeed, assume that v + tSλTp(v) = 0 for some v ∈ X and 0  t  1. Denote
u = Tp(v). By the growth condition one get easily the estimate〈
Tp(v), v
〉= ∥∥Tp(v)∥∥p = −t 〈Sλ(Tp(v)), Tp(v)〉
= t
∫
Ω
(
λu(x)+ f (x,u(x),∇u(x)))u(x)dx
 c1
(∥∥Tp(v)∥∥2p + ∥∥Tp(v)∥∥q + ∥∥Tp(v)∥∥),
where c1 > 0 is a constant. Hence it is easy to see that Tp(v) remains bounded and consequently,
there exists R > 0 such that ‖v‖ <R.
The following results follow directly from the definitions.
Lemma 2.4. Let T ∈F1(G), G ∈O, be continuous. Then
(1) F0(G) ⊂FT (G),
(2) ST ∈FT (G) for any S :X∗ → X, which is bounded demicontinuous and of class (S+),
(3) FT+C(G) =FT (G) for any compact C :G → X∗.
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classes FT (X) and F2(X) will be analyzed more closely in Section 3. Note that any F satis-
fying condition (S+)T is proper on bounded subsets, that is, for any compact set K ⊂ X and any
bounded closed set A ⊂ X the preimage F−1(K)∩A is compact. It seems that a necessary con-
dition for the existence of a degree theory is that the mappings involved are proper on bounded
subsets.
Crucial for the effective use of any degree theory is the class of admissible homotopies. Let
G ∈O be given. Recall that an admissible Leray–Schauder type homotopy in X is of the form
H = I + C, where C : [0,1] × G → X is compact. An admissible (S+)-homotopy from G into
X∗ is a demicontinuous bounded mapping H : [0,1] × G → X∗ satisfying the condition (S+):
for any sequences (uk) ⊂ G with uk ⇀ u and (tk) ⊂ [0,1], tk → t , such that lim sup〈H(tk, uk),
uk − u〉 0, it follows that uk → u.
We start with a limited class of affine homotopies
Haff =
{
H : [0,1] ×G → X ∣∣H(t, ·) = (1 − t)F + tS, 0 t  1,
F,S ∈FT (G) with continuous T ∈F1(G), G ∈O
}
,
where F and S have a common essential inner mapping. The class of admissible homotopies can
be extended considerably to cover variations in T , as we will see in Section 9 (see also Theo-
rem 6.1). However, Haff is sufficiently large to make the construction of the unique topological
degree possible. By definition it is easy to prove the following property, which will be the starting
point of the general definition of the class of admissible homotopies in Section 9.
Lemma 2.5. Let H ∈Haff with the continuous essential inner mapping T ∈F1(G). Assume that
tk → t ∈ [0,1], (uk) ⊂ G with uk ⇀ u in X and yk = T (uk)⇀ y in X∗ are sequences such that
lim sup
〈
H(tk, uk), yk − y
〉
 0.
Then uk → u.
From now on we call any mapping F :G → X F2-admissible, if F ∈F2(X). Similarly, a ho-
motopy H : [0,1] × G → X is H2-admissible, provided H ∈ Haff. Note that by Lemma 2.5
(taking tk ≡ t) for any H ∈Haff with t fixed we have H(t, ·) ∈ F2(X). The existence and the
properties of the Leray–Schauder degree and the degree theory for mappings of class (S+) are
well known, see [18] for instance. Denoting by HLS(X) and HS+(X) the admissible Leray–
Schauder and (S+)-homotopies, respectively, we can state
Proposition 2.6.
(a) (Leray–Schauder degree) There exists a unique degree function d0 for classes FLS(X)
and HLS(X) normalized by I .
(b) ((S+)-degree) There exists a unique degree function d1 for classes FS+(X) and HS+(X)
normalized by J .
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The properties of classes FLS(X) and FS+(X) are well known. Any subclass F0(G) ⊂
FLS(X), G ∈ O, of Leray–Schauder maps is invariant under compact perturbations and it is
convex. Any subclass F1(G) ⊂ FS+(X) of mappings of class (S+) has conical structure in the
sense that for all α > 0, F0,F1 ∈ F1(G) we have αF0 ∈ F1(G) and F0 + F1 ∈ F1(G). Hence
F1(G) is convex. Moreover, the class F1(G) is invariant under bounded demicontinuous quasi-
monotone perturbations. Recall that any compact mapping C :G → X∗ is quasimonotone. The
convexity of classes F0(G) and F1(G) is one of the features, which allow one to construct an
effective degree with affine homotopies of the form
Ha(t, ·) = (1 − t)F0 + tF1, 0 t  1,
where F0 and F1 are in the same class. Indeed, if F0,F1 ∈ F0(G), then Ha ∈ HLS(X) and
if F0,F1 ∈ F1(G), then Ha ∈ HS+(X). Unfortunately, all affine homotopies are not available
in class F2(X), as we will see.
Consider first the subclass FT (G) ⊂ F2(X), G ∈ O, of mappings with common essential
inner mapping T ∈ F1(G). It is easy to see that FT (G) has conical structure, i.e., for all α > 0,
F0,F1 ∈ FT (G) we have αF0 ∈ FT (G) and F0 + F1 ∈ FT (G). Especially FT (G) is convex.
To deal with the perturbations it is convenient to define the property (QM)T for a mapping
F :G → X by the condition: if (uk) ⊂ G, (yk) = (T (uk)) ⊂ X∗ with uk ⇀ u, yk ⇀ y, then
lim sup〈F(uk), yk − y〉 0. Clearly any compact map C :G → X has the property (QM)T .
The ‘quasimonotone class’ of bounded demicontinuous mappings having property (QM)T
has a conical structure and it is in a sense optimal class of perturbations according to the following
lemma.
Lemma 3.1. Let T ∈F1(G), G ∈O, be continuous.
(1) If F ∈FT (G), then F has the property (QM)T .
(2) Let S :G → X be a bounded demicontinuous map. Then S has the property (QM)T if and
only if F + S ∈FT (G) for all F ∈ FT (G).
Example 3.2. Let T ∈ F1(G), G ∈ O, be continuous and Fi :X∗ → X, i = 1,2, . . . , l, be
bounded demicontinuous and quasimonotone. Consider a bounded demicontinuous mapping
F :G → X of the form
F = αI +C +
l∑
i=1
Fi ◦ (T +Ci),
where α  0, and Ci :G → X∗, C :G → X are compact, i = 1,2, . . . , l. In case α > 0, we have
F ∈ FT (G). If α = 0, then F ∈ FT (G) if in addition at least one Fi , say F1, is of class (S+).
If X is an Hilbert space and we identify X∗ with X, then we have FLS(X) ⊂ FS+(X) and
any continuous F ∈FS+(X) belongs to F2(X). In the general case we have J ◦F ∈FS+(X) for
all F ∈ FLS(X) and for any continuous F ∈ F1(G) we have J−1 ◦ F ∈ FF (G). Thus FLS(X)
can be embedded into FS+(X) and continuous mappings of FS+(X) into F2(X) via the duality
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inclusion is relevant.
The following example shows that F2(X) is ‘larger’ than FS+(X) and FT1(G) ∪ FT2(G) is
not always convex thus preventing the free use of affine homotopies in F2(X).
Example 3.3. Let H be a real infinite-dimensional Hilbert space with orthonormal basis {en}∞n=1.
We identify H ∗ with H and replace the pairing by the inner product 〈·,·〉H . Define the linear
bounded operators F :H → H and T :H → H by setting
F(en) = en + (−1)n+1en+(−1)n+1 , n = 1,2,3, . . . ,
and
T (en) = en + (−1)nen+(−1)n+1 , n = 1,2,3, . . . .
By a direct calculation 〈F(u),u〉H = 〈T (u),u〉H = ‖u‖2H for all u ∈ H , where ‖u‖2H = 〈u,u〉H .
Consequently, both F and T are strongly monotone and thus of class (S+). It is easy to see that
FT and T F are of class (S+). However, FF and T T do not satisfy condition (S+). This can be
seen by considering a weakly convergent sequence (uk), where uk = e2k . Then uk ⇀ 0,
lim sup
〈
F
(
F(uk)
)
, uk − 0
〉
H
= 0,
but uk  0. The same counterexample applies for T T . Hence FF ∈ FF (G) ⊂ F2(H) for any
G ∈O but FF /∈FS+(H) with a similar conclusion for T T . Moreover, (1 − 12 )FF + 12T T ≡ 0,
from which we conclude that FF (G) ∪ FT (G) is not convex, since the zero-map is not proper
and thus 0 /∈ F2(H). Thus the affine homotopy between FF ∈ F2(H) and T T ∈ F2(H) cannot
be H2-admissible.
4. Approximation of mappings
First we recall the following embedding theorem due to Browder and Ton [19], see also [7].
Theorem 4.1. Let Y be a real separable Banach space. Then there exist a real separable Hilbert
space W and a compact linear injection φ :W → Y such that φ(W) is dense in Y .
Let X be a real separable reflexive Banach space with dual space X∗ such that X and its
dual space X∗ are locally uniformly convex. Taking Y = X∗ in Theorem 4.1 we conclude the
existence of a real separable Hilbert space W and a compact linear injection φ :W → X∗ such
that φ(W) is dense in X∗. We define a further ‘adjoint’ mapping φˆ :X → W by setting(
φˆ(u)
∣∣v)
W
= 〈u,φ(v)〉 for all v ∈ W and u ∈ X,
where (·|·)W stands for the inner product of W . Then φˆ :X → W is compact linear mapping.
Since φ(W) is dense in X∗, it is easily seen that also φˆ is injective.
We shall approximate any F ∈ F2(X) by a mapping in FS+(X). Let F ∈ FT (G) with some
G ∈O and T ∈F1(G). We associate to F a family of mappings {Fλ | λ > 0} defined by
Fλ = T + λφφˆF for any λ > 0.
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Note that Fλ depends explicitly on T ∈ FS+(X), which is not unique and not, a priori, part
of F . Instead, T is a crucial part of the monotonicity condition defining the class FT (G). The
approximation given above is a variant of so-called ‘elliptic super-regularization’ used in [4,10].
It can be viewed as an abstract version of the method of elliptic regularization used by Lions,
Nirenberg and others; see [19] and the references therein.
The basic result in view of our construction is the following.
Lemma 4.2. Let F ∈ FT (G) ⊂ F2(X), G ∈ O, and assume that 0 /∈ F(A), where A ⊂ G is
closed. Then there exists λ0 > 0 such that 0 /∈ Fλ(A) for all λ > λ0.
Proof. We shall argue by contradiction. Assume that the assertion is false. Then we can find
sequences (λk) and (uk) ⊂ A such that λk → ∞ and Fλk (uk) = 0 for all k ∈ Z+. At least for
subsequences we can write
uk ⇀ u ∈ X, F(uk)⇀w ∈ X, yk := T (uk)⇀ y ∈ X∗.
Clearly φφˆF (uk) = −λ−1k T (uk) → 0 = φφˆw and hence w = 0. Thus
lim sup
〈
F(uk), yk − y
〉= lim sup〈F(uk), yk 〉= lim sup〈F(uk),−λkφφˆF (uk)〉
= lim sup{−λk∥∥φˆF (uk)∥∥2W } 0,
where ‖ · ‖W stands for the norm of W . Consequently uk → u ∈ A implying F(uk)⇀ F(u) = 0;
a contradiction completing the proof. 
To prove the homotopy invariance property, we need the following generalization of
Lemma 4.2 with A = ∂G, which can proved analogously. We consider any affine homotopy
H ∈Haff, H(t, ·) = (1 − t)F + tS, where F,S ∈FT (G). We denote
Hλ(t, ·) = T + λφφˆH(t, ·), λ > 0.
Then Hλ(t, ·) defines a bounded homotopy of class (S+) for any fixed λ > 0.
Lemma 4.3. Let H ∈Haff and assume that 0 /∈ H(t, ∂G) for all 0 t  1, where G ∈O. Then
there exists λ0 > 0 such that 0 /∈ Hλ(t, ∂G) for all 0 t  1 and λ > λ0.
5. Protodegree for F2(X)
Let F ∈ FT (G) ⊂ F2(X) and Fλ ∈ F1(G) ⊂ FS+(X) be as defined in Section 4. The
(S+)-degree d1(Fλ,G,0) is well defined as soon as 0 /∈ Fλ(∂G). We shall apply Lemma 4.2
with A = ∂G.
Lemma 5.1. Let F ∈ FT (G) with G ∈ O such that 0 /∈ F(∂G). Then there exists λ0 > 0 such
that 0 /∈ Fλ(∂G) and the value of d1(Fλ,G,0) is constant for all λ > λ0.
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the (S+)-degree d1(Fλ,G,0) is well defined for all λ > λ0. Let λ2 > λ1 > λ0 be fixed. Then
Fλ, λ1  λ  λ2, defines an admissible (S+)-homotopy and 0 /∈ Fλ(∂G) for all λ1  λ  λ2.
Hence d1(Fλ1,G,0) = d1(Fλ2 ,G,0). Consequently, d1(Fλ,G,0) remains constant for all λ > λ0
completing the proof. 
Since Fλ depend on F as well as on the essential inner mapping T , it is relevant by the
previous lemma to define a ‘protodegree’ D2 by setting
D2(F,T ,G,0) = lim
λ→∞ d1(Fλ,G,0)
whenever 0 /∈ F(∂G). For any h /∈ F(∂G) we set
D2(F,T ,G,h) = D2(F − h,T ,G,0).
The dependence on T is explicitly shown in our notation above.
First we shall verify that the integer-valued function D2 defined for classes F2(X) and Haff
satisfies the properties of the classical topological degree:
(a) If D2(F,T ,G,h) 	= 0, then there exists a solution for the equation F(u) = h in G.
(b) (Additivity) Let G1 and G2 be a pair of disjoint open subsets of G such that h /∈ F(G \
(G1 ∪G2)). Then
D2(F,T ,G,h) = D2(F,T ,G1, h)+D2(F,T ,G2, h).
(c) (Invariance under homotopies) If H ∈Haff with the essential inner mapping T ∈F1(G) and
{ht : 0 t  1} is a continuous curve in X such that ht /∈ H(t, ∂G) for all t ∈ [0,1], then the
value D2(H(t, ·), T ,G,ht ) is constant in t on [0,1].
(d) (Normalizing map) The identity map I = J−1 ◦ J ∈ FJ (G) for any G ∈O. For any h ∈ G
we have D2(I, J,G,h) = +1.
Proof of (a), (b) and (c): Using the known properties of the (S+)-degree d1 the conclusions
of (a) and (b) follow from Lemma 4.2 by taking A = G, A = G \ (G1 ∪ G2), respectively.
The homotopy invariance property (c) is easily proved by using Lemma 4.3 together with the
corresponding property of d1.
We shall indicate in Section 9 how the property (c), invariance under homotopies, can be
extended to cover variations in T .
Proof of (d): Assume that h ∈ G. Take some R > ‖h‖. By the additivity property (b) we get
D2(I, J,G,h) = D2
(
I, J,BR(0), h
)
.
Since th /∈ I (∂BR(0)) for all 0 t  1, we conclude by (c) that
D2
(
I, J,BR(0), h
)= D2(I, J,BR(0),0).
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for some fixed λ′ > 0
D2
(
I, J,BR(0),0
)= d1(J + λ′φφˆI,BR(0),0)= d1(J,BR(0),0)= +1,
where we have used the (S+)-homotopy St = J + tλ′φφˆI , 0 t  1, which has no zeros on the
boundary of BR(0) due to the fact that 〈J (u)+ tλ′φφˆu,u〉 ‖u‖2 for all u ∈ X and 0 t  1.
At first sight one can get the impression that we have constructed for each fixed essential inner
mapping T a separate degree function dT (·, ·, ·) := D(·, T , ·, ·) for the class ⋃G∈OFT (G). Note
however, that the normalizing condition (d) is not necessarily valid in case T is fixed. Since the
properties from (a) to (c) of the topological degree hold with fixed T , it is clear that dT is a
degree function with I as a normalizing map provided I ∈ FT (G) for all G ∈O. This is true in
the following case.
Lemma 5.2. Assume that T :X → X∗ is bounded, continuous mapping of class (S+), which is
bijective and satisfies the condition∥∥T (u)∥∥→ ∞ as ‖u‖ → ∞.
Then T −1 :X∗ → X is bounded, continuous and of class (S+). Hence I = T −1T ∈ FT (G) for
all G ∈O and dT is a classical degree function.
If X = H is a real separable Hilbert space and T :H → H linear, then the degree dT is a
special case of the degree introduced in [8].
6. Degree for F2(X)
Let G ∈O and F ∈ FT (G) ⊂ F2(X) with T ∈ F1(G). The next result shows that the value
of D2(F,T ,G,h) depends only on the values of F on the boundary ∂G. This is a very character-
istic feature of any relevant degree theory, usually proved using a simple affine homotopy—
a method which is not available in our case. As a consequence we will see that the value
of D2(F,T ,G,h) is independent of the particular essential inner mapping T .
Theorem 6.1 (Boundary dependence). Let F, F˜ ∈ F2(X) with the essential inner mappings
T ∈F1(G) and T˜ ∈F1(G), respectively. Assume that F and F˜ coincide on ∂G and h /∈ F(∂G).
Then
D2(F,T ,G,h) = D2(F˜ , T˜ ,G,h).
Proof. We can assume that h = 0. By definition there exists λ′ > 0 such that
D2(F,T ,G,0) = d1(T + λ′φφˆF,G,0)
and
D2(F˜ , T˜ ,G,0) = d1(T˜ + λ′φφˆF˜ ,G,0).
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(1 − t)(T + λ′φφˆF )+ t (T˜ + λ′φφˆF˜ )](u) 	= 0, 0 t  1, u ∈ ∂G. (6.1)
To prove (6.1) we assume the contrary. Then we can find sequences (λk), tk ∈ ]0,1[ and (uk) ⊂
∂G such that λk → ∞ and
(1 − tk)T (uk)+ tkT˜ (uk)+ λkφφˆF (uk) = 0
for all k ∈ Z+, where we used the fact that F(u) = F˜ (u) for all u ∈ ∂G. At least for subsequences
we have uk ⇀ u ∈ X and tk → t ∈ [0,1]. Without loss of generality we can also write
F(uk)⇀w ∈ X, yk := T (uk)⇀ y ∈ X∗, y˜k := T˜ (uk)⇀ y˜ ∈ X∗.
Clearly φφˆF (uk) → 0 = φφˆw and hence w = 0. Thus
(1 − t) lim sup〈F(uk), yk − y〉= lim sup〈F(uk), (1 − tk)yk 〉
= lim sup〈F(uk),−tky˜k − λkφφˆF (uk)〉
= lim sup{−tk 〈F˜ (uk), y˜k − y˜〉− λk∥∥φˆF (uk)∥∥2W }
−t lim inf〈F˜ (uk), y˜k − y˜〉 0,
where the last inequality follows from the fact that F˜ has the property (QM)T˜ . If t 	= 1, then
uk → u ∈ ∂G and F(u) = 0, a contradiction. By symmetry, using the property (QM)T of F , the
conclusion is valid also in case t = 1. Hence (6.1) is valid for some sufficiently large λ′.
Hence by the homotopy invariance property of d1 we have
d1(T + λ′φφˆF,G,0) = d1(T˜ + λ′φφˆF˜ ,G,0),
which completes the proof. 
Corollary 6.2. Let F ∈FT (G)∩FT˜ (G) with T , T˜ ∈F1(G). Assume that h /∈ F(∂G). Then
D2(F,T ,G,h) = D2(F, T˜ ,G,h).
Proof. The conclusion follows from Theorem 6.1 with F = F˜ . 
Hence we can define a degree function d2 for class F2(X), such that the value of the degree
is independent of the particular T . For any F ∈ F2(X) with essential inner mapping T and for
any h /∈ F(∂G), where G ⊂ X is an open bounded set, we define
d2(F,G,h) = D2(F,T ,G,h). (6.2)
Hence we have established the existence of a topological degree function d2 for classes F2(X)
and Haff, which is normalized by I . The following result justifies that d2 is an extension of d0
and, in some sense, also extension of d1. The first part (i) follows from the uniqueness of the
Leray–Schauder degree d0 and from the definition of d2 with suitable homotopy. The second part
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of d1 is not needed here).
Theorem 6.3.
(i) If I +C ∈F0(G) ⊂FLS(X) and 0 /∈ (I +C)(∂G), then
d0(I +C,G,0) = d1
(
J ◦ (I +C),G,0)= d2(I +C,G,0). (6.3)
(ii) If T ∈F1(G) ⊂FS+(X), T is continuous and 0 /∈ T (∂G), then
d1(T ,G,0) = d2
(
J−1 ◦ T ,G,0). (6.4)
7. Uniqueness of the degree d2
The existence of the degree is already established. In this section we shall prove the unique-
ness of the degree function d2 constructed in Section 6. The uniqueness holds, provided any
integer-valued function dˆ2 for classes F2(X) and Haff satisfying the properties (a) to (d) coin-
cides with d2. The uniqueness follows from the uniqueness of the (S+)-degree d1. Note that here
we need the assumed continuity of the essential inner mapping T . We shall state the result more
explicitly as follows.
Theorem 7.1. Let dˆ2 be a topological degree function for classes F2(X) and Haff normalized
by I . For any F ∈FT (G) ⊂F2(X) and any h /∈ F(∂G) we have
d2(F,G,h) = dˆ2(F,G,h). (7.1)
Proof. Without loss of generality we can assume that h = 0. Hence we start to prove that
d2(F,G,0) = dˆ2(F,G,0) (7.2)
for any F ∈FT (G) ⊂F2(X) such that 0 /∈ F(∂G). By definition there exists λ′ > 0 such that
d2(F,G,0) = d1(Fλ′ ,G,0).
For any continuous bounded (S+)-mapping S ∈ F1(D) ⊂ FS+(X), D ∈ O, and any y ∈ X∗ \
S(∂D) we define a new function dˆ1 by setting
dˆ1(S,D,y) = dˆ2
(
J−1(S − y),D,0).
It is easy to see that dˆ1 is a degree function for continuous mappings of FS+(X) and HS+(X)
normalized by J . The (S+)-degree is known to be unique (even its restriction to continuous
mappings, cf. [4,18]) and thus dˆ1 = d1. Hence we obtain
d2(F,G,0) = d1(Fλ′ ,G,0) = dˆ1(Fλ′ ,G,0) = dˆ2
(
J−1Fλ′ ,G,0
)
.
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dˆ2
(
J−1Fλ′ ,G,0
)= dˆ2(F,G,0). (7.3)
First we notice that F and J−1Fλ′ have the common essential inner mapping T . Indeed,
if F ∈FT (G) and T ∈ F1(G) is continuous, then a direct verification of the condition (S+)T
shows that J−1Fλ′ ∈ FT (G). Hence the affine homotopy between F and J−1Fλ′ is H2-
admissible. It is sufficient to show that taking λ′ > 0 large enough[
(1 − t)F + tJ−1Fλ′
]
(u) 	= 0, 0 t  1, u ∈ ∂G.
We shall argue by contradiction. Then we can find sequences (λk), tk ∈ ]0,1[ and (uk) ⊂ ∂G
such that λk → ∞ and
(1 − tk)F (uk)+ tkJ−1
(
T (uk)+ λkφφˆF (uk)
)= 0
for all k ∈ Z+. At least for subsequences we have uk ⇀ u ∈ X, tk → t ∈ [0,1], F(uk)⇀w ∈ X,
and yk := T (uk)⇀ y ∈ X∗. Using the properties of the duality map we obtain the key relation
−tk
〈
F(uk), yk
〉= (1 − tk)∥∥F(uk)∥∥2 + tkλk∥∥φˆF (uk)∥∥2W . (7.4)
Assume first that tk → t 	= 0. Then F(uk)⇀ 0. From (7.4) it is easily seen that
lim sup
〈
F(uk), yk − y
〉
 0
implying uk → u ∈ ∂G and F(u) = 0, a contradiction. Assume then that tk → 0. From equal-
ity (7.4) we get the estimate
tk
∥∥F(uk)∥∥‖yk‖−tk 〈F(uk), yk 〉 (1 − tk)∥∥F(uk)∥∥2,
whence F(uk) → 0. Consequently by the properness of F , uk → u ∈ ∂G and thus F(u) = 0
giving a contradiction. Hence we have proved that (7.3) holds and thus the proof is complete. 
8. Borsuk’s theorem, variational inequalities
The Borsuk theorem for Leray–Schauder type mappings roughly speaking states that the de-
gree of an odd mapping is odd. The same result holds for mappings of class (S+) (see [4]). We
shall prove that the result is valid also in F2(X).
Theorem 8.1. Let G be an open bounded set of X, which is symmetric with respect to the origin
and 0 ∈ G. Let F ∈FT (G) ⊂F2(X) be odd on ∂G and 0 /∈ F(∂G). Then d2(F,G,0) is an odd
number and the equation F(u) = 0 has at least one solution in G.
Proof. The (S+)-approximation Fλ of F ∈ FT (G) is not odd on ∂G, unless the essential inner
mapping T is. Thus we cannot use the Borsuk theorem for mappings of class (S+) directly. By
definition there exists λ0 > 0 such that
d2(F,G,0) = d1(Fλ,G,0) for all λ > λ0.
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is odd on the boundary of G. Clearly T̂ ∈ F1(G) and it is easy to see that F̂ ∈ FT̂ (G). Define a
further mapping
Sλ = 12 (T + T̂ )+ λφφˆF, λ > 0.
Then Sλ ∈F1(G) and Sλ is odd on ∂G. We shall prove that there exists λ′ > λ0 such that
(1 − t)Fλ′(u)+ tSλ′(u) 	= 0, 0 t  1, u ∈ ∂G.
Otherwise we can find sequences (λk), tk ∈ ]0,1] and (uk) ⊂ ∂G such that λk → ∞ and
(1 − tk)Fλk (uk)+ tkSλk (uk) = 0,
i.e.,
(2 − tk)T (uk)+ tkT̂ (uk)+ 2λkφφˆF (uk) = 0
for all k ∈ Z+. For subsequences uk ⇀ u ∈ X, tk → t ∈ [0,1] and
F(uk)⇀w ∈ X, yk := T (uk)⇀ y ∈ X∗, yˆk := T̂ (uk)⇀ yˆ ∈ X∗.
Consequently, w = 0 and
(2 − t) lim sup〈F(uk), yk − y〉= lim sup〈F(uk), (2 − tk)yk 〉
= lim sup〈F(uk),−tkyˆk − 2λkφφˆF (uk)〉
= lim sup{−tk 〈F(uk), yˆk − yˆ〉− 2λk∥∥φˆF (uk)∥∥2W }
−t lim inf〈F(uk), yˆk − yˆ〉
= −t lim inf〈F̂ (uk), yˆk − yˆ〉 0,
where we have used Lemma 3.1 and the fact that for uk ∈ ∂G we have F(uk) = F̂ (uk). Hence
lim sup〈F(uk), yk − y〉 0 implying uk → u ∈ ∂G and F(u) = 0, a contradiction. Thus
d2(F,G,0) = d1(Fλ′ ,G,0) = d1(Sλ′ ,G,0).
By the Borsuk theorem for mappings of class (S+) the value of d1(Sλ′ ,G,0) is an odd number
completing the proof. 
In case the essential inner mapping T is odd or more generally T (u) − T (−u) defines a
compact map, we get the following variant of the Borsuk theorem.
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and 0 ∈ G. Assume that T ∈F1(G) is continuous and such that T (u)+ T (−u) = C0(u), where
C0 :G → X∗ is compact (C0 = 0 possible). Assume that F ∈FT (G) ⊂F2(X), 0 /∈ F(∂G) and
F(u)
‖F(u)‖ 	=
F(−u)
‖F(−u)‖ for all u ∈ ∂G.
Then d2(F,G,0) is an odd number and the equation F(u) = 0 has at least one solution in G.
We close this section by an application to variational inequalities. For simplicity we deal
with the problem only in Hilbert space H . A more general treatment in reflexive Banach space is
possible, if we replace the projection PK :H → K ⊂ H onto closed convex set by the generalized
projection πK :X∗ → K ⊂ X introduced by Y.I. Alber in [2], which is known to be continuous
and monotone.
Example 8.3. Let H be a real separable Hilbert space. We identify H ∗ with H and the replace
the pairing by the inner product 〈·,·〉H . Let K ⊂ H be a closed convex set such that 0 ∈ K and K
is symmetric with respect to the origin. Let T :H → H be a bounded continuous mapping. For
any h ∈ H the variational inequality
u ∈ K: 〈u+ T (u), v − u〉
H
 〈h,v − u〉H for all v ∈ K (8.1)
is equivalent to the fixed point equation
u ∈ H : u = PK
(
u− α(T (u)+ u− h)), (8.2)
where α > 0 is arbitrary but fixed and PK :H → K is the (minimum distance) projection, which
is continuous bounded and monotone. Moreover, PK is odd by the symmetry of K . Denote
F := I + PK
(
αT + (α − 1)I − αh),
which is a mapping of abstract Hammerstein type. Then F(u) = 0 if and only if u ∈ K and u is
a solution of (8.1). We can proceed with degree theoretic arguments, provided the mapping
Tα := αT + (α − 1)I,
which is our candidate to be the essential inner mapping, is of class (S+). This holds, if
(a) T is quasimonotone and we take α > 1, or
(b) T is −q-monotone, i.e.,
〈
T (u)− T (v),u− v〉
H
−q‖u− v‖2H for all u,v ∈ H ,
with q < 1. In this case we take α > 1 .1−q
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lim inf‖u‖→∞
〈T (u),u〉H
‖u‖ > −∞ (8.3)
and there exists r > 0 such that
T (−u) = −T (u) for all ‖u‖ r. (8.4)
Then the variational inequality (8.1) admits at least one solution u ∈ K for any h ∈ H . Indeed,
by (8.3) and by the fact that 0 ∈ K it is not hard to prove that there exists R  r such that
u+ PK
(
Tα(u)− tαh
) 	= 0 for all 0 t  1, ‖u‖ = R
implying
d2
(
F,BR(0),0
)= d2(I + PKTα,BR(0),0) 	= 0,
where the last inequality is true by the Borsuk theorem. Hence the existence of at least one
solution u ∈ K of (8.1) is proved.
9. Extension of the class of homotopies with applications
So far we have considered only the class of H2-admissible affine homotopies between two
mappings in FT (G) ⊂F2(X) with a common essential inner mapping T ∈F1(G). We shall gen-
eralize the concept. Instead of T ∈F1(G) ⊂FS+(X) we consider ‘essential inner homotopy,’ by
which we mean a bounded continuous homotopy T : [0,1]×G → X∗ satisfying condition (S+).
Then we denote byHT (G) the class of bounded demicontinuous mappings H : [0,1] ×G → X,
G ∈O, satisfying the condition.
If (uk) ⊂ G, (tk) ⊂ [0,1], (yk) = (T (tk, uk)) ⊂ X∗ with uk ⇀ u, tk → t , yk ⇀ y and
lim sup〈H(tk, uk), yk − y〉 0, then uk → u.
The class of H2-admissible homotopies, denoted by H2(X), is then the union of all classes
HT (G), where G ∈O and T : [0,1]×G → X∗ is a bounded continuous homotopy of class (S+).
As a special case of ‘constant homotopy’ we can have T ∈ FS+(X). Hence it is clear by
Lemma 2.5 that Haff ⊂H2(X) and it is not hard to prove the following result.
Lemma 9.1. If H ∈HT (G) ⊂H2(X) and ht ,0  t  1, is a continuous curve in X such that
H(t,u) 	= ht for all u ∈ ∂G, 0 t  1, then
d2
(
H(t, ·),G,ht
)
is constant in t on [0,1].
The classH2(X) extends the class ofH2-admissible homotopies considerably. To obtain gen-
eralizations of some classical results we consider a very special class of simple affine homotopies
of the form
(1 − t)I + tF, 0 t  1,
where F ∈ F2(X). It is easy to see that this homotopy is H2-admissible. Then the next basic
geometrical result holds.
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u− F(u) 	= h0 + η(u− h0) for all u ∈ ∂G, η > 1.
Then the equation F(u) = 0 admits at least one solution in G. Moreover, d2(F,G,h) = +1
whenever defined.
Proof. If 0 /∈ F(∂G), the condition of omitted rays is equivalent to
(1 − t)u+ tF (u) 	= (1 − t)h0 for all u ∈ ∂G, 0 t  1.
Consequently, the conclusion follows from the homotopy invariance property of d2. 
We can replace F by F −h in Theorem 9.2 to obtain solution for F(u) = h. As an implication
of the principle of omitted rays we obtain the following results familiar in the context of Leray–
Schauder type mappings.
Corollary 9.3. Let F ∈ FT (G) ⊂ F2(X). The equation F(u) = 0 has at least one solution in G
provided one of the following conditions is satisfied.
(i) (Rothes’s condition) The set G is convex and (I − F)(∂G) ⊂ G.
(ii) (Leray–Schauder principle) 0 ∈ G and
t
(
u− F(u)) 	= u for all u ∈ ∂G, 0 < t < 1.
(iii) (Altmann’s condition) There exists h0 ∈ G such that∥∥F(u)∥∥2  ∥∥u− h0 − F(u)∥∥2 − ‖u− h0‖2 for all u ∈ ∂G.
Proof. Either F(u) = 0 for some u ∈ ∂G or the principle of omitted rays applies. 
To illuminate the use of the above theorem we consider an abstract Hammerstein type equation
with coercivity conditions.
Example 9.4. We shall apply the Leray–Schauder principle to the equation
u+ ST(u) = h, u ∈ X, (9.1)
where h ∈ X, T :X → X∗ is bounded continuous mapping of class (S+) and the mapping
S :X∗ → X is bounded demicontinuous and quasimonotone. Then F := I + ST ∈ FT (G) ⊂
F2(X) for all G ∈O. We assume that S is coercive, i.e.,
〈S(y), y〉
‖y‖ → ∞ as ‖y‖ → ∞.
For T we assume that ∥∥T (u)∥∥→ ∞ as ‖u‖ → ∞
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T (u),u
〉
 0 for all ‖u‖ r.
Then Eq. (9.1) admits a solution for all h ∈ X. Indeed, we first notice that we may assume that
h = 0, since we can always replace S by S − h. The Leray–Schauder principle applies, which
can be seen using the equality〈
T (u),u+ tS(T (u))〉= 〈T (u),u〉+ t 〈S(T (u)), T (u)〉
together with the assumptions on T and S.
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