The presentation of the results contatined herein shall be as follows:
l Preliminary observations. 2* Statement and proof of the main theorem. 3* Effective computability. 4* Cancellation theorems. 5* Characteristic two case. We shall adhere to the same terminology and notations as those contained in [2] . The following data will be fixed throughout this paper. L is a unimodular lattice, u and v are two maximal (primitive) vectors in L having the same quadratic length Q(u) = Q(v) = δ. Integral equivalence between u and v shall always be denoted by u~ v. In view of this Lemma 1.6, we shall henceforth, unless otherwise noted, assume that \δ\ is neither 0 nor 1. Consequently, the integral equivalence between u and v may be readily deduced from the hypothesis of the Main Theorem. So, in particular, α*δ* ~ π (i.e., ord α* + ord 6* is odd).
2.5. Roughly, we first observe that the number δ may be assumed to have a special feature. Using this "reduction lemma," we settle the 4-dimensional case by computational means; in the case of dimL equals five, we shall show that the hypothesis, and hence also the conclusion, of Theorem 4.4, [2] is satisfied. Finally, the dim L = 6 case falls through by a modified argument tailored after the 5-dimensional situation. Proof. Since u is a Type II vector so that, by definition, for each vector u e $Jl % , the sublattice M{u; u) has norm ideal equal to α*^. If there exists a vector ue$R u with the property that then Corollary 2.8 together with a simple computation of the weight ideal Ύ^«uY) of <uY tell us that ^M{u; u) equals 6*^. In other ivords, we have an equality of the norm groups %?M(u;ΰ) -5f* . Now, pick any veM v with Q(v) = Q(ΰ). Since λ^Gλ^2, Corollary 2.8 implies that the norm group of M(v;v) must equal to S^7* also. Hence, M(v; v) = M(u; ΰ) by Witt and O'Meara. Thus, u ~ v.
2.10. What Lemma 2.9 says, in effect, is that for any norm generator α* and weight generator 6* of 5^*, and any vector ue$Jl u , the number δ has the special feature that Proof. The following claims may be readily proved and we do not give the proofs here:
(I) For any binary nondepleted unimodular lattice K, whenever K is represented as K ~ A(a, 7) either a or 7 must be a norm generator for &K and furthermore, the quadratic defect £&(ay) must be ^V~L-W~L.
(II) If K has same hypothesis as in statement (I), and if, say, a is a norm generator for &K and Q(x) = a, for some xe K, then K = <^x + &y = A(a, β)-where one may take, if needed, β to be a weight (base) generator.
SUBLEMMA.
Suppose K = c ώ^(a, b) with ab ~ π and b & 2έ?-in Riehm's notation, see [6]-and if L is any binary unimodular lattice such that FK (i.e., F(&#K) is isometric to FL, and a'eQ(L) is a norm generator for both &L and &K, then K = L.
Proof. Let Q(x) = α', for some primitive vector xeL. FL isometric to FK implies the discriminant of K equals that of L so that if we write the common discriminant as -(1 + a) whose defect is aέ?, then
L ~ c^( a', -aa'~ι) .
It is easy to see ord( -aa'-1 ) = ord (b). Hence, their weights (and therefore their norm groups as well) are equal.
SUBLEMMA. 
There exists a vector ΰ e -$Jl
for some unit ε; s can be any integer. Now, § 2.10 tells us that
where b is a weight generator and t is not an unit because of Type H-ness. All we have to do next is to let b' to equal to b and apply the above op-transform so that s = t. REMARK 2.13. An important observation to be made in the proof of the proposition in § 2.12 is that under the conditions given in that proposition, one can always derive a vector ΰ e 9K W such that the sublattice M(u; ΰ) has an hyperbolic component. This is the key to the short proof the dim L = 6 case of our Main Theorem to be given below. Our first proof for this 6-dimensional situation involved long and elaborate arguments treating the vectors "case by case"; that is, considering them when they are both ^r-(gf-) regular, irregular, ... etc. Yet, it is precisely by looking at them at such detailed level that enabled us to realize the necessity for some result like our "Reduction Lemma", and hence the equality in §2.10. 
where a is that integer such that then, an entirely analogous argument carries through.]
A word of caution! The temptation here is to cancel the A(0, 0) component in both (u) L and ζvy 1 , and then claim a "reduction" to the quaternary case. The fallacy is clearly that the resulting characteristic sets in the now smaller lattices need not necessarily represent the same field elements any more! What one can claim instead is that one can indeed find a vector w* in M u such that M(u; u*) has the "J-form" because We are now presented in a situation which is strikingly similar to the 5-dimensional case in Theorem 4.4, [2] . Indeed, if 6 has order greater than that of 6*, a similar op-transformation finishes the proof.
The proof of the Main Theorem is now complete.
3. Effective computability* 3.1. Binary case* Given a maximal vector u with quadratic length Q(μ) = δ, it is easy to find a vector ΰ from M u . Do the same for v. Compute Q(ΰ) and Q(v) and see if they are congruent modulo o)^, where ω, as usual, denotes max {<?, 2}. If they are, then it is easily verified that u and v must be of the same parity so that Theorem 2.1, [2], tells us u ~ v. If not, obviously u and v are not of the same parity. Hence, u and v are not integrally equivalent. Since the vectors u and v are arbitrarily chosen, we see the actual computation involved for checking integral equivalence in dimL = 2 is quite minimal.
3.2. Computationally, it is not always a pleasant task to determine Q(Wl u ) for a given vector u. Fortunately, for sufficiently large dimension of the given lattice L, say dimL ^5, there is a good remedy. We have, indeed the following result. M{u; ΰ) ) so that the hypothesis that the norm groups for <V> L and <V> X being equal implies here their isometry.
Suppose, for the moment, that dim L ^ 7, then dim M(u; ΰ) g: 5 so that Therefore, the hypothesis of the theorem here implies Q(2K tt ) = and ^ -v by the Main Theorem.
For dim L = 6, again ikί(^; ΰ) represents every element of its own norm group by a theorem of Riehm, see Theorem 7.4, [6] . So, once M(v; v) . Thus, u -v. If, on the other hand, then, as in §2.14, we can find a vector u* such that M(u\ u*) supports an hyperbolic component and again we get Q(M(u; u*)) = %? (M(u; u*)) by Theorem 7.4, [6] . Everything repeats once more; u ~ v is therefore clear.
The theorem is therefore proved. The Jordan decompositions involved are rather simple and the associated fundamental invariants can usually be read off directly from an arbitrary Jordan splitting. In the cases for dim L -3, 4, it is expedient to check the classification of the given vectors u and v and then employ the results contained in § 3, [2] . The exceptional cases in these dimensions must be handled via characteristic sets, which for such low dimensions are not computationally unmanageable. 4* Cancellation theorems* One of the basic results in the study of integral quadratic forms over dyadic local rings is a result of O'Meara's which allows one to (orthogonally) cancel hyperbolic components. Over fields (characteristic not two), the classical Witt's Theorem can be stated in any of the two equivalent forms: the cancellation version and the extension version. The solutions given in this paper and in [2] completes the investigation of one-dimensional integral analogue of Witt Extension Theorem for the case of modular forms over any dyadic local ring. (N.B. Over rings, cancellation is not equivalent to extension.) At present, the theory of orthogonally cancelling equivalent forms over rings (even over dyadic local rings) is still practically nonexistent. In this short section, we observe some immediate consequences of our Main Result and others from §3. , u -v over L implies u ~ v over [K u : K v ] . 
Then
Then, u~v over L implies u~v over [K,: £•.] .
5* Characteristic two case* Although there is no longer the possibility for L having dimension five, it is not difficult to see that the techniques introduced in the proof of the Main Theorem in § 2 carry through here in the characteristic two case-with obvious parallel arguments. Hence, the actual proofs are left as exercises to the readers. (Note, for example, that the case when both u and v are both Type I vectors is once more being taken care of by a result like that of Proposition 3.5, [2] . However, the proof for this proposition must be modified as follows. Pick any u from Tl u . Let σ be the isometry sending <(u) L onto ζvy L . Put σM (u, ΰ) -M(v, v) for some veWl v . If d is integral, then the hypothesis of u and v being of the same parity implies the equality of norm groups SfL (M, u) -gfL(v, v) .
Hence, an isometry between the lattices L (u, ΰ) and L(v, v) (v, v) sending u onto v and u + δΰ onto μv + δv, where μ is that number in the ground field which appears from comparing the Arf invariants -instead of the discriminant comparisons as in the characteristic zero situation-of the two lattice. Namely,
It is readily checked that Φ indeed is an lattice-isometry between L(u, u) and L(v, v Clearly, the discussion about effective computability treads through a parallel course.
