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Abstract 
Understanding ecological complexity has stymied scientists 
for decades.  Recent elucidation of the famously coined 
"devious strategies for stability in enduring natural systems" 
has opened up a new field of computational analyses of 
complex ecological networks where the nonlinear dynamics 
of many interacting species can be more realistically mod-
eled and understood.  Here, we describe the first extension 
of this field to include coupled human-natural systems.  This 
extension elucidates new strategies for sustaining extraction 
of biomass (e.g., fish, forests, fiber) from ecosystems that 
account for ecological complexity and can pursue multiple 
goals such as maximizing economic profit, employment and 
carbon sequestration by ecosystems.  Our more realistic 
modeling of ecosystems helps explain why simpler "maxi-
mum sustainable yield" bioeconomic models underpinning 
much natural resource extraction policy leads to less profit, 
biomass, and biodiversity than predicted by those simple 
models.  Current research directions of this integrated natu-
ral and social science include applying artificial intelligence, 
cloud computing, and multiplayer online games. 
 Introduction   
The reduction of biodiversity and ecological productivity 
continues to degrade ecosystems' abilities to sustain human 
and non-human life (Millennium Ecosystem Assessment 
2005).  Ecosystems that provide such sustenance are com-
plex systems comprised by networks of diverse interde-
pendent and interacting species (Pascual and Dunne 2006).  
These networks include food webs that depict intercon-
nected food chains within habitats such as lakes or forests 
(McCann 2012).  Better understanding of ecosystems is 
required to help manage them.  Only recently has this un-
derstanding enabled realistically complex ecosystems to be 
computationally modeled.  This advance emerged from 
computational studies of ecosystems that uncovered how 
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such nonlinear high dimensional systems may dynamically 
persist despite their mathematical improbability recognized 
four decades ago.  This improbability directly contradicted 
a dominant "diversity begets stability" paradigm at the time 
that held that diversity and complexity stabilize ecosystems 
(May 2006).  The instability was based on some of the 
earliest computational studies that found that large random 
networks of higher complexity in terms of more nodes and 
links failed to persist (Gardner and Ashby 1970) due to 
increased probability of positive feedback loops associated 
with increased interactions (May 1973).  This led to a fa-
mous challenge for diversity-begets-stability proponents to 
"elucidate the devious strategies that make for stability in 
enduring natural systems" (May 1973).   
 Over thirty years later, computational research address-
ing this challenge found that regularities in food web struc-
ture (Martinez, Williams and Dunne 2006), predator-prey 
body-size ratios (Brose, Williams and Martinez 2006, Otto, 
Ball and Brose 2007), and feeding behavior  (Williams and 
Martinez 2004) put ecosystems in a highly non random 
parameter space where diversity begets stability (Brose, 
Williams and Martinez 2006). Whereas before, realistically 
complex models failed to persist, the new insights enabled 
such systems modeled as nonlinear, high dimensional, 
coupled ordinary differential equations to characterize the 
bioenergetic feeding and biomass dynamics of complex 
networks of persistently interacting species (Berlow et al. 
2009, Gross et al. 2009).  Such advances helped rejuvenate 
basic research on ecological stability and initiated new and 
highly active computational research focused on the eco-
logical effects of species loss and pollution (Brose, Berlow 
and Martinez 2005, Berlow et al. 2009, Sahastrabudhe and 
Motter 2011).    
 Here, we push this research forward to analyze the sus-
tainability of coupled human-natural systems comprised by 
humans that exploit ecosystems by extracting biomass such 
as fish, forests, and fiber for food and financial gain. Fur-
ther advances in computational sustainability will help 
  
conduct and analyze large numbers of models that generate 
huge amounts of data which describe coupled human-
natural networks including ecosystems and help uncover 
more sustainable management strategies.  
Background 
The seriousness of the many stressors on ecosystems, 
which provide services critical for human life on Earth, is 
recognized by an increasingly large number of people 
across the world (Barnosky et al. 2012).  Climate change 
and habitat degradation due to human activity are chief 
among these challenges (Millennium Ecosystem Assess-
ment 2005).  Some immediate and dramatic results of such 
perturbations are the loss of species native to ecosystems 
(Hughes, Daily and Ehrlich 1997), the invasion of ecosys-
tems by species alien to them (Williamson 1996) and deg-
radation of ocean productivity due to overfishing (Worm et 
al. 2009).  Interacting species within ecosystems including 
humans form highly complex, non-linear, dynamically 
coupled systems, but scientists are only beginning to un-
derstand how this interdependence impacts the fundamen-
tal structure, dynamics, function, and stability of complex 
ecological systems (Carpenter et al. 2009).  
Computational analyses of ecological systems that ig-
nore humans have illuminated powerful structural regulari-
ties in the consumer-resource networks that comprise food 
webs (Dunne 2006, Williams and Martinez 2008, Dunne et 
al. 2008).  Knowledge of this structure helped illuminate 
network dynamics that describe how species' abundances 
and feeding rates vary over time and the dynamic conse-
quences of species loss, invasion, and environmental 
change for ecosystems.  For example, computational stud-
ies of species loss can now quantitatively predict the ef-
fects on the abundance of other species in field experi-
ments (Berlow et al. 2009) and suggest which additional 
species to eliminate in order to prevent extinction cascades 
resulting from the initial loss (Sahastrabudhe and Motter 
2011). The theoretical and mathematical framework for 
these studies has been successfully extended to seasonal 
dynamics of 20 groups of species within a large natural 
ecosystem (Boit et al. 2012).  These promising results sug-
gest that computational models of specific habitats (e.g., 
coral reefs, lakes, forests, etc.) form a firm foundation for 
integrating human exploitation of these habitats.  Here, we 
describe such advances focused on economic and subsist-
ence exploitation of ecosystems that improve the power 
and usability of network modeling, data management, and 
visualization. 
 The urgency of environmental problems and complexity 
involved in solving them require new advances to compu-
tational approaches to these problems.  More usable ap-
proaches are needed to enable ecologists and other non-
computational experts to conduct computational research.  
More powerful approaches are needed to explore more and 
larger networks of increased complexity that reflect more 
of the variability, interactions, and environmental problems 
found in nature.  We address these goals by developing 
user friendly web-based approaches with client-based 
analyses including visualization that harness cloud compu-
ting for powerful and flexible computation.  Client-based 
approaches provide rich functionality and fast response 
times. The inherently parallel nature of simulating many 
ecological networks and the vast data produced by these 
simulations combined with low economic cost make cloud-
based approaches potentially ideal research solutions, es-
pecially when combined with platform independent brows-
er-based access.  However, while cloud computing has 
found widespread application in business environments, it 
has yet to demonstrate many scientific accomplishments 
(Fox 2011).   This makes the harnessing of cloud-based 
approaches to scientific problems a novel computer science 
challenge deserving of innovative research efforts. 
While both commercial and scientific computation typi-
cally requires users to buy and maintain computers appro-
priate to their computational needs, the establishment of 
server farms along with software platforms such as Mi-
crosoft’s Azure can free researchers from the need to re-
write software as well as buy and maintain hardware and 
software. In its place, cloud computing promises relatively 
easy and cost-effective access to much greater and more 
quickly scalable computing power than users could other-
wise afford, manage, or maintain. The activities described 
here incorporate cloud computing into ongoing computa-
tion which enhances the ability of domain specialists to 
simulate, analyze, and ultimately understand and predict 
the structure and function of complex ecological systems. 
Non-cloud frameworks for simulation of complex eco-
logical network dynamics are very time and personnel in-
tensive.  For example, simulations of 50-species networks 
require discussions with a model-coding expert, coding by 
that expert to set up the simulations, and about a week of 
computation time on 25 PCs in a cluster to achieve a rea-
sonable amount of replication.  Due to memory limitations, 
only a limited amount of the results can be saved and ac-
cessed in the future.  Experience has shown that it is hard 
to know ahead of time which subsets of simulation data 
will be important for analyzing and interpreting simulation 
output.  This can result in costly repetition of the coding 
and simulation cycle.  The major benefits of running such 
simulations on a cloud-computing platform include the 
reduction of simulation time for complex network dynam-
ics to a few hours, and the ability to save all results includ-
ing the full simulation time series, which reduces the need 
to rerun simulations.  Thus, cloud-based computing offers 
the opportunity for much greater efficiency in the work-
flow, reducing the demand on code-savvy group members 
and reducing barriers to research by domain scientists. 
  
Methods 
Allometric trophic network (ATN) modeling (Brose, 
Berlow and Martinez 2005, Brose, Williams and Martinez 
2006, Berlow et al. 2009, Sahastrabudhe and Motter 2011) 
proceeds by first creating a food web of a certain size and 
complexity using a structural network models that deter-
mine who eats whom within the network.  The structure 
formed by that food web is then used to assign body sizes 
to species within the food web based on empirically de-
rived and highly variable consumer-resource body size 
ratios where predators are typically, but not always, larger 
than their prey.  Allometric relationships between species' 
metabolic rates and body sizes are then used to parameter-
ize ODEs that determine the temporal dynamics of species 
populations including extirpation where populations drop 
below an extinction threshold.  Here, we apply this frame-
work to a realistic case of fishing in a large lake by adopt-
ing several parameters derived from applying the ATN 
frame work to the well-studied European Lake Constance 
(Boit et al. 2012).  The parameters result in an excellent fit 
to the seasonal dynamics observed in the lake which sup-
ports the realism of our computational explorations.   
 The Niche Model (William and Martinez 2000, 
2008) generates the initial realistic structure of the food 
webs and has two inputs: the number of species S and 
connectance 𝐶 (Martinez 1992) where 𝐶 = 𝐿/𝑆2 and L is 
the number of trophic links. The model assigns a uniformly 
random "niche value" (0 ≤ 𝑛𝑖 ≤ 1) to each of S species. 
Consumer i eats only species whose niche values are con-
tained within a range 𝑟𝑖 with a center of 𝑐𝑖 < 𝑛𝑖. 𝑐𝑖 is ran-
domly chosen from a uniform distribution between 𝑟𝑖/2 and 𝑚𝑖𝑛(𝑛𝑖, 1 −  𝑟𝑖/2). 𝑟𝑖 =  𝑥𝑛𝑖, where x is a random 
variable defined on [0,1] with a beta-distributed probability 
of 𝑝(𝑥) = 𝛽(1 − 𝑥)𝛽−1 with 𝛽 = 1/(2𝐶) − 1. 
 We use 17 network properties to describe food-web 
structure (William and Martinez 2000, 2008, Dunne et al. 
2008): Top, Int, Bas are the proportions of species that are 
respectively without predators (top), with both predators 
and preys (intermediate), and without preys (basal); Can, 
Herb, Omn and Loop are the fractions of species that are 
cannibals, herbivore (only basal preys), omnivores (i.e. 
feeding on multiple trophic levels) and involved in loops 
(apart from cannibalism); ChLen, ChSD and ChNum, the 
mean length, standard deviation of length and log number 
of the food chains; TL, the mean short-weighted trophic 
level of species (Williams and Martinez 2004); MaxSim, 
the mean of the maximum trophic similarity of each spe-
cies; VulSD, GenSD and LinkSD are the normalized stand-
ard deviations of vulnerability (number of predators), gen-
erality (number of preys) and total links; Path is the mean 
shortest food-chain length between two species and Clust 
is the clustering coefficient (Watts and Strogatz 1998). 
 The population dynamics within the food webs 
were simulated using (Berlow et al. 2009):  
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 Eq. (1) and (2) describe the changes in the biomass 
densities of, respectively, an autotroph and an heterotroph 
species. In these equations, 𝑟𝑖 is intrinsic growth-rate of 
basal species i, K is the carrying capacity shared by all the 
basal species, 𝑥𝑖 is i’s metabolic rate (𝑥𝑏𝑎𝑠𝑎𝑙 = 0, Brose et 
al. 2006), 𝑦𝑖𝑗is the maximum consumption rate of i eating 
j, 𝑒𝑖𝑗 is i’s assimilation efficiency when consuming j. We 
used a weak Holling-type III functional response (eq. 3) 
with 𝐵0 as the half-saturation density, h is the Hill expo-
nent set to 1.2, c is the predator interference and 𝜔𝑖𝑗  is i’s 
relative inverse attack rate (i.e. i’s preference towards j). 
 Parameter values follow Berlow et al. (2009) and Boit 
et al. (2012): S = 30, C = 0.15. ri is normally distributed 
with a mean of 0.6/d and an SD of 0.2. K = 540 𝜇𝑔𝐶/𝐿.  yij 
=10/d. eij = 0.85 for carnivores and 0.66 for herbivores.  B0 
= 80 𝜇𝑔𝐶/𝐿.  𝜔𝑖𝑗 = 1/∑ 𝑖′s resources.  Metabolic rates of 
non-basal species were calculated using a surprisingly ac-
curate "short-weighted" measure of trophic level (TLi) 
based on binary food webs (Williams and Martinez 2004a). 
Basal species' reference body masses (Mi) = 1. Consumers' 
Mi were calculated using the average predator-prey body-
mass ratios, 𝑍:𝑀𝑖 = 𝑍𝑖𝑇𝐿𝑖−1. Z was sampled from a 
lognormal distribution with mean=100 (SD=50) for fishes 
and mean=10 (SD=100) for invertebrates (Brose, Williams 
and Martinez 2006). Species with TLi < 3 are always inver-
tebrates and species with TLi >3 were usually (P=0.6) a 
fish. Metabolic rates follow -0.25 power-law relationships. 
𝑥𝑖 = 0.314𝑀𝑖 − 0.24 for invertebrates. 𝑥𝑖 = 0.88𝑀 −0.24 for fish (Brose, Williams and Martinez 2006). 
Initial biomass densities were uniformly distributed 
within 5-500 𝜇𝑔𝐶/𝐿. The systems were then simulated for 
2000 time steps before allowing economic exploitation in 
better mimic the establishment of a new fishery within a 
stable ecosystem. Approximately 25% of the species go 
extinct during this first period (extinction threshold = 10−6 
𝜇𝑔𝐶/𝐿). Only networks that were still connected after 
2000 time steps were considered further. As the effort was 
always fixed, we set the catchability to 1% so that effort 
equals the percentage of extracted biomass. 
  
After 2000 time steps, 3 relatively large species at high 
trophic levels were chosen by selecting the 3 species with 
the highest 𝑇𝐿𝑖/𝑥𝑖 for exploitation under four different 
scenarios.  Three of the scenarios were simply exploiting 
only 1 of the 3 species which were comparison with a sin-
gle-species logistic-growth model parameterized to reflect 
the chosen species. Species carrying capacity (K) was set 
to its biomass without exploitation and its intrinsic growth 
rate calculated from the species metabolic rate (𝑟 = 𝑥(𝑦 −1)). In the fourth scenario, all 3 species were harvested 
simultaneously at the same exploitation rate. We varied the 
amount of biomass extracted from 0% to 100%. 
We analyzed 100 food webs with a mean number of 
species of 25.5 (SD=2.0) and a mean connectance of 
15.8% (SD=1.2%). The 17 structural properties of each of 
the 100 webs were calculated as well as the metabolic rate 
and trophic level of the exploited species and whether it is 
a fish, invertebrate, top, intermediate, herbivore and/or a 
cannibalistic species. We also calculated properties of net-
work structure local to the exploited species including vul-
nerability, generality and connectivity of the exploited spe-
cies, its prey and its predators. We conducted 120,000 sim-
ulations comprised by 300 simulations of finely varying 
percentage from 0% to 100% of biomass extracted from 
each of the 100 food webs under the 4 exploitation scenar-
ios.  Simulation lasted 4000 time steps including 2000 pre- 
and post-exploitation. Biomass results are means during 
the last 400 time steps which avoided transitional dynamics 
because no large, slow oscillations emerged in our simula-
tions, all of which were performed in Matlab version 6.5 
and 7.10 using ode45 for ODEs with the default settings. 
Results 
Given the wide range of stochastic variability in food-web 
structure and subsequent ecological function and exploita-
tion, simulations yielded a wide range of results.  The most 
consistent result was that exploited species almost always 
went extinct at lower rates of extraction than the logistic 
model predicts.  With few but interesting exceptions, the 
biomass also decreases more with increased extraction than 
predicted by the logistic model. Only one of the many 
structural network properties, the mean vulnerability of 
exploited species' prey, appears related to the magnitude of 
this decrease (Fig. 1).  Exploitation of a species often re-
sults in increases in the exploited species' prey.  This in-
crease in food supply can increase the exploited species 
growth rate which often compensates for losses to extrac-
tion.  However, this compensation is typically much less 
when the exploited species prey is consumed by many oth-
er species. Such consumption typically limits greatly any 
potential increase of prey density in response to extraction 
of only one of its several predators.  We show this by plot-
ting the mean vulnerability of exploited species' prey 
against the percent of exploited species' biomass that needs 
to be extracted to reduces its biomass to half its unexploit-
ed density (Fig. 1).  Many exploited species with mean 
prey vulnerability ≥ 6 species go extinct when < 5% of its 
biomass is extracted.  In contrast, many exploited species 
with mean prey vulnerability < 6 can be sustained despite 
extracting > 5% and > 10% of its biomass. Another general 
result is that smaller bodied species with higher metabolic 
rates can sustain extraction of larger fractions of their pop-
ulations without going extinct  (results not shown). This is 
due to fact that exploited species with higher metabolic 
rates generally inflict higher grazing pressure on their re-
sources. Thus, a higher exploitation rate is needed to coun-
terbalance this high grazing pressure.  
 
 
Figure 1: Influence of the vulnerability of exploited species' prey 
on the percent of the exploited species that can be extracted while 
sustaining half of its unexploited biomass density.  Only results 
from exploiting only one species are presented. 
 
 Figure 2 illustrates two examples the depict many of our 
results including the consistent extirpation of exploited 
species at lower extraction rates than predicted by the lo-
gistic model.  The vastly more frequent finding (Fig. 2a) is 
the surprising insensitivity to exploiting more than one 
species.  The biomass of a species extracted under the sin-
gle-species exploitation scenario is virtually identical to 
when two additional species are exploited at the same rate. 
This finding may be due to the use of an inappropriate 
benchmark.  Each species is compared to its abundance in 
an unexploited food web.  However, if one large bodied 
species at high trophic level is exploited, other similar spe-
cies may compensate by increasing their abundance due to 
the reduced density of a similar presumably competing 
species.  Our results are effectively blind to this type of 
interdependence.  Additional simulations are needed to 
explore this possibility.  Still, insensitivity observed sug-
gests that economic benefits of exploiting multiple species 
within a network may be simply additive in comparison to 
an ecosystem free from exploitation.   
 The exception to these general results only incurred in 
one of the 100 food webs (Fig. 2b).  Exploiting species in 
this web resulted in the very interesting "hydra effect" 
(Abrams 2009) where extraction of a species results in so 
much of an increase in its prey that the increased resource 
supply overcompensates for losses due to increased extrac-
tion.  This results in increasing extraction counter intuitive-
  
ly increasing the exploited species' biomass.  The magni-
tude of this overcompensation varies among species.  In 
Fig. 2b, exploitation of just the red species results in a mild 
hydra effect presumably because the red species has no 
predators and only one (blue) prey.  This allows it to exert 
very strong grazing pressure on its prey.  Extracting the red 
species biomass probably enables the blue species to re-
cover from very low abundance and thus allowing the red 
species growth to increase more than its biomass lost to 
extraction.  This presumably allows the red species to in-
crease with increasing extraction from ~2% to 7%. Exploit-
ing only the blue species results in a hydra effect at a little 
over 10% extraction.  Extracting the red and blue species 
alone results in higher biomasses than predicted by the 
logistic model over range of low extraction rates.  In con-
trast, exploiting only the green species reduces its biomass 
well below that predicted by the logistic model.  
 
Figure 2: Two (a & b) examples of exploited food webs. Top: 
Food-web network (links are feeding relationships) with species 
(spheres) at higher trophic levels above basal species at the base. 
Results of exploiting the 3 colored species shown in same colors 
below. Bottom: biomasses sustained in the web above as a func-
tion of exploitation rate when only 1 species at a time is fished, 
the 3 species are fished together, and each species is modeled as 
an isolated logistically growing species. 
 
 These results change dramatically when all 3 species are 
exploited.  The red species is reduced well below that pre-
dicted by the logistic model because both it and its only 
prey, the blue species, is exploited.  This may be expected 
when the red species mortality increases along with that of 
its only prey.  However, the blue species increases to sev-
eral times its unexploited density in this scenario when all 
3 species are extracted at ~2-3% because its only predator 
is reduced and also, perhaps, due to other undetermined 
factors.  The green species' biomass here is higher at ~3% 
extraction than when only the green species is exploited 
probably because it eats a cannibalistic species that eats the 
blue species.  This may allow the green species to indirect-
ly benefit from the large increase in the blue species. 
Discussion 
Extraction of biomass from realistically complex ecologi-
cal systems can result in profoundly different effects that 
extraction from more simplistically modeled systems.  Lo-
gistically growing species, usually one but sometimes sev-
eral, provide much of the foundation for bioeconomic theo-
ry and modeling.   Perhaps the most famous of these theo-
ries is that of "maximum sustainable yield" (MSY) that 
asserts maximum economic return is achieved when the 
exploited population is reduced to half of its carrying ca-
pacity (Larkin 1977).  This almost always overestimates 
the sustainable exploitation rate of more realistically mod-
eled species.  In fact, most species would be driven entirely 
extinct at extraction rates recommended by MSY (Fig. 2).  
The one exception we found (red species Fig. 2b) appears 
unusual in that it is a large bodied specialist at a high 
trophic level.  Still, more thorough analyses are needed to 
explore when similar but less dramatic results occur among 
networks occupying larger parameter spaces. 
 Perhaps a more surprising result is the lack of depend-
ence among species in the same ecosystem on whether or 
not other species are also exploited.  This too needs further 
exploration especially with analyses using benchmarks 
other than the completely unexploited state used here.   
 More generally, our results demonstrate the utility and 
necessity of computational analyses of human-natural net-
works.  The wide range of variability in nature and the 
manner in which humans exploit nature mean that human-
natural networks occupy huge parameter spaces for which 
computational analyses are particularly appropriate.  The 
high dimensional, nonlinear, and nonrandom nature of the-
se networks largely prohibit more analytical approaches 
from shedding much light on their behavior.  Finally, the 
embarrassingly parallel structure of our analyses point to-
wards the great potential of cloud computing approaches to 
human-natural networks.   Not only can large parameter 
sweeps be conducted in short times using vast computa-
tional resources needing virtually no maintenance by the 
users or their institutions, but cloud computing can also 
store the times series from the simulations allowing anal-
yses to focus on the data rather than rerunning simulations 
to output subsets of simulation data thought to be able to 
help answer research questions.  If made generally accessi-
ble e.g., via browser-based queries of SQL Azure, such 
data-intensive ecological research (Michener and Jones 
2012) would also open the research to non-computational 
experts such as statisticians, natural resource managers, 
and ecologists who could answer research questions not 
focused on or even imagined by the scientists conducting 
the simulations. Such inclusion of a wider range of re-
searchers could greatly accelerate scientific progress on the 
critically important problems identified here as well as 
many other problems throughout science. 
  
Future Directions 
Results such as those presented here have helped motivate 
significant developments of cyberinfrastructure, including 
cloud computing infrastructure (Figure 3), to address com-
plex ecological networks both with and without humans.  
Not only does it achieve many of the benefits suggested in 
the previous paragraph, it also provides a backend for mul-
ti-player online games to help explore and analyses com-
plex ecological networks.  We created such a game called 
World of Balance (WoB) based on managing the Serengeti 
ecosystems of Africa (de Visser, Freymann and Olff 2010) 
whose population dynamics are driven by Eq. (1) - Eq. (3).  
WoB is the first of a series of ecosystem management 
games that more realistically depict exploitation of forests, 
lakes, grasslands and oceans.  Such games may contribute 
to ecology and conservation biology much of what Foldit 
has contributed to molecular biology.  That is, the wide-
spread inclusion of the complementary capabilities of 
players and computers in solving important research ques-
tions (Khatib et al. 2011). 
 
Figure 3.  Cyberinfrastructure for ecological network analysis. 
The Microsoft Windows application "Network3D" now ported to 
Azure simulates and analyzes the structure and dynamics of eco-
logical networks (Eq. 1-3). The Network3D engine uses Windows 
Workflow Foundation to implement long-running processes as 
workflows. Multiple manipulation requests cause each manipula-
tion to be delivered to a worker instance to execute. Results of 
each manipulation is saved to SQL Azure. A web role provides 
the user with an interface where the user can initiate, monitor and 
manage their manipulations as well as web services for other sites 
and visualization clients. Once the request is submitted through 
the web role interface, the manipulation workflow starts the task 
and a manipulation is assigned to an available worker to process. 
The Network3D client communicates through web services and 
visualizes network structure and population dynamics. 
 
A central goal of WoB is to maintain a higher envi-
ronmental score. This is done by creating, growing and 
managing an ecosystem with many species and high bio-
mass. Such play also generates experience points and gold 
that further enables the player to more powerfully nurture 
and manage their ecosystem by e.g., buying individuals of 
different species and altering the weather. Network3D run-
ning in the Azure cloud simulates the population dynamics 
within the player's ecosystem and provides these dynamics 
to the WoB client for visualization. The client represents 
these dynamics by varying the number of individual plants 
and animals rendered in 3D within the user's zone.  Indi-
vidual plants' locations remain fixed while animals wander 
around the landscape.  Players purchase individuals of spe-
cies both existing and novel to their ecosystems.  This 
mimics species migration and invasion. Players can also 
sell organisms within their zone to hunters, food, and fire-
wood markets.  Advanced players can use "superpowers" 
gained by playing to modify parameters such as carrying 
capacity, predation behavior, and prey resistance to con-
sumption as well as growth and metabolic rates. 
Due to the nature of population dynamics, players 
must pay careful attention to what's changing within their 
ecosystem and try to maintain it as best as possible to pre-
vent it from collapsing due to the inherent dynamics of the 
systems. Players visually see the results of their activities 
throughout a given period. More broadly, WoB is about 
maintaining a healthy ecosystem and understanding eco-
logical and economic interdependence.  It is also about 
crowd sourcing the work of exploring parameter space by 
saving and analyzing easily accessible game results.  
Figure 4.  Screen shot of World of Balance game.  Environment 
score (top right) increases with species diversity, biomass and 
trophic level in player's User Zone.  This score increases the 
player's ability to purchase species from game shop (lower left) 
with Gold (top  right), a form of in game currency. World and 
Team chat (lower right) enables player to communicate with dif-
ferent groups who cooperate or compete and can see each other's 
Zones. Game is in beta form while development and formal eval-
uation of design, usability and learning outcomes continue.    
 
Play and research in this area continue to become 
more sophisticated.  For example, instead of simply fixing 
  
effort as described above, we have implemented more real-
istic models that make E a function of economic variables.  
This includes an important model of variable exploitation 
in an open access fishery (Conrad 2010): Ė= μ (pqBi - co) E 
where E is fishing effort for species i, p is the price per unit 
catch, q is the "catchability coefficient", 𝐵𝑖 is the biomass 
density of exploited species i, 𝑐𝑜 is the cost per unit effort, 
and 𝜇 is market openness which constrains how fast the 
effort changes based on profit or loss. As long as the fish-
ery is at least partially open (𝜇 > 0), E increases at a rate 
determined by profit which is the difference between in-
come (𝑝𝑞𝐵𝑇𝐸) and cost (𝐸𝑐𝑜). E decreases when this dif-
ference is negative indicating loss. Allowing E to vary 
would allow the fishery to seek a bioeconomic state where 
fishery income equals its costs.  We also implemented 
three more realistic models of the influence of supply and 
demand on p by making p a linear [p = a(1-bY)], isoelastic 
[p = aY-b], or non-linear and non-isoelastic [p = a/(1+bY)] 
function of catch (𝑌 = 𝑞𝐸𝑖𝐵𝑖 , Conrad 2010). Here, b quan-
tifies the sensitivity of the price to the harvest. In the linear 
model, a is the maximum p which only reached when 
𝑌 = 0 and p decreases as Y increases until 𝑌 ≥ 1 𝑏⁄  when 
𝑝 = 0. With the isoelastic model, 𝑝 ⟶ ∞ when 𝑌 ⟶ 0 
and 𝑝 ⟶ 0 when 𝑌 ⟶ ∞. The third model is non-linear as 
is the isoelastic model but prevents 𝑝 ⟶ ∞ and 𝑝 ⟶ 0. 
A key concept in evaluating effects of economic ex-
ploitation of ecosystems is distinguishing such effects from 
effects of subsistence exploitation of ecosystems.  Humans 
have sustainably exploited ecosystems free of formal 
economies for millennia (Maschner et al. 2009) and it is 
critical to understand these exploitation mechanisms in 
order to better manage the ecological sustainability of hu-
mans.   Mechanisms of subsistence exploitation involve 
demographic rather than financial responses to ecosystem 
exploitation (Pulestron and Tuljapurkar 2008).  These re-
sponses are largely determined by which species are ex-
ploited and ecological responses to the exploitation.  The 
former has been well described for the Sanak Archipelago 
in Alaska (Maschner et al. 2009).  Figure 5 shows subsist-
ence exploitation of the intertidal food webs of the Archi-
pelago. Such visualizations and related analyses demon-
strate the unusual but not unprecedented role of humans in 
these food webs as extraordinary generalists highly con-
nected to the ecological system.  Future work should inte-
grate the structural insights suggested by Fig. 5 with eco-
logical and demographic mechanisms discussed above to 
better understand the dynamics of subsistence exploitation 
and distinguish them from those of economic exploitation. 
Beyond increased sophistication of models and im-
proved cyberinfrastructure for exploring them, computer 
science tools including constraint analysis and optimization 
could help greatly improve our understanding of these 
models (Gomes 2009).   Such work could maximize multi-
ple policy goals including employment in terms of extrac-
tion effort, carbon sequestration in terms of total ecosystem 
biomass and financial gain in terms of profit.  The combi-
nation of increased computational power plus theoretical 
and analytical sophistication could contribute much to 
basic knowledge of integrated natural-social sciences and 
applied knowledge of coupled human-natural networks.  
 
Figure 5.  The intertidal food web of Sanak Island, Alaska.  
Spheres represent species or groups of species, and the links be-
tween them show feeding relationships.  The colors of the spheres 
indicate types of taxa: green shows algae; blue shows seagrass, 
lichen, protozoa, bacteria, and detritus; yellow shows inverte-
brates such as snails, crabs, mussels, and octopus; orange shows 
fishes; and red shows mammals such as sea otters. The Homo 
sapiens node represents human hunter-gatherers (Aleut) who are 
among the most general consumers in the webs. Images produced 
using Network3D software (Yoon et al. 2004, Williams 2010). 
 
An important application of such contributions con-
cerns parameter estimation.  While the results in this and a 
closely related paper (Boit et al. 2012) are based on the 
empirically specified parameters in Eq. (1) - (3), automatic 
determination of accurate parameter values is critical to the 
success of our simulations, especially for cases where op-
timal parameter values are difficult to be specified manual-
ly, are inaccurate or impossible to obtain from first princi-
ples and experiments, or are otherwise unavailable.  
In general, parameter estimation can be an optimization 
problem where the optimal estimate minimizes the differ-
ence between the observed data and the model (Boit et al. 
2012). Two formulations of the estimation problem are: 
structure identification and parameter estimation. The very 
structure of the model is unknown in the former while, in 
the latter, the functional form of the model is known and 
the challenge lies in obtaining the optimal values for the 
model parameter (e.g, Boit et al. 2012). Structure identifi-
cation is seen as a highly complex problem. Solutions typi-
cally begin with canonical models which can provide local 
approximations. Examples include S-systems (Savageau 
1969, 1969a), where the topology of the model and the 
magnitude of interactions are characterized by kinetic-
order coefficients and Lotka-Volterra models (Lotka 
1925). Unlike structure estimation, this paper focuses on 
  
estimating parameters of models described by differential 
equations such as Eq. (1) – Eq. (3).  Parameter estimation 
is also a crucial sub-problem in structure identification. 
The technical difficulty in parameter estimation for models 
such as those considered here emerge from three principal 
factors: the possible presence of a large number of parame-
ters, noise in the data, and the need for numerical integra-
tion of the equations during iterative parameter update. The 
numerical integration can particularly and significantly 
impact the computational costs of the modeling process. 
An effective approach for avoiding this numerical inte-
gration involves the use of slope substitution (Chou, Mar-
tens and Voit 2006, Vilela 2007). This approach recognizes 
that the derivatives on the left-hand side of Eq.(1) and 
Eq.(2) represent the respective slopes of the variable. If the 
slopes can be estimated, then the corresponding set of n 
coupled differential equations can be analyzed as a set of n 
× N uncoupled algebraic equations. Since real-world data 
contains noise which is amplified when computing slopes, 
techniques for data smoothing and robust slope estimation 
(Eilers 2003, Vilela 2007) improve the estimation process. 
Other numerical approaches to parameter estimation in-
clude the single shooting method (Saur 2006), the method 
of multiple shootings (Voss, Timmer, and Kurths 2006), 
and generalized smoothing (Ramsay et al. 2007).  
In addition to numerical optimization-based methods, 
traditional AI methods such as expert systems, agent-based 
modeling, and concept-map modeling can also be utilized 
for structure identification and parameter estimation. Such 
methods can be especially powerful in encoding the intui-
tive and undocumented information and insights ecologists 
have about specific environments to obtain both the model 
structure and parameters.  This advance could be effective-
ly coupled to serious game playing (Khatib et al. 2011).  
Numerical-based optimization methods would do the 
heavy lifting of choosing the most likely parameter esti-
mates while humans focus on model structure and behav-
ioral choices involved in sustaining exploitation of ecolog-
ical networks.   
Conclusion 
We have described a computational framework for analyz-
ing the dynamics of complex human-natural networks 
where humans may extract biomass for economic gain.  
Initial analyses apply this framework to fisheries and sug-
gest that application of the best known model of natural 
resource bioeconomics would lead to the destruction of the 
fishery which many fisheries have experienced (Worm et 
al. 2009).  Our analyses also suggest a surprising amount 
of independence of the effects of exploiting one to three 
species within an ecosystem.  However, much more so-
phisticated theory, computational capacity, and scientific 
effort needs to determine the generality of these findings.  
Towards this and other ends, we describe advances in theo-
ry, cyberinfrastructure, and usability that are under devel-
opment.  These developments should lead to much broader 
scientific engagement with these critical problems and 
greater understanding and subsequence managing of the 
life support services provided by ecosystems. 
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