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A BSTRACT
A new projection profile bztsed skew estimation algorithm was developed. This al­
gorithm extracts fiducial points representing character elements by decoding a JBIG 
compressed image without reconstructing the original image. These points are pro­
jected along parallel lines into an accumulator array to determine the maximum 
alignment and the corresponding skew angle. Methods for characterizing the perfor­
mance of skew estimation techniques were also investigated. In addition to the new 
skew estimator, three projection based algorithms were implemented and tested using 
1,246 single column text zones extracted from a sample of 460 page images. Linear 
regression analyses of the experimental results indicate that our new skew estimation 
algorithm performs competitively with the other three techniques. These analyses 
also show that estimators using connected components as a fiducial representation 
perform worse than the others on the entire set of text zones. It is shown that all of 
the algorithms are sensitive to typographical features. The number of text lines in 
a zone significantly affects the accuracy of the connected component based methods. 
We also developed two aggregate measures of skew for entire pages. Experiments 
performed on the 460 unconstrained pages indicate the need to filter non-text fea­
tures from consideration. Graphic and noise elements from page images contribute a 
significant amount of the error for the JBIG algorithm.
Ill
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CHAPTER 1 
INTRODUCTION
We live in an age of rapidly evolving and changing information. This fact and new 
information technology have prompted the development of automated document con­
version systems that bridge the gap between the hardcopy information society of 50 
years ago and the electronic information age of today. The goal of such automated 
document processing systems is quite simple:
• Given a hardcopy document, create images of the document pages using some 
type of scanning device.
• Once scanned, optical character recognition  ^ (OCR) is performed on the pages, 
converting them to some character coded (e.g., ASCII, UNICODE, etc.) version 
of the page.
•  The text version of the document is then added to a text retrieval (TR) system 
for recall at a later time.
There are many advantages to using an electronic retrieval system as opposed 
to the hardcopy original. First, paper document collections are fragile, difficult to 
copy, and require enormous ammounts of physical space for storing large collections. 
Also, paper documents are difficult to index, making the task of retrieving relevant 
documents quite troublesome. Lastly, searching a paper document collection requires 
the searcher to be in the same physical location as the documents, while an electronic 
database of documents can be searched and read remotely.
^Note: all documents considered are machine printed.
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Figure 1.1: A simple model for document processing systems
1.1 A  M odel for Docum ent Processing System s
Figure 1.1 gives a block diagram for a simple document conversion system. In this 
simple model each subsystem consists of the following:
1. Scanning
Each document page is placed in a scanning device, which provides a digital 
image to the pre-processing subsystem.
2. Pre-processing
In this stage the page is enhanced to correct various image degradations, such 
as broken characters, touching characters, and skew. In some cases, the pre­
processor may decide the page is so badly degraded that it must be re-scanned. 
In extreme cases, the pre-processor may decide that the page is unsuitible for 
OCR. Such pages will be manually re-keyed.
3. OCR
Here the image is converted from a digital array of pixels into a character coded 
text file.
4. Manual Entry
In this stage, the page is entirely re-keyed by a human operator.
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5. Post-processing
After the page has been recognized (or re-keyed) the resulting text is corrected 
for any errors and possibly marked up in preparation for indexing in a text 
retrieval system.
6. Text Retrieval
Finally, the text for the page is added to a text retrieval system for later recall.
One of the main problems with such systems is that errors occurring early in the 
process propagate forward in the system, causing errors to accumulate in subsequent 
stages. Consequently, it is important to detect any such errors at the earliest possible 
stage in the document conversion process. In addition, it is important to characterize 
and quantify the performance and reliability of any component designed to detect or 
correct these errors.
1.2 Docum ent Image Skew
One type of image degradation commonly occurring is skew. In the simplest sense, 
document image skew can be defined as rotation of the page image about a fixed 
point. It arises most frequently from pages that are improperly aligned on the scanner 
bed when initially scanned, or when the original hardcopy is poorly aligned when 
photocopying. A skew estimation algorithm should return an angle corresponding to 
the degree of rotation of the text on that page. Note that we are primarily concerned 
with the skew angle of text on the page, as opposed to other page elements such as 
drawings.
a) Positive skew b) Negative skew
Figure 1.2: Sample pages with positive and negative skew
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For the purposes of our experiments, the origin of the coordinate system is at the 
geometric center of the page image. A positive skew angle indicates counter-clockwise 
rotation, and a negative skew angle indicates clockwise rotation (see Figure 1.2).
In an ideal world, this definition would suffice. However, some skew phenomena 
are not captured by this simple formulation. For example, images that contain curved 
baselines cannot eaisily be classified. Also, multi-column pages in which the columns 
possess independent skew angles present problems. In many cases it is not clear how 
skew should be defined, and as a result it is difficult to specify the desired output for 
an algorithm designed to estimate the skew angle.
We performed two types of experiments, zone based and page based. For our zone 
based experiments, we separate all pages into single column text zones and perform 
the estimation procedures on each zone independently. In this way, we can easily 
assign a single skew angle to each zone. For the page based experiment, we devised 
aggregate measures of skew based on the individual manual skew estimates for each 
zone.
According to Bloomberg [2], correct detection and/or correction of skew in the pre­
processing stage can improve text recognition, simplify layout analysis, and improve 
baseline determination at the OCR stage. Also, O’Gorman and Kasturi [16] indicate 
that most OCR and page analysis algorithms depend on an input page with zero skew, 
and that skew estimation and correction must be performed before making use of 
these algorithms. Many algorithms and techniques have been applied to this problem. 
Chapter 2 provides a thorough survey of skew estimation algorithms appearing in the 
literature. Chapter 3 presents a limited model of skew estimation that captures the 
essence of the projection profile skew estimation algorithm.
1.3 Efficiency of Skew Estim ation
It is difficult to perform quantitative experiments of the speed efficiency of skew 
estimation algorithms. It should be noted that all algorithms evaluated are the current 
author’s implementations, and the emphasis is placed primarily on correctness rather 
than efficiency. Thus, a fair comparison of speed efficiency could not be performed 
without the original author’s implementation.
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However, some skew estimation algorithms operate on compressed images, and are 
thus more efficient that those operating on full size images. In Chapter 4 a method 
for detecting the skew angle of JBIG compressed images is proposed and evaluated.
1.4 Measures of Skew Estim ation Accuracy
As discussed in Section 1.1, it is important to characterize the performance of any 
skew estimation algorithm over a broad range of image features. Most of the papers 
on the topic of skew estimation provide some experimental results for proposed meth­
ods, but there is no universally accepted measure of overall accuracy for this type of 
algorithm. Additionally, many of the results given provide no details regarding the 
sample document images and parameter settings used for experimental trials. Con­
sequently, it is difficult to objectively determine the relative performance of a specific 
algorithm.
Some measures of estimation accuracy that appear in the literature are:
•  Average error. This measure computes the sample mean of the error in all 
observations. It is not a statistically significant measure, since positive and 
negative errors will offset one another.
•  Root-mean-square (RMS) error [20]. This measure computes the mean of ob­
served absolute (unsigned) error. While more significant than the raw average, 
the mean of absolute error is still of limited use and is sensitive to outliers.
•  Cumulative absolute error probability distribution [7, 2]. This measure uses the 
RMS error in estimation to compute the cumulative distribution: Prob(|0True — 
^Est\ <  z). Such a measure allows us to compute the interval which contains 
95% of observed absolute errors.
•  Regression analysis [20]. This method computes the linear regression of the true 
skew angle versus skew angle estimate. The correlation can then be used an 
accuracy measure.
Few papers in this area deal with the problems involved with defining the skew 
angle for entire pages. In chapters 5 and 6 some alternate methods for characterizing
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
the performance of skew estimation are proposed and evaluated, and the results of a 
series of experiments are discussed and analyzed with the new methods.
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CHAPTER 2 
A SURVEY OF SKEW 
ESTIMATION ALGORITHMS
Many techniques have been applied to the problem of estimating skew in document 
images. This chapter gives a brief description of each algorithm as it occurs in the 
literature. Algorithms based on the projection profile approach are presented in 
chapter 3.
2.1 Text Row Accum ulation
In Smith [20] an algorithm béised on text row accumulation is given. The algorithm 
is designed to determine the skew angle of any document image, even in the presence 
of broken/ touching characters, speckle, and skew in excess of 20 degrees. The x- 
coordinate of Smith’s coordinate system corresponds to the horizontal axis of the 
page image, and
The steps of the algorithm are described as follows:
1. Perform  connected com ponent analysis o f the im age.
Black connected components are henceforth referred to as blobs. The bounding 
box of a blob is considered representative of the blob itself.
2. F ilter blobs.
Blobs that are considered too small to represent whole text elements are removed 
from consideration. This filter is designed to select the subset of blobs that most 
accurately represent the main body text. The filter described by Smith removes
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M a k e - I n it ia l - R o w s ( P ,  a )  
a  6  (0.5,0.7), B  a sorted list of blobs 
S h ift := 0
for each blob €  B do 
Find row with most vertical overlap with blob (offset by Shift). 
if  there is no overlapping row then  
Make a new row, put current blob in it.
Record top and bottom of blob as top and bottom of row. 
else
Add the blob to the row.
Expand top and bottom limits of row with top and bottom of blob, 
Update the running average y shift with bottom of blob:
Shi f t  =  a S h if t  +  (1 — a)N ew S h ift, 
where N ew S h ift is the shift from the previous to current blob, 
endif 
endfor
Figure 2.1: Algorithm for computing initial rows in text row accumulation
any blobs smaller than a fixed height, and retains all blobs with height between 
the 20th and 95th percentile.
3. Sort blobs.
The blobs axe sorted in ascending order using the x-coordinate of the left edge 
of the blob.
4. Make initial rows.
See figure 2.1. The sorted blobs allow for the maintenence of a running average 
y shift used to vertically shift blobs before inserting into rows. This helps rows 
collect blobs that actually belong to them, rather than creating new rows.
5. Fit baselines.
A least median of squares fit is used to eliminate effects of outliers. The median 
gradient of the baselines provides the estimated skew angle.
Smith also provides experimental results for the new algorithm. The technique 
was tested on a database of 400 page images scanned at 400dpi and compared against
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Algorithm Mean Angular Error RMS Angular Error
Including Outliers
Text Row 0.216 2.83
Simple-Baird -0.148 7.69
Fast_Baird -0.284 11.7
Excluding Outliers
Text Row -0.0034 0.0718
Simple-Baird 0.0023 0.139
Fast_Baird 0.0061 0.132
Table 2.1: Accuracy statistics for text row accumulation adgoritbm
Baird’s [1] projection profile algorithm. Two versions of the Baird zdgorithm were 
tested. SimpleJBaird searches an entire interval of angles, while Fast_Baird applies 
a hierarchical search of the interval. Both edgorithms were run on the original page 
image and on three rotations of the original image, with the rotations selected ran­
domly from (-28.6, 28.6) degrees. The accuracy statistics from [20] are summarized 
in Table 2.1. The mean angle error and RMS angle error are reported here for the 
entire image set and the image set without outliers.
2.2 Recursive M orphological Transformation
Chen [7] gives a skew estimation algorithm that uses recursive morphological trans­
formations. The algorithm first detects all text lines on the page, and then obtains a 
skew estimate for each line. These independent skew estimates are then combined to 
create the composite, or aggregate, skew angle for the entire page.
First, the algorithm applies a recursive closing transform (RCT) on the image. 
The idea is to pick the structuring element of the RCT so that the inter-character 
gaps are filled while the inter-line gaps remain open. Ic denotes the image after 
applying the RCT.
Next, a recursive opening transform (ROT) is applied to Ic- The structuring 
element of the ROT is selected so that ascenders and descenders are eliminated. lo 
denotes the final image after applying the ROT to fy. For details of the ROT and 
RCT procedures, see [8] and [5].
After applying the RCT and ROT transforms, the algorithm then does a connected
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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component analysis of Iq. If the structuring elements are chosen wisely, this wiU 
effectively extract the textlines from the image.
Now lines are fitted to the points in each connected component. If
C k  — { (^ 0 , J/o)j • • • > (^iifc» î/njt)}
denotes the points of the k t h .  connected component, the direction and variance of the 
line minimizing the sum of the squared error can be expressed as a function of the 
second order spatial moments (denoted and pxy) of Ck-
Specifically, the direction of the line, <^ k is
1  arctan ( — —
2 \ f ^ x x  ~  P-yy j
and the variance is
^    1 ^  l ^ x x  4" f ^ y y  4" 2 ^ i y S i n 2 ^ ^  ( , f ^ x x  f i y y )  C O s 2 ( f > k
H k  2 f i x x  4" f ^ y y  2/^iy sin  ^ (f>k 4" (^rx f ^ y y )  2(^ fc 
The last step of the procedure is to combine all estimates into a single aggregate 
skew estimate for the entire page. This is done using a Bayesian estimate. If there 
are L textlines on the page, the Bayesian estimate of <j> is computed as:
«^•=0 cr«.
In experimental trials, the RCT and ROT transforms were trained on a set of 
12,617 real world and synthetic training images to determine the best possible struc­
turing elements. All tests of skew estimation were then conducted on the same set 
of images, using these “optimal” structuring elements. The tests indicate that when 
using a 2x3 structuring element, approximately 95% of the skew angles for synthetic 
images are estimated to within 0 degrees of absolute error, while 95% of the skew 
angles for real world images are estimated to within 0.25 degrees of absolute error. 
Different results were obtained for different sized structuring elements.
2.3 Local Region C om plexity
Ishitani [12] presents a skew estimation algorithm based on a measure of local region 
complexity. The complexity parameter enables the algorithm to correctly isolate
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regions of a page image that are likely to contain text, and to detect skew angles on 
pages containing multiple text blocks that are skewed at different angles.
The meeisurement of local region complexity is based on the distribution of vari­
ance in the horizontal projection of white to black transitions when scanned at var­
ious angles within a specified search interval. The general estimation algorithm is 
described as follows:
1. For an angle 0, scan the image along parallel lines at angle 9.
2. For each line in the scan, compute N{ as the total number of white to black 
transitions in that line.
3. The complexity variance V{9) is then computed as
V{9) =  - j 2 { N i - M Y
^  ,=i
where n is the number of lines scanned, and
n
4. The values of V{9) are computed for all angles in the desired search interval, 
and the global skew estimate is the value 9 which maximizes V{9).
The algorithm first subdivides the image into local regions by scanning a sequence 
of circular regions and computing the complexity for the region at zero degrees, V(0). 
A number of candidates with high complexity are retained, and the algorithm de­
scribed above is used to determine the skew angle of each local region.
The author presents experimental results from a test involving 40 document images 
scanned at 300dpi and rotated up to ±30 degrees. The average accuracy is reported 
as ±1.2 degrees. It is unclear whether the author refers to the actual average accuracy 
or the RMS accuracy.
2.4 Fourier Transformation
Hase and Hoshino [9] give an algorithm based on the discrete two dimensional Fourier 
transform. The algorithm is simple and efficient. However, it seems to be more 
appropriate for greyscale images rather than binary.
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The algorithm is given as follows:
1. Compute the discrete 2-d Fourier transform as:
r=0 ÿ=0
where N  is the image width and height, and f { x , y )  is the image function.
2. Find the maximum element in F{u,v)  excluding the origin. Let (ui, Ui) be the 
coordinates of this maximal element.
3. The skew estimate, 9Est is computed as:
9 Est =  arctan —
Vl
The authors claim accuracy of ±2.0 degrees for this technique, but provide no ex­
perimental results for the skew estimation algorithm. In the preliminary experiments 
we performed we were unable to obtain consistet results for bi-level images, and the 
algorithm was excluded from future experiments.
2.5 H ough Transformation
A method similar to the projection profile algorithm is given by Hinds et al [10]. This 
algorithm uses a sinusoidal Hough transformation as opposed to a linear projection 
transformation. It uses the set of vertical black run lengths as a set of representative 
points. To eliminate the effects of long black runs (possibly due to graphic regions), 
only runs with length in the range [1,25] for images digitized at 75 dpi are consid­
ered. These representatives are then projected into a sequence of accumulator arrays. 
Essentially, this procedure transforms the image into p9 space (Hough space). Hough
space is represented as a two dimensional array A[p,9],  where p € [0, \/w^ +  h^ ] and 
9 € [9min,9max]‘ The interval [9min-,9max] represents the range of angles to search for 
the skew estimate, w and h are the image width and height.
The algorithm for transforming the set of black runs to Hough space is as follows:
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H o u g h - P r o j e c t i o n ( R ,  w , h)
R  =  list of verticalblack runs, w =  image width, h =  image height 
for r £ R 
for 9 € 9max] 
p =  Tj. COS 9 +  yy sin 9
^[Pi ~  f’iength
endfor
endfor
The skew estimate for the page, 9eat, can then be computed by searching the 
accumulator array. A, for the cell A\p,9est[ with the maximal element.
The authors provide a few experimental results. A sample of thirteen pages 
deemed to be representative of government forms was selected for the experiment. 
AU images were scanned at 300 dpi, reduced to 75 dpi, and thresholded. The thirteen 
images were grouped into five categories on the basis of the presence of typographical 
features. The five categories axe:
• Simple text (single font)
• Multiple font text
• Text and fine drawings
• Text and greyscale images
• Forms
One nice feature of this grouping is that the performance of the algorithm can be 
characterized across a range of typographical features rather than on a homogeneous 
set of document images. This type of analysis is rare in the literature. Unfortunately, 
the number of images is too small to make any meaningful statistical assertions about 
the performance of the algorithm.
The accuracy results from the experiment are shown in Table 2.2. The authors do 
not define what they mean by “correctly determined” skew angle, and do not provide 
an average measure of accuracy. The fact that the algorithm “correctly determined” 
the skew amgle on all pages begs the question of how this measurement is made. Also, 
they indicate that none of the sample pages were severely skewed.
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Category Simple Text Multiple Fonts Line Drawing Grey Forms
#  of Pages 2 2 2 3 4
#  Correct 2 2 2 3 4
Table 2.2: Accuracy values for Hough, transformation algorithm
Preliminary experiments with this algorithm we performed indicated poor perfor­
mance. It is unclear if this is due to some misinterpretation of implementation issues, 
or to a problem with the proposed technique itself.
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CHAPTER 3 
PROJECTION PROFILE BASED 
ALGORITHMS
The most common approach to skew estimation is the projection profile technique. It 
is similar to the Hough transformation approach, but instead of a sinusoidal projec­
tion, a linear projection into a partitioned accumulator array is used. The main idea 
is to project the set of representative (fiducial) points along parallel lines oriented at 
some search angle. Ideally, the fiducial points representative of characters belonging 
to the same text line will be projected into the same bin when the projection is made 
at the correct skew angle.
Several projection profile based algorithms appear in the literature, but they share 
several common characteristics. For example, all use the same projection function. 
The primary differences between projection profile algorithms are in the fiducial rep­
resentation and the alignment criterion used to identify the skew angle.
Because of these similarities, we can adopt a general framework for discussing 
projection profile algorithms. This framework generalizes to many other skew es­
timation algorithms, but we restrict our discussion to projection based techniques. 
Before discussing specific algorithms, we give an informal description of the projec­
tion profile method, and develop the generalized framework. It should be noted that 
this framework does not encompass all implementation details (e.g., bin size, angular 
resolution, etc.), but rather captures the unique features of an individual algorithm. 
The specific details regarding parameter settings and other implementation issues can 
be found in the original works.
15
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3.1 The Basic Projection Profile A lgorithm
The basic procedure for projection profile based skew estimation consists of three 
stages:
1. R eduction
The source image is reduced to a set of representative (fiducial) points. This 
process is typically performed in order to isolate points in the image that cor­
respond to the baselines of text on the page. This procedure also reduces the 
amount of data that must be projected in future stages.
2. P ro jection
The fiducial points from Step 1  are now projected along parallel fines into an 
accumulator array. The accumulator array is typically partitioned into fixed 
height bins. The B I N S I Z E  is selected so as to maximize the chance of fiducial 
points belonging to the same text fine being projected into the same bin. The 
angle of projection is varied within an angular search interval, and a projection 
is done for each desired angle. This creates a sequence of accumulator arrays 
corresponding to the search angles.
3. O ptim ization
Once the projection is performed the accmulator arrays are searched for the 
array which maximizes some afignment premium. This optimization function is 
a measure of the alignment of the fiducial points at a given angle of projection. 
The angle corresponding to the accumulator array that maximizes the afignment 
premium is then given as the skew estimate for the page.
Most projection profile algorithms do not search an entire interval of angles in the 
iterative process given above. Rather, a coarse sweep of the search interval is done, 
with progressive refinements of the search done so as to minimize the total number of 
projections (the most costly step in the procedure). However, the simple description 
above suffices for the purposes of determining the accuracy of such algorithms. Any 
progressive or hierarchical search strategy will have a minumum angular search res­
olution, and if the entire search interval is searched at that resolution by the above 
method, the results will be identical.
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3.2 A Framework for Projection Profile Based Al­
gorithms
It should be noted from the discussion in Section 3.1 that the only substantive differ­
ences between projection profile algorithms are the fiducied representation, and the 
alignment premium. Thus, we can discuss projection profile based skew estimation 
in terms of these two parameters.
A projection profile estimator (PPE) is a pair, (F, ^), where F  is a fiducial reduc­
tion of a source image to some subset of points considered representative, and <f> is 
an alignment premium which takes an accumulator array and returns a measure of 
alignment for the projection at that angle. This function is then optimized over the 
range of search angles specified by the interval [^ mmj ^ max]- F  will reduce an image to 
a set of triples, (x^y,w), which represent the position and weight of a fiducial point.
Given a PPE, (F, <^ ), a skew angle estimate is obtained by the following algorithm:
P P E - E s t i m a t e ( / ,  u7, A, (F , <f>))
I  =  source image, w =  image width, h =  image height, (F, (f>) =  a. PPE 
for (%,y,w) 6  F(7) 
for 6 €  Omax] 
p =  y -\-x*  tan 6 
A [e ,p lB IN S IZ E \+  =  w 
endfor 
endfor
PPE-Est =  & such that <f>{9) =  maxg <f){A[6\)
This framework easily generalizes to other skew estimation techniques as well. For 
example, if the projection method is made a parameter to the above algorithm the 
Hough transformation based approaches can be discussed in the same way. Accord­
ingly, any meaisure of performance for this type of skew estimation algorithm is a 
measure of two basic features. Specifically, when we ask how well a projection profile 
algorithm works, we are asking the two following questions:
1. How well do the fiducial points represent text lines?
2. How well does the alignment premium measure the alignment of text lines?
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This frfimework gives us a good starting point for evaluating performcince of these 
algorithms. Several projection profile algorithms appearing in the literature are de­
scribed below. Each is recast according to the above general scheme for ease of 
comparison.
3.3 The M ethod o f Baird
Baird [I] gives a PPE using connected components for fiducial representation and an 
“energy alignment measure” for the alignment premium.
Specifically, the PPE given by Baird is (Fe, where
Fb {I) =  {(r ,y , 1 ) 1 (r,y) is the center of lower bounding segment of a blob in /} ,
and
h e i g h t
M « ) =  E
p=0
Note particularly that each connected component is weighted equally regardless of 
size. This can be beneficial if there are large non-text structures present on the page. 
However, if the print on the page is especially heavy and there are many touching 
characters, there will be fewer samples from which to estimate the text line alignment. 
On the other hand, if the print is light and there are many broken characters, the 
correlation between the fiducial points and the actual text lines will suffer.
Baird mentions the need to filter the connected components before projection, 
but no selection criteria is given. This filtering is critical, since small blobs will most 
likely represent speckle or other noise. Similarly, large blobs typically represent line 
or half-tone graphic regions.
3.4 The M ethod of Nakano, et. al.
Nakano [14] gives a skew estimator similar to that of Baird. In this paper four PPEs 
axe described that differ only in the alignment function <j>.
The PPE, (Fv, 0;y), is described as follows:
Fn {I) =  {(x,y,it;)|(x, j/)is lower left corner of blob of width iw}
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ajid (jiff is one of
1. Sum of Absolute Differences:
h e i g h t
M W =  E  \ A [ 0 , p ] - A [ f , p - l ] \
p=0
2. Maximum Voting:
(f>N,{6) =  max(A[0, p + 1 ] -  A[9,p\)
3. Sum of Averaged Inclination:
. V  \ AV, p A \ \ - A [ B , p\\
where j  ranges over the non-zero runs in the accumulator array A[0], and y i( j)  
and y2 {j)  represent the upper and lower bounds of non-zero run j .
4. Number of Zeros:
H  e i g h t
<1>N^ {0)= £  [1 -  w(A[Fp])],
p=0
where
f l  if z  =  0  
 ^ ( 0  otherwise
The only difference in the fiducial reduction between this method and Baird’s is 
that Nakano chooses to weight each blob by its width, and to position the fiducial 
point at the lower left comer of the blob rather than in the center of the lower 
bounding segment. There seems to be no reason to prefer one positioning strategy 
over the other, but there is strong evidence against weighting blobs by width rather 
than equally. While it is true that smaller blobs (perhaps representing noise) will 
have a smaller effect, larger zones which almost certainly do not represent text will 
create sharp peaks in the projection profile. On a page containing graphic structures 
this effect could be paxticulaxly damaging.
Nakano claims that ^ 3  and < ^ 4  perform best, and this claim is indeed supported by 
the experimental results given in Chapters 5 and 6 . 4^ , in fact, performed surprisingly 
well considering its simplicity.
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3.5 The M ethod of P ostl
Postl [17] gives a simple and elegant presentation of a PPE based on fixed sub­
sampling. The PPE, (Fp, <f>p), is given by:
Fp{I) =  {(a X A F b X At/, 1) j 0 <  a <  ur/AF 0 < 6 <  A/A?/, I[a x  A F b x At/] =  1} 
and
H e i g h t — I
M 0 ) =  E  { A [e ,p - \ - i \ -A [0 ,p \ f
p = 0
where A^ and A t/ are the horizontal and vertical sampling frequencies respectively.
The basic idea here is to subsample the image according to fixed horizontal and 
vertical sampling frequencies. This simple strategy should reduce the effect of noise, 
since textual and other periodic structures will be sampled more regulaxly and there­
fore be amplified in the final projection array. The alignment function <f>p will then 
detect the angle producing the most low to high transitions in the accumulator array. 
Since text blocks tend to produce this characteristic pattern in the accumulator, the 
angle detected should be close to the desired skew angle.
The choice of A^ and At/ is highly dependent on the assumed text size on the 
page. At/, for example, must be selected to maximize the number of raster lines 
sampling the actual text lines. Of course A^ =  At/ =  1 may be selected as sampling 
frequencies, but this is computationally expensive, and any filtration of noise elements 
is lost.
The author claims error of <0.01 radians for this technique. However, no expla­
nation of how this result was obtained is provided. In order to judge the merit of such 
a claim, one would have to know the specific details of the experiments conducted.
3.6 The M ethod o f Bloomberg, et. al.
Bloomberg [2] describes a PPE similar to those of Baird and Postl. A subsampling 
strategy is used, but instead of the naive fixed sampling strategy of Postl, Bloomberg 
reduces square clusters of pixels to one composite pixel. All pixels in the reduced 
image are then used as fiducial points in the projection analysis. This reduction
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creates a large computational savings. A 2x reduction in image size constitutes a 4x 
reduction in processing during the projection stage.
The fiducial reduction given by Bloomberg allows for great flexibility. The author 
provides details for two such resolution reduction techniques. Both reduce a square 
array of pixels from the source image to a single pixel in the final reduced image. The 
first uses a 2x2 array of pixels, and the second a 2” square eirray, where n is arbitrarily 
chosen. For convenience, let the square array of pixels corresponding to pixel (x,y)  
in the reduced image be
The two resolution reduction schemes detailed in the paper are:
FB/i(7) =  {(z ,y , 1) I any pixel in are on}
and
FBh{I) =  1) I a pixel in some arbitrary row of 5(x,ÿ) is o n } .
This fiducial reduction can be generalized to support arbitrary conditions on the 
source array S{x,y)- This allows for great flexibility in retaining important typograph­
ical features, while improving the computational efficiency of the projection.
Two alignment functions are given as
h e i g h t
p = 0
and
H e i g h t — 1
P + 1] -  P\f-
p=0
Note that 4>bIx is equivalent to and (j>Bii is equivalent to <f>p given above. So that 
the real contribution of this technique is the fiducial reduction strategy.
Bloomberg also gives several new techniques for optimizing the alignment function, 
as well as a method for associating a confidence interval for each estimate. This is an 
important step in the evaluation of skew estimators, as no previous author has made 
an attempt to qualify the output for each estimate.
Bloomberg lists the following as features in the projection profile of 4>bi2 which
may indicate faulty results:
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•  Large signal to noise ratio. Noise is defined as the average background from the 
profile, but not including the peak and its two neighbors. The signal is then 
the difference between the peak and the average background.
•  Large fluctuations in background about the average. Normalize the variance 
and eliminate the peak and two neighbors.
•  Large values of <f>Bi2 far from the peak. Calculate a power of weighted by 
the absolute value of the angle from the peak.
Bloomberg suggests that these measures be normalized to ensure invariance to type 
size and black pixel density. Then the measures can be combined using weighting 
factors and subtracted from a “perfect” confidence level.
Bloomberg provides a wide assortment of accuracy measures and analysis, includ­
ing RMS error and absolute angular error, for several levels of resolution reduction. 
The algorithm was tested on synthesized images, as well as scanned pages from the 
University of Washington English Document Image Database [6]. The main result of 
their experiments was that there was no significant decrease in accuracy between 2x, 
4x, and 8x reduction of image size. At all levels of reduction approximately 95% of 
all pages yielded a skew estimate within 0.5 degrees of the true skew angle.
3.7 The M ethod of Spitz
Spitz [21] describes a PPE that estimates the skew using a CCITT Group 4 com­
pressed source image. This approach yields significant computational savings by 
operating on a compressed image rather than the entire uncompressed page. The 
importance of detecting skew in CCITT 0 4  compressed images should not be ap­
preciated for the reduction in processing time alone. CCITT G4 compression is the 
current standard for Facsimile transmission, and a primary application of document 
conversion systems is for incoming fax transmission.
CCITT G4 uses several coding modes. One of these modes, “white pass mode”, 
can be used as the basis for fiducial reduction. We briefly describe the CCITT G4 
compression algorithm, and then present the PPE given by Spitz.
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0.Q Ay ^2
Figure 3.1: Variables used to determine CCITT 04  coding mode 
3.7.1 CCITT G4 Com pression
The CCITT Group 4 compression algorithm is a two dimensional coding scheme that 
encodes the current coding fine with respect to the previous, or reference line. There 
are three coding modes used by the algorithm. The algorithm determines which
mode to use to encode a block of pixels by scanning for transitions in the reference
and coding lines.
Figure 3.1 details the variables used in determining the correct coding mode to 
use. The reference and coding lines are scanned for color transitions as follows. The 
following variables are used for coding the current block:
• ûq: The starting element on the coding fine. If this is the first code for a line, 
Oo is defined to be am imaginary white element.
• Oi: The next transition element to the right of oq on the coding line.
• 0 2 : The next transition element to the right of oi on the coding line.
• 6 %: The first transition element on the reference hne to the right of oq, and of 
opposite color to oq.
• 6 2 : The next transition element to the right of 6 1  on the reference line.
There are three coding modes used for the encoding of the current line. The 
determination of mode is made as follows:
• If fli lies strictly to the right of 6 2 , then pass mode is used.
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b,
ao a ,
Figure 3.2: A white pass mode coding situation
•  If |ûi — 6i| £  3, then vertical mode is used.
•  If |ai — 6i| > 3, then horizontal mode is used.
Once the mode determination has been made, it is encoded using a modified Huff­
man (MR) encoding along with any additional information needed to reconstruct the 
coding hne block.
For our purposes we are only interested in pass mode coding. Specifically, however, 
we are interested in white pass codes. The details for the CCITT G4 encoding scheme 
can be found in [4]. An example of a white pass code situation is shown in Figure 3.2.
3.7.2 W hite Pass Code D etection
The estimation procedure described by Spitz [21] uses white pass codes occurring in 
CCITT G4 compressed page images as the fiducial points in the projection. He uses 
the same alignment function as Baird, and concentrates on analyzing the performance 
of the pass codes fiducial reduction. The MH encoding makes no distinction between 
white and black pass codes, and some state information must be saved to detect white 
pass codes specifically. By remembering if white or black pixels are being output, a 
white pass code can be distiguished immediately from a black pass.
The PPE, (Fs, ^s), is described as:
Fp{I)  =  {(x, y, 1) I (x ,y) is a white pass code in CCITT G4 source image}
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and
h e i g h t
^s(A [«l)=  E  A[e,pf.
p=0
Note that a fiducial point (z ,y , I) 6  F s { I )  is actually (û o ,r o u ;, 1), where Oq is the 
variable computed eis in Figure 3.2 for a white pass code, and r o w  is the current 
coding line at the time the white pass code is detected.
Spitz additionally provides a comparison of speed and accuracy between his method 
and Baird’s algorithm. The algorithms were tested on a sample of 11 images, and 
the estimates of both algorithms were nearly identical. The computational savings 
of performing the fiducial reduction on a compressed image seems to be the critical 
issue in evaluating the performance of this method. Spitz even suggests that the 
cost of compressing the source image into CCITT G4 format is outweighted by the 
efldciency of detecting the white pass codes as opposed to performing the connected 
component analysis required by Baird’s algorithm. One drawback of using white pass 
codes a s  the fiducial reduction is that non-character objects cannot be easily filtered. 
Connected components can be eliminated on the basis of size, while white pass codes 
have no similar notion.
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CHAPTER 4 
ESTIMATION OF SKEW IN 
JBIG IMAGES
Since a major application of document conversion technology is the conversion of 
incoming fax images, the algorithm given by Spitz is of great practical importance. 
However, newer compression techniques are slowly being integrated by facsimile man­
ufacturers. The JBIG compression standard will most hkely become the next facsim­
ile compression standard. Additionally, online digital libraries need to support rapid 
transmission of digitized images. Since JBIG is a progressive encoding scheme, mul­
tiple levels of resolution can be encoded in a single image. Thus only the bandwidth 
needed for the local device display resolution need be consumed.
In this Chapter we present a new method for detecting skew in JBIG compressed 
images. In the next section, the JBIG compression scheme is described. After that, 
a method for detecting “white pass codes” in JBIG images is presented. It should 
be noted that these white pass codes axe not an axtifact of the JBIG compression 
algorithm as they axe for CCITT G4 compression, but rather axe artificially detected 
as a side effect of the JBIG decoding process. It is somewhat of a misnomer to refer 
to these as white pass codes, but we will do so anyway. White pass codes were chosen 
because they have been shown by Spitz to be a good fiducial representation of a 
source image, and axe relatively easy to detect from local structures. Lastly, a PPE 
for detecting the skew angle of JBIG compressed images is described.
26
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4.1 Arithmetic Coding Basics
Since arithmetic coding forms the beisis of the JBIG compression algorithm, it is 
useful to understand some of the rudimentary aspects of this coding technique.
The arithmetic coding process works through a recursive intervzd subdivision pro­
cedure. An binary input string is mapped to a real x in the interval [0,1). This value 
X is transmitted instead of the original binary string. Figure 4.1 gives an example of 
such a procedure.
1.0
A ( l )
A(0)
A(01)
A(00)
A(OII )
A(010)
A(OIOI )
A(OIOO)
0.0
Bits to be  coded:  0  1 0  1
Figure 4.1: Example of Interval Subdivision for Arithmetic Encoding
The interval in which x is known to lie after encountering a string of symbols to 
be coded is known as the current coding interval. This interval is subdivided into two 
sub-intervals, each one representing the two possible symbols to be coded next. The 
size of each sub-interval is chosen to reflect the relative probabilities of encountering 
the corresponding symbol. For example, in Figure 4.1 the interval A(01) is smaller 
than the interval A(00), indicating that in this interval a 0 is the more probable 
symbol (MPS), and a 1 is the less probable symbol (LPS).
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When an arithmetic decoder receives a code string, x, it must then recursively 
reconstruct the interval subdivision procedure performed by the encoder. Once this 
is done, the original binary sequence can be reconstructed.
Since the arithmetic coding process must use integer approximations to the real 
code symbol z, there are limitations to the amount of information that may be coded 
by a given code symbol.
4.2 The JBIG A lgorithm
The JBIG compression algorithm is a progressive encoding scheme. By this we mean 
that multiple resolution layers axe encoded into a single compressed image. This 
has the advantage of improving the overall compression ratio, as well as allowing for 
display on devices of varying resolution capabihties.
The JBIG algorithm employs different techniques for encoding the lowest level 
resolution layer and the subsequent higher, or differential, resolution layers. The 
encoding of the lowest resolution layer is much simpler them the differential encoding 
of higher resolution layers, and is an ideal starting point for the development of 
a fiducial point extraction technique. This discussion is therefore restricted to the 
details of the lowest resolution layer encoding scheme. It is important to note that 
for our experiments no resolution reduction was performed. The images axe encoded 
using only one resolution layer (i.e., the original image resolution). Those interested 
in the details of differential coding in the JBIG compression scheme should consult 
the draft JBIG standard [11].
The first step in encoding an image is to subdivide it into fixed height horizontal 
stripes. Each stripe wiU then be coded independently. The raster lines in a stripe 
can be coded in two distinct ways. A “psuedo-pixel” is coded at the beginning of the 
raster line to indicate which coding mode to use.
If the current coding hne is identical to the previous line, the psuedo-pixel will 
indicate this. This coding mode, lowest-resolution-layer typical prediction (TP), re­
quires no additional information about the pixels of the current coding line. The 
previous hne can simply be copied into the current.
If the psuedo pixel does not indicate that the current hne is “typical”, the line
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must be arithmetically coded. The JBIG algorithm uses 1024 parallel arithmetic 
encoders/ decoders to maximize the compression efficiency. The algorithm determines 
which ecoder/decoder to use on the basis of previously coded pixels. For the lowest 
resolution layer, two different spatial coding contexts are used. These are shown in 
Figures 4.2 and 4.3.
9 8 7 6 5 4
3 2 1 0
?
Figure 4.2: Two-line Template for Determining Coding Context
9 8 7
6 5 4 3 2
1 0
?
Figure 4.3: Three-hne Template for Determining Coding Context
In Figures 4.2 and 4.3, the pixel labeled “?” indicates the pixel currently being 
coded. The other pixels that are spatially located as in the above figures are combined 
to create the coding context. If p,-, where 0 <  i <  9, denotes the pixel value of a 
pixel in a coding context as above, we can compute an integer representing the coding 
context of the current pixel as:
Cx =  Y .T p i .
1 = 0
Thus any coding context can be represented as a 10 bit binary integer. This context 
Cx is used to index the array of arithmetic encoders/ decoders. This scheme is used 
so the relative probabilities for the MPS and LPS can be independently tuned for 
each context.
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4.3 D etecting W hite Pass Codes in JBIG  Images
The arithmetic coding used for JBIG compression obfuscates the underlying spatial 
features of the image. Consequently, it is difficult to detect such features from the 
raw stream of arithmetic codes. However, it is possible to use the contexts (which 
must be constructed by the decoder) as the basis for such feature detection.
Recall that a white pass code is generated by the CCITT 0 4  compression algo­
rithm anytime a white run is encountered on the current coding line that “passes” 
a black run on the reference line (Figure 3.2). This situation can be detected in the 
process of decoding a JBIG image by analyzing the sequence of coding contexts used 
to decode incoming pixels. We define an automaton of two states (plus an output 
state) that detects these pass code situations in images using the two-line context 
(Figure 4.2).
* ■ * * *
* * ?
OtherwiseOtherwise
Emit
Pass Code
m* ** *
Figure 4.4: Automaton to Detect White Passes from JBIG Contexts
This automaton is pictured in Figure 4.4. In the diagram, a shaded box indicates 
that the corresponding pixel of the context must be on for that transition. An empty
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box indicates that the corresponding pixel must be off. A in a context position 
indicates that either pixel value is allowed. The “?” again indicates the pixel currently 
being coded.
The operation of the above machine can be described as follows:
•  In State 0, no potential pass code has been encountered. The automaton re­
mains in this state until a sequence of two white pixels with a black pixel above 
is seen. In this case there is a potential white pass, and the machine enters state
I.
•  In State 1, if a black pixel is encountered on the coding line, there is no pass 
code and the automaton returns to state 0.
•  If in State 1 the machine encounters a terminal black pixel (i.e. followed by a 
white pixel) on the reference line, and there is a run of at least three pixels on 
the coding line, a pass code is detected. The machine emits a pass and returns 
to state 0. When the machine emits a pass code, it also emits the i  and y 
position at the point of detection.
The fact that a context can be represented by a single 10 bit integer makes the 
implementation of the above automaton particularly simple. Since there are only two 
states (plus an output indicator), only 3 bits of state information has to be retained 
to execute the machine. Thus the entire transition table for the automaton can be 
easily coded with a 512 byte table that is then indexed by the context Cx. Thus the 
problem of detecting white passes in JBIG compressed images is solved as a side effect 
of the decoding procedure itself. A similar automaton can be devised to detect white 
pass codes in images using the three-line context to encode the lowest resolution layer. 
Appendix A includes the transition table for our automaton, as well as the source 
code implementing it.
4.4 A Skew Estimator for JBIG Compressed Im­
ages
We implemented the above algorithm for detecting white passes in JBIG images. The 
algorithm detects white passes in images with no resolution reduction (i.e. no differ-
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ential layers). This forms the basis for the fiducial reduction for our skew estimator. 
A free implementation of the JBIG compression/decompression algorithms was used 
to facilitate our implementation of the white pass code detector [13].
The PPE, {Fj,  <l>j), is described as follows:
Fj{I)  =  {{x^y,  l) |a  white pass code is detected at (z ,y )}
and
M m )  =  ii -  m , p ] ?
Note that we choose <j>j =  <j>p. Preliminary results indicated that this alignment 
function performed more accurately than the alignment function <f>s used by Spitz.
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CHAPTER 5 
ZONE BASED EVALUATION
5.1 Procedures and M ethodology
A number of experiments were performed on real world scanned page images. The 
performance of four PPEs was characterized on a large set of sample images. Ta­
ble 5.1 shows the algorithms tested along with the parameter settings specific to each 
algorithm.
Algorithm Parameters
Baird BINSIZE=8 
Bounding boxes located at midpoint of bottom 
No pre-processing of bounding boxes
Postl A t) =  8 
=  16
Nakano Measure # 4 BINSIZE=8 
Bounding boxes located at upper left 
Measure: Number of Zeros 
No pre-processing of bounding boxes
JBIG BINSIZE=8 
No pre-processing of white pass codes
Table 5.1; The four algorithms evaluated and parameters for each
We chose to evaluate the performance of these algorithms on real world images 
rather than synthesized images. After considering which typographical features might 
affect skew estimation accuracy, we realized that an experiment that completely ex­
plored the entire space of possible features would be infeasible. Rather, we decided 
to use a random sample of real world images that spanned a range of typographical
33
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features. It was hoped that such experiments would indicate which features signif­
icantly effect the accuracy of skew estimation. Appendix B gives the initial survey 
of algorithms and our hypotheses about which typographical features will affect each 
technique. This analysis can be used for designing experiments using synthesized 
data.
5.1.1 Test D ata
The set of test images used is the “DOE sample” as described in the ISRI third annual 
test [19]. It consists of 460 pages selected at random from a collection of approximately
100,000 pages. This collection contains about 2,500 technical documents [15].
Each page is sc a n n ed  at 300 dots per inch using a Fujitsu M3096E-t- scanner, 
using the scanner’s default threshold for conversion to a binary TIFF image. The 
text portions of all pages are then manually zoned and classified into one of the 
following categories: Text, Caption, Footnote, Other.Text, Table [18]. The DOE 
sample consists of 1,313 text zones, of which 1,246 have determinable skew angles 
and were used for this study. Some zones were excluded because no skew angle could 
be measured (for example, zones containing only one printed character such as a page 
number).
This sample contains a wide variety of typographical features which are of interest 
in the ancdysis of skew estimation algorithms. Some of the interesting features include 
broken characters, touching characters, small zones, tables, line drawings, and half­
toned pictures. Since we are primarily concerned with estimating the skew angle 
of text, experiments are resticted to text zones in the sample. All zones considered 
contain a single column of text. In this way the effects of non-text features are 
reduced.
After scanning, the skew angle of each zone {Ottuc) was manually measured by cal­
culating the relative vertical offset of the right side of the zone from the left (Ay). The 
width of the zone (Az) is then used to compute the skew angle as arctan (Ay/Ax). 
Each skew angle is measured at three locations in the zone to ensure accuracy.
An interesting characteristic of the skew angles observed in this sample is shown in 
Figure 5.1. The frequency histogram shows a symmetric distribution of observations 
peaked close to zero (Figure 5.1a). Figure 5.1b shows that the observed frequencies
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Figure 5.1: The distribution of skew angles in test sample
vary little from the expected value of the normal distribution with fi =  —0.05 and 
<r =  0.6.
5.1.2 Experim ent M ethodology
Since most typographical features are easier to classify by zone, we chose to first 
evaluate the accuracy of the algorithms on a zone-by-zone basis. This allows us to 
isolate the typographical features that éire problematic for skew estimation.
A skew estimate is obtained from each algorithm for each zone in the sample for 
which a manual skew angle was obtained. The absolute difference of the estimated 
skew and the ground truth skew angle is used as the accuracy measure for each 
estimate.
5.2 Analysis
Four methods of analysis were used to explore the limitations of these algorithms. The 
experiments are intended to examine the limiting factors of each technique, rather 
than average case performance.
5.2.1 Error D istribution
First, the distribution of absolute error for each algorithm was examined. Our goal 
was to establish meaningful statistics that are representative of the overall accuracy 
of the skew estimate. Additionally, all such assertions of overall accuracy could be
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Algorithm Median of Absolute Error
Baird 0.112672
Postl 0.109070
Ncikano4 0.148556
JBIG 0.092236
Table 5.2: Median of Absolute Error for AU Sample Zones 
qualified with appropriate confidence intervals.
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Figure 5.2: The Distribution of Absolute Error for Postl Algorithm
Figure 5.2a shows a typical distribution of observed accuracy (in this case for 
Postl’s algorithm). The distribution is sharply peaked near zero, and is decidedly 
non-normal (Figure 5.2b). The observed frequencies are instead characteristic of an 
exponential distribution. Consequently, classical interval estimation becomes diflficult, 
and it is unclear if the mean accuracy is even a meaningful statistic. On the ba i^s 
of this analysis, it seems that non-paxametric methods for performance analysis will 
be necessary to establish a measure of overall performance. One statistic based on 
the absolute error distribution can be useful. Table 5.2 shows the median of absolute 
error. Unlike the mean, the median statistic is less sensitive to outliers in the sample.
5.2.2 Regression Analysis
Intuitively what we desire of a “good” skew estimation algorithm is a linear cor­
relation between the estimated angle and the ground truth skew angle. A concise 
and informative measure of this can be obtained from a simple scatterplot and linear
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Figure 5.3: Raw scatterplots and regression lines for each, algorithm over the entire 
set of text zones
regression.
Figure 5.3 shows the scatterplots with regression lines for each algorithm on the 
entire set of sample zones. Table 5.3 summarizes the linear correlation values obtained 
from the linear regressions.
Additionally, a visual inspection of the scatterplots in Figure 5.3 provides valuable 
information about outliers in the test samples. By analyzing the residual information 
from the linear regressions, the pathological zones that were causing problems for 
every algorithm were isolated.
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Algorithm Correlation Y-intercept Slope
P a
Baird 0.79553 -0.15906 0.93689
Postl 0.89724 -0.01824 0.82893
Nalano4 0.73662 -0.25989 0.90753
JBIG 0.88918 -0.02940 0.94513
Table 5.3: Summary of linear regression for all sample zones
Algorithm Correlation
P
Y-intercept
a
Slope
Baird 0.88189 -0.10083 0.92612
Postl 0.92588 -0.02547 0.86555
Nakano4 0.84354 -0.15201 0.92119
JBIG 0.92588 -0.02547 0.86555
Table 5.4: Summaxy of linear regression for zones of type Text 
5.2.3 Sensitivity to  Typographical Features
The majority of zones in the set of common outliers contained few text lines. This 
led us to investigate the number of text lines as a feature affecting skew estimation 
accuracy.
Intuitively, the number of text lines represents the amount of information available 
for an algorithm to infer the skew éingle. When the linear regressions are computed 
using only zones of type Text, which represent the main body text consisting of many 
text lines from the sample, the correlation improves dramatically. The regression 
information for zones of type Text are summarized in Table 5.4.
To determine the effect that the number of text lines has on the accuracy of the 
algorithms, we plot the correlation of each algorithm as a function of the number of 
text lines in each zone. The observations corresponding to zones with fewer than a 
certain number of text lines were iteratively eliminated from the linear regression. In 
this way it can be determined how well an algorithm performs on zones with x or 
more text lines. Figure 5.2.3 shows the results of this analysis. Note that the methods 
that use bounding rectangles show a more rapid increase in accuracy than the Postl 
algorithm which is based on the original image. This is due to the fact that most of 
the small text zones contain very few coimected components which further reduces
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Figure 5.4; Effect of text lines on accuracy. Each point represents the correlation of 
the algorithm on zones of greater than x text lines.
the amount of information the algorithm has. Most of the algorithms achieve a stable 
correlation value before ten text lines.
The use of the correlation coefficient in this analysis can be misleading. The 
correlation indicates how well the data fits the best estimated linear line for that 
data set. Alternately, we can use the median of absolute error as our measure of 
accuracy. Figure 5.2.3 shows this same analysis with the median statistic. As with 
the correlation measure, the median statistic indicates that the connected component 
based algorithms (Baird and Nalcano) are more sensitive to the number of text lines 
than the others.
We can extend this method of analysis to determine whether or not the zone width 
has any effect on the accuracy above and beyond the number of text lines. Figure 5.6 
shows the result of this analysis. It can be seen that the width of a zone has some 
effect on the accuracy of the algorithms. Specifically, if a zone has few textlines, the 
width of a zone can affect the performance of skew estimation. However, the number 
of textlines is certainly the dominant feature.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
40
0.15
0.14
0.13
0.12U]
I
I  0.11
O
i
0.1
0.07
Figure 5.5: Effect of text lines on accuracy. Each point represents the median of 
absolute error of the algorithm on zones of greater than x textlines.
5.2.4 Non-param etric M easures
Due to the non-normaJ distribution of the observed error, it is difficult to perform 
classical interval estimation on the statistics derived from this distribution. Non- 
parametric methods must be used to infer more about the behavior of these algo­
rithms. A sign test [3] was performed on the absolute error of all the methods. This 
allows us to determine which algorithms perform significantly better than the others 
on a pairwise basis. While this method does not yield an independent measure of 
overall accuracy as desired, it does allow us to malce some assertions without maldng 
unfounded assumptions about the distribution of observed error. However, the sign 
test analysis did not indicate a statistically significant difference between any pair. 
This is unsurprising given that all four algorithms converge to similar values when the 
number of textlines reaches some minimal number. The outliers affecting the overall 
average case performance do not influence the sign test results.
It is our hypothesis, however, that the number of textlines will affect the perfor­
mance of these algorithms, and that this will be reflected in the results of a sign test 
analysis on such a sample. These results and hypotheses indicate the need for a strat­
ified sampling paradigm [3] that would allow for the characterization of performance
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the correlation on zones of greater than x textlines and width greater than y.
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for these extreme cases rather than an average case measure.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 6 
PAGE BASED EVALUATION
Since both global and local skew angles are required when analyzing a document, it is 
also important to evaluate the performance of skew estimation algorithms on pages. 
The problem of estimating page based skew is complicated by graphical objects and 
other non-text regions. In Chapter 5 we evaluated performance on single column text 
zones. In this chapter we present the results of experiments on entire pages. The 
algorithms tested are the same as for the zone based experiments of the previous 
chapter.
6.1 Test D ata
The sample used is the same as for the zone based evaluation. It consists of 460 
pages randomly sampled from a collection of about 2,500 technical documents [15]. 
The skew angles for this sample were manually measured on a zone by zone basis. 
Several problems were encountered when attempting to derive a single skew angle for 
entire pages. For example:
• Some pages had zones skewed at different angles. This can arise, for example, 
when two columns are pasted onto the original and then photocopied, or when 
each column is typed separately in a mechanical typewriter.
•  Some zones posses a non-linear skew. When a book is photocopied this effect 
occurs at the inside margin of the page(s) being copied.
These problems make it diffcult to define the skew angle of the entire page. Con­
sequently, it is difficult to define the expected output for a skew estimator operating
43
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page image. Some aggregate measure of skew seems neccesary.
6.2 Aggregate M easures o f Skew
Two aggregate measures of skew were evaluated sepaurately. Intuitively, we want a 
skew estimator to return the skew angle corresponding to the angle of the majority of 
text on the page. The first aggregate measure is defined to be the manually measured 
skew angle for the laxgest text zone on the page. We call this the dominant skew 
angle. The second measure is a weighted average of all zone skew angles for the page. 
If a zone on a given page is denoted as (a, 6), where a is the area of the zone, and 9 
is the manual skew estimate for the zone, we define the weighted average skew angle 
for a page I  as;
E(g,g)g/ g X ^
E(a,g)e/0
The weighted average is just an average of all manually measured skew angles weighted 
by the axea of the corresponding zone.
I -as
Figure 6.1: Scatterplot of Weighted Average vs. Dominant Skew
For this page sample, which consists primarily of technical documents, there is very 
little difference between the two aggregate measures. Figure 6.2 shows a scatterplot 
of the two measures as computed for the 460 page sample. There is a near perfect 
correlation between the two measures.
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6.3 Experiment M ethodology
Having computed the aggregate measures for all sample pages, the algorithms were 
run on each page. The absolute error between a skew estimate and either of the 
aggregate measures is then used as an accuracy measure for each observation.
6.4 Results and D iscussion
Each of the methods of analysis discussed in Chapter 5 was performed for the page 
based test.
6.4.1 Error D istribution
0.000.160.320.490.650.810J71.131J01.461.621.781.942.10i272.432.59i7S  
0.080.240.400.570.730.891.051.211.381.541.701.862.022.192JS231 Z67Z83 
Absokile Eirorof JBIG Mgonttun
Figure 6.2: The Distribution of Absolute Error for JBIG Algorithm
The distribution of absolute error for the JBIG algorithm in the page sample is 
shown in Figure 6.2. Once again, the error distribution is non-normal in nature. 
This is unsurprising, since we would not want the error of such an algorithm to be 
normally distributed. This complicates the process of analyzing the performance of 
skew estimators, and other methods must be employed.
6.4.2 Regression A nalysis
We performed a linear regression analysis on the page sample, plotting each skew 
estimate against the aggregate skew measures. The regression information for the
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dominant skew angle measure is shown in table 6.1. Table 6.2 gives the regression 
results for the weighted average skew.
Algorithm Correlation
P
Y-intercept
a
Slope
Baird 0.78153 -0.01906 0.77334
Postl 0.85521 -0.01529 0.78050
Nalcano4 0.86287 -0.03856 0.85091
JBIG 0.78025 -0.00008 0.74467
Table 6.1: Summaiy of Linear Regressions for Pages and Dominant Skew
Algorithm Correlation
P
Y-intercept
a
Slope
Baird 0.78400 -0.01870 0.77795
Postl 0.85909 -0.01580 0.78614
Nakano4 0.86639 -0.03812 0.85684
JBIG 0.78305 0.00058 0.74934
Table 6.2: Summary of Linear Regressions for Pages and Weighted Average Skew
The surprising result here is that Ncikano’s method outperforms all of the others 
on the basis of the results of the hnear regression. This is probably due to the fact that 
connected components are used for the fiducieil reduction, and thus each noise or non­
text element will only be sampled once, while the JBIG algorithm could potentially 
detect many pass codes for a single non-text element. It is not clear why Baird’s 
algorithm performed so poorly on these pages. Possibly it is due to the fact that 
each connected component is weighted equally, and thus any speckle will be weighed 
equally with characters.
Figure 6.3 shows the scatterplots of the four algoritms for the dominant skew angle 
mecisure. Figure 6.4 shows the scatterplots for the weighted average measure.
6.4.3 Sensitivity to  Typographical Features
In Chapter 5 we established a clear dependence of skew estimation accuracy on the 
number of textlines present in the zone. To determine if this dependence scales up 
to the page level, we categorized each page according to the number of textlines con­
tained in all text zones for that page. We then performed a series of linear regressions
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by eliminating pages which contained fewer that a fixed number of textlines. The 
results are shown in Figure 6.4.3.
0.92
OJBB
OM
0.8
0.78
100
Figure 6.5: Effect of textlines on accuracy. Each point represents the correlation of 
algorithm on pages of greater than x textlines.
There is no clear relationship between the number of textlines on a page and the 
skew estimation accuracy. When the JBIG algorithm is tested on the page sample 
by excluding all pass codes falling outside of text zones, the correlation jumps to
0.89. This indicates that the non-text features of the pages are contributing a signif­
icant amount of the error for the JBIG algorithm. Further experiments are required 
to determine the relationship between typographical features and skew estimation 
accuracy for pages.
At this time it seems that the aggregate measures of skew for page images are 
of dubious value. There seems to be no clear reason for preferring them to other 
measures. Newer skew estimation methods that decompose the image into similarly 
skewed blocks, and then return a skew estimate for each block, hold the most promise.
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CHAPTER 7 
CONCLUSIONS AND FUTURE 
WORK
7.1 Skew Estim ation Algorithms
We have investigated the performance of several skew estimation algorithms. Each 
algorithm has its own unique strengths and weaknesses. Most of the work in this thesis 
has concentrated on projection profile based skew estimators. These algorithms axe 
particularly easy to analyze since they reduce to two parameters: a fiducial reduction 
F, and an alignment function <f>. Other skew estimation techniques (see Chapter 2) 
are not so easily parametrized. While the projection profile algorithms are very robust 
over a wide range of typographical features, it is also importemt to characterize the 
strengths and weaknesses of other types of estimators.
There are also problems regarding the precise definition of skew. For example, if 
there are multiple skew angles on a page, it is unclear how to define a single skew 
angle. It is important to clearly define this concept so that we know what to expect 
from a skew estimation algorithm. Several new approaches decompose the page into 
similarly skewed blocks and then perform skew estimation on the individual zones. 
This approach holds the most promise, since an algorithm providing independent 
skew angles for all skewed blocks of text on a page is the best solution. An extension 
of the experiments in this thesis that evaluated the performance of these algorithms 
would be most useful.
50
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7.2 Evaluation o f Skew Estim ation Algorithms
Several new approaches to the evaluation of skew estimation algorithms have been 
investigated here. In summary, we have determined:
• Skew angles in document collections of this type are approximately normally 
distributed. It is important to know this so that the value of skew estimation 
can be balanced against the cost of unnecessarily performing it. Of course, it is 
also important to know the actual effects skew has with respect to the rest of 
the document conversion process.
• The distribution of absolute error for skew estimation algorithms (at least good 
skew estimators) is decidely non-normal. It is thus difficult to say anything 
about the error in general. Any average measure of error is particularly sen­
sitive to outliers. Any aggregate measure of average error should weigh each 
error observation by the number of characters whose skew angle is incorrectly 
identified.
• Regression analysis provides a clear qualitative measure of skew estimation ac­
curacy for large page samples. A simple visual inspection of the scatter plot 
gives some indication of performance, the correlation coefficient of the linear re­
gression gives a quantitative measure of accuracy, and the residual information 
from the regression clearly indicates outliers.
• It is probably impossible to develop a single composite measure of average case 
performance for skew estimation algorithms. Consequently, it is important to 
characterize the accuracy of skew estimators over a wide range of typographical 
features. We have shown how several skew estimators perform poorly on zones 
with few textlines, and how the width of these sparse zones can further affect 
the accuracy of skew estimation. Average case performance measures can be 
misleading due to this variable behavior.
• Non-par ametric measures of performance probably hold the most promise for 
the future. The distribution of error makes statistical inference very difficult. If
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confidence intervals for accuracy are to be developed for skew estimators, non 
parametric methods such «is jackknifing are probably needed.
Four projection profile skew estimation algorithms were evaluated in the course 
of this project. Postl’s algorithm and the new JBIG technique perform best on the 
entire set of sample images. However, this can only be inferred from the regression 
analysis. When the edgorithms are limited to zones of four or more text lines they 
are all competitive. In fact, there is no significant difference in performance beyond 
a certain point. The poor performance of the Nakano and Baird algorithms on these 
small zones is due to the fact that they use connected components «is fiducial points in 
their projections. This reduction strategy samples clean characters (i.e. non-touching 
characters) once only, while other techniques do not suffer from this limitation. White 
pass codes, for example, outnumber connected components 3 to one. This accounts 
for the disparity in performance between connected component bzised techniques and 
the others.
One particular typographical feature that is of interest is language. The type of 
fiducial reduction will certainly affect the performance of projection profile algorithms 
when presented with pages of varying language. Chinese characters, for example, have 
different moments than Latin characters, and it may be better to position the fiducial 
points in the center of the bounding boxes rather than on a bounding segment. Arabic 
(or any cursive language) will prove even more difficult for algorithms using connected 
components as the basis for fiducial reduction.
7.3 Estim ating Skew in Com pressed Images
Two methods for detecting skew in compressed images were discussed in this the­
sis. These techniques have the advantage of being significantly more efficient than 
algorithms using the entire uncompressed source image. Spitz [21] was the first to 
propose such a skew estimator for CCITT Group 4 compressed images.
We have developed a new skew estimation procedure for JBIG compressed images. 
Our techniques uses the same fiducial reduction (white pass codes) as Spitz. The 
new method has been shown to be competitive with the other methods (in terms of 
accuracy). In fact, the performance of our technique is almost identical to that of
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Postl’s algorithm.
Since white pass codes are a direct byproduct of CCITT G4 compression, it is 
unlikely that our method will be competitive with Spitz’s in terms of speed. However, 
JBIG is likely to replace CCITT G4 as the de facto standard for fax transmission, 
and thus a skew estimator for JBIG images will become more important.
There are several issues regarding skew estimation in JBIG images that still must 
be investigated. For example:
•  There is no reason to use white pass codes for detecting skew in JBIG images. 
This fiducial reduction was used because it worked for Spitz. It is possible that 
there are better fiducial representations easily detected from the JBIG contexts. 
Ideally these fiducial points would be identifiable from the local structures re­
quired by the JBIG decoder to decode a pixel. Again, an automaton similar to 
the one developed to detect white passes could be used.
• The current JBIG skew estimator works only on the lowest level resolution 
layer (with no resolution reduction). Bloomberg [2] indicates that resolution 
reduction does not significantly affect skew estimation. An experiment should 
be performed to determine if the JBIG skew estimator works well at 2x, 4x, and 
8x reduction.
• When multiple resolution layers are coded, it may be important to detect skew 
in some layer other than the lowest. The algorithm should be extended to work 
on an arbitrary differential layer. It may be possible to modify the DFA used 
in the lowest layer to work with the modified context of the differential layers. 
However, the presence of typical and deterministic prediction could complicate 
the process.
•  Lastly, it would be nice to combine lowest level and differential layer skew 
estimation to produce a progressively refined skew estimate. It may be possible 
to make a coarse estimate at the lowest level, and then iteratively constrain the 
angular search interval as new resolution layers are added.
One fined note; methods suggested by Bloomberg [2] for associating a confidence 
interval with each skew estimate should be investigated. In our experiments, some
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skew estimates were in error by more them 3 degrees. In cases like this, no skew 
estimate is certainly better than a bad one.
7.4 Contributions
To briefly summarize our contributions to the subject of document image skew esti­
mation, we have:
1. developed a new skew estimator for JBIG compressed images that is competitive 
with the other algorithms in the literature,
2. proposed a generalized framework for projection profile skew estimators that 
reduces the algorithms to two essential parameters,
3. conducted a large scale experiment designed to characterize the performance of 
several skew estimation algorithms,
4. evaluated the performance of these skew estimators on single column text zones,
5. proposed two aggregate measures of skew for pages and evaluated the accuracy 
of skew estimation with respect to these measures,
6. determined that a linear regression analysis is useful for quantifying the perfor­
mance of skew estimators and for identifying outliers, and
7. indicated the dependence of skew estimation accuracy on typographical features 
such as the number of textlines.
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APPENDIX A -  PASS CODE 
AUTOMATON
The transition table for the white pass code detection automaton is given here, along 
with the routine that implements it. For ease of understanding and implementation, 
the transition table is not packed into a 512 bute format. Instead, each byte in the 
table codes a single transition for states one and two. The unused bits in each entry 
can be used for future expansion.
/*
*
* trans.table.c - Transition table for JBIG pass code detector
*
* Los nybble indicates transition for state 0, high nybble for state
* If high bit set, pass code is detected.
*
* 10-13-96 (ADB)
*
1 .
/
unsigned char TransTable[1024] = {
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0,
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0,
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0,
16, 0, 16, 0, 16, 0, 16, 0. 16, 0, 16. 0. 16, 0, 16, 0.
16, 0, 16, 0, 16. 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0,
16, 0, 16, 0, 16, 0, 16, 0. 16, 0, 16, 0, 16, 0, 16, 0,
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0,
16, 0, 16, 0, 16. 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0,
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0,
17, 0, 16, 0, 17, 0, 16. 0, 17, 0. 16, 0, 17, 0, 16, 0,
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0. 17, 0, 16, 0,
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0,
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0,
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0,
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0,
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0,
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0,
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0,
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0,
128, 0, 16, 0, 16, 0, 16, 0, 128, 0. 16, 0, 16, 0, 16, 0,
00
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128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16. 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16. 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16. 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0. 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16. 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16. 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0
17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0, 17, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
128, 0, 16, 0, 16, 0, 16, 0, 128, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16. 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0, 16, 0
>;
/*
** Pass_Code_Âutomato]i(ujisigned int cz)
**
** This routine implements the pass code detection machine defined by 
** the TransitionTableD . It sill return TRUE if a shite pass code is 
** detected, FALSE othersise.
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*$
** 10-13-96 (ADB)
* /
unsigned int Pass_Code_Antomaton(unsigned int cz)
{
static int state = 0;
state = (TransTable [cz] »  (state «  2)) k OzOf ; 
if (state k 0z08) { 
state k= OzOi; 
retum(TRÜE) ;
>
return(FALSE) ;
>
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APPENDIX B -  INITIAL 
SURVEY OF ALGORITHMS
When this project was initiated a table was constructed listing all algorithms under 
consideration. All algorithms parameters were included, as well as many conjectures 
regarding the effects of many typographical features on the algorithms. The final con­
clusion drawn from this process was that an experiment testing an algorithm accross 
the entire range of features expected to impair performance would be infeasible. We 
include the contents of that initial table here for posterity.
Baird Hinds Nakano Postl
Parameters BINSIZE 
Location of blob 
Blob filter 
Weight of blob
BINSIZE 
Black run filter
BINSIZE 
Location of blob 
Blob filter 
Blob weight 
Alignment Measure
AÇ
A t;
Accuracy
Claim
2 of arc 100% correct 
on sample
0.1 degrees print 
0.2 degrees -t- graphic
0.01 radians
Notes Fast, performs 
well
Performs poorly 
on sample 2
Slow, param s, 
performs well
Table B .l: Algorithms in Question and Associated Parameters
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Baird Hinds Nakano Postl
Italics No effect No effect No effect No effect
Proportional
Pitch
No effect No effect No effect selection
Fixed P itch No effect No effect No effect A ( selection
Char Spacing None, unless 
touching
None, unless 
touching
None, unless 
touching
A^ selection
Typesize BINSIZE, filter BINSIZE, filter BINSIZE, filter A ( and Arj
#  Textlines None, unless 
graphics present
None, unless 
graphics present
None, unless 
graphics present
A t]
Text line W idth BINSIZE BINSIZE no effect
Textline Space i  var in PP i  var in P P measure selection A t]
Column Skew Weighted avg Dom inant Measure dependent Dominant
Baseline Skip J, var in PP i  var in P P Measure dependent i  var in PP
Line Drawings Filtered prob 
with dashed
Filtered, unless 
wide strokes
Filtered No effect
Halftone No effect 
unless frags
Filtered Filtered No effect 
unless dense
Broken Chars Big effect 
weighted equally
No effect Small effect No effect
Touching Chars Some effect, 
must filter
No effect Some effect No effect
Speckle Must filter No effect No effect No effect
Black Margins No effect, 
must filter
No effect No effect, 
must filter
No effect
Scanning
Resolution
Affect filter, 
BINSIZE
Filter, BINSIZE Filter AÇ and Arj
Baseline Shift Dominant Dom inant Dominant Dominant
Table B.2: Typographical Features Possibly Affecting Skew Estimation
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