Abstract-Laser Doppler flowmetry (LDF) and laser speckle contrast imaging (LSCI) have emerged as noninvasive optical modalities to monitor microvascular blood flow. Many studies proposed to extract physiological information from LDF by analyzing signals variability. By opposition, such analyses for LSCI data have not been conducted yet. We propose to analyze LSCI variability using a novel data-driven method: the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN). CEEMDAN is suitable for nonlinear and nonstationary data and leads to intrinsic mode functions (IMFs). It is based on the ensemble empirical mode decomposition (EEMD) which relies on empirical mode decomposition (EMD). In our work the average frequencies of LSCI IMFs given by CEEMDAN are compared with the ones given by EMD and EEMD. Moreover, LDF signals acquired simultaneously to LSCI data are also processed with CEEMDAN, EMD and EEMD. We show that the average frequencies of IMFs given by CEEMDAN depend on the signal-to-noise ratio (SNR) used in the computation but, for a given SNR, the average frequencies found for LSCI are close to the ones obtained for LDF. By opposition, EEMD leads to IMFs with frequencies that do not vary much when the SNR level is higher than a threshold. The new CEEMDAN algorithm has the advantage of achieving a complete decomposition with no error in the reconstruction but our study suggests that further work is needed to gain knowledge in the adjustment of the added noise level. CEEMDAN, EMD and EEMD are data-driven methods that can provide a better knowledge of LSCI.
e.g., [1] [2] [3] ). Thus, for pathologies as diabetes or hypertension early microvascular changes have been shown to appear long before organ dysfunctions become clinically manifest (see, e.g., [4] , [5] ). For systemic sclerosis, burns, flaps, or wounds, skin microvasculature is specifically affected and evoluates with the disease [6] , [7] . Different optical techniques have become available to monitor microvascular blood flow. Among them, the laser Doppler flowmetry (LDF) and the laser speckle contrast imaging (LSCI) offer advantages for a continuous and noninvasive monitoring of microvascular blood flow [8] , [9] . LDF was introduced in the 1970s [10] and is now a commonly used technique that provides an index of perfusion, see an example in Fig. 1 . The principle relies on the analysis of the Doppler shifts that are induced by the interactions between photons of a laser light and moving blood cells of the microcirculation in the tissue under study: in LDF the perfusion is proportional to the integral of the frequency-weighted Doppler power spectrum of the backscattered photons and can be written in the form (1) 0278-0062 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. where is the power spectrum for only the frequency-shifted part of the light (i.e. when ) [11] . LDF has the advantage of having a well-established theory [12] . However, it is a single-point monitoring technique with low reproducibility [13] , [14] . Based on the LDF principle, laser Doppler imagers have been proposed to obtain 2-D perfusion images but they rely on a scan of the zone under study (see, e.g., [15] , [16] ). The acquisition is therefore low, and rapid physiological phenomena may be missed with such imagers. Full-field laser Doppler imagers have been proposed in the last years but necessitate high-speed cameras [17] [18] [19] [20] [21] [22] [23] [24] . Very recently, laser speckle contrast imagers have been commercialized and have the advantage of being full-field and based on low cost devices, compared to other techniques [25] , [26] . As for LDF, LSCI relies on the interaction of a laser light with the tissue under study. In LSCI the scattered light is imaged onto a camera. Due to constructive and destructive interferences coming from phase differences involved in the backscattered light, speckle patterns are obtained on the camera. Moreover, the movements of the scattering particles in the analyzed tissue generate dynamic speckled images. The exposure time of the camera leads to the integration of the intensity variations which results in a blurring of the speckle pattern. The degree of blurring is given by the speckle contrast that is computed as (2) where and are respectively the standard deviation and mean of the pixel intensity in a neighborhood around the pixel in the speckle raw data. The LSCI perfusion index is then computed from the contrast values: LSCI perfusion value is inversely proportional to the contrast , see an example in Fig. 2 . Many works on instrumentation and processing of LSCI data are still proposed [26] [27] [28] [29] . Even if LSCI has the advantage of giving images with high temporal and spatial resolutions, LSCI data are not fully understood yet. In particular, the physiological activities that can be extracted from the images are still unknown.
From biomedical data, physiological activities can be extracted through spectral analyses (see, e.g., [30] [31] [32] ). LDF signals have thus been the subject of several spectral analyses [33] . Two commonly used methods for spectral studies are the (fast) Fourier transform and autoregressive models (see, e.g., [34] ). However, with these methods, implicit assumptions of linearity and stationarity are required. Nevertheless, such assumptions are not valid for biomedical data. Wavelet decompositions have also been extensively applied to extract physiological activities (see, e.g., [35] for LDF signals). Wavelet decompositions are standard kernel based approaches. Empirical mode decomposition (EMD) has been introduced at the end of the 1990s as a fully data-adaptive method to extract fast and slow oscillations of nonlinear and nonstationary signals [36] , [37] . From that time, EMD has been used in many biomedical studies for diagnoses purposes (see, e.g., [38] ). However, EMD has some drawbacks (presence of "mode mixing," see below). Therefore, a new EMD-based algorithm, the ensemble EMD (EEMD), has been proposed in 2009 [39] . EEMD performs an EMD over an ensemble of the signal under study plus Gaussian white noise. However, with EEMD new problems have been introduced: a residual noise is present in the signal reconstructed by EEMD and the mode mixing problem is again present in most applications to real data. To overcome this situation, another EMD-based algorithm, the complete EEMD with adaptive noise (CEEMDAN), has been presented in 2011 [40] . CEEMDAN algorithm leads to an exact reconstruction of the original signal and a cleaner spectral separation of modes.
We propose in this paper to advance the knowledge of LSCI data by analyzing oscillations of laser speckle contrast image sequences through the use of the very recent CEEMDAN algorithm. Our goal is to answer the following questions: 1) from the temporal evolution of LSCI pixels what are the oscillations that can be extracted with the CEEMDAN algorithm? 2) Are these oscillations similar when comparing time evolution of regions of interest (ROI) instead of time evolution of single pixels in laser speckle contrast images? 3) Are the oscillations found in LSCI time series (temporal evolution of pixels or ROI) similar to the ones found in LDF time series recorded simultaneously to LSCI data? 4) Finally, are the oscillation frequencies found with the CEEMDAN algorithm the same as the ones found with EMD and EEMD algorithms? In order to answer these four questions, we herein apply the CEEMDAN algorithm to LSCI and LDF data recorded simultaneously in healthy subjects. The latter data are also processed with EMD and EEMD algorithms.
II. MATERIALS AND METHODS

A. Measurement Procedure
The measurement procedure that was performed for the data acquisition was carried out in accordance with the Declaration of Helsinki. All the subjects that were included in the work (nine Caucasian subjects) provided written, informed consent prior to participation. All the subjects were without known disease. They were placed supine in a quiet room with controlled temperature [41] and without any air movements [42] . LSCI perfusion data were recorded on the right forearm dorsal face, in arbitrary laser speckle perfusion units . For this purpose, a PeriCam PSI System (Perimed, Sweden) having a laser wavelength of 785 nm and an exposure time of 6 ms was used. The distance between the laser head to skin was set at 15.5 cm [43] which gave images with a resolution around 0.44 mm. LSCI images were recorded with a sampling frequency of 18 Hz during 13.8 min (15000 samples) and stored on a computer for an offline analysis.
Moreover, for each subject, simultaneously to LSCI data acquisition, one LDF signal was recorded. For this purpose, a laser Doppler probe (model 455, Perimed, Sweden) was connected to a laser Doppler flowmeter having a 780 nm wavelength (PeriFlux System 5000, Perimed, Sweden) and positioned on the forearm that was imaged by the laser speckle contrast imager. LDF perfusion values were assessed in arbitrary laser Doppler perfusion units and recorded on a computer via an analog-to-digital converter (Biopac System) with a sampling frequency of 20 Hz. A sub-sampling to 18 Hz was then performed.
On each LSCI recordings, one pixel was chosen arbitrarily in the first laser speckle contrast image of the images sequence, and followed with time. This led to one time series of 15000 samples for each of the nine subjects. The corresponding times series were processed with the CEEMDAN, EMD, and EEMD algorithms as presented thereafter. Moreover, around each of the above-mentioned pixels, square ROI of size ( [47] . For each ROI, the mean of the pixel values (in ) inside the ROI was computed and followed on each image of the sequence to obtain time-evolution signals. These new time-evolution signals were also processed with the CEEMDAN, EMD, and EEMD algorithms.
B. The Empirical Mode Decomposition
EMD consists in a local and fully data-driven separation of a signal in fast and slow oscillations and behaves as a dyadic filter bank [48] . EMD relies on the decomposition of the signal under study into intrinsic mode functions (IMFs) or modes [36] . A signal is considered as an IMF if it satisfies the two following conditions: 1) the number of extrema and the number of zero crossing must be equal or differ at most by one; 2) the mean value of the upper and lower envelopes is zero everywhere.
For a discrete signal the EMD algorithm is the following [36] .
1) Identify all extrema of the signal . 2) Interpolate between minima (respectively maxima), ending up with some "envelope" (respectively ).
3) Compute the average . 4) Extract the detail . 5) Iterate on the residual . The above algorithm has to be refined by a sifting process (an inner loop that iterates steps (1)-(4) upon the detail signal ) until the detail signal can be considered as zero-mean from the stopping criterion [49] . This leads to a detail considered as the effective IMF. Afterwards the corresponding residual is computed and then step (5) applies. At the end we obtain (3) where is the residue that corresponds to the signal approximation at the lowest resolution, i.e. the trend and is the th IMF [36] . Thus, EMD performs a multi-scale decomposition. However, EMD has the drawback of leading to mode mixing: presence of oscillations of very disparate amplitude in a mode, or presence of very similar oscillations in different modes [39] .
C. The Ensemble Empirical Mode Decomposition
EEMD has been proposed to overcome mode mixing in EMD. Thus EEMD is based on EMD where the signal processed is an ensemble constituted by the original signal and Gaussian white noise [39] EEMD has the advantage, over EMD, of solving the mode mixing problem. However, it introduces other drawbacks: when reconstructing the signal after the application of EEMD, residual noise is obtained [40] . Moreover, processing the same original signal several times with EEMD can produce different number of modes for each application [40] .
D. The Complete Ensemble Empirical Mode Decomposition With Adaptive Noise Method
The CEEMDAN method has been proposed to provide an exact recontruction of the original signal and to obtain a better spectral separation of the modes [40] . Moreover, it decreases the computational cost [40] . CEEMDAN is based on EEMD. For a signal , the CEEMDAN algorithm is the following [40] . 
7) Decompose realizations , , until their first EMD mode and define the th mode as (8) 8) Go to step 6 for next . Steps 6-8 are done till the residue cannot be decomposed (when it does not contain at least two extrema). The final residue can be written as (9) where is the number total of modes. The CEEMDAN method has the advantage, over EEMD, of leading to a complete decomposition and leads to a numerically negligible error: the original signal can be written as (10) Moreover, it gives a better spectral separation of the modes, needs a lower number of sifting iterations and thus is cost-computationaly interesting [40] . In the CEEMDAN algorithm a particular noise is added at each stage of the decomposition. A unique residue is calculated to obtain each mode.
III. RESULTS AND DISCUSSION
To have a fair comparison between CEEMDAN and EEMD, the exact same set of values for the ensemble size and the noise amplitude have been used in the two algorithms. We used 500 realizations. Furthermore, we fixed the same SNR value for all stages. Ten values for have been tested: 0.1-4.6 by step of 0.5. Moreover, for CEEMDAN, EMD, and EEMD, the stopping criterion for sifting (the stopping criterion determines the number of sifting steps to produce an IMF) was chosen as described by Rilling et al. [50] . This stopping criterion is based on two thresholds and to guarantee globally small fluctuations in the mean, while taking into account locally large excursions [50] . The mode amplitude-defined as -and the evaluation function-defined as -are introduced so that sifting is iterated until for some prescribed fraction of the total duration, while for the remaining fraction [50] . In our work, we set , , and , as recommended by Rilling et al. [50] . The maximum number of sifting iterations allowed was set to 5000. Finally, based on the work by Rilling et al. [50] , we have chosen a cubic spline interpolation. Indeed, Rilling et al. reportthatothertypesof interpolation (linear or polynomial) tend to increase the required number of sifting iterations and to "over-decompose" signals by spreading out their components over adjacent modes [50] .
The average number of modes given by the CEEMDAN algorithm for LSCI and LDF data and for all the SNR values tested are shown in Table I . From this table we observe that the average number of modes obtained with the CEEMDAN algorithm for LSCI data is between 14.7 and 16.0. For LDF it is between 14.7 and 15.7. Moreover, this number of modes does not vary much when the LSCI ROI sizes increase. Furthermore, for a given SNR value, the average number of modes obtained with the CEEMDAN algorithm for LSCI data is close to the average one obtained for LDF signals. This is true whatever the LSCI ROI size. Moreover, we note that the number of modes shows a low increasing trend when the SNR increases. This is true for LSCI data and LDF signals.
On each IMF obtained with the CEEMDAN algorithm, we determined the local extrema. From the latter, the average frequency of the oscillations has been determined. The results for LSCI data (single pixel time series and ROI times series) and LDF signals are presented in Tables II, and III, for each value of the SNR tested. to are not shown as they correspond to frequencies higher than 2 Hz and therefore cannot correspond to physiological activities. Moreover, for clarity reasons in Tables, the lowest frequencies shown are the ones of . From these results we observe the following.
• For a given IMF, the average oscillation frequencies show small variations when the ROI size of LSCI data increases. This is true for all the SNR values.
• For a given IMF, the oscillation frequencies increase when the SNR value increases. This is true for LSCI and LDF data. Thus, with LSCI data, for and for a ROI size of , the average frequency oscillation for is 1.431 0.043 Hz whereas it is of 2.899 0.032 Hz for . • For a given SNR value the average oscillation frequencies obtained for LSCI data are close to the ones obtained for LDF signals. We also have processed the LSCI and LDF data with EMD and EEMD algorithms. As for the CEEMDAN results, we determined the local extrema of each IMF, from which the average frequency of the oscillations has been determined. The results are presented in Table IV for EMD and in Tables V and VI for  EEMD. For EMD and EEMD, only to or are shown as some data had only 10 or 11 IMF. From EMD results (see Table IV ) we observe the following.
• For a given IMF (LSCI data), the average oscillation frequencies obtained with a ROI of is higher than the ones obtained with the other ROI sizes. This may be due to the fact that LSCI single pixels in time have statistical properties similar to those of white noises [47] . For larger ROI sizes on LSCI data, the SNR increases.
• For ROI sizes higher than on LSCI data and for a given IMF, the average oscillation frequencies show small variations when the ROI size on LSCI data increases.
• For a given IMF, the average oscillation frequencies obtained with LSCI data is more than two times larger than the ones obtained with LDF data.
• The average oscillation frequency obtained for with LDF signals is close to the one obtained for with LSCI data . From EEMD results (see Tables V and VI) we observe the following.
• For a given IMF and for all SNR values, for a ROI size higher than in LSCI data, the average oscillation frequencies show small variations when the ROI size increases.
• For a given IMF and for SNR values higher than 2.1, the oscillation frequencies do not show large variations when the SNR value increases. This is true for LSCI and LDF data. Thus, with LSCI data, for and for a ROI size of , the average frequency oscillation for is 1.106 0.031 Hz whereas it is of 1.108 0.040 Hz for .
• For a SNR value lower than 2.1, the average oscillation frequencies obtained for LDF data increases with SNR for a given IMF.
• For a SNR value larger than 2.1, the average oscillation frequencies obtained for LSCI data (ROI sizes higher than ) are close to the ones obtained for LDF signals. A comparison of the average oscillation frequencies given by the CEEMDAN, EMD, and EEMD algorithms shows the following.
• For LSCI data, for a given SNR value in CEEMDAN and EEMD and algorithms, a given IMF and ROI size, the average oscillation frequency given by the CEEMDAN algorithm is higher than the one given by the EMD and EEMD algorithms.
• For LDF signals, for a given SNR value in CEEMDAN and EEMD algorithms and a given IMF, the average os- cillation frequency given by the CEEMDAN algorithm is higher than the one given by the EMD and EEMD algorithms.
• For LSCI data (ROI sizes higher than ) and a given IMF, the average oscillation frequencies given by the EMD algorithm are in the same range as the ones given by the EEMD algorithm, whatever the SNR value.
• For LDF signals, the average oscillation frequencies given by the EMD algorithm for are close to the ones given by the EEMD algorithm for when the SNR value is set to 0.6. However, for EEMD, the standard deviations are lower than the ones given by the EMD algorithm. All these results raise the question of the choice of the SNR value in CEEMDAN and EEMD algorithms. It has been reported that, for CEEMDAN and EEMD, the added noise level and number of realizations can be adjusted depending on the application [51] . Wu and Huang suggested to use small amplitude values for data dominated by high-frequency signals, and vice versa [39] . However, from our results, we observe that this may be not an easy task. Using different values of the SNR , the information extracted from oscillations present in the data can be different.
From works based on wavelets, it has been reported that LDF signals contain six main frequencies in the frequency interval 0.0095-2.0 Hz [52] [53] .
The oscillation frequencies obtained with the EMD algorithm on LDF signals can be classified in these intervals: 0.502 Hz and 0.228 Hz in the interval of the respiratory activity; 0.109 Hz and 0.056 Hz in the interval of the intrinsic myogenic activity of vascular smooth muscle; 0.027 Hz in the interval of the sympathetic activity; 0.014 Hz in the interval of the NO-dependent activity and 0.007 Hz in the interval of the non-NO-dependent endothelial activity. The presence of two oscillations in the frequency range corresponding to the respiratory and intrinsic myogenic activities remains to be studied.
EMD is an adaptive method: it is based and derived from the data. By opposition, Fourier analyses or time scale wavelet decompositions require a predetermined basis: sinusoidal functions for Fourier analyses and mother wavelets (e.g., Morlet, Daubechies, or many others) for wavelet decompositions. LDF signals have extensively been studied through wavelets (see, e.g., [54] [55] [56] [57] ). However, from the best of our knowledge, only a few EMD-based analyses have been performed on such signals [58] [59] [60] . Moreover, as far as we are concerned, no EMD study has been conducted on LSCI data. Our work is therefore the first one to present an EMD-based analysis of LSCI data and to compare the results with those obtained with LDF signals recorded simultaneously.
It is recognized that EMD and EEMD have the drawback of requiring long computation time (see, e.g., [61] ). However, a recent study reported that the time complexity of EMD and EEMD is equivalent to the one of the Fourier transform [62] .
In our work, a cubic spline interpolation has been used as the envelope fitting method, for CEEMDAN, EEMD, and EMD. Other methods could be tested (see, e.g., [63] and references inside, as well as [64] ).
IV. CONCLUSION
EMD is a nonlinear and nonstationary time domain decomposition method that has the advantage of relying on an adaptive and data-driven algorithm. When applied on a signal, IMFs are extracted and each one represents a narrow band-frequency-amplitude modulation that often corresponds to a specific physical phenomenon. However, EMD has some drawbacks that EEMD tried to overcome. EEMD first generates an ensemble of data sets computed by adding different realizations of a white noise with finite amplitude to the original time STANDARD DEVIATIONS series. The EMD algorithm is then applied to each data series of the ensemble. The IMFs are computed by averaging the respective components in each realization over the ensemble. However, when reconstructing the signal after the application of EEMD, residual noise is obtained. Moreover, processing the same original signal several times with EEMD can produce different number of modes for each application. The CEEMDAN algorithm has very recently been proposed to face out these problems.
In our work, images from the recent LSCI technique are processed to extract oscillations that may be present in the time domain. For this purpose, several image sequences recorded in healthy subjects have been analyzed with the CEEMDAN algorithm. Moreover, the results have been compared with the ones obtained from EMD and EEMD algorithms.
Furthermore, LDF signals recorded simultaneously to the LSCI data have also been studied and processed with the CEEMDAN, EMD, and EEMD algorithms. The average frequencies of the oscillations obtained with these three methods have been compared and analyzed with the ones given by LSCI data.
The results show that values of the average frequencies given by the CEEMDAN algorithm depend on the SNR used in the computation but, for a given SNR, the average frequencies found for LSCI data are close to the ones obtained for LDF signals. By opposition, EEMD leads to average frequencies that show low variations when the SNR is higher than a threshold. Moreover, for a given SNR and a given IMF, the values of the oscillation frequencies given by the CEEMDAN algorithm are higher than the ones given by EEMD and EMD algorithms, both for LSCI and LDF data. Finally, the oscillation frequencies obtained with EMD on LDF signals are found in intervals previously reported in works based on wavelet analyses. The CEEMDAN algorithm has the advantage of achieving a complete decomposition with no error in the reconstruction but our study suggests that further work is needed to gain knowledge in the adjustment of the added noise level.
