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Implementation of variational Quantum Machine Learning (QML) algorithms on Noisy
Intermediate-Scale Quantum (NISQ) devices is known to have issues related to the high num-
ber of qubits needed and the noise associated with multi-qubit gates. In this paper, we propose
a variational QML algorithm using a dressed quantum network to address these issues. Using the
“super compressed encoding” scheme that we follow here, the classical encoding layer in our dressed
network drastically scales down the input-dimension, before feeding the input to the variational
quantum circuit. Hence, the number of qubits needed in our quantum circuit goes down drasti-
cally. Also, unlike in most other existing QML algorithms, our quantum circuit consists only of
single-qubit gates, making it robust against noise. These factors make our algorithm suitable for
implementation on NISQ hardware.
To support our argument, we implement our algorithm on real NISQ hardware and thereby show
accurate classification using popular machine learning data-sets like Fisher’s Iris, Wisconsin’s Breast
Cancer (WBC), and Abalone. Then, to provide an intuitive explanation for our algorithm’s working,
we demonstrate the clustering of quantum states, which correspond to the input-samples of different
output-classes, on the Bloch sphere (using WBC and MNIST data-sets). This clustering happens
as a result of the training process followed in our algorithm. Through this Bloch-sphere-based rep-
resentation, we also show the distinct roles played (in training) by the adjustable parameters of the
classical encoding layer and the adjustable parameters of the variational quantum circuit. These
parameters are adjusted iteratively during training through loss-minimization.
I. INTRODUCTION
Quantum computing [1–3] has been considered attrac-
tive of late for implementing Machine Learning (ML)
algorithms for several applications related to Artificial
Intelligence [4–7]. Variational algorithms form a spe-
cial class of such Quantum Machine Learning (QML)
algorithms [7–13]. Noisy Intermediate-Scale Quantum
(NISQ) devices are considered suitable candidates for im-
plementing such algorithms [1, 7, 14, 15].
However, there are various challenges associated with
the implementation of most variational QML algorithms
on NISQ hardware:
1. Due to physical constraints, NISQ hardware mostly
allows either single-qubit or two-qubit gates [3, 14].
But most variational QML algorithms need multi-
qubit gates in the variational/ parametrized quan-
tum circuits that they use [7, 9]. So any gate-
operation involving more than two qubits needs
to be decomposed into a series of single-qubit and
two-qubit gates. Such design increases the gate-
count as well as the circuit-depth while implement-
ing such QML algorithms in hardware. An increase
in the gate-count leads to an increased accumula-
tion of noise in the form of gate-errors [16]. A larger
circuit-depth implies a longer execution time and,
hence, higher decoherence [14]. The gate-count and
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the circuit-depth further increase due to the con-
strained architecture of the NISQ devices. Lim-
ited connectivity between physical qubits implies
that not all two-qubit gates are implementable di-
rectly. To realise such “forbidden” gates, one needs
to remap logical qubits to physical qubits through
SWAP insertion [17–20].
2. The existing QML algorithms mostly follow the
amplitude encoding scheme or the qubit encoding
scheme to encode the features of each input-sample
(in the ML data-sets) as qubits for the variational/
parametrized quantum circuit [7, 8, 15, 21]. As a
consequence of these schemes, the number of qubits
in the quantum circuit depends on the dimension of
the input-samples in a given data-set; this dimen-
sion is typically high [7, 8, 15, 21]. This makes the
physical implementation of such QML algorithms
difficult since numerous qubits are needed [16].
In this paper, we propose a variational QML algorithm
using a dressed quantum network [11–13] (Fig. 1). We
use an aggressive encoding scheme in our network, which
we call “super compressed encoding.” We use this scheme
instead of the amplitude encoding scheme or the qubit
encoding scheme mentioned earlier [7, 8, 15, 21]. Fol-
lowing our scheme, the classical encoding layer in our
dressed network scales down the input-dimensions drasti-
cally. Independent of the number of features/ dimensions
that each input-sample in an ML data-set has, the input-
sample is encoded into a one-dimensional scalar for every
possible output-class (see the details in Section II). The
parameters used for this encoding are adjustable (Fig.
1).
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2FIG. 1. The structure of the dressed quantum network we design here is shown in this schematic. The classical encoding layer
converts the input (x1, x2, ...xd) to (x˜1,x˜2,...x˜N ), where d is the dimension of the input-sample and N is the number of possible
output classes/ labels of the input-sample. Parameters of the classical encoding layer (wji ; i = 1, 2, · · · , d ; j = 1, 2, · · · , N)
are updated after every epoch during the training of the dressed quantum network, following our proposed algorithm. In the
variational quantum circuit, the superscripts in the labels of the gates indicate the qubit on which it operates. Zj = eiσ3x˜j ,
U j = (eiσ3α
j
1eiσ2α
j
2eiσ3α
j
3). U j corresponds to the SU(2) operations on the j-th qubit. αj1,α
j
2, and α
j
3 are the SU(2) parameters/
rotation parameters for the j-th qubit. For every qubit from j=1 to j = N , the SU(2) parameters are also updated after every
epoch during the training of the dressed quantum network. Projective measurement is carried out on each qubit for the outcome
σ3 = +1. The set of probabilities for all the qubits is given by P = (P
1, P 2, ...PN ).
For every output-class, corresponding to that one-
dimensional scalar, a qubit-state is prepared. Sev-
eral parametrized (these parameters are also adjustable)
single-qubit gates are applied on that qubit in the varia-
tional quantum circuit (Fig. 1). Then a measurement is
performed to generate the loss based on the output-class
that the input sample belongs to; we follow a supervised
learning scheme here [4]. Our algorithm is a classical-
quantum hybrid variational algorithm [7, 11, 13]. So all
the adjustable parameters in our network are updated
classically and iteratively over several epochs such that
the loss decreases after every epoch (until the loss doesn’t
decrease any further/ we achieve convergence). Thus the
network gets trained (find the details in Section II and
in the block titled ‘Algorithm’).
As a result of using this “super compressed encoding”
scheme, our proposed algorithm addresses the issues re-
lated to the existing variational QML algorithms men-
tioned above. The number of qubits does not depend
on the input-dimensions. It only depends on the num-
ber of output-classes, which is typically much lower than
the number of input dimensions. Hence, we need fewer
qubits for our implementation (find a quantitative com-
parison in Section V). Also, since we eliminate the need
for multi-qubit gates, our algorithm is much more robust
against noise [14].
In Section III of the paper, we implement our proposed
algorithm on three separate platforms: a classical com-
puter where the steps in our algorithm are carried out
through Python-based programming, a quantum compu-
tation software called Qiskit, and real NISQ hardware
(IBM-Q). On each of these platforms, we show that our
classifier, despite using our aggressive encoding scheme
(‘super compressed encoding’), can indeed classify sam-
ples from popular ML data-sets such as Fisher’s Iris, Wis-
consin Breast Cancer (WBC) (diagnosis), and Abalone
with high accuracy (Fig. 2, Table I). From our IBM-Q-
based implementation, we also show that our algorithm
is robust against noise (Fig. 3, Table II).
In Section IV, we intuitively explain how the classifi-
cation occurs in our network by representing the qubit-
state, which we use, on the Bloch sphere as it evolves
during the implementation of our proposed algorithm.
Following this method, we show the clustering of qubit-
states, which correspond to the input-samples belonging
to different output-classes, on the Bloch sphere. This
clustering happens as a result of the training process fol-
lowed in our algorithm. Using the Bloch-sphere-based
representation for binary classification (2 output-classes)
on the WBC data-set and the MNIST data-set of hand-
written digits (Table III), we explain the training process
intuitively. We also show the distinct roles played, during
the training process, by the adjustable parameters in the
classical encoding layer and that in the quantum circuit
of our designed dressed quantum network (Fig. 4, Fig.
5).
To the best of our knowledge, such a Bloch-sphere-
based approach has not been used before to show the
evolution of quantum states (corresponding to the input-
samples) as they are acted upon by the quantum gates
and thus explain the working of other existing QML al-
gorithms. But extensive research has been carried out
recently to explain the internal mechanism behind classi-
cal ML algorithms’ working [22, 23]. So, in that context,
our Bloch-sphere-based explanation of the working of our
QML algorithm may be considered very relevant for re-
search on QML algorithms in general.
In Section V, we compare the data-sets used by us
with that used by other existing QML algorithms (Table
IV). We show that our algorithm can handle ML data-
sets as complex or more complex than those handled so
far by the different existing QML algorithms. Then we
3explore, in more detail, the advantages of our algorithm
(robustness against noise, low number of qubits, etc., as
mentioned above) compared to other existing QML al-
gorithms through quantitative estimates. In Section VI,
we conclude the paper.
Though the same encoding scheme as the one used here
has been used in [11], the QML algorithm there uses a
multi-level quantum system (qu-N-it) for multi-class clas-
sification. But for implementation on a practical NISQ
hardware like IBM-Q, only a 2-level quantum system or
qubit can be used. Hence, the algorithm in [11] can only
be used for binary classification. But in this paper, we
extend such qubit-based algorithm to the case of an ar-
bitrary number of possible output-classes (Fig. 2, Table
I). Also, here we show the implementation of our algo-
rithm on Qiskit and IBM-Q, unlike in [11]. Moreover,
unlike in [11], here we explain the working of our algo-
rithm through Bloch-sphere-based representation.
II. THE PROPOSED ALGORITHM
A. Classical Encoding Layer
The dressed quantum network that we design corre-
sponding to our proposed algorithm is shown in Fig. 1.
In our network, much like in [13], the classical encoding
layer, acting on the input, is used to prepare the qubits
for the variational quantum circuit.
Let us consider a data-set S = {(x, f(x))}. Each entry
in S is an ordered pair. It consists of a sample, repre-
sented as a vector x = (x1, x2, ...xd) ∈ Rd and its asso-
ciated label f(x). The label corresponds to the output-
class that the sample belongs to. Thus, f maps each sam-
ple to one of the N labels in the set: L = {l1, l2, · · · , lN};
f : x → L. The mappings that we consider here are
many-to-one.
In our “super compressed encoding” scheme, our clas-
sical encoding layer has the input layer with d nodes con-
nected with an output layer of N nodes; there is no hid-
den layer (Fig. 1) [4, 11] . d is the dimension of each
input-vector/ input-sample; N represents the total num-
ber of possible output-classes. We denote this classical
transformation as Nd→N . It corresponds to a simple Vec-
tor Matrix Multiplication (VMM) operation N : x→ x˜;
x˜j =
∑
i xiw
j
i ; i = 1, 2, · · · , d ; j = 1, 2, · · · , N . Thus,
wji represents an element of a N × d dimensional weight
matrix W . The transformed vector x˜ is N -dimensional.
N is typically much smaller than the dimension of the
original input vector (N << d).
Thus, we observe here that following our “super com-
pressed encoding” scheme, each input-sample, indepen-
dent of its original dimensions (d), is drastically reduced
to a one-dimensional scalar for each of the N output-
classes. In Section I, we already highlight this point.
B. Variational Quantum Circuit
In the variational quantum circuit connected to the
classical encoding layer (Fig. 1), the compressed data
x˜j (j = 1, 2, · · · , N) is encoded into a N -qubit quantum
state |ψ(x)〉 through the following gate operations:
|ψ(x)〉 = ⊗Nj=1eiσ3x˜jHj |0〉 . (1)
Here, H and σ3 are the Hadamard gate and the third
Pauli matrix, respectively, defined in a two-dimensional
Hilbert space. The index j labels individual qubits.
Following the state-preparation step, we add a layer of
parametrized SU(2) operations on each qubit [11, 24]. In
[11], if a 2-level quantum system is used, a similar SU(2)
operation is applied. But then, the overall network in [11]
has only one qubit. In that case, the algorithm in [11]
can only be used only for the particular case of binary
classification. But in this paper, the number of output-
classes can be greater than 2 (N ≥ 2), as shown in Section
III.
Here, in this paper, the SU(2) operations (Fig. 1) lead
to the transformation:
|ψ¯(x)〉 = (⊗Nj=1eiσ3α
j
1eiσ2α
j
2eiσ3α
j
3) |ψ(x)〉 (2)
where αj1, α
j
2 and α
j
3 are the rotation parameters of the
SU(2) operation on the j-th qubit. It is to be noted that
all the gates used in equation 1 and equation 2 are
single-qubit gates, as mentioned in Section I (Fig. 1).
The final layer added to the circuit performs a pro-
jective measurement (Fig. 1). This step is the read-
out step; we use the information obtained from this
step directly to classify the data. The measurement
of our choice is the projection operator for the out-
come: σ3 = +1. We record the probability for the out-
come σ3 = +1 for each qubit and store them as a N -
dimensional probability vector P = (P 1, P 2, ...PN ). It is
to be noted that we do not have a classical layer (hence
no adjustable parameters) on the network’s output-side,
unlike the dressed quantum network in [13].
We subsequently use the probability vector P to com-
pute the loss function, as we discuss next [25].
C. The Loss-Computation and the Training
Process
Since we follow the supervised learning scheme [4], we
already know the class that each sample (x) belongs to
(f : x → L) and hence the target probability vector for
that sample. We set the target probability vector for any
sample of the k-th class (P
(k)
target) as:
P
(k)s
target =
{
1 if s = k
0 otherwise
(3)
4Here, P
(k)s
target is the s-th element of the vector P
(k)
target.
To be classified correctly, the probability vector P (conse-
quence of the measurement as described above) for every
input belonging to the k-th class must evolve to P
(k)
target,
given by equation 3. Minimization of a properly con-
structed loss function leads to that.
Comparing the two probability vectors above, the
cross-entropy loss for a training sample belonging to the
k-th class follows straightaway [25]:
ECrossEntropy = −
N∑
s=1
P
(k)s
target loge Σ
s(P). (4)
Σ(·) in equation 4 is the SoftMax function; Σs(P) =
eP
s
/(
∑
s′ e
P s
′
).
In every epoch, the loss for each training sample is
calculated once. The total loss for an epoch is the sum of
the individual losses for each training sample calculated
in that epoch.
Our dressed quantum network is trained for data-
classification by minimizing the loss function, after every
epoch, with respect to the weights of the classical en-
coding layer (wji ; i = 1, 2, · · · , d ; j = 1, 2, · · · , N) and
the parameters in the SU(2) operation (αj1, α
j
2 and α
j
3;
j = 1, 2, · · · , N). These adjustable parameters are ini-
tialized to random values at the beginning of the training.
Then during the training process, they are adjusted once
every epoch (as mentioned in Section I) such that the
loss decreases after every epoch (until the loss doesn’t
decrease any further/ we achieve convergence) and the
probability vector for a sample belonging to the k-th
class evolves, over many epochs, into the target prob-
ability vector for that class. Thus all these parameters
are adjusted iteratively to train our dressed network.
It is to be noted here that our algorithm is also differ-
ent from [13] in the following way. In [13], most parame-
ters of the classical network, connected to the input, are
pre-tuned and fixed. They do not change when the pa-
rameters of the quantum circuit are updated. But in our
algorithm, we iteratively adjust all the parameters of our
classical encoding layer during the training process along
with adjusting the SU(2) parameters in our variational
quantum circuit. Also, the number of parameters used
in the classical network of [13] is much higher than the
number of parameters we use in our classical encoding
layer, here.
We summarize our proposed algorithm for training our
dressed quantum network in the block titled “Algorithm”
for easy reference.
To determine the classification accuracy, we use a sim-
ple classification metric. A sample x belonging to the
k-th class is said to be correctly classified if the k-th
element of the probability vector P is greater than all
other elements in that vector. To sharpen the criterion,
we further impose the condition that the value of the
k-th element in P must exceed a certain threshold ct.
Greater the value of ct, more stringent is the classifica-
tion criterion. Thus, ct is the classification-metric in our
algorithm.
In the next section (Section III), we implement our
proposed algorithm on different platforms and show our
classification results, using this algorithm, on different
data-sets. The distinct roles played, during the train-
ing process, by the adjustable weights of the classical
encoding layer (wji ; i = 1, 2, · · · , d ; j = 1, 2, · · · , N)
and the adjustable SU(2) parameters (αj1, α
j
2 and α
j
3;
j = 1, 2, · · · , N) in the variational quantum circuit are
explained in Section IV.
Algorithm Our Proposed QML Algorithm
1: Input encoding (data compression): For each input
vector/ sample x = (x1, x2, ...xd), use the classical en-
coding layer (N : x → x˜), connected to the input, to
generate x˜j =
∑
i xiw
j
i ; i = 1, 2, · · · , d ; j = 1, 2, · · · , N .
N is the number of possible output classes/ labels of the
input (Fig. 1).
2: Input encoding (qubit preparation): x˜j (j =
1, 2, · · · , N) is encoded in N -qubit state: |ψ(x)〉 =
⊗Nj=1eiσ3x˜jHj |0〉j( equation 1, Fig. 1).
3: SU(2) operation: |ψ¯(x)〉 =
(⊗Nj=1eiσ3α
j
1eiσ2α
j
2eiσ3α
j
3) |ψ(x)〉 (equation 2, Fig.
1). 1)
4: Measurement: Projective measurement is carried out
on each qubit for the outcome: σ3 = +1. The set of
probabilities for all the qubits in |ψ¯(x)〉 is given by P =
(P 1, P 2, ...PN ) (Fig. 1).
5: Computation of loss: Loss is calculated for each
sample after comparing the probability vector P =
(P 1, P 2, ...PN ), obtained from the measurement, with the
target probability vector for the class that the sample be-
longs to (equation 3, 4).
6: Optimization of Loss Steps 15 are repeated for all
input-samples in the training data-set. The loss for all
the samples is added to generate the total loss for that
epoch. Then the loss is minimized classically by up-
dating the adjustable parameters: the weight parame-
ters of the classical encoding layer (wji ; i = 1, 2, · · · , d
; j = 1, 2, · · · , N) and the the SU(2) parameters (αj1, αj2
and αj3; j = 1, 2, · · · , N).
7: The above process is repeated over several epochs (loss
for each sample in the training data-set is calculated once
per epoch) until we converge to the minimum loss for all
the samples in the training data-set.
III. IMPLEMENTATION OF THE ALGORITHM
AND DATA CLASSIFICATION USING IT
A. Implementation on Three Separate Platforms
and Classification-Results
To assess our classifier, we have executed our algorithm
for multi-class (N ≥ 2) classification, discussed above, for
three benchmark data-sets:
1. Fisher’s Iris data-set: 4-dimensional input (d = 4),
3 output-classes/ labels (N = 3) [27]
5FIG. 2. Plots of the loss (Eq. 4) as a function of epochs during training for (a) the Fisher’s IRIS data-set, (c) the WBC
data-set, and (e) the Abalone data-set. Accuracy on the training data-set (training accuracy) has been plotted as a function
of epochs in (b) for the Fisher’s Iris data-set, (d) for the WBC data-set, and (f) for the Abalone data-set. For this purpose,
the algorithm has been implemented on three different platforms: 1. programming on a classical computer (Python code) 2.
Qiskit [26] 3. quantum hardware (IBM-Q) [14]. The value of the classification-metric ct (ct is defined in Section II) is chosen
to be 0.5, for the accuracy-calculation.
Dataset Classification type Classical computer Qiskit IBM-Q
(Python code)
Fisher’s Iris 3 classes 90% 94% 82%
WBC 2 classes 92.37% 96.45% 91.71%
Abalone 6 classes 67.70% 67.44% 67.22%
TABLE I. Classification accuracy numbers on the test data-sets (test accuracy) as obtained by implementing our algorithm on
three different platforms: 1. programming on a classical computer (Python code) 2. Qiskit [26] 3. quantum hardware (IBM-Q)
[14]. The value of the classification-metric ct (ct is defined in Section II) is chosen to be 0.5, for the accuracy-calculation.
2. Wisconsin Breast Cancer (WBC) data-set: 30-
dimensional input (d = 30), 2 output-classes/ la-
bels (N = 2) [27]
3. Abalone data-set: 8-dimensional input (d = 8), 6
output-classes/ labels (N = 6) [27].
More details on these data-sets and how we have used
them here can be found in Appendix A below.
We have implemented our algorithm, using the above
6data-sets, on three separate platforms:
1. A classical computer, using Python programming
language: The analytic expressions in equation 14
are explicitly used in our codes.
2. Qiskit, a quantum computing software: We have
performed a noiseless simulation of the variational
quantum circuit in our algorithm on this platform
(Fig. 1) [26]. The classical encoding layer, the
calculation of the loss, and the loss minimization
are all implemented on a classical computer since
our algorithm is a classical-quantum hybrid varia-
tional algorithm [7, 11, 13]. However, for the classi-
cal optimization, a package provided by the Qiskit
(Penny Lane) is used in this case [28], unlike in
platform 1, where we wrote our own Python code
for the optimization.
3. Quantum hardware (IBM-Q) [14]: We have used
three separate systems to implement the variational
quantum circuit in our algorithm: IBM-Q Rome,
IBM-Q Armonk, and IBM-Q Melbourne. A differ-
ent system is used for a different data-set (see Ap-
pendix B below for our reason behind such choices).
For this kind of implementation, first, noisy simu-
lation is performed on Qiskit. Noise-models, typi-
cal to IBM-Q Rome, IBM-Q Armonk, and IBM-Q
Melbourne, are used. After every training epoch,
the model-parameters are recorded. Then, these
parameter-values are fixed in the variational quan-
tum circuit, both in the noisy Qiskit simulator as
well as in the real IMB-Q hardware. The outcomes
of the model (probabilities) from both the plat-
forms are compared, for randomly sampled train-
ing data. An excellent agreement between the two
platforms’ results is observed, thus establishing an
equivalence between the two platforms. More de-
tails about the implementation can be found in Ap-
pendix B below. Here also, the classical encoding
layer, the calculation of the loss, and the loss min-
imization are all implemented on a classical com-
puter.
The loss (as determined by equation 4) and the classi-
fication accuracy on the training data-set (training accu-
racy) are plotted as functions of epochs in Fig. 2 for the
different data-sets and the different platforms. The plots
show convergence in training for all the cases. The value
of the classification-metric ct (ct is defined in Section II)
is chosen to be 0.5, for the accuracy-calculation.
Our classification accuracy results on the test data-
set (test accuracy) are summarized in Table I for
classification-metric ct = 0.5 (ct is defined in Section
II). More information on how we split each data-set into
a training data-set and a test data-set can be found in
Appendix A below. The accuracy numbers obtained in
Table I are close to the accuracy numbers obtained from
classical ML and deep learning algorithms for the same
data-sets [29–32]. This shows that our “super compressed
encoding” is effective despite aggressively reducing the
input-dimensions.
The classification accuracy (test) for the same data-set
varies across the different platforms in Table I. This can
be attributed to the fact that the probability vector P,
based on which the classification occurs, is not identical
when evaluated on different platforms. Two key factors
are responsible for this behavior:
1. The analytic expression of P, which is explicitly
used in platform 1, assumes that we have access to
an infinitely large number of identically prepared
states |ψ¯(x)〉. A projective measurement is per-
formed on each of these states, and P is calculated
from the resultant statistics. In both Qiskit and
IBM-Q, the projective measurement is performed
only for a finite number of times. This leads to a
mismatch between the probability values obtained
from platform 1 and those that are obtained from
the other two platforms. This affects the loss func-
tion and hence the training. So it also affects the
overall accuracy calculation. Interestingly, Qiskit
(platform 2) offers the highest accuracy among the
three platforms for most data-sets. This may be
due to the high efficiency of the inbuilt optimiz-
ers (for the loss function) that the Penny Lane
package (of Qiskit) uses. The Python code that
we have written ourselves for optimization on plat-
form 1 may have lower efficiency than that. Noise
from actual quantum hardware affects the accuracy
number for platform 3 adversely, as we discuss in
the next point.
2. The IBM-Q devices, used in our implementation
(platform 3), suffer from noise in forms of gate-
error, decoherence noise, etc. This results in imper-
fect preparation of |ψ¯(x)〉 and imperfect projective
measurement. The effect of noise is not accounted
for in the other two platforms; it leads to different
P values for platform 1 and 2 compared to plat-
form 3. The effect of noise, inherent in the real
quantum hardware, can be seen in Table I. The
noise inevitably reduces the classification accuracy
for the real quantum hardware compared to the
other two platforms for a given data-set in most
cases. Nonetheless, our accuracy numbers are still
high for the real quantum hardware. Thus, we show
that our algorithm is quite robust against noise.
B. Robustness against noise
To further elaborate on the robustness of our imple-
mentation to noise, we show the results for the imple-
mentation of our algorithm on Qiskit (platform 2) and
IBM-Q hardware (platform 3) for the WBC data-set in
more detail (Fig. 3). Since it is a 2-class-dataset, two
qubits need to be used following our algorithm. But the
information from one qubit is enough for classification if
7FIG. 3. The probabilities of the outcome of a projective
measurement on a qubit being σ3 = +1 (P+) and the out-
come being σ3 = −1 (1 − P+) are obtained from a trained
classifier (modified algorithm) for a sample labelled as “ma-
lignant” (a,c) and a sample labelled as “benign” (b,d) in the
WBC dataset. The results in (a,b) are for the Qiskit-based
implementation (platform 2) while those in (c,d) are for the
IBM-Q-based implementation (platform 3).
the network is properly trained. This is because after
training, when the sample belongs to the “malignant”
category, the first qubit is expected to evolve to |0〉, and
the second qubit is expected to evolve to |1〉 (equation
3). Similarly, when the sample belongs to the “benign”
category, the first qubit is expected to evolve to |1〉, and
the second qubit is expected to evolve to |0〉. Thus af-
ter correct training, as we can see from here, the second
qubit offers redundant information.
So the loss function in equation 4 can be reformulated
in this specific case of binary classification to account for
projective measurement on only one of the two qubits.
Let the probability that the outcome of a projective mea-
surement (σ3 = +1) on the first qubit be denoted by P+;
probability of the outcome being (σ3 = −1) on the same
qubit = 1 − P+. In that case, loss function turns out to
be:
E =
m1∑
p=1
(1− P p+) +
m2∑
q=1
(1− (1− P q+)) (5)
where there are m1 training samples labelled as “malig-
nant” and m2 samples labelled as “benign”. See Ap-
pendix C for more details about obtaining the loss func-
tion in equation 5 from the cross-entropy loss function in
equation 4 above.
Fig. 3 (a) and (b) show the values of P+ and (1−P+),
which are generated by a trained variational quantum
circuit for a particular “malignant” sample and a partic-
ular “benign” sample respectively, in the case of noiseless
ct Qiskit IBM-Q
0.5 96.45% 91.71%
0.6 94.08% 87.57%
0.7 89.34% 76.33%
0.8 80.47% 62.72%
0.9 62.72% 31.95%
TABLE II. Classification accuracy numbers on the test
data-set for WBC (test accuracy) for different values of
classification-metric ct (defined in Section II) are tabulated
here. We obtain the numbers after implementing the algo-
rithm on Qiskit (platform 2) and IBM-Q (platform 3).
simulation on Qiskit (platform 2 above). Fig. 3 (c) and
(d) show the values of P+ and (1 − P+) for the same
“malignant” sample and the same “benign” sample re-
spectively in the case of implementation on IBM-Q (plat-
form 3 above). The contribution of noise in IBM-Q can
be understood by comparing the plots for IBM-Q-based
implementation with that for noiseless Qiskit simulation.
As expected, in the case of the Qiskit simulation, we note
that the probability values P+ and (1−P+) are closer to
the ideal values (P+ ∼ 1 for “malignant” and (1−P+) ∼ 1
for “benign”) compared to the IBM-Q-based implemen-
tation.
For both Qiskit and IBM-Q implementation, the sam-
ple is classified as “malignant” if P+ > ct and “benign”
if 1 − P+ > ct. Noise in the IBM-Q system does not
lead to wrong classification of data if ct has a reasonably
low value. Fig. 3 (c) and (d) (results on one particular
sample of each type) indicate that choosing ct within the
range 0.50.6 may lead to successful classification of many
such samples if similar probability-numbers are obtained
for those other samples as in Fig. 3 (c) and (d).
Table II agrees with that observation since it shows
reasonably high classification accuracy on the entire test
data-set for the IBM-Q platform for the range of ct men-
tioned above. Again, this shows that our model is robust
against noise within a reasonable range of values for the
classification-metric (ct). When the value of ct is very
high, P+ and (1 − P+) deviate from their ideal values
to a large extent for the IBM-Q platform (since it has
noise). So the classification accuracy drops drastically in
Table II for the IBM-Q-based implementation compared
to the noiseless Qiskit-based implementation.
Even for the noiseless Qiskit-based implementation,
the classification accuracy drops to a degree with increase
in ct (Table II). This is because the loss in equation 5 can-
not be minimized to the lowest possible value for every
sample in the data-set. This leads to some input-samples
being classified wrongly when the classification criterion
is stringent (high value of ct), just like in any classical
ML algorithm. We identify these input samples on the
Bloch sphere, corresponding to our trained network, in
Section IV next.
8IV. EXPLANATION OF THE WORKING OF
THE ALGORITHM USING A BLOCH SPHERE
A. Bloch-Sphere-Based Representation for the
Binary Classification Problem
To gain better insight into the working of our training
algorithm and understand the precise role of the different
parameters that we adjust iteratively during the training
process, we represent the states in equation 1 and equa-
tion 2 on a Bloch sphere [33, 34]. We visualize their evo-
lution during the training process over multiple epochs.
Here, we have chosen the case of binary classification for
the sake of simplicity. A binary classification problem
requires only one qubit, as explained in Section III; this
makes the Bloch-sphere-based visualization easy.
Fig. 4 and Fig. 5 show how our proposed dressed quan-
tum network gets trained for the binary classification
problem with the WBC dataset (2-class-data-set) and
MNIST data-set of handwritten digits [35]. The MNIST
data-set originally contains data for ten classes, corre-
sponding to the digits: 09. But we have reformulated the
ten-class-classification problem to ten separate binary-
classification problems of the type: digit “i” vs. all other
digits (i ∈ {0, · · · , 9}). Fig. 5 shows the Bloch-sphere-
based representation of the qubit during the training pro-
cess for the problem: digit “0” vs. all other digits (in the
MNIST data-set) [35]. We carefully choose the training
data from the original MNIST data-set to avoid imbal-
ance between training data corresponding to digit “i” and
that corresponding to all other digits [36, 37]. For more
details about how we use the MNIST data-set in our pa-
per, see Appendix A below. The results shown here have
been obtained by executing the classifier-algorithm on a
classical computer using a Python-code (Platform 1, as
listed in Section III).
The variational quantum circuit now contains a single
qubit. The sequence of parametrized gates is still the
same as before (Section II). Following our “super com-
pressed encoding” scheme, the input vector is first trans-
formed into a single number; N : x → x˜ = ∑i xiwi,
i = 1, 2, · · · , d. For the WBC data-set, d = 30; for
the MNIST data-set, d = 784. The scalar x˜ is then
encoded into a single qubit state |ψ(x)〉 = eiσ3x˜H |0〉.
A parametrized SU(2) operation (eiσ3α1eiσ2α2eiσ3α3) is
subsequently applied on |ψ(x)〉 to produce |ψ¯(x)〉. A
projective measurement is then performed on the state
and the probability for the outcome σ3 = +1 is recorded
as P+.
The classification metric ct is chosen to be 0.5 here.
So, for the WBC dataset, a sample is classified as “ma-
lignant” if P+ > 0.5; it is classified as “benign” if
(1− P+) > 0.5. Similarly, for the “0” vs. all other digits
problem (MNIST), a sample is classified as digit “0” if
P+ > 0.5; it is classified as “other digit” if (1−P+) > 0.5.
The model is trained such that P+ → 1 for the samples
labelled as “malignant”/ digit “0” and (1 − P+) → 1
for the samples that are “benign”/ “other digit”. Intu-
itively, this means that, as a part of the training process,
the weights in the classical encoding layer and the rota-
tion angles in the SU(2) operation are adjusted to ensure
that |ψ¯(x)〉 evolves to |0〉 if x belongs to the class “malig-
nant”/ digit “0” while |ψ¯(x)〉 evolves to |1〉 if x belongs
to the class “benign”/ “other digit” (as mentioned earlier
in Section III).
Fig. 4 and Fig. 5 depict the evolution of the follow-
ing quantities, over several epochs, during the training
process:
1. The output of the classical encoding layer for all
training samples: Fig. 4 (a), (d), and (g) show the
quantity x˜ at the end of the 1st, 20th, and the 200th
epoch respectively, for the WBC data-set. Fig. 5
(a), (d), and (g) show the quantity x˜ at the end of
the 1st, 20th, and the 200th epoch respectively, for
the MNIST data-set (digit “0” vs. all other digits).
2. The state |ψ(x)〉 on the surface of a Bloch sphere for
all training samples. Fig. 4 (b), (e), and (h) show
the state |ψ(x)〉 at the end of the 1st, the 20th, and
the 200th epoch respectively, for the WBC data-
set. Fig. 5 (b), (e), and (h) show the state |ψ(x)〉
at the end of the 1st, the 20th, and the 200th epoch
respectively, for the MNIST data-set (digit “0” vs.
all other digits).
3. The state |ψ¯(x)〉 on the surface of a Bloch sphere
for all training samples. Fig. 4 (c), (f), and (i) show
the state |ψ¯(x)〉 at the end of the 1st, the 20th, and
the 200th epoch respectively, for the WBC data-
set. Fig. 5 (c), (f), and (i) show the state |ψ¯(x)〉 at
the end of the 1st, the 20th, and the 200th epoch
respectively, for the MNIST data-set (digit “0” vs.
all other digits).
Any single-qubit state |ψ〉 can be written as a den-
sity matrix of the form ρ = |ψ〉 〈ψ| = 12 (1 + Q · σ);
with Q being the polarization vector in three dimensions
with ||Q||L2 ≤ 1 [33, 34]. This polarization vector de-
fines a single qubit state uniquely. The Bloch sphere is
a unit sphere in the three-dimensional space, defined by
the components of the polarization vector Q which are:
Q1, Q2, and Q3. Each point on the surface of the Bloch
sphere represents a unique Q, which corresponds to a
unique pure state |ψ〉. The probability of the outcome
σ3 = +1, for the state ρ is given by the overlap of the den-
sity matrix with the projection operator pi+ =
1
2 (1+σ3):
P+ = Tr(ρpi+) =
1
2
(1 +Q3) (6)
Any state |ψ¯(x)〉 = eiσ3α1eiσ2α2eiσ3α3eiσ3x˜H(|0〉)
(where x = {x1, x2, x3, ...xd} and x˜ =
∑
i xiwi, i =
1, 2, · · · , d) can be represented on the surface of the Bloch
sphere as Q= {Q1, Q2, Q3} through the following map-
ping:
9FIG. 4. Training using the WBC data-set: (a), (d), and (g) show the output of the classical encoding layer (N30→1): x˜j =∑
i xiw
j
i . (b), (e), and (h) show the states ψ(x) (equation 1) on the Bloch sphere, for all training samples x. (c), (f), and (i)
show the states |ψ¯(x) 〉 (equation 2) on the Bloch sphere, for all training samples. Q1, Q2, and Q3 are the three components
of the polarization vector, corresponding to the Bloch sphere. (a), (b), and (c) correspond to the end of the 1st epoch; (d),
(e), and (f) correspond to the end of the 20th epoch; (g), (h), and (i) correspond to the end of the 200th epoch. A blue dot
corresponds to a sample belonging to the class “malignant”. A red dot corresponds to a sample that belongs to the class
“benign”.
Q1= cos
2 α2 cos 2(α1 + α3 + x˜)− sin2 α2 cos 2(α1 − α3 − x˜)
Q2= sin
2 α2 sin 2(α1 − α3 − x˜)− cos2 α2 sin 2(α1 + α3 + x˜)
Q3= sin 2α2 cos 2(α3 + x˜) (7)
The blue dots on the Bloch sphere in Fig. 4 correspond
to the “malignant” samples while the red dots represent
the samples belonging to the “benign” class. The blue
dots in Fig. 5 correspond to the digit “0” samples while
the red dots represent the samples belonging to the class:
all other digits/ “other digits”. Indeed, just as we de-
sired, Fig. 4 (c), (f) and (i) and Fig. 5 (c), (f) and (i)
show that after training the circuit over a suitable num-
ber of epochs, the network learns how to differentiate
between the samples that are labelled differently. For
“malignant” samples/ digit “0” samples (blue dots), the
corresponding states |ψ¯(x)〉 are adjusted such that |ψ¯(x)〉
evolve towards |0〉. So the third component of the polar-
ization vector (Q3) is positive. Thus, all such training
samples lie on the upper hemisphere of the Bloch sphere
thereby ensuring the condition P+ > 0.5 (from equation
6) . Similarly, for the “benign” samples/ “other digit”
samples, |ψ¯(x)〉 is adjusted such that |ψ¯(x)〉 evolves to-
wards |1〉. These points lie on the lower hemisphere of
the Bloch sphere (Q3 < 0, and hence from equation 6,
(1− P+) > 0.5).
It is to be noted that while we do try to train our
dressed network such that Q3 for all “malignant”/ digit
“0” samples attains the highest possible positive value
(→ 1) and Q3 for all “benign”/ other digit samples at-
tains the lowest possible negative value (→ −1), this is
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FIG. 5. Training using the MNIST data-set (for binary classification: digit “0” vs. all other digits): (a), (d), and (g) show
the output of the classical encoding layer (N784→1): x˜j = ∑i xiwji . (b), (e), and (h) show the states ψ(x) (equation 1) on
the Bloch sphere, for all training samples x. (c), (f), and (i) show the states |ψ¯(x) 〉 (equation 2) on the Bloch sphere, for all
training samples. Q1, Q2, and Q3 are the three components of the polarization vector, corresponding to the Bloch sphere. (a),
(b), and (c) correspond to the end of the 1st epoch. (d), (e), and (f) correspond to the end of the 20th epoch. (g), (h), and
(i) correspond to the end of the 200th epoch. A blue dot corresponds to a sample belonging to the class: digit “0”. A red dot
corresponds to a sample that belongs to the class: all other digits.
not possible for all the samples. This is because the loss-
term in equation 5 cannot be minimized to the lowest
possible value for each and every sample. We observe this
phenomenon in Fig. 4 (i) and Fig. 5 (i). For both the clus-
ters, corresponding to the two output-classes, there are
many points on the Bloch sphere further away from the
ideal points: Q3 = 1 (for “malignant”/ digit “0” sam-
ples) and Q3 = −1 (for “benign”/ other digit samples).
These samples here are taken from the training data-set.
When |ψ¯(x)〉 corresponding to these test-samples is plot-
ted on the Bloch sphere with parameters in the classical
encoding layer and rotation parameters in SU(2) oper-
ations being the ones obtained after training, a similar
trend will be observed. As the classification-metric ct (in
Section II) assumes a higher value, the samples corre-
sponding to these points tend to get wrongly classified,
leading to a drop in the test accuracy (Table II), as
discussed before in Section III.
Additionally, in Table III, we report the test clas-
sification accuracy on the test data-set for this binary
classification problem with MNIST (digit “0” vs. all
other digits, digit “1” vs. other digits, etc.). We ob-
serve that in all these cases, the classification accuracy is
fairly high. This shows that our “super-compressed en-
coding” scheme is still efficient even for high-dimensional
input (784 for MNIST).
B. Distinct Roles Played in Training by the
Classical Encoding Layer and the SU(2) Operations
Fig. 4 and Fig. 5 reveal the distinct role, with respect
to the binary classification above, that has been played
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Dataset Accuracy
MNIST (0 vs All) 97.80 %
MNIST (1 vs All) 97.22 %
MNIST (2 vs All) 91.61 %
MNIST (3 vs All) 91.58 %
MNIST (4 vs All) 92.97 %
MNIST (5 vs All) 90.91 %
MNIST (6 vs All) 95.45 %
MNIST (7 vs All) 94.01 %
MNIST (8 vs All) 88.60 %
MNIST (9 vs All) 90.08 %
TABLE III. Classification accuracy numbers for the binary
classification problem of MNIST as obtained by running our
algorithm on a classical computer using Python code (plat-
form 1). Value of the classification metric ct is chosen to be
0.5 here.
by the two sets of iteratively adjustable parameters: the
weights in the classical encoding layer (wi; i = 1, 2, 3, ...d)
and the rotation/ SU(2) parameters (α1, α2, α3) in the
variational quantum circuit. The weights in the classi-
cal encoding layer are updated, after every epoch, dur-
ing training such that after the training (say the 200th
epoch), for input-samples (x) belonging to “malignant”
type/ digit “0”, the corresponding |ψ(x)〉-s cluster on one
part of the circle on the Bloch sphere with Q3 = 0; for
input-samples belonging to “benign” type/ all other dig-
its, |ψ(x)〉-s cluster on the opposite part of the circle on
the Bloch sphere with Q3 = 0. This can be seen from
Fig. 4(h) and Fig. 5(h).
But we also observe from Fig. 4(h) and Fig. 5(h)
that though |ψ(x)〉-s corresponding to the samples be-
longing to the two output-classes are well separated on
the circle (Q3 = 0), the axis that separates these two clus-
ters cannot be determined with certainty. For example,
the location of the two clusters formed corresponding to
the two output-classes is different for the WBC data-set
(Fig. 4(h)) and the MNIST data-set (Fig. 5(h)). Thus
adjusting the weights in the classical encoding layer is not
enough to identify, with certainty, which sample belongs
to which output-class. The SU(2) parameters in the vari-
ational quantum circuit also need to play an important
role in this identification, as we explain next.
These SU(2) parameters (α1, α2, α3) are learned dur-
ing training such that after training (after the 200th
epoch say), for one sample-type (“malignant”/digit “0”),
|ψ(x)〉, after the SU(2) operations, transforms to |ψ¯(x)〉,
which evolves towards |0〉 (Fig. 4(i), Fig. 5(i)). Thus all
the |ψ¯(x)〉-s for such samples cluster towards the point on
the Bloch sphere with Q3 = 1. Hence, for such samples,
Q3 is positive and P+ > 0.5 as mentioned earlier. Simi-
larly, for the other sample-type (“benign”/other digits),
|ψ(x)〉, after the SU(2) operations, transforms to |ψ¯(x)〉,
which evolves towards |1〉 (Fig. 4(i), Fig. 5(i)). Thus all
the |ψ¯(x)〉-s for such samples cluster towards the point
on the Bloch sphere with Q3 = −1. Hence, for such
samples, Q3 is negative and (1−P+) > 0.5 as mentioned
earlier. The minimization of the loss function in equation
5 enables such SU(2)-parameter adjusting.
Overall, from Fig. 4 and Fig. 5, we observe that up-
dating the weight parameters in the classical encoding
layer enables the clustering of the samples based on their
output-classes. But the clusters are formed on different
randomly located parts of the circle on the Bloch sphere
with Q3 = 0. The iterative adjustment of the rotation
parameters in the SU(2) operation enables driving these
two randomly formed clusters towards specific points on
the Bloch sphere: Q3 = 1 and Q3 = −1; this allows
identifying each sample as being of one output-class or
another and leads to high classification accuracy.
It is to be noted that P+ (the outcome of a measure-
ment on the quantum state) in equation 5 not only de-
pends on the SU(2) parameters in the quantum circuit
but also the weight parameters in the classical encoding
layer. These weight parameters are also iteratively ad-
justed to minimize the loss function in equation 5. So
the training of the classical encoding layer also indirectly
depends upon the SU(2) operations in the quantum cir-
cuit, the measurement process, and the iterative adjust-
ment of the SU(2) parameters during the training of the
quantum circuit. Thus, training of the classical encoding
layer and training of the quantum circuit depend on each
other. Together, they lead to the training of the overall
dressed quantum network.
V. ADVANTAGES OF OUR ALGORITHM
We now compare the data-sets that we have classified,
with high accuracy, using our proposed QML algorithm
(Table I, III) with that used in existing QML algorithms.
The precise data-sets classified by these algorithms indi-
cate the kind of ML-tasks they are capable of solving.
Once we show that our algorithm can classify the data
in data-sets as complex or more complex than the ones
used by existing QML algorithms, we will show the ex-
plicit advantages that our algorithm offers.
Table IV shows that for many existing QML algo-
rithms, classification has only been reported only for toy
data-sets, constructed for this purpose in the reports on
these algorithms themselves [7, 12, 38]. On the contrary,
in this paper, we report high classification accuracy on
four standard ML data-sets: Fisher’s Iris [27], WBC [27],
Abalone [27], and MNIST [35]. While [39] and [40] also
show classification using Fisher’s Iris data-set, we also
show classification, as mentioned here, using Abalone and
MNIST data-set. If we judge the complexity of a data-set
by the number of input-dimensions, MNIST and WBC
data-set have much higher input-dimensions (784 and 30
respectively) compared to Fisher’s Iris data-set (4) and
most toy data-sets used in [7, 12, 38]. If we judge the
complexity of a data-set by the number of output-classes,
Abalone data-set has more output-classes (6) than Iris
(3) and most toy data-sets used in [7, 12, 38].
Thus we show through Table IV that our proposed
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QML algorithm can classify ML data-sets as complex as
or more complex than the ones used by different exist-
ing QML algorithms. We can achieve this result despite
using a “super compressed encoding” scheme and drasti-
cally scaling down the input dimensions to just one scalar
per input-sample. To the best of our knowledge, only
in [13], the data-sets used are more complex than ours.
However, they use a ResNET-block to extract the essen-
tial features from the input-images [41]. Since ResNET is
a very complex neural network classically pre-trained on
the ImageNet data-set, it learns the complex structure of
images. It classically produces only those features that
are essential for the final classification-task [42]. On the
contrary, in this paper, we initialize all the parameters of
our classical encoding layer to random values. Then we
iteratively adjust them to final values during the train-
ing process, which also involves iteratively adjusting the
SU(2) parameters of the variational quantum circuit.
Having shown that our proposed QML algorithm can
solve ML-tasks as complex or more complex than most
existing QML algorithms, we now discuss the different
advantages of our proposed algorithm compared to the
existing algorithms. We had already mentioned a cou-
ple of advantages in Section I: robustness against noise,
and a low number of qubits. Here, we use quantitative
estimates to compare our proposed algorithm with other
existing QML algorithms for these two metrics. We also
discuss some other advantages of our proposed algorithm
below.
1. Robustness against noise: As mentioned in Sec-
tion I, multi-qubit gates are absent in our algo-
rithm. We only use single-qubit gates; this leads
to low noise in our implementation (Table II, Fig.
3). All multi-qubit gates, when expressed in the
basis-gate-set of IBM-Q devices, require the im-
plementation of CNOT gates. On IBM-Q devices,
the error-rate of CNOT gates is 12 orders of mag-
nitude higher than that of the single-qubit gates.
For example, on IBM-Q Melbourne, the CNOT
error-rate ranges from 1.33% to 6.18%. But for
the single-qubit U2 gate, the error-rate ranges from
0.038% to 0.412%[14]. Although the exact numbers
change frequently, the approximate ratio of noise
in the multi-qubit gate to the single-qubit gate al-
most remains the same, as seen here. Thus us-
ing multi-qubit gates makes implementing the algo-
rithm more error-prone on current NISQ quantum
devices.
2. Low number of qubits and quantum gates:
As mentioned in Section I, the “super compressed
encoding” scheme used in this paper enables us
to reduce the number of qubits in the variational
quantum circuit compared to existing QML algo-
rithms [7]. The number of qubits in our imple-
mentation is independent of the input-dimensions
and only depends on the number of output-classes.
Hence, for the WBC data-set used above (2 output-
classes), we use can only two qubits to encode each
input-sample. Since this is a binary classification
problem, we can further modify our algorithm to
use only one qubit for that purpose (Fig. 4). On
the contrary, in [7], 30 qubits will be needed to en-
code the same 30-dimensional input-sample in the
WBC data-set.
3. Implementation of the non-linear activation
function: Another advantage of our algorithm lies
in how easily we can apply a non-linearity in our
classifier. Most classifiers, classical or quantum, re-
quire applying a non-linear activation function after
a linear layer. For deep neural networks, these non-
linearities are generally “sigmoid” or “tan-sigmoid”
functions [4]. Evaluating such a function requires
evaluating an exponential function as an interme-
diate step, which is an expensive operation on a
digital classical computer. In classical neuromor-
phic computing (implementation of ML algorithms
through unconventional, but classical, architectures
and devices), such non-linear activation function is
often implemented through transistor-based ana-
log circuits (not digital CMOS circuits) or differ-
ent other emerging devices [44–48]. Here, in our
implementation of an ML algorithm on quantum
hardware (it can be called quantum neuromorphic
computing [15]), our quantum operations in the
variational quantum circuit provide us with that
non-linear activation function [38]. For example,
the quantum state preparation (eiσ3x˜) is non-linear
with respect to the input that the classical encod-
ing layer feeds to the system (x˜). Similarly, the
measurement of the qubit provides another non-
linearity.
4. Adaptability of the activation function: The
iteratively adjustable rotation parameters in the
SU(2) operations on the qubits introduce adapt-
ability in the activation function. From that per-
spective, our proposed algorithm can be compared
with an algorithm recently used in classical neuro-
morphic computing where the input-data have been
clustered through a linear network and oscillator-
functions (their properties are adaptable) are used
to learn the boundaries between the clusters [49].
Similarly in our algorithm, as explained in details
in Section IV through the Bloch-sphere-based rep-
resentation, iterative adjustment of the weights in
the classical encoding layer enables separating the
data into different clusters on the circle of the Bloch
sphere with Q3 = 0 (Fig. 4 (h), Fig. 5 (h)). Iter-
ative adjustment of the SU(2) parameters in the
variational quantum circuit maps these clusters,
formed at random positions on that circle on the
Bloch sphere, to specific parts of the Bloch sphere
as shown in Fig. 4 (i) and Fig. 5 (i). Such adap-
tive property of activation functions has been found
to be very useful for data-classification [49–51].
5. Explainability: As mentioned in Section I, to the
best of our knowledge, such Bloch-sphere-based ap-
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Reference of the QML algorithm Data-sets used
A. Perez-Salinas et al., Quantum 4, 226 (2020) [12] Toy data-set constructed in [12] to classify
if different points lie inside or outside specific geometric regions
V. Havlickek et al., Nature 567, 209 (2019) [7] Toy data-set constructed in [7] to classify different kinds of points
F. Tacchino et al.,npj Quantum Information 5, 26 (2019) [38] Toy data-set constructed in [38] consisting of black-and-white patterns
D. Zhu et al., Science Advances 5, eaaw9918 (2019) [10] Bars-and-Stripes data-set [43]
M. Benedetti et al., npj Quantum Information 5, 1 (2019) [9] Bars-and-Stripes data-set [43]
M. Schuld et al., Europhysics Letters 119, 6 (2017) [40] Fisher’s Iris data-set [27]
S. Cao et al., Physical Review A 101, 052309 (2020) [39] classical XOR gate, Fisher’s Iris data-set [27]
A. Mari et al., arxiv: 1912.08278 (2019) [13] ImageNet, CIFAR-10 [13]
This paper Fisher’s Iris [27], WBC [27], Abalone [27], MNIST [35]
TABLE IV. Data-sets used by the different existing QML algorithms for classification
proach has not been used earlier to explain the
working of other existing QML algorithms. The
fact that we can explain the internal mechanism
based on which our proposed QML algorithm works
here (Section IV) is very helpful, given that so much
research has been carried out recently to explain
the internal mechanism of ML algorithms [22, 23].
VI. CONCLUSION
In this paper, we have proposed and implemented a
QML algorithm that uses a dressed quantum network.
The classical encoding layer in our dressed network uses
the “super compressed encoding” scheme to drastically
scale down the input-dimensions. We use the Bloch-
sphere-based representation to explain the working of our
algorithm. We implement our algorithm on a classical
computer, using Python code, as well as on Qiskit and
real NISQ hardware (IBM-Q). We report high classifica-
tion accuracy numbers for our implementation on differ-
ent ML data-sets. We show that our algorithm can han-
dle ML data-sets of the complexity of the ones that other
existing QML algorithms typically deal with. We also
argue that our algorithm has several advantages com-
pared to various existing QML algorithms: a low num-
ber of qubits, robustness against noise, implementation
of adaptable non-linear activation functions, etc.
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Appendix A: The Machine Learning Data-Sets Used
Here
Fisher’s Iris Data-Set
Fisher’s Iris dataset has 150 samples in all; there are 50
samples each for the three Iris flower-species: “setosa”,
“virginica”, and “versicolor” [27]. Each input-sample has
4 features: septal-length, septal-width, petal-length, and
petal-width. The task is to correctly categorize a given
sample into one of the three classes representing the three
flower-species.
To accomplish the classification task, our algorithm
needs to train a total of 21 parameters. 12 of these 21
parameters are the weights in the classical encoding layer
(4 input-dimensions and 3 output-classes/ qubits). The
rest are the rotation parameters in the SU(2) operations/
SU(2) parameters. The classification accuracy for this
data-set is obtained for all the three platforms, mentioned
in the paper (see Table I). While running the algorithm
on the classical computer by solving equations 1 - 4
(Platform 1), the data-set has been divided into a train-
ing set of 120 samples (40 samples per class) and a test-
set of 30 samples (10 samples per class). The model has
been trained over 20 epochs. We calculate the gradients
using first-order numerical differentiation and minimize
the cross-entropy loss function using the Adam optimizer
[52].
While implementing the algorithm on Qiskit (Plat-
form, 2) and IBM-Q (Platform 3), we make slight vari-
ations to the training conditions. For execution on both
Qiskit and IBM-Q, the Penny Lane package has been
used for gradient-calculation and loss-minimization [28].
The cross-entropy loss has been minimized using the
RMS-prop optimizer. The error has been minimized over
12 epochs. We have used the IBM-Q Rome machine to
implement our algorithm on this data-set. The imple-
mentation requires three qubits; IBMQ-Rome, being a
5-qubit machine, is suitable for the purpose.
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WBC Data-Set
The Wisconsin (Diagnosis) Breast cancer (WBC) data-
set has 569 samples in all. Each sample has 30 real-valued
input features, a unique ID (which we ignore for train-
ing), and a single label [27] . The samples can either be
labeled as “malignant” or “benign”. Each sample rep-
resents the features of the Fine Needle Aspirate (FNA)
of a breast mass in the digitized image. The task is to
correctly classify an unknown sample as “malignant” or
“benign”.
We treat this as a binary classification and hence use
only a single qubit (see Section III). So the total number
of trainable parameters used is 33: 30 training weights in
the classical encoding layer and 3 SU(2) parameters. Just
like for Fisher’s Iris data-set, classification accuracy for
the WBC data-set has been computed on all the three
platforms, mentioned above. When the algorithm has
been run on a classical computer by solving equations 1
4 (Platform 1: Python code), the data-set has been split
into a training set of 400 samples and a test-set of 169
samples. Similar to Fisher’s Iris data-set, the gradients
are calculated using first order numerical differentiation,
and the cross-entropy loss function is minimized over 200
epochs using the Adam optimizer [52].
Similar to the case for Fisher’s Iris data-set, while run-
ning the algorithm on Qiskit (Platform 2) and IBM-Q
(Platform 3), the PennyLane software package has been
used [28] and the loss in equation 5 has been minimized
over 12 epochs, using the RMS-Prop optimizer. We have
used the IBM-Q Armonk machine to implement our algo-
rithm for this data-set. The implementation requires just
one qubit. So a single-qubit device like IBMQ-Armonk
has been used.
Abalone Data-Set
Abalone data-set has a total 4177 samples with 8 input
features each [27]. The age of an Abalone shell can be
calculated by counting the number of rings in the abalone
shell and adding 1.5 to it. The task here is about pre-
dicting the age of the Abalone shell using the 8 input
features. In the data-set, the number of rings varies from
1 to 29, and hence, the age varies from 2.5 to 30.5 years.
To solve this as a classification task, we club the samples
that belong to a given range of ring-numbers into a sin-
gle output-class. For instance, we club samples having
15 rings as class one, having 610 rings as second class,
having 1115 rings as third class, and so on. In total, we
get six output-classes since the number of rings on shell
varies from 1 to 29.
We solve this problem as a 6-class classification prob-
lem. Total 66 parameters are used; for each class, 8
weight-parameters in the classical encoding layer and 3
SU(2) parameters are used; so 11 parameters are used
per class, and there are 6 output-classes. We use 67%
of the total data-set for training and 33% for testing,
i.e., we use 2797 samples for training and 1380 samples
for testing. Training and testing data points are selected
randomly from the total data-set. We compute the classi-
fication accuracy on all three platforms for Abalone data-
set (see Table- I). While implementing our algorithm on
a classical computer, here also we evaluate equation 1
4 using Python code, calculate the gradients using first-
order numerical differentiation, and minimize the cross-
entropy loss function using the Adam optimizer [52] over
12 epochs.
While implementing the same on Qiskit (Platform 2)
and IBM-Q (Platform 3), only slight modification is
made. Similar to WBC and Fisher’s Iris, we use the
PennyLane software package to compute numerical gra-
dients and optimize the cross-entropy loss function over
12 epochs using RMS prop optimizer. We have used the
IBMQ Melbourne machine to implement our algorithm
for this data-set. The Abalone data-set requires 6 qubits;
the only publicly available IBM-Q backend, which can
run this task, is IBMQ-Melbourne.
MNIST Data-Set
MNIST is a popular data-set consisting of grey-scale
(28×28)-pixels-images of handwritten digits between “0”
and “9” [35]. The original data-set consists of 60,000
training images and 10,000 testing images. The training
as well as testing data-set is approximately uniformly dis-
tributed among all the 10 ouput-classes (10 digits). Each
class has approximately 6,000 images for training (some
classes have slightly more images than others, e.g., class
“0” has 5923 samples while class “6” has 5918) and ap-
proximately 1,000 images for testing (again some classes
have slightly more images than others).
In this paper, we have considered ten binary-
classification problems in MNIST where we distinguish
digit “i” from all other digits; i ∈ {0, 1, · · · , 9}. The
target is to train our model to correctly infer whether
a given image is that of the digit “i” or not. We have
accomplished this task by implementing the modified al-
gorithm, discussed earlier, on platform 1 (classical com-
puter, using a Python code).
The train and the test data-sets are carefully chosen
since we carry out binary classification here (as men-
tioned in Section IV) [36, 37]. For example, while training
the network to distinguish between digit “i” and all other
digits, if we use all the images available in the training
data-set, the training data for binary classification will
have approximately 1 : 9 imbalance. Since the images
are distributed uniformly among all the classes in the
original data-set, we will have nine times more images
corresponding to other digits compared to digit “i”. To
prevent this from happening, while training for the prob-
lem: digit “i” vs. all other digits, we select images from
the original data-set such that we have an equal num-
ber of images for digit “i” and for all other digits. Thus
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the number of images corresponding to each digit among
all the other digits is about one-ninth of the number of
images corresponding to digit “i”.
For each binary classification using MNIST, 787 pa-
rameters are used. 784 of these parameters are the
weights in the classical encoding layer, while the remain-
ing three are the SU(2) parameters in the variational
quantum circuit. The model has been trained by min-
imizing the loss function in equation 5 over 200 epochs
using the Adam optimizer [52]. The gradient-calculation
has been performed by the first-order numerical approx-
imation method.
Appendix B: Implementation of the Algorithm on
IBM-Q
We would ideally like to implement our entire training
algorithm on quantum hardware. However, for publicly
available IBM-Q backends, the queuing times and other
overheads make the training process extremely time-
consuming. Another important bottleneck, here, is the
gradient-calculation required for cost minimization. The
gradients are calculated numerically. Hence, getting the
value of the gradient directly from the quantum hardware
will require the samples to be passed through the circuit
multiple times. Keeping these shortcomings in mind, we
have designed an alternate method to implement the al-
gorithm on quantum hardware. The process has been
briefly described earlier in the paper. Here, we give a
detailed account of the implementation.
We start by creating a noise model of an IBM-Q device
on Qiskit using the device-characterization data provided
by IBM [14]. We perform a noisy simulation of our algo-
rithm on Qiskit. The results generated in the process are
likely to be similar to those generated in the real IBM-Q
device. To ensure this similarity, we record the updated
model-parameters after every training epoch. After the
parameters have been recorded after every epoch, we use
them to implement the parametrized classifier circuit on
real quantum hardware as well as on a noisy Qiskit sim-
ulator, for a fixed number of randomly sampled training
data points.
It is to be noted that we perform just the forward pass
here. The outputs of the classifier circuits are noted for
both the platforms. This leaves us with two distributions
D1 (from IBM-Q) and D2 (from noisy Qiskit simulator)
for each randomly sampled training data point at the
end of every epoch. The similarity between the two dis-
tributions is ensured by the condition H(D1, D2) < τ1.
H(D1, D2) is the Hellinger distance between the two dis-
tributions and τ1 is a threshold [53]. Smaller the value of
τ1, more is the similarity between the two distributions.
We consider yet another threshold τ2 to make our com-
parison more stringent. τ2 is the minimum number of
randomly chosen training samples that are used for the
comparison. We expect the value of τ2 to be suitably
large for a robust comparison. We find that the value of
τ1 never exceeds ∼ 10−3 in our implementation. We have
maintained a suitably high value of τ2 for all data-sets
(∼ 10 % of the total number of samples in the data-set).
This ensures the similarity between the distributions ob-
tained from the two platforms. This, in turn, ensures
that implementing our algorithm on a noisy Qiskit sim-
ulator is equivalent to implementing the algorithm on a
real quantum hardware.
Appendix C: Obtaining the Loss Function for the
Binary Classification Problem
According to the algorithm used in Section II and Sec-
tion III, for a 2-class (binary) classification problem, 2
qubits are necessary in the variational quantum circuit.
Say there are two classes, labelled 1 and 2 (e.g. “malig-
nant” and “benign” in the case of the WBC data-set).
There are m1 samples of the class labelled 1 and m2
samples of the class labelled 2. Using equation 3 and
equation 4, the net cross-entropy loss for all the samples
can be expressed as:
ECrossEntropy = −
m1∑
p=1
loge(
eP
1,p
eP 1,p + eP 2,p
)
−
m2∑
q=1
loge(
eP
2,q
eP 1,q + eP 2,q
)
= −
m1∑
p=1
loge(e
P 1,p)−
m2∑
q=1
loge(e
P 2,q )
+
m1∑
p=1
loge(e
P 1,p + eP
2,p
) +
m2∑
q=1
log(eP
1,q
+ eP
2,q
)
(C1)
where P 1,p is the probability of measurement outcome
σ3 = +1 on the first qubit for p-th sample of the class
labelled 1; P 2,p is the probability of measurement out-
come σ3 = +1 on the second qubit for p-th sample of the
class labelled 1; P 1,q is the probability of measurement
outcome σ3 = +1 on the first qubit for q-th sample of the
class labelled 2; P 2,q is the probability of measurement
outcome σ3 = +1 on the second qubit for q-th sample of
the class labelled 2.
Minimizing the cross-entropy loss given by equation
C1 above involves maximizing P 1,p for as many samples
(indexed with p) as possible belonging to the class la-
belled 1 and also maximizing P 2,q for as many samples
(indexed with q) as possible belonging to the class la-
belled 2. Following equation C1, this minimization can
further be enhanced if P 2,p is minimized for as as many
samples (indexed with p) as possible belonging to the
class labelled 1 and if P 1,q is minimized for as many
samples (indexed with q) as possible belonging to the
class labelled 2. This means that for the samples be-
longing to the class labelled 1,
∑m1
p=1 loge(e
P 1,p + eP
2,p
)
can remain almost constant over every iteration. Simi-
larly, for all the samples belonging to the class labelled
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2,
∑m2
q=1 log(e
P 1,q + eP
2,q
) can remain almost constant
over every iteration. Thus, minimizing only the first two
terms in equation C1 leads to the training for the binary
classification problem.
Minimizing the first two terms in equation C1 is same
as minimizing the following loss function:
E =
m1∑
p=1
(1− P 1,p) +
m2∑
q=1
(1− P 2,q) (C2)
In order to minimize the loss in equation C2, for sam-
ples (indexed p) belonging to the class labelled 1, P 1,p
should tend towards 1. Similarly, for samples (indexed
q) belonging to the class labelled 2, P 2,q should tend to-
wards 1. But instead of carrying out measurements on
the second qubit and obtaining P 2,q, measurement can
be carried out on the first qubit itself for samples (in-
dexed q) belonging to the class labelled 2. The P 1,q can
be minimized instead (tend towards 0).
Referring to P 1,p as P p+ and to P
1,q as P q+, we obtain
the loss function to be:
E =
m1∑
p=1
(1− P p+) +
m2∑
q=1
(1− (1− P q+)) (C3)
, which is same as equation 5 in Section III.
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