Coloring the nodes of a graph is a commonly used technique to speed up clique search algorithms. Coloring the edges of the graph as a preconditioning method can also be used to speed up computations. In this paper we will show that an unconventional coloring scheme of the edges leads to an NP-complete problem when one intends to determine the optimal number of colors.
Introduction
Let be a finite simple graph. This means that has finitely many nodes, that is, 
The graph may have several maximum cliques. However, each maximum clique in has the same number of nodes. This well defined number is called the clique size of and it is denoted by .
Determining the size of a maximum clique in a given graph is an important problem in applied and pure discrete mathematics. A number of selected applications are presented in [1] and [2] . It was recognized in [3] that the efficiency of the clique search algorithms can be crucially improved by coloring and rearranging the nodes of the tested graph. In [4] instead of coloring the nodes a technique based on dynamic programming was used successfully. In [5] another coloring idea was presented. This time the edges of the graph were colored. Numerical evidence shows that the edge coloring provides sharper upper bounds for the clique size than the node coloring.
However, the improved upper bound comes for a higher computational cost.
We color the nodes of a finite simple graph   G V,E  using colors. We assume that the coloring satisfies the following conditions: 1) Each node of receives exactly one color; 2) Adjacent nodes in never receive the same color. We will call this an type coloring of the nodes of with
The letter refers to the expression legal coloring. We may use the numbers as colors. The coloring can be defined by a map
imply that v 1 and v 2 are not adjacent for each 1 
The reader will notice that in Table 1 the node i is replaced by , that is, the letter is suppressed and only the index is used. In Table 2 each node and its neighbors are listed. This is another way to describe the graph
H . The set of neighbors of the node in is denoted by and by definition . Finally, the geometric representation of the graph
H is given in Figure 1 . Right below each node we recorded the color of the node. But at this moment the reader may ignore the colors. In order to avoid a cluttered figure we used two copies of the nodes 1 and 14 . One can imagine that the figure is drawn on a strip of paper. Then we fold the strip to form a cylinder identifying the shorter sides of the strip. Thus the graph v v H is drawn on the surface of a cylinder and we arrange things such that the two copies of coincide 1 v Table 1 . The adjacency matrix of graph H. . This means that the edge 1 2 cannot be a side of any triangle in
Then repeat the argument for all the 24 edges of H .
In order to prove the statement (2) let us assume on the contrary that there is an L type coloring
. We may assume that and since this is only a matter of rearranging the colors 1, 2, 3 among each other. Note that . A similar argument gives that
. This portion of the reasoning can be followed in Figure 1 . We distinguish four cases listed in Table 3 . Let us consider case 1. As   . Each of the remaining cases can be handled in an analogous way. The reasoning can be followed in Figure 3 .
The statement (3) can be proved by exhibiting a required coloring. This is done in Figure 4. 
The Auxiliary Graph K
Using the graph H we construct a new graph K . Let phic copy of H . We summarize the properties of K we will need later in two propositions. 
The Main Result
We are ready to prove the main result of this paper. 
