INTRODUCTION
Rolling bearings are widely used in rotating machinery. Unexpected bearing failures can cause unscheduled downtime and loss. Therefore, it is very important to diagnose the fault in the bearing. However, even useful features in the bearing fault signals are often filled with strong background noise, which prevents the detection of bearing faults, so an effective signal processing method is desired to provide more information about the fault.
Recently, the mathematical morphological filter has been introduced into the fault diagnosis of machinery [1] . It can decompose the original signal into several physical parts according to certain geometric characteristics, thus overcoming the drawbacks of other signal processing methods such as the Fast Fourier transform (FFT) method, which cannot be used to the nonlinear and non stationary signal, the wavelet transform method, which has to choose the basic wavelet and needs a long time to compute [2] , and the empirical mode decomposition (EMD) method, which has the problem of mode mixing [3] .
There are some studies of morphology analysis in one-dimensional (1-D) signals; a flat structuring element (SE) with a length around 0.6 times the pulse repetition period was used to demodulate the fault signals [1] . An open-closing and close-opening combined morphological filter to de-noise the vibration signal of rotating machinery was proposed [4] . Zhang, et al. [5] introduced an approach based on the morphological filter to extract the features of the signal from a faulty gear according to the signal characteristics. Li and Xiao [6] introduced pattern classification based on a 1-D adaptive rank-order morphological filter. However, those studies required prior knowledge of the signals and a fixed SE in single-scale morphology analysis.
For a special signal, the characteristic features may be presented in multiscales. In order to extract these features, a multiscale morphology analysis is required. Multiscale morphology analysis can be used to extract morphological features of different scales and it is independent of prior knowledge when selecting SEs. Hence, it is often more feasible to remove the noise using a multiscale morphological filter [7] .
The rest of this paper is organized as follows. In Section 1, the theory behind the morphological filter is introduced, and a multiscale morphological filter is constructed; the SEs are optimized by PSO. Sections 2 discuss the presented method in detail. Section 3 applies the proposed method to the simulated signal and Section 4 applies the proposed method to the bearing fault experiment. Some conclusions are given in Section 5.
MORPHOLOGICAL FILTER ANALYSIS

The Fundamental Theory of Morphological Filter
The morphological filter requires less computational time than other traditional signal processing methods. By constantly moving the SE to match the signal, feature extracting and de-noising can be achieved. Keywords: multiscale morphological filter, structure element, particle swarm optimization algorithm, noise reduction transformation consists of four basic operations: erosion, dilation, opening and closing:
In the formula ⊕ ⊗ • , , and symbols corresponds to the dilation, erosion, opening and closing operation.
Design of the Multiscale Morphology Filter
Multiscale morphological filters were first presented by Maragos [7] . In this paper, we defined T to denote the morphological operator as proposed by Maragos. Based on multiscale analysis, we can define:
where
. Similarly, multiscale erosion and dilation can be defined as:
... 1 times. In morphological operations, opening and closing operations have different processing performances. An opening operation could restrain the positive impulse and keep the negative impulse, while the closing operation will have inverse function. So, in practical applications, the relative morphological operation should be selected to correspond to the processing aim. However, it is sometimes it is difficult to get transcendental knowledge of practical positive and negative impulses; the general situation is that the positive and negative impulses are contained in practical data at the same time. Therefore, it is necessary to construct a morphological filtering algorithm with a combination of open and closed operations. In this article, the nonlinear filter was constructed in the form:
where y(x) is the filtered signal. So the nonlinear filter can be expressed as:
where the λ is the scale parameter. If λ = 1, the size of g was set to 3×3. If λ = 2, the size of 2g was set to 5×5. So, the size of the ig was set to (2i + 1) × (2i + 1) which according to the length of the noise period [8] .
Because the triangle has good stability and good symmetry, the triangular shape SE was selected as an effective filtering window in this paper. The amplitudes of the SEs were optimized through PSO in this paper.
Optimization of the Morphological Filter
The PSO was chosen to optimize the SE of the morphological filter through the following formula [9] :
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where the subscript i represents the i th particle. j represents the j-dimensional. The subscript t represents the t generation. v ij (t) is the velocity of the i th particle in the t th iteration; x ij (t) is the position of the i th particle; p ij (t) is the pbest position of the i th particle; p g j is the gbest position (pbest represents the local optimum of the particles, gbest represents the overall situation optimum of the particles); w represents the inertia weight. c 1 , c 2 are learning factors. r 1 ~ U(0,1), r 2 ~ U(0,1) represent two independent random functions.
Determination of the Fitness Function
The signal-to-noise ratio (SNR) is selected as the fitness function:
where R SN (x) is the SNR function of the system, y(x) is the output of the filter, Y(w) is the power spectrum of the output signal; N(w) is the power spectrum of the noise that is removed from the original signal when the terminal interaction time is reached, to obtain the SNR value.
The process of optimizing the SE based on the PSO is given below: 1. At the beginning of the optimization process, randomly initialize positions and velocities, pbest and gbest of the particles; 2. Set the parameters of SEs equal to the parameters of the particles' positions; 3. Use the SEs to construct the morphological filters; 4. Use the morphological filters to deal with the signal and get the filtered signal y(x), then calculate the current fitness value R(x i ) of each particle using Eq. (12) 
PROCEDURES OF MULTISCALE MORPHOLOGY ANALYSIS FOR FAULT DIAGNOSIS
The procedure for using a multiscale morphological filter for fault diagnosis is as follows: 1. Select a multiscale SE λg, in this paper the scales are selected from 3, 5 and 7 where the unit is one sampling point. (The size of the SE is subject to the length of the noise period [8]) 2. For the scale of λ i , the PSO is used to optimize the amplitudes of the SE; the SNR function is used as the fitness function. 3. Then, the SE with an optimized length is used to perform the multiscale morphological filter operation on the original signal and impulsive components are extracted so that the background noise can be better restrained. 4. Change the scale to λ i+1 , repeat steps (2 to 4); 5. Through a weight operation the final results of the multiscale morphology analysis can be obtained:
where [k,n] is the range of λ, ω i is the weight of different λ i . In this paper, the ω i took the mean value, ω i = 1/(n-k).
THE VALIDATED THROUGH SIMULATION DATA
A simulated signal is built to validate the proposed method. It is defined as:
The signal x 1 (t) = cos(2π 30t) + cos(2π 50t) is shown in Fig.1a ; the impulsive signal x 2 (t) is a typical series of exponentially decaying pulses used to simulate the impulsive signal (the repetition period is 0.0625 s and the impulsive function in one period is e -5t sin(10πt) as shown in Fig. 1b; x 3 (t) is the Gaussian white noise with a standard deviation of 0.5. The composite signal x(t) is shown in Fig.1c . Fig. 2 is the FFT spectrum of the simulated signal, the impulsive frequency was laid in the strong harmonic frequencies (30 and 50 Hz). The impulsive frequency may be covered by the noise if it is strong or the impulsive signal is weak. The purpose of the simulated experiment is to extract the impulsive features at 16, 32 and 48 Hz, to suppress the harmonic features at 30 and 50 Hz, and remove the white noise feature.
Fig. 2. The FFT spectrum of the simulated signal
The results achieved using the original singlescale morphological filter employed by Nikolaou [1] (the structure element g = {0, 0, 0}), and the method proposed in this paper are shown and compared in Fig. 3 . Since the SEs were constructed according to the characters of the signal, the entire impulsive signal can be extracted from the background noise, which cannot be carried out by single-scale morphology analysis. The FFT spectrums of the simulated signal are shown in Figs. 3 and 4. In Fig. 3b, obvious Fig. 4b , there are some background signals, such as at 16 and 32 Hz, in Fig. 3b . This shows that the optimal multiscale morphology analysis has better performance in impulsive features extraction and noise reduction than the traditional morphology filter.
EXPERIMENTAL VALIDATION
The effectiveness of the proposed optimal multiscale morphology analysis method was evaluated using the vibration data measured in our lab. In the experimental setup detailed in Fig. 5 , the power is provided by an electrical motor. To measure the vibrations three accelerometers were mounted on the square housing of the analyzed bearing.
The outer and inner races have a fault created by electro-discharge machining as shown in Figs. 6 and 7. The fault size is 0.007 inches in diameter and 0.011 inches in depth for ball, inner and outer races. The motor speed is 1721 RPM (28.7 Hz), the inner defect frequency was calculated to be 156 Hz and the outer defect frequency 103 Hz. Data were collected at 12,000 samples/second, the number of sampling points is 12k. Roller bearings with inner and outerrace faults are used for the analysis.
Their time domain waveform and FFT spectrum are shown in Figs. 8 and 10 . However, due to the noise disturbance, it was difficult to obtain useful information from the analysis. For the outer race fault signal, the parameters of the PSO for optimizing the SE were set such that the original position was x(t) = 0 and the velocity was v(t) = 0, pbest = 0, gbest = 0, the population scale was m = 20, the terminal interaction time was t max = 300, the inertia weight was w = 0. The vibration signal was analyzed using an optimal multiscale morphology filter. Fig. 9b shows that the outer defect frequency of 103 Hz together with its second and third harmonics, i.e. 206 and 309 Hz, side frequency and modulation frequency (28.7 Hz) were all clearly detected. There is a good match between the expected features of the FFT spectrum and the actual fault features associated with the roller bearing with the outer race fault. For the inner race fault signal, the parameters of the PSO for optimizing the SE were set such that the original position was x(t) = 0 and velocity was v(t) = 0, pbest = 0, gbest = 0, the population scale was m = 20, the terminal interaction time was t max = 300, the inertia weight w = 0.5, c 1 = c 2 = 1.2, and the search space dimension was d = 3. The optimal SEs obtained were {0, 0.0006, 0},{0, 0.0703, 0.1211, 0.0703, 0},{0, 0.0156, 0.1301, 0.2351, 0.1301, 0.0156, 0}. Fig. 11b shows that the inner defect frequency 156 Hz together with its second and third harmonics, i.e., 313 and 467.9 Hz, and side frequencies (156 ± 28.7 Hz) are prominent. The modulation frequencies 28.7 Hz (the frequency of rotor rotating) are also very clear. This reveals that the modified approach is effective in detecting faults in the bearing.
CONCLUSIONS
In this paper, an optimal multiscale morphology analysis based fault diagnosis approach was proposed. Compared with the traditional morphological filter, two improvements were made in the proposed method. Firstly, the morphological operation was decided with an average combination of multiscale open-closing and close-opening operation, so that not only impulses could be extracted but also the noise could be removed . Then, the structure elements were selected and optimized using aparticle swarm optimization algorithm, which has features similar to the object signal. A step-by-step procedure was also defined to illustrate how the proposed approach can be applied. The validation results show that the proposed approach is more effective and robust in extracting impulsive features than the traditional single-scale morphology analysis.
Moreover, since the SE is optimized by the PSO according to the signal, the optimized multiscale morphological filter is beneficial in improving the accuracy of mechanical fault diagnosis. However, as the redundancy increases, the complexity of the computation increases as well. This is one of the main shortcomings of the proposed transform, which should be explored in the future.
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