the scale of these factor values has been chosen so that a risk of 100 corresponds to the average perinatal mortality rate of 33-58 perinatal deaths per 1,000 births. Thus a woman aged 38 having her fourth child has a risk of 75 96+53'19=129-15. With this model one would also assess the risk of a 23-year-old para-2 mother as 30 *92 +53 -19 =84 -11. Two problems arise in considering the accuracy of this method: are the factor values used in the model those which will give the most accurate evaluations, and is the model an appropriate one? FACTOR VALUES.-The values used in the model are derived from observations during a period in 1958. To the extent that relationships between sociobiological factors and perinatal mortality have changed since then, values based on the sample data will be inaccurate. This is a general problem that arises whenever we try to learn from past experience.
In the absence of more recent data of comparable scope, and in the belief that the forces which influence perinatal mortality change only gradually, we are justified in using the survey data.
The ing and using models which incorporate a larger number of factors.
The problem of specifying a prediction model involves more than the selection of the factors to be included. In addition we must decide whether to allow for any interaction among the effects of the various factors. The model shown in Table I is presented as though the risk for any case is the sum of an age effect and a parity effect, tacitly assuming that there is no interaction ("synergism") between these two factors. If, for example, the risk of older primiparae were more than the sum of the high risk due to age and the high risk of the first birth, the model could be improved by including a separate factor value for this. To assess the importance of these interactions, we have experimented with a model which incorporates an age factor, a parity factor, and an additional factor for primiparity; for primiparae the estimated risk is the sum of three factor values, while for all others only two factor values are used. This experiment indicates that interaction is not important in evaluating the effects of age and parity on perinatal mortality.
The results of the experimental model are presented in Table III (opposite) . Column (3) shows the cases in each parity-age combination during the survey week. Column (4) shows the corresponding observed number of deaths. We may compare the observed number of deaths with the number predicted by a simple age-parity model (column 5) and the number predicted by the more detailed model with the separate primiparity factor (column 6). The Table also shows (column 7) the number of deaths that would be predicted on the "naive" assumption that the perinatal mortality rate was the same (33 * 58 per 1,000 births) in all age-parity groups.
Before appraising the overall agreement between the observed number of deaths and the two sets of predictions, we may note the results for older (Feldstein, 1963 (Feldstein, , 1965a There is of course a difference between perinatal mortality risk and the ability to benefit from hospital care. Certain types of perinatal deaths are more likely than others to be prevented by hospital delivery. We need only contrast intrapartum asphyxia and congenital malformation. Similarly, better antenatal care rather than mere hospital booking is appropriate for cases with high risk of antepartum death. Specific models will therefore be developed to assess the risk of perinatal mortality at different stages and from various causes. The doctor will therefore be able to plan a patient's care on the basis of a set of risk values. If possible, this will be supplemented by measures of the extent to which risk is decreased by hospital delivery.
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APPENDIX BINARY VARIABLE MULTIPLE REGRESSION ESTIMATION OF FACTOR VALUES
The factor values used for assessing perinatal mortality risk are derived from coefficients of a multiple regression equation in which all variables are binary. The method of calculation is explained in this Appendix (Suits, 1957; Johnston, 1963; Feldstein, 1965b From this it is clear that the normal equations can be written directly from a list of the number of deaths in each sub-class (d1 tod) and the information contained in a two-way table classifying women by age and parity. This method can be extended to a large number of factors. In every case we can write the normal equations directly from a set of two-way tables; if there are k factors, we need k (k -1)/2 two-way tables.
HEMEROSKEDASTICrrY
The usual method of calculating least square estimates is based on the assumption that the stochastic error term of every observation has the same variance. This assumption is untenable in the present case. The variance of U, is:
Ordinary least squares estimates are unbiased even when the error terms are not of constant variance. The efficiency of the estimates could be improved by using the ordinary least squares estimates of the as to calculate the variance of each U, and then using generalized least squares estimation. With a sample of nearly 17,000, the gain in efficiency does not justify the additional calculations.
FACTOR VALUES
To obtain factor values from the estimated regression coefficients, we first reintroduce the excluded categories of age and parity and assign to each coefficient the value zero. The constant term is then eliminated by dividing it by the number of factors and adding the quotient to each coefficient. Finally the scale of values is changed so that the mean risk value corresponds to a score of 100; this is done by dividing each coefficient by one per cent. of the true mean risk (01jY=3-358.10-'). 
