Abstract. Let g be a quasitriangular Lie bialgebra over a field k of characteristic zero, and let g * be its dual Lie bialgebra. We prove that the formal Poisson group k[[g * ]] is a braided Hopf algebra, thus generalizing a result due to Reshetikhin (in the case g = sl(2, k) ). The proof is via quantum groups, using the existence of a quasitriangular quantization of g * , as well as the fact that this one provides also a quantization of k[[g * ]].
§ 0. Introduction Let g be a Lie bialgebra over a field k of characteristic zero ; let g * be the Lie bialgebra dual of g ; let us also note k [[g * ]] the function algebra of the formal Poisson group associated to g * . If g is quasitriangular, with r-matrix r , then this gives to g some additional properties. A question then arises : what a new structure one obtains on the dual Lie bialgebra g * ? In this work, we shall show that the topological Poisson Hopf algebra
is a braided algebra (we'll give the definition later on). This was already proved for g = sl(2, k) by Reshetikhin (cf. [Re] ), and generalised to the case where g is Kac-Moody of finite (cf. [Ga1] , where a more precise analysis is carried on) or affine type (cf. [Ga2] ) by the first author.
In order to prove the result, we shall use quantization of universal enveloping algebras. After Etingof-Kazhdan (cf. [EK] ) we know that every Lie bialgebra admits a quantization U (g), namely a (topological) Hopf algebra over k [[ ] ] whose specialisation at = 0 is isomorphic to U (g) as a co-Poisson Hopf algebra ; in addition, if g is quasitriangular and r is its r-matrix, then such a U (g) exists which is quasitriangular too, as a Hopf algebra, with an R-matrix R ( ∈ U (g) ⊗ U (g) ) such that R ≡ 1 + r mod 2 (where we have identified, as vector space, U (g) ∼ = U (g) [[ ] 
] ).
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Typeset by A M S-T E X Now, after Drinfel'd (cf. [Dr] ), for any quantised universal enveloping algebra U , one can define also a certain subalgebra U ′ , which is a Hopf subalgebra as well, and such that, if the classical limit of U is U (g) (with g a Lie bialgebra), then the classical limit of U ′ is k[[g * ]] (one uses there the formalism of QUE's and QFSHA's). In our case, if one considers U (g) ′ , it can be noticed that the R-matrix does not belong, a priori, to U (g) ′ ⊗ U (g) ′ = U (g) ⊗ U (g) ′ ; nevertheless, its adjoint action R := Ad(R ) : U (g) ⊗ U (g) −−→ U (g) ⊗ U (g) , x ⊗ y → R · (x ⊗ y) · R −1 , stabilises the subalgebra U (g) ′ ⊗ U (g) ′ , hence induces by specialisation an operator
. Finally, the properties which make R an R-matrix imply that R is a braiding operator, hence the same holds for R 0 : thus, the pair k[[g * ]], R 0 is a braided algebra.
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The authors whish to thank Marc Rosso for several fruitful conversations. § 1. Definitions and recallings A Hopf algebra H (maybe topological) is called quasitriangular (cf. [Dr] , [CP] ) if there exists an invertible element R ∈ H ⊗ H (where the tensor product will be of topological type, in the topological case) such that :
R · ∆(a) · R −1 = Ad(R)(∆(a)) = ∆ op (a) (∆ ⊗ Id)(R) = R 13 R 23 (Id ⊗ ∆)(R) = R 13 R 12
where ∆ op is the opposite comultiplication, i. e. ∆ op (a) = σ • ∆(a) with σ: A ⊗2 → A ⊗2 , a⊗b → b⊗a , and R 12 , R 13 , R 23 ∈ H ⊗3 (or the suitable completion of H ⊗3 ), R 12 = R⊗1 , R 23 = 1 ⊗ R , R 13 = (σ ⊗ Id)(R 23 ) = (Id ⊗ σ)(R 12 ) .
It follows from the identities above that R satisfies the Yang-Baxter equation in H ⊗3 :
R 12 R 13 R 23 = R 23 R 13 R 12 .
Thus, the tensor products of H-modules are endowed with an action of the braid group. One is also interested in a weaker notion : 
where R 12 , R 13 , R 23 are the automorphisms of H ⊗ H ⊗ H defined by R 12 = R ⊗ Id ,
It follows from the definition that R satisfies the Yang-Baxter equation in End(H ⊗3 )
This implies the existence of an action of the braid group on the tensor powers of H. Furthermore, it is clear that if (H, R) is quasitriangular, then H, Ad(R) is braided.
Following Drinfel'd (cf. [Dr] ), one calls quantised universal enveloping algebra (in short QUEA in the sequel) any topological Hopf algebra over k [[ ]] , complete in -adic sense, whose classical limit (= specialisation at = 0 ) is a co-Poisson cocommutative Hopf algebra (in other words, this limit is the universal enveloping algebra of a Lie bialgebra). It is proved in [EK] that, for any Lie bialgebra g, there exists a QUEA, which we'll denote U (g), whose classical limit is isomorphic to U (g) ; moreover, one has an identification
. Here, like elsewhere in the following, the tensor products among k[[ ]]-modules are topological tensor products. In addition, if g is quasitriangular -as a Lie bialgebra (cf. [CP] ) -and r is its r-matrix, then there exists such a U (g) which is quasitriangular as well -as a Hopf algebra -with an
For any ordered subset Σ = {i 1 , . . . , i k } ⊂ {1, . . . , n} with i 1 < · · · < i k , one defines the homomorphism
Finally, define the linear maps δ n : H −→ H ⊗n for n ∈ N + by :
it is then possible to define also the subspace H ′ := a ∈ H δ n (a) ∈ n H ⊗n , endowed with the induced topology: in fact, if H is a QUEA, then H ′ is also a Hopf subalgebra.
In order to study H ′ , we'll have to "reverse" formula (1.1). To do this, we define now, for Σ = {i 1 , . . . , i k } ⊆ {1, . . . , n} , with i 1 < · · · < i k :
in particular one has : δ {1,...,n} = δ n . We have then a Moebius inversion formula : Proposition 1.2. For any Σ = {i 1 , . . . , i k } ⊆ {1, . . . , n} with i 1 < · · · < i k , one has :
Proof. With no loss of generality we can suppose Σ = {1, . . . , n} and prove the result by recurrence over n = |Σ|. For n = 0, the result is evident. Assume it holds true at rank n and prove it at rank n + 1 .
We denote E the set of the subsets of {1, . . . , n + 1} minus {1, . . . , n + 1} . Then
This is the result at rank n + 1 .
Let U (g) be a QUEA, having U (g) for classical limit : then, after Drinfel'd again (cf. [Dr] ), U (g)
, the algebra of functions of the formal group associated to the Lie bialgebra g * dual of g (see [EK] or [G3] for a proof of this fact).
is a topological Poisson Hopf algebra (the coproduct taking values in the topological tensor product). In addition, one has
this is clear thanks to the identification U (g)
* (the definition of the dual of a QUEA and the proof of the identification are given in [EK] , §4.3-5) and the fact that
. Peliminary results
In this section (H, R) will be a quasitriangular Hopf algebra. We want to study the adjoint action of the R-matrix on H ⊗ H, where the latter is endowed with its natural structure of Hopf algebra ; we denote by∆ its coproduct, given by :
where s 23 denotes the flip in the positions 2 and 3. We set also I := 1⊗1 the unit element in H ⊗ H.
Just as we defined H ′ , we can define H ⊗ H ′ . Our aim is to show that, although the R-matrix does not necessarily belong to
First of all, for Σ = {i 1 , . . . , i k } ⊆ {1, . . . , n} , always with i 1 < · · · < i k , we set :
(product of k 2 terms) where the R i,j are written here for j {i,j} (R) , by defining j {i,j} : H ⊗ H −→ H ⊗2n as before. We always write |Σ| for the cardinality of Σ (here |Σ| = k ). We have the following proposition :
Proof. With no lack of generality, we'll prove the result for Σ = {1, . . . , n}, i.e.:
The result is trivial at rank n = 1 . Assume it is proved at rank n , and prove it at rank n + 1 ; by definition of∆ and by the properties of the R-matrix we have :
In the following of this section we shall consider an element a in
Then we have the following proposition (hereafter, we use the notation C Proposition 2.2. For all a ∈ H ⊗ H ′ , for all n ∈ N and for all i < n we have :
More in general, for |Σ| > i , we have :
Proof. It is enough to prove the first statement. We make use of Proposition 1.2, which gives :
This is just the result we were looking for.
Before going on with the main result of this section, we still need a small technical fact about binomial coefficients : Lemma 2.3. Let r, s, t ∈ N be such that r < t. Then one has the following relations (where one set
Proof. One can prove this lemma by writing the formal series expansion of
Noting that, for t > r, one has
(1 − X) t−r−1 , and identifying the coefficients corresponding to X n = X t−r−1 , one obtains :
which proves (a). Similarly, identifying the coefficients corresponding to X n , with n > t − r − 1 , one has :
whence one gets the result (b) by setting s = n − t + r .
At last, here is the main result of this section :
Proof. As we have to show that R a R −1 belongs to H ⊗ H ′ , we have to consider the terms δ n R a R −1 , n ∈ N . For this we re-write δ {1,...,n} R a R −1 using Proposition 2.1 and the fact that∆ and more in general∆ {i 1 ,...,i k } , for k ≤ n, are morphisms of algebras ; then :
We are going to prove by induction over i that :
In other words, we'll see that all the terms in the h-adic expansion truncated at the order n − 1 are zero, so δ n R a R −1 = O( n ) , whence our claim.
For i = 0 , one has, for each Σ :∆ Σ (a) = ǫ(a)I ⊗n + O( ) and R Σ = I ⊗n + O( ) , and similarly one has also R −1
thus the result (⋆) is true for i = 0 .
Let's assume the result (⋆) to be true for all i ′ < i . Write the -adic expansions of R Σ and R −1 Σ in the form :
By the previous proposition, we have an approximation of∆ Σ (a) at the order j :
Then we have the approximation of δ {1,...,n} R a R −1 :
We denote (E) the last expression in parentheses, and we show that this expression is zero, whence δ n R a R
First look at the terms corresponding to ℓ + m = 0 , that is j = i . Then one finds back δ {1,...,n} (a), which lies in O i+1 by hypothesys. In the sequel of the computation, we'll assume therefore ℓ + m > 0 . , may act non-trivially on the i-th factor of∆ Σ ′ (a) only if one of 2i − 1 and 2i (or even both of them) occurs in the explicit written expression of R Σ (in H ⊗2n ), hence only if i ∈ Σ : thus Σ ′′ ⊆ Σ . Then we set :
Now considerΣ ⊇ Σ . From the very definition we have RΣ = R Σ + A , where A is a sum of terms which contain factors R (s) 2i−1,2j with {i, j} ⊆ Σ : to see this, it is enough to expand every factor R a,b in RΣ as R a,b = 1 ⊗2n + O( ) . Similarly, we have also
, whence we deduce that the A (S) Σ ′′ ,Σ,Σ ′ (a) do not depend on Σ ; then we can write :
In the following we shall re-write (E) using the A (S) Σ ′ ,Σ ′′ (a). In the sequel we'll denote δ Σ ′′ ⊆Σ ′ the function which takes value 1 if Σ ′′ ⊆ Σ ′ and 0 otherwise.
Then we obtain a new expression for δ {1,...,n} R a R −1 , namely
We denote E ′ Σ ′ ,Σ ′′ the new expression in parentheses; in other words, for fixed Σ ′ and Σ ′′ , with Σ ′ ≤ j , we set :
(by the way, we remark that this is a purely combinatorial expression, which does not refer at all to∆, R, etc.); we are going to show that this expression is zero when
In force of the following lemma, this will be enough to prove the proposition 2.4.
Lemma 2.5.
(a) We have j < i and
Proof. The first claim is trivial ; to prove the second, we study the adjoint action of
First of all, on k · I ⊗n the action of these elements gives a zero term because one gets the term at the order S of the -adic expansion of R Σ · R −1 Σ = 1 (for S > 0 ). Second, let us consider Σ ⊆ {1, . . . , n} , and let us study the action on H ⊗ H)
. We know that R Σ is a product of |Σ| 2 terms of type R a,b , with a, b ∈ 2i − 1, 2j i, j ∈ Σ ; so let's analyse what happens when one computes the product P :
Similarly, moving further on from right to left along R Σ one can discard all factors R c,d of this type, namely those such that c, d ∈ 2j − 1, 2j j ∈ Σ ′ . Thus the first factor whose adjoint action is non-trivial will be necessarily of type Rā ,b with one of the two indices belonging to 2j − 1, 2j j ∈ Σ ′ , say for instanceā. Notice that the new index a ( ∈ {1, 2, . . . , 2n − 1, 2n} ) -which "marks" a tensor factor in H ⊗2n -corresponds to a new index jā ( ∈ {1, . . . , n} ) -marking a tensor factor of H ⊗ H ⊗n . So for the following factors -i.e. on the left of Rā ,b -one has to repeat the same analysis, but with the set 2j
might act in non-trivial way on at most Σ ′ factors of H ⊗ H ⊗n , similarly the factor which is the closest on its left may act in a non-trivial way way on at most Σ ′ + 1 factors. The upset is that the adjoint action of R Σ is non-trivial on at most Σ ′ + Σ factors of
Now consider the different terms R Σ ′ ,Σ ′′ (a) then are nothing but sums of terms of type P +∆Σ ′ (a) P − , where in addition the products P + and P − have their "positions" in Σ ′′ . Now, as each P + and each P − is a product of at most ℓ and m factors R
, one can refine the previous argument. Consider only the term at the order S of the -adic expansion of
: whenever there are factors of type
, for some ℓ or m, the total contribution of all these terms in the sum
will be zero (this follows from the fact that
In addition, since now we are dealing only with S factors in total, we conclude that
This proves the lemma. Now we shall compute E ′ Σ ′ ,Σ ′′ . Thanks to the previous remark, we can limit oursevles to consider the pairs Σ ′ , Σ ′′ such that :
The one can always find at least two Σ ⊆ {1, . . . , n} such that |Σ| > j and Σ ′ ∪ Σ ′′ ⊆ Σ , which make us certain that there will always be at least two terms in the calculation which is to follow (such a condition will guarantee the nullity of the expression E ′ Σ ′ ,Σ ′′ ). We distinguish three cases :
Gathering together the Σ's which share the same cardinality d, a simple computation gives :
Now, this last expression is zero by Lemma 2.3, for it corresponds to a sum of type :
with r, t ∈ N + and r < t : in our case we set
Again, the last expression is zero thanks to Lemma 2.3, for it corresponds to a sum of type :
with r, t, s ∈ N + and r < t : in our case we set
If we gather together the Σ's which share the same cardinality d, a simple computation yields :
But again the last expression is zero because of Lemma 2.3, for it corresponds to a sum of type :
(where C v u := 0 if v > u ) with r, t, s ∈ N + and r < t : here again we set
In conclusion in all cases one finds that E ′ Σ ′ ,Σ ′′ = 0 , whence (E) = 0 , which ends the proof. § 3. The main result "By glueing together the different pieces" of the picture described above, we obtain first a result in the quantum framework :
Proposition 3.1. Let U be a quasitriangular QUEA, R being its R-matrix.
Then, if we set R := Ad(R )
, the pair U ′ , R is a braided algebra.
Proof. Thanks to Proposition 2.4 we know that Ad(R ) does restrict to U ′ : but then, from the very definitions, the properties (of R-matrix) of R imply that Ad(R ) is braiding operator for U . Therefore the same holds for R with respect to U ′ , whence the proposition.
Finally we are ready to conclude : in the classical framework, the result above implies, by specialisation, the following theorem : Proof. Let r be the r-matrix of g, and consider U (g), r : from §1 we know that there exists a quasitriangular QUEA U (g), R whose classical limit is exactly U (g), r ; moreover, the classical limit of
. But then Proposition 3.1 tells us
, R =0 is braided too. § 0. Introduction Soit g une bigèbre de Lie sur un corps k de caractéristique zéro ; soit g * la bigèbre de Lie duale de g ; notons enfin k[[g * ]], l'algèbre des fonctions sur le groupe de Poisson formel associéà g * . Si g est quasitriangulaire, munie de la r-matrice r , cela donneà g certaines propriétés additionnelles. Une question se pose alors : quelle nouvelle structure obtient-on sur la bigèbre duale g * ? Dans ce travail, nous allons montrer que l'algèbre de Hopf Poisson topologique k[[g * ]] est une algèbre tressée (nous donnerons la définition plus loin). Cela avaitété démontré pour g = sl(2, k) par Reshetikhin (cf. [Re] ), et généralisé au cas où g est de Kac-Moody de type fini (cf. [G1] , où une analyse plus précise est effectuée) ou de type affine(cf. [G2] ) par le premier auteur.
Pour démontrer le résultat, nous allons utiliser les quantifications d'algèbres enveloppantes. D'après Etingof-Kazhdan (cf. [EK] ) nous savons que toute bigèbre de Lie admet une quantification U (g),à savoir une algèbre de Hopf (topologique) sur k[[ ]] dont la spécialisationà = 0 est isomorpheà U (g) comme algèbre de Hopf co-Poisson ; de plus, si g est quasitriangulaire et r est sa r-matrice, alors une telle U (g) existe qui est aussi quasitriangulaire, en tant qu'algèbre de Hopf, avec une R-matrice R ( ∈ U (g) ⊗ U (g) ) 1991 Mathematics Subject Classification: Primary 17B37, 81R50 The first author was supported by a fellowship of the Consiglio Nazionale delle Ricerche (Italy)
Typeset by A M S-T E X telle que R ≡ 1 + r mod 2 (où l'on a identifié, en tant qu'espace vectoriel,
Or, d'après Drinfel'd (cf. [Dr] ), pour toute algèbre enveloppante universelle quantifiée U , on peut définir une certaine sous-algèbre U ′ , qui est aussi une sous-algèbre de Hopf, et telle que, si la limite classique de U est U (g) (avec g une bigèbre de Lie), alors la limite
(on utilise là le formalisme des QUE et des QFSHA). Dans notre cas, si l'on considère U (g) ′ , on peut remarquer que la R-matrice n'appar-
néanmoins, son action adjointe
. Enfin, les propriétés qui font de R une R-matrice impliquent que R est un opérateur de tressage, donc il en est de même pour R 0 : ainsi, la paire k[[g * ]], R 0 est une algèbre tressée.
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Les auteurs tiennentà remercier Marc Rosso pour de nombreux entretiens. § 1. Définitions et rappels Une algèbre de Hopf H (éventuellement topologique) est dite quasitriangulaire (cf. [Dr] , [CP] ) s'il existe unélément inversible R ∈ H ⊗ H (où le produit tensoriel sera du type topologique, le caséchéant) tel que :
Il résulte des identités ci-dessus que R vérifie l'équation de Yang-Baxter dans H ⊗3 :
Ainsi, les produits tensoriels de H-modules sont munis d'une action du groupe des tresses. On s'intéresse aussià une notion plus faible : 
Il résulte de la définition que R vérifie l'équation de Yang-Baxter dans End(H ⊗3 )
Ceci entraîne l'existence d'une action du groupe des tresses sur les puissances tensorielles de H. En outre, il est clair que si (H, R) est quasitriangulaire, alors H, Ad(R) est tressée. [EK] que, pour toute bigèbre de Lie g, il existe une AEUQ, qu'on notera U (g), dont la limite classique est isomorpheà U (g) ; en outre, on a une identification
. Ici, comme ailleurs dans la suite, les produits tensoriels entre k[[ ]]-modules sont des produits tensoriels topologiques. De plus, si g est quasitriangulaire -comme bigèbre de Lie (cf. [CP] ) -et r est sa r-matrice, alors il existe une telle U (g) qui est aussi quasitriangulaire -en tant qu'algèbre de Hopf -avec une R-matrice
Enfin, définissons les applications linéaires δ n : H −→ H ⊗n pour n ∈ N + par :
il est alors possible de définir aussi le sous-espace H ′ := a ∈ H δ n (a) ∈ n H ⊗n , muni de la topologie induite: en fait, si H est une AEUQ, alors H ′ est même une sous-algèbre de Hopf.
Pourétudier H ′ , nous aurons besoin de "renverser" la formule (1.1). Pour ce faire, nous allons maintenant définir, pour Σ = {i 1 , . . . , i k } ⊆ {1, . . . , n} , avec i 1 < · · · < i k :
( 1.2) en particulier on a : δ {1,...,n} = δ n . Nous avons alors une formule d'inversion de Moebius :
Preuve. Sans perdre de généralité nous pouvons supposer Σ = {1, . . . , n} et démontrer le résultat par récurrence sur n = |Σ|. Pour n = 0, le résultat estévident. Supposons le acquis au rang n et démontrons le au rang n + 1 . Pour plus de commodité nous noterons E l'ensemble des sous-ensembles de {1, . . . , n + 1} privé de {1, . . . , n + 1} . Alors
C'est le résultat au rang n + 1 .
, l'algèbre de fonctions sur le groupe formel associéà la bigèbre de Lie g * duale de g (voir [EK] 
AEUQ et la preuve de l'identificationétant données dans [EK] , §4.3-5) et le fait que
. Résultats préliminaires
Dans cette section (H, R) sera une algèbre de Hopf quasitriangulaire. Nous voulonś etudier l'action adjointe de la R-matrice sur H ⊗ H, où cette dernière est munie de sa structure naturelle d'algèbre de Hopf ; nous noterons par∆ son coproduit, défini par :
où s 23 désigne la volte dans les positions 2 et 3. Nous noterons aussi I := 1 ⊗ 1 l'unité dans H ⊗ H.
De même que nous avons défini H ′ , nous pouvons définir H ⊗ H ′ . Notre but est de montrer que, bien que la R-matrice n'appartienne pas forcémentà
Posons tout d'abord, pour Σ = {i 1 , . . . , i k } ⊆ {1, . . . , n} , toujours avec i 1 < · · · < i k :
(produit de k 2 termes) où les R i,j sontécrits ici pour j {i,j} (R) , en définissant j {i,j} : H ⊗ H −→ H ⊗2n comme précédemment. Nous noterons toujours |Σ| pour le cardinal de Σ (ici |Σ| = k ). Nous avons la proposition suivante :
Preuve. Sans perdre de généralité, nous démontrerons le résultat pour Σ = {1, . . . , n}, i.e.:
Le résultat estévident au rang n = 1 . Supposons le acquis au rang n , et montrons le au rang n + 1 ; par définition de∆ et par les propriétés de la R-matrice on a :
Dans toute la suite de cette partie nous allons considérer unélement a dans H ⊗ H ′ .
Ainsi δ n (a) = O( n ) pour tout n ∈ N. Nous avons alors la proposition suivante (où, ici comme ailleurs dans la suite, on utilise la notation C Proposition 2.2. Pour tout a ∈ H ⊗ H ′ , pour tout n ∈ N et pour tout i < n on a :
Plus généralement, pour |Σ| > i , on a :
Preuve. Il suffit de prouver le premierénoncé. Nous utilisons la Proposition 1.2, qui donne :
Ceci est bien le résultat souhaité.
Avant de nous attaquer au résultat principal de cette section, il nous faut encore un petit rappel technique sur les coefficients du binôme :
Lemme 2.3. Soient r, s, t ∈ N tels que r < t. On a alors les relations suivantes (où l'on pose C v u := 0 si v > u ) :
Preuve. On peut prouver ce lemme enécrivant le développement en série formelle de
k . En remarquant que, pour t > r, on a
et en identifiant les coefficients correspondantà
X n = X t−r−1 , on obtient :
ce qui prouve (a).
De même, en identifiant les coefficients correspondantà X n , avec n > t − r − 1 , on a :
Voici enfin le résultat principal de cette section :
Preuve. Comme nous devons montrer que R a R −1 appartientà H ⊗ H ′ , nous devons considérer les termes δ n R a R −1 , n ∈ N . Pour cela nous allons réécrire δ {1,...,n} R a R −1 en utilisant la Proposition 2.1 et le fait que∆ et plus généralement∆ {i 1 ,...,i k } , pour k ≤ n, sont des morphismes d'algèbre ; alors :
Nous allons démontrer par récurrence sur i que :
Autrement dit, on verra que tous les termes du développement limitéà l'ordre n − 1 sont nuls, donc δ n R a R −1 = O( n ) , d'où notreénoncé.
Pour i = 0 , on a, pour chaque Σ :
Supposons le résultat (⋆) acquis pour tout i ′ < i .Écrivons les développements -adiques de R Σ et R −1 Σ sous la forme :
Par la proposition précédente, nous avons une approximation de∆ Σ (a)à l'ordre j :
Nous avons alors l'approximation de δ {1,...,n} R a R −1 :
Nous noterons (E) la dernière expression entre parenthèse, et nous montrerons que cette expression est nulle, d'où δ n R a R −1 = O i+1 .
Regardons d'abord les termes correspondantà ℓ + m = 0 , c'est-à-dire j = i . On retrouve alors δ {1,...,n} (a), qui est dans O i+1 par hypothèse. Dans la suite du calcul nous supposerons désormais ℓ + m > 0 . Or, si i appartientà Σ ′′ , dans l'identification (H ⊗ H) ⊗n = H ⊗2n (telle qu'on l'a choisie pour définir R Σ ) l'indice i correspondà la paire (2i − 1, 2i) ; mais alors
, peuvent agir de manière non triviale sur le i-ème facteur de∆ Σ ′ (a) seulement si l'un de 2i − 1 et 2i (ou même les deux) apparaît dans l'écriture explicite de R Σ (dans H ⊗2n ), donc seulement si i ∈ Σ : ainsi Σ ′′ ⊆ Σ . Nous posons alors :
Maintenant consideronsΣ ⊇ Σ . D'après la définition on a RΣ = R Σ + A , où A est une somme de termes qui contiennent des facteurs R 
Σ ′′ ,Σ,Σ ′ (a) ne dépendent pas de Σ ; on peut alorsécrire :
Nous allons ensuite réécrire (E)à l'aide des A (S) Σ ′ ,Σ ′′ (a). Par commodité dans la suite des calculs, on notera δ Σ ′′ ⊆Σ ′ la fonction qui vaut 1 si Σ ′′ ⊆ Σ ′ et 0 sinon.
Nous obtenons alors une nouvelle expression pour δ {1,...,n} R a R −1 ,à savoir
Notons E ′ Σ ′ ,Σ ′′ la nouvelle expression entre parenthèse; autrement dit, pour Σ ′ et Σ ′′ fixées, avec Σ ′ ≤ j , on pose :
(au passage, remarquons que celle-ci est une expression purement combinatoire, qui ne fait guère référenceà∆, R, etc.); nous allons montrer que cette expression est nulle lorsque
En vertu du lemme suivant, ceci suffira pour prouver la proposition 2.4.
Preuve. La première assertion estévidente ; pour montrer la deuxième nousétudions l'action adjointe de R Σ sur H ⊗ H ⊗n .
Premièrement, sur k · I ⊗n l'action de ceséléments donne un terme nul car on retrouve le termeà l'ordre S du développement -adique de R Σ · R −1
On sait que R Σ est un produit de |Σ| 2 termes du type R a,b , avec a, b ∈ 2i − 1, 2j i, j ∈ Σ ; analysons donc ce qui se passe lorsqu'on fait le produit P :
Considérons le facteur R a,b qui apparaît le plusà droite : si a, b ∈ 2j − 1, 2j j ∈ Σ ′ , alors en calculant P on trouve P := R Σ x R a,b ). De même, en avançant de droiteà gauche le long de R Σ on peutécarter tous les facteurs R c,d de ce type,à savoir tels que c, d ∈ 2j − 1, 2j j ∈ Σ ′ . Ainsi le premier facteur dont l'action adjointe est non triviale sera nécessairement du type Rā ,b avec l'un des deux indices appartenantà 2j − 1, 2j j ∈ Σ ′ , soit par exempleā. Notons que le nouvel indiceā ( ∈ {1, 2, . . . , 2n − 1, 2n} ) -qui "marque" un facteur tensoriel dans H ⊗2n -correspondà un nouvel indice jā ( ∈ {1, . . . , n} ) -marquant un facteur tensoriel de H ⊗ H ⊗n . Ainsi pour les facteurs successifs -i.e.à gauche de Rā ,b -il faut répéter la même analyse, mais avec l'ensemble 2j − 1, 2j j ∈ Σ ′ ∪ {jā} à la place 
On pourra alors toujours trouver au moins deux Σ ⊆ {1, . . . , n} tels que |Σ| > j et Σ ′ ∪ Σ ′′ ⊆ Σ , ce qui nous assure qu'il y'aura toujours au moins deux termes dans le comptage qui va suivre (condition qui assurera la nullité de l'expression E 
