Following improvements in deep neural networks, state-of-the-art networks have been proposed for human recognition using point clouds captured by LiDAR. However, the performance of these networks strongly depends on the training data. An issue with collecting training data is labeling. Labeling by humans is necessary to obtain the ground truth label; however, labeling requires huge costs. Therefore, we propose an automatic labeled data generation pipeline, for which we can change any parameters or data generation environments. Our approach uses a human model named Dhaiba and a background of Miraikan and consequently generated realistic artificial data.
I. INTRODUCTION
Deep neural networks have considerably impacted computer vision, robotics applications, among other fields. For example, various types of high-performance deep neural networks for pixel-wise segmentation of RGB images have been proposed [1] - [3] . Following its success in RGB image segmentation, segmentation networks for depth map and point cloud data have also been vigorously researched [4] - [7] . Human segmentation is a very important task in many types of robotics applications. Recently, Light Detection and Ranging (LiDAR) has become a powerful tool for human segmentation and detection. Therefore, in this study, we focus on human segmentation with three-dimensional point cloud data collected by the LiDAR.
Deep neural networks commonly require a considerable amount of manually labeled training data to achieve high performance. Collecting a sufficient amount of labeled data may incur massive costs in terms of both time and money. In this study, we develop a data generation pipeline that reduces the manual labeling cost. The proposed data generation pipeline comprises three steps: 1) background data collection, 2) human model building, and 3) LiDAR data generation with human labels. The data generation pipeline can provide depth maps, point cloud data with xyz coordinates, and ground truth human labels. The generated data already includes the ground truth human labels; therefore, we do not need a manual labeling process. Additionally, the proposed data generation pipeline can produce point cloud data with any size of human and any type of LiDAR by changing several parameters.
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Our goal is to accelerate research of learning-based human segmentation with point cloud data. For that purpose, we have generated a large amount of labeled depth maps (more than 500K maps) with the proposed data generation pipeline. We have trained several segmentation networks with the generated training data. The trained networks have been evaluated with actual data collected by a real LiDAR sensor.
This paper is organized as follows. We quickly review related works in section II. In section III, the entire data generation procedure is explained in detail with a description of each step. Section IV-A contains a brief explanation of segmentation, and three different networks. The specific policy of the training and evaluation methods are described in section IV. A conclusion is provided in section V.
All generated data and labeled real data are presented in following url. Trained network weight and test sample code also included.
http://www.ok.sc.e.titech.ac.jp/res/LHD/
II. RELATED WORK
After the release of the Microsoft Kinect in 2010, several RGB-D datasets were published. RGB-D datasets for human recognition were also provided, such as for the reidentification of a person with RGB-D sensors [8] , BIWI RGBD-ID dataset [9] , and UPCV Gait dataset [10] . As the Kinect cannot measure depths greater than 10 [m], LiDAR sensors were employed to handle depths over 10 [m] . In addition, LiDAR sensors are used in auto driving technology. In this field, the KITTI dataset [11] is widely used by many researchers [12] , [13] . However, KITTI only provided 93K+ depth data without labeling. Collecting labeled depth maps is still challenging. Pixel or point-wise labeling for 3D depth data is usually a challenging task that involves massive cost. Under the circumstances, the video game Grand Theft Auto was deployed to collect data [4] , [14] , [15] . This approach may reduce the cost of data construction, but there are still limitations. Grand Theft Auto is not designed for research purposes; therefore, we cannot control specific properties of the circumstances of the simulation, such as human body type and model deployment location.
To deal with these problems, we constructed a data generation pipeline. This allows us to change any parameters and environments when generating depth maps. Furthermore, the proposed generator makes human labels in the process, thereby incorporating the human task into the computation cost. As a result, we can generate data continuously if there are enough computational resources. 
III. PROPOSED DATA GENERATION PIPELINE

A. Overview
One of the main contributions of this paper is the automatic generation of labeled depth map without involving manual label. The labeled depth map generation comprises three steps: 1) background data collection, 2) human model building, and 3) depth map synthesis with automatic labeling. The background depth maps without human were collected in advance. We collected 2,363 background depth maps at the 3rd floor of Miraikan, a science museum in Tokyo [16] , using a velodyne HDL-32E LiDAR sensor [17] . Precise and realistic 3D human models were synthesized based on a digital human model called Dhaiba. The depth maps were generated by composing the collected background depth map and the 3D human model. Label data can be obtained because we know where the 3D human models are. This means that we can generate labeled depth maps automatically without manual input. This is one of advantages of the proposed approach. The details are described in the following subsections, and an overview of the pipeline is illustrated in Fig. 1 .
B. Human model building
One of the key components of the proposed data generation pipeline is the precise 3D human model. We employed a digital human model, called "Dhaiba", of DhibaWorks [18] to build precise 3D human models. The Dhaiba is a human body function model, and DhaibaWorks is a platform for producing digital human models based on Dhaiba. DhaibaWorks supports editing and visualizing basic models such as 3D meshes and skeletal structures, including human models with motion [19] . Using DhaibaWorks, we can easily generate a specific human model by setting the human parameters such as height, weight, and action status [20] .
We assumed that the human model is walking during the depth map generation. Walking motion data is required to build an artificial walking human model. One period of walking data was collected using a motion capture system [21] . The walking motion data has 230 frames for a single walking motion. Then, it is easy to build artificial walking human mesh models for depth map generation. Details including motion capture system are described in Kobayashi's work [21] .
In this study, we take fifteen typical combinations of height and weight as summarized in Table I . We believe that these combinations cover a variety of scenarios. Now, we have 230 frames of walking motion data and fifteen combinations of height and weight. As such, a total of 3,450 different types of walking models can be generated. Figure 2 shows an example of built human models. 
C. LiDAR data generation with human labels
In the LiDAR data generation step, the depth map of the built human model is first synthesized. Thereafter, the synthesized depth map of the human model and the randomly picked background depth map are combined to generate the training depth map for human segmentation.
To synthesize the human model depth map, we virtually position the LiDAR sensor at (0, 0, z s ), where z s is the same height as the height of the sensor for background collection. We assumed that the LiDAR sensor was installed horizontally. Then, the human model depth map was synthesized for the given human model, virtually inserting the human model at (x s , y s , 0), where (x s , y s ) is a randomly sampled position. The human model direction was randomly sampled. Once the geometrical positions of the LiDAR sensor and the human model were provided, the associated depth map can easily be synthesized.
After synthesizing the human model depth map, it is simply combined with the background depth map by pixel-wise minimum depth selection. In this step, human model farther than background is deleted by minimum depth selection. The depth map taken by the LiDAR sensor usually includes holes or missing pixels whose depth could not be measured. We leave these holes as they are for the synthesis process because these types of holes are equally obtainable in the real sensing process. In addition, the human labeling task can be simultaneously performed because we know which pixels correspond to the human model depth map.
The parameters in the LiDAR data generation are summarized in Table II . Figure 3 shows an example of the generated and real point cloud data. The point cloud data is converted from the depth map. 
D. Provision of generated data
We generated 500K+ depth data generated by proposed pipeline. They contain depth, xyz coordinates, and human label in HDF5 format. We also provide specific information for each of 500K+ depth data in the shape of an xml file. Xml files contain a human number in the depth scene, location, weight, and height of each Dhaiba. The proposed pipeline allows us to control various properties easily. We also generated the 10K dataset described in section IV-C.2, 1K dataset for each property of the Dhiba described in section IV-C.3, 1K dataset for different backgrounds described in section IV-C.4, and 0.1K manually labeled real data.
IV. EVALUATION
We used 47K generated data for training and 0.1K real data with manual labeling for validation and estimation. A total of 24101 human models were deployed in the 47K generated data. The model ratio with respect to distance was 74.45% between 0 to 5m, 14.78% between 5 to 10m, 4.726% between 10 to 15m, 3.301% between 15 to 20m, and 2.734% between 20 to 25m. Far models can easily be occluded if one human model is placed in close proximity to the LiDAR. This could be one reason the model ratio with respect to distance between 0 and 5 [m] is up to 74.45%.
In this section, four different networks are described in section IV-A, and the training method shown in IV-B. Section IV-C contains IV-C.1: the effect of train data number, IV-C.2: the effectiveness of precision of the human model, IV-C.3: a validation of different combinations of height and weight, IV-C.4 . Then, the result of four networks for generated and real data is shown in IV-D.
A. Segmentation neural networks
Semantic segmentation has been researched with various approaches for applications. The wide range of its application includes scene understanding, depth analysis, and autonomous driving. Semantic pixel-wise labeling has been gaining considerable interest due to improvements in deep learning [2] , [22] - [24] . Four different networks were selected in this paper to evaluate the effectiveness of segmentation networks in the generated human depth maps. [1] . Classification networks usually use fully connected layers in the end of the network to compute class scores. On the contrary, FCN changed the fully connected layer to a convolutional layer, and the output of the network also changed from a predicted score to a heatmap. Thus, the classification network can easily be changed to a segmentation network using the concept of FCN.
2) U-net: U-net was proposed by Ronneberger [23] .The U-net architecture includes path contracting for capturing context and a symmetric expanding path. These paths allow the network to enable precise localization. This network won the ISBI cell tracking challenge in 2015 by a large margin, and the authors suggested that U-net could be trained endto-end from limited data with high performance.
3) Fully convolutional DenseNets: Fully convolutional DenseNets were proposed by Jégou [25] . They were inspired by Densely Connected Convolutional Networks (DenseNets) [26] . DenseNets show good performance in image classification, and the concept of DenseNets is based on the observation that if each layer is directly connected to every other layer in a feedforward manner, then the network will be more accurate and easier to train. Jégou proposed an extension to the concept of DenseNets to handle the problem of semantic segmentation. In this paper, we refer to this network as FCDN. 4) Pointnet: Pointnet was proposed by Charles [5] . Pointnet is designed for handling unordered point sets in 3D and is not affected by rotation or translation. In addition, by adapting a transform network into Pointnet, it accomplished gaining interactions among points and capturing local structures from neighbor points. Pointnet has two versions; classification and segmentation. The architectures of both versions show differences in the latter half. In this paper, we employed Pointnet as a segmentation network.
B. Training policy
We trained all networks with 500 epochs. In each epoch, we randomly picked 500 scenes from 47K datasets. We set a different batch size, chosen experimentally, for each network; 25 for FCN, 10 for U-net, 16 for PointNet, and 5 for FCDN. We then coordinated the step for epoch as batchsize × stepf orepoch = 500, except for PointNet. As PointNet takes a one-dimensional vector, we divided one scene into 16 vectors. Therefore, PointNet also trained with 500 scenes in one epoch, with a batch size of 16. We also employed Adam [27] with learning rate = 0.001 and decay = 0.001 for the optimizer and categorical cross-entropy for the objective function.
From the Table II , the size of the input image is 32×1024. Therefore, we revised the Fully Convolutional Network, Unet, and FCDN algorithms in pooling layers. As the height of the input image is only 32, we only pooled input data in the width direction. For Pointnet, input images were divided vertically into 16 pieces of images and dealt with 2048 pixels as points for input data. For FCDN, we also revised the pooling layer to a width-pooling layer, the number of layers per dense block to 3, and the growth rate to 8.
C. Generated LiDAR data evaluation
We analyzed the effectiveness of the produced data and verified them using various approaches. In this section, Avg. Acc denotes average of background accuracy and human accuracy. In addition, Avg. Acc, Precision, Recall, and Threat score [28] were calculated as positive as human. In addition, we used that the real data described in table III to compare and evaluate performances.
1) Effect of training data number: In general, the performance of the learning-based approach can be improved by increasing the volume of the training data, especially in the field of deep neural networks. However, in practice, it is Figure 4 shows the evaluation results. We can see that the average accuracy, recall, and threat score were improved by increasing the volume of the training data. However, precision shows a different tendency. In case of training with 0.1K data, the network could only be regarded as human when it has high confidence. Therefore, the average accuracy, recall, and threat score of the training 0.1K data were lower than those of any other cases but the precision was greater than 0.7. The network trained with 47K data shows higher performance than other cases in average accuracy, recall, and threat score, except for precision. Figure 5 shows examples of the prediction for real data. From figure 5-(c) to figure 5-(f), it can be seen that increasing the number of the training data elevates the true positive number. Even the false positive rises as well, undetection of humans (false negative) is much more crucial than misdetection (false positive) in auto driving. Then, the increase in the recall with average accuracy and threat score can be considered entire improvements. In addition, the threat score denotes the intersection over union (IoU) in this experiment because there were only two labels. As a result, the increasing tendency of the threat score with respect to the number of training data represents improvement in the IoU. Following these reasons, we can conclude that a large volume of data helps to improve performance.
2) Effectiveness of precision of human model: We have proposed depth map generation based on a precise 3D human model. Here, we experimentally validate the effectiveness of the precise 3D human model. In the proposed pipeline, we assume that humans heights and weights are 15 different combinations and that the human is walking. Then, we build the precise 3D human model. For comparison, we built a human model assuming that the human height and weight was only 1600 mm-60 kg and that the human was standing toward the LiDAR, as shown in Fig. 2-(a) . We call this human model the standing model. We generated 10K datasets with the human walking model of the proposed generation pipeline and with the standing model for comparison. Then, the FCN networks were trained with two training datasets. The two trained networks were evaluated using the manually labeled real data. Table IV shows the evaluation results.
The comparison experimentally demonstrates that the precise human model improves the performance of the network.
3) Validation of different combinations of height and weight:
We assumed 15 combinations of human heights and weights, as summarized in Table I . However, real human heights and weights were not a discrete 15 combinations. In this section, we test the FCN network with validation data with combinations of height and weight not used in the training. We picked combinations of 1000 mm-12 kg, 1500 mm-50 kg, and 2000 mm-80 kg for validation. The metrics used for the validation data are summarized in Table  V , where we used the FCN network for validation. We also picked combinations of 1400 mm-20 kg, 1600 mm-50 kg, and 1700 mm-80 kg for comparison from We collected the background data in advance. Here, we experimentally evaluated the effect of the background in the training. For that purpose, we collected outdoor background scenes, while the target scene is the inside of the building. Then, we generated the training data with the proposed pipeline for the outdoor background scene. After we trained the FCN networks with the training data for outdoor background scenes and Miraikan background scenes, the trained networks were evaluated with real depth maps taken at Miraikan. The evaluation results are summarized in Table VI . If the training background scenes were different from the target background, the performance of the network would be degraded, as expected. Therefore, our future works will include the collecting of various types of background data.
D. Benchmarking existing networks
We evaluated four different types of networks learning with the training data generated by the proposed pipeline. For the FCN, U-net, and FCDN networks, we prepared three different types of input: the depth data only, the xyz data only, and the depth-and-xyz data. We used the xyz data for the input of the Pointnet due to the network structure of the Pointnet. The manually labeled 0.1K real data and the 1K test data generated by the proposed pipeline were used for the evaluation. Note that the training data does not include the test data. Table VII shows the evaluation results. From these comparisons, the FCN network with the depth information generally resulted in high performance, except for recall in the real data, precision, and recall in the generated data. In terms of recall, the FCDN network with depth-and-xyz information was the best. It could be observed that if a network shows any metric over 0.5 except precision in the test data generated by the proposed pipeline, that network also shows a value over 0.5 for that metric with the real data. Similarly, if the metric except precision for the generated test data is less than 0.5, the metric for the real data is also less than 0.5. We can say that evaluation with the generated test data helps predict the effectiveness for the real data. An example of prediction with FCN trained by depth and xyz coordinates is illustrated in Figure 6 .
V. CONCLUSION
In this paper, we proposed a fully automated data generation pipeline for human detection using LiDAR. With this process, we can easily generate labeled data with any properties for LiDAR. Several approaches were taken to evaluate the generated data and compare the approaches. Following the result, we concluded that our generated data improve training for human detection. We presented 0.1K labeled real datasets and 500K+ generated datasets with human labels. We hope this dataset will support studies in many fields of robotics and computer vision.
We have considered three points for improving our work. The first point is in relation to the human model; although we used a confirmed method to produce the human model, it is not entirely representative of the real world. Then, we will try to consider clothes, backpacks, and other conditions for accurate simulations. The second point regards the background. Only data from Miraikan was used in the current investigation; in the future, we will employ other backgrounds for diversity of data generation. The third point is with regard to a balanced human ratio. Owing to occlusion, the current model ratio is unbalanced with respect to the distance. Filtering by distance or collecting data to balance the ratio may solve this problem.
