Abstract. We consider weak convergence of empirical measures generated by stationary random process X perturbed by deterministic noise N . We assume that the noise N has asymptotic distribution. In particular, we demonstrate that if the process X is ergodic, or satisfies some mixing assumptions, then the influence of deterministic noise N on X is the same as it would be if N were stochastic. Such results are of importance when investigating fluctuations and convex rearrangements of stochastic processes.
Introduction
In many practical and theoretical problems, we encounter stochastic processes of the form X + N := {X i + ν i , i ≥ 1}, where X = {X i , i ≥ 1} is a stationary stochastic process of interest and N = {ν i , i ≥ 1} is some "noise". Depending on the problem, the noise N can be either random or deterministic. We shall now discuss the two situations in detail.
It is usually assumed in the literature that the noise N is independent of X and is in the form of a sequence of independent and identically distributed random variables. (In this case, N is sometimes called white noise.) Then, for example, assuming that the stochastic process X is ergodic, one proves that, almost surely, the sequence {Q n , n ≥ 1} of (random) empirical measures defined by the formula
B ∈ B(R),
converges weakly to the convolution L ν1 * L X1 ; we used L ν1 and L X1 to denote the marginal probability laws of X and N , respectively, and B(R) to denote the Borel σ-algebra on the real line R. The goal of this paper is to demonstrate that the aforementioned statement Q n ⇒ L ν1 * L X1 also remains valid in the case when the noise N is deterministic, that is, when N = A, where A := {a i , i ≥ 1} is a deterministic sequence with some asymptotic law L A at +∞. As we shall see in Section 2, the limiting measure in this situation remains the same as in the case of random noise; we only have to replace L ν1 by L A . That is, we shall show in Section 2 that when the noise is deterministic, then Q n ⇒ L A * L X1 either almost surely or in probability, depending on the assumptions.
We conclude the section with an interesting observation that immediately follows from the discussion above. Namely, suppose that the deterministic noise {a i , i ≥ 1} has the same asymptotic distribution as the marginal distribution of the random white noise {ν i , i ≥ 1}, the latter being independent of {X i , i ≥ 1}. Then these two -deterministic and random -"noises" {a i , i ≥ 1} and {ν i , i ≥ 1} cannot be statistically distinguished. This suggests, for example, that when conducting simulation studies we may choose to work with deterministic sequences having appropriate asymptotic distributions, instead of using random number generators.
Main result
Let A := {a i , i ≥ 1} be a deterministic sequence such that for a probability measure L A on B(R) the statement
holds, where δ {z} (B) = 1 if z ∈ B and 0 if z / ∈ B. Furthermore, let {X i , i ≥ 1} be a stationary ergodic sequence. Denote the probability law of
Our goal in this section is to prove weak convergence of the random measures Q n , n ≥ 1, defined by the formula
as well as to determine the limiting measure Q. (Note that the measures Q n , n ≥ 1, defined above are generalizations of those discussed in Section 1.) Specifically, our goal is to present assumptions under which the two statements Q n ⇒ P Q and Q n ⇒ a.s Q hold. For the completeness of presentation we note that the latter two statements can be understood as follows. 
holds in probability. Then If we take any function h : R × R → R which is continuous almost everywhere with respect to the measure L A × L X1 , then from Theorem 2.1 we immediately obtain that the empirical measures generated by the sequence {h(a i , X i ), i ≥ 1} converge weakly to the probability law of h(Y, X 1 ), where Y is a random variable independent of X 1 and having the probability law L Y = L A . The latter statement, in turn, implies that we have n
either in probability or almost surely depending on whether assumption (2.2) is satisfied in probability or almost surely. Such results are of importance, for example, in econometrics, time series analysis, and stochastic processes. For more details and further references on applications, we refer, for example, to Bell and Hillmer [1] , and Davydov and Zitikis [2] , [3] .
Notes on assumption (2.2) and its verification
In this section, we discuss a number of sufficient conditions that assure the validity of (2.2) either almost surely or in probability. In particular, in Notes 3.1-3.7 we present sufficient conditions under which (2.2), and thus (2.3), holds almost surely. In Note 3.8 we give a sufficient condition under which (2.2), and thus (2.3), holds in probability. The conditions we use below are based on some standard and well-known notions such as mixing and weak mixing. Where appropriate, we give precise definitions of those notions in order to avoid possible confusion. For further details on the subject, we refer, for example, to Halmos [4] and Ibragimov and Linnik [5] .
Note 3.1. Let {X i } be a stationary and ergodic sequence. Assume that the deterministic sequence {a i } is almost constant, that is, there exist two numbers µ ∈ R and γ > 0 such that
We note in passing that when γ = 1, then (3.1) means strong Cesàro convergence of the sequence {a i } to µ.
Statement 3.2. Under the assumptions above, (2.2) holds almost surely.
Proof. We first verify that assumption (3.1) implies n
|φ(a i ) − φ(µ)| → 0 for any function φ : R → R specified in the formulation of Theorem 2.1. Furthermore, since the function ψ in (2.2) is bounded, and since the sequence {X i } is ergodic, we have that the sequence n −1 n i=1 ψ(X i ) converges almost surely to E(ψ(X 1 )), which is 0. In view of these observations, we immediately conclude that assumption (2.2) holds almost surely. Note 3.3. Let the sequence {X i } be stationary and weakly mixing. (The latter assumption is stronger than ergodicity.) We recall (cf. p. 38 of Halmos [4] ) that X is weakly mixing if for any Z such that E(Z 2 ) < ∞ and for any f such that E(f (X 1 )
2 ) < ∞, we have
Furthermore, assume that {a i } is an almost periodic sequence, that is, for any > 0 there exists a periodic sequence {a Proof. Assume for the time being that, for any > 0, assumption (2.2) holds almost surely for the periodic sequence {a
More specifically, let the assumption hold on a subset Ω ( ) ⊆ Ω of probability one. Assuming without loss of generality that > 0 takes only countable values, we obtain that the statement
holds on the set Ω 0 := Ω ( ) for any > 0 from the set of countable values. Note that Ω 0 does not depend on > 0 and is of probability one. Before proceeding further, let c ( ) (φ) denote the supremum of |φ(x) − φ(y)| over all x, y ∈ R such that |x − y| ≤ . The straightforward inequalities lim sup
where Ω e is a subset of Ω on which n −1 n i=1 |ψ(X i )| converge to E(|ψ(X 1 )|). Since {X i } is ergodic, the set Ω e is of probability one. Thus, the set Ω 0 ∩ Ω e is of probability one as well. Now we note that since φ is uniformly continuous, the constant c ( ) (φ) converges to 0 when → 0. Thus, the right-hand side of (3.5) also converges to 0 when → 0. Since the left-hand side of (3.5) does not depend on , we conclude the proof of Statement 3.4 under the assumption imposed at the beginning of this paragraph. We shall now verify that assumption.
Fix any > 0. We want to demonstrate that (3.4) holds on a subset Ω ( ) ⊆ Ω of probability one. To simplify the notations, we drop the superscript ( ) and continue working with the notation {a i } instead of a ( ) i . Since {a i } is periodic, there exists p ∈ N such that a i = a i+p for any i ≥ 1. With n = mp, we continue the proof of (3.4) as follows:
We see from the equations above that if, for any i = 1, . . . , p, the statement
holds on a subset Ω i ⊆ Ω of probability one, then the whole right-hand side of (3.6) converges to 0 on the set p i=1 Ω i of probability one. This would conclude the proof of Statement 3.4. We therefore need to verify (3.7) .
We shall now demonstrate that, for any i = 1, . . . , p, the validity of statement (3.7) follows from the assumption of weak mixing. To see this, we conveniently rewrite (3.2) in the following form: n .7), and of Statement 3.4 as well.
Note 3.5. Let {a i } be any deterministic sequence satisfying the assumptions of the first paragraph of Section 2. Assume that the process X = {X i } is strongly mixing. For the definition of strong mixing and related results, we refer, for example, to pp. 305-314 of Ibragimov and Linnik [5] . Denote the coefficient of strong mixing by α k . Furthermore, denote the inverse (i.e. quantile) of the function x → P (|X 1 | > x) by K, and assume that (3.8) (7) from Theorem 2 of Rio [6] , we obtain the second bound below
whereas the first bound above is trivial. Choosing, for example, = n −1/8 , we obtain that the right-hand side of (3.9) is of order O(n −3/2 ). An application of the Borel-Cantelli lemma completes the proof of Statement 3.6.
Note 3.7. The strong mixing assumption discussed in Note 3.5 can be replaced by any other assumption on the sequence X = {X i } that assures the validity of the Marcinkiewicz-Zygmund or Rosenthal inequalities. For example, we may consider stationary sequences X = {X i } of associated random variables and use bounds of Shao and Yu [7] , instead of Rio [6] . Note 3.8. Let {a i } be any deterministic sequence satisfying the assumptions of the first paragraph of Section 2. Assume that the process X = {X i } is mixing. We recall (cf. p. 37 of Halmos [4] ) that X is mixing if for any Z such that E(Z 2 ) < ∞ and for any f such that E(f (X 1 )
2 ) < ∞, we have the following convergence:
Statement 3.9. Under the assumptions above, (2.2) holds in probability.
Proof. For any function ψ satisfying the conditions spelled out in Theorem 2.1, we conclude from (3.10) that r ψ (k) := E(ψ(X 1+k )ψ(X 1 )) converges to 0 when k → ∞. In view of this, and since the sequence {φ(a i )} is bounded irrespectively of {a i }, we obtain that
Using the Chebyshev inequality, we conclude from (3.11) that (2.2) holds in probability.
Proof of Theorem 2.1
We shall first prove part 2) (concerning convergence almost surely) and then prove part 1) (concerning convergence in probability). The reason for such an arrangement of the proof of Theorem 2.1 is that we find it easier to prove convergence in probability using the following well-known fact:
A sequence {ξ i } of random variables converges to ξ in probability if and only if for any subsequence {n } ⊆ {n} we can find a further subsequence {n } ⊆ {n } such that ξ n converges to ξ almost surely.
Therefore, following this route, we first prove convergence almost surely and then, almost automatically, convergence in probability.
Proof of part 2).
We want to find a set Ω 0 ⊆ Ω such that P{Ω 0 } = 1 and such that, for any ω ∈ Ω 0 ,
for any continuous function h : R 2 → R with compact support, where we used the notation
The above-used class of functions h can certainly be restricted to finite linear combinations of functions of the form h l = φ l ψ l , where the sets {φ i } and {ψ i } are countable collections of continuous functions φ l , ψ l : R → R with compact supports. For example, in both cases we may choose to work with the same set of all trapezoidal functions having rational numbers as their base end-points. In this way, we reduce the proof of statement (4.1) to proving
That is, our goal now is to find a set Ω 0 ⊆ Ω such that P{Ω 0 } = 1 and such that, for all functions φ l and ψ l specified above, statement (4.2) holds whenever ω ∈ Ω 0 .
To this end, we proceed with the following equalities:
Obviously, the third summand C in (4.3) equals
Thus, in order to complete the second part of Theorem 2.1 we need to prove that A n and B n converge to 0. In view of assumption (2.1), the quantity B n converges to 0. As for the random variable A n , we want to demonstrate that there exists a set Ω 0 ⊆ Ω such that P{Ω 0 } = 1 and such that, for all functions φ l and ψ l as specified above, the statement
holds whenever ω ∈ Ω 0 , where we used the notation ψ * l (x) := ψ l (x) − E(ψ l (X 1 )). (Note that E(ψ * l (X 1 )) = 0.) We define the desired set Ω 0 as follows. For any pair (φ l , ψ l ), we construct a set Ω l ⊆ Ω such that P{Ω l } = 1 and such that statement (4.4) holds for all ω ∈ Ω l . Taking Ω 0 := l∈N Ω l , we obtain the desired Ω 0 . This finishes the proof of part 2) of Theorem 2.1.
Proof of part 1).
Obviously, for any subsequence {n } and for each pair (φ l , ψ l ) we can find a further subsequence {n (l)} ⊆ {n } such that (2.3) holds. The problem with this is that the just-obtained subsequence {n (l)} depends on l, whereas we want to have a subsequence {n } that would be independent of the value of l ∈ N. The latter goal, however, can easily be achieved by employing the classical diagonalization process. Thus, we can now claim that there exist a sequence {n } and a subset Ω 0 ⊂ Ω having probability one such that, for all l ∈ N,
for all ω ∈ Ω 0 . Applying the already-proved second part of Theorem 2.1, we obtain from (4.5) that Q n ⇒ a.s. Q. This finishes the proof of part 1). The proof of the entire Theorem 2.1 is also complete.
