Abstract Remarkable efforts are made to develop the job shop scheduling problem up to now. As a novel generalization, the stage shop can be defined as an environment, in which each job is composed of some stages and each stage may include one operation or more. A stage can be defined a subset of operations of a job, such that these operations can be done in any arbitrary relative order while the stages should be processed in a predetermined order. In other words, the operations of a stage cannot be initiated until all operations of the prior stage are completed. In this paper, an innovative lower bound based on solving the preemptive open shop (using a linear programming model in polynomial time) is devised for the makespan in a stage shop problem. In addition, three metaheuristics, including firefly, harmony search and water wave optimization algorithms are applied to the problem. The results of the algorithms are compared with each other, the proposed lower bound, and a commercial solver.
Introduction
One of the important factors that affect the performance of manufacturing systems is their scheduling approach [1] . In particular, the job shop scheduling problem has many various applications, even out of the manufacturing environments (e.g., see [2] for train scheduling). However, in practice, job shop assumptions are restrictive and cannot be applied in many cases. Therefore, researchers presented several extensions for the job shop scheduling problem.
For instance, a mixture of job shop and open shop is defined as mixed shop which is known as an NP-hard problem in its general form. In this problem, the set of jobs is partitioned into two separate subsets: one subset of the job shop type and one subset of the open shop type. Shakhlevich, Sotskov [3] discussed the complexity of the mixed shop problems with several performance measures and illuminated the border between the NP-hard and polynomially solvable problems. Moreover, there exist several other extensions of the job shop problem. Ramudhin and Marier [4] defined a problem entitled ''shops with a partial ordering of operations pertaining to each job or machine'' which is solved by an extension of the shifting bottleneck method. Besides, Kis [5] proposed a generalization of the job shop scheduling problem where the routing of each job is a collection of alternative subgraphs which constitute a directed acyclic graph. In this configuration, some operations are included in a subgraph, which determines their order of processing. Özgüven, Özbakır [6] presented a mathematical programming model for flexible job shop scheduling problems with process plan flexibility, along with its computational results on hypothetically generated test problems. Nasiri and Kianfar [7] solved the partial job shop scheduling problem using hybrid scatter search. In another research, Nasiri and Kianfar [8] combined the genetic algorithm and tabu search to solve a new generalization of the mixed shop problem. In Dugarzhapov and Kononov [9] , they studied a mixed-shop problem with preemptions and at most two unit operations per job and presented a new exact polynomial-time algorithm for solving this problem. Doh, Yu [10] suggested a practical priority scheduling approach. In this approach, a combination of operation/machine selection and job sequencing rules is used to concurrently decide about the routing and scheduling of jobs. Nasiri [11] proposed a modified artificial bee colony (ABC) algorithm to solve the stage shop scheduling problem and compared the results with the basic ABC and a new algorithm called evolution strategy with covariance matrix adaptation (CMA-ES). Inspiring from a real industrial case, another extension of the mixed shop problem called the hybrid stage shop was proposed by Rossi, Soldani [12] . Jin, Tang [13] developed several novel mixed integer linear programming models for the scheduling of a job shop flexible manufacturing system. They considered the integration of process planning and scheduling to efficiently utilize the manufacturing resources. In another research, Gao, Suganthan [14] worked on a flexible job shop scheduling problem with the aims of minimizing the weighted combination of two minimization criteria namely, the maximum of the completion time (Makespan) and the mean of earliness and tardiness. In order to solve the problem, they developed a discrete harmony search algorithm. Bożek and Werner [15] suggested models and optimization approaches for a flexible job shop scheduling problem with lot streaming and lot sizing of the variable sublots. Zubaran and Ritt [16] presented a heuristic for the partial shop scheduling problem. They solved various problem sets, and shown that their method is effective.
For an optimization problem with Min (Max) objective function, a lower bound (an upper bound) can be required in order to be compared with the results of an approximation algorithm. Obtaining this bound helps us estimate the gap between an arbitrary solution and the optimal solution of a problem. In this paper, a new lower bound for the stage shop scheduling problem is computed using a novel method, in which several open shop problems are solved. In addition, the water wave optimization algorithm is applied to a scheduling problem for the first time and compared with firefly and harmony search algorithms using a new statistical approach.
The remainder of the paper is organized as follows. In Section 2, the stage shop scheduling problem is introduced as well as its formulation and notations. Section 3 describes the new method for the computation of the lower bound. In Section 4, three proposed stochastic search algorithms are clarified. The computational results are given in Section 5. Finally, Section 6 concludes the paper.
Problem definition and notations
In a stage shop, each job consists of several stages comprising operations, the relative order of which is under control of the decision maker. If all operations of a job constitute one stage, the job can be considered as an open shop one. The execution order of the stages of a job is predetermined just the same as the operations of a job in a job shop. Consequently, if each stage of a job consists of merely one operation, it resembles a job shop job.
Consider a set of jobs    From time zero on, all machines and all jobs are accessible.  None of the jobs visits a particular machine more than once; in other words, recirculation is not allowed.
 There is no precedence relation between the operations of different jobs.  Transportation times between machines are negligible.  Only one job can be in execution on a machine at any instant of time.  There is an infinite buffer capacity between any two machines. The criterion which should be optimized in this paper, is makespan ( max C ). For the mathematical model and more motivation about the stage shop problem, the reader is referred to Nasiri and Kianfar [8] .
The new lower bound
Inspired by the lower bound of Carlier [17] for the JSSP, a simple lower bound for the makespan of the stage shop problem is presented by Nasiri and Kianfar [8] . Their lower bound and the required notations for comprehending the new lower bound calculation are presented in Appendix A.
Similarities between the stage shop and open shop scheduling problems can be helpful in introducing a new lower bound for the makespan criterion of the stage shop problem. In the next subsection, the open shop problem that is required for finding the new lower bound is defined first, and then the relation between the objective function of the open shop problem and the new lower bound will be revealed.
The definition of the open shop problem
In a stage shop problem, consider the operations that should be processed on machine i , and denote them by i I . As can be seen in the assumptions of the stage shop (recirculation prohibition), at most one operation from each job is supposed to be processed on a particular machine. If the operation that should be processed by machine i is in stage k of job j , then ordered pair   , jk is added to i K . In other words: 
The application of preemptive open shop
The optimal objective function of problem , The gap between the 1 LB and 2 LB may be much greater than one. Therefore, a procedure based on Newton method is developed to find the new lower bound more quickly. The pseudo code of this procedure is explained in Algorithm 1.
Three stochastic search methods

Encoding and decoding
The schedule representation is a depiction of a relative priority rule determining the job or activity that is selected next during the scheduling process [21] . A solution encoding in the stage shop problem should determine the operations' sequence of each job at each stage and machine. Furthermore, a random key representation is utilized to encode the solution. To extract the solution from the proposed solution encoding, the largest position value (LPV) rule is employed. To better clarify the encoding scheme and the decoding technique (LPV rule), we designed an example of the stage shop problem with 2 jobs, 5 machines, and 10 operations. The detailed information about the instance is illustrated by Fig. 1 For instance, in the first stage of job 1, Fig. 2 (a) shows that operation 1 is processed before operation 2 because the random key of operation 1 is greater than that of operation 2 (1.45 versus 0.78). Therefore, 1  2 is selected as the preferred process plan for job 1 at the first stage. Moreover, since operation 8 has a greater random key than operation 1 (1.64 versus 1.45), it will precede operation 1 in processing on machine 3 (see Fig. 3 ).
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The harmony search algorithm
Harmony search (HS) is a metaheuristic algorithm which imitates the music improvisation process to develop a strong optimization strategy [22, 23] . In the music improvisation process, musicians improvise the instruments' pitches to find a perfect state of harmony. In the HS algorithm, each solution is called a ''harmony'', which is represented by a D -dimensional real vector. The general steps of the HS algorithm are as follows.
 Initialize the problem and HS parameters: The aim of this step is to specify the parameters of the HS algorithm, including the harmony memory size (HMS), harmony memory considering rate (HMCR), pitch adjusting rate (PAR) and the number of improvisations (NI).
 Initialize the harmony memory: In this step, the initial harmony memory is generated using a uniform distribution as Eq. (4.1). 
 Update harmony memory (HM): If the fitness of the generated harmony vector is better than that of the worst harmony, then the worst harmony in the HM should be replaced by the generated harmony
 Check the stopping criterion: The maximum number of improvisations is the criterion to stop the HS algorithm [24] [25] [26] . The pseudo code of the HS algorithm is described as Algorithm 2. 
The firefly algorithm
The firefly (FF) algorithm is a novel algorithm inspired by the social behavior of fireflies. This algorithm is based on the flashing characteristics of fireflies and introduced by Yang [27] . Attracting other fireflies is the main role of a firefly's flash.
Three main rules of the FF algorithm are explained as follows: (1) All fireflies are unisex: The flashing behavior is usually used to send signals to opposite sex. However, any fireflies can attract the other fireflies in this algorithm. ( 2) The brightness of a firefly determines its attractiveness: The less bright firefly will be attracted by the brighter one as the apparent brightness of a firefly is proportional to its distance from the other firefly. If both have the same brightness, they will move randomly. (3) The brightness of a firefly is equivalent to the value of the objective function. In minimization problems, the brightness of a firefly is reversely in proportion to the value of the objective function. In a maximization problem, the brightness of a firefly is directly in proportion to the value of the objective function. Important issues about the FF algorithm are given as follows.
 Initialization: The initial positions of agents in the search space are determined randomly as: 
Water wave optimization algorithm
Water wave optimization (WWO) is an innovative meta-heuristic algorithm, inspired by the shallow water wave theory, to solve global optimization problems Zheng [31] . In WWO algorithm, each solution can be considered as a "wave" with a height h and a length λ. Furthermore, the search space is similar to the seabed area and the solution fitness can be calculated according to its seabed depth (i.e., the shorter the distance to the still water level, the higher the fitness value). In order to solve a maximization problem with objective function f, this algorithm firstly initializes a set of waves (h= h max , λ =0.5). Afterward, three operators namely propagation, refraction and breaking, are used during the problem-solving process.
 Propagation: In this operator, at each generation, wave X propagates just one time to generate a new wave  X by changing the dimension of the original wave X as:
where rand ( After the propagation and generating the new wave  X , the fitness of which will be calculated and compared with the original wave X . If the fitness of the offspring wave  X is higher than the original wave X , i.e. f(X′ ) >f(X), the wave  X will be the substitute for wave X and its height is reset to h max ; otherwise, original wave X will be remained while its height will be reduced to one. As seen in Fig. 4 , the waves in deep water have wavelengths longer than the ones in the shallow water. However, the waves in shallow water have longer heights than the ones in the deep water. Moving a wave from the deep water (with low fitness value) toward the shallow water (with high fitness value) will decrease its wavelength. WWO algorithm mimics such phenomena to determine the wavelength of each wave X after each generation as:
where the maximum and minimum fitness values in the current population are represented by f max and f min , respectively. Also, α denotes the length reduction coefficient of the wave, and ε is a small positive constant to prevent zero-division-error.
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 Breaking: This operator is used to conduct a local search around the current best wave. If the fitness value of a new wave X is higher than the current best wave, it will be broken into a set of solitary waves through breaking operator. In detail, this operator first selects k dimensions randomly (where k is a random number chosen between 1 and an algorithm parameter k max ) and then generates a solitary wave X′ by shifting from its original position at each selected dimension d as:
where  is the breaking coefficient. Experimentally, It is recommended by Zheng [31] to set k as min (12, n/2) in which n is the dimension of the problem. If there is not any wave among solitary waves whose fitness value is higher than that of wave X, we maintain wave X.
Refraction:
The refraction operator moves only the motionless waves (whose heights are diminished to zero) to new positions. The position after the refraction can be calculated by Eq. (4.9). That is, a new wave X′ is generated according to the position of both the original wave X and the best wave X best at each dimension d.
where norm(μ,σ) denotes a normal random number with a mean of μ and a standard deviation of σ. After each refraction operation, the wave height of X′ is reinitialized to h max , and its wavelength can be calculated by:
As in Zheng [31], the pseudo-code of the WWO algorithm is described as Algorithm 4.
Computational results
All the experiments of this research were implemented in Visual C++ 2010 and performed on a laptop with 2.5 GHz CPU (Core i5-3210M).
The problem instances
The problem instances (which are called ATA01-50) used in this paper are exactly 50 instances from Nasiri and Kianfar [8] . These problems are based on the well-known Taillard's benchmarks (which are available at his website [32]) for the job shop scheduling [33] and all processing times and their respective machines are the same. The only data generated by Nasiri and Kianfar [8] are the structures of the stages which are available in Suppementry material, Appendix C. To know more about the way of building the structure, please refer to Nasiri and Kianfar [8] .
Lower bounds for the stage shop problem instances
The only parameter to be set is step which is set to 30. Table 1 
Parameters setting
The parameter values have a significant effect on the efficiency of the algorithm. If these values are not correctly set, getting the appropriate results will become challenging. Therefore, in this section, to improve the behavior of the suggested algorithms, the parameters' values of each algorithm are tuned using Taguchi design method. Taguchi method is one of best approaches for calibration of input parameters for meta-heuristic solution methods (see [11, 34] ). This method exploits orthogonal arrays to manage and adjust experiences in the presence of a group of decision variables or factors. The aim of this method is to minimize the effect of noise and to obtain the optimal level of signal factors. To get more information about Taguchi method, the interested redears can refered to Peace [35] .
As it was already mentioned, there are three parameters in the HS algorithm, including HMS, HMCR, and PAR. The FF algorithm has four parameters, including  0 , n-Pop, γ, and α. In addition, the WWO algorithm has five parameters, including n-Pop, h max , α,  , and k max . The considered levels of the parameters of each algorithm (based on similar researches as well as trial and error method) and their analysis are shown in Supplementary data, Appendix C. The tuned parameters' values for each algorithm are shown in Table 2 .
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Comparison of the algorithms
In this section, the performance of the developed metaheuristic algorithms, namely harmony search, firefly and water wave optimization, is evaluated in a comparative study. Each of the 50 problem instances mentioned in subsection 5.1, is solved 30 times by each algorithm. To make a fair judgment, the same termination criterion ( Table 3 , in which "UB" indicates the upper bounds derived using a pure solver (CPLEX in GAMS software) in 3600s. Also, "Best", "M av ", "ARG" and "CPU av (s)" represent the best makespan, the average makespan, the average of the relative gaps and the average of CPU times achieved by each algorithm over 30 runs for each problem, respectively. As it can be seen from Table 3 , in HS, FF and WWO algorithms, M av is less than the upper bound obtained by solving the MIP model using a pure solver in 34, 35 and 21 out of 50 instances, respectively. It should be noted that the best upper bound found for each problem (over all experiments) is distinguished by bold letters. Table 3 shows that all of the bold numbers are related to the metaheuristic algorithms.
In addition, the sensitivity analysis of CPU av based on the change in problem size for three metaheuristic algorithms is illustrated in Fig. 5 . As far as the CPU time is concerned, the FF algorithm outperforms WWO in all the problems. FF also shows a higher performance in comparison with HS in all the problems except the problems with the largest sizes. "Place Fig. 5 here" Fig. 6 presents a graph depicting the convergence behavior of FF, HS and WWO algorithms for problem ATA25. As it can be seen, FF and WWO have a faster convergence rate in comparison with HS.
"Place Fig. 6 here" A statistical procedure is applied to compare the performance of the developed algorithms in terms of the above-defined measure RG. We employ two statistical approaches: single-problem and multiple-problem analysis.
Single-problem analysis
In the single-problem analysis, the proposed algorithms are compared with each other over each problem instance independently using the parametric/non-parametric statistical tests [36] . In order to use a parametric test, it is required to check three conditions, including independence, normality, heteroscedasticity [37] . In the current research, the independence condition is satisfied for the results of each algorithm as they are obtained from independent runs with the randomly generated initial population. A Kolmogorov-Smirnov test is used to carry out the normality analysis at the significance level of α = 0.05. It is well-known that the p-value greater than the level of significance α means the fulfillment of the normality condition. The p-values obtained from the KolmogorovSmirnov test are included in Supplementary data, Appendix C. Based on this results, the normality condition is satisfied in most of the cases. More precisely, in HS, FF and WWO algorithms, the normal distribution is accepted in 48, 47 and 45 out of 50 cases, respectively. We use the Levene's test to determine whether homoscedasticity condition is verified or not. The results of the Levene's test are given in Supplementary data, Appendix C.
If all the required conditions utilizing the parametric tests are simultaneously met in a statistical hypothesis test, a paired t-test can be used (as in this paper) for the pairwise comparison of the algorithms with respect to the RG measure. Otherwise, if any of the three conditions is not met, a non-parametric test is more reliable than the parametric test [37] . In this case, the Wilcoxon Signedrank test as a non-parametric test is utilized. In fact, these tests (Wilcoxon or paired t-test) are conducted to check whether there is a significant difference between the two under comparison algorithms in terms of the RG measure in each problem instance (
Tables 4-6 represent the p-value obtained by Wilcoxon test/paired t-test, difference of ARG between the two under comparison algorithms and the results of the single-problem analysis. If the p-value is less than 0.05, the null hypothesis is rejected at the level of significance   0.05 . Therefore, we can express that the two algorithms are statistically different from each other based on the comparison metric (RG) in the considered problem instance. Thus, every algorithm which has a lower average value of RG (ARG), outperforms the other one in that problem instance.
The results of Tables 3-6 allow us to make the following conclusions:
 As far as the relative gap is concerned, the HS algorithm has a better performance in comparison with the FF algorithm in five out of the first 10 problem instances while as the size of problem instances grows, FF outperforms HS in all the next 40 problem instances except ATA21.
 Both FF and HS algorithms statistically have considerable superiority in comparison with the WWO algorithm in all problem instances.
 FF algorithm has the best performance among the proposed metaheuristic algorithms in solving the stage shop problem, especially for large-sized problem instances.
Multiple-problem analysis
The conclusions achieved in the previous subsection can be tested by the multiple-problem analysis where the behavior of the algorithms is analyzed by considering all problem instances simultaneously [36] . In fact, the multiple-problem analysis is used to check whether there is a global difference between the algorithms over all 50 problem instances or not. To tackle the multipleproblem analysis, ARG obtained on each problem instance is used.
In order to perform the multiple-problem analysis, three required conditions of the parametric tests must be checked at first. Tables 7 and 8 represent the p-values achieved by the normality and heteroscedasticity tests over the multiple-problem analysis, respectively. As Tables 7 and 8 show, the required conditions of the parametric tests are simultaneously met in all cases. Therefore, a paired t-test is applied to perform pairwise comparisons among the metaheuristics over all the problem instances.
The results of the conducted paired t-tests are reported in Table 9 . Given that the P-value for all statistical hypothesis tests is less than the confidence level (α=0. 05), we can claim that the performance of the algorithms in pairwise is statistically different. Hence, each algorithm with the lower average value of ARG outperforms the other one over the all problem instances. According to Table 3 (the average value of ARG) and Table 9 (p-value), we can observe that the FF algorithm outperforms the competitor algorithms, and WWO algorithm has the worst performance in solving the stage shop scheduling problem, which is consistent with the conclusion of the previous subsection. It should be noted that all the statistical tests are conducted at the level of significance   0.05 by the SPSS 21 software package.
Moreover, the plots of 95% confidence interval for makespan mean are depicted in Fig. 7 to validate the obtained results. "Place Fig. 7 here"
Conclusion
For the evaluation of performance of approximation algorithms in large-sized problems, it is not possible to find the optimal solution using the integer programming models. Therefore, a good lower bound can be a strong basis for these circumstances. In this paper, a new lower bound for the stage shop problem was proposed using the open shop problem with maximum lateness criterion. The computational results showed remarkable improvements in lower bounds for the problem instances. Three metaheuristic algorithms, namely harmony search, firefly and water wave optimization, were applied to the stage shop scheduling problem. Furthermore, the relative gap between the best fitness values obtained by metaheuristic algorithms and the corresponding new lower bound was taken into account to evaluate the performance of the developed metaheuristic algorithms. Then, we compared the effectiveness of the algorithms using a relatively new statistical approach which was conducted in two ways: single-problem and multiple-problem analysis. Experimental results indicated that the firefly algorithm outperforms the competitor algorithms in both single-problem and multiple-problem analysis. As a future direction, the proposed lower bound can be used in a branch and bound framework to find the optimal solution of the stage shop. In addition, considering other challenges (e.g., preemption, blocking, flexible environment, and sequence dependent setup times) in the stage shop scheduling problem is also recommended. Further, the uncertainty in processing time or machine breakdown can also be regarded as research suggestions.
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Appendix A. The previous lower bound
Here, we give the simple lower bound for the makespan of the stage shop problem which is presented by Nasiri and Kianfar (2011). First, let us define some parameters. a , b
Indexes for operations The operations of job ( j jJ) cannot be performed concurrently. Hence, the makespan would be greater than or equal to the summation of the processing times of the operations in j J even though there is no idle time between them. On the other hand, the operations that should be processed on machine ( i iI) cannot be performed in parallel, either. In addition, the first of these operations cannot be started before The stages of each job are identified with different colors, e.g. job 3 comprises of four stages while job 2 includes three stages. The previous lower bound can be calculated using equation (A.3) . Therefore, we have  
LB
. The optimal solution is represented in Fig. B.2 . In this problem, there are two intervals that can be specified with     
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The new lower bound for ATA problem instances.
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Tuned value parameters of proposed algorithms.
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Summary of the results of the experiments within 5 10 evaluations.
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Comparison of harmony search with firefly: P-value obtained by Wilcoxon test/ paired t-test, difference of ARG and the result of statistical analysis over single-problem analysis.
Table 5
Comparison of harmony search with water wave optimization: P-value obtained by Wilcoxon test/ paired t-test, difference of ARG and the result of statistical analysis over single-problem analysis.
Table 6
Comparison of firefly with water wave optimization: P-value obtained by Wilcoxon test/ paired t-test, difference of ARG and the result of statistical analysis over single-problem analysis. (based on means).
Table 9
Result of paired t-test over multiple-problem analysis. 
