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Abstract
We review the production of the matter-antimatter asymmetry in the early Universe, that is
baryogenesis, in out-of-equlibrium conditions induced by decays of heavy particles or by the pres-
ence of phase boundaries. The most prominent examples are given by leptogenesis and electroweak
baryogenesis, respectively. For both cases, we derive the equations that govern the production of
the asymmetries. We first use intuitive arguments based on classical fluid equations in combination
with quantum-field-theoretical effects of CP -violation. As for a more thorough approach that is
well-suited for systematic improvements, we obtain the real-time evolution of the system of interest
using the closed time-path method. We thus provide a simple and practicable scheme to set up
phenomenological fluid equations based on first principles of quantum field theory. Necessary for
baryogenesis are both, CP even as well as odd phases in the amplitudes. A possibility of generating
the even phases is the coherent superposition of quantum states, i.e. mixing. These coherence ef-
fects are essential in resonant leptogenesis as well as in some scenarios of electroweak baryogenesis.
Recent theoretical progress on asymmetries from out-of-equlibrium decays may therefore also be
applicable to baryogenesis at phase boundaries.
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1 Introduction
This article is mainly concerned with calculational methods for baryogenesis, i.e. the hypothetical pro-
cess that yields the matter-antimatter asymmetry in the early Universe. Besides summarizing these
methodical matters, we provide some minimal context on the problem of the matter-antimatter asym-
metry in this introduction. In addition, we refer to the reviews [1–3] that contain a general overview
on baryogenesis.
1.1 The matter-antimatter puzzle
If matter and antimatter had, apart from charges that are precisely opposite, exactly the same proper-
ties, and we assumed the Universe to start in a big bang with symmetric initial conditions, there would
be no way for Nature to develop a preference of one above the other. Nonetheless, the evidence for an
asymmetry is overwhelming. No events where astrophysical objects composed of antimatter annihilate
with matter objects have been observed [4]. And while it could yet be conceivable that individual stars
or entire galaxies are composed of antimatter, such an hypothesis is untenable in view of the obser-
vationally established big bang scenario, according to which the baryonic components of the Universe
have been in an almost homogeneous state at least from the time of big bang nucleosynthesis (BBN) to
the appearance of nonlinear structures.
However, it is a generic prediction of quantum field theories (QFTs) that matter and antimatter
can have different properties because certain discrete symmetries are not conserved (see Ref. [5] for a
comprehensive discussion): Chiral gauge theories maximally violate parity P and charge C conjugation,
and, crucially, mass terms or underlying Yukawa couplings can violate the combined charge-parity
symmetry CP . While these discrete symmetries are observed in quantum electrodynamics, the Standard
Model (SM) of particle physics realizes the possibility of their violation. The experiments that have
discovered P and CP violation [6, 7] are therefore among the most celebrated in physics and have been
pivotal for the development of the SM. The responsible theory of electroweak symmetry breaking and
the Cabibbo-Kobayashi-Maskawa (CKM) model of fermion masses have been continuously confirmed
by present day experiments in conjunction with precision calculations.
Adding time-reversal T , there is another important combination: CPT . QFTs that are local and
that observe relativistic causality predict the conservation of this symmetry. The SM is of course an
example for such a theory and no violation of CPT has been observed to the present date [8]. While
ultimately, it could still turn out that the more underlying theory realized in Nature violates CPT ,
we therefore apply the working hypothesis that this is either not the case or is not of relevance in
the effective theory responsible for baryogenesis. Then, CPT conservation predicts that particles and
antiparticles still have precisely opposite charges, precisely the same mass and even the same lifetime,
i.e. the same inclusive decay rates. However, particular exclusive channels can have different decay
rates provided they sum up to the same total, inclusive decay rate.
Considering thus a theory respecting CPT , we further add the violation of baryon number B or,
more appropriately in the context of the SM, some combination of B and lepton number L. If we put
particles of that theory in a box with perfect heat insulation and wait long enough, thermal equilibrium
will be reached. This implies a vanishing baryon asymmetry because we assume that baryon number
is violated and baryon and antibaryons have exactly the same mass. Equal numbers of particles and
antiparticles must therefore be present in the equlibrium state of maximum entropy. The question of
whether in the early Universe, a preexisting asymmetry can survive the washout via baryon number
violating reactions and whether baryogenesis, i.e. to produce an asymmetry dynamically, is possible
therefore depends on how far the particle content of the expanding Universe deviates from thermal
equilibrium.
By 1967, CP violation [7] and the Cosmic Microwave Background (CMB) Radiation had been
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observed [9]. Remarkably, the temperature of the latter turned out to be consistent with what had
been predicted from BBN [10–13]. This pioneering work had therefore established that reactions from
particle and nuclear physics have taken place in the early Universe and that theory can make quantitative
predictions about their turnout. The recent discoveries at that time may therefore have played a part
in leading Sakharov in 1967 to propose that the matter-antimatter asymmetry is a question that can
indeed be answered by QFT. More precisely, he has formulated the minimal requirements that successful
baryogenesis poses on particle theory and its embedding in a cosmological context [14]. These have
subsequently been paraphrased in terms of the Sakharov conditions, i.e. necessary for baryogenesis are:
1. the presence of baryon-number violating interactions,
2. C and CP violation (the latter being necessary for asymmetries in left- and right-handed sectors
not to cancel one another),
3. a deviation from thermal equilibrium.
The SM turns out to qualitatively meet Sakharov’s criteria:
1. Baryon-plus-lepton number B+L is violated through the chiral anomaly and the pertaining weak
sphaleron transitions at finite temperature [15, 16], cf. Figure 1.
2. C is violated through the weak interactions and CP through the CKM mechanism.
3. The expansion of the Universe leads to a deviation from thermal equilibrium and in particular, if
the mass of the Higgs boson were below 70 GeV, there would be a first order phase transition [17,
18], i.e. the coexistence of symmetric and broken electroweak phases in a certain temperature
range. At the phase boundaries, which are the walls of broken phase bubbles expanding into the
sea of the symmetric phase, there would be a substantial deviation from equilibrium.
Curiously, it is only because of the values of its free parameters that the SM cannot solve the puzzle.
Quantitatively, it falls short of explaining the asymmetry for the following reasons:
• The 125 GeV Higgs boson is too heavy in order to support a first order phase transition, such that
an electroweak crossover with continuous evolution of the expectation value of the Higgs field has
occurred instead. As a consequence, the plasma remains too close to thermal equlibrium because
all of its degrees of freedom participate in gauge interactions, which are fast and therefore very
effective in suppressing any deviation from equilibrium due to the expansion of the Universe.
• The first CP violating and rephasing invariant quantity appears at eighth order in Yukawa cou-
plings and involves second-generation couplings at fourth order, i.e. [19]
Im
[
det[MuM
†
u,MdM
†
d ]
]
≈ −2Jm4tm4bm2cm2s , (1)
what we have expressed in terms of the mass matrices Mu,d of up and down-type quarks as well
as the mass eigenvalues mq of the quarks of flavour q and where
J = Im[VusVcbV
∗
ubV
∗
cs] ≈ 3× 10−5 (2)
is constructed from the elements Vij of the CKM matrix. At high temperatures, where nonper-
turbative effects that help to make CP violation more accessible in the laboratory are absent,
CP -violating effects are largely suppressed [20–23], which can be estimated through the ratio
J
m4tm
4
bm
2
cm
2
s
T 12
≈ 3× 10−19 for T = 100 GeV , (3)
that appears too small in order to explain the oberved value (5) below.
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Figure 1: The ’t Hooft vertices [15] for weak (left) and strong (right) sphaleron interactions. For the
weak sphaleron, SU(2)-doublet components may be interchanged as long as the vertex remains a gauge
singlet. Note that the weak sphaleron changes baryon-plus-lepton number B + L by six units.
1.2 Asymmetry observed
When it comes to the calculation of reaction networks in the early Universe, it is most convenient to
use entropy-normalized number or charge densities, which are conserved unless substantial amounts of
energy are injected into the approximately thermalized plasma, e.g. through the far-from-equilibrium
decay of an abundant heavy species. We thus assume that entropy is conserved in a comoving volume
element, i.e. sa3 = const. where s is the entropy density and a the scale factor of the Friedmann-
Robertson-Walker metric.
For this reason, the calculations for BBN are formulated in terms of entropy-normalized densities.
The key cosmological parameter entering BBN is the baryon asymmetry, which controls the density of
the nucleons and the light nuclei that are fused from these eventually. The currently reported best-fit
value is [24]
5.8× 10−10 ≤ nB
nγ
≤ 6.6× 10−10 (4)
at 95% confidence level, where instead of the entropy density the number density of CMB photons
nγ has been used for normalization. Assuming that there are three chiral relativistic neutrino species
(i.e. six degrees of freedom) that have a temperature of Tν = (4/11)
1/3TCMB (because photons are
heated by electron-positron annihilation after neutrinos decouple), the entropy density today is s =
(2pi2/45)(2T 3CMB+6×7/8T 3ν ), where TCMB = 2.725K is the present temperature of the CMB. Integrating
the Bose distribution for two massless photon degrees of freedom yields nγ = (2/pi
2)ζ(3)T 3CMB, such that
s/nγ ≈ 7.04, i.e. nB/s = YB ≈ nB/(7.04nγ). The value (4) can therefore be interpreted such that at
temperatures above the phase transition of quantum chromodynamics (QCD), there has been roughly
one extra quark per ten billion particle-antiparticle pairs.
An entirely complementary method of determining the BAU, which has become more precise thanks
to the precision data from the WMAP [25] and Planck [26] probes, is to infer it from CMB anisotropies,
in particular from the imprint of baryon acoustic oscillations. We quote the up-to-date value as ΩBh
2 =
0.0224 ± 0.0001 with 68% confidence [26], where ΩB is the fraction of the baryon mass in terms of
the critical energy density %c (i.e. the energy density in a spatially flat Friedmann model) and H0 =
100 kms−1Mpc−1h is the Hubble rate in the present Universe. The baryon number density is then
5
obtained by dividing the baryon mass density by the mass of a nucleon mnucl as nB = %cΩB/mnucl =
[3/(8pimnucl)]m
2
PlH
2
0 Ωbh
2, where mPl = 1.221× 1019 GeV is the Planck mass. Taking nγ as given above
then yields nB/nγ ≈ 2.74× 10−8ΩBh2, such that the baryon-to-photon ratio inferred from the CMB is
nB
nγ
= 6.14± 0.02× 10−10 . (5)
The agreement of the results (4) and (5) is a key achievement of particle cosmology and impressively
validates the approach of formulating and calculating networks of QFT reactions taking place during
the early stages of the Universe.
1.3 Outline of this article
In the present work, we present basic aspects about calculations of the baryon asymmetry of the
Universe. To illustrate the methods on rather paradigmatic examples, we choose leptogenesis [27] for
out-of-equlibrium decays and electroweak baryogenesis [16, 28–30] for CP violation on phase boundaries.
The generation of the baryon asymmetry is typically described through fluid equations. These can be
derived in classical mechanics using conservation laws, i.e. energy, momentum and current conservation.
Microscopically, they can also be derived from Boltzmann equations. In the given context of particle
physics, reaction rates then have to be added from scattering theory, assuming that individual scattering
events are well separated in spacetime, which is not always justifiable. One may therefore prefer to
combine the derivation of the reaction rates with the kinematic evolution of the system by evolving the
QFT in real time. An approach that is based on first principles that proves efficient in specifying initial
conditions, evolving the system and evaluating observables is given by the closed-time path (CTP)
formalism [31–33]. We present and compare these different approaches in Section 2.
In Section 3, we discuss aspects of the calculation of CP -violating decay rates of heavy particles.
In view of comparing with reaction rates obtained in the CTP framework, we explicitly evaluate these
rates in Section 3.1 using the optical theorem. We also discuss how the decay asymmetries for Dirac
fermions can be reduced to results for Majorana fermions, thus covering and relating both of these
scenarios for out-of-equlibrium decays. In Section 3.2, we review several approaches to computing the
decay rates of mixing right-handed neutrinos (RHNs), the differences of which become relevant for very
mass-degenerate mixing systems.
The results for the decay asymmetry are then used in Section 4 in order to derive fluid equations
governing leptogenesis in the early Universe. An important technical point is the subtraction of real
intermediate states (RIS), that is necessary in order to unitarize the system such that no asymmetry can
be generated or persist in equilibrium. This procedure is owed to the fact that scattering processes with
intermediate RHNs are not clearly distinguishable from decay and inverse decay processes. Also the
expansion of the Universe is accounted for. Individual reaction rates appear in the fluid equations when
integrated over phase space. These are closely related to expressions that we encounter in calculations
using the CTP approach and are therefore presented in Section 4.4 in integral form for comparison.
In Section 5, we then derive the fluid equations from first principles of QFT using the CTP formalism.
In integral form, the results will be compared with those from Section 4.4. This should give some
concrete insights into the relation between standard methods using Boltzmann equations with scattering
rates and the CTP approach. Notably, in the CTP approach no subtraction of RIS is necessary because
the correct counting is implemented by construction.
To give an example for the benefit of using the CTP method, we discuss leptogenesis in the resonant
regime in Section 6, with a particular focus on the extremely mass-degenerate case where the masses of
the RHNs are only separated within their decay width. It turns out that the off-diagonal correlations
of the RHNs, that the decay asymmetry depends on, can be computed by solving the Schwinger-Dyson
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equations on the CTP, what effectively amounts to the correct resummation of the one-loop absorptive
self-energy corrections. This method therefore resolves the questions brought up in Section 3.2.
In Section 7, we then briefly review how to solve the fluid equations for leptogenesis in the strong
washout regime and arrive at an analytic approximation in a form that can be compared with the
observed value (5) for the asymmetry. To give a flavour of more advanced applications, we outline in
Section 7.2 how the CTP methods have recently been used to include radiative effects that become
important beyond the scenario of minimal strong washout.
Similar to resonant leptogenesis, mixing and oscillating systems may play a role in electroweak
baryogenesis. In Section 8, we review the computation of CP -violating source terms using the CTP
approach and gradient expansion. As an introduction, we first discuss force terms in classical kinetic
equations. Applying the CTP approach to a fermionic system, we next discuss the semiclassical force
that is present independent of mixing and then identify a resonantly enhanced force term for mixing
systems. We eventually give some directions how to complete the calculation in order to arrive at a
prediction for the asymmetry that is to be compared with the observed value (5).
This outline also sets the scope of the present article which are calculational methods for baryogene-
sis. Given the large number of possible scenarios for baryogenesis and variants thereof a comprehensive
phenomenological survey of the field would require a far more extensive treatment than is offered in this
work. We note nonetheless that recently, a series of review articles on leptogenesis has appeared that
provides some comprehensive, yet detailed, review of the state of the art [34–39]. The present article
presents basic elements necessary in order to set up some minimal fluid equations for baryogenesis,
and it additionally justifies these equations in a more detailed way based on the CTP methods. It
is therefore aimed to be complementary to the more detailed but also more specific and less general
calculations presented in the typical research literature.
We further remark that while discussing leptogenesis in the strong washout regime and electroweak
baryogenesis, we do not cover the many other aspects where CTP or finite-temperature techniques are
relevant for baryogenesis calculations, apart from the qualitative discussion of Section 7.2. Among these
are leptogenesis involving relativistic RHNs [35, 40–46], flavoured leptogenesis [47–52] or thermal and
other radiative corrections to leptogenesis in general [53–59]. While noting that many of these works
use methods from equilibrium field theory or the time evolution in the canonically quantized formalism,
we emphasize that the CTP approach is of particular appeal because it uses the exact time evolution
of the system as derived from first principles of QFT as a platform and nonetheless allows for a very
efficient representation in terms of Feynman diagrams. This time evolution then has to be approximated
systematically, which to some large extent is the work lying ahead.
2 Theoretical foundation of kinetic and fluid equations for
baryogenesis
Predictions for the BAU are usually obtained from a solution to fluid equations describing the processes
that generate the asymmetry in the early Universe. These are cast as ordinary, linear differential
equations that can easily be solved numerically or even using analytic approximations (cf. Section 7 for
leptogenesis in the strong washout regime). To some large extent, the fluid equations can be formulated
in terms of averaged interaction rates for charge and number densities. Balancing these rates for the
creation and annihilation of particles is a very efficient way of setting up these equations, cf. the
discussion in Section 4.1 on leptogenesis. This procedure can be justified on a more basic level from the
Boltzmann kinetic equations, i.e. from classical statistical mechanics, combined with S-matrix elements
from QFT. Alternatively, we can derive fluid equations based on QFT altogether, where the closed time-
path approach turns out to be very suitable and powerful. In this section, we give an overview about
both methods.
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2.1 Boltzmann equations from classical statistical mechanics
Kinetic equations In many cases, reaction networks can be effectively described in terms of Boltz-
mann equations for distribution functions f(x,p, t) of particles with mass m, i.e. in the form
df
dt
=
p · ∂
p0
f =
∂f
∂t
+
∂f
∂x
· v + ∂f
∂p
· dp
dt
= C , (6)
where τ is the proper time of the particles with momentum p, partial derivatives with respect to x and
p are understood to be the spatial and momentum gradients, v = dx/dt = p/[γ(v)m], p0 =
√
p2 +m2
and γ(v) is the Lorentz factor. The left hand side of this equation is referred to as the convection
term. In the convection term, we can also identify a term that is relevant in presence of a force field
dp/dτ = F. On the right-hand side, there is the collision term C.
When we let X label the particle that the distribution fX(pX) refers to, the collision term takes the
form
C = 1
2p0
∫ ∏
i
d3pi
(2pi)32p0i
(2pi)4δ4(p+ pA1 + · · · − pB1 − · · · ) (7)
×{(1± f)(1± fA1) · · · fB1 · · · |MB1B2···→XA1A2···|2
− ffA1 · · · (1± fB1) · · · |MXA1A2···→B1B2···|2
}
,
where p0 =
√
p2 +m2, p0i =
√
p2i +m
i
Y , the index i runs through the particles labeled by B1, B2, . . .
and A1, A2, . . ., and M is the invariant matrix element of the reaction indicated in the subscript. We
have included here the Bose enhancement and Pauli suppression terms ±fX such that this collision
term also accounts for quantum statistics.
A key assumption here is that the range of the force between two particles is much shorter than their
average distance. Famously, this does not apply to the Coulomb force, which is a long-range interaction,
leading to divergences in the collision integral. In classical electrodynamics, long range interactions can
be included through Vlasov equations from which one can obtain important plasma phenomena such
as Landau damping and Debye screening. Another approximation made is that we assume that the
system can be described by a set of distribution functions for the single particle species rather than
one joint phase-space distribution function accounting for the trajectory of each single particle, i.e. we
truncate the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy at its lowest order.
Fluid equations In cosmological calculations one is mostly interested in the evolution of charge and
number densities that are conserved under the long-range gauge interactions (e.g. baryon or lepton
number or the number of dark matter particles) such that the pertaining issues not necessarily need to
be dealt with. The role of the gauge interactions is then mainly to maintain kinetic equlibrium, i.e. to
establish the Fermi-Dirac or Bose-Einstein distributions
f(p, x) =
1
e
pνu
ν
b
−µ
T ± 1
. (8)
Rather than on the distribution function accounting for an infinite number of degrees of freedom at each
spacetime point, the problem now depends on the temperature field T (x), the field of bulk velocities
uνb(x) and the field of chemical potentials µ(x). These fields can be extracted from the distributions
that appear in the kinetic equations by taking moments
%(x) =
∫
d3p
(2pi)3
f(p, x) , (9a)
nµ(x) =
∫
d3p
(2pi)3
pµ
m
f(p, x) , (9b)
. . . ,
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where the dots indicate that these generalize to a tower of quantities. In many cases—as in the dis-
cussions of the present article—it is sufficient to consider only the number density % or in addition the
fluid-density current nµ. A charge density q and a current are obtained from taking the difference for
particles and antiparticles. In kinetic equilibrium, the chemical potentials are opposite such that e.g.
q = %− (%|µ→−µ) =
{
T 2
6
µ+ · · · (massless chiral fermions)
T 2
3
µ+ · · · (massless bosons) , (10)
where it has been assumed that µ/T  1 and the dots indicate higher order terms in this parameter.
It is often also the case that the bulk velocity can be nonrelativistically approximated as uµb = (1,vb),
i.e. |vb|  1, such that we can extract it through∫
d3p
(2pi)3
pf(p) =
{
7
90
pi2vbT
4 + · · · (massless chiral fermions)
4
45
vbT
4 + · · · (massless bosons) . (11)
In terms of these variables, we may therefore obtain from the Boltzmann equations a simplified
network of fluid equations. A very typical form of these is (cf. Section 8.4)
q˙ +∇ · j =− Γq , (12a)
j = vbq =−D∇q , (12b)
where j is the current density of the charge density q. The coefficients Γ, which may be referred to as
decay rates, and D, the diffusion constants, have to be extracted by taking the corresponding moments
of the collision terms in the Boltzmann equations. While the fluid equations (12) form a closed network
of four equations for the four variables which are q and the components of vb, this closure is typically
an idealization and relies on the approximate validity of discarding terms involving higher moments of
the distribution functions.
Fluid equations in the form of Eqs. (12) are a typical starting point for setting up calculations of
particle reactions in the early Universe. In the absence of quantum coherence, q and j are promoted to
carry a species index and Γ and D will then in general be matrix valued. It is also possible to account
for quantum coherence when promoting q and j to matrices in the space of particle species. In that
case, additional commutator and anticommutator structures appear in the equations that will play an
important part in the remainder of this review, cf. Eqs (115) and (165).
2.2 First principles of QFT: closed time-path approach
As an alternative to introducing distribution functions within classical kinetic theory in order to obtain
results for e.g. current densities and their time evolution, we may also note that current densities can
be defined as expectation values of two-point functions, i.e.
jµ(x) = 〈[i∂µφ∗(x)]φ(x)− φ∗(x)[i∂µφ(x)]〉 , jµ(x) = 〈ψ¯(x)γµψ(x)〉 = tr〈ψ(x)γµψ¯(x)〉 (13)
for scalar and fermion fields, respectively. For fermion fields, one may in addition compute e.g. an axial
current or currents associated with states of definite helicity or spin, as we will get back to in more
detail in Section 8 [cf. Eqs. (152) and (153)].
Given a certain state (that in general can be a statistically mixed quantum state), we aim to
evaluate expectation values of the above type. In equilibrium field theory, the state is given by a
canonical or grand canonical ensemble and is time-translation invariant. In general however, the system
evolves with time, and we specify the state through some initial condition at one time and evaluate the
expectation values at another. We therefore need the time evolution, and a particularly powerful method
9
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Figure 2: The closed time-path (CTP).
of computing it results from combining the Schwinger-Keldysh CTP method [31, 32] with Schwinger-
Dyson equations that are derived from a two-particle irreducible (2PI) effective action [33, 60–62].
In order to discuss this approach, we begin with a real scalar field φ for simplicity. For this, we
define the in-in generating functional :
Z[J+, J−] =
∫
Dφ(τ)Dφ−inDφ+in〈φ−in|φ(τ)〉〈φ(τ)|φ+in〉〈φ−in|%|φ+in〉 (14)
=
∫
Dφ−Dφ+ei
∫
d4x{L(φ+)−L(φ−)+J+φ+−J−φ−}〈φ−in|%|φ+in〉 .
In the first step (cf. Figure 2), we integrate over a set of in states |φ±in〉 that can be weighted statistically
by a density matrix %. Then, we evolve |φ+in〉 specified at the time τ0 to some finite time τ , where we
insert a complete set of states |φ(τ)〉〈φ(τ)|, and eventually we evolve back to 〈φ−in| at τ0. For both steps of
this time evolution, we introduce Lagrangian terms J±(x)φ±(x) for variational purposes. When writing
down the corresponding path-integral representation in the second step, we note that this procedure
generates two branches of integration that we denote by + and −. The factor of minus one from the
backward time integration along the − branch is then attributed to the integrand, such that both
branches appear as integrands in an integral over d4x, where each of the Lagrangian terms pertaining
to the minus branch attains a factor of minus one.
Taking variational derivatives, we arrive at path-ordered Green functions:
i∆ab(x, y) = − δ
2
δJa(x)δJb(y)
logZ[J+, J−]
∣∣∣
J±=0
= 〈C[φa(x)φb(y)]〉 , (15)
where the subscript C indicates that operators are arranged from the right to the left according to the
sequence in which their time arguments appear on the closed time-path shown in Figure 2, and higher
correlation functions are obtained in an analogous way. Observables such as the currents (13) can then
be calculated straightforwardly from these Green functions.
From the path integral representation in Eq. (14), we infer that the standard Feynman rules hold,
with the generalization that there are + and − vertices. These vertices are connected through the Green
functions i∆ab with the matching CTP superscripts, and vertices of the − type receive an extra factor
of minus one beause of the negative sign in front of the − Lagrangian in the exponent in Eq. (14).
It is further customary to introduce specific superscripts for the various types of two-point functions
on the CTP that are more or less connected to their mathematical and physical significance. For a
two-point function Gab, we write
G>(x, y) = G−+(x, y) , G<(x, y) = G+−(x, y) , GT (x, y) = G++(x, y) , GT¯ (x, y) = G−−(x, y) ,
(16)
where GT (GT¯ ) is the time (anti-time) ordered two-point function and G<,> are Wightman functions.
Of practical importance are the causal, retarded and advanced two-point functions
Gr = GT −G< = G> −GT , Ga = GT −G> = G< −GT¯ (17)
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as well as the spectral function
GA =
i
2
(G> −G<) = 1
2i
(Ga −Gr) (18)
and the Hermitian function
GH =
1
2
(Ga +Gr) . (19)
These relations also imply the identity
GT +GT¯ = G> +G< . (20)
To progress further towards models of phenomenological interest, we now proceed with complex
scalar fields φ and four-component spinors ψ, i.e.
i∆(x, y) = 〈C[φ(x)φ∗(y)]〉 , iS(x, y) = 〈C[ψ(x)ψ¯(y)]〉 . (21)
Note that the spinor indices are not contracted here, i.e. that S is endowed with 4 × 4 structure in
spinor space. We have suppressed here the CTP indices as well as possible flavour indices.
Throughout this article, we are concerned with complex fermion masses or mass matrices, that are
in general Nonhermitian. For a complex mass, we use the notation of a lower case m that is decomposed
into its real and imaginary part as
mR = Re[m] , mI = Im[m] . (22)
We may also attach subscripts indexing the particle species to m and mR,I. It is further useful to define
the term pertaining to this mass that appears in spinor products,
m̂ = mR + iγ5mI , m̂∗ = mR − iγ5mI . (23)
When dealing with mass matrices, we use capital letters (aside from the exception of masses for RHNs,
where customarily capital letters are used for the mass terms). A matrix M of general form can be
decomposed into Hermitian and Antihermitian parts as
MH =
1
2
(
M +M †
)
, MA =
1
2i
(
M −M †) , (24)
which appear in spinor products as
M̂ = MH + iγ5MA . (25)
General expressions for mass matrices can be reduced to the case of a single fermion species by taking
MH → mR and MA → mI.
In oder to derive kinetic equations, it turns out useful to note the Hermiticity properties of the
Wightman functions
[i∆<,>(x, y)]
†
=i∆(y, x) , (26a)[
iγ0S<,>(x, y)
]†
=iγ0S(y, x) . (26b)
Here, we have explicitly replaced the spinor matrix A defined in Eq. (A1) with γ0, as it is appropriate
for all common representations of Dirac matrices such as the Weyl and the Dirac representations.
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Green functions on the CTP can be expanded using straightforward perturbation theory. However,
a more powerful computation method arises from using Schwinger-Dyson equations and deriving the
latter from the two-particle-irreducible (2PI) effective action. The main advantage is that the Schwinger-
Dyson equations readily express the time evolution of the system in an integro-differential form similar
to kinetic equations. The 2PI effective action can be expressed as
Γ[∆, S] = B + i tr[∆(0)
−1
∆]− i tr[S(0)−1S] + i tr log ∆−1 − i tr logS−1 + Γ2[∆, S] , (27)
where B is the classical action, ∆(0)
−1
the Klein-Gordon, S(0)
−1
the Dirac operator,
Γ2[∆, S] ≡ −i× the sum of 2PI vacuum graphs , (28)
and the relative signs between the terms concerning fermions and bosons arise from the contributions of
the quadratic fluctuations about the classical field configuration in the path integral (i.e. the one-loop
determinants).
Defining the self energies
Πab(x, y) =iab
δΓ2[∆, S]
δ∆ba(y, x)
, (29a)
/Σ
ab
(x, y) =− iab δΓ2[∆, S]
δSba(y, x)
. (29b)
and taking functional derivatives, we obtain
δΓ[∆, S]
δ∆(y, x)
=0⇔ i∆(0)−1(x, y)− i∆−1(x, y)− iΠ(x, y) = 0 , (30a)
δΓ[∆, S]
δS(y, x)
=0⇔ −iS(0)−1(x, y) + iS−1(x, y) + i/Σ(x, y) = 0 . (30b)
The convolution from the right with the full propagators yields the Schwinger-Dyson equations on the
CTP [−∂2 −M2] i∆ab(x, y) =aδabiδ4(x− y) +∑
c
c
∫
d4zΠac(x, z)i∆cb(z, y) , (31a)
[
i/∂ −MH − iγ5MA] iSab(x, y) =aδabiδ4(x− y) +∑
c
c
∫
d4z /Σ
ac
(x, z)iScb(z, y) . (31b)
To this end, we have presented the expressions for scalar fields and Dirac fermions, in order to highlight
agreements and differences in their treatment. As the examples in this article are mainly concerned
with the evolution of fermions, we proceed with these and leave the scalar particles aside for now. The
theory for the latter, along with fermions, is developed in detail in Refs. [60, 61].
Since for the Green functions on the CTP, there are two linearly independent combinations, the
same holds true for the Schwinger-Dyson equations as well. It proves useful to set up equations for the
retarded or advanced Green functions[
i/∂ −MH − iγ5MA]Sr,a(x, y)− ∫ d4z /Σr,a(x, z)Sr,a(z, y) = δ4(x− y) , (32)
and for the Wightman functions[
i/∂ −MH − iγ5MA]S<,>(x, y)− ∫ d4z [/ΣH(x, z)S<,>(z, y) + /Σ<,>(x, z)SH(z, y)]
=
1
2
∫
d4z
[
/Σ
>
(x, z)S<(z, x)− /Σ<(x, z)S>(z, x)
]
, (33)
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where this latter equation is called the Kadanoff-Baym equation.
To proceed with deriving kinetic equations that are suitable for a reduction to the Boltzmann or
fluid form, we perform a Wigner transformation of the two-point functions,
G(k, x) =
∫
d4r eik·rG
(
x+
r
2
, x− r
2
)
, (34)
where G stands here either for a propagator or a self energy. When applying this transformation to the
Schwinger-Dyson equations, we encounter convolutions that transform into [63–65]∫
d4r eik·r
∫
d4zG
(
x+
r
2
, z
)
F
(
z, x− r
2
)
= e−i {G(k, x)} {F (k, x)} , (35)
where
 {G(k, x)} {F (k, x)} = 1
2
(
∂G(k, x)
∂xµ
∂F (k, x)
∂kµ
− ∂G(k, x)
∂kµ
∂F (k, x)
∂xµ
)
. (36)
In Wigner space, the Kadanoff-Baym equation thus reads[
/k +
i
2
/∂ −MHe− i2
←−
∂ ·−→∂k − iγ5MAe− i2
←−
∂ ·−→∂k
]
S<,> − e−i{/ΣH}{S<,>} − e−i{/Σ<,>}{SH}
=
1
2
e−i
(
{/Σ>}{S<} − {/Σ<}{S>}
)
, (37)
and, similarly, the retarded and advanced propagators obey[
/k +
i
2
/∂ −MHe− i2
←−
∂ ·−→∂k − iγ5MAe− i2
←−
∂ ·−→∂k
]
Sr,a − e−i{/Σr,a}{Sr,a} = 1 , (38)
where we recall that we have suppressed the spinor and flavour indices, such that the right-hand side
is to be understood as a an identity operator in tensor space. The arrows over the partial derivatives
are indicating onto which side these are acting, and the subscript k indicates a partial derivative with
respect to the four-momentum kµ.
It turns out that the right-hand side of the Kadanoff-Baym equation (37) can be physically in-
terpreted as the QFT analogue of the collision term in the classical Boltzmann equations. It should
therefore vanish in thermal equilibrium which can be readily seen from the Kubo-Martin-Schwinger
(KMS) relation [66, 67]: Any two-point function G (that here may be a propagator or a self energy) in
equilibrium at a temperature T satisfies
G>(k, x) = ±ek0/TG<(k, x) , (39)
where the plus sign holds for bosons, the minus sign for fermions. Since the collision term vanishes in
equilibrium, this automatically implies that no matter-antimatter asymmetry can then be generated in
compliance with Sakharov’s conditions.
The Kadanoff-Baym equations can then be decomposed into kinetic and constraint equations, where
the former can be further reduced to Boltzmann and then to fluid equations, while the latter yield the
necessary input on the spectral properties. These matters are best illustrated on concrete examples, as
we present in Section 5 for leptogenesis in the strong washout regime and in Section 8 for baryogenesis
at phase boundaries, where the most important scenario is electroweak baryogenesis. We therefore
outline the remaining steps in formulating kinetic equations by pointing to the relevant results in the
subsequent sections.
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At tree level, when neglecting self energies, the solutions to Eqs. (37) and (38) are shown in Ap-
pendix B. While depending on the particular problem, these solutions may or may not be a suitable
starting point for a perturbative expansion, their form is useful in order to understand the physical
meaning of the particular terms that appear in the Schwinger-Dyson equations on the CTP. To see al-
ready to this end how to proceed toward fluid equations, we note that the Kadanoff-Baym equations can
be decomposed in kinetic and so-called constraint equations. Kinetic equations for the Wightman func-
tions of nonrelativistic fermions are given by Eq. (96a) which are then reduced to kinetic equations (98a)
for the distribution functions. The general (fully relativistic) theory for fermionic Wightman functions
turns out to be more involved and is discussed for spatially varying mixing mass matrices in Section 8
on electroweak baryogenesis.
2.3 Comparing remarks concerning Boltzmann and the closed time-path
methods
When substituting S-matrix elements into the Boltzmann equations, we implicitly make use of the
full machinery of scattering theory: amplitudes are computed in time-ordered perturbation theory
and related to matrix elements using the Lehmann-Symanzik-Zimmermann (LSZ) reduction formula.
This constitutes a conceptual detour because for baryogenesis, we are interested in the time-evolution of
observables such as current densities that can be expressed as expectation values of operators. Moreover,
in a finite density system, it is often not possible to identify free asymptotic states as scattering theory
requires. As we discuss in this article, in the context of baryogenesis, this leads to problems concerning
the counting of real intermediate states or the treatment of quasi-degenerate mixing states.
The method of directly computing the time evolution of the correlation functions of interest, as it is
done in the CTP approach, is therefore more direct. The evolution of the system is expressed entirely
in terms of correlation functions. These can also be used to specify initial conditions as well as to derive
the observables of interest. In this functional approach, there is no reference to operators nor we have
to rely on the computation of amplitudes that need to be related to observables via the LSZ machinery.
The price to pay for this simplification is to give up Lorentz symmetry because it is explicitly broken
by the finite density background that implies a preferred plasma frame, such that we have to give up
the simple form in which the Green functions behave under Wick rotations that is enjoyed in vacuum
field theory. A combination of both methods (and in addition with methods of equilibrium field theory)
may therefore often prove as the most efficient means of achieving the particular calculational goal.
3 CP violation
The violation of CP symmetry is a hallmark of quantum physics that requires the interference of
amplitudes with CP -even and CP -odd phases. For mesons of the SM, where CP -violation has actually
been observed, obtaining the CP -even phases requires experimental or numerical input. In contrast, in
many scenarios of baryogenesis, the CP -even phase emerges in a comparably simple manner and can
be computed in terms of on-shell cuts of loop amplitudes. We review the basics of such calculations
as well as the interplay with the CP -odd phases in Section 3.1. We first discuss the calculation of the
decay asymmetry in a model with heavy Dirac fermions and then show how this can be reduced to
the case of Majorana neutrinos that is relevant for leptogenesis [27]. It should therefore be clear that
baryogenesis from out-of-equilibrium decays does not necessarily rely on Majorana fermions. For the
calculation of the asymmetry produced in the early Universe, we nonetheless focus on leptogenesis as
the most plausible scenario.
For the most time since its inception, there has been some debate on wave-function or mixing
contributions to the CP asymmetry in leptogenesis, a point that is most relevant in the resonant
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regime, where there is a pronounced mass degeneracy for the RHN states. We review some approaches
concerning this matter in Section 3.2, while in Section 6 we show that the decay asymmetry in the limit
of strong mass degeneracy can strongly depend on the dynamical circumstances, i.e. on the oscillation
time and washout strength of the system of mixing RHNs in the early Universe.
3.1 Decay asymmetries, odd and even phases under CP conjugation
Some salient features of CP -violating decays can be explained on a model given by the Lagrangian
L =F¯ (i/∂ −mRF − iγ5mIF )F + G¯ (i/∂ −mRG − iγ5mIG)G+ φ∗∂2φ+ f¯ i/∂f
−
∑
X=F,G
(
y∗X f¯φPRX + y˜
∗
Xf
Cφ∗PLX + h.c.
)
, (40)
where F,G are Dirac spinors, f a left-chiral fermion, φ a massless complex scalar field and h.c. denotes
Hermitian conjugation. As indicated in the sum, X is a Dirac-fermion field that either stands for F or
G, a notation that is also used in the subsequent discussion. The left and right chiral projectors are
given by
PL,R =
1∓ γ5
2
. (41)
Given this Lagrangian, we discuss here how the decay of the massive particles F and G and their
antiparticles can lead to an asymmetry in f and φ.
We have written the Yukawa interactions in a form such that it is manifest that F and G can decay
into both, f and fC but note that alternatively, we could express the Yukawa interaction terms as
fCφ∗PLX = XCφ∗PLf . (42)
From the transformation properties stated in Appendix A, in particular Eqs. (A6a) and (A6b), we see
that CP conjugation takes the effect mX → m∗X , yX → y∗X . We therefore refer to the arguments of these
complex parameters as CP -odd phases. In general, there are also extra arbitrary phases (i.e. αCP in
Appendix A) from the definition of the action of CP conjugation on the fields, that we choose to be zero
for convenience in the present discussion. However, due to the freedom of field redefinitions, individual
terms in the Lagrangian that violate CP do in general (and typically) not lead to CP violation. Rather,
physical CP indiscretion relies on rephasing invariants, i.e. combinations that are CP odd and that are
invariant under field redefinitions by complex phases. We will shortly come back to this point on the
present example.
For definiteness, we focus on the decays of the massive fermion F . Working in the rest frame of
the decaying particle F , where pµ = (|mF |,0), up to one loop order, the decay rate into fermions and
antiscalars can be written as
ΓF→fφ∗ =
1
2|mF |
∫
d3q
(2pi)32|q|
d3q′
(2pi)32|q′|(2pi)
4δ4(p− q − q′)
∑
pol
∣∣iMLOF→fφ∗ + iMvertF→fφ∗ + iMwvF→fφ∗∣∣2 ,
(43)
where q and q′ are the momenta of f and φ∗, and the CP -conjugate rate can be obtained accordingly.
Here iM are the invariant matrix elements, LO indicates the tree level, leading order contribution
and vert and wv the one-loop vertex and wave-function type corrections. Under the sum sign, “pol”
indicates the polarization sum over the particles f and the bar above the average over an unpolarized
sample of F . The one-loop terms decompose into absorptive and dispersive contributions,
iMvertF→fφ∗ + iMwvF→fφ∗ = iMabsF→fφ∗ + iMdisF→fφ∗ , (44)
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and correspondingly for the additional decays implied by the Lagrangian (40). The absorptive contribu-
tions can be isolated by the use of the optical theorem, or, equivalently by extracting the discontinuous
part of the loop integrals, which appears when it is possible to cut the loop such that all cut parti-
cles are kinematically allowed to simultaneously be on shell. It then gives rise to an extra CP -even
phase of i = ei
pi
2 . (In general, it is not necessary to attribute the CP even phase to purely absorptive
contributions to the amplitude, i.e. we could add absorptive and dispersive contributions at one loop
together such that the phase in general is different from pi/2.) For the CP -conjugate rates, this implies
the respective relations
iMLOF→fφ∗ =
(
iMLOFCP→fCPφ
)∗
, (45a)
iMabsF→fφ∗ =−
(
iMabsFCP→fCPφ
)∗
, (45b)
iMdisF→fφ∗ =
(
iMdisFCP→fCPφ
)∗
. (45c)
We note that if we were not setting the explicit phases in the definition of CP conjugation to zero,
there would be additional overall phases multiplying each of the three amplitudes on the right-hand
side. These are spurious phases that turn out to be immaterial when it comes to physical observables,
i.e. the decay rate.
In our setup, we can therefore explicitly attribute the complex conjugation in Eq. (45b) to a CP -odd,
the factor of minus one to the square of a CP -even phase. As a consequence,∣∣iMLOF→fφ∗ + iMabsF→fφ∗∣∣2 6= ∣∣iMLOFCP→fCPφ + iMabsFCP→fCPφ∣∣2 , (46)
and therefore the the decay rates of particles and antiparticles as per Eq. (43) are different. Crucially,
the difference in the rates is due to the interference of amplitudes that have both, different CP -odd and
CP -even phases. Since physical CP violation thus relies on interference it is a hallmark phenomenon
of quantum physics.
In view of the comparison with the results derived in the CTP framework, it is interesting to
explicitly quote those crucial interference terms that [27, 68–70] are proportional to both, the CP -even
and CP -odd factors.
The leading contribution to the decay rate (43) is proportional to∑
pol
∣∣iMLOF→fφ∗∣∣2 = ∑
pol
∣∣iMLOF→fCPφ∣∣2 = |yF |22 |mF |2 . (47)
In the following, we refer to the momenta of the fermions f and bosons φ that appear as decay products
by q and q′, when they appear in internal cuts by k and k′ (as well as for the antiparticles). Accounting
for the extra factor of 1/(2|mF |) in Eq. (43) and integrating over the phase space {d3q, d3q′}, what gives
a factor of 1/(8pi), the decay rate at leading order is
ΓLOF→fφ∗ = Γ
LO
F→fCPφ =
|yF |2|mF |
32pi
. (48)
Using the optical theorem as illustrated in Figure 3, i.e. for on-shell cut momenta, the vertex
contribution is obtained as∑
pol
(
iMLOF→fφ∗
)∗
iMabs,vertF→fφ∗ =−
1
2
yF y˜
∗
F y˜
∗
GyG
∫
d3kd3k′
(2pi)62|k0|2|k′0|(2pi)
4δ4(p− k − k′)
× i tr
[
(/p+ m̂∗F )PL/qPR(/q − /k′ + m̂∗G)PR/kPL
]
(q − k′)2 − |mG|2
=− 1
2
yF y˜
∗
F y˜
∗
GyG
mFm
∗
G
32pi
1∫
−1
d cosϑ
i|mF |2(1− cosϑ)
1
2
|mF |2(1 + cosϑ) + |mG|2 . (49)
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× +

=
1
2
×
∫  dΓ + dΓ 
×
 +

=
1
2
×
∫  dΓ + dΓ 
Figure 3: Diagrammatic representation of the application of the optical theorem in Eqs. (49) and (50).
Individual graphs correspond to amplitudes iM when the decay products appear on the left, iM∗ when
they appear on the right. The black bold solid lines stand for propagators of the fermion F , grey bold
solid lines for the fermion G, thin solid lines for the fermion f and dashed lines for the scalar field φ.
The integrals are over the phase space of the on-shell cuts indicated by the placement of dΓ. We refer
to the cut momenta appearing in the integrals dΓ as k and k′ for fermions f and bosons φ, respectively.
The decay products carry the momenta q and q′. All cut and all external particles are imposed to be
on shell.
Note the appropriate prefactors due to the averaging over the spin states of the decaying particle and
due to the application of the optical theorem. Further, q is the momentum of the outgoing lepton, k of
the lepton running in the loop, and ϑ is the angle between these. This expression is represented by the
right-hand side of the first equation in Figure 3. In particular, the integration over d3kd3k′ corresponds
to the phase-space integral dΓ over the on-shell cuts in the graphical expression.
Similarly, the wave-function contribution is obtained as∑
pol
(
iMLOF→fφ∗
)∗
iMabs,wvF→fφ∗
=− 1
2
yF y˜
∗
F y˜
∗
GyG
∫
d3kd3k′
(2pi)62|k0|2|k′0|(2pi)
4δ4(p− k − k′)
× tr [(/p+ m̂∗F )PL/qPR(/p+ m̂∗G)PR/kPL] i|mF |2 − |mG|2
=− 1
2
y∗F y˜F y˜Gy
∗
G
imFm
∗
G
|MF |2 − |MG|2 4qµ
pµ
32pi
= −2iyF y˜∗F y˜∗GyG
|mF |2
64pi
mFm
∗
G
|mF |2 − |mG|2 , (50)
which corresponds to the right-hand side of the second equation in Figure 3. In the second step, we
have isolated the loop function, that again is essentially the result of a phase-space integral,
Σˆµ = pµ/(32pi) , (51)
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which we will use to compare with corresponding quantities appearing in the CTP approach. Note
that by virtue of the optical theorem, the computation of the CP -violating effects has been reduced to
deriving tree-level amplitudes and their interference terms and eventually to performing a phase-space
integral. The limit |mF |2 − |mG|2 → 0 is referred to as the resonant regime. Clearly, as the mass
difference approaches zero, the validity of the result (50) will break down. We discuss this further
in Section 3.2 as well as Section 6, where we present the resolution relevant for scenarios of out-of-
equilibrium decay in the early Universe.
Using this result and carrying out the integration in Eq. (49), we define
Ivert(mF ,mG) =− 1
16pi
[
1−
(
1 +
|mG|2
|mF |2
)
log
(
1 +
|mF |2
|mG|2
)]
, (52a)
Iwv(mF ,mG) =− 1
32pi
|mF |2
|mF |2 − |mG|2 . (52b)
In terms of these, the crucial interference terms are given by∑
pol
(
iMLOF→fφ∗
)∗
iMabsF→fφ∗ = i
(Ivert + Iwv) yF y˜∗Fy∗Gy˜GmFm∗G . (53)
It is next convenient to parametrize the decay rate as
ΓF→fφ∗ = ΓLOF→fφ∗ (1 + ε) . (54)
The effect of CP conjugation on the interference term (53) is the complex conjugation of the CP -odd
phase, i.e. the conjugation of all explicit masses and couplings, while the CP -even phase remains
unaffected. It therefore follows that
ΓFCP→fCPφ = Γ
LO
F→fφ∗ (1− ε) . (55)
At the present level of accuracy, the parameter ε can therefore be identified with the decay asymmetry
ε =
ΓF→fφ∗ − ΓFCP→fCPφ
ΓF→fφ∗ + ΓFCP→fCPφ
=
∑
pol
[(
iMLOF→fφ∗
)∗
iMabsF→fφ∗ −
(
iMLOFCP→fCPφ
)∗
iMabsFCP→fCPφ
]
+ c.c.
2
∑
pol
∣∣iMLOF→fφ∗∣∣2
=
4 Im[y∗F y˜FyGy˜
∗
Gm
∗
FmG]
|yF |2|MF |2
(Ivert + Iwv) , (56)
where c.c. stands for complex conjugation.
We can now check explicitly that this result is invariant under field redefinitions through rephasings
F → eiϕF γ5F , G→ eiϕGγ5G , φ→ eiϕφφ , f → e−iϕff , (57)
upon which the terms in the Lagrangian (40) transform as
mF,G → mF,Ge−2iϕF,G , yF,G → yF,GeiϕF,G+iϕφ+iϕf , y˜F,G → y˜F,Ge−iϕF,G−iϕφ−iϕf . (58)
Indeed, this leaves the decay asymmetry (56) unaffected. The combination arg[y∗F y˜FyGy˜
∗
Gm
∗
FmG] is
therefore a physical CP -odd phase that leads in conjunction with interference effects involving a CP -
even, absorptive phase to CP -violating decays.
A viable scenario of baryogenesis can emerge when attributing baryon number e.g. to the field f .
As the Universe expands and cools, equal populations of heavy particles F and FCP can then decay and
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leave behind a baryon asymmetry. We discuss such a scenario on the simpler example of leptogenesis,
that is of great phenomenological relevance, however.
To obtain the decay asymmetry for leptogenesis from the above results we introduce the spinor
fields N1 = (1/
√
2)
(
F + FC
)
, N ′1 = (i/
√
2)
(
F − FC), as well as N2 = (1/√2) (G+GC) N ′2 =
(i/
√
2)
(
G−GC). By construction, these are Majorana spinors, i.e. NC1,2 = N1,2 and N ′C1,2 = N ′1,2.
Imposing further y˜∗X = yX on the Yukawa couplings, N
′
1,2 decouple such that we are effectively left with
the Lagrangian
L =
∑
i=1,2
[
1
2
N¯i
(
i/∂ −Mieiαiγ5
)
Ni − Y ∗i f¯φPRNi − YiN¯iφ∗PLf
]
, (59)
where M1,2 = mF,G, α1,2 = arg(mF,G), Y1,2 =
√
2yF,G. Following widely used notation, we denote here
the masses of the RHNs with a capital letter (not being entirely consequent about the notation declared
above, where we have reserved this for mass matrices). When dealing with mixing and oscillations of
RHNs in Sections 3.2 and 5, it is convenient to take M1,2 as entries of a mass matrix for these particles
that will be defined in due course.
Further, we identify f with the lepton weak isodoublet ` of the SM, and the scalar field is related to
the Higgs doublet H as φ = (H)† (where ε is the totally antisymmetric rank-two tensor and we suppress
the notation of all SU(2) contractions), what leads to an extra factor of gw = 2 in the wave-function
contributions relative to the vertex ones. From the above results, we then obtain the decay asymmetry
ε =
ΓN→`φ∗ − ΓN→`CPφ
ΓN→`φ∗ + ΓN→`CPφ
=
2 Im[Y ∗1
2Y2
2M∗1M2]
|Y1|2|M1|2
(Ivert(M1,M2) + gwIwv(M1,M2)) . (60)
3.2 Variants of computing CP violation from mixing and oscillations
So far, we have assumed an external state for the RHN that is purely N1 without an admixture of N2.
However, the lighter mass eigenstate, for which we have been computing the decay asymmetry contains
an admixture of N2 that is generated by the Yukawa couplings. This admixture is present even when
attributing the renormalized dispersive loop corrections to the mass terms, resulting in a redefined
diagonal mass matrix, because the absorptive effects cannot be removed this way. In the previous
section, we have apparently accounted for this mixing through the absorptive part of the wave-function
correction for the RHN. Another point of view one can take calculationally is to attribute the mixing
to the external RHN states of the S matrix. One may do so by generalizing the LSZ reduction formula
to account for the mixing induced by absorptive corrections [71, 72].
To work this out in more detail, in Ref. [71] the one-loop improved Dirac operator
S−1 =
(
/p−M1 − /ΣN11 −/ΣN12
−/ΣN21 /p−M2 − /ΣN22
)
(61)
is inverted as
S11 =
(
/p−M1 − /ΣN11 − /ΣN12
1
/p−M2 − /ΣN22
/Σ21
)−1
, (62a)
S12 =S11 /ΣN12
1
/p−M2 − /ΣN22
=
1
/p−M1 − /ΣN11
/ΣN12S22 , (62b)
where the remaining entries follow from replacing 1↔ 2. The loop functions are obtained from the one
defined in Eq. (51) as
/ˆΣ = γµΣˆ
µ , /Σ
A
Nij = gwY
∗
i Yj /ˆΣPR + gwYiY
∗
j
/ˆΣPL , /ΣNij = /Σ
disp
Nij − i/ΣANij . (63)
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We identify here the absorptive part of /ΣN with the spectral self energy /Σ
A
N , where the sign is dictated
by imposing the time-ordered boundary conditions on the resummed propagator. The factor gw = 2
serves also as a reminder that the two fundamental SU(2)L degrees of freedom are understood to run
in the loop.
Next, consider the three-point Green function pertaining to the decay of the lighter RHN state to `
and φ∗. The leg for the RHN is then given by the resummed external propagator S. In order to arrive
at an amplitude, it is amputated by multiplying with the diagonal components S−111 . As a result, the
squared amplitude reads∑
pol
(iMN1→`φ∗)∗ iMN1→`φ∗ =
1
2
tr
[
(S−111 )
† (Y1S11 + Y2S21)
†
/q (Y1S11 + Y2S21)S
−1
11 PR(/p+M1)
]
⊃− i gw
64pi
Y 21 Y
∗
2
2 M1M
∗
2
|M1|2 − |M2|2 + 2/p i/ΣAN22
+ c.c. , (64)
where we can immediately verify the agreement with Eq. (50). In addition, there appears an extra
Antihermitian term in the denominator which we recognize as the decay width of the off-shell particle
N2: 2/p/Σ
A
N22 = 14
1
2
tr[/p/Σ
A
N22] = 14 p
0Γ22.
Yet another perspective arises from describing the time evolution through a Hamiltonian. For the
mixing of light neutrinos, such an approach has first been used in Ref. [73]. For nonrelativistic RHNs in
the context of leptogenesis, the kinetic energy can be neglected and the different helicity states evolve
in the same way such that one can use the effective Hamiltonian [74, 75]
H =
(
M1 − i2Γ11 − i2Γ12− i
2
Γ∗12 M2 − i2Γ22
)
, (65)
where
Γij =
1
2p0
tr[/p/Σ
A
ij] =
gw
32pi
(
YiY
∗
j + Y
∗
i Yj
)
, (66)
such that Γii is the total decay rate of Ni. This system has two eigenstates of mass and lifetime. If
the lifetimes of the two states are different enough, only one of these is relevant at late times. Also, if
the mass difference and hence the oscillation time is much shorter than the lifetime, one will produce
states that perform fast oscillations about the eigenstates, such that the phases pertaining to these
oscillations average out and can be neglected [76]. Under these circumstances, only the relative phase
that appears when constructing these eigenstates from N1,2 is of relevance for CP violation from mixing.
Provided |Γij|  |M1 −M2| (An exact expression can be easily found but its form is less compact and
illuminating.), these eigenstates are
v1 ≈
(
1
0
)
+
(
0
1
)
δv1 , v2 ≈
(
0
1
)
+
(
1
0
)
δv2 , (67)
where
δv1 =
i
2
Γ∗12
M1 −M2 + i2Γ11 − i2Γ22
, δv2 = −
i
2
Γ12
M1 −M2 + i2Γ11 − i2Γ22
, (68)
and, for simplicity, we take here M1,2 to be real. Assuming in addition that we are close to the resonance,
|M1 −M2|  M¯ = (M1 +M2)/2, we can express the admixture to N1 as
δv1 ≈ iM¯Γ
∗
12
M21 −M22 + iM¯ (Γ11 − Γ22)
. (69)
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Thus, we can once more compute the wave-function contribution to the decay asymmetry when taking
for the RHN N1 a mixing state according to v1 in Eq. (67), with the result∑
pol
(iMN1→`φ∗)∗ iMN1→`φ∗
=
1
2
tr
[
/kPR(/p+M1)
](
Y1 + Y2
i (Y1Y
∗
2 + Y
∗
1 Y2)
gw
32pi
M¯2
M21 −M22 + iM¯(Γ11 − Γ22)
)(
Y ∗1 − Y ∗2
i (Y ∗1 Y2 + Y1Y
∗
2 )
gw
32pi
M¯2
M21 −M22 − iM¯(Γ11 − Γ22)
)
⊃− igwY
2
1 Y
∗
2
2
64pi
M¯2
|M1|2 − |M2|2 + iM¯(Γ11 − Γ22) + c.c. (70)
As stated above, we see that the CP phase is generated by the interference of the tree-level contributions
with the admixture (69). Again, when |M1 − M2|  |Γ11 − Γ22| we recognize agreement with the
result (50). However, now the corrections due to the finite width of the RHNs are different from what
is stated in Eq. (64).
Regarding the denominator term involving the RHN width, the expression (70) agrees with what
is found in Ref. [77]. However, one needs to be aware of the fact that the admixtures only build up
on the oscillation time-scale that is for nonrelativistic neutrinos given by |M1 −M2|−1. Given that the
lifetime of the decaying RHN is Γ−111 , as noted in Ref. [78], the results (69) and (70) cannot be used
for leptogenesis calculations in the interesting regime where |M1 −M2| is smaller or even much smaller
than Γ11.
The apparent resolution to the discrepancies in the contributions from the finite width of the RHNs
to the denominator terms is found when appreciating that the amount of mixing depends on the full
real-time dynamics, i.e. on the way the system deviates from equilibrium as well as on the background
evolution and initial conditions. In particular, it is necessary to solve systematically and in general
settings for the correlation between N1 and N2, that yields the crucial CP -even phase due to quantum
mechanical interference [76, 79]. While the result based on the Hamiltonian evolution in this section
assumes RHN states that decay in vacuum, in Ref. [78] an approach of a vanishing initial distribution of
RHNs toward equilibrium in a finite temperature background is considered. Neither setup realistically
models the dynamics in the expanding Universe. In Section 6, we work out this dynamics in the context
of the strong-washout regime of leptogenesis in the early Universe, using CTP methods [80–82]. Again,
the result differs from Eqs. (64) and (70) in the way the finite width of the RHNs affects the denominator
of the term describing the resonant enhancement.
We finally note that when carefully specifying the initial conditions as well as decomposing into
helicity eigenstates, the method based on the Hamiltonian evolution can well be applied to cosmological
calculations, as it has been carried out for neutrino oscillations [73] or for leptogenesis from oscillations
of RHNs with GeV-scale masses [40–43]. We nonetheless pursue here the CTP approach because it leads
to a straightforward expansion in terms of Feynman diagrams as explained in Section 2.2 and because
we do not need to specify a basis of quantum states for the interacting system since the Schwinger-Dyson
equations are formulated in terms of Green functions.
4 Baryogenesis from out-of-equilibrium decays and inverse
decays—Classical fluid equations with QFT cross sections
In order to explain the calculation for baryogenesis based on classical kinetic theory and, in contrast,
based on first principles of QFT, we pick leptogenesis as the simplest and phenomenologically most
relevant scenario from out-of-equilibrium decays. In addition, we choose a parametrically simple situa-
tion where M1  M2 and Γ11  H|T=M1 = (4pi3g?/45)1/2M21/mPl, where g? is the effective number of
relativistic degrees of freedom and H is the Hubble rate. Due to the first relation, we may assume that
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during the times relevant for leptogenesis, the abundance of N2 is strongly Maxwell suppressed and
can be neglected. The second condition characterizes the strong-washout regime. It is of great impor-
tance because any preexisting asymmetry at higher temperatures will be erased by the lepton-number
violating interactions involving N1 as the Universe cools (unless the asymmetry is partly preserved in
so-called spectator fields as discussed in Section 7.2 or the asymmetry from possible decays of N2 is
stored in a different flavour combination of the doublet leptons that is not aligned with the one coupling
to N1 [83, 84]).
4.1 Setting up the fluid equations
Under the assumptions stated above, we may readily proceed to formulate kinetic or fluid equations
for leptogenesis. Given that the RHNs are nonrelativistic and that there is kinetic equilibrium for the
charged particles, it is sufficient to only track charge and number densities rather than the distribution
functions of the species involved. This is because for ` and φ, kinetic equilibrium maintains the Fermi-
Dirac and Bose-Einstein form of the distributions whereas for the nonrelativistic RHNs, the details of
the distribution function are irrelevant in order to obtain leading order accurate results. It is therefore
the most commonly used and quickest approach to sidestep the setup of kinetic equations and to directly
go for fluid equations in the first place. After having resolved some important matter regarding real
intermediate states that occur in matrix elements necessary for CP violation in Section 4.2, we return
in Section 4.4 to the systematic derivation of the fluid equations from Boltzmann kinetic equations
along the general lines discussed in Section 2.1.
For the simple case present, there are only three densities that we need to track: nN1, i.e. the
number density of N1 (counting both helicity degrees of freedom), and the charge densities of leptons
and Higgs bosons q` and qφ, respectively. We define the charge densities such that they only count the
contribution from one component of the weak isodoublet. Due to gauge invariance, the charge densities
for the different components in a multiplet are equal. When normalized to the entropy density
s =
2pi2
45
g?T
3 , (71)
these quantities are referred to as yields, YX = nX/s, Y∆X = qX/s = (nX − nXCP )/s, where nX is
the number density of the particle X and qX is the charge density when summed over particles and
antiparticles. Further, since we are working in the limit of nonrelativistic RHNs, where M1  T , we
approximate the averaged decay rate
γ = ΓN1→`φ∗,`CPφ
∫
d3p
(2pi)3
M1√
p2+M21
e−
√
p2+M21 /T∫
d3p
(2pi)3
e−
√
p2+M21 /T
=
K1(z)
K2(z)
ΓN1→`φ∗,`CPφ , (72)
where z = M1/T and ΓN→`φ∗,`CPφ ≡ Γ11, as defined in Eq. (66), is the total vacuum decay rate of
a singlet neutrino N1 into particles and antiparticles. The factor M1/
√
p2 +M21 accounts for time
dilation and can, of course, be verified when evaluating the decay rates for p 6= 0. Note that
K1(z)
K2(z)
= 1− 3
2z
+
15
8z2
+ · · · , (73)
such that we explicitly see that this factor accounts for relativistic corrections. Further, we have
approximated the distribution of RHNs by Maxwell statistics as it is appropriate for M1  T . Being
sterile particles, the RHNs are not maintained in kinetic equilibrium by gauge interactions. Deviations
of their distribution from the equilibrium form should however only have a subdominant impact on the
final result in the present nonrelativistic limit.
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The fluid equations can now easily be written down by balancing the number densities of the
individual particles with their rate of change in the particular reactions. For the simple model of
leptogenesis under consideration, we thus obtain
dYN1
dt
=− γ (YN1 − Y eqN1) , (74a)
dY∆`
dt
=YN1
1 + ε
2
γ
gw
− YN1 1− ε
2
γ
gw
+
(
1− µ`
T
) 1 + ε
2
γY eqN1
gw
−
(
1 +
µ`
T
) 1− ε
2
γY eqN1
gw
−2γ`φ∗→`CPφ + 2γ`CPφ→`φ∗ + 2γRIS`φ∗→`CPφ − 2γRIS`CPφ→`φ∗ , (74b)
where
Y eqN1 =
45
2pi4g?
z2K2(z) ≈ 45z
3
2
2
3
2pi
7
2 g?
e−z (75)
is the value that YN1 takes in thermal equilibrium (for Maxwell statistics) and the approximation holds
for z  1.
The right hand side of Eq. (74b) can be derived from the collision term (7), where the integrations
lead to terms involving the averaged decay rates γ in Eq. (72) multiplied with the charge or number
densities (i.e. the yields when normalized to entropy density). We show in more detail how these terms
arise in the derivation from the Boltzmann kinetic equations in Section 4.4 and from first principles of
QFT in Section 5. To this end, we make some remarks on important features of the individual collision
terms, i.e. why they take their particular form and the reactions that they describe.
The first two of the collision terms in Eq. (74b) account for decays of N into ` and `CP and the
pertaining decay asymmetry, and the third and fourth term describe inverse decays. In Eq. (60), we
have obtained the asymmetry ε for the processes N1 → `φ∗, `CPφ in vacuum, which is applicable to
the nonrelativistic regime, where M1  T , because finite-temperature effects are only of subleading
importance. Together with the averaged decay rate (72), this leads directly to a contribution to the
rate of change in lepton asymmetry. In the denominators, explicit factors of two are present because the
individual decay rates into `φ∗ and `CPφ are equal in the absence of CP violation, while γ accounts for
the total decay rate into both of these final states. Explicit factors of 1/gw arise because the decay rate γ
accounts for both weak isodoublet final states, while q` and qφ only account for an individual component.
As for the third and the fourth term, the asymmetries for the inverse processes follow directly from the
CPT theorem. In order to understand the overall coefficient of these terms, note that the product γY eqN1
is the total rate for the one-to-two decay as well inverse decay processes in equilibrium. The contribution
of the nonvanishing charge density of the doublet leptons ` to the deviation from equilibrium can be
easliy accounted for when realizing that in the nonrelativistic regime, where Pauli-blocking of the RHNs
can be neclected, the rate of the inverse decay processes is proportional to the distribution functions
f`(q) and f`CP (q) of doublet leptons and antileptons, respectively, where the momenta |q| ≈M1/2 T ,
i.e. they are within the Boltzmann tail of the Fermi-Dirac distribution. Hence, compared to the case of
equilibrium distributions for f eq` of doublet leptons and antileptons, the rates need to be rescaled with
the factors
f`(q)
f eq` (q)
∣∣∣∣
|q|T
≈
(
1 +
µ`
T
)
,
f`CP (q)
f eq` (q)
∣∣∣∣
|q|T
≈
(
1− µ`
T
)
. (76)
The chemical potential can again be expressed using Eq. (10) through Y∆` via q`. We note that this
procedure leads to a slight numerical discrepancy with the one used e.g. in Ref. [85]. In that work, the
factors (76) are replaced in favour of the ratios of yields Y`/Y
eq
` and Y`CP /Y
eq
` . This however disregards
the fact that the rates do not directly scale with the lepton number-densities but rather with their
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Figure 4: The tree-level contribution to the two-by-two process changing lepton number by two units.
Solid lines with arrows denote doublet leptons `, dashed lines with arrows Higgs bosons φ and solid
lines without arrows RHNs Ni.
⊃ + + +N1 N2 N2 N1N2N2 N1N1N1
Figure 5: In these vertex and wave-function corrections to the lepton-number changing two-by-two
process, the CP -odd phases cancel. Including all contributions, processes of this type that change lepton
number by two units therefore do not lead to CP violation. The bold line denotes the full propagator of
N1 and the grey blobs the full vertices, such that the diagram on the left represents the full amplitude
for this two-by-two reaction.
distribution functions evaluated at |q|  T . Applying a Maxwell-Boltzmann approximation for the
number densities as in Ref. [85], the coefficients of the collison terms proportional to Y∆` are larger here
by a factor of 12/pi2 compared to Ref. [85] (cf. also Ref. [86]). Finally, the fifth to eighth of the collison
terms in Eq. (74b) account for two-by-two lepton-number violating scattering processes which entail
important subtleties that we discuss in the following subsection.
4.2 Real intermediate states, CP violation and deviation from equilibrium
Now, when taking ε > 0 for definiteness, we immediately observe from the first four of the collision
terms in Eq. (74b) that leptons would be preferred over antileptons even in equilibrium. However, this
cannot be the full picture because it would imply that an asymmetry can be present even in thermal
equilibrium, in contradiction with Sakharov’s nonequilibrium condition based on the CPT theorem
along the reasoning in Section 1.1.
A way of resolving this issue appears when adding the last four collisional terms describing two-
by-two scatterings [87] shown in Figure 4, where we have extracted explicit factors of two because
these processes change lepton number by two units. The rates γ`φ∗→`CPφ and γ`CPφ→`φ∗ denote the
full two-by-two rates, and one can easily see (cf. the diagrammatic representation in Figure 5) that
these are CP even because each Feynman diagram has a counterpart with complex conjugated Yukawa
couplings, such that the CP -odd phases cancel. Since we assume that M1  M2, we can concentrate
on contributions mediated by the exchange of N1. Provided N1 is off shell, at tree level, the two-by-two
rates are CP even and of order Y 4. (We omit absolute values and indices on the Yukawa coyplings Y in
these power counting arguments.) They are therefore subdominant when compared with the CP -even
one-to-two rates that are of order Y 2. However, when N1 is exchanged in the s channel, the tree-level
two-by-two rates lead to contributions of order Y 2 from the portion of the phase-space integral where
the internal N1 propagator is on shell, i.e. where there is a so-called real intermediate state (RIS). This
on-shell enhacement from order Y 4 to Y 2 can be seen when substituting Eqs. (62) for the full RHN
propagator in Figure 5. However, the production of on-shell N1 is already accounted for by the explicit
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one-to-two processes, such that these portions need to be subtracted from the two-by-two rates.
These RIS contributions to the two-by-two rates can be written in the following suggestive way:
γRIS`φ∗→¯`CPφ =
(
1 +
µ`
T
)
× 1− ε
2
γY eqN
gw
× 1− ε
2
≈
(
1 +
µ`
T
) γY eqN
gw
1− 2ε
4
, (77a)
γRIS`CPφ→`φ∗ =
(
1− µ`
T
)
× 1 + ε
2
γY eqN
gw
× 1 + ε
2
≈
(
1− µ`
T
) γY eqN
gw
1 + 2ε
4
. (77b)
In each of these equations, the first factor involving ε corresponds to the CP -violating inverse decay rate
of N1, while the second factor involving ε is the branching ratio of the CP -violating decays. Substituting
these equations into Eq. (74b), a number of cancellations leads to
Y∆`
dt
=ε
γ
gw
(YN1 − Y eqN1)− 2γ`φ∗→`CPφ + 2γ`CPφ→`φ∗ . (78)
Notice that, according to our above remark, the two-by-two rates are CP conserving such that all
remaining effects of CP violation are proportional to the deviation of the RHN N1 from equilibrium, in
agreement with Sakharov’s conditions. Further, we now refer to the first term on the right-hand side
as a source term and the second one as a washout term. The washout processes are CP conserving.
Next, we recall that two-by-two washout processes contain still those mediated by RIS. In a wide
range of parameter space, where washout mediated by off-shell RHNs may be neglected, it is a good
approximation to only account for the RIS contributions. In that case, the fluid equation for the lepton
asymmetry simplifies to
dY∆`
dt
=ε
γ
gw
(YN1 − Y eqN1)− 2
µ`
T
γY eqN1
2gw
= ε
γ
gw
(YN1 − Y eqN1)− 6
q`
T 3
γ
Y eqN1
gw
= ε
γ
gw
(YN1 − Y eqN1)−WY∆` ,
(79)
where the terms proportional to µ` (or q` and Y∆`, respectively) describe the washout, and where we
note that this equation is of the form advertised in Eq. (12a). We have substituted here the chemical
potential µ` in favour of the charge density q` using the relation (10) and have eventually defined the
washout rate as
W = γs
6
T 3
1
gw
Y eqN1 . (80)
When the RIS are subtracted, we can denote the remaining contribution from the two-by-two
washout processes by ∆W . In most regions of parameter space, ∆W  W for T  M1, such that,
as stated above, ∆W can be neglected. Nonetheless, this relation may be saturated when the Yukawa
couplings are large compared to the values generically predicted by the type-I seesaw mechanism in
conjunction with the observed light neutrino masses, provided these are hierarchical. In that case, the
contribution of ∆W to washout gives important upper bounds on the mass of the lightest RHN as
well as on the masses of the observed active neutrinos [88–90]. Since all RHNs are exchanged in these
processes that change lepton number by two units, in the type-I seesaw model and the limit T  Mi,
the rates are just proportional to the Majorana masses of the light neutrinos themselves, i.e. they lead
to an extra contribution to the washout rate of the form ∆W ∼ m¯2T 3/v4, where m¯2 = m21 +m22 +m23,
mi are the mass eigenvalues of the light neutrinos and v is the vacuum expectation value of the Higgs
field. For minimal, unflavoured, nonresonant leptogenesis, this leads to the bound m¯ < 0.2 eV, which
is of interest in view of the current and future search for the absolute neutrino mass scale in neutrino-
less double beta decay and in large-scale cosmological structure. Scenarios where the two-by-two rates
are of quantitative importance for washout without leading to large values of m¯ are studied e.g. in
Refs. [48, 91].
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To conclude this discussion, the first four collision terms in Eq. (74b) by themselves fail to comply
with the CPT theorem (that relies on unitarity of the S matrix) and consequently also with Sakharov’s
nonequilibrium condition. Operating with S-matrix elements for unstable states, here for N1, leads
apparently to a nonunitary time-evolution, which is fixed trough the subtraction of certain parts of the
RIS contributions. Whether or not the procedure presented here corresponds to a satisfactory solution
of the problem, it has motivated studies of leptogenesis in the CTP framework [51, 92–100], where
instead of using S-matrix elements, one operates with the real-time evolution of quantum mechanical
correlation functions in first place. We review these matters in Section 5.
4.3 Final adjustments and expansion of the Universe
There are two more simple, yet substantial adjustments that we are going to apply to the fluid equa-
tions: First, we take account of the additional bias that the charge density in Higgs bosons implies
for the washout term and second, we include the expansion of the Universe, as this creates the crucial
nonequilibrium conditions for baryogenesis in first place.
The decay of a RHN produces either a lepton and an anti-Higgs boson or the corresponding an-
tiparticles. When ignoring additional processes that change the charge densities, this amounts to the
relation q` = −qφ. In order to include the bias of the charge density of Higgs bosons qφ next to the
lepton charge density q` in the washout term, we once again make use of the relation (10) between
charge and chemical potentials for fermions and bosons and follow the arguments of Section 4.1. In
the washout term, this amounts to the replacement WY∆` → W (Y∆` − 1/2Y∆φ) = 3/2WY∆`, i.e. the
multiplication of the washout rate by a factor of 3/2. In the SM, the charges in the Higgs bosons and
doublet leptons are further redistributed by the Yukawa interactions and by strong and weak sphaleron
processes (cf. Figure 1) to the remaining SM particles [101, 102]. However, due to the large number of
degrees of freedom, this additional correction is comparably small, and we neglect it here for simplicity.
It is technically easy though to incorporate such fully equilibrated spectator effects such that these
should be nonetheless included in phenomenological studies. Partially equilibrated spectator fields may
lead to an effective protection of the asymmetry from washout, which is of importance in some regions
of the parameter space discussed in Refs. [86, 103].
Crucially for baryogenesis, we yet need to account for the expansion of the Universe that creates the
necessary out-of-equilibrium conditions. At the present stage, where the derivations to this end have
been made in Minkowski background, this is most easily implemented when describing the Friedmann-
Robertson-Walker Universe through conformal coordinates and the pertaining metric tensor
gµν = a
2(η)diag(1,−1,−1,−1) , (81)
where η is conformal time and a(η) the scale factor.
In standard scenarios for leptogenesis, the Universe is dominated by relativistic radiation at the time
when the asymmetry is generated. The expansion during radiation domination is given by
a(η) = aRη . (82)
When we define a comoving temperature Tcom = aT , where T is the physical temperature, we note that
the choice aR = Tcom is particularly convenient, as this implies that T = 1/η. Relating the Hubble rate
to the energy density of the plasma through the Friedmann equation, one obtains
H2 =
(
1
a2
d
dη
a
)2
=
T 4
a2R
=
8pi
3
pi2
30
g?T
4
m2Pl
⇔ aR = mPl
2
√
45
pi3g?
, (83)
where mPl = 1.22× 1019GeV is the Planck mass.
26
Given the metric tensor (81), we can view the kinetic equations for the charge and number densities
(i.e. not the entropy-normalized versions) derived to this end as expressed in terms of comoving mo-
menta, i.e. k → kcom = a(η)kph, and the comoving temperature, i.e. T → Tcom provided we replace the
masses Mi → a(η)Mi (up to potential effects from the coupling of the scalar fields to the background
curvature that are negligible in the present context) and the derivatives d/dt→ d/dη. When integrating
over d3kcom, we then obtain equations for the comoving number densities. In the absence of collisions,
these are conserved as the Universe expands and directly proportional to the entropy-normalized yields.
Next, in order to have the fluid equations temporally depend on an order-one parameter, we define
z = M1/T = ηM1, which implies that
d
dη
= M1
d
dz
, a(η) = z
Tcom
M1
. (84)
Carrying out these rescalings, the fluid equations derived in Minkowski space are recast to a form
suitable for the radiation-dominated Universe as
dni
dt
= −Γij ({Mk} , T )nj → dYi
dz
= − 1
M1
Γij ({Mk/M1 × zTcom} , Tcom)Yj . (85)
In summary, the apparently simplest scenario of leptogenesis is described by the following set of
coupled differential equations:
dYN1
dz
=− γ¯ (YN1 − Y eqN1) , (86a)
dY∆`
dz
=ε
γ¯
gw
(YN1 − Y eqN1)− W¯
3
2
Y∆` , (86b)
where, applying the replacement rule (85) to the expressions (72) and (80),
γ =
K1(z)
K2(z)
|Y1|2M1
8pi
→ γ¯ = K1(z)
K2(z)
|Y1|2 zTcom
8piM1
, (87a)
W =
3|Y1|2M31
8pi3T 2
K1
(
M1
T
)
→ W¯ = 3|Y1|
2z3Tcom
8pi3M1
K1(z) =
3|Y1|2z 52Tcom
2
7
2pi
5
2M1
e−z × (1 +O(1/z)) . (87b)
Numerically, these can be solved easily. An approximate analytic solution, that yields some insight
into the general mechanics of baryogenesis from out-of-equilibrium decays is also available and will be
reviewed in Section 7.
4.4 Integral expressions for the rates in the fluid equations
To this end, we have inferred the fluid equations for leptogenesis by balancing the rates of change in
the charge and number densities of leptons ` and RHNs Ni. Nonetheless, as advertised in Section 2.1,
these can also be derived from the Boltzmann equations by integration over three-momentum, i.e. the
fluid equations (86) can be expressed as
dq`
dt
=
d
dt
∫
d3q
(2pi)3
(
f`(q)− f¯`(q)
)
= S −W , dnN1
dt
=
d
dt
∫
d3p
(2pi)3
2fN1(p) = −D , (88)
where the decay term D, the washout term W and the source term S can be expressed as momentum
integrals over the collision term (7). The bar over the function f¯X indicates that this is the distribution
of the antiparticle of X. In the integral for the RHNs, there is an explicit factor of two accounting for
the two helicity states. For simplicity, we do not include here the expansion of the Universe and the
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Figure 6: For the various collision terms in the fluid equations, these diagrams show the correspondence
of the derivation using classical kinetic theory combined with QFT cross sections (Section 4.4) with
the derivation based on the effective action in the CTP approach (Section 5). Bold solid lines without
arrows stand for RHNs, with arrow for leptons and bold dashed lines with arrows stand for Higgs
bosons. The on-shell cuts are indicated by thin orange lines. A gap at the cut through the RHN or
lepton lines indicates that the pertaining integral originates from the zeroth moment of the associated
kinetic equation. In the limit M1  M2, the leading contributions to Svert and Swv are those where
the cut goes through an N1 propagator whereas N2 remains off shell. The expression (90) for D is
to be compared with Eq. (102) in Section 4.4, expression (91) for W with Eq. (100). In Eq. (92) the
contribution Svert is to be compared with Eq. (106) and Swv with Eq. (113). We also note that D and
W can be recovered from the two-loop diagrams and Svert from the three-loop diagram that contribute
to the effective action Γ2, Eq. (93). The contribution Swv descends from the two-loop diagram in Γ2
when inserting a one-loop correction into the RHN propgagator. (Recall that Γ2 is understood to be
expressed in terms of full propagators, such that this correction is implicit.)
normalization to entropy that can be reintroduced as explained in Section 4.3. These integral expressions
will also be useful for comparison with the corresponding results derived in the CTP approach in
Section 5. In order to condense the notation of phase-space and four-momentum integrals, we use the
shorthand expressions ∫
p1···pn
=
∫
d4p1
(2pi)4
· · · d
4pn
(2pi)4
, (89a)
∫
p1···pn
=
∫
d3p1
(2pi)32
√
p21 +m
2
1
· · · d
3pn
(2pi)32
√
p2n +m
2
n
, (89b)
δp =(2pi)
4δ4(p) , (89c)
where mi is the mass of the particle with momentum pi.
We proceed by neglecting quantum-statistical factors (i.e. by replacing (1± f)→ 1) in the collision
term, as it is appropriate in the strong-washout regime where the RHNs are nonrelativistic. The decay
term can then be expressed as
D = γ (nN1 − neqN1) = 2gw
∫
pqq′
δp−q−q′
∑
pol
∣∣iMLON1→`φ∗∣∣2 δfN1 = gw ∫
pqq′
δp−q−q′4p · qδfN1(p) , (90)
where the explicit factor of two accounts for the decay channels into particles and antiparticles. The
distribution δfN1 = fN1 − f eqN1 is the deviation from the equilibrium distribution f eqN1 for N1. Note also
that there appears the a polarization sum rather than the average over the RHN polarizations because
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we account here for both of their helicity states, i.e. “pol” under the sum now refers to the polarizations
of N1 as well as `. The integral form of the washout rate is
W = WY∆` =
∫
pqq′
δp−q−q′
∑
pol
∣∣iMLON1→lφ∗∣∣2 fφ(q′) [f`(q)− f¯`(q)]
=
∫
pqq′
δp−q−q′tr[/p/q]fφ(q′)
[
f`(q)− f¯`(q)
]
, (91)
and for the CP -violating source, we write
S =Svert + Swv = ε γ
gw
(nN1 − neqN1)
=
∫
pqq′
∑
pol
[(
iMLON1→`φ∗
)∗
iMN1→`φ∗ −
(
iMLON1→`CPφ
)∗
iMN1→`CPφ + c.c.
]
δp−q−q′δfN1(p)
=− (Y 21 Y ∗2 2 − Y ∗1 2Y 22 ) ∫
pqq′kk′
δp−k−k′δp−q−q′
{ i tr [(/p+ M̂∗1)PL/qPR (/q − /k′ + M̂∗2)PR/kPL]
(q − k′)2 − |M2|2
+gw
i tr
[(
/p+ M̂∗1
)
PL/qPR
(
/p+ M̂∗2
)
PR/kPL
]
|M1|2 − |M2|2
}
δfN1(p) , (92)
where we have substituted Eqs. (49) and (50) for the interference terms. [Note the appropriate rescaling
of the Yukawa coupling and that this result (92) accounts for the sum of both polarization states of N1
whereas Eq. (49) does so for the average.]
One can check that these integral expressions agree with the definitions of γ in Eq. (72), W in
Eq. (87b) and ε in Eq. (60) when further relating the distribution functions to the densities as in
Eq. (9).
The rates appearing in the fluid equations can also be represented diagrammatically as shown in
Figure 6. Note that the diagrams for the CP -violating rates are obtained from those in Figure 3 by
sewing together the external lines. The resulting diagrams take the form of contributions to an effective
action, i.e. of “vacuum graphs” (cf. Eq. (93) below). Within the CTP approach discussed in the
following Section 5, we see that such an interpretation is indeed meaningful.
We also note that in the source terms S, depending on whether we attribute the cut to N1 or to
` and φ, we either obtain an interference between a tree-level and a one-loop, one-two-two amplitude
or an interference between two tree-level, two-by-two scatterings, one mediated by an on-shell N1 and
one by an off-shell N2. This ambiguity is related to the correct counting of the reaction rates that has
been implemented in this section by subtracting the RIS. The CTP approach presented in the following
section automatically takes care of the right counting.
5 Baryogenesis from out-of-equilibrium decays and inverse
decays based on first principles in the closed time-path ap-
proach
When reviewing the standard approach to leptogenesis based on classical kinetic theory and QFT cross
sections and decay rates, we have encountered two somewhat unsatisfactory arguments:
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• In order to meet the requirement that no CP asymmetry may be present or be generated in
thermodynamic equilibrium, certain contributions from RHNs propagating as RIS have to be
subtracted from the two-by-two scattering rates. While this procedure leads to correct results,
the argument faces the complications due to unstable particles as external states in scattering
theory. It appears convoluted and calls for a simpler and more direct treatment. The discussion
in Section 2.3 suggests that the CTP approach offers such a method.
• The results from the wave-function or mixing contribution to leptogenesis are, as discussed in
Section 3.2, inconclusive in the resonant limit where |M21 −M22 | M1Γij does not hold.
Both of these issues have to do with the appearance of long-lived states in the reactions that drive the
kinetic equations. In the first case, it is the RHN N1 whose lifetime by definition is of the same order as
the time between decays and inverse decays, in the second case, N2 can be produced from N1 without
external radiation within the bounds of energy uncertainty. Therefore, in both situations, a region
where the particles evolve as free in and out states outside of a region in spacetime where interactions
may not be neglected, cannot be clearly identified. The presence of regions of freely propagating states
is however a prerequisite for defining the matrix elements that are substituted into the Boltzmann
equations. In the case of leptogenesis, the one-to-two rate cannot be clearly separated from the two-
to-two rates involving RIS (cf. Section 4.2) or external states may not be clearly identifiable because
they correspond to unstable, mixing particles (cf. Section 3.2). In the Boltzmann approach, it therefore
proves complicated to construct kinetic equations that respect unitarity and the CPT theorem.
Due to these problems associated with the formulation of matrix elements, the computation of the
real-time evolution of the quantum mechanical correlation functions is a more straightforward approach
(save for many practitioners being more familiar with scattering theory). In fact, all observables of
interest, in particular the lepton asymmetry, can be calculated from the correlation functions. The time
evolution of these is found by solving a closed system of Schwinger-Dyson equations for the causal (i.e.
retarded and advanced) propagators and the Wightman functions, as reviewed in Section 2.2.
Self-consistent solutions to these equations can be obtained based on systematic approximations
(e.g. perturbative expansions or resummed variants of these, numerical methods or combinations of
both). The correct account of finite-width effects in Wigner space is explained in Ref. [104] but these
can be safely ignored if the quasi-particles can be approximated to occupy a sharp mass shell. Further,
in general kinematic regimes, the spinor structure leads to technical complications that can be dealt
with using the methods developed in Refs. [60, 61, 109, 110] that we review in the context of electroweak
baryogenesis in Section 8. Compared to that, in the present context, which is leptogenesis in the strong
washout regime, the nonrelativistic approximation for the RHNs leads to a considerably simplified
treatment of the fermion fields.
5.1 Kinetic equations for leptogenesis in the strong-washout regime
We start writing down the loop contributions (28) to the 2PI effective action
Γ2 = −i − i + · · · . (93)
The bold lines that appear here represent full propagators, and when these are solid, they stand for
fermions, and when dashed, for Higgs bosons. Fermion lines without arrow are for RHNs and with
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arrow for doublet leptons. Taking functional derivatives with respect to the propagators of doublet
leptons and RHNs according to Eq. (29b) yields the self energies that appear in the Schwinger-Dyson
equations (31b). For the present case, these take the diagrammatic form
−1 =δ + + , (94a)
−1 =δ + + . (94b)
Thin lines stand for tree propagators and the inverse of these amounts to Dirac operators. The term
δ stands for the first term on the RHS of Eq. (31b). As described in Section 2.2, the Schwinger-Dyson
equations then lead to Kadanoff-Baym equations (37) in Wigner space.
For the present problem of leptogenesis in the strong washout regime, we apply the following sim-
plifications:
• We discard the terms involving /ΣH that amount to a correction in the dispersion relation, e.g. a
thermal mass. For the RHN, the squared thermal mass is of order Y 2T 2 and can be neglected
compared to the masses M1,2  T as well as the term associated with the decay width ∼ Y 2M21,2
appearing in the denominator of the propagator for the RHN [81]. Note that the term with /Σ
H
may nonetheless be of importance in scenarios where the asymmetry is generated when the RHNs
are relativistic and when at the same time their mass splitting is very small [44]. For the doublet
leptons, the correction to the dispersion relation of order gT is small compared to the average
energy of order M1, where g schematically stands for the U(1)Y and SU(2)L gauge couplings.
• We further drop the term involving SH that constitutes an inhomogeneous contribution to the
differential equation for S<,>. It gives rise to the equilibrium contribution to the Green function
in a form that also resolves the finite width [104]. In many cases of phenomenological interest
(such as the present one), it is sufficient to approximate spectral distributions of finite width by
Dirac-δ functions. Even when dropping this term, the equilibrium form of the RHN distribution
follows from the KMS relation when imposing that the collision term should vanish, such that the
solution is independent of time.
• We furthermore neglect gradient effects that are in the present case controlled by the parameter
H/M1 (the temporal rate of change given by the Hubble rate divided by the typical momentum
scale given by the mass of the decaying RHN), i.e. we truncate exp(−i) at zeroth order.
• We assume spatial isotropy, such that ∂iS<,>(x) = 0 for i = 1, 2, 3.
We are thus left with[−i/kγ0 + ∂t + iMγ0] iγ0S<,> = −1
2
(
i/Σ
>
γ0iγ0S< − i/Σ<γ0iγ0S>
)
, (95)
where we have inserted factors of iγ0 such that we can readily take the Hermitian and Antihermitian
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parts that are
d
dt
γ0iS<,> − i
2
[
Mγ0, iγ0S<,>
]
=− 1
2
{
i/Σ
>
γ0, iγ0S<
}
+
1
2
{
i/Σ
<
γ0, iγ0S>
}
, (96a)
1
2
{/k −M,S<,>} =− 1
2
[
i/Σ
>
γ0, iγ0S<
]
+
1
2
[
i/Σ
<
γ0, iγ0S>
]
. (96b)
We refer to the Antihermitian part (96b) as the constraint equation. Neglecting the loop terms on
the right-hand side, the solutions are given in terms of the tree-level propagators (B8). In addition,
for a system with several flavours, the solutions support flavour-off-diagonal correlations. For now, we
will leave these correlations aside and perform the calculation in a perturbative expansion based on the
tree-level propagators. In Section 6, we show that this is equivalent to solving Eqs. (96) also for the
off-diagonal correlations in the RHNs through most of the parameter space and that this also resolves
the question of how to correctly treat the degenerate regime where |Mi −Mj|  Γii is not satisfied.
The Hermitian part (96a) is called kinetic equation. To appreciate this, we note that we can extract
the distribution functions as
tr
∞∫
−∞
dq0
2pi
iγ0S<,>` (q) =
[
f¯`(q)− f`(q)
]
, (97a)
tr
∞∫
−∞
dp0
2pi
sign(p0)S<,>Ni (p) = −4fNi(p) , (97b)
where we have made use of the tree-level solutions (B8) and where the first equation corresponds to
the zero-component of the fermionic current, cf. Eq. (13). By inspection of Eqs. (B8), one may also
notice that the contributions for q0 = ±|q| in Eq. (97a), as imposed by the δ-functions, account for
leptons and antileptons, respectively. For the RHNs, which are Majorana fermions, the distribution
functions on the positive and negative shell p0 = ±√p2 +M2i must be equal due to the Majorana
condition. Since the respective distributions appear within S<,>Ni with opposite sign, the purpose of the
sign function in Eq. (97b) is to project on the particle distribution rather than the charge distribution
as opposed to Eq. (97a). Taking the trace of Eq. (96a) and integration over the zero component of the
four momentum then leads to the following form of the kinetic equations for RHNs and doublet leptons:
d
dt
fNi(p) = CN(p) = 1
4
∫
dp0
2pi
sign(p0)tr
[
i/Σ
>
Ni(p)iS
<
Ni(p)− i/Σ<Ni(p)iS>Ni(p)
]
, (98a)
d
dt
(
f`(q)− f¯`(q)
)
= C`(q) =
∫
dq0
2pi
tr
[
i/Σ
>
` (q)iS
<
` (q)− i/Σ<` (q)iS>` (q)
]
. (98b)
Consequently, we obtain equations for the number and charge densities when using Eq. (88), and
we calculate the particular collision terms in the following subsection.
5.2 Decays, inverse decays and washout
In order to derive the washout rate for the lepton asymmetry, we note that the leading-order self-energy
on the CTP is
i/Σ
LOab
` (q) =PRY
∗
i Yi
∫
pq′
δp−q−q′PRiSabNi(p)PLi∆
ba
φ (q
′) , (99)
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which corresponds to the amputated one-loop diagram in Eq. (94a). Assuming that fφ = f¯φ, we obtain
−W =
∫
q
tr
[
i/Σ
LO>
` (q)iS
<
` (q)− i/ΣLO<` (q)iS>` (q)
]
=− |Yi|2
∫
pqq′
δp−q−q′tr
[
PR/p/k
]
[fN1(p) + fφ(q
′)]× [f`(q)− f¯`(q)] , (100)
which is proportional to the lepton asymmetry. This agrees with the result (91), up to an extra term
involving fNi(p). It can also be reproduced in the Boltzmann approach when accounting for the full
quantum statistics. However, it is negligible in the strong-washout regime, where the RHN distribution
is exponentially suppressed compared to the one of Higgs bosons. When including spectator effects, one
should also expand in terms of the charge asymmetry in Higgs bosons in addition to the one in leptons.
Next, for the rate of decays and inverse decays that drives the RHNs toward thermal equilibrium,
we use the leading-order self-energy of the RHNs,
i/Σ
ab
Nij(p) = gw
∫
kk′
δp−k−k′
{
YiY
∗
j PLiS
ab
` (k)
[
i∆abφ (k
′)
]∗
+ Y ∗i YjPRiS
Cab
` (k)i∆
ab
φ (k
′)
}
, (101)
i.e. the amputated one-loop diagrams in Eq. (94b).
Using the approximations f` = f¯` and fφ = f¯φ, this leads to the decay term
D =− 1
2
∫
p
tr sign(p0)
[
i/Σ
>
Nii(p)iS
<
Ni(p)− i/Σ<Nii(p)iS>Ni(p)
]
= −gw|Yi|2
∫
p
tr sign(p0) /ˆΣ
A
N iδSNii
=gw|Yi|2
∫
pqq′
δp−q−q′tr
[
/k/p
]
(1− f`(q) + fφ(q′)) δfNi(p) , (102)
which is in agreement with Eq. (90), again up to quantum statistical corrections. For comparison with
the results in Section 6, we also define here
/ˆΣ
A
(p) = γµΣˆ
Aµ(p) =
1
2
∫
qq′
δp−q−q′/q (1− f`(q) + fφ(q′)) , (103)
such that we can decompose
/Σ
A
Nij = gw
(
YiY
∗
j PL + Y
∗
i YjPR
)
γµΣˆ
Aµ . (104)
Note that in the strong-washout regime, we can use the zero-temperature approximation because the
distribution functions are Maxwell suppressed, such that ΣˆAµ(p) = pµ/(32pi), what agrees with the
corresponding quantity (51) appearing for decays in the vacuum.
When the RHNs are relativistic, one should also account for the asymmetry in their different helicity
states that is generated from decays and inverse decays when f` 6= f¯` or fφ 6= f¯φ. This is can be of
relevance for leptogenesis from oscillations of RHNs with mass below the electroweak scale [35, 40–46,
105–108] but also for heavier RHNs as discussed in Section 7.2. The effect from the helicity asymmetry
is however only material when a sizable fraction of the RHNs are produced or destroyed associated
with the radiation of an extra gauge boson, i.e. in two-by-two scatterings rather than in one-to-two
decay and inverse decay processes. The latter dominate however in the strong-washout regime with
nonrelativistic RHNs, where it is therefore a good approximation to neglect the helicity asymmetries as
we will do throughout the present discussion.
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5.3 CP -violating source
As for the CP -violating source, we note that the two-loop, vertex-type self energy for the doublet lepton
on the CTP, given by the amputated two-loop diagram in Eq. (94a), is
i/Σ
vertab
` (q) =−
∑
cd
cdY 21 Y
∗
2
2
∫
q′kk′p
δp−q−q′δp−k−k′PRiSadN2(k − q′)PRiSCP` dc(k)PLiScbN1(p)PLi∆ca(−k′)i∆bd(q′)
+1↔ 2 . (105)
For simplicity, we now set M1 and M2 to be real what can be achieved by rephasings of the fields N1,2.
The leading order washout terms that are proportional to q` are accounted for by the contribution
from /Σ
LO
` already. We can thus substitute equilibrium Fermi-Dirac or Bose-Einstein distributions into
the expressions for the fermion and scalar boson propagators. Then, the KMS relation (39) implies that
the collision term on the right-hand side of Eq. (98b) can only depend on the remaining deviation from
equilibrium δfN1 = fN1 − f eqN1. Carrying out the sum over the CTP indices and
• expanding to linear order in δfN1,
• accounting only for the off-shell contributions from N2 according to the assumption that M2  T ,
we arrive after some laborious rearrangements [98, 111] that are shown in Appendix C at
Svert =
∫
q
tr
[
i/Σ
vert>
` (q)iS
<
` (q)− i/Σvert<` (q)iS>` (q)
]
=− (Y 21 Y ∗2 2 − Y ∗1 2Y2) ∫
qq′kk′p
δp−q−q′δp−k−k′tr
[
PR
i(/k − /q′ +M2)
(k − q′)2 −M22
PR/kPL(/p+M1)PL/q
]
× (1− f`(k) + fφ(k′)) (1− f`(q) + fφ(q′)) δfN1(p) . (106)
In the limit M1  T , where the equilibrium distribution functions for doublet leptons and Higgs bosons
may be neglected, this result agrees with Eq. (92).
Now for the wave-function contribution, we observe that there is no corresponding explicit two-loop
diagram in Eq. (94a). However, we note that we can approximately solve Eq. (94b) as
= + +
= + + + · · · (107)
Substituting this approximation to the RHN propagator into the one-loop diagram in Eq. (94a) then
yields a two-loop diagram. The wave function contribution can then be calculated analogously to the
vertex [98]. In order to compare with the results of Section 6, we deviate slightly from that route and
first consider separately the the correction to the propagator to the RHN, which is given by
iSwvabNij = −cd iSacNi i/ΣcdNijiScbNj , (108)
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what is represented diagrammatically by the loop diagrams on the right-hand side of Eq. (107). This
correction then enters /Σ
<,>
` that appears in the collision term of the kinetic equation for the doublet
leptons (98b). We specifically write down the term
iSwv>Nij = iS
>
Nii/Σ
<
NijiS
>
Nj + iS
T¯
Nii/Σ
>
NijiS
T
Nj − iS>Nii/ΣTNijiSTNj − iST¯Nii/ΣT¯NijiS>Nj , (109)
where iSwv<Nij follows from replacing <↔>, T ↔ T¯ . Next, from the KMS relation, we know that any
nonvanishing contributions to the collision term of doublet leptons at this order must be proportional
to deviations from equilibrium. We therefore expand in δS<,>Ni = δS
<,>
Ni − Seq<,>Ni , where δS<Ni = δS>Ni,
iδS<,>Nij = iδSNi
(
i/Σ
>
Nij − i/ΣTNij
)
iSTNj − iST¯Ni
(
i/Σ
>
Nij − i/ΣT¯Nij
)
iδSNj . (110)
In this expression, we have dropped terms that contain products of on-shell δ-functions pertaining to
Ni and Nj with i 6= j that cannot be simultaneously satisfied. The next simplification is to drop the
dispersive part from /Σ
T
N , such that only the absorptive, cut part is left. This is in accordance with our
approximation of neglecting corrections to the dispersion relations, i.e. dropping the term involving /Σ
H
in Eq. (37). Furthermore, since the dispersive parts satisfy /Σ
T,disp
N = −/ΣT¯ ,dispN , it can be seen that these
lead to contributions to the source term for the asymmetry that cancel in total. We therefore arrive at
iδS<,>Nij → iδSNi /ΣANijiSTNj − iSTNi /ΣANijiδSNj . (111)
Note that the equality of the <,> propagators can be verified using the relation (20).
Substituting this result into
i/Σ
wvab
` (q) =
∑
ij
PRY
∗
i Yj
∫
pq′
δp−q−q′PRiSwvabNij (p)PLi∆
ba
φ (q
′) , (112)
we find for the wave-function contribution to the CP -violating source
Swv =
∫
q
tr
[
i/Σ
wv>
` (q)iS
<
` (q)− i/Σwv<` (q)iS>` (q)
]
=
∫
pqq′
δp−q−q′
∑
ij
Y ∗i Yjtr
[
PRiδSNij(p)PL
(
iS<` (q)i∆
<
φ (q
′)− iS>` (q)i∆>φ (q′)
)]
=− 2
∫
p
∑
ij
Y ∗i Yjtr
[
PRiδS
<,>
Nij (p)PL /ˆΣ
A
(p)
]
=− 8gw
∫
p
M1M2 i
[
Y ∗1
2Y 22 − Y 21 Y ∗2 2
] ΣˆAµ (p)ΣˆAµ(p)
M22 −M21
δfN1(p) + 1↔ 2 . (113)
When substituting Eq. (103) for ΣˆA and noting that the present result accounts for the nonequilibrium
sources from both RHNs as well as that it includes quantum-statistical factors, we once more note
agreement with with Eq. (92).
5.4 Diagrammatic interpretation
We note eventually that the expressions derived in the CTP approach justify the diagrammatic rep-
resentation in Figure 6. The diagrams obtained from amputating the lines with a gap correspond to
the self energies /Σ, and the line with a gap to the propagator that is attached to these in the collision
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term of the Kadanoff-Baym equations. This external line is then closed by taking the spinor trace
as well as the momentum integral. The diagrams with closed lines can therefore be identified with
contributions to the 2PI effective action as in Eqs. (27), (28) and (93), and the self energies /Σ
LO
` , /Σ
vert
`
and /ΣNij follow from functional differentiation as in Eq. (29b). In contrast, /Σ
wvab
` , Eq. (112), cannot be
directly obtained from the 2PI effective action because the vacuum graph that would give rise to this
contribution by functional differentiation is not 2PI. Rather, when recalling that the diagrams in the
2PI effective action are in terms of full propagators, /Σ
wvab
` arises from the leading insertion of /ΣNij into
the RHN propagator as indicated in Eq. (107). On the other hand, we may expect that we resolve the
issues encountered in Section 3.2 concerning the mass-degenerate limit when appropriately resumming
these insertions. This resummation is readily accomplished by the Schwinger-Dyson equations (94b),
and we will make use of this fact in the following section on resonant leptogenesis.
6 Resonant effects in out-of-equilibrium decay scenarios
In Section 5, we have derived the CP -violating source term in the CTP approach based on first principles
of QFT. In view of the problems in telling apart one-to-two and two-to-two matrix elements in the
Boltzmann approach and thus to comply with the CPT theorem, the CTP approach appears to be
more systematic. Here, we show how the kinetic equations derived in the CTP framework in addition
lead to a resolution of the questions pertaining to the resonant limit M1 → M2 of leptogenesis. In
particular, as discussed in Section 3.2, a satisfactory treatment should address the calculation of the
asymmetry in the parametric regime where the mass splitting is comparable to or smaller than the
decay width of the RHNs.
Within the CTP framework, rather than inserting the spectral self energy into the propagator of
the RHN to first or any finite order, the solution to the Schwinger-Dyson equations in an appropriate
approximation automatically leads to the all-order resummation of the effects from the finite lifetime
of the RHN. Compared to the approaches presented Section 3.2, that are inconclusive to this end, the
Schwinger-Dyson equation on the CTP has two features that are crucial in order to lead to correct
predictions throughout the parametric range of the seesaw mechanism, including the resonant regime:
• The state of the RHNs and their flavour correlations is solved for consistently. This is important
in the extremely degenerate regime where the correlations turn out to be of the same magnitude
as the deviations of the flavour-diagonal distributions from equilibrium.
• Off-diagonal correlations take a finite time to build up. In the strong washout regime, under
circumstances to be specified in more detail below, this typically is not a concern. This time-
dependence is however captured by the Schwinger-Dyson equations such that these are applicable
also to the weak washout regime or to scenarios of leptogenesis from the oscillations of relativistic
RHNs with masses below the electroweak scale [44].
Now, in general, the self-consistent solutions to the nonequilbrium portion of the Wightman func-
tions of the RHNs iδS<,>N exhibit a more complicated spinor structure than the tree-level, equilibrium
solutions (B8). This is because the CP -violating effects, besides creating charge asymmetries, also
lead to asymmetries in axial charges and densities. The latter are of material importance in models
of flavoured leptogenesis (i.e. when all or an important part of the asymmetry in doublet leptons is
purely flavoured in first place) when the RHNs are relativistic. This combination of circumstances is
characteristic for leptogenesis from oscillations of relativistic RHNs [40–43].
In order to capture the details of these chirality and helicity effects in the RHN sector, a decompo-
sition of the spinor fields following the methods developed for electroweak baryogenesis in Refs. [60, 61]
must be applied, which we review in Section 8 of the present work. For leptogenesis, this procedure has
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been carried out and is reported in detail in Refs. [44, 76]. Here, for simplicity, we restrict to the non-
relativistic regime, where the axial and pseudoscalar components of iδS<,>N are small compared to the
vectorial and scalar ones. We can hence approximate that tr [PL,RiδS
<,>(p)] = 2M¯δfN(p)2piδ(p
2− M¯2)
and tr
[
/V PL,RiδS
<,>(p)
]
= −2p · V δfN(p)2piδ(p2 − M¯2) as can be seen from Eqs. (B8), where M¯ =
(M1 +M2)/2 and we assume |M1 −M2|  M¯ . With these approximations, integrating Eq. (96a) over
dp0 and taking the trace as in Eq. (97b) leads to
d
dt
fN(p) +
i
2p0
[
M2, δfN
]
= −gw p · Σˆ
A
p0
{
Re[Y ∗Y t], δfN
}
, (114)
where fN and δfN now take values of matrices in the flavour space of RHNs, Y is understood as
a column vector and the superscript t stands for transposition. We note that through taking the
trace, we have added together the different polarization states for the right-handed neutrinos. In the
nonrelativistic regime, differences in the decay asymmetry for the two polariztion states in the fi-
nite temperature medium remain small such that it is justified not to track the helicity asymmetry.
Corrections to this treatment that become relevant toward the relativistic regime are covered by the
derivations of Refs. [44, 76] (see also Refs. [40–44, 46, 105–108] that address this matter using canon-
ical and finite-temperature field-theory approaches in contrast to the CTP method). We can view
Eq. (114) as a reduced version (through taking a trace and applying the nonrelativistic approximation)
of the Schwinger-Dyson equation (94b) that carries out the necessary resummations (i.e. the one-loop
insertions into the RHN propagator accounting for the finite width) for the mass-degenerate regime.
To account for the expansion of the Universe, we apply the rule (85) to Eq. (114), which yields
M¯
d
dz
δfN +
aRz
2p0M¯
i[M2, δfN ] + M¯
d
dz
f eqN =−
aR
M¯
zgw
{
Re[Y ∗Y t]
p · ΣˆAN
p0
, δfN
}
, (115)
where f eqN is the equilibrium Fermi-Dirac distribution of the RHNs. We have explicitly decomposed the
temporal derivative acting on fN = f
eq
N + δfN , such that the term d/dz f
eq
N mediates the deviation from
equilibrium that drives leptogenesis. Note that Eq. (115) is structurally similar to the equation that
has been studied in Ref. [112] for a system of mixing scalar particles.
Now, since δfN takes the values of Hermitian matrices, it has four degrees of freedom, for which
we can write down coupled first-order differential equations [79–81]. The matrix associated with the
homogeneous part of these differential equations has four real eigenvalues, which depend on M21 −M22
as well as Re[Y ∗Y t]p · ΣˆAN(p). Provided these eigenvalues are large compared to (M¯d/dzf eqN )/f eqN , we
can neglect the first term in Eq. (115). We note that for two RHNs, these eigenvalues can be worked
out analytically [81], but simple sufficient criteria are that R1/4  H or |M21 −M22 |/M¯  H, implying
that the characteristic scales of relaxation toward equilibrium or flavour oscillations are faster than
the Hubble rate that sets the scale for the temporal derivatives, where R is the regulator defined in
Eq. (123) below. As a consequence, the system can then be solved algebraically. Before we carry out this
task, we note that one may choose initial conditions where d/dt fNij ∼ (M2i −M2j )/M¯fNij, i.e. where
the derivative is dominated by flavour oscillations. However, such initial conditions are not realized
in the strong-washout scenario because when |M2i − M2j |/(Mi + Mj)  H, the RHNs continuously
drop out-of-equilibrium over many oscillation times such that no coherent oscillations will occur [81].
Even if one chooses initial conditions leading to coherent oscillations, these will average about the
solution to the algebraic system such that they can be neglected in calculations of the resulting lepton
asymmetry [76]. Nonetheless, we note that outside the strong-washout regime, the time-dependence
of the flavour correlations of the RHNs have to be accounted for by keeping the time-derivative in
Eq. (115).
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Dropping the derivative in Eq. (115) as per the discussion above, we obtain the algebraic solution [81]
δfNij =
M¯
2D
([Y Y †]ij + [Y ∗Y t]ij)([Y Y †]ii + [Y Y †]jj) (116)
×[M¯2Γ¯([Y Y †]ii + [Y Y †]jj)− i(M2i −M2j )]×
M¯2
aRz
d
dz
f eqN ,
where
D =[Y Y †]11[Y Y †]22(M21 −M22 )2 (117)
+M¯4Γ¯2([Y Y †]11 + [Y Y †]22)2([Y Y †]11[Y Y †]22 − Re{[Y Y †]12}2) ,
and Γ¯ = 1/(8pi). Substituting this into the source term, we obtain
Swv =− 2
∫
p
∑
ij
Y ∗i Yjtr
[
PRiδS
<,>
Nij (p)PL /ˆΣ
A
(p)
]
, (118)
which generalizes the results (92) and (113) and now also applies in the extremely degenerate regime.
We also note that in Refs. [82, 113] it is argued that besides the CP -violating source calculated in
this section, the source according to Eq. (64) is a separate and distinct contribution. Obtaining the
source term from the 2PI effective action, we find however that the source terms (113) and (118) are the
same contribution and agree within the range of applicability of Eq. (113), i.e. when |M1−M2|  |Γij|.
Certainly, further investigations into this matter, as have been initiated in Ref. [114], would therefore
be of interest.
In order to verify that the above results are indeed recovered from this more general expression,
we note that outside of the extremely degenerate regime the diagonal components of the matrix of the
nonequilibrium RHN neutrino distributions dominate the off-diagonal ones. These are then related to
the rate at which the RHNs drop out of equilibrium as
1
|Yi|2
M¯2
aRz
d
dz
f eqN = 2gw
p · ΣˆA
p0
δfNi . (119)
Substituting this into Eq. (116), we obtain
δfNij = − i
2
YiY
∗
j + Y
∗
i Yj
M2i −M2j
2gw
p · ΣˆA
p0
M¯ (δfNi(p)− δfNj(p)) , (120)
which, when used in Eq. (118) leads to
Swv = i [Y ∗1 2Y 22 − Y 21 Y ∗2 2] ∫
p
M¯2
M21 −M22
8ΣˆA0ΣˆA0 (δfN1(p)− δfN2(p)) , (121)
in agreement with the results (92) and (113).
Noting that in the strong-washout regime, the evolution of the lepton asymmetry can be expressed
as in Eq. (128) (There is a different sign in that equation compared to Ref. [81].) below and comparing
with Eq. (116) and (118), we find for the decay asymmetry [81] (As there is no mass hierarchy, this is
the average decay asymmetry for both RHNs.)
ε =i
Y ∗1
2Y 22 − Y 21 Y ∗2 2
16pi
M21 −M22
D
M¯2
(|Y1|2 + |Y2|2) . (122)
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Figure 7: Regulators (64pi2/M¯4)R for the strong-washout scenario from Eq. (124) and for RHN oscil-
lations in vacuum from Eq. (126) (right panel). We have set Y1 = |Y1| and Y2 = eiϕ|Y2|.
For the sake of comparison between different approaches to resonant leptogenesis that can be found in
the literature, we rearrange this expression for the asymmetry into
ε =i
Y ∗1
2Y 22 − Y ∗2 2Y 21
16pi
(
1
|Y1|2 +
1
|Y2|2
)
M¯2(M21 −M22 )
(M21 −M22 )2 +R
, (123)
where
R =
M¯4
64pi2
(|Y1|2 + |Y2|2)2
|Y1|2|Y2|2 (Im[Y1Y
∗
2 ])
2 . (124)
First, we compare with the result from Refs. [71, 72], where the regulator is obtained in the standard
S-matrix formalism by using a resummed form for the RHN propagator, as it is discussed here in the
derivation of Eq. (64). For two RHNs, the sum of the decay asymmetries is found to be
ε =i
Y ∗1
2Y 22 − Y 21 Y ∗2 2
16pi
(
M¯2(M21 −M22 )
(M21 −M22 )2 + |Y2|
4
64pi2
M¯4
1
|Y1|2 +
M¯2(M21 −M22 )
(M21 −M22 )2 + |Y1|
4
64pi2
M¯4
1
|Y2|2
)
. (125)
While this expression cannot be cast into the form of Eq. (123), it nonetheless may easily be compared
with that equation in conjunction with the regulator (124), such that one notes disagreement when
(M21 −M22 )2 is of order of R, |Y1,2|4M¯4/(64pi2) or smaller.
In Ref. [77], it is argued that the resummation needs to take account of the mixing of the RHNs in
a different way, leading to the regulator
R =
M¯4
64pi2
(|Y1|2 − |Y2|2)2 . (126)
This result turns out to be in agreement with what is found using the Hamiltonian description of RHN
oscillations in vacuum from Refs. [74, 75] what has lead us to Eq. (70). In Figure 7, we compare the
Regulators from Eqs. (124) and (126). As stated above, while the regulator (124) is the one that holds
for strong washout, outside of that regime the oscillation equations from Section 6 should be solved in
order to determine the asymmetry correctly [76].
39
7 Analytic approximation to the strong washout solution
7.1 Minimal out-of-equlibrium decay and strong washout
Baryogenesis calculations oftern rely on numerical solutions to the fluid equations for the evolution of the
asymmetry. Notably, the solutions to Eqs. (86) with the rates (87) for leptogenesis have relatively simple
analytic approximations, and the derivation of these offers some insights into the mechanism [115].
Provided (YN1 − Y eqN1) Y eqN1 throughout the times we are interested in, we can readily write down
the approximate solution to Eq. (86a) as
(YN1 − Y eqN1) = −
1
γ¯
d
dz
Y eqN1 . (127)
Our parametrization is chosen such that a derivative with respect to z can be counted as order one
in the radiation-dominated Universe, while the parameter γ¯ is given in Eq. (87a). Above inequality is
therefore satisfied if γ¯(z = 1)  1, (what as a more physical relation implies γ∣∣
T=M1
 H, i.e. the
reaction rate is much faster than the Hubble rate when z ∼ 1). The time where z ∼ 1 is of relevance
because this is where a Fermi-Dirac distribution for fermions of mass M1 in comoving momentum that
is subject to redshift deviates from the equilibrium form and because the lepton-number violating decay
and inverse decay rates acquire a factor of exponential Maxwell suppression ∼ exp(−M1/T ), such that
these processes freeze out soon after.
Substituting the approximation (127) into Eq. (86b), we next obtain
dY∆`
dz
=− ε 1
gw
d
dz
Y eqN1 − W¯( 32)Y∆` , (128)
where W¯( 32)
= 3
2
W¯ , which has the formal solution
Y∆`(z) = −
z∫
0
dz′ε
γ¯
gw
d
dz′
Y eqN1(z
′) exp
−
z∫
z′
dz′′W¯( 32)
(z′′)
 . (129)
This integral can be approximately evaluated using Laplace’s method, where besides the explicit expo-
nential in the above integrand, there is also an exponential factor contained within Y eqN1, cf. Eq. (75).
The full exponent is extremal for
W¯( 32)
(zf) = 1 , (130)
where we attach a subscript f to the solution for z because around this point in time, lepton-number
violating interactions freeze out. It is as useful as customary to define the washout strength
K =
ΓN1→`φ∗,`CPφ
H
∣∣∣
T=M1
=
|Y1|2M1
8piH|T=1 =
|Y1|2
8pi
aR
M1
, (131)
implying that for K  1, the lepton-number violating interactions are close to equilibrium before they
freeze out, what corresponds to strong washout. We can then express the Laplace approximation to
Eq. (129) as
Y∆` = ε
15
√
3
gwg?
√
K
pi−
9
4 2−
3
4 z
1
4
f exp
−zf2 −
∞∫
zf
dz′W¯( 32)
(z′)
 . (132)
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When substituting back the solution to Eq. (130) [The integral in the exponent of Eq. (132) evaluates
to one for zf  1.], we obtain
Y∆` = ε
5
√
2
eg?gwKpi
3
2 zf
. (133)
While larger K increase zf , this only occurs logarithmically slow. Apart from this small dependence,
most significant about this result is its behaviour ∼ 1/K, implying that the outcome of leptogenesis in
the strong-washout regime has a simple dependence on two parameters: the decay asymmetry ε and
the washout strength K. A more accurate analytic approximation is derived in Ref. [85].
We note that eventually, sphaleron processes convert baryon-minus-lepton number B−L to baryon
number B as [116, 117]
YB = 4
77T 2 + 27〈√2|φ|〉2
869T 2 + 333〈√2|φ|〉2YB−L , (134)
where 〈|φ|〉 is the expectation value of the Higgs field through the electroweak crossover, and for sim-
plicity, we assume here that the asymmetry is unflavoured, i.e. the lepton number is the same in all
generations of SM leptons. The generalized expression for the more realistic case of flavoured asymme-
tries can also be found in Ref. [117]. Taking from Ref. [118] the temperature of 131 GeV for sphaleron
freeze out and 〈√2|φ|〉 ∼ 170 GeV at that temperature, one finds YB ≈ 0.343YB−L, to be compared
with the relation YB ≈ 28/79YB−L ≈ 0.354YB−L [119] in the symmetric phase where 〈φ〉 = 0. Note
also that because of our counting of the weak isodoublet charges, YB−L = 2Y∆`. The above result for
YB can be compared with the observed value (4) when switching from entropy to photon normalization.
7.2 Beyond minimal strong washout: weak washout and spectator effects
Up to this point, the present work has been concerned with the application of the CTP approach
to the minimal realization of leptogenesis in the strong-washout regime, which may be considered as
the archetypical example of baryogenesis from out-of equilibrium decays. One exception, where we
go into more particular detail, is the discussion on resonant leptogenesis, where the CTP methods
establish the connection between decay asymmetries from S-matrix elements and those computed from
the oscillations of the RHNs, thus leading to an accurate calculation of the asymmetry produced in
the mass-degenerate regime. Nonetheless, also that discussion may be generalized to other scenarios
relying on the mixing of almost mass-degenerate states [120–122]. Moreover, in Section 8, we draw
some parallels with electroweak baryogenesis, such that resonant leptogenesis seems to be a fitting topic
within the present review. Here, in addition, we give a qualitative overview of the use of the CTP
techniques in leptogenesis from RHNs with masses way above the electroweak scale beyond the minimal
scenario of strong washout.
In principle, both Hamiltonian as well as CTP formulations yield the time evolution of the nonequi-
librium quantum state. Thus, Boltzmann kinetic equations can then be derived from first principles.
In practice, certain reaction rates can either be derived using these techniques of real-time evolution
but alternatively, also equilibrium field theory may be a useful method. Of interest is here the inclusion
of corrections due to the radiation of gauge bosons or top quarks. In the norelativistic strong-washout
regime, these are perturbatively suppressed, and the washout and decay rates for RHNs have been
calculated [54, 123]. Notably, using an effective theory where the RHNs are integrated out, also the
perturbative corrections to the decay asymmetry have been found in that limit [59, 124, 125].
On the other hand, the production of RHNs in the relativistic regime has received interest in the
context of leptogenesis from light RHNs with GeV-scale masses [35, 40–46]. Calculations of the reaction
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Figure 8: The efficiency factor κf as a function of the washout strength K. Solid: fully relativistic
result, dashed: nonrelativistic approximation. The initial conditions for z → 0 are YN1/Y eqN1 = 1 (red),
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rate using thermal field theory include Refs. [53–55, 58, 126], whereas the CTP approach has been
applied to this matter in Refs. [56, 57].
In the context of leptogenesis from light RHNs, it has also been found necessary to track the helicity
asymmetries within the RHNs, that correspond to generalized lepton asymmetries in the relativistic
limit. Consequently, one can then distinguish between lepton-number conserving and lepton-number
violating reactions [35, 45, 46, 105–108], where the latter are mediated by the Majorana mass that is
small compared to the temperature. Moreover, both types of rates play a role in the source term for
the asymmetry [86, 127]. Within the CTP approach, accounting for helicity asymmetries can be dealt
with by accounting for the axial and pseudoscalar density (in contrast to the approximations made in
Section 6), as it is worked out in Refs. [44, 45] (cf. also Section 8.3).
For leptogenesis with heavy RHNs with masses way above the electroweak scale, these findings have
important implications [86]. Provided asymmetries that are produced at early times, when the RHNs are
relativistic, persist until lepton-number violating processes freeze out, tracking the helicity asymmetries
within the RHNs and distinguishing lepton-number conserving from lepton-number violating rates is
important for the dynamics of washout as well as for the source term. In particular, the lepton-number
violating source is a product of lepton-number conserving and lepton-number violating factors, where
the former are enhanced over the latter in the relativistic regime. This also implies that the decay
asymmetry in vacuum is to be replaced by a temperature-dependent asymmetry. Early asymmetries
can persist either in the case of weak washout or in the presence of partially equilibrated spectator
fields. Spectators are SM degrees of freedom that can store baryon or lepton number but not suffer
direct washout from the RHNs. Nonetheless, when there is chemical equilibrium between the lepton
asymmetry and the spectators, the washout in the leptons is instantaneously communicated to the
spectators. In the case of partial equilibration however, large asymmetries that may be present at early
times can partly persist in the spectator fields, even when the lepton asymmetries suffer strong washout.
For example, at temperatures around 1013GeV, lepton asymmetries can be transferred via the Higgs
fields and bottom-Yukawa couplings to b-quarks. Furthermore, the weak sphaleron communicates lepton
asymmetries to the quarks, cf. Figure 1. Both of these processes are only partly in equilibrium though.
(Top-quark Yukawa and strong sphaleron interactions are fully equilibrated at these temperatures.)
In Figure 8, we show the impact of asymmetries that have been generated at early times in a model
without spectators for different strengths of washout and for different initial densities of RHNs [86]. We
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Figure 9: Ratio of the final asymmetries for partially equilibrated spectators (through bottom-Yukawa
and weak sphaleron interactions) and for fully equilibrated spectators. Left panel: thermal initial
abundance of RHNs, right panel: vanishing initial abundance. The red line indicates the sign change
in the asymmetry.
quantify this in terms of the efficiency factor κf , as defined through the relation
YB−L(z →∞) = −εY eqN1(z = 0)κf . (135)
Here, ε is the decay asymmetry (56) in vacuum. The results are compared with those obtained from
the solutions to Eqs. (86) given the rates (87), i.e. the nonrelativistic approximation. As explained
above, κf now depends on the dynamics of the washout (because lepton-number violation is relatively
suppressed compared to the other reaction rates for relativistic RHNs) as well as on the temperature
dependence of the decay asymmetry. In the strong-washout regime, where K & 1, the inclusion of the
early-time asymmetries is of negligible relevance (just as the dependence on different initial densities
for the RHNs is). The picture changes however in the weak-washout regime, K <∼ 1. For nonvanishing
initial abundance of RHNs, these particles become overabundant (YN1(z) > Y
eq
N1(z)) as the temperature
drops below their mass. Due to the enhanced decay asymmetry at high temperature, the early time
asymmetries add to those produced at late times, thus enhancing the overall efficiency factor. In
contrast, for vanishing initial abundance of RHNs, these particles are underabundant when the early
time-asymmetries are produced, thus leading in part to a cancellation with the late time asymmetries
that are produced when the RHNs are overabundant.
The effect of spectators for leptogenesis at temperatures around 1013GeV is shown in Figure 9, cf.
Refs. [86, 103] for further details. Using the fully relativistic rates, we compare the final asymmetries
accounting for the partial equilibration of the bottom-Yukawa and weak sphaleron interactions and
compare these with the results obtained when these reactions are imposed to be fully equilibrated. For
small values of M1, the assumption of full equilibration works well, while sizable deviations appear for
larger M1 and in particular for strong washout. For vanishing initial abundances of RHNs, the inititial
deviation from equilibrium is large, such that substantial early-time asymmetries can be produced that
are partly protected from washout within the spectator fields. Since these early-time asymmetries
originate from underabundant RHNs, they are opposite in sign to the late-time asymmetries, such that
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the overall sign of the asymmetry can change throughout the parameter space. It may be of interest to
investigate in the future whether the upper bound on the light neutrino masses [88–90] mentioned in
Section 4.2 is affected by such effects.
8 Baryogenesis at phase boundaries
While it remains plausible that the deviation from equilibrium necessary for baryogenesis is due to
the initial conditions that may have been physically established e.g. at the end of inflation, it may be
appealing to consider that all relevant degrees of freedom have effectively been in thermal equilibrium
at some point before baryogenesis. Then, the asymmetry would depend only on the particle physics
model, as expressed through its Lagrangian, embedded in a hot big bang scenario and not additionally
on the dynamics of the very early Universe. (Nonetheless, certain nonequilibrium initial conditions such
as vanishing initial densities in leptogenesis from oscillations of light RHNs [40, 41] may appear generic
enough to directly connect the resulting asymmetry with the parameters of the particle physics model.)
In the strong-washout regime of baryogenesis from decays or inverse decays, the system is kept close to
equilibrium at early times due to fast reaction rates and the expansion of the Universe eventually drives
the decaying species out of equilibrium. Another possibility for cosmology to create nonequilibrium
environments for initial states that have been very close to equilibrium initially are phase boundaries.
These may be present e.g. in the form of domain walls or bubble walls in first-order phase transitions
(i.e. where bubbles containing the true ground state nucleate and expand into the phase of the false
ground state). Across such boundaries, particle masses may change, leading to a deflection of their
trajectories already at the classical level. In combination with quantum interference, this may lead to
CP -violating currents. In this section, we discuss the computation of such currents using CTP methods.
A detailed review on these matters is provided by Ref. [128].
Before discussing these technicalities, we very briefly explain the basic picture of electroweak baryo-
genesis that is covered in more detail in the review articles [128–131]. The possibility of baryon number
generation during the electroweak phase transition was first proposed in Ref. [16]. Early work on the
presently favoured scenario where axial asymmetries generated in the wall of the first order phase tran-
sition diffuse ahead of it, where they get converted into baryons by sphaleron processes is reported in
Ref. [30], while the remaining papers on electroweak baryogenesis referred to in this section further de-
velop this mechanism in numerous details. According to these works, electroweak baryogenesis proceeds
as follows (cf. Figure 10):
• Electroweak symmetry breaking occurs through a first order phase transition. This does not
happen in the SM, where it would require the mass of the Higgs boson to be below 70 GeV [17, 18].
One therefore has to resort to extensions of the SM, that can be probed by collider experiments
at the electroweak scale.
• In the bubble wall, the gradients of the scalar field expectation values in the Higgs sector generate
CP -violating currents as we discuss in Section 8.3.
• The particle flows thus generated undergo rescatterings such that their motion effectively is diffu-
sive. Of particular importance is the diffusion ahead of the bubble wall into the symmetric phase,
where baryon-number violating processes are occurring. Moreover, the charges get transferred
into other particles, most importantly the left-handed fermions of the SM, by scatterings medi-
ated e.g. by Yukawa couplings and strong sphaleron (thermal QCD instantons) processes. The
left-handed charge is then transferred by anomalous processes, so-called weak sphalerons, into
baryon-plus-lepton number. We review these matters briefly in Section 8.4.
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Figure 10: Schematic picture of electroweak baryogenesis. During a first order phase transition, bubbles
with Higgs-field expectation values 〈φ〉 6= 0 (broken phase) expand into the symmetric phase, where
〈φ〉 = 0, with a wall-velocity vw. In conjunction with CP -violating interactions, the gradients of the
Higgs expectation value ∂z〈φ〉 inside the bubble wall induce a force term which, for fermion fields,
leads to a chiral current j5µ. This leads to chiral charge densities that are distributed primarily via
scatterings with gauge bosons, which can be effectively described by diffusion, ahead of the wall. There,
weak sphalerons turn the chiral charges into baryon-plus-lepton number B + L at the rate Γws. For a
so-called strong first order phase transition, inside the wall, Γws  H, such that the baryon number is
frozen in.
• Eventually, the bubble containing the broken electroweak phase captures the baryon-plus-lepton
charge that is present in its wake. In the broken phase, sphaleron processes freeze out (provided
the phase transition is strong enough) such that the captured baryon charge can possibly explain
the matter-antimatter asymmetry.
8.1 Classical forces
The action of a classical point particle with spacetime-dependent mass m(x) is given by
S =
τB∫
τA
dτ
[−m(x)c2] , (136)
where τ ∈ [τA, τB] is proper time and where we have reintroduced the speed of light c for the time being.
Imposing stationarity under variations with respect to δxµ(τ) (and minding that dτ 2 = dxµdx
µ/c2) leads
to the equation
d
dτ
pµ = c2
dm
dxµ
, (137)
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where pµ = mdxµ/dτ . We can therefore identify c2dm/dxµ with a classical four-force. Alternatively,
we may also derive this results by
pµ
d
dτ
pµ =
1
2
d
dτ
p2 =
1
2
d
dτ
m2c2 = mc2
dm
dxµ
dxµ
dτ
= c2pµ
dm
dxµ
. (138)
At the level of kinetic theory, we recover the classical force when considering a distribution function
g(x, p) and applying the Liouville theorem,
d
dτ
g(x, p) =
1
m
pµ
∂g(x, p)
∂xµ
+
dpµ
dτ
∂g(x, p)
∂pµ
= 0 , (139)
where pµ = mdxµ/dτ . Substituting Eq. (137), we obtain the driving force that the mass gradients apply
to the distributions. The latter are often of the quasi-particle form, i.e. they approximately fulfill the
on-shell relation
g(x, p) = 2piδ(p2 −m2)f(x,p) . (140)
Kinetic equations in the standard form are then obtained when taking the zeroth moment of Eq. (139)
by integration over 2 dp0/(2pi), such that
1
p0
(
uµ
∂f(x,p)
∂xµ
+
dpµ
dτ
∂f(x,p)
∂pµ
)
= 0 , (141)
where uµ = dxµ/dτ . The term in brackets is the same as the left-hand side of the Boltzmann equa-
tion (6).
8.2 Transport equations on the CTP
We next aim to work out how the force term emerges in a calculation based on the CTP approach. For
simplicity, we first consider scalar particles. Proceeding in parallel to the fermionic case discussed in
Section 2.2, we take the >≡ −+ and <≡ +− components of the Schwinger-Dyson equation (31a) for
scalar fields and obtain [60, 61] (setting c = 1 again)[
p2 − 1
4
∂2 + ip · ∂ −m2e− i2
]
∆<,> − ΠHe− i2∆<,> − Π<,>e− i2∆H = 1
2
(
Π>e−
i
2
∆< − Π<e− i2∆>
)
.
(142)
The Hermitian part of this yields the kinetic equation
pµ∂µi∆
<,> + (m2 + ΠH) sin ∆<,> + Π<,> sin ∆H = 1
2
(iΠ> cos  i∆< − iΠ< cos  i∆>) (143)
and the Antihermitian part the constraint equation[
p2 − 1
4
∂2 − (m2 + ΠH) cos 
]
∆<,> − Π<,> cos ∆H = − i
2
(iΠ> sin  i∆< − iΠ< sin  i∆>) . (144)
Next, for the similar reasons as given for the fermions in Section 5, we neglect the terms involving
ΠH and ∆H in the kinetic equation and expand it to first order in gradients, which yields
pµ∂µi∆
<,> +
1
2
∂m2
∂xµ
∂i∆<,>
∂pµ
=
1
2
(iΠ>i∆< − iΠ<i∆>) . (145)
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Comparing the left-hand side of this CTP result with Eq. (139) from classical kinetic theory, we can
identify ∂m/∂xµ with the four-force dp
µ/dτ .
The constraint equation (144), when truncated at zeroth order in gradients, is consistent with the
tree-level solutions (B7). Substituting these into the kinetic equations and taking the zeroth moment
therefore leads to
1
2p0
(
pµ∂µf(x,p) +m
∂m
∂xµ
∂f(x,p)
∂pµ
)
= −1
2
∞∫
0
dp0
2pi
(iΠ>i∆< − iΠ<i∆>) , (146)
where the left-hand side agrees up to a prefactor with the result (141) from classical kinetic theory.
8.3 Quantum transport of fermions
For the time-dependent case of leptogenesis, we have simplified in Section 6 the spinor structure making
use of nonrelativistic approximations for the RHNs. Here, we drop the nonrelativistic approximation
and instead make use of the symmetry of the problem parallel to the boundary, that is approximated
as planar. This reduces the spinorial problem to eight real degrees of freedom (from in general sixteen
complex ones for a four-by-four matrix in spinor space).
Further, the calculation in above Section 8.2 for scalar fields is truncated at first order in gradients
and does not account for flavour mixing in the presence of several species. Mixing particles often observe
a global U(1) symmetry, such that CP violation may only be present in terms of flavoured asymmetries
with cancelling contributions to the total U(1) charge. For fermions, the Dirac mass terms violate chiral
symmetry such that CP violation can manifest itself even in single-flavour systems in terms of an axial
asymmetry. We therefore consider in the following systems of mixing fermion flavours that exhibit both
types of asymmetry.
Methodically, we follow here the developments on the spinor decomposition and gradient expansion
in Refs. [60, 61, 109, 110, 132, 133] on electroweak baryogenesis. These have been adapted to leptogenesis
in Ref. [76], thus leading to a relativistic generalization of the results in Section 6. Starting point are
the Kadanoff-Baym equations for fermions in Wigner space (37) that we now aim to decompose within
the background of the phase boundary into kinetic and constraint equations. It should be noted that
many phenomenological papers compute the source term using the methods of Refs. [134, 135], that
however do not rely on a detailed spinor decomposition. Also, the gradients are not expanded from
the full spacetime dependent mass terms but are inserted perturbatively into the collision term. As a
consequence, an apparent difference is that the sources computed in Refs. [60, 61, 109, 110, 132, 133]
do not rely on a collision term, while the results from Refs. [134, 135] crucially depend on the finite
width of the mixing particles.
In order to facilitate the decomposition the fermionic Kadanoff-Baym equations, we first make use
of the symmetry of the problem. Without loss of generality, the bubble wall is assumed to propagate in
z-direction, that we identify with the three-component of the position vector. (That is to say we write
z = x3 and kz = k3 but maintain writing γ3 for notational appeal.) Angular momentum pointing in
that direction is therefore conserved, such that for fermions, the z-component of the spin operator
Sz =
1
k˜0
(
γ0k0 − γ1k1 − γ2k2) (147)
where
k˜0 = signk0
√
(k0)2 − (k1)2 − (k2)2 (148)
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is a good quantum number. The Wightman function can hence be decomposed as
iS<,> =
∑
s=±1
iS<,>s , (149)
where
iS<,>s = −Ps
[
sγ3γ5gs<,>0 − sγ3gs<,>3 + 1gs<,>1 − iγ5gs<,>2
]
, (150)
with the spin projector
Ps =
1
2
(1 + sSz) . (151)
The spinor structures in Eq. (150) are chosen such as to commute with the spin operator.
As commented in Section 2.2, it is of interest to extract currents from the fermionic Wightman
functions. These currents can readily be expressed in terms of the decomposition (150):
g+0 + g
−
0 =−
1
2
∑
s=±
tr
[
sγ3γ5iS<,>s
]
, charge density,
g+3 + g
−
3 =−
1
2
∑
s=±
tr
[
sγ3iS<,>s
]
, axial charge density,
g+1 + g
−
1 =−
1
2
∑
s=±
tr [iS<,>s ] , scalar density,
g+2 + g
−
2 =−
1
2
∑
s=±
tr
[
iγ5iS<,>s
]
, pseudoscalar density, (152)
and
g+0 − g−0 =−
1
2
∑
s=±
tr
[
γ3γ5iS<,>s
]
, axial current density,
g+3 − g−3 =−
1
2
∑
s=±
tr
[
γ3iS<,>s
]
, current density,
g+1 − g−1 =−
1
2
∑
s=±
tr [siS<,>s ] , spin density,
g+2 − g−2 =−
1
2
∑
s=±
tr
[
siγ5iS<,>s
]
, axial spin density. (153)
It is further useful to define
kˆ0 = k˜0 − i
2
k0∂t + k‖ · ∇‖
k˜0
, kˆz = kz − i
2
∂
∂z
, k‖ · ∇‖ = k1∂1 + k2∂2 . (154)
Multiplication of the Kadanoff-Baym equation (37) by
1
2
{1, sγ3γ5,−isγ3,−γ5} (155)
and taking the trace, one obtains
2ikˆ0gs0 − 2iskˆzgs3 − 2iMHe−
i
2
←−
∂ ·−→∂kgs1 − 2iMAe−
i
2
←−
∂ ·−→∂kgs2 =0 , (156a)
2ikˆ0gs1 − 2skˆzgs2 − 2iMHe−
i
2
←−
∂ ·−→∂kgs0 + 2M
Ae−
i
2
←−
∂ ·−→∂kgs3 =0 , (156b)
2ikˆ0gs2 + 2skˆ
zgs1 − 2MHe−
i
2
←−
∂ ·−→∂kgs3 − 2iMAe−
i
2
←−
∂ ·−→∂kgs0 =0 , (156c)
2ikˆ0gs3 − 2iskˆzgs0 + 2MHe−
i
2
←−
∂ ·−→∂kgs2 − 2MAe−
i
2
←−
∂ ·−→∂kgs1 =0 . (156d)
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Here, we have set the collision term in Eq. (37) to zero. We will comment on this approximation in
relation to other approaches pursued in phenomenological calculations toward the end of this section.
Before proceeding to decompose into kinetic and constraint equations, we change to working with
quantities that have definite properties under transformations of the mass matrix M . Let Md = UMV
†
be diagonal (such that both UMM †U † and VM †MV † are diagonal as well) and define
X =PL ⊗ V + PR ⊗ U = 1
2
[
1⊗ (V + U)− γ5 ⊗ (V − U)] , (157a)
Y =PL ⊗ U + PR ⊗ V = 1
2
[
1⊗ (V + U) + γ5 ⊗ (V − U)] . (157b)
Then, M̂d = XM̂Y
† is diagonal, where we recall the definitions (24) and (25). When transforming the
Dirac operator accordingly, such as to obtain a diagonal mass, the Wigner function transforms as
Sd = Y SX
† . (158)
As a consequence, the functions gsi transform in a definite manner when arranged in chirality-blocks
gsL,R = g
s
0 ∓ gs3 , gN = gs1 + igs2 , g†N = gs1 − igs2 , (159)
such that these transform to the mass-diagonal basis as
gdR = V gRV
† , gdL = UgLU
†, gdN = UgNV
† , gd†N = V g
†
NU
† . (160)
Taking the according linear combinations of Eqs. (156), the Kadanoff-Baym equations then read
i
(
kˆ0gsR − skˆzgsR −M †e−
i
2
←−
∂ ·−→∂kgsN
)
= 0 , (161a)
i
(
kˆ0gsL + skˆ
zgsL −Me−
i
2
←−
∂ ·−→∂kgsN
†
)
= 0 , (161b)
i
(
kˆ0gsN + skˆ
zgsN −Me−
i
2
←−
∂ ·−→∂kgsR
)
= 0 , (161c)
i
(
kˆ0gsN
† − skˆzgsN † −M †e−
i
2
←−
∂ ·−→∂kgsL
)
= 0 . (161d)
Taking the Hermitian part leads to the kinetic equations
k0∂t + k‖ · ∇‖
k˜0
gsR − s
∂
∂z
gsR − iM †e−
i
2
←−
∂ ·−→∂kgsN + ig
s
N
†e
i
2
←−
∂k·
−→
∂M =0 , (162a)
k0∂t + k‖ · ∇‖
k˜0
gsL − s
∂
∂z
gsL − iMe−
i
2
←−
∂ ·−→∂kgsN
† + igsNe
i
2
←−
∂k·
−→
∂M † =0 , (162b)
k0∂t + k‖ · ∇‖
k˜0
gsN + 2isk
zgsN − iMe−
i
2
←−
∂ ·−→∂kgsR + ig
s
Le
i
2
←−
∂k·
−→
∂M =0 , (162c)
k0∂t + k‖ · ∇‖
k˜0
gsN
† − 2iskzgsN † − iM †e−
i
2
←−
∂ ·−→∂kgsL + ig
s
Re
i
2
←−
∂k·
−→
∂M † =0 . (162d)
Next, we move to a frame that is comoving with the phase boundary such that we can replace ∂t → 0
and make use of the isotropy parallel to the wall implying k‖ · ∇ → 0. From Eqs. (162c,162d), it then
follows that
gsN =
1
2skz
(
Me−
i
2
←−
∂ ·−→∂kgsR − gsLe
i
2
←−
∂k·
−→
∂M
)
, (163)
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which, substituted in Eqs. (162a) and (162b) leads to
∂
∂z
gsL −
i
2
Me−
i
2
←−
∂ ·−→∂k 1
kz
(
gsRe
i
2
←−
∂k·
−→
∂M † −M †e− i2
←−
∂ ·−→∂kgsL
)
+
i
2
1
kz
(
Me−
i
2
←−
∂ ·−→∂kgsR − gsLe
i
2
←−
∂k·
−→
∂M
)
e
i
2
←−
∂k·
−→
∂M † = 0 , (164a)
∂
∂z
gsR +
i
2
M †e−
i
2
←−
∂ ·−→∂k 1
kz
(
Me−
i
2
←−
∂ ·−→∂kgsR − gsLe
i
2
←−
∂k·
−→
∂M
)
− i
2
1
kz
(
gsRe
i
2
←−
∂k·
−→
∂M † −M †e− i2
←−
∂ ·−→∂kgsL
)
e
i
2
←−
∂k·
−→
∂M = 0 . (164b)
These equations are symmetric under R ↔ L and M ↔ M †. Expanding to second order in gradients
(i.e. expanding the exponentiated operator up to second order), we therefore only quote the equation
for gL:
kz
∂
∂z
gsL +
i
2
[
MM †, gsL
]︸ ︷︷ ︸
mixing term
−1
4
{(
MM †
)′
, ∂kzg
s
L
}
︸ ︷︷ ︸
classical force
− 1
4kz
(
M ′gsRM
† +MgsRM
′†)+ 1
4kz
(
M ′M †gsL + g
s
LMM
′†)︸ ︷︷ ︸
gradient-mixing terms
+
i
8
(
M ′′M †∂k3
gsL
kz
− ∂kz g
s
L
kz
MM ′′†
)
− i
8
(
M ′′∂kz
gsR
kz
M † −M∂k3 g
s
R
kz
M ′′†
)
︸ ︷︷ ︸
semiclassical force
− i
16
[(
MM †
)′′
, ∂2kzg
s
L
]
+
i
8kz
[
M ′M ′†, ∂kzgsL
]
= 0 . (165)
For reference in the further discussion, we label here some of the particular terms with the tags under
the braces.
Semiclassical force for a single flavour Considering a single flavour, it turns out that there is no
CP -violating source at first order in derivatives. At second order, the terms involving commutators in
Eq. (165) vanish, and we are left with the semiclassical force [109, 110, 132, 136–138]. The relevant
linear combination of the left and right chiral as well as spin-dependent quantities is the one that leads
to the axial current
tr
[
γ3γ5iS<,>
]
= 2
(
g+0 − g−0
)
= j5
z
. (166)
Taking the corresponding combination from Eq. (165) and dropping the terms that do not contribute
leads to
kz
∂
∂z
2(g+0 − g−0 )− (|m|2)′∂kz(g+0 − g−0 )−
1
2
(|m|2ϑ′)′ ∂kz g+3 − g−3
kz
= 0 , (167)
where we have parametrized m = |m| exp(iϑ), such that(
m′′m∗ −mm∗′′) = 2i (|m|2ϑ′)′ . (168)
To further evaluate Eq. (167), we integrate over dp0 in order arrive at a compact form of the fluid
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equations. We note that
∞∫
∞
dp0
2pi
gs0 =
1
2
∣∣∣∣ p˜0p0
∣∣∣∣ (f s(p)− f¯ s(p)) , (169a)
∞∫
∞
dp0
2pi
gs3 =
sp3
2|p0|
(
f s(p) + f¯ s(p)
)
. (169b)
We further define
hs(p) = f s(p)− f¯ s(p) (170)
appearing in Eq. (169a) as the charge distribution function for particles with a certain spin orientation
perpendicular to the boundary. Taking the zeroth moment of Eq. (167) eventually leads to
k˜0
k0
(
kz
∂
∂z
hs − 1
2
(|m|2)′ ∂kzhs)− s
2
(|m|2ϑ′)′ 2|k0|∂kzf s = 0 , (171)
where the second term acts as a semiclassical force. This interpretation follows by comparison with
e.g. Eq. (146). Therefore, in the wall frame, there are spin-dependent charge distributions present, and
these are opposite for the two different spin states. In the plasma frame, this leads to an axial current
density, i.e. kz ∂
∂z
(h+ + h−)→ ∂µj5µ when replacing this term by a Lorentz-covariant form.
Two flavours: resonant enhancement For two fermion flavours mixing in the background of the
bubble wall, an axial current can also be generated when neglecting the semiclassical force term, which
can be justified due to the possible resonant enhancement even in the presence of a moderate mass
degeneracy. This axial current arises from the interplay of the mixing terms and the classical force.
Computing it requires a numerical solution of Eq. (165) or an analytic approximation.
In order to obtain the latter, we recall that in Section 6 we found suitable solutions for the system
of mixing RHNs in leptogenesis by neglecting the derivative terms in the kinetic equations, provided
the oscillation frequency or the damping rate exceed the time-dependence of the system. In the present
case of mixing in the background of a phase boundary, we may use a corresponding approximation
provided that the oscillation length ∼ 1/|m1 −m2| is small compared to the size of the boundary wall
`w. Besides the wall width, also collision terms that are neglected in Eqs. (156) should be expected to
cap the resonant enhancement, cf. Section 6 on leptogenesis.
Even when applying these simplifications, the result for the axial current generated from a general
space-dependent mass matrix remains involved. In order to compare with the relevant results derived
for resonant mixing scenarios that have drawn some attention in the historic context of the Minimally
Supersymmetric Standard Model [133–135, 139–141], we choose a mass matrix similar to what one
encounters in that setup,
M =
(
m1 e
iϕvb
va m2
)
→ M̂ =
(
m1 vaPL + e
iϕvbPR
vaPR + vbe
−iϕPL m2
)
=
(
m1 0
0 m2
)
+ δM̂ . (172)
The spatial dependence resides in va,b that smoothly change from zero in the phase of electroweak
symmetry across the bubble wall to nonvanishing values in the broken phase. The masses m1,2 are
assumed constant.
We then take Eq. (165) as well as the corresponding one obtained via gsL ↔ gsR and M ↔ M † and
neglect the derivatives with respect to z acting on gsL,R. As a zeroth order input, we set g
(0)s
0,3 ii
6= 0
and g
(0)s
0,3 ij
= 0 for i 6= j, where the relation with gsL,R is given by Eq. (159). Then, we compute the
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off-diagonal elements g
(1)s
0,3 ij
for i 6= j as a first perturbation from substituting these into the mixing
term and substituting g
(0)s
0,3 into the gradient-mixing and the classical-force terms while neglecting all
other terms appearing in the kinetic equation. We eventually substitute g
(1)s
0,3 ij into the gradient-mixing
and the classical-force terms to obtain from the diagonal elements the divergence of the current
kz
∂
∂z
g0 11 =k
z ∂
∂z
(gL + gR)11 = −kz
∂
∂z
(gL + gR)22
=
1
2
m1m2v
′
av
′
b sinϕ
m21 −m22
(
1
kz
∂
∂kz
g3 11 − 1
2kz2
(g3 11 + g3 22)
)
. (173)
Upon partial integration in dkz, this can be cast into the more appealing form
kz
∂
∂z
g0 11 =
1
4kz2
m1m2v
′
av
′
b sinϕ
m21 −m22
(g3 11 − g3 22) . (174)
When comparing with the semiclassical force (171) for a single fermion flavour, we observe here two
orders in derivatives as well. However, the denominator m21 − m22 leads to a resonant enhancement
within the validity of the present approximation, i.e. |m1−m2| must no be smaller than 1/`w. We also
note that the resulting total current is axial [cf. Eq. (153)] because the equilibrium form of gs3ii is odd
in the spin s, cf. Eq. (169b).
Since the present approximation treats the off-diagonal elements of the mass matrix as small per-
turbations, we also compare with an apparently related approach taken in Refs. [134, 135]. There, the
Kadanoff-Baym equations are extended to include a collision term as on the right-hand side of Eq. (37).
The latter is approximated by considering mass insertions as vertices. It turns out that this does not
readily lead to a CP -violating source but only in case the propagators iS<,> that appear explicitly and
implicitly through /Σ
<,>
are replaced with finite-width expressions that provide extra CP -even phases.
As a result, the source for the axial current is of the schematic form
∼ (vav
′
b − vbv′a)(m1 −m2)(Γ1 + Γ2)
[(m1 −m2)2 + (Γ1 + Γ2)2]2 sinϕ , (175)
where Γ1,2 are the values for the widths of the mixing particles. In future work, it may be of interest to
investigate whether the finite-width terms crucial for the source (175) can be reproduced in a systematic
extension of the present approach based on the gradient expansion. To this end, we note that the
source (173) leads to CP -violating effects without relying on a finite width, while the result (175)
vanishes in the zero-width limit. It therefore appears that both sources are distinct and that the
source (175) may possibly be reproduced when including a collision term in Eqs. (156) and then solving
these equations algebraically for the axial current, neglecting the derivative terms, as it has been done
for the collision-free equations in this section. Further, it may then be relevant to carefully distinguish
between finite-width effects that directly suppress the off-diagonal correlations and those that preserve
these, as it has been investigated for correlations among doublet leptons in the context of flavoured
leptogenesis. In that example, Yukawa interactions directly damp flavour correlations whereas gauge
interactions preserve these to leading order [51]. Note however that for electroweak baryogenesis, due to
electroweak symmetry breaking, typically degrees of freedom with different gauge charges are allowed
to mix such that there may indeed be source terms that are proportional to the finite-width effects
mediated by gauge interactions.
We may conclude to this end, that in approximations relying on the local insertion of spacetime-
dependent mass terms and neglecting the spatial gradients acting on the distribution functions, there
is an extra source term (173) in addition to the one (175) reported previously. Phenomenologically, the
source (173) is suppressed by an extra order in derivatives whereas Eq. (175) is suppressed by the finite
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width of the mixing particles. In addition, there are extra factors of va,b in the term (175) that may lead
to an important relative suppression because the asymmetry may most effectively be produced close to
the symmetric phase where va,b are small because of the rapid damping of the chiral asymmetries in the
broken phase for large values of va,b.
Before drawing phenomenological conclusions, one should of course spell out that the approxima-
tions (173) and (175), besides neglecting spatial gradients on the distribution functions, rely on using
the particle propagators of the symmetric phase even inside the wall. The advantage of numerical
solutions is that such a far-reaching assumption is not required [133]. However, a realistic coupling to
the background degrees of freedom in the SM appears challenging and has yet to be accomplished.
First steps toward a reliable numerical calculation in the mixing scenarios have been taken in
Refs. [112, 142]. In both cases, a toy model of mixing scalar particles is considered. The kinetic
equations that descend from the Kadanoff-Baym equations are then solved self-consistently, crucially
including the collision term in a background thermal bath. The calculations in the time-dependent
model [112] closely resemble the numerical solutions for resonant leptogenesis in Ref. [81], whereas
the model assuming a space-dependent background [142] yields insights into electroweak baryogenesis.
Since, as discussed in Section 6, analytic approximations are available for resonant leptogenesis in a
substantial region of parameter space, including also cases when the mass difference of the RHNs is
smaller than their width, it would be very interesting to consider whether also for electroweak baryo-
genesis, more insights can be gained from a further improvement of both, numerical and analytical
approximations.
8.4 CP -conserving transport effects and solving for the asymmetry
In order to complete this overview over the calculational methods for electroweak baryogenesis, we
need to account for some crucial effects SM processes have on the way the axial currents are processed.
First, in absence of extra collision terms, the kinetic equations just describe convective motion of
the particles in a force field. In the presence of SM particles at finite temperature, the particles will
however experience flavour-conserving scatterings via gauge bosons that drive the system toward kinetic
equilibrium as well as flavour-converting scatterings that drive toward chemical equilibration. In the
symmetric electroweak phase, left and right-chiral fermions effectively act as different species, such that
we consider the Yukawa couplings of the SM as flavour-converting in the present context (different
from the notion of flavour violation in the broken electroweak phase). Finally, the asymmetry in chiral
fermions that has been produced inside the wall and transported ahead of it has to be converted into
a baryon asymmetry, a process that is carried out by weak sphalerons.
Diffusion The flavour-conserving processes can effectively be described by a diffusion law
ji = −Di∇qi , (176)
where ji is the three-current of the particle species i in the plasma frame, qi is the charge density and
Di a phenomenological parameter called diffusion constant.
Let us now drop the subscripts labeling the species for simplicity. When neglecting forces due to
spatial gradients and restricting to stationary solutions, the kinetic equations reduce to
1
|k0|k · ∇f(k) = C[f ] , (177)
where the right-hand side stands for the portion of the collision term responsible for flavour-conserving
processes. The leading contribution to C is from two-by-two scatterings with gauge bosons. The phase-
space integrals over tree-level contributions with t-channel exchange of gauge bosons or fermions can be
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logarithmically divergent, which is physically regulated by Landau damping and Debye screening and
thus requires a resummation of the insertions of the pertinent self energies [143, 144].
Now, we decompose the distribution function as f = f (0) + δf , where
f (0)(k) =
1
e
k0−µ(x)
T ± 1
(178)
as forced by local kinetic equilibrium due to fast gauge interactions. This first approximation to the
solution is isotropic. The first correction then corresponds the leading anisotropic contributions and
takes the form
δf(k) = h(k)k · ∇µ . (179)
In terms of this anisotropic contribution, the current is given by
j=
∫
d3k
(2pi)3
k
|k|δf(k) . (180)
Since q ∝ µ, we thus see that determining h(k) by solving Eq. (177) amounts to finding the diffusion
constant. Values for the diffusion constants widely used in phenomenological studies can be found in
Ref. [137]. It may presently be in order to reevaluate the estimates in that work using state-of-the art
methods such as developed in Refs. [143, 144].
Taking the divergence of Eq. (176) yields ∇ · ji = −Di∆qi. Minding that this relation holds in the
plasma frame, we write down the covariant form and deduce from this the correct expression for the
frame moving along with the wall in negative z-direction:
∂µj
µ
i = vw∂zqi −Di∂2zqi . (181)
In general, also flavour-converting interactions contribute to the diffusion transport what should be of
phenomenological relevance e.g. for the left and right-handed top quarks and the Higgs bosons. To
account for this, one may promote the diffusion constants to matrices in flavour space in future work.
Note that diffusion corresponds to a random walk, such that the distance a particle proceeds in a time
t is given by
√
Dt for a diffusion constant D, while the wall proceeds by vwt. Therefore, a particle
typically remains a time tdiff ∼ D/v2w ahead of the wall before it is caught up by the broken electroweak
phase.
Flavour conversion Flavour-converting interactions mediated by Yukawa couplings are discussed
in the context of the CTP framework in Refs. [141, 145]. In that work, the thermal effects necessary
to account for the conversion of massless particles in the symmetric phase are estimated through the
inclusion of thermal masses. Applying techniques that have been developed more recently for leptogen-
esis [37, 53, 55–58], it may be worthwhile to update these calculations such that they include two-by-two
scatterings involving the radiation of one gauge boson, in particular including the t-channel enhanced
contributions.
At the level of fluid equations, the flavour-violating rates take the effect of forcing the system toward
chemical equilibrium, i.e. they are proportional to sums of chemical potentials µi that are related to
the charge densities qi via Eq. (10). Putting this together with the source terms that are e.g. given
by the second term in Eq. (171) for the source from the semiclassical force or the right-hand side of
Eq. (173) for the source from resonantly enhanced mixing, one obtains the fluid equation
∂µj
µ
i = −
∑
a
Γ(a)(µ1 ± · · · ± µn) + SCPi . (182)
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The averaged decay rate for the reaction enumerated by a is given by Γ(a), and the signs are positive
for an incoming particle and negative for an incoming antiparticle (negative for an outgoing particle
and positive for an outgoing antiparticle). When substituting the diffusion relation (181) for the left
hand side of Eq. (182), this equation can be readily solved for the charge distributions for all relevant
particle species with vanishing boundary conditions far ahead and behind the wall.
In phenomenological calculations, the reaction rates Γ(a) also account for strong sphalerons as well
as the damping of chiral asymmetries in the broken phase due to the nonvanishing expectation value of
the Higgs field. The latter effect has again been computed from the insertion of expectation values of
the Higgs field [135]. For the future, it would be desirable to derive this in a framework where one takes
account of the locally correct dispersion relation for the quasiparticles as their mass changes through
the wall.
Baryon number violation As the final step of the calculation, we sum the charge densities of all left
handed SM fermions from the solution to Eq. (182) to obtain qleft (recall that these count one isodoublet
component each in the convention of the present work). Ahead of the bubble wall, also weak sphalerons
are active, turning qleft into a baryon number density qB but at the same time wash out qB. These
processes are described by the equation [135, 139, 140, 146]
−vw d
dz
qB(z) +
15
4
ΓwsqB(z) = 3Γws2qleft(z) , for z < 0 (183)
where the weak sphaleron rate in the symmetric phase has been found to be Γws ≈ 6κα5wT , where
αw = g
2/(4/pi), g is the coupling constant of the SU(2)L gauge interactions and κ ∼ 20 [147–149]. One
eventually one finds the solution for the baryon charge density:
qB(z = 0) = −3Γws
vw
0∫
−∞
dz 2qleft(z)e
15
4
Γws
vw
z . (184)
Provided the sphaleron rate inside the bubble is smaller than the Hubble rate, i.e. in the case of a
so-called strong first order phase transition, the baryon-to-entropy ratio YB = qB/s is then conserved
and may correspond to the value observed today (5). In fact, the solution (184) relies on modeling the
spaleron rate as constant for z < 0 and zero for z > 0. To first approximation this can be justified
because in the SM, vwtdiff ∼ D/vw  lw, such that the chiral asymmetries spread over a large region
compared to the size of the bubble wall, wherein Γws smoothly changes. As an additional consequence
of this relation, only a small fraction of the chiral asymmetry typically ends up being converted into
baryons.
9 Conclusions
While the idea that particle physics processes are accountable for the creation of the baryon asymmetry
of the Universe (5) is very compelling, it is yet unknown which mechanism precisely is at work and
even in which sector of a complete theory it resides. Sakharov’s nonequilibrium condition may well be
realized in a somewhat exotic manner, e.g. through the out-of-equilibrium decay of condensates relying
on sometimes random or arbitrary initial conditions. Nonetheless, it is very plausible that baryogenesis
is after all realized based on simple extensions of the SM, e.g. through a limited number of new particles
such as RHNs or an electroweak sector featuring a first order phase transition. In that case, calculations
of baryogenesis rely on statistical physics, i.e. on QFT at finite temperature in conjunction with an
appropriate description of the deviations from thermal equilibrium from the expansion of the Universe.
Methods addressing these tasks are given by the CTP formalism, that is reviewed in the present work.
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Even for generic scenarios, such as baryogenesis from out-of-equilibrium decays or at phase bound-
aries, there are quite a few questions that are not covered in the present work, most importantly those
concerning the dynamics of the electroweak phase transition, i.e. whether it is of first order or a crossover
as well as how large the rate for B + L-violating sphaleron-transitions is. These aspects must be con-
sidered in combination with the matters we have been focusing on in this article, i.e. CP violation in
the early Universe, fluid equations and the calculational foundation of these using CTP techniques. So
far, baryogenesis has thus been a challenge leading to fascinating insights into the real-time evolution
of systems governed by QFT and statistical physics. It is very plausible, but it remains to be seen, that
these methods and results are applicable to the mechanism that is responsible for the baryon asymmetry
of the Universe and that is yet to be discovered.
A Discrete symmetries
A thorough and comprehensive discussion on this topic is given in the monograph [5]. Here, we quote
the identities that are most useful in the present context.
For a given representation of Dirac matrices, there are nonsingular 4 × 4 matrices A and C such
that
Aγµ = γ
†
µA , γµC = −Cγtµ , (A1)
where t denotes transposition. In the Weyl representation, A = γ0 and C = iγ2γ0. These satisfy the
useful identities
A† = A , Aγ5 = −γ†5A ,
Ct = −C , γ5C = Cγt5 ,
CA∗C∗A = 1 , Aσµν = σ†µνA ,
σµνC = −Cσtµν ,
(A2)
where σµν =
i
2
[γµ, γν ]. For a spinor ψ, its conjugate is given by ψ¯ = ψ
†A. The charge-conjugate spinor
is
ψC = eiα
C
Cψ¯t , (A3)
and with the help of one of the identities (A2), we see that ψ¯C = −ψtC−1. Including a parity reflection
in addition, the CP conjugate spinor is given by
ψCP = eiα
CP
γ0Cψ¯t . (A4)
For a scalar field φ, of course, C and CP conjugation take the same effect (up to possible arbitrary
phases), namely φ→ φC,CP = eiβC,CPφ∗. The phases αC,CP and βC,CP are arbitrary, i.e. physical effects
of C and CP violation do not depend on their choice.
The action of CP -conjugation in terms of a unitary operator CP on a spinor and on a complex
scalar field φ is
(CP)ψ(CP)† = ψCP , (A5a)
(CP)φ(CP)† = φCP , (A5b)
such that the bilinear terms that appear in Lagrangians or correlation functions transform as (see
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Ref. [5] for all relevant details as well as comprehensive tables on discrete symmetries)
(CP)ψ¯χ(CP)† =ei(αCPχ −αCPψ )χ¯ψ , (A6a)
(CP)ψ¯γ5χ(CP)† =− ei(αCPχ −αCPψ )χ¯γ5ψ , (A6b)
(CP)ψ¯γµχ(CP)† =− ei(αCPχ −αCPψ )χ¯γµψ , (A6c)
(CP)ψ¯γµγ5χ(CP)† =− ei(αCPχ −αCPψ )χ¯γµγ5ψ . (A6d)
B Tree-level propagators on the CTP
Useful basic elements of perturbative calculations on the CTP can be the tree-level propagators. For a
scalar field of mass m, these are given by
i∆<(p) = 2piδ(p2 −m2) [ϑ(p0)f(p) + ϑ(−p0)(1 + f¯(−p))] , (B7a)
i∆>(p) = 2piδ(p2 −m2) [ϑ(p0)(1 + fφ(p)) + ϑ(−p0)f¯(−p)] , (B7b)
i∆T (p) =
i
p2 −m2 + iε + 2piδ(p
2)
[
ϑ(p0)f(p) + ϑ(−p0)f¯(−p)
]
, (B7c)
i∆T¯ (p) = − i
p2 −m2 − iε + 2piδ(p
2 −m2) [ϑ(p0)f(p) + ϑ(−p0)f¯(−p)] , (B7d)
and for a four-component spinor with mass m
iS<(p) = −2piδ(p2 −m2)(p/+m) [ϑ(p0)f(p)− ϑ(−p0)(1− f¯(−p))] , (B8a)
iS>(p) = −2piδ(p2 −m2)(p/+m) [−ϑ(p0)(1− f(p)) + ϑ(−p0)f¯(−p)] , (B8b)
iST (p) =
i(p/+m)
p2 −m2 + iε − 2piδ(p
2 −m2)(p/+m) [ϑ(p0)f(p) + ϑ(−p0)f¯(−p)] , (B8c)
iST¯ (p) = − i(p/+m)
p2 −m2 − iε − 2piδ(p
2 −m2)(p/+m) [ϑ(p0)f(p) + ϑ(−p0)f¯(−p)] . (B8d)
The distribution functions f are for particles and f¯ for antiparticles. These solutions are useful as
elements in the computation of many correlation functions. Nonetheless, there are important situations
where one may want to solve the Schwinger-Dyson equations such that the resulting propagators readily
include effects from finite width (cf. Refs. [57, 104]), flavour mixing (cf. Section 6 and Ref. [76]
on resonant leptogenesis, Ref. [51] on flavour effects for doublet leptons in leptogenesis in the CTP
formalism) or gradient effects (cf. Refs. [60, 61, 110, 128, 132, 133]).
Concerning the propagators for the spinor fields, we note that Eqs. (B8) describe helicity-symmetric
states of Dirac fermions. It is nonetheless applicable to the examples in the present article, where also
(massless) chiral fermions (such as `) and nonrelativistic Majorana fermions (i.e. the Ni) occur. The
reduction to chiral fermions is achieved by the use of the chiral projection operators PL,R. As for the
Majorana fermions, imposing the Majorana condition as in Ref. [76] implies that f(p) = f¯(p). In the
relativistic regime, also helicity asymmetries of Majorana neutrinos are of importance, and the necessary
constructions within the CTP framework can be found in Ref. [44].
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C Details on the calculation of the CP -violating vertex con-
tribution to leptogenesis in the CTP approach
We start from Eq. (105) and apply Eq. (16) in order to take the combination of CTP indices corre-
sponding to the Wightman function /Σ
vert>
,
i/Σ
−+
(q) = −Y 21 Y ∗2 2
∫
kk′q′p
δp−k−k′δp−q−q′
{
PRiS
−+
N2 (k − q′)PRiSCP`
++
(k)PLiS
++
N1 (p)PLi∆
+−(−k′)i∆++(q′)
−PRiS−−N2 (k − q′)PRiSCP`
−+
(k)PLiS
++
N1 (p)PLi∆
+−(−k′)i∆+−(q′)
−PRiS−+N2 (k − q′)PRiSCP`
+−
(k)PLiS
−+
N1 (p)PLi∆
−−(−k′)i∆++(q′)
+PRiS
−−
N2 (k − q′)PRiSCP`
−−
(k)PLiS
−+
N1 (p)PLi∆
−−(−k′)i∆+−(q′)}
+1↔ 2 . (C9)
Next, when restricting to the contributions that do not require an on shell N2 (This is a good approxi-
mation in the hierarchical regime N1  N2, when e.g. the temperature never is high enough to produce
N2. Alternatively, we can add the contribution from on shell N2 in the same way we calculate here the
asymmetry generated by decays and inverse decays of N1.), only terms with iS
T
N2 or iS
T¯
N2 are left, where
we can replace iST¯N2 → −iSTN2 because N2 is off shell, cf. Eqs. (B8c) and (B8d). We thus obtain
i/Σ
vert>
(q) = −Y 21 Y ∗2 2
∫
kk′q′p
δp−k−k′δp−q−q′
{
PRiS
T
N2(k − q′)PRiSCP` >(k)PLiSTN1(p)PLi∆<(−k′)i∆<(q′)
−PRiSTN2(k − q′)PRiSCP` T¯ (k)PLiS>N1(p)PLi∆T¯ (−k′)i∆<(q′)
}
−Y ∗1 2Y 22
∫
kk′q′p
δp−k−k′δp−q−q′
{
PRiS
>
N1(k − q′)PRiSCP` T (k)PLiSTN2(p)PLi∆<(−k′)i∆T (q′)
−PRiS>N1(k − q′)PRiSCP` >(k)PLiSTN2(p)PLi∆<(−k′)i∆<(q′)
}
.
(C10)
The Wightman self-energy i/Σ
>
(q) follows through <↔> and T ↔ T¯ . From these self energies, we build
the vertex contribution to the source term (106)
Svert =
∫
q
tr
[
i/Σ
vert>
` (q)iS
<
` (q)− i/Σvert>` (q)iS<` (q)
]
= −Y 21 Y ∗2 2
∫
kk′qq′p
δp−k−k′δp−q−q′tr
[
PRiS
T
N2(k − q′)PRiSCP` >(k)PLiSTN1(p)PLi∆<(−k′)i∆<(q′)iS<` (q)
−PRiSTN2(k − q′)PRiSCP` T¯ (k)PLiS>N1(p)PLi∆T¯ (−k′)i∆<(q′)iS<` (q)
+PRiS
T
N2(k − q′)PRiSCP` <(k)PLiST¯N1(p)PLi∆>(−k′)i∆>(q′)iS>` (q)
−PRiSTN2(k − q′)PRiSCP` T (k)PLiS<N1(p)PLi∆T (−k′)i∆>(q′)iS>` (q)
]
−Y ∗1 2Y 22
∫
kk′qq′p
δp−k−k′δp−q−q′tr
[
PRiS
>
N1(p)PRiS
CP
`
T
(k)PLiS
T
N2(k − q′)PLi∆<(q′)i∆T (−k′)iS<` (q)
−PRiST¯N1(p)PRiSCP` >(k)PLiSTN2(k − q′)PLi∆<(q′)i∆<(−k′)iS<` (q)
+PRiS
<
N1(p)PRiS
CP
`
T¯
(k)PLiS
T
N2(k − q′)PLi∆>(q′)i∆T¯ (−k′)iS>` (q)
−PRiSTN1(p)PRiSCP` <(k)PLiSTN2(k − q′)PLi∆>(q′)i∆>(−k′)iS>` (q)
]
,
(C11)
where, under the second integral, we have replaced −k′ ↔ q and p→ k + q − p.
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Next, as it is shown in detail in Ref. [111], we can replace e.g.∫
k
δp−k−k′
(
iSCP`
>
(k)i∆<(−k′)− iSCP` T¯ (k)i∆T¯ (−k′)
)
g(k)
→
∫
k
δp−k−k′
1
2
(
iSCP`
>
(k)i∆<(−k′)− iSCP` <(k)i∆>(−k′)
)
g(k) , (C12)
where g(k) is an arbitrary function. The proof is straightforward and relies on substitution of the
tree-level propagators (B7), (B8) and considering all product terms separately. Making use of this
replacement, the source term reduces to
Svert = −Y 21 Y ∗2 2
∫
kk′qq′p
δp−k−k′δp−q−q′
1
2
tr
[
PRiS
T
N2(k − q′)PR
(
iSCP`
>
(k)i∆<(−k′)− iSCP` <(k)i∆>(−k′)
)
PLiδSN1(p)PL (i∆
<(q′)iS<` (q)−∆>(q′)iS>` (q))
]
+Y ∗1
2Y 22
∫
kk′qq′p
δp−k−k′δp−q−q′
1
2
tr
[
PRiδSN1(p)PR
(
iSCP`
>
(k)i∆<(−k′)− iSCP` <(k)i∆>(−k′)
)
PLiS
T
N2(k − q′)PL (i∆<(q′)iS<` (q)−∆>(q′)iS>` (q))
]
. (C13)
Substituting the tree-level propagators (B8), taking the trace and carrying out the integrals over the
zero-components of them momenta by making use of the on-shell δ-functions, we obtain the result (106).
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