Three-centre nuclear attraction integrals, which arise in density functional and ab initio calculations, are one of the most time-consuming computations involved in molecular electronic structure calculations. Even for relatively small systems, millions of these laborious calculations need to be executed. Highly efficient and accurate methods for evaluating molecular integrals are therefore all the more vital in order to perform the calculations necessary for large systems. When using a basis set of B functions, an analytical expression for the three-centre nuclear attraction integrals can be derived via the Fourier transform method. However, due to the presence of the highly oscillatory semi-infinite spherical Bessel integral, the analytical expression still remains problematic. By applying the S transformation, the spherical Bessel integral can be converted into a much more favorable sine integral. In the present work, we then apply two types of double exponential transformations to the resulting sine integral, which leads to a highly efficient and accurate quadrature formulae. This method facilitates the approximation of the molecular integrals to a high predetermined accuracy, while still keeping the calculation times low. The fast convergence properties analyzed in the numerical section illustrate the advantages of the method.
Introduction
The Schrödinger equation, first published in Schrödinger's 1926 paper, was a ground-breaking development that provided new insight into the behavior of the electrons in a given system [1] . Solutions to the Schrödinger equation yield valuable details regarding the electron placement, total energy, and other properties of the system. Nevertheless, ab initio calculations, that is to say calculations that use the positions of the nuclei and the number of electrons to solve the Schrödinger equation, still present significant computational difficulties. Although the Schrödinger equation can be solved analytically for hydrogen and other atomic nuclei with only one electron, the inter-electron interaction involved in systems comprised of more complex atoms makes the process of analytically solving the Schrödinger equation extremely laborious, if not impossible.
Three-centre nuclear attraction integrals are the rate determining step of ab initio and density functional theory (DFT) molecular structure calculations. Three-centre integrals, one of the most common types of molecular multi-centre integrals, arise when each of the three nuclei occupy a different position in space.
A common approach for calculating molecular orbitals (MOs) is to build each MO as a linear combination of atomic orbitals (LCAO), where atomic orbitals (AOs) are the solutions to the Schrodinger equation for the hydrogen atom or a hydrogen-like ion. This technique is often referred to as the LCAO-MO method. The complexity of the three-centre nuclear attraction integrals, as well as that of other multi-centre integrals, can be mitigated by strategically choosing the basis of atomic orbitals with which to perform the calculations. It has been shown that a suitable atomic orbital basis should satisfy two conditions for analytical solutions to the Schrödinger equation: exponential decay at infinity [2] and a cusp at the origin [3] .
One choice for the basis functions are the exponential type functions (ETFs) which behave like exp(−x). ETFs are appropriate wave functions in that they satisfy the aforementioned conditions for analytical solutions to the Schrödinger equation. Generally, ETFs are a better suited basis than Gaussian type functions (GTFs) [4, 5] , which are AOs that behave like exp(−x 2 ). That being said however, GTFs are commonly used for chemical calculations [6] . Unfortunately, these functions display neither exponential decay at infinity nor a cusp at the origin. In order to compensate, a relatively large basis set of GTFs is required. ETFs are more favorable than GTFs therefore, since a smaller basis set can be used to obtain results that are just as accurate [7] .
The most common ETFs are the Slater type functions (STFs) [8] . Despite the relative simplicity of their analytical expression, however, the fact that multi-centre integrals over STFs can be extremely problematic for polyatomic molecules has averted the use of STFs as a basis set.
B functions are another class of ETFs, and their use for this particular purpose was proposed by Shavitt due to their remarkably simple Weierstrass transform [9] . B functions involve reduced Bessel functions and, in fact, they can be expressed as linear combinations of STFs [10] . Compared to other ETFs, B functions are much better adapted to the evaluation of multi-centre integrals [10] [11] [12] [13] . This is in part due to their exceptionally straightforward Fourier transform [14, 15] .
The Fourier transformation method introduced by Bonham et al in 1964 [16] , generalized by Trivedi et al in 1983 [17] , and further generalized by Grotendorst et al in 1988 [18] , is one of the most successful approaches yet for the evaluation of multi-centre integrals. This particular method is especially suitable for a basis of B functions. In particular, the Fourier transformation method allows for the development of an analytical expression for three-centre nuclear attraction integrals.
The challenge, however, is that these analytical expressions involve semi-infinite spherical Bessel integrals, which are highly oscillatory due to the presence of the spherical Bessel function j λ (vx). Approximating oscillatory integrals can be problematic, especially when the oscillatory part is a spherical Bessel function rather than a simple trigonometric function. Moreover, as λ and v become large, the zeros of the integrand become closer and the oscillations become stronger, thus further complicating the numerical evaluation of the integral. It is possible to rewrite such integrals as slowly convergent infinite series of integrals of alternating sign. It may then seem appropriate to apply series convergence acceleration techniques, such as Wynn's Epsilon Method [19] or Levin's u transform [20] . In the case where λ and v are large, however, the excessive calculation times prevent this approach from rendering accurate results.
As shown in previous work by Safouhi [21] , through a reformalized integration by parts with respect to xdx, the semi-infinite spherical Bessel integral involved in the analytical expression of the threecentre nuclear attraction integrals can be transformed into an integral involving the simple sine function. This transformation, called the S transformation, results in a sine integral that has equidistant zeros, thus making it much more numerically favorable than the initial spherical Bessel integral [21, 22] .
The S transformation supplies remarkable theoretical and computational power in computing spherical Bessel integrals. It applies considerable pressure on the envelope of oscillatory integrals in the asymptotic limit. While this method is highly accurate and efficient, there are some ranges of parameters where either failure is inevitable or the computation becomes extremely heavy.
In this work, after utilizing the Fourier transformation method to obtain an analytical expression, followed by the S transformation to simplify the integrand to a sine function, a double exponential transformation (or DE transformation) is applied. The DE transformations introduced by Ooura et al in 1991 [23] and refined by Ooura et al in 1999 [24] , map the interval (0, ∞) onto (−∞, ∞) and are such that the transformed integrand decays double exponentially at both infinities. The trapezoidal formula with an equal mesh size is then applied to the integral, and the resulting summation can be truncated at some moderate positive and negative values. The final result is a highly efficient quadrature formula in which relatively few function evaluations are required in order to obtain highly accurate approximations. Both the original and the refined DE transformations are applied to the spherical Bessel integral involved in the three-centre molecular integral, and their efficiency for this particular problem is compared in the discussion section. The numerical results illustrate the high accuracy of these algorithms applied to three-center nuclear attraction integrals over B functions with a miscellany of different parameters.
General definitions and properties
The spherical Bessel function j λ (x) of order λ ∈ N 0 is defined by [25, 26] :
The reduced Bessel functionk n+ (z) is defined by [9, 27] :
where n ∈ N, and where K n+ (z) is the modified Bessel function of the second kind [28] .
The B functions are defined by [10, 27] :
where n, l, m are the quantum numbers and Y m l (θ, ϕ) denotes the surface spherical harmonic, which is defined using the Condon-Shortley phase convention [29] :
where P m l (x) is the associated Legendre polynomial of the lth degree and mth order. The Fourier transformB m n,l (ζ, p) of B m n,l (ζ, r) (3) is given by [14] 
The Gaunt coefficients are defined by [30] [31] [32] [33] :
The Gaunt coefficients linearize the product of two spherical harmonics:
where the subscript l = l min,2 implies that the summation index l runs in steps of 2 from l min to l 1 + l 2 , and where the constant l min is given by:
The three-centre nuclear attraction integral over B functions is given by:
where A, B and C are three arbitrary points of the euclidian space E 3 , while O is the origin of the fixed coordinate system. n 1 and n 2 stand for the principal quantum numbers.
After performing a translation of vector # -OA, we can write the integral I
as follows:
where
Double exponential transformation for the computation of semiinfinite integrals
For more details on the DE transformations and their applications, we refer the readers to the work done by Ooura et al [23, 24] . The double exponential (DE) transformations present a particularly efficient method for computing semi-infinite integrals of the form:
where f 1 (x) is a slowly decaying function and v is a constant.
We will denote the semi-infinite integral we wish to evaluate by:
Suppose that f 0 is a function such that for some θ, λ ∈ R and for all n ∈ N, n ≥ n 0 , where n 0 is some large natural number:
In other words, after some large x value, f 0 (x) has infinite equidistant zeros occurring every λ, with a shift of θ with respect to the origin. Now provided that f 0 (x) is of the form of the integrand in (11), it can easily be determined that λ = π v and θ = 0.
Now let φ(t) be a function such that:
Let M be a large positive constant. Applying the variable transformation x = M φ(t) to the integral I, we get:
Now applying the trapezoidal rule with a mesh size of h and a shift of θ M with respect to the origin, we obtain the approximation:
Let M and h be such that:
and consider f 0 M φ nh + θ M for large n:
Given the equation (19), we can truncate the summation in (17) at some positive N + ∈ Z. Furthermore, since by (14) , φ(t) tends to zero as t → −∞, it follows that we can also truncate the summation in (17) at some negative N − ∈ Z.
As a result, we obtain the approximation:
for some N − , N + ∈ Z.
A DE transformation
One transformation that satisfies the conditions in (14) is given by [23] :
where K is some positive constant. Notice that φ 1 (t) encounters a singularity when t = 0. By Taylor expansion, the behaviour of φ 1 (t) about zero can be determined. More precisely:
Similarly, φ ′ 1 (t) also encounters a singularity when t = 0. By the same method, it can be easily found that:
A more robust DE transformation
A second transformation that satisfies the conditions in (14) is given by [24] :
where α, β are constants such that:
Some assignments that satisfy the constraints in (25) are given by [24] :
The graph of φ2(t) given by (24) , with the assignments for α and β in (26) , where M = 4.5.
In a similar fashion to φ 1 (t), φ 2 (t) and φ ′ 2 (t) both have singularities when t = 0. By Taylor expansion, it can be determined that:
and that:
4 The three-centre nuclear attraction integrals
Using the Fourier transform method, an analytical expression for three-centre nuclear attraction integrals over B functions (10) can be found [17, 18] :
where the constant l min is defined in (8) and:
The semi-infinite integral in (29) , which will from now on be referred to as I(s), is defined by:
The challenge of evaluating (29) is mainly caused by the presence of the semi-infinite integral I(s) (30), whose integrand is highly oscillatory due to the presence of the spherical Bessel function. This is especially the case when λ and v are large. Notice also that when the value of s is close to 0 or 1, the oscillation of the integrand become sharp. Indeed, if we make the substitution s = 0 or s = 1 in the integrand, the exponentially decaying part of the integrand:
becomes constant, and the integrand can be reduced to x nx j λ (vx). As a result, the oscillations of j λ (vx) cannot be restrained, and the evaluation of I(s) becomes most laborious. In Figure 3 , the highly oscillatory nature of the integrand can be observed. The integrand of I(s) where s = 0.01, ν = 9 /2, nγ = 7, nx = 2, λ = 2, R1 = 9, ζ1 = 2, R2 = 3.5, and ζ2 = 1 (see row 9 of Table 1 ).
Application of the S transformation
We shall now reiterate a theorem which is stated and proven by Safouhi [21] .
is a function integrable on [0, ∞[ and of the form:
which is the set of all twice continuously differentiable functions defined 1 g(x) ) for l = 0, 1, 2, . . . , λ are definied and:
holds true for all l = 0, 1, 2, . . . , λ − 1, then:
In short, this transformation, called the S transformation, can simplify spherical Bessel integrals into integrals involving the sine function. As such, the integral I(s) can be rewritten as: (32) after applying the S transformation, where s = 0.01, ν = 9 /2, nγ = 7, nx = 2, λ = 2, R1 = 9, ζ1 = 2, R2 = 3.5, and ζ2 = 1 (see row 9 of Table 1 ). The integrand prior to the transformation can be observed in Figure 3 . Now, let the part of the integrand not involving the sine function be referred to as f (x), i.e. let:
Notice that f (x) is a decaying function and is therefore of the same form as the function f 1 (x), which was introduced in (11) . The integrand of I(s) is hence a suitable candidate for a DE variable transformation, such as φ 1 (t) (21) or φ 2 (t) (24) .
Applying the DE transformation φ(t) to the equation for I(s) in (32), we obtain the approximation:
5 Numerical results and discussion Table 1 lists values for I(s) obtained using the the approximation (34) with the transformations φ 1 (t) (21) and φ 2 (t) (24) . In this first table, we restrict the variable assignments to values that can be handled by a MATLAB built-in numerical integration function that uses global adaptive quadrature set to an accuracy of 15 correct digits. In Table 2 , we restrict the variable assignments to values that cannot be handled by the MATLAB integration function. For more problematic variable assignments, particularly when λ and/or v are large, the MATLAB automatic integrator fails to provide results to the same accuracy efficiently. We therefore opted to use the same algorithm in Python which, with the help of the symbolic computation package SymPy, was able to complete the approximations significantly faster. The relative errors corresponding to the approximations using each transformation are listed in Table 2 as ε φ 1 M and ε φ 2 M , respectively. As shown by Ooura et al [23, 24] , the relative error for the approximation I M (s) using a DE transformation can be written:
where c is a constant. Ooura et al argue that we can assume that the relative error is approximately given by [24] :
where A is a constant. For the transformation φ 1 (t) (21), we use A = 2, and for the transformation φ 2 (t) (24), we use A = 5.
Effect of collocation points
For the variable assignments used in Figure 6 for the transformation φ 1 (t) (21), in our present integrator, an optimal value for M was found to be M ≈ 54.25338. Over the course of our calculations for Figure 6 , therefore, we assigned said value to M in order to preserve the behaviour of the approximation that was conducted by the integrator.
In our integrator, we first took the summation in (34) over positive n values, until the addition of higher terms stopped significantly contributing to the overall approximation. Similarly, we then took the summation over negative n values, again truncating the summation once the contributions of each term became less significant than the predetermined error tolerance. Using this method, for the variable assignments in Figure 6 and while using transformation φ 1 (t), the summation in (34) was truncated at -96 and at 41.
In particular, it is worth noting that the number of collocation points needed to approximate the portion of the integral below zero is often higher than the number of collocation points needed to approximate the portion of the integral above zero. This is due to the asymmetry of the transformed integrand which is represented by the summation in (34), that is to say of the integrand of I(s) =
This asymmetric behavior can be observed in Figure 5 . Table 1 ).
Now in order see a pattern in our data regarding the effect of the collocation points on the accuracy of the approximation, for our first point on the graph, a moderate number of median collocation points was taken in order to ensure sufficient proximity to the exact result. More precisely, for the first point on the graph in Figure 6 , we took the summation in (34) over 70 collocation points, with a lower bound of -62 and an upper bound of 7. From then on, the upper and lower bounds of the summation were each extended by one. We proceeded to extend the bounds of the summation in this manner -increasing the number of collocation points by two at a time until we reached 138 collocation points, which was the necessary amount of collocation points originally determined by our integrator (see Table 1 ).
For the variable assignments used φ 2 (t) (24), our present integrator found M ≈ 21.70135 to be an optimal value for M ; we therefore assigned said value to M to collect our data points. Furthermore, while using transformation φ 2 (t) (24) and the variable assignments in Figure 6 to approximate I(s), our present integrator truncated the summation in (34) at -63 and at 33. In a similar way as was done for transformation φ 1 (t), for our first point of data, we took the summation over 45 collocation points, with a lower bound of -37 and an upper bound of 7. From then on, the upper and lower bounds of the summation were each extended by one until we reached a total of 97 collocation points, which was the number of collocation points evaluated by our integrator.
Notice that the graphs in Figure 6 both rapidly decrease and approach zero as the number of collocation points increase. Whether our integrator uses transformation φ 1 (t) (21) or transformation φ 2 (t) (24), the behaviour of the absolute error for the approximation of I(s) based on the number of collocation points is strikingly similar. In fact, after a certain number of collocation points, both graphs follow a pattern of double exponential decay.
With the particular variable assignments used in Figure 6 , it is clear that using transformation φ 2 (t) (24), less collocation points are needed for the absolute error to converge to zero. This is representative of all possible variable assignments for the evaluation of I(s); with the variable assignments we selected, there are always more collocation points evaluated when using transformation φ 1 (t) (21) (see Table 1 ).
That being said however, the parameter M is perhaps just as significant in determining the efficiency of our integrator. The consequences of M on our integrator's efficiency will be addressed in the following subsection. n for the transformation φ 2 (t) Figure 6 : Absolute error dependence of IM (s) (34) on the total number of collocation points using transformations φ1(t) (21) and φ2(t) (24) , and the variable assignments from the second row of Table 1 . The absolute error was found by comparing the results of the approximation with the result obtained by a MATLAB built-in numerical integration function that uses global adaptive quadrature.
Effect of M
In Figure 7 , it can easily be seen that the absolute error converges to zero much more quickly using φ 2 (t) (24) . In other words, for a given set of variable assignments, a smaller mesh size is required using transformation φ 1 (t) (21) to obtain results that are as accurate as the results using φ 2 (t) (24).
The challenge is to find a value for M that is large enough such that the error converges to zero, yet small enough so as to not make h, the mesh size, prohibitively small. Clearly, given (18) , as M increases in size, h decreases. For this reason, it would be counterproductive to let M be excessively large, as quite a number of collocation points in the summation (34) would be needed to compensate for the unnecessarily small mesh size. Yet if M is too small, as shown in Figure 7 , the error of the approximation will not approach zero. This is what is meant by finding an "optimal value" for M .
Our present integrator finds an optimal value for M by first letting M be a relatively small positive constant, say M 1 , based on the relative error tolerance input by the user and according to the following formula [24] :
and ε 0 denotes the relative error tolerance. For the transformation φ 1 (t) (21), we use A = 2, and for the transformation φ 2 (t) (24), we use A = 5. For details regarding the selection of each subsequent M i , we direct the reader to the algorithm in [24] .
The integrator then calculates I M 1 (s) using equation (34), with the value of M 1 assigned to M . The result is not a viable approximation in the sense that it is quite far away from the desired result due to the fact that the value assigned to M is too small to expect the error to converge to zero. Rather, I M 1 (s) serves as a value to which a second, more accurate approximation can be compared for the purpose of determining a relative error.
For the second evaluation of (34), we assign a larger and more suitable value to M , say M 2 . The ensuing approximation, I M 2 (s), often times meets the user's relative error tolerance requirements, at which point the integrator outputs the value of I M 2 (s) as its final result. Otherwise, the process must be repeated with another value assigned to M , until a result of sufficient accuracy is found. This could take up to a maximum of four different assignments to M , each of which is larger than the previous. ) φ 1 (t) φ 2 (t) Figure 7 : Absolute error dependence of IM (s) (34) on the total number of collocation points using transformations φ1(t) (21) and φ2(t) (24) , and the variable assignments from the second row of Table 1 . The absolute error was found by comparing the results of the approximation with the result obtained by a MATLAB built-in numerical integration function that uses global adaptive quadrature.
Clearly, with this type of integrator, it is ideal to find an optimal value for M on the second attempt, and highly undesirable to not find an optimal value until the fourth attempt, because the approximation (34) would need to be calculated four times over, meaning that numerous time-consuming computations would have to be executed. It is for this reason that M also holds significant weight while comparing the efficiency of our algorithm using transformations φ 1 (t) (21) and φ 2 (t) (24) . For instance, by solely comparing the collocation points in Table 1 , it may appear as though φ 2 (t) (24) is without fail the more efficient transformation to use. That being said, since the value n M , which we are using to denote the total number of values that are assigned to M before successfully completing the approximation for I(s), also gives valuable insight into the efficiency of each transformation. A high n M value signifies that our integrator had to complete the approximation (34) several times before finding an optimal value for M and successfully approximating the integral, thus multiplying the total number of calculations that needed to be computed by the integrator.
Observing the sixth row in Table 1 , for example, it can be seen that although the summation in (34) is truncated with 81 collocation points using transformation φ 1 (t) (21) , and only 72 collocation points using transformation φ 2 (t) (24) , the values for n M are found to be 2 and 4, using transformation φ 1 (t) (21) and φ 2 (t) (24), respectively. In this particular case, therefore, it can be argued that our present integrator is more efficient in its approximation using transformation φ 1 (t) (21) . Generally speaking, however, the two-parameter transformation, φ 2 (t) (24) lends itself to a more efficient approximation of the semi-infinite spherical Bessel integrals.
Conclusion
The presence of the semi-infinite spherical Bessel integral in the analytical expression for three-centre nuclear attraction integrals causes the rapid and accurate numerical evaluation of the integrals to be extremely challenging. The S transformation, introduced by Safouhi, is able to transform the spherical Bessel integrals into considerably simpler sine integrals. The zeros of the integrand become equidistant, which significantly increases our ability to apply various extrapolation and transformation methods. Nevertheless, due to its slow convergence, the semi-infinite sine integrals still pose substantial computational difficulties.
In the present work, we presented an efficient way of treating the arduous sine integrals that result from the S transformation. Utilizing the slowly decaying, highly oscillatory nature of the integrands, we applied two distinct double exponential transformations. These transformations each rendered highly efficient quadrature formulae that spanned from negative to positive infinity. That being said, we were able to truncate the summations at relatively small positive and negative integers. It was found that remarkably few collocation points were required to obtain sufficiently accurate results. This was especially the case for the second transformation. In our numerical section, it can be seen that by using the second transformation, the semi-infinite spherical Bessel integral can be approximated with a high predetermined accuracy in under 100 collocation points. The numerical tests served to further verify the precision and demonstrate the significance of the method. • ε φ 1 M stand for the relative errors obtained by using the approximation (34) with the transformation φ1(t) (21).
Numerical tables
• ε φ 2 M stand for the relative errors obtained by using the approximation (34) with the transformation φ2(t) (24).
• n φ 1 and n φ 2 represent the number of collocation points needed to approximate the integral using (34) with transformations φ1(t) (21) and φ2(t) (24), respectively.
• n φ 1 M and n φ 2 M represent the total number of values that are assigned to M before successfully completing the approximation (34) with transformations φ1(t) (21) and φ2(t) (24), respectively.
• max φ 1 and max φ 2 represent the upper limit of the summation in (34) with transformations φ1(t) (21) and φ2(t) (24), respectively.
• The approximation (34) was implemented in Python with symbolic computation package, SymPy
• The error tolerance of ε = 10 −15 was used in our calculation.
• Calculations were completed using IEEE 754 double precision
• Numbers in parentheses represent powers of 10.
