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Abstract 
 
This purpose of this study is to propose a 
knowledge-discovery system that can abstract helpful 
information from character strings representing 
shopper visits to product sections associated with 
positive and negative purchasing events by applying 
character string parsing technologies to stream data 
describing customer purchasing behavior inside a 
store. Taking data that traced customers' movements 
we focus on the number of times customers stop by 
particular product sections, and by representing those 
visits in the form of character strings, we propose a 
way to efficiently handle large stream data. During our 
experiment, we abstract store-section visiting patterns 
that characterize customers who purchase a relatively 
larger volume of items, and are able to show the 
usefulness of these visiting patterns. In addition, we 
examine index functions, calculation time, and 
prediction accuracy, and clarify technological issues 
warranting further research. In the present study, we 
demonstrate the feasibility of employing stream data in 
the marketing field and the usefulness of the employing 
character parsing techniques. 
 
1. Introduction 
 
Thanks to technological advances and a lowering of 
implementation costs, radio frequency identification, 
commonly known as RFID, has come to be used in a 
variety of businesses. In 2005, the Ministry of 
Economy, Trade, and Industry conducted an 
experiment entitled the "Future Japanese Store 
Project." In the experiment, shopping carts equipped 
with RFID devices were used to grasp customers' 
behavior within stores by gathering data on customer 
behavior and purchasing activity at the store counter. 
In this project, data on customers' movements within 
the store was gathered electronically, and thus it was 
possible to obtain detailed data on customer purchasing 
behavior within the store, something which had 
previously remained totally unknown. The focus on 
using RFID to gather detailed data on customer 
behavior within the store is a trend observed not just in 
Japan but in Europe and America as well. 
Until now, in order to understand consumer 
behavior in the retail industry, historical data on 
customers, like point-of-sale data (POS data) has 
traditionally be used. Using such data, one can 
determine which customer purchased what and where, 
and that data can then in turn be analyzed in greater 
detail. For example, in the field of marketing, 
Guadagni and Little [3] and Gupta [4] proposed 
consumer purchasing behavior models using such data. 
More recently, in order to handle large volumes of data, 
data mining was conducted in many industries [5] [14], 
and this was helpful for improving sales promotion 
activities or brand strength. However, while customer 
purchasing history data is able to record the purchasing 
results for a given customer, it is not able to shed any 
light on how customers moved through the store or 
how they came to purchase them. In previous studies, 
in other words, the route traced by customers within a 
store was treated as a form of black box, and only the 
data on resulting purchases was made the subject of 
subsequent analysis. 
Progress in RFID technology in recent years 
brought a complete about face to that situation. In 
particular, in marketing applicability studies on RFID 
technology, the greatest emphasis was placed on 
providing RFID devices for customers or their carts, 
and analyzing customer routes within the store by 
tracing their movements and determining their 
behavior [11]. Tracing customers' movements within a 
store makes it possible to have a better understanding 
of what and why customers make purchases than is the 
case when simply noting the product purchases, as was 
the case with previous marketing studies. There have 
been very few studies based on customer data that 
describes customer movements within the store. The 
reason for this is that until now it was exceedingly 
difficult to obtain such data. Accordingly, customer 
movement data obtained using RFID will be a 
springboard for new avenues of research in the field of 
marketing. 
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Figure 2. RFID data and product-
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2.3. EBONSAI 
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needed. Moreover, through this experiment, we were 
able to appreciate certain issues pertaining to existing 
character string parsing techniques. 
Nevertheless, there are fundamental problems with 
applying the character string parsing techniques used in 
this study. Namely, time series information with 
respect to visiting patterns largely vanishes. For 
example, important information like the time spent at a 
particular product section or the amount of time spent 
moving from one section to another was not reflected 
in the character-string based knowledge representation. 
To resolve such issues, it seems that a fruitful approach 
might be to introduce graphical data. If graphical data 
were provided, one would be able to include not only 
product section visiting patterns but also time series 
information such as the amount of time spent between 
sections or at a particular section. We hope to address 
such issues in the future. 
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