Abstract. We investigate solutions to the problem
Introduction
In this paper we investigate L'-solutions of the Dirichiet problem 
Here 6 is the Dirac measure, and Q is a bounded C2 -domain of lR', containing the support of the Dirac measure. The parameters A and m are real, in is restricted to be positive. We note that for dimension n = 1 problem (1) can be solved completely for all real A and m. In the case of positive A there is a unique solution for every pair (A, in). For negative A there are critical bounds for the parameters, such that a solution either must or cannot exist.
We will investigate problem (1) for dimensions n> 1 in dependence of the parameters. For every positive pair (A, in) we show the existence and uniqueness of the solution. In the case of negative A and positive m we find bounds for these parameters, for which we state existence respectively non-existence of the solution. If we specify the problem for homogeneous Dirichlet data, we find multiple solutions for certain parameters. Nonlinear elliptic equations with measures have been investigated by different authors (see, e.g., L. Boccardo and T. Gallouet [3] , L. Boccardo and F. Murat [4] , T. Kilpelinen and X. Xu [12] . These results are statements on existence and uniqueness of the solution. Assumptions on the measure determine the choice of the solution space. In the cited papers the measure is assumed to be a Radon measure with supplementary properties such as boundedness (see, e.g., [3] ) or bounded variation and absolute continuity with respect to the p-capacity (see T. Kilpelinen and X. Xu [121) . The investigations in [3, 4, 12] are restricted to Sobolev spaces, e.g. W11 ' '(1l) . The techniques are based on the approximation of the measure by means of functions in Sobolev spaces and the use of estimates in suitable LP -norms. In our case (Dirac measure) it is impossible to obtain such estimates.
F. Rothe [15] proposes to use the homogeneous Dirichlet problem Au = x I u l u I + mS in D'(cl) U on 31 to find examples for the sharpness of regularity results for in = 0. He gives an example of a distributional solution, but no solution class is specified.
In the present paper we find solutions in larger spaces than Sobolev spaces. Outside of a small neighbourhood of the boundary no assumptions on the first derivative are needed. Our technique is based on separating the singular part of the equation. The reduced differential equation will be regular and can be treated in Sobolev spaces.
First we must formulate our problem correctly, i.e. we must specify the boundary conditions of problem (1) and make assumptions, how to understand the non-linearity e' in weak sense. We use the following notations: Notice that these classes contain also functions with much stronger singularities than the elementary solution E. In both classes R"() and R" P (ul) problem (1) is formulated correctly, if we suppose boundary values g E W' -" (Ofl) . The first equation of (1) In Section 2 we consider the case A < 0 and prove the following Theorem 2. Here we state the existence of bounds for A such that there exists at least one solution respectively there is no solution. In the latter case we will work -for technical reasons -in the class &'P(1).
Theorem 2. Consider the problem
Lxu= 
The main goal of our paper is to establish multiplicity results for the homogeneous Dirichlet problem (Theorems 3 -5). For its formulation we first need some concepts, which will be introduced later. The formulation of these results will be given in Section 3. The main part of the proof for Theorems 4 and 5 is done by phase plane analysis similar as in I.M. Gelfand [7] .
Existence and uniqueness for positive parameters
We consider the case .\, rn ? 0 and proceed with the proof of Theorem 1 stated above.
Proof of Theorem 1. The ansatz u = v+rnE (5) yields the following problem for the function v:
It is possible to construct weak sub-and supersolutions for the latter problem. Using a result due to S. I. Pokhozhaev [131 we can find a solution v E W2P(cl) of problem (6) . Then u = v + mE is a solution of problem (1). Now we will show the existence of a constant C = C(g) > 0 such that for every solution u E R' P (cl) we have the estimate ess sup u(x) < C. (7) For this purpose we use the regularization t9
R+ (e > 0) given by
By definition of R' P (cl) there exists a constant C such that for every u E R 1 ' P (cl),p > n we can find a strip S(7) with sup u(x) <C.
zES(1)
We take a C 2 -domain cl 1 Cc cl with ci \ S(-y) C cii. By u 1 we denote the restriction of u to c1 1 . Next we will show that u 1 is bounded from above. We take e <dist(ôQ,5ci1) and consider the convolution
It is in C°° ( 1 ) . Owing to L(u i *19) > 0 in 'JY(ci 1 ) and the classical maximum principle it follows sup(u1 * i9) !^, sup(u j * 19).
The estimate sup (u 1 * t9)(x) C (e < dist(ô1li,ÔS(-y))) xEaDi implies together with (9) sup(u i * 19) < C (E <dist(ôci i ,3S(-y))).
0 Suppose now ess sup 0 , u 1 > C, i.e. there exist a > 0 and a set of positive measure A C l i such that u 1 (x) > C + a for all x E A. By (10) it holds
On the other hand, lim-o 11 u1 -u 1 * = 0. This is a contradiction. Consequently, esssup 0 , u 1 < C. Owing to the independence of C on Q, we obtain (7). As a consequence for every solution u E R"(Q) one has L(u -mE) = Ae u in V'(Q) where the right-hand side of that equation is in L°°(Q). Then w := u -mE E W2'' (1) .
Suppose now the existence of two solutions u 1 ,u2 E R' .P (l Here we use a supersolution technique due to J. Deuel and P. Hess [6] .
4. The uniqueness statement of Theorem 1 can be generalized in the following way. In problem (1) we take a non-negative function f = f(x,u) instead of e'. In the definition of R"() we replace the demand eli
5. Owing to the representation (5) of our solution u of problem (1) one can show the continuous dependence of u on both parameters A and mn in certain q > 1. For further details cf. R. Spielmann [16] . 6 . A similar version of Theorem 1 can be proved, if we take instead of 6 a Leray form br on a relatively compact C 1 -submanifold F c Ri', i'c ci, defined by (8r, p) := f for W E
Existence and non-existence for negative A
Now we investigate problem (1) for negative parameters A. We will reformulate it to obtain problem (2) with A > 0. The aim of this section is to prove Theorem 2.
In the function class IV P() the following statement holds. (2) 
Lemma 1. Suppose that u E R'"(Q) is a solution of problem
Furthermore, denote by A0 the minimal (positive) eigenvalue of the problem
Then for A > Ao the problem
has no non-negative solutions u E W'P(l).
Proof. Assume that the non-negative function l E W" P (Q) is a solution of problem (14) for some A > Ao. Then it is a supersolution of the problem
Regarding u(x) := 0 as a subsolution we apply the supersolution technique of J. Deuel and P. Hess [6] to find a non-negative solution u E W" 2 (Q) of the last equation. Improving regularity by iteration we obtain u E W 2 ' 7'(1) . Owing to
Let w E W" 2 (1) be the non-negative eigenfunction of problem (13) corresponding to the eigenvalue A 0 . By a standard iteration technique one can show that to E W 2 '(Z). Now we can apply Green's second formula and obtain
It follows that
and A < A 0 . This is a contradiction to our assumption A > A 0 I
Now we prove the above mentioned Theorem 2 about the existence and non-existence of solutions of problem (2). 
Proof of Theorem

Bifurcation of radially symmetric solutions
We investigate now problem (2) in the unit sphere B for homogeneous Dirichlet boundary conditions, i.e. we consider the problem 1. M. Gelfand [7] , and D. Joseph and T. Lundgren [10] found for every A > 0 the number of
its solutions u E C2 (B) fl C(B).
For a survey see also J. Bebernes and D. Eberly [2] .
Taking into account the Holder continuity of emE we can conclude from Lemma 1 the representation u --. v + mE with a function v E C2 (B), a E (0, 1) for every solution u E R"(B) of problem (16) . Remark that the symmetry principle [81 is not applicable to v.
if the corresponding function v E C2 '() according to Lemma 1 is radially symmetric.
We denote this by u(r) '-. v(r) + rnE(r) (0 < r 1).
From problem (12) it follows that v = v(r) solves the ordinary differential equation • no radially symmetric solutions for A > (2 + )2.
2n
Definition 3. We say that in A occurs an rn-bifurcation, if problem (16) and the
Gelfand problem have different numbers of solutions for the value A.
According to Theorem 3 and I. M. Gelfand [7] an rn-bifurcation occurs for A C-
Now we consider radially symmetric solutions of problem (16) for dimensions n > 2. We must carry out a bifurcation analysis of problem (17) - (18), but this is much more comprehensive than for the case n = 2. Therefore we will give the proofs for the following theorems in Section 4.
Theorem 4. We consider problem (16) in B C R i', 2 < n < 10. (a) For every rn > 0 there exists A 1 = A i (m) > A FK such that problem (16) possesses for every A E (0, A 1 ] at least one radially symmetric solution u E R1'P(B).
Here we denote by AFK the so-called Frank-Kamenetzkiparameter (cf. J. Bebernes, D. Eberly [2] and Definition 6 in the following section).
(b) For every k E N there exist Mk > 0 and values 0 < A, (k) < A 2 (k) < A3(k) such that problem (16) possesses for A E (A 1 (k), A 2 (k)), m = rnk at least k radially symmetric solutions u E IV P (B) and for A > A 3 (k), ni = M k no solutions u E R_'''(B).
Theorem 5. Consider problem (16) in B C R', n 10. (a) For every rn > 0 there exists A 1 = A, (m) > 2(n -2) such that problem (16) possesses for every A E (0, A 1 ] at least one radially symmetric solution u E (b) There exist ñ > 0 and values 0 < A 1 < A 2 < A 3 such that problem (16) possesses for A E (A 1 , A 2 ), m = th at least two radially symmetric solutions u E R'' P (B) and for A > A 3 , rr = ffi no solutions it E R1P(B).
A comparison with the bifurcation results for the Gelfand problem obtained by D. Joseph and T. Lundgren [10] yields rn-bifurcations for every n > 2.
(18)
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Proof of Theorems 4 and 5
For n > 2 problem (17) -(18) has the form
The proofs of Theorems 4 and 5 reduce to the bifurcation analysis of equation (19) . For the latter we use a phase plane analysis, i.e. we will transform this equation into a dynamical system. The technique of phase plane analysis has been developed by I. M. Gelfand [7) , further we refer to D. Joseph and T. Lundgren [10] , J. Bebernes and D. Eberly (2] . We use the dynamical system
which occured also in I. M. Gelfand [7] . First we give the following sketch of the proof for the bifurcation analysis of equation (19): Step 1: We classify the trajectories of system (20) - (21) in the right half of the phase plane and specify their asymptotic behaviour by means of an asymptotic coefficient.
Step 2: We transform the solutions v of equation (19) into trajectories (x(t), y(t)) of system (20) - (21) . Moreover, the parameters A and in will be transformed into conditions for the initial value and the asymptotic coefficient of the obtained trajectory. Then we define a mapping, the so-called asymptotic function, between the initial values and the asymptotic coefficients. We prove some properties of the asymptotic function, important for the characterization of its level sets.
Step 3: Let N(C) denote a level set of the asymptotic function: We investigate its shape for 2 < n < 10.
Step 4: We investigate the shape of the level sets N(C) for n > 10.
Step 5: By means of the shape of N(C) we deduce bifurcation results of equation (19).
We proceed with
Step 1: Investigation of the associated dynamical system. We classify the trajectories of our dynamical system and give a concept to describe its asymptotical behaviour.
Lemma 3. The system (20) -(21) has critical points (0,0) and (2(n -2), 2). There exists a unique heteroclinic orbit Ttj = (xjq(t),yH(t)) (t E R) j oining these points. In the right half of the phase plane R x R we find furthermore • trajectories on the ordinate T0 ,-d = ( 0, y(0)e(_2)t) (t E R)
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• trajectories T (x(t), y(t)) (t E R) with the properties x(t) > 0 (t E R) as well as 1im 1 _.+ x(t) = 0, 1imj_ y(t) = -oo and limt__,,,(x(t), y(t)) = (2(n -2), 2).
Proof. (20) - (21) with (x(0),y(0)) = (x, y) . Assume, for some constant y one has urn e t (y(t) + 7e(hl_2)t) = 0.
Then will be called the asymptotic coefficient in the point (x, y).
If there exists some asymptotic coefficient in the point (x, y), it is determined uniquely. Furthermore, it is easy to see that neither in points of the heteroclinic orbit nor in (2(n -2) ,2) a positive asymptotic coefficient can exist. Later we will show the existence of asymptotic coefficients for all other points in the right half of the phase plane 1R x R.
Now we come to
Step 2: Transformation theorem and asymptotic coefficients. 
Let v be a solution of equation (19). Then we find a solution (x(t). y(t)) of sjjstcm (20) -(21) with x(0) = ..\ whereby y = (n -2)C is the asymptotic coefficient in (x(0), y(0)).
Let be given a solution (x(t), y(t)) of system (20) -(21) with x(0) = A whereby = (n -2)C is the asymptotic coefficient in (x(0), y(0)). Then the function v(r) = In x(t(r)) +Cr2"+a with t(r)=-lnr (0<r<1) 2(n -2)r2 and the constant a = in 2(n-2) is a solution of equation (19).
we get now
with boundary values z(0) = -a, (+) = -and z(+oo) = -. By means of the
we obtain system (20) - (21) with the boundary conditions
y(+oo) = For /3 := -v'(l) it follows y(0) = 3. From formula (23) we derive
Then we find from v'(0) = 0 the condition lim.+ et(y(t) + y exp((n -2)1)) = 0 with = (ri -2)C, and the first assertion of Theorem 6 is proved. The second assertion can be shown by reversing the proof given above U In the right half of the phase plane we define the set Proof. For all points on the ordinate our assertion follows from Lemma 3. We consider now (x, y) E M with x > 0 and y < 0. For the trajectory with initial dates (x(0),y(0)) = (x,y) one has limt...+0,y(t) = -oo and x(t) > 0 for all t > 0. With the expression
dt -= -e(t)exp(-nt).
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The functions = (t) and i = are monotone decreasing for t > 0 and C possesses a continuous inverse function t = t(). Furthermore, there exists lim._ e() = > 0. From (27) it follows -exp((-2n + 2)t) ' 7
(1 2)1 cr
= -exp((-2n + 2)t).
Defining
as the integral and consequently the limit lim t .... w(t) = b(C) exists because of the boundedness of the integrand. Accordingly, there exists lim t .
ij(t) = -We want to show that the asymptotic coefficient in (x(0), y(0)) is equal to y := We have e1 (y(t) + 7 exp((n -2)t)) -'7(t) + 7 -cxp((1 -For tthe last fraction is an expression of the form . Applying L'Hospital's rule we obtain
lim et(y(t) + 7 exp((n -2)t)) = hm
Consequently, we find in (x, y) the asymptotic coefficient = J2ti(Ce) . Now we show that for every point (x,y) E M an asymptotic coefficient exists. Without loss of generality let be x > 0 and y > 0. We consider the trajectory (x(t), y(t)) with initial dates x(0) = x and y(0) = y. Then there exists r > 0 such that x(r) > 0 and y(r) < 0. Define i t -T. Accordingly, (1(r), (r)) (x(t), y(t)) are also solutions of system (20) - (21) . According to the previous considerations the point (?(0), (0)) has a positive asymptotic coefficient -y. Therefore
urn e l? ((?7) + y exp((n -2)77)) = 0 e T urn et(y(t) + 7exp((2 -n)T)exp((n -2)t)) = 0. i-.+oo
Then (x(0), y(0)) has the asymptotic coefficient 7exp((2 -n)r) I
Hence, there exists a function : M -p R associating every point of M to its asymptotic coefficient. We call it the asymptotic function. From the last proof it follows
Corollary 1. Let be given a trajectory T = (x(t),y(t)) (t e R) with initial dates in the set M. Then for two arbitrary points (x(to), y(to)) and (x(tj ), y(ti)) it follows
(x(ti ), y(ti)) = exp ((2 -n)(to -t 1 )) (x(t6), y(to)).
We will show the continuity of the asymptotic function on the subset
which is open in R+ x R. First we prove a representation formula.
Lemma 4. Let (x, y) E M be the starting point of the trajectory T = (x(t), y(t)), that means we have (x(0), y(0)) = (x, y). Then (x, y) = -y + I x(,I) exp((2 -n)) dii.
Proof. The assertion follows from Lemma 3 for all points on the ordinate. Consider now initial values (x, y) E M with x > 0. From (21) we obtain
y(t) = exp((n -2)t) ((o) -/ x()exp((2 -
We consider the expression
A(t) = e t y(t) + exp((n -
The last version is for t -+oo of the form 2 . Applying L'Hospital's rule, we find 
Jim x(t)et i-.+cz, 1 -n For arbitrary real i also ((t), ( t )) : (x(t + j), y(t + 77)) is a solution of system (20) -(21), and it yields
There exists i > 0 such that y(i) < 0 and consequently (0) < 0. By means of expression (26) we find functions (ü(t), (t)), which satisfy (27). Then ü(t) < oc and consequently limj...+,,, (t)e t = 0. (20) - (21) with the initial dates x(0,p,q) = p and y(0,p,q) = q. Now we want to investigate the function x(t,p,q)e (2) dt is continuous in the set 'P-'B. In this way we have established the continuity of the function 4D = (p, q) on Mt. {(0,q)Iq E !R}. Analogously, we show the continuity of c in points (0,qo) with qo < 0. 
Proof. We consider the trajectory T = (x(t, p, q), y(t, p, q)) (t E R) of system
(p, q) = , -q + f x (t, p, q) n) 'dt ((p, q) E R x R).p, q) = 2(A(t, p, q) u(i,p, q), u(t, p, dt <2(n 2x(t,p,q)-1I\ - - 2 I) h(t,p,q).
Let be C 2(n -2 + Then we obtain dt h(t,p,q) 5 Ch(t,p,q) ((t,p,q) E [te,+) x B((po,qo),5)).
Integrating this inequality we find a constant C1 > 0 such that
I op
R. Spielmann
With regard to the estimate 12 ^ (n -2)y (t E R) we find a constant C2 > 0 such that
Estimating (20) and using (30) we obtain
p, q) E [t i , +oo) x B ((po, q o), 8)).
Integrating the latter, we find a constant C3 > 0 such that
p,q) E [t,+) x B((po,qo),8)). (31) -2
Regarding to the estimates (29) and (31) 
+J (t,p,q)'(T,p,q)b(T,p,q)dT op
whereby j (t,p,q) = a(t,p,q)(i,p,q) (t > 1). Using (28) we get for e [t,i]
0(t, p, q) '(T,p, q) < exp ( -(K + 2)(t -r)) (t,p,q) < exp ( -(K + 2)(i -ti)).
Hence it follows for all (p, q) E B((po,qo),8) and I > t
Ox(i,p,q) <exp( -(K + 2)(i -ti )) +Jexp ( -(K + 2)(t -r)) b(T,p,q)dT.
I'
On combining this inequality and (32), we find
Ox(t,p,q) lini = 0 uniformly with respect to (p,q) B((po, qo), 6).
(33)
Hence the integral I(p,q) converges uniformly in B((po,qo),6). Analogously we verify the uniform convergence of I(p,q) in B((po,qo),8).
Define D B((x(t,po,qo),y(t,po,qo)),6)
. By means of the continuous dif frentiability of (x(t,p,q),y(i,p,q)) on (p,q) and (33) the continuity of the function ar(t,,,,q) e(2)t in follows. Analogously we verify the continuity of Corollary 1 implies for ti t and to = 0 the equation
On the other hand we find
In this way we obtain 
Corollary 1 implies now
Theorem 10. For every a E R one has 'P t (N(a)) = N(exp((n -2)t)ct) (I E R). (The flow transforms the level sets into another.)
Now we proceed with
Step 3: Investigation of the level sets for 2 < n < 10. Let be 2 < n < 10.
We choose a parametrization (XH(t), yH( t )) of the heteroclinic orbit. Then there exists to = max{t E RIYH(t) = 21.
Definition 6. The value A FK = x H( t o) is called the Frank-Kamen etski parameter
of the Gelfand problem for 2 < n < 10 (cf. J. Bebernes and D. Eberly [2] and Figure  1 ).
The ray AC = {(x,2)Ix > Aj'jç} divides the set M, into two subsets M0 and M1. The subset M0 consists of pairs (x, y) with y < 2 (the shaded area in Figure 1 ). So we obtain the decomposition M = M0 U M1. To prove this statement we need the following three lemmata. ,y0) . Proof. In the case of x 0 = 0 our assumption follows from Lemma 3. Now we consider two points (x0, y o) and (x 0 , yi) in the set M0 \ { ( 0, )I y < 01, whereby Yo < y. Let be To = (xo(t), yo (t)) and
trajectories with initial dates (xo(0),yo(0)) = (xo,yo) and (xi(0),yi (0) 
-dx
follow. From these equations and (35) to < t 1 follows. Therefore exp((2 -n)t i ) < exp((2 -n)to). By means of (34) we find 4(xo(to) , yo(to)).
Our assertion results now from Corollary 11
Lemma 9. For every fixed yo the function 4(•,y) is in M0 strongly monotone increasing, i.e.
xo <x 1 = (xo,yo) <1(x!,yo).
Proof. The assertion follows for x 0 = 0 from Lemmata 3 and 4. Consider now points (xo,yo) E M0 and (x i ,yo) with 0 < xo < x 1 . Then we have (x i ,yo) E M0. We introduce the trajectory (xo(t), yo(t)) with initial dates (xo(0), yo( 0)) = (x 0 , yo) and the trajectory (x i (t),y i (t)) with initial dates (x i (0),yi(0)) = (x i , yo). For a given < y o there exist times to > 0 and t 1 > 0 such that yo(to) = y(t i ) = . The curves 
K0 = {(xo(t),yo(t))I0 t to} and K 1 = { ( xi(t),yi(t))I0 t t i } are completely in
From ( follows. By (37) we get il <tO.
(38) Bearing in mind the monotony of yo (t) and y, (t) for t > 0, we get Yi (t) < Yo ( t ) (t > 0). (39) By the method of variation of constants it follows from (21) that
By Theorem 7 there exists f000 (x i ( i) -20(77)) exp((2 -n)i7)d77 . By (39) for t > 0 the inequality exp((2 -n ) t )( yo ( t ) -y, (t)) >0 follows. Therefore
By Lemma 4 there follows 4'(xi(0),y(0)) > c1(xø(0),yo(0)).
(41) For (CI , C2) EM0 we define the ray S(C1 ,C2 ) = { ( x , y )I x _> C1 , y = C2 }. By (41) the asymptotic function 1 is monotone non-decreasing on every such ray. We want to show that it is monotone increasing. For this purpose we assume the existence of two points ( xo, y o) and (x i , yo) in M0 with 20 <21 such that 4(xo,yo) = 1(x1, yo).
We denote the trajectories with the initial dates (xo,yo) and (x i ,yo) by T0 and T1. Consequently we have c1(xo(0),yo(0)) = (xI(0),y1(0)). Now we fix < 710 By Lemma 5 there exists to > 0 and t 1 > 0 such that yo (to) = 711 (t 1 ) = . Repeating the considerations for the proof of inequality (38) we find t 1 < to. Therefore exp((n-2)t 1 ) < exp((n -2)to). By (42) and Corollary 1 we get exp((n -2)ti)(xi(0),y1(0)) < exp((ri -2)to)(xo(0),y0(0)) c 1(xo(io), yo(to)) > J(x (t 1 ), y1(t1 )).
This is a contradiction to (42) 1
Now we can give the announced proof of Lemma 7. We take now some A > S i and assume A E domF0 . Then we must find y = .Fo(A) such that (A, y) e N(a) fl Mo. We investigate the trajectory (x(t),y(t)) with (x(0), y(0)) = (A, y). By Theorem 6 we find a solution of equation (19) for the parameter A > 61. This is a contradiction. Consequently, the domain of the function y = Fo(x) is an interval 10, a 0 ]. There are the following two possibilities for F(x) as x -a0:
Proof of Lemma
1. Fo(x) converges for x -+ a0 to a point of the heteroclinic orbit, such that XH(t) = a0 and lim z _ ao .To(x) = y ji (t) hold for some t E R.
2. limx _ ao .To(x) = 2. We assume the first hypothesis. Owing to the continuity of .F 0 we find E > 0 such that
We choose (x 0 , y0 ) E N(a) fl Mo fl B((0, -a),) \ {(0, -a)} and consider the trajectory (x(t),y(t)) with (x(0), y(0)) = (x 0 , y0 ). Then we have (x(t),y(t)) = aexp((n -2)t) (t E R). Consequently (x(t),y(t)) < a (t < 0), and the graph of .To(x) cannot intersect the curve {(x(t),y(t))It < 0} for x > x 0 . For a sufficiently small S we consider the environment B((xo, yo), 8) fl M0 of (x0 , yo) in M0 . Due to Lemmata 3 -5 the curve
is located in the phase plane below the curve {(x(t), y(t))I t < 0) fl B((xo , yo), 5).
Owing to the continuity of the curves N(a) fl Mo and {(x(t),y(t))It < 01 fl M0 we conclude that N(a) fl Mo is located below {(x(t),y(t))jt < 01 fl M0 . Considering (x(t), y(t)) and the heteroclinic orbit in the phase plane we see that our first hypothesis is false. So we have limz_a o .Fo(x) = 2 for some a 0 > 2(ri -2). The rectifiability of the curve N(a) fl M0 is a consequence of the monotony and continuity of F0 I Corollary 2. On the ray k = { ( x,2)Ix > A FK} we find the following. properties of the asymptotic function:
• The restriction c(x,2) is strongly monotone increasing for x > AFK.
• One has lim Z .. . A FK 4(x,2) = 0 and limz_oc,(x,2) = 00. We want to show that N(a) fl MI is a connected curve. Suppose that the points (x 0 , y0 ) E M1 and (x 1 , y 1 ) E M1 belong to the same level set N(a). Consequently, there exists t > 0 such that 'I' t (xo,yo) E N(a exp(n -2)t) fl M0 and 'P(x 1 , y 1 ) e N(a exp(ri -2)t) n Mo.
With regard to Lemma 7 there exists in M0 a unique curve K beginning in 'P(xo,yo) and ending in tI1(x1, Yl), on which one has 41(K) = a exp(ri -2)t. We consider the curve 'I'_K. It is contained in N(a). Therefore it has at most one intersection point with the ray K: (cf. Now we proceed with
Step 4: Investigation of the level sets for n , 10. 
The point (xcy(a), ya(a)) E N(a) is the only intersection point of N(a) with the ray ={(x,2)lx>2(n-2)}.
The proofs of Lemma. 10 and Theorem 12 are. analogous to those of Lemma 7 and Theorem 11 and hence omitted.
Now we come to
Step 5: Proof of the final results. By means of the shape of the level sets N(a) we deduce bifurcation results of equation (19) and prove Theorems 4 and 5.
