In this study, and up to our knowledge, we report on the first GPU implementation of a polynomial system solver over finite fields. Solving polynomial systems is a driving subject in our field with many successful results from theoretical to practical aspects. Adapting this knowledge and experience to many-core computing is, however, very challenging. The difficulty starts at the level of dense multivariate polynomial arithmetic. For instance, techniques that appeared to be very effective for multicore implementation [9, 10] do not apply to GPU implementation and had to be revisited [11] .
Objectives
In this study, and up to our knowledge, we report on the first GPU implementation of a polynomial system solver over finite fields. Solving polynomial systems is a driving subject in our field with many successful results from theoretical to practical aspects. Adapting this knowledge and experience to many-core computing is, however, very challenging. The difficulty starts at the level of dense multivariate polynomial arithmetic. For instance, techniques that appeared to be very effective for multicore implementation [9, 10] do not apply to GPU implementation and had to be revisited [11] .
The motivation of our work is to support polynomial system solvers based on the notion of a regular chains [6] where the core algorithms often rely on polynomial subresultants [4] . In [7] , we have shown that the dominant cost of those algorithms can be essentially reduced to that of subresultant chain computations.
Methodology
Following an idea proposed by Collins in [2] , we compute subresultant chains by evaluation-interpolation. Moreover, we rely on FFT techniques: once the input polynomials are sampled on a so-called FFT grid, we employ Brown's Algorithm to compute the polynomial subresultants at each sample. All these computations are performed on the device for which we have designed two specific implementations of Brown's Algorithm. The first one called fine grained requires that every sampled subresultant chain has the same degree sequence of non-zero subresultants. This approach creates more parallelism but fails if its assumption does not hold. When this happens a coarse grained approach does the job without any assumption but with reduced performances. The sampled subresultant chains can then be exploited by a high-level algorithm running on the host. A simple case is that of resultant computation. A more advanced one is that of the bivariate solver algorithm of [8] . Actually, we implemented an enhanced version of this algorithm with and without GPU code support. Our pure CPU implementation is serial C code. Our enhancements of the algorithm of [8] includes the fact that the input system is no longer required to be zero-dimensional.
Results
Our experimental results show that, for resultant computation only, our GPU-supported code outperform our pure CPU code by a speedup factor of 34 (resp. 69) on sufficiently large input bivariate (resp. trivariate) polynomials. For the more complex problem of bivariate system solving, our GPU-supported solver outperform its CPU counterpart by a factor of 7.5; for this latter experimentation, we should insist on the fact that a significant part of the computation (univariate polynomial GCDs) are still performed by CPU code. Removing this bottleneck on the critical path of the whole application is work in progress and would probably require the use of a second GPU card.
For our bivariate system solving benchmarks, the input polynomials are dense and taken from Z p [x, y] randomly, with p = 469762049. Figure 1 shows the comparison of the running time with and without GPU acceleration. These data were obtained with an NVIDIA card Tesla 2050. 
Concluding remarks
One may ask whether the algorithms implemented in this work could also lead to a successful multicore implementation. We actually tried and the answer is no for sufficiently large input data. Indeed, our most powerful GPU card can efficiently handle a sampled subresultant chain with a size in the order of 1 GB. Since the construction of the sampled subresultant chain essentially consists of many traversals of this data structure, a multicore implementation will suffer from high rate of cache misses due to the fact that L2 to L3 caches are today in the order of several MBs.
