A note on a conjecture concerning rank one perturbations of singular
  M-matrices by Anehila, B. & Ran, A. C. M.
A note on a conjecture concerning rank one
perturbations of singular M-matrices
B. Anehilaa, A.C.M. Ranb
aROC Mondriaan, Theresiastraat 8, 2593 AN Den Haag E-mail:
b.anehila@rocmondriaan.nl or b.anehila@gmail.com
bDepartment of Mathematics, Faculty of Science, VU Amsterdam, De Boelelaan 1111,
1081 HV Amsterdam, The Netherlands and Research Focus: Pure and Applied Analytics,
North-West University, Potchefstroom, South Africa. E-mail: a.c.m.ran@vu.nl
Abstract
A conjecture from [1] concerning the location of eigenvalues of rank one
perturbations of singular M-matrices is shown to be false in dimension four
and higher, but true for dimesions two and three.
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1. Introduction and counterexample
Let H be an irreducible nonnegative n×n matrix, and let A = ρ(H)I−H.
Further, let v and w be nonnegative vectors. The question considered in [1]
is the following: let B(t) = A + tvw>. Then one can show, as was done in
[1] Lemma 2.11, that there is a t0 > 0 such that for 0 < t < t0 the matrix
B(t) has all its eigenvalues in the open right half plane. It was also shown, by
means of a counterexample, in [1], that this does not hold for all t > 0. The
counterexample in [1] is of size 6× 6. It was conjectured in [1], Conjecture
2.17, that there is a positive t1 such that for t > t1 the eigenvalues of B(t)
are again all in the open right half plane.
The purpose of this short note is to show that the conjecture stated above
is false in general, but true in the two-dimensional case, as well as in the
three-dimensional case.
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We start by providing a counterexample in dimension four. Let
H =

0.1 1 0 0
0 0.1 1 0
0 0 0.1 1
10−4 0 0 0.1
 , v =

2
0.1
0.1
2
 , w =

2
0.1
2
0.1
 .
Then the eigenvalues of H are 0, 0.1± 0.1i, 0.2 and so ρ(H) = 0.2. Consider
A = ρ(H)I4 −H, and B(t) = A+ tvw>. Following [5], see also [6], we have
that for t→∞ the eigenvalues of B(t) behave as follows: one is positive, and
approximately equal to tw>v + O(1), and the other three converge to the
roots of the polynomial pvw(λ) = w
>mA(λ)(λI4 −A)−1v, where mA(λ) is the
minimal polynomial of A. In this case, pvw(λ) is given by
pvw(λ) = det(λI − A)− det(λI − (A+ vw>)).
For this specific case, this is equal to
pvw(λ) = 4.4100λ
3 − 5.5330λ2 + 1.3747λ− 4.0866,
which has roots in 1.4710 and −0.1082± 0.7863i. Hence for large values of
t the matrix B(t) has two eigenvalues in the open left half plane, and these
eigenvalues do not converge to values in the open right half plane.
Figure 1: Eigenvalue curves of B(t) plotted as functions of t. The green stars indicate the
eigenvalues of A = ρ(H)I4 −H, the blue stars are the roots of pvw.
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2. Small dimensions
Proposition 2.1. Let n = 2 or n = 3. Let H be an irreducible nonnegative
n× n matrix, let A = ρ(H)I −H, and let v and w be positive vectors in Rn.
Then there is a t1 > 0 such that for t > t1 the eigenvalues of B(t) = A+ tvw
>
are in the open right half plane.
For n = 2 it was already shown in [1], Theorem 2.7 that both eigenvalues
will be in the open right half plane for all t > 0. However, for completeness
we present a proof here as well, which also provides more detail about the
behaviour of the eigenvalues for large values of t.
Proof. The case n = 2.
For n = 2 it will be shown that the eigenvalues of B(t) are in the open
right half plane for all t > 0. Indeed, as H is irreducible, A has two different
eigenvalues, 0 and a positive number µ. Hence detA = 0 and traceA = µ.
Then from [6] and [5] we have that the eigenvalues of B(t) which are not
eigenvalues of A are the solutions of w>(λI2 − A)−1v = 1t . Multiplying left
and right with the characteristic polynomial pA(λ) of A, one sees that this is
equivalent to λ being a solution of
λw>v − w>(adjA)v = 1
t
(λ2 − µλ),
where adjA is the adjugate matrix of A. In turn, this is equivalent to λ being
a solution of
λ2 − λ(µ+ tw>v) + tw>(adjA)v = 0.
If the solutions of this equation are both real, then they have to be positive,
by [1], Lemma 2.10. If they are non-real, then the real part of the solutions
λ1,2 is equal to Re (λ1,2) =
1
2
(µ+ tw>v) > 0, and hence the eigenvalues are in
the open right half plane.
In fact we can be more precise about the behaviour of the eigenvaues for
t→∞. By [5, 6], for large t, the eigenvalues will be approximately equal to
tw>v for the large eigenvalue going to infinity, while the other eigenvalue is
approximately equal to ζ = w
>adj (A)v
w>v . Because v and w are positive vectors
and adj (A) is a non-negative matrix, ζ > 0. So, for large values of t both
eigenvalues are positive, and by Theorem 17 (iii) and (v) in [6] the eigenvalues
of B(t) for large values of t are approximately equal to tw>v + O(1) and
ζ + r
t
+O(t−2), where r = |w>(ζ − A)−2v|.
3
The case n = 3.
In this case we shall show that for large values of t the eigenvalues are
eventually in the open right half plane. There are two cases to consider: the
first is that for large values of t all eigenvalues are real. This is the easy case,
as by Lemma 2.10 in [1] the eigenvalues then have to be positive. Note that
this covers in particular the case where A is similar to (0) ⊕ λ1I2 for some
positive λ1. Indeed, in that case B(t) will have eigenvalue λ1 for all t (by [2],
see also [7, 8, 3, 4]. Now unless B(t) has eigenvalues equal to the eigenvalues
of A for all t, one of the eigenvalues of B(t) goes to infinity along the positive
real axis for t going to infinity by [5]. But then also the third eigenvalue is
real.
In the second case, for large values of t the matrix B(t) has one real eigen-
value, again positive by Lemma 2.10 in [1] and a pair of complex eigenvalues.
In fact, the real eigenvalue must go to infinity along the positive real axis
as tw>v + O(1) according to [5], and Theorem 17 (iii) in [6]. The complex
eigenvalues then have to approximate the two roots of the polynomial pvw(λ).
So it remains to prove that the roots of pvw(λ) are in the open right half
plane.
Since A is a singular M -matrix and zero is a simple eigenvalue of A by
the irreducibility of H, the characteristic polynomial of A is of the form
pA(λ) = λ
3 + p2λ
2 + p1λ, with p2 = −trace A < 0 and p1 6= 0. Then, by direct
computation, or from Lemma 16 in [6]
pvw(λ) = λ
2wTv + λ(p2w
Tv + wTAv) + (p1w
Tv + p2w
TAv + wTA2v).
The roots of pvw are given by
λ1,2 =
−(p2wTv + wTAv)±
√
D
2wTv
,
whereD is the disciminant. Obviously, this depends on the sign ofD. However,
we are now only interested in the case where these roots are non-real, since
the case where they are real has been dealt with already. So, we may assume
D < 0. Then the real part of λ1,2 is given by
Reλ1,2 =
−(p2wTv + wTAv)
2wTv
.
By assumption w>v > 0, so the sign of the real part of λ1,2 is equal to
the sign of −(p2w>v + w>Av) = −w>(p2I + A)v. Now p2 = −traceA =
4
−(a11 + a22 + a33) and so
p2I + A =
−(a22 + a33) a12 a13a21 −(a11 + a33) a23
a31 a32 −(a11 + a22)
 .
As A is an M -matrix, its off-diagonal entries are negative, and its diagonal
entries are positive. Since w and v are positive vectors the product w>(p2I +
A)v is negative unless p2I + A = 0, which can only happen when A = 0,
and that is not the case as H is irreducible. It follows that the real part of
the roots of pvw is positive, and hence λ1,2 are in the open right half plane.
Consequently, all three eigenvalues of B(t) are in the open right half plane
for t > 0 large enough.
For n = 2 the eigenvalues of B(t) are in the right half plane for all t > 0.
The next example shows that it is not true that the eigenvalues of B(t) are
in the open right half plane for all t > 0 in case n = 3.
Example 2.2. Let H =
 0.1 1 00 0.1 1
10−4 0 0.1
. Then ρ(H) = 0.1464. Let
v =
[
0.6 0.1 0.3
]>
and w =
[
0.5 1 1
]>
. Then the eigenvalues of B(0.1)
are 0.2661 and −0.0284± 0.2495i.
The eigenvalues of B(t) are plotted as functions of t in the figure below.
Figure 2: Eigenvalue curves of B(t) plotted as functions of t. The green stars indicate the
eigenvalues of A = ρ(H)I3 −H, the blue stars are the roots of pvw.
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