Abstract. This article contributes to stochastic optimization by examining the tools from conditional analysis to prove existence to a class of parameter-dependent stochastic optimization problems. We provide applications in wealth-dependent utility maximization and risk sharing. Moreover, we establish a link between concepts in conditional analysis and measurable selections and the concept of normal integrands. The control problem can be read as the optimization of a coupled forward backward system in finite discrete time on a set of state-dependent control processes. The existence is proved under sequential semi-continuity and the concepts of L 0 -compactness and L 0 -outer semicontinuity. We provide a set of conditions and show that they imply the latter concepts, and thus existence, when no constraints on the control sets are assumed.
Introduction
The present work investigates parameter-dependent stochastic optimization in finite discrete time with the tools of conditional analysis. In the following, we introduce the mathematical problem and sketch the solution strategy. Given a forward generator (v t )
T −1 t=0 , consider a forward process x t+1 = v t (x t , z t ) the dynamics of which depend on a parameter x t as a function of earlier decisions and an immediate decision z t chosen recursively in a state-dependent control set Θ t (x t ) for each t = 0, . . . , T − 1. All the variables are random and satisfy suitable measurability assumptions. Given a backward generator (u t ) u t (x t , y t+1 (v t (x t , z t )), z t ), t = 0, . . . , T − 1
attain their maxima. Each local problem is the optimization of a function mapping random variables to random variables. To find its extremum, we use an L 0 -version of the elementary fact that a semi-continuous function on a compact set attains its extremum. Since we work in finite dimension, it is sufficient that each local function satisfies pointwise almost sure sequential semi-continuity on a sequentially closed and L 0 -bounded subset of L 0 (R d ). In Section 4, it is shown that sequentially semi-continuous functions are in one-to-one correspondence with normal integrands. For a thourough discussion of the notion of L 0 -compactness, we refer to [14, Sections 3 and 4] and [18, Sections 3.4 and 4] . For the backward recursion in (y t ) T t=0 to be well-defined, we suggest an L 0 -version of the outer semi-continuity concept in set convergence, see [36, Chapter 5, Section B] . In Theorem 2.1, we prove that L 0 -compactness and L 0 -outer semi-continuity together with the almost sure regularity and monotonicity assumptions on the forward and backward generators imply the existence of an optimal control process. In Proposition 2.3, L 0 -compactness and L 0 -outer semi-continuity are a result of stronger assumptions on the generators by suitably adapting the arguments in [13] . The tools of conditional analysis can be applied when sets and functions satisfy a gluing property along partitions of a given 2010 Mathematics Subject Classification. 93E20, 28B20, 91B51, 91B30. The first authour would like to thank Ilya Molchanov for fruitful discussions on the last section of this article. The first two authors gratefully acknowledge financial support from DFG-Project KU 2740/2-1.
σ-algebra. The abstraction of this property leads to the concept of conditional sets, for an introduction see [18, Section 2] . Three applications in mathematical finance are derived from the theoretical existence results. While Theorem 2.1 immediately implies the existence of optimal investment strategies in a wealth-dependent utility maximization problem under short selling constraints, Proposition 2.3 yields an optimal trading strategy without trading constraints due to no-arbitrage and sensitivity to large losses of preference functionals of generalized entropic type where the risk aversion coefficient is influenced by the current wealth. Moreover, a closed-form solution to a dynamic wealth-dependent risk sharing problem is obtained which extends the formula of Borch [10] .
A tool widely used in the literature to investigate parametrized stochastic optimization is the concept of normal integrands, see e.g. [7, 29, 30, 31, 32, 33, 34] , and for an introduction [35] . In Theorem 4.2, we prove a one-to-one correspondence between the set of measurable selections of measurable and closed-valued mappings and stable and sequentially closed subsets of L 0 (R d ) by applying an L 0 -version of the axiom of choice. This result yields a one-to-one correspondence between normal integrands Ω × R d → R ∪ {±∞} and stable and sequentially semi-continuous functions
Additionally to the afore-cited works, the related literature splits into two branches. The first branch is concerned with financial applications. Duality results for locally L 0 -convex modules [19] were motivated by representations of dynamic and conditional risk measures, for an overview, we refer to [1] . Further applications of conditional analysis in equilibrium problems and representation of dynamic risk measurement instruments are investigated in [4, 8, 17, 27] . We would like to point out [8, Section 3.2] in which representations of path-dependent dynamic assessment indices are obtained. The study of risk sharing problems and equilibrium starts with the pioneering works [2, 9] . Among many others, recent results in this direction can be found in [5, 11, 24] . The second branch deals with theoretical results in conditional analysis and conditional set theory. Conceptually, conditional sets are related to Boolean-valued sets, see [6] and its references, and sheaves on Grothendieck sites, see [26] and its references. These closely related fundamental concepts originate from [15, 16, 37, 38, 39] and [3] , respectively. In [25] , one finds an application of Boolean-valued analysis to optimization. Conditional analysis of L 0 -modules is moreover studied in e.g. [12, 28] . Related randomly normed modules are investigated in [21, 22, 23] .
The remainder of this article is organized as follows. In Section 2, the main existence results are proved; in Section 3, the financial applications are collected; and in Section 4, the link between conditional analysis and measurable selections and normal integrands is established.
Main results
Throughout, we fix a complete probability space (Ω, F , P). We will always identify random variables which coincide almost surely (a.s.). Similarly, we identify events A, B ∈ F whenever their symmetric difference is a null set. For A ∈ F , we write 1 A for the indicator function of A. Let G ⊂ F be a sub-σ-algebra and X a separable metric space. We denote by L 0 G (X) the space of X-valued Gmeasurable random variables where we consider on X its Borel σ-algebra. 
, see for a thourough study [14, Section 2] .
Let Π G denote the collection of all partitions (A k ) of Ω with A k ∈ G for all k. Let H and G be sets of F -measurable random variables with values in possibly different separable metric spaces. We call H • G-stable whenever H = ∅ and k 1 A k x k ∈ H for all (A k ) ∈ Π G and every sequence (x k ) in H;
• sequentially closed whenever H contains the limit of all a.s. convergent sequences in H.
and every sequence (x k ) in H where we assumed that H and G are G-stable;
We introduce the parameter-dependent stochastic optimal control problem. Let F 0 ⊂ F 1 ⊂ . . . ⊂ F T = F be a filtration. We abbreviate the index F t by t in the previously introduced notations whenever G = F t . We assume that the parameter process takes values in a fixed
. . , T be a backward generator, where u T is independent of the second and third component, satisfying (u1) F t -stability; (u2) increasingness in the second component; (u3) sequential upper semi-continuity.
we consider the set
We have the following Bellman principle: For fixed t and x t ∈ L 0 t (I), suppose that sup
). Then, it follows from the monotonicity assumption (u2) that
1 Note that Ft-stability in x immediately implies that each set Θt(x) is Ft-stable, x ∈ L 0 t (I) and t = 0, . . . , T − 1.
The Bellman principle reduces a multi-period optimization problem to a one-period optimization problem, and allows to prove the following statement:
Theorem 2.1. Suppose that (v1), (v2), (u1)-(u3) and (c1)-(c3) are fulfilled. For all t = 0, . . . , T − 1 the following assertions are valid.
t is F t -stable and sequentially upper semi-continuous. Proof. The assertions are proved by backward induction. By definition, (i)-(ii) are satisfied at time T . Suppose that they are satisfied at time t + 1 for t = 0, . . . , T − 1. We will prove (i)-(ii) at time t.
(i) Let x t ∈ L 0 t (I), and denote
. Note that, from (c2), it follows that Θ t (x t ) is sequentially closed, and therefore z ∈ Θ t (x t ). By (v2) and induction hypothesis, lim sup
By (u2), (u3) and (2.1), one obtains
Since f t (x t , ·) is sequentially upper semi-continuous and due to (c1), (c2) and (c3a), it follows from [14, Theorem 4.4] that there exists z *
The claim follows from the induction hypothesis together with the Bellman principle.
(ii) By (v1), (u1) and (c1), y t is F t -stable. Let
. By (c2), we have z ∈ Θ t (x). By the same argument as above, z * n k is a maximizer of f t (x n k , ·), each k ∈ N. From (u2), (u3) and the induction hypothesis one has lim sup
It follows from the F t -stability of y t that lim sup k y t (x k ) ≤ y t (x) which concludes the proof.
Remark 2.2. If v t and u t are increasing in the first component for all t = 0, . . . , T − 1, then y t is increasing. In this case, y t is sequentially upper semi-continuous if, and only if, y t is sequentially upper semi-continuous from above, i.e. y t (x k ) ց y t (x) a.s. whenever x k ց x a.s. in L 0 t (I). In the next result, we do not assume constraints on the controls, but derive (c1)-(c3) for upperlevel sets of y t as a result of stronger assumptions on the forward and backward generators. For a ∈ R ∪ {−∞}, set I := (a, +∞). Let
. . , T − 1 be the forward generator satisfying (v1), (v2) and (v3) increasingness in the first component; (v4) F t -concavity: (u3) and (u2') increasingness in the first and second component; (u4) F t -quasi-concavity:
Similarly as in the setting of Theorem 2.1 introduce forward and backward processes. Analogously, we have a Bellman principle. Now we work without control set, and for a given x t ∈ L 0 t (I) we define again 
2)
t is F t -stable, increasing and sequentially upper semi-continuous for all t = 0, . . . , T .
Proof. First, we prove
for all x ∈ L 0 t (I) and t = 0, . . . , T − 1. By induction, suppose that x ≤ y t+1 (x). Then
where the second inequality follows from (v6), the induction hypothesis and (u2'), (u5) and (u7).
(i) For t = 0, . . . , T − 1 and x ∈ L 0 t (I), the maximizer of
By inspection, it follows from (v2) and (u3) that f t (x, ·) is sequentially upper semi-continuous and Θ t (x) is sequentially closed. Also, Θ t (x) satisfies (c1) due to (v1) and (u1). By arguing similarly as in Theorem 2.1, it is enough to prove that
Applying (u2') and (u6) to the previous inequality we obtain
Hence it is enough to prove that
By (v4) and (u4), one has that H t (x) is F t -convex. The L 0 t -boundedness of H t (x) would follow from [14, Theorem 3.13], if for all z ∈ H t (x) with z > 0, there exists A ∈ F t with P(A) > 0 such that lim
since f t (x, 0) ≥ x by applying (v6), (u5) and (u7) to (2.3). First, note that there is l ∈ L 0 t (N) with
Indeed, by (v5) we know that P t (E) > 0 for E := {v t (x, z) < x}. Now we can find a pairwise disjoint family (E k ) in F t+1 with ∪ k E k = E and (l k ) ⊂ N such that
Second, by (v4) and (v6) one has
Let A ∈ F be with P(A) > 0 and so that L = l on A for some l ∈ N. It follows from (2.6) and (2.7) by choosing m ∈ N large enough
We obtain (2.5) from (u6) by letting m tend to infinity.
2
(ii) Let x n ց x a.s.. Due to (v3) and (u2'), y t is increasing. By monotonicity, one has
Further, the sets above are non-empty as 0 ∈ Θ t (x), and the maximizer of f t (x n , z) lies in Θ t (x n ) for each n ∈ N. Besides, due to (2.4) and (2.8), we havē
2 Note that (u6) is satified locally on any A ∈ Ft.
for all n ∈ N. By arguing as in (i), we can prove thatH t (x 1 ) is L 0 t -bounded. In addition, (c2) and (c3) are satisfied for decreasing sequences. By a copy of the proof of (ii) of Theorem 2.1, one obtains that y t is sequentially upper semi-continuous. 
where in the second inequality we used (u2') and (u5).
Financial applications

Wealth-dependent utility maximization under short-selling constraints
Recall that we work in a complete filtered probability space (Ω, F , (F t )
n -valued stochastic process representing a discounted market model with n securities satisfying the non-redundancy condition, see [20] . Denote by ∆S t := S t − S t−1 , t = 1, . . . , T , the price increment process. Recall that an R n -valued predictable process (ϑ t ) T t=1 is called a self-financing trading strategy if
(3.1) Given a self-financing trading strategy (ϑ t ) T t=1 , define a value process
Assume the short-selling constraint
For i = 1, . . . , n, put
Since the forward generator v t (x, ϑ) := x + ϑ · ∆S t+1 , t = 0, . . . , T − 1, satisfies (v1) and (v2), we obtain for any initial wealth x 0 ∈ L 0 0 the existence of an optimal trading strategy (ϑ *
for any dynamic wealth-dependent utility (u t ) T t=0 satisfying (u1)-(u3).
Wealth-dependent utility maximization of generalized entropic utilities
Let (S t ) T t=0 be an adapted [0, ∞) n -valued stochastic process representing a discounted non-redundant market model. Denote by ∆S t := S t −S t−1 , t = 1, . . . , T , the price increment process. For an R n -valued predictable process (ϑ t ) T t=1 and initial wealth x 0 ∈ L 0 0 , define recursively a value process
By inspection, v t satisfies (v1)-(v6) for all t = 0, . . . , T − 1 under the no-arbitrage assumption
t,++ be F t -stable, decreasing and sequentially continuous, modeling a wealth-dependent risk aversion coefficient at time t. Let further G t : L 0 t+1 → L 0 t be increasing, F tconcave, F t -translation invariant, sequentially upper semi-continuous with G t (0) = 0 and lim r G t (ry) = −∞ whenever P t ({y < 0}) > 0. For instance, one could think of the entropic preference functional
T be the identity and
It can be checked that u t satisfies (u1),(u2'),(u3)-(u7) for all t = 0, . . . , T . For a value process (x t ) T t=0 , define the backward process
where
. . , T − 1 . By induction, one can verify that y t (x + c) = y t (x) + c for any c ∈ L 0 t−1 with t = 1, . . . , T . Then, if for every t = 1, . . . , T one can
then it follows from Proposition 2.3 that
is attained for any initial wealth x 0 . For instance, if (G t ) T t=0 is the dynamic entropic preference functional, γ t (x) is bounded from below for all t and x, and one of the martingale measures in the conditional dual representation of u t (x, ·) has finite conditional entropy for each x ∈ L 0 t and all t, then condition (3.3) is fulfilled.
Wealth-dependent dynamic risk sharing
Let A be a finite set of agents. Each agent a ∈ A is endowed with a wealth process (H a t )
T t=0
with H a t ∈ L 0 t,++ . The aim is to share optimally the aggregated endowment process H t = a∈A H a t , t = 0, . . . , T , with respect to a dynamic wealth-dependent utility. The utilities under consideration are of the form
t is an F t -concave, increasing and sequentially upper semi-continuous generator with G t (0) = 0 for all t = 0, . . . , T − 1, and
T is the identity. Proposition 3.1. The wealth-dependent dynamic optimal risk sharing problem
Moreover, the function y t :
t is F t -stable, increasing and sequentially upper semicontinuous for t = 0, . . . , T , where |A| denotes the cardinality of A.
, and for t = 0, . . . , T − 1, let
By backward induction, it can be checked thatȳ t is F t -stable, increasing and sequentially upper semicontinuous.
We show that 
for all a ∈ A and s = t, . . . , T where we put x a, * t = H a t . By summing up (3.6) at s = t over A we obtain (3.4).
We prove (3.5) by backward induction. It is true at T by definition. Let t ≤ s < T . Then
where the first inequality follows from F s -concavity and the last one by monotonicity of G s and the induction hypothesis.
Measurable closed-valued mappings and stable sequentially closed sets
Let (Ω, F , P) be a complete probability space and
0 denote the spaces of F -measurable random variables with values in R d , Q d , N, R and R ∪ {±∞}, respectively. We denote by Π the set of all partitions (A k ) of Ω with A k ∈ F for all k. For the applied notations concerning set-valued mappings and normal integrands, we refer to [36, Chapter 14] . We recall some basic concepts. For a set-valued mapping S : Ω ⇒ R d , without loss of generality, we will always assume that dom(S) = Ω. S is said to be measurable whenever its graph
. We denote by X S the set of all selections of S.
In order to establish a correspondence between the set of all selections of measurable mappings and stable subsets of L 0 (R d ), we need additionally the following concept from conditional set theory. A family (x i ) i∈I in L 0 (R d ) is said to be a stable family if I is a stable set of functions on Ω, and it holds 
for all (A k ) ∈ Π and every sequence (i k ) in I. In the present context, there exists the following version of the axiom of choice. 
Proof. The proof is similar to [18, Theorem 2.26] where the analoguous abstract statement is proved within the conditional set theory.
We prove the one-to-one correspondence between measurable closed-valued mappings and stable sequentially closed sets. 
Straightforward inspection shows that I is a stable subset of
. By Lemma 4.1, we can choose a stable family x i ∈ X ∩ B 1/n (q), i = (n, q) ∈ I. Let E = {A ∈ F : there are m ∈ L 0 (N) and a stable bijection f : 1 A {1 ≤ k ≤ m} → 1 A I}.
By stability, applying an exhaustion argument shows that A * := sup E ∈ F is attained by an m * ∈ L 0 (N) and a stable bijection f * : 1 A * {1 ≤ k ≤ m} → 1 A * I. By construction of A * , there must exist a stable bijection g * : 1 A c * 
is a measurable closed-valued mapping from Ω to R d because it is defined as the a.s. closure of countably many random variables, see [36, Theorem 14.5] . Similarly, we construct S XS .
(ii) Inspection shows X SX ⊂ X. Suppose there exist x 0 ∈ X such that x 0 ∈ X SX . Then there is n ∈ L 0 (N) such that B 1/m (x 0 ) ∩ X SX = ∅ for all m ≥ n. This contradicts the construction of S X , thus X ⊂ X SX as well. By the previous, X S (X S ) = X S . It follows from Castaing's representation [36, Theorem 14.5 ] that S = S XS .
Recall that a function f : Ω × R d → R ∪ {±∞} is said to be a normal integrand if its epigraphical mapping ω → {(x, r) ∈ R d+1 : f (ω, x) ≥ r} is measurable and closed-valued. As a consequence of the previous theorem, we obtain the following one-to-one link between normal integrands and stable sequentially lower semi-continuous functions. given by x → f (·, x) is well-defined. Direct inspection shows that u f is stable sequentially lower semi-continuous. Conversely, put X := {(x, r) ∈ L 0 (R d+1 ) : u(x) ≥ r}. By assumption, X is a stable sequentially closed subset of L 0 (R d+1 ). By Theorem 4.2, there is a measurable and closed-valued mapping S X : Ω ⇒ R d+1 corresponding to X. Hence f u : Ω × R d → R ∪ {±∞} defined by f (ω, x) := inf S(ω) x a.s. is a normal integrand where S(ω) x denotes the x-section of S(ω). It follows from the reciprocality relations in Theorem 4.2 that u fu = u and f u f = f .
