In this paper we describe our preliminary findings in applying the spherical parametrization and geometry images 
Introduction and previous work
Recent developments in modelling and digitizing techniques supported by the fast increase in the performance of available graphics hardware, has led to an increasing accumulation of 3D models and scenes. Moreover, the World Wide Web is enabling access to large databases of 3D data providing a mechanism for their wide-spread distribution. This has led to an increasing need for the development of efficient techniques for searching 3D objects in large data sets. It arises that, automatic geometry-based similarity estimation of 3D data, ranging from simple 3D objects to complex 3D scenes is relevant for tasks such as recognition, retrieval and navigation inside virtual worlds.
Unfortunately, objects available on the web have been designed for visualization since they contain only geometric and appearance attributes and usually lack semantic information that would facilitate automatic retrieval.
When dealing with 2D images, techniques based on image properties such as color, texture, frequency or wavelet coefficients have been proposed to perform searches on image databases [10, 11, 1, 6 ]. An extensive amount of literature can be found in the related fields of computer vision, object recognition and geometry modelling. The majority of work in shape matching has focused on characterizing similarity between objects in 2D images. For an overview of these methods, we refer the reader to the paper of Velkamp et al. [10] . Unfortunately, most 2D methods do not extend directly to 3D data analysis and retrieval. In particular, extending methods of comparing features in two dimensions to higher dimensions is non trivial both in theory and practice. Important problems in this field arise from the fact that representing and processing 3D data is more complex than for other multimedia data [3] . Since 3D object surfaces have arbitrary topologies added to the fact that the dimensionality of the 3D data space is higher, it results that many useful methods for analyzing other types of media have no obvious analogous in the space of 3D objects.
On the other hand, in recent years a lot of effort has been devoted to the development of 3D data search engines. Early works use text-based scene annotation with specific and significative keywords to reduce the problem into simple text-based search engine. They suffer from the same problem as any text search engine: text description may be ambiguous, too limited, uncorrect and may be in different languages. Moreover, it is hard to query complex 3D data using just text [8] .
Recent works aim to extract from the 3D model meaningful descriptors based on the object's characteristics such as geometry, topology, texture, etc. They fall into two main categories: image-based and geometry-based.
Image-based techniques use 2D view based similarity which consists of comparing 3D objects by the similarity of their 2D views. The approach described by Loffler et al. [7] matches the user provided 2D sketch with 2D views of the 3D model in the database. To obtain the representative 2D views of a 3D object, Cyr et al. [2] uses a shape similarity based aspect graph that clusters views into aspects. Chen et al. [12] developed a 3D model retrieval system based on the visual similarity. Their key idea is that if two objects are similar, they also look similar from all viewing angles. Following this idea, features for later retrieval are encoded from one hundred orthogonal projections of the object.
Geometry-based techniques aim to extract a compact descriptor from the 3D object. Hilaga et al. [5] introduced a matching technique based on encoding the topology of 3D objects using Reeb graphs. This approach is adapted especially for articulated objects and allows partially querying the object through the matching of the graph nodes. However, it does not encode the geometric information. In the other hand, Osada et al. [9] uses histogram based similarity to compute a shape signature. Their approach uses the shape distributions measuring properties based on distance, angle, area and volume measurements between random surface points. Unlike [5] this approach allows the encoding of geometric information. Sundar et al. in [21] used manually annotated skeletal graphs to encode both the geometric and topological information and graph matching techniques to match the skeletons and to compare them.
Funkhouser et al. [4] uses spherical harmonics to extract from a 3D model a compact signature which is invariant under similarity transformations. The system is fast enough to retrieve from a repository of 20, 000 models in less than one second. However, this system does not allow querying parts of the object and their descriptor does not capture all the geometric features due to the volume sampling.
In this paper we propose the application of the spherical parametrization and geometry images developed by Gu et al. [16] and Praun et al. [15] to the task of 3D shape matching. The basic idea is to reduce the 3D matching problem into a 2D case without computing multiple views of the object. In fact, a geometry image is a mapping of a 3D surface to a planar domain and encodes the shape information of the surface into a 2D image. This mapping is one-to-one and only one geometry image is sufficient to represent the 3D surface. Thus, geometry images are an alternative solution to the image based matching techniques where multiple views of the same object are required. Moreover, different attributes can be encoded in the geometry images such as geometry (X, Y, Z), normals and texture attributes. And finally, the geometry images previously proposed [16, 15] are scale invariant. To achieve the rotation invariance, a modification in the generation process will be introduced.
The remaining parts of this paper are organized as follows: Spherical parametrization and geometry images are reviewed in Section 2. In Section 3, our method for estimating the similarity using geometry images will be presented. Applying the spherical parametrization ad geometry images to 3D object matching is discussed in Section 4 along with experimental results. Conclusions and future work will be presented at the end of the paper.
Geometry Images
In this section we will review the concept of spherical parametrization and geometry images, the generation process and their inherent properties we will use for 3D shape matching. For more details, the reader is referred to the papers: [16, 15] .
General Concept
Surface geometry is often modeled with irregular triangle meshes M . Gu et al. [16] and Praun et al. [15] proposed to remesh an arbitrary surface onto completely regular structure I called geometry image. This parametrization onto a planar domain (I → M ) captures the geometry as a simple n × m arrays of geometric attributes including [x, y, z] values, normals and texture attributes. Geometry images can be encoded using traditional image compression algorithms such as wavelet coders. Moreover, they are suitable for hardware rendering.
Geometry images can be generated for any arbitrary manifold surface. Genus-zero surfaces can be directly mapped to the planar domain while higher genus surfaces require optimal cut.
Geometry images introduced in [16, 15] can be used in many applications including geometry remeshing, level-ofdetail, morphing, compression and smooth surface subdivision.
Generation of Geometry Images

Genus-zero surfaces
Praun et al. [15] proposed a specialized algorithm for the parametrization of genus-zero surfaces. For a given surface mesh M , first its spherical parametrization (S → M ) is created. Then, similarly, a spherical parametrization (S → D) of a domain polyhedron D is created. The domain D is chosen to be a tetrahedron, an octahedron or a cube. Finally, the domain D is unfolded into the planar image I. The composition of all these invertible maps provides a mapping of the object M to a 2D image I.
Unfolding the domain D to a planar domain I is straightforward while the spherical parametrization needs a small overview. The spherical parametrization is coarse-to-fine strategy. First the surface M is simplified to a tetrahedron while creating progressive mesh PM [17] . After mapping the tetrahedron to the unit sphere, by a simple projection, the PM is traversed, inserting vertices on the sphere while maintaining an embedding and minimizing the stretch metric. The whole process can be summarized into a sequence of vertex insertion and vertex position optimization. 
Higher-genus surfaces
Higher genus surfaces require optimal surface cut into disklike patches. Gu et al. [16] introduced an algorithm for the estimation at the same time of the optimal cut and optimal parametrization. First a topologically sufficient cut is determined and an initial parametrization is created using this cut. Then information from the parametrization are used to improve the cut. This process is repeated until the parametrization no longer improves. Although this approach is efficient and sufficient for applications such as rendering, geometry compression and remeshing, it is not suitable for our purpose, which is similarity estimation, in the sense that it is not coarse-to-fine. We rather prefer to extend the genus-zero approach previously described to higher genus surfaces.
Following the same scheme as in [15] , the surface mesh M is simplified to its basic shape while creating progressive mesh PM as illustrated in Figure 1 . Then an optimal cut is estimated using the basic mesh (Figure 1-a) and the charts are mapped to the unit sphere. Because of the reduced number of vertices in the basic mesh, estimating the cut is very fast. Then the PM is traversed inserting vertices on the object M and on the sphere S. Figure 1-b shows the torus and how the cut is updated after two vertex split operations. At each vertex insertion, we check wether changes in the object's topology occur. When no topology change occurs, only the position of the cut which is refined in case the cut edges are involved in the split operation. Otherwise, a new cut is determined by examining the neighborhood of the vertex split. Notice that when inserting a new vertex, its position is optimized by minimizing the local stretch energy. We adopt the same metric used by Sander et al. [18] .
Properties of Geometry Images
Geometry images have interesting properties which make them suitable for many applications. First of all, they
Figure 2. Alignment of the object to its main axis. First, the PM is generated, then the main axis of the basic mesh is computed (topright). Finally it is propagated to higher resolutions (bottom images).
are global and depend on the overall topology of the underlying object. Second of all, the mapping between a given 3D mesh M and a 2D domain I is one-to-one and onto; the parametrization is invertible and its existence is guaranteed for every vertex/face of the mesh. Therefore, surface details are well preserved.
However, for 3D shape matching and similarity estimation, following issues should be addressed:
• Invariance to similarity transformations.
• Discriminability.
• Robustness.
Invariance to similarity transformations
Scale invariance of the geometry images is inherent to the parametrization process. In fact, prior to parametrization, the object is normalized for translation and scale by moving the model such that the center of mass lies at the point (0, 0, 0) and the radius of its bounding sphere is equal 1.
However, the rotation invariance is not guaranteed. In fact, the parametrization is directly dependent on the initial pose of the object. To overcome this constraint, we propose to align first the object to its principal axis. Since the progressive mesh is generated under the constraint of shape preservation (minimizing the distance between the original mesh and the new mesh), the object's main axis remain slightly invariant to the vertex split operation. Thus, the principal axis are estimated from the basic mesh at the lower resolution. This process is illustrated on a cow model in Figure 2. 
Discriminability
For a surface mesh M its geometry image needs to be representative and discriminative enough in order for its best match to be identified from a library of objects. This property will be demonstrated through a set of experiments in the experimental results section.
Robustness
A geometry image of a given surface mesh M is generated in a coarse-to-fine manner. Therefore, the approach is robust to resolution since the similarity can be estimated at any resolution. However, the approach is sensitive to occlusions and degeneracies of the surface mesh. In fact, the approach is limited to complete, correct and well generated surface meshes.
Object Matching Using Geometry Images
In Section 2, we presented how the geometry images are generated and how rotation invariance is achieved. As a result, any 3D object is completely described by a single rotation invariant planar image. Geometry images differ from spin images [19] and harmonic maps [13] [14] in the fact they are one-to-one and onto, while in spin images and harmonic maps not all the planar domain points can be mapped to object domain.
To estimate the similarity of two geometry images I 1 and I 2 , we use the similarity criterion proposed in [13, 19] . It is defined as the normalized correlation between the two images I 1 and I 2 .
(1) Where N is the number of overlapping pixels in the two geometry images I 1 and I 2 . Since the parametrization is one-to-one and onto, N is always equal to number of pixels of the geometry image. I k,i is the i th pixel of the geometry image of the object M k . Now, estimating the similarity of two 3D objects is a straightforward task. Given two surfaces M 1 and M 2 , their geometry images I 1 and I 2 are generated. Then the similarity value is computed using the equation (1) . A high value of R is obtained when the objects are very similar. Values near 1 correspond to highly similar objects while values near 0 correspond to different objects. Now to find the best match of an object M from a set of n objects {M 1 , . . . , M n }, the geometry images I of M and {I 1 , . . . , I n } are generated. Then I is matched to each I i , i = 1, . . . , n by computing the similarity R(I, I i ). The best match is identified as the highest value of the similarity.
An interesting property is that the similarity estimation can be achieved in a hierarchical manner. First, the similarity value is estimated using the geometry images of the basic mesh (at lower resolution) of the objects {M, M i , i = 1, . . . , n}. For the next step, we discard all objects with which the similarity is less then a threshold value τ . This process is repeated until all the objects have been discarded or we reach the finest level. The final similarity value is computed at this level. In order to evaluate our method for similarity estimation using geometry images, experiments were conducted to test the efficiency and accuracy of the new descriptor. The experiments use a collection of 120 different mesh models selected from the 3DCafe [20] and our original data. The computer used was an Athlon1.1Ghz with 256MB of RAM and Windows2000 operating system. The system is implemented in Java. Throughout the experiments, the resolution of the generated geometry images is 33×33 with three double precision channels. The matching process is composed of two main steps. The first one is the parametrization of the 3D objects which lids to the generation of the geometry images. The second step is the matching of those geometry images to estimate the similarity. The first step is off-line. Figure 3 shows the similarity estimation for the same object but rotated, homogeneously scaled and sheared. It can be seen that, for rotation and scaling, the objects are perfectly matched. When the object is sheared or randomly deformed, the similarity value varies proportionally to the amount of deformation. The similarity values are summarized in Table 1 .
Experimental Results
Now to demonstrate the discriminability of our approach, we performed a more general experiment to search for an object among our 3D data collection. Figure 4 shows the results obtained using four different objects as input keys. For each query, the similarity between the search key and the different models is estimating by comparing their geometry images. The three most similar models for each key are shown with their similarity values.
Recall that the geometry images are calculated in advance and saved with the object. The time required for the calculation of the similarity between a model and the 120 others using a 33 × 33 geometry images is less than 27 seconds with an average of 0.22s for one similarity. This time does not depend on the complexity of the object but on the size of the geometry image used for the matching.
Conclusion and future work
In this paper we presented a new technique for an efficient and accurate similarity estimation of 3D objects using geometry images. Unlike image based techniques where multiple views of the object are required to estimate accurately the similarity, geometry images capture the object's geometric properties in a single image. In this paper we made use of this property to achieve our goal which is the efficient similarity estimation. Moreover, geometry images are compact and robust to translation. We have presented in this paper an enhanced geometry image generation algorithm in order to achieve the rotation invariance property. We have shown through the experiments that this new descriptor is discriminative enough to be used in geometry matching.
Certainly, the problem of matching is somewhat subjective and using geometry images is one method to retrieve a possible match. Further testing on a larger database needs to be done to measure and determine the effectiveness of the matcher. Possible enhancements include the speedup of the geometry image generation, since this step is the bottleneck of our system, and the development of a fully interactive user interface which would allow the user to input the free form object to be retrieved and then refine the search. 
