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Resumen. Debido a los recientes avances tecnológicos, las redes in-home están despertando mucho 
interés entre la industria y la comunidad científica. En la actualidad, hay muchas alternativas que 
pueden ser empleadas para establecer una red de este tipo y es muy común que varias de ellas estén 
presentes en una vivienda. Por tanto, una aplicación capaz de agrupar interfaces de diferentes 
tecnologías sería muy útil en este tipo de redes. El Kernel de Linux contiene un driver (o módulo), 
denominado Bonding, que permite agrupar diferentes interfaces Ethernet. Sin embargo, no está 
preparado para agrupar interfaces de diferentes tecnologías, y mucho menos para tecnologías de 
capacidad variable. En este trabajo se propone una variación de dicho módulo que utiliza los códigos 
Fountain para funcionar correctamente en escenarios asimétricos. 
1 Introducción 
Se denominan redes in-home (o redes domésticas) a 
aquellas cuyo principal objetivo es la comunicación 
entre los diferentes dispositivos eléctricos o 
electrónicos presentes en una vivienda. Actualmente 
existen muchas tecnologías que se pueden emplear 
para establecer una red de este tipo. Estas tecnologías 
se pueden dividir en tres grandes grupos: cableadas, 
inalámbricas y No-New-Wires. Estas últimas hacen 
uso de las infraestructuras de cableado preexistentes 
en la vivienda para el intercambio de información. 
Entre ellas, la que más interés está despertando entre 
la industria y la comunidad científica es la tecnología 
PLC (Powerline Communications) que emplea la 
infraestructura de cableado de baja tensión. 
En la actualidad es muy común que varias de estas 
tecnologías estén disponibles en una vivienda. 
Tenemos por tanto que sería muy útil una aplicación 
que fuera capaz de agrupar interfaces de diferentes 
tecnologías para conseguir un mayor ancho de banda, 
mayor tolerancia a fallos y mayores posibilidades de 
balanceo de carga. 
El Kernel de Linux contiene un driver, denominado 
Bonding [1], que permite agrupar diferentes 
interfaces Ethernet. Sin embargo, no está preparado 
para agrupar interfaces de diferentes tecnologías, y 
mucho menos para tecnologías de capacidad variable 
como es el caso de PLC o de las comunicaciones 
inalámbricas. En este trabajo se presenta una 
modificación del driver Bonding que permite agrupar 
interfaces de diferentes tecnologías empleando los 
códigos Fountain [2] . Para que el módulo presentado 
funcione correctamente con tecnologías de capacidad 
variable, es también necesario algún procedimiento 
para medir la capacidad de las interfaces agrupadas. 
Por ello, en este trabajo también se ha desarrollado un 
sistema de medida de ancho de banda. 
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2 Agrupación de interfaces 
asimétricos: Bonding driver 
El driver Bonding original proporciona un método 
para agrupar múltiples interfaces Ethernet en una sola 
interfaz lógica. Dicho driver tiene hasta 7 modos de 
funcionamiento distintos que proporcionan diferentes 
ventajas al usuario. Entre ellos, el más interesante es 
el modo "Round-Robin", que transmite los paquetes 
por las diferentes interfaces de manera secuencial 
consiguiendo un aumento en el ancho de banda del 
enlace. Sin embargo, cuando se utilizan interfaces de 
diferentes tecnologías, el módulo transmitirá por 
todas ellas a la velocidad de la interfaz más lenta, 
consiguiendo evitar de esta forma un desorden 
importante de los paquetes en recepción. 
2.2 Bonding driver modificado 
Para conseguir que el driver pueda funcionar con 
interfaces de diferentes tecnologías, se ha definido 
una nueva variable que almacenará la velocidad 
correspondiente a la interfaz más lenta de las 
agrupadas. Esta variable se utilizará posteriormente 
para calcular la cantidad de paquetes que se enviará 
por cada interfaz. En concreto, en cada turno, el 
driver transmitirá por cada interfaz un número de 
paquetes igual al número de veces que su velocidad 
de transmisión supera la velocidad de transmisión 
mínima almacenada en la variable. 
El ancho de banda de las diferentes interfaces se 
medirá de manera periódica. Sin embargo, esta 
actualización en la distribución de los paquetes 
únicamente soluciona las variaciones a largo plazo de 
la capacidad. En el caso de tecnologías de capacidad 
variable es necesario algún mecanismo para 
solucionar los problemas asociados a las variaciones 
instantáneas de capacidad. Esto se consigue mediante 
la utilización de códigos Fountain. 
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Fig. 1 Fundamentos de la dispersión de paquetes 
3 Procedimiento de estimación de 
ancho de banda. 
En este trabajo también se ha desarrollado una 
herramienta de medida de ancho de banda basada en 
técnicas de dispersión de paquetes [3]. El la Fig. 1 se 
muestra un ejemplo ilustrativo de este concepto 
cuando se quiere medir la capacidad de un enlace 
entre el equipo A y el equipo B. Podemos comprobar 
como utilizando el tiempo entre llegadas de los dos 
paquetes bajo estudio, se puede obtener la capacidad 
del enlace sin más que aplicar la expresión (1). Sin 
embargo, las medidas de tiempo en los sistemas 
informáticos están limitados por la resolución de 
reloj. Por lo tanto, para conseguir mejores 
estimaciones de capacidad se debe enviar más de dos 
paquetes y medir el tiempo entre llegadas del primer 
y último paquete respectivamente (ver expresión (2)). 
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También se ha añadido la posibilidad de repetir la 
medida un número determinado de veces para evitar 
posibles desviaciones estadísticas asociados a la 
realización de una sola medida. Estas desviaciones 
son muy habituales en tecnologías que utilizan un 
medio compartido como PLC. Tenemos por tanto que 
el sistema permite la configurar el número de 
paquetes por medida (n), el número de repeticiones 
de la medida (m) y el periodo de tiempo entre 
reconfiguraciones (T). 
Finalmente, la capacidad obtenida será compartida 
con el driver Bonding a traves de la interfaz /proc que 
proporciona el sistema operativo. 
4 Fountain codes 
Se denominan códigos Fountain a aquellos que 
cumplen las siguientes carácteristicas: 
El transmisor debe ser capaz de generar una 
cantidad infinita de paquetes codificados a partir 
de la información que desea transmitir. 
El receptor debe poder decodificar un mensaje 
formado por K paquetes a partir de cualquier 
conjunto de K' paquetes codificados, para un 
valor de K' ligeramente superior a K. 
Las tres implementaciones más importantes que 
existen en la actualidad de este tipo de códigos son 
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Fig. 2 Estructura de los códigos Online 
4.1 Online Codes 
Los códigos Online [4] están definidos por dos 
parámetros, E: y q, además de por el tamaño de 
bloque. Estos parámetros se emplean para encontrar 
un equilibrio entre prestaciones y complejidad de la 
codificación. Un mensaje de k símbolos de entrada, 
podría ser decodificado a partir de (1 + 3E:)k símbolos 
codificados con una probabilidad de error dada por la 
expresión (d 2f+l. 
La estructura general de esto códigos se muestra en la 
Fig. 2. El proceso de codificación se divide en un 
código exterior y un código interior. El código 
interior se encarga de la generación de los bloques 
codificados, también llamados check blocks. Cada 
check block se calcula como la operación XOR de d 
bloques del mensaje a transmitir escogidos de manera 
uniformemente aleatoria (d representa el grado del 
check block). La probabilidad de que d=i viene dada 
por una determinada distribución de probabilidad 
detallada en [4] . Debido a que la elección de los 
bloques del mensaje original es aleatoria, puede 
ocurrir que alguno de dichos bloques no se seleccione 
en la codificación. Para solucionar este problema se 
añade una codificación previa (código exterior). 
El proceso de decodificación también se divide en 
dos pasos. En la primera etapa se deben recuperar un 
porcentaje 1-[./2 de los bloques del mensaje 
compuesto. El código externo posee la propiedad de 
que el conocimiento de esta fracción de los bloques 
del mensaje compuesto permite recuperar el mensaje 
original gracias a la redundancia introducida. El 
proceso de decodificación que utiliza para obtener los 
bloques del mensaje compuesto a partir de los check 
blocks recibidos es el siguiente: 
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Fig. 3 Resultados medidas ancho de banda PLC y 
Fast-Ethernet respectivamente 

