Abstract: Dynamic Trees are a tree-based machine learning technique specially designed for online environments where data are to be analyzed sequentially as they arrive. Our purpose is to test this methodology for the very first time for Electricity Price Forecasting (EPF) by using data from the Iberian market. For benchmarking the results, we will compare them against another tree-based technique, Random Forest, a widely used method that has proven its good results in many fields. The benchmark includes several versions of the Dynamic Trees approach for a very short term EPF (one-hour ahead) and also a short term (one-day ahead) approach but only with the best versions. The numerical results show that Dynamic Trees are an adequate method, both for very short and short term EPF-even improving upon the performance of the Random Forest method. The comparison with other studies for the Iberian market suggests that Dynamic Trees is a proper and promising method for EPF.
Introduction
Electricity has become an indispensable commodity for all societies. Commonly, its price is traded in a market in which, due to the deregulation process and the existence of competitive markets, the price of electric power fluctuates according to consumer demand and the offers of the different producers, so the prediction of that price has become a need, not only for energy companies (such as producers, power transmission operators and retailers) but also for all kinds of market participants (such as investors or traders) and, of course, the final consumers. Due to the complexity of operation of this market, with its high volatility and price spikes, Electricity Price Forecasting (EPF) has been approached from several different viewpoints and, nowadays, it is still an open research field [1, 2] in which new formulas are sought to improve the predictions.
Among the wide variety of existing methods, our study is focused in methods where the approach to the EPF problem has a statistical basis and, specifically, to machine learning techniques (sometimes called "computational intelligence" techniques). Artificial Neural Networks (ANN) [3] is an extensively used technique for this problem [4] , providing accurate results-for an in-depth review of its applications, readers may consult [1, 2, 5] . Support Vector Machines (SVM) [6] , sometimes called Support Vector Regression in this area due to the fact that its application here is for a regression problem, are also widely used [7] and provide very good results-see [1, 2] for a thorough review. Tree-based techniques are also used, and from among these tree-based techniques, and due to its In our study we have hourly data of the most important explanatory variables of the Spanish market from 1 January 2013 to 31 December 2014. The 2013 data are going to be used as a training set and the 2014 data as a test set. Table 1 shows all the variables used for forecasting the price. We have used variables that indicate the day and the hour of the data (the day of the month, the month, the hour, the day of the week and the type of day) but not the year, as we have used the year for dividing the data into training and test data sets. As the electricity produced in Spain is provided by many different power industries with a variety of technologies, these different sources all influence the final price in very distinct ways, so if we want to provide an accurate forecast it will be necessary to observe how the one-hour ahead price is affected by these technologies (hydroelectric, nuclear, coal, combined cycle, wind power, solar photovoltaic and total special regime) [9] . In the case of wind power, as it directly influences the electricity price [25] , we decided to include wind power data not only at time t but also at t − 1, although it should be noted that the wind power data are not directly measured but a production forecast made by the operator of the Spanish Electricity System (REE). The load of the network is represented by including as explanatory variables the hourly demand not only at t but also at t − 1, and the hourly price at t, t − 1, t − 2and t − 24(to take into account the daily price cycles of 24 h) is also included in our final model. 
Methodologies
In this section we shall describe the methodologies used, the experimental design and the statistics used for the forecasting error evaluation. We must note that our work has been done using R [26] , a free software environment specially developed for statistical computing and graphics.
Dynamic Trees
Dynamic Trees (DT) were first introduced in [11] to provide Bayesian inference for regression trees that change in time with the arrival of new observations; although [11] is our first source for the complete explanation of the DT, we will also follow [27] due to its intuitive and clear explanation of DT. Given its importance for our tests, we shall describe in detail two ways of working in the next two subsections (Sections 3.1.1 and 3.1.2). We have worked with the software for DT available in the dynaTree [28] package for R. Suppose we have a response variable y and a set of predictor variables x. A model for predicting new possible values of y from new values of x will be built by making a partition of the x space into a pool of disjoint sets where the new value of y will have the value associated to theset where the new values of x belong. If we build those disjoint sets by recursively partitioning the data set by one predictor variable at a time then we have a tree T where the partitions determine a nodes structure. But in an online environment we shall have a time-dependent tree T t made up of a hierarchy of nodes η ∈ T t where each of these nodes is related to a disjoint subset of a possibly sequential set of predictor variables x t = {x s } t s=1 associated to a time-dependent response variable y t = {y s } t s=1 , where t denotes the time up to which the variables are observed. Figure 1 (top row) illustrates the structure built from the application of recursive split rules on x t : it shows how, according to variable constraints, top-down sorting of observations into nodes of a tree is carried out (left plot), and presents the partitioning of the sample space-implied by the split rules-at the bottom of the tree (right plot). The terminal nodes are known as leaves and, for regression trees, they determine a prediction rule for new variable vectors. In this way, any new x t+1 will be assigned to a single leaf node η(x t+1 ), providing a distribution for its prediction y t+1 .
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Bayesian trees are determined by a prior distribution and, for obtaining a posterior tree, Bayesian inference makes use of prior and likelihood elements, ( |[ , ] ) ∝ ( | , ) ( ) where the tree prior probability of splitting a node with node depth is defined by [12] as ( , ) = (1 + ) − . If independence across partitions is assumed, the product of likelihoods for each terminal node leads to the availability of a tree likelihood. Given the tree, in order to obtain a conditional model for the leaves, the latter is combined for each leaf node's parameters with a product of reference or conjugate priors. DT combine this basic scheme with rules to determine how a given tree is modified when new data arrive. Specifically, for a new tree, the conditional prior ( +1 | , +1 ) replaces the prior distribution π( +1 ) , being the conditional prior restricted to trees obtained from three kind of changes in the neighborhood of the leaf that contains +1 , namely: stay and keep the current partitions, prune and get rid of the partition above ( +1 ), or grow by splitting on the current leaf a new partition. This process introduces stability in the estimation procedure by leveraging the assumed independence structure of trees, that is, our beliefs are changed locally only with regards to the area of the tree around ( +1 ). Figure 1 also shows the transit from to +1 through +1 . Although the evolution from to +1 is thought as a local process when new observations arrive, for inference these strategies must manage the global uncertainty about . This is accomplised using a filtering algorithm based on a general particle learning method [29] . Such algorithm uses a finite sample of potential tree particles ( ) ∈ { (1) … ( ) } containing each the set of tree-defining partition rules to approximate the posterior for . The updating of this posterior Prior possibilities for tree change T t (black) to T t+1 (blue) upon arrival of a new data point x t+1 at t + 1. (Left) tree structure and (Right) partition of the sample space. This figure has been adapted from [25] .
Bayesian trees are determined by a prior distribution and, for obtaining a posterior tree, Bayesian inference makes use of prior and likelihood elements,
where the tree prior probability of splitting a node η with node depth D η is defined by [12] as
If independence across partitions is assumed, the product of likelihoods for each terminal node leads to the availability of a tree likelihood. Given the tree, in order to obtain a conditional model for the leaves, the latter is combined for each leaf node's parameters with a product of reference or conjugate priors. DT combine this basic scheme with rules to determine how a given tree is modified when new data arrive. Specifically, for a new tree, the conditional prior p(T t+1 T t , x t+1 ) replaces the prior distribution π(T t+1 ), being the conditional prior restricted to trees obtained from three kind of changes in the neighborhood of the leaf that contains x t+1 , namely: stay and keep the current partitions, prune and get rid of the partition above η(x t+1 ), or grow by splitting on the current leaf a new partition. This process introduces stability in the estimation procedure by leveraging the assumed independence structure of trees, that is, our beliefs are changed locally only with regards to the area of the tree around η(x t+1 ). Although the evolution from T t to T t+1 is thought as a local process when new observations arrive, for inference these strategies must manage the global uncertainty about T t . This is accomplised using a filtering algorithm based on a general particle learning method [29] . Such algorithm uses a finite sample of potential tree particles T
containing each the set of tree-defining partition rules to approximate the posterior for T t . The updating of this posterior leads to [x t+1 , y t ]. This is done in two steps. Firstly, a resampling of particles proportional to p y t T (i) t , x t+1 , the predictive probability, is carried out. Secondly, by sampling from p T t+1 T
(the conditional posterior), the particles are propagated from the three moves (stay, prune or grow) as depicted in Figure 1 . Therefore, although tree propagation is local, global uncertainty is accounted by resampling.
Prediction Rules
In our regression trees the leaves are associated with a prediction rule for any new variable vector. There are two basic prediction rules, both implemented in dynaTree. First of them is the constant mean leaves, where the leaf has a simple response where E y t+1 x t+1 = µ η(x t+1 ) , that is, the forecasted value of y t+1 will be the mean of the values included in η(x t+1 ). And the second one, linear leaf, follows a linear rule as y t+1 = α η(x t+1 ) + x t β η(x t+1 ) , that is, the forecasted value of y t+1 will be found thanks to the linear model of the values included in η(x t+1 ).
Retire and Rejuvenate
Although we can keep all the provided data in the DT while the online process is running, we can also retire some [x, y] pairs. Even if we remove the data the predictive distribution is left unchanged as the information of those retired pairs is in the prior information of the leaves. We shall use two strategies for removing data: the oldest [x, y] pair, and an active learning algorithm (ACL) [30] which searches for the [x, y] pair which maximizes the expected reduction in predictive variance averaged over the input space and retires it (for a deeper explanation of its implementation in DT, see [11, 31] ).
If we choose to retire data, we can optionally choose to create a new particle set with the remaining data, not by deleting the particle set that includes the retired data but by creating a new (rejuvenated) one based only on the remaining active data. The next steps of the online process will determine which of the two particle sets is best for the new distribution.
Random Forest
Random Forest (RF), first introduced in [8] , is also a tree-based method but of a very different nature. It is an ensemble method that fits several trees to a dataset and then combines the predictions of all the trees. The trees grow in an induction procedure by choosing the best split dimension and location from all candidate splits at each node by optimizing a defined criterion (i.e., information gain). But every tree is created not only for a different and randomly subsample of the data set-the strategy known as bagging, where we make resampling with replacement-but for a randomly selected subset of predictors. Once the forest of trees is built, every tree provides a prediction. The value finally predicted for a given observation is calculated as either the most voted class for classification purposes or the average of the predictions for regression problems. In our work, we have used the software for RF available in the randomForest [32] package for R.
Note that RF implies working in a batch mode as all training data are expected to be available in advance and, once a RF is built, it cannot be updated in an incremental way as DT can. For a given new value, we must either always forecast with the previously trained RF or train a whole new RF that includes the old and the new data.
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Experimental Design
As we mentioned before, we shall carry out a first test forecasting one-hour ahead prices to select the best strategies among the wide variety of tested techniques before carrying out a second test forecasting day-ahead prices.
For both tests, all the 2013 data are going to be used as training set and the 2014 data are going to make up the test set, but we must decide the length of the moving window we are going to use for forecasting-that is, the number of previous days we are going to select for predicting the next value. Several studies have investigated the optimum length of the window, for example [15, 33] suggest 50 days, being this the length chosen by [9] . Although our study is not about finding the optimal length of the moving window, we are going to try not only with a 50-day length but also with a 10-day length window-the reason to choose the 10 previous days of historical data is that in the literature no studies using windows of short or very-short length exist and this window length will allow us to check, at least in this particular study, whether the short-term effect is decisive in the final price.
In the one-hour ahead test and for DT, we shall test the two basic prediction rules, constant mean and linear. We shall test a full model (keeping all the arriving data without removing any) and a model with removal where we shall test both discarding the oldest data and the data marked by active learning and, for both types of discarding, we shall also test whether to rejuvenate or not the particle set-so at the end we shall have 20 different DT tests. We shall begin to train at the beginning of 2013, we will go through the whole year as in a true online process and only when beginning 2014 we shall start the test process. For RF, and due to its batch nature, we shall train a single model with all the 2013 data and we shall forecast each value of the 2014 year with the same model, but we also want to simulate an online behavior so we shall also train a RF with the last 10 days and another one with the last 50 days, the same rolling window lengths as in DT-note that the "online" RFs for the first days of 2014 will be trained with the last days of 2013. Once we have got results for this one-hour ahead test, we shall choose the best techniques and we shall carry out a second test forecasting day-ahead prices only with the finally selected techniques. As to the execution of DT, we have two parameters (α, β) for the tree prior that we could tune to get a result with fewer errors but, following [11] , our dynamic trees were fitted using the default parametrization of the dynaTreepackage where the tree prior is specified with α = 0.95 and β = 2 as inference is generally robust to reasonable changes of these parameters and lead to no significative differences. And regarding the execution of RF, there are several parameters that can be tuned. The number of trees to grow has been set to 200 (the default is 100). The reason to change this parameter is to guarantee more stable results as it is well known from a theoretical point of view that the more trees the more stable the method is [8] . All other parameters have the default values that the randomForest package provides.
Forecasting Error Evaluation
When, as in our study, we are trying to predict a continuous valued output-the kind of problems known as regression problems-there are two types of statistical metrics used for measuring the forecasting error. First, a measure of the bias of our prediction, which we will define as the arithmetic mean of the errors:
whereŷ i and y i are the predicted and the observed values of the variable and N is the length of observed values, and, second, a measure of the accuracy. The two most common measures of accuracy are the Mean Absolute Error (MAE), defined as: and Root Mean Squared Error (RMSE), defined as:
Note that, since the errors are squared, the RMSE gives a high weight to very large errors, which means that it is more useful when large errors are undesirable, the kind of errors that could happen in an electricity market so prone to produce spikes (abnormally high prices and also abnormally low prices) as the Iberian market. Also note that these three measures have the same units that the variable to predict so if we want to define relative error measures from these we have to introduce new terms. In our case, we define the same measures but normalized as their original formulations dividing by the mean of the variable to predict (y) and multiplying by 100, i.e., the Normalized BIAS (NBIAS):
the Normalized MAE (NMAE):
and the Normalized RMSE (NRMSE):
which will allow us to establish relative measures against the mean in percent. But the most widely used measure in the field of EPF is, by far, the Mean Absolute Percentage Error (MAPE), defined as:
which is especially useful as it is expressed in percentage terms. Note that MAPE has the disadvantage of being infinite or undefined when y i = 0, a value which is relatively usual in our dataset. That's why we are not going to use it in our study and, instead, we are going to use two variations that try to avoid that problem, the Symmetric MAPE (sMAPE) [34] , defined as:
and the Mean Arc-tangent Absolute Percentage Error (MAAPE) [35] defined as:
Note the range of the terms of sMAPE is [0,2], but it cannot avoid completely the problem with y i = 0 as it has a maximum value of 2 when eitherŷ i or y i are zero, but is undefined when both are zero, a problem that may appear in our study. Each term of the summation of the MAAPE has a range of [0, A variation of the MAPE is the Weekly MAPE (WMAPE), defined as:
where the denominator is the average weekly price to avoid the adverse effect of prices close or equal to zero; N, the number of hours, here is equal to 168 as it is the number of hours of a whole week (24 h by 7 days). Note all these measures are not able to give us significant differences in the forecasting performance, that is why we are also going to use the Diebold-Mariano test (DM) [36] for comparing the predictive accuracy of two forecasts. When comparing two forecasts, we shall fix the null hypothesis (H 0 ) as "both methods provide the same forecast accuracy" and our alternative hypothesis (H 1 ) as "the methods have different levels of forecast accuracy". We have used the DM test version included in the forecast [37] package for R, which incorporates the modified test proposed by Harvey, Leybourne and Newbold [38] . Although a visual inspection cannot completely determine the accuracy of a forecast, a naked eye can see a clear effect: except for the full model (where no data are discarded as new data arrive), we can see threads in the plots, especially for models with retirement (both older criteria and active learning criteria) but without rejuvenate, especially for the rolling window of 10 days, and especially for the central part of the image. 
Results for the One-Hour Ahead Test
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This strange behavior can also be seen in Figure 4 , where we have plotted the observed (x) versus the predicted (y) data for both rolling windows (10 days in the upper figures; 50 days in the lower figures). Again, and especially for models with retirement but without rejuvenate (Figure 4b ,c,g and h plots) we can see that certain values of predicted data (the horizontal blue lines) are more usual, that is, the models tend to forecast a few particular values instead of performing, for instance, as the full model (Figure 4a and f) , which provides different outputs for different inputs. This strange behavior can also be seen in Figure 4 , where we have plotted the observed (x) versus the predicted (y) data for both rolling windows (10 days in the upper figures; 50 days in the lower figures). Again, and especially for models with retirement but without rejuvenate (Figure 4b ,c,g and h plots) we can see that certain values of predicted data (the horizontal blue lines) are more usual, that is, the models tend to forecast a few particular values instead of performing, for instance, as the full model (Figure 4a and f) , which provides different outputs for different inputs. ) retire the oldest data, (c,h) retire the data discarded by active learning, (d,i) retire the oldest data and rejuvenate the particle set and (e,j) retire the data discarded by active learning and rejuvenate the particle set. Table 2 provides an explanation for this behavior. In this table we show statistics of the height, number of leaves and leaf size for the trees created for every different used type of DT. As we can see, the average of these measures has a high value for the full model and a small value for the other ones. That is, when new data arrive the full model can predict a new value associated to a great variety of leaves and therefore this full model can provide a great variety of outputs. However, the other models have a small number of leaves for the generation of a new prediction and as a Figure 4 . Plots of observed (x) versus one-hour ahead predicted (y) prices for DT with constant mean and a moving window of (a-e) 10 days and (f-j) 50 days. (a,f) Full model, (b,g) retire the oldest data, (c,h) retire the data discarded by active learning, (d,i) retire the oldest data and rejuvenate the particle set and (e,j) retire the data discarded by active learning and rejuvenate the particle set. Table 2 provides an explanation for this behavior. In this table we show statistics of the height, number of leaves and leaf size for the trees created for every different used type of DT. As we can see, the average of these measures has a high value for the full model and a small value for the other ones. That is, when new data arrive the full model can predict a new value associated to a great variety of leaves and therefore this full model can provide a great variety of outputs. However, the other models have a small number of leaves for the generation of a new prediction and as a consequence these models will tend to provide always the same outputs from the same limited set of leaves. Note that the tree statistics for the models with rejuvenate are similar to the models without it, but their behavior is different, showing that for our EPF problem the rejuvenate process avoids the problem of always providing the same small set of output values. Table 3 shows the forecasting error evaluation for every different used type of DT with constant mean. As expected, all the statistics for the retire-without-rejuvenate models are the worst ones, so this kind of models will not be considered in our next comparisons. Although similar for most statistics, BIAS and RMSE (and their normalized versions) show that before rejuvenate, to retire with the active learning criteria is better than to retire the oldest data, that is, retiring the oldest data tend to provide large errors, an effect we want to avoid when forecasting the electricity price. That is why, from the DT with constant mean test, we will finally choose the full model and then retire with active learning criteria plus a rejuvenate model for future comparisons. 
Dynamic Trees with Linear Model
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As we want to select another model, our final decision is to choose the full model (the best in terms of MAE), that is, DT with no extra treatment of the included data (full model: no retirement Figure 6 . As blue points, one-hour ahead forecasts of DT with linear model for a moving window of 50 days. (a) Full model, (b) retire the oldest data, (c) retire the data discarded by active learning, (d) retire the oldest data and rejuvenate the particle set and (e) retire the data discarded by active learning and rejuvenate the particle set. As black points, (f) the 2014 real data to forecast.
A visual inspection of the figures does not show any phenomena as strange as the threads shown in the case of DT with constant mean, but there are two striking results: the negative values and the abundance of zeros (especially in the model with a window length of 10 days). There are no negative prices in the Iberian market-these negative values can be explained due to the fact that any linear model can predict negative values, and that is the effect that new data (for t + 1) can produce in old linear models (built with data included at least from 0 to t). Table 4 shows the forecasting error evaluation for every different used type of DT with linear model. Note that due to the high number of times thatŷ i = 0, and as there are times where y i = 0, sMAPE and MAAPE may be undefined (NaN). Also note that, due to the existence of predicted negative prices, and except for a single model type, BIAS is negative. In the case of a window length of 10 days, it is clear that the best two models are the full model and the retire with active learning criteria plus rejuvenate model. We will use these two models in our next comparisons. In the case of a window length of 50 days, and except in the model with retiring by active learning (the worst), the differences between models are much smaller-especially if our criteria are sMAPE and MAAPE (when available). As we want to select another model, our final decision is to choose the full model (the best in terms of MAE), that is, DT with no extra treatment of the included data (full model: no retirement and no rejuvenation) and a model with (in this case, the retire with active learning criteria plus rejuvenate model). Figure 7 shows the one-hour ahead results (as blue points) for RF, for an "online" RF with rolling windows of 10 and 50 days and for a RF running in batch mode-again, to visually compare the results, we show the observed data as black points (lower right corner).
Batch and "Online" Random Forest
A visual inspection of the figure does not show any strange phenomena, as it could be expected for a method as reliable like random forest. For a naked eye, the three tested RF provide accurate results very similar to the observed data. Table 5 shows the forecasting error evaluation for every different type of RF. It can be observed that the "online" RF with a window length of 50 days is clearly the best model. But, and although it is not strictly necessary, as it is its "pure" form, we are also going to keep the batch RF for our next comparisons (although it is worse than the "online" version with a window length of 50 days). Figure 7 shows the one-hour ahead results (as blue points) for RF, for an "online" RF with rolling windows of 10 and 50 days and for a RF running in batch mode-again, to visually compare the results, we show the observed data as black points (lower right corner). 
Performance Comparison
For the sake of clarity, and because of the many DT employed variations, the following table (Table 6 ) summarizes the final DT methods to be compared and their acronyms: Table 7 shows the one-hour ahead forecasting error evaluation for the final models to be compared; it shows the same information that appears in Tables 3-5 but only for the selected models, in order to be compared in a single table. We have written in bold the best result for every statistic (when available). Table 7 . One-hour ahead forecasting error evaluation for the different models used in our final comparison. BIAS, RMSE and MAE are in the same units as the electricity price (c€/kWh); NBIAS, NRMSE, NMAE, sMAPE and MAAPE are in percentage. Although sMAPE and MAAPE cannot give us significant enough information to determine the best model, but for the fact that they mark DT with constant mean as the worst method (both with a window length of 10 or 50 days), RMSE and MAE (and their normalized versions) can do. According to the RMSE, DT.Lin.50.RAcl.Rej is the best model, followed by DT.Lin.10.Full and DT.Lin.10.RAcl.Rej, the latter similar to the "online" RF with a window length of 50 days. According to the MAE, DT.Lin.50.Full is the best one, followed by DT.Lin.10.Full and the "online" RF with a window length of 50 days, the latter similar to the DT.Lin.50.RAcl.Rej. Note that both RMSE and MAE also mark DT with constant mean as the worst method. According to the BIAS (with regards to its magnitude and not its sign), DT.Lin.10.Full is the best model, followed by DT.Lin.50.Full and the "online" RF with a window length of 50 days, the latter similar to DT.Lin.50.RAcl.Rej.
Model
All of the above show that DT with linear model and a window length of 50 days achieves better results than RF (no matter if it is an "online" or a batch running) for our EPF problem. Depending on the criteria used, we could choose either a model with retirement with active learning criteria plus rejuvenate (if we choose the RMSE) or a full model (if we choose the MAE). Given the squared terms in the RMSE closed formula, more importance is given to larger errors, so we think that RMSE is an appropriate measure as we want to penalize large errors in EPF since they could produce large monetary losses in a real market environment. So, our final choice would be DT.Lin.50.RAcl.Rej.
Unfortunately, the results shown in Table 7 do not give us significant differences, as we only have one test-the whole year 2014 in an online process. That's why we are going to use the DM test for comparing the final models. We are going to use DM several times, comparing the models to each other through a series of steps discarding the ones with less accuracy and looking for the comparisons among the best models with the aim of finding the best model. Table 8 shows the results of our battery of DM tests-we have written in bold the final winning hypothesis and its p-value. Note that the result is completely coherent with the one obtained in our forecasting error evaluation previously shown in Table 7 : DT.Lin.50.RAcl.Rej is the best model for our EPF one-hour ahead problem test.
Results for the One-Day Ahead Test
Although Section 4 showed us that DT.Lin.50.RAcl.Rej is the best model for the one-hour ahead test, it also showed that, from a wider point of view, the DT.Lineal strategy is the best one. That is why, for the one-day ahead test, we are going to use the whole DT.Lin.50 strategy, that is, its five variations and not only its DT.Lin.50.RAcl.Rej specific variation. And following our previous tests, we are also going to use the best RF version, that is, the RF "Online" with a rolling window of 50 days to complete our test. Table 9 shows the one-day ahead forecasting error evaluation for the final models. We have written in bold the best result for every statistic (when available). Table 9 . One-day ahead forecasting error evaluation for the different selected types of DT with linear model and for the selected "Online" RF, for a rolling window of 50 days. BIAS, RMSE and MAE are in the same units as the electricity price (c€/kWh); NBIAS, NRMSE, NMAE, sMAPE and MAAPE are in percentage. With regard to the DT models the ones with retirement but without rejuvenate are clearly the worst ones. The other versions (full model and models with rejuvenate) perform in a very similar manner, although in this comparison DT.Lin.50.RAcl.Rej is not the best one, being outperformed in the RMSE (and also in the MAE) by the method with retire of the oldest data and specially by the full model-as expected, the "Online" RF method is outperformed by the three best DT lineal models (the full one and the versions with rejuvenate).
Model
Again, as in Section 4, we are going to use the DM test for the comparison of the final models through a series of steps discarding the ones with less accuracy and looking for the comparisons among the best models. Table 10 shows the results of our battery of DM tests-we have written in bold the finally winning hypothesis and its p-value. This result is completely coherent with the one obtained in our forecasting error evaluation (previously shown in Table 9 ): DT.Lin.50.Full is the best model for our EPF one-day ahead problem test.
Comparison with Previous Studies on the Iberian Market
Up to now we have been studying how to use the DT technique to face the EPF problem, by using the available data and benchmarking against another tree-based technique, RF. Now we want to compare our results for DT against the results obtained by other researchers in other studies using other techniques. Unfortunately, there are no sets of tests for year 2014, the year for which we have conducted our previous tests, but, thanks to some original works [15, 37] we have at our disposal several forecasting results for the year 2002. In those works, as representatives of the four seasons of the year, the fourth week of February (Winter), May (Spring), August (Summer), and September (Fall) are selected, i.e., weeks with a particularly good price performance are not sought after on purpose. This may not seem a fair comparison. First of all, the forecasted years are not the same ones and the results cannot be strictly compared, and in all these years (from 2002 to 2014) the conditions of the Iberian market have changed dramatically (for example, with the increasing role of the renewable energies). However, it is important to remark that this is not a quantitative comparison but a qualitative one, to find out if the results of the DT forecast makes sense. Table 11 shows the WMAPE (in %) for the four representative weeks of the four seasons of the year for our best DT study (in the first line in italic), DT.Lin.50.Full, and several studies, sorted by the seasonal average. As it can be observed, the seasonal average of our DT study has the same magnitude of the rest of the studies, which seems to indicate that DT is a reliable technique for the EPF problem-note that although the testing years are not the same, we can conclude that this DT method is comparable to the others and could be used in a real forecasting environment. As observed in Table 11 , the seasonal results for DT.Lin.50.Full show a very different behavior to the rest of the studies, as Summer and Fall have a lower WMAPE, and Winter provides the highest WMAPE, while in the remaining studies Summer and Fall use to reach the highest WMAPE and Winter usually attains a low WMAPE. In Figure 8 we have plotted the observed (black lines) and the forecasted (blue lines) hourly prices for the four representative weeks of the four seasons. As expected, Summer (b) and Fall (c) show how close of the observed data are the DT forecasts of DT.Lin.50.Full. However for Winter (d), the strong variability of the prices and the high spikes produce a great difficulty of forecast leading the most misguided season. Up to our experience, there is a reason for this difficulty, not only for year 2014 but also nowadays: in Spain, due to the strong wind variability in February and to the influence of the wind energy in the final energy prices, this month's forecast is usually the most difficult to predict. Further studies with more recent data should face this situation (which was not happening in 2002), and establish new comparisons among different techniques.
Conclusions
Because of its importance to society and for energy operators and investors, Electricity Price Forecasting is a complex problem that has been studied over time using different methodologies. Machine learning is one of those general methodologies, and several different techniques have been used to obtain good predictions. As the electricity market changes in real time at one hour intervals we have applied a technique specially designed for online learning, Dynamic Trees, to find out its ability to forecast prices.
Dynamic Trees are a tree-based method based in Bayesian inference where the trees can remain unchanged, be pruned or grow according to the new values that arrive in the online process. The leaves to which the data are associated can provide predictions based on the two types of rules, either in the data mean or in a linear model. Optionally, we can retire data from the tree, either oldest data or data rejected by active learning techniques and we can also choose to rejuvenate the tree after the data retirement.
