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Abstract. We train artificial neural networks to distinguish the geometric phases of a set of bands in 1D 
photonic crystals. We find that the trained network yields remarkably accurate predictions of the 
topological phases for 1D photonic crystals, even for the geometric and material parameters that are 
outside of the range of the trained dataset. Another remarkable capability of the trained network is to 
predict the boundary of topological transition in the parameter space, where a large portion of trained data 
in the vicinity of that boundary is excluded purposely. The results indicate that the network indeed learns 
the very essence of the structure of Maxwell’s equations, and has the ability of predicting the topological 
invariants beyond the range of the training dataset. 
Introduction. Recent achievements in machine learning including the neural network (NN) have triggered 
considerable attention of applying NN to solve practical engineering problems [1–6], as well as hard 
problems in the field of optics and photonics [7–15]. For example, inverse design problems in optics and 
photonics often require a lot of tedious optimization calculations and NN can be more efficient. Some 
recent work succeeded in using NN to achieve the reverse design of nanostructures, including the design 
of meta-surfaces [7], multilayer nanoparticles [8] and multilayer thin films [9]. In addition, NN has also 
been utilized to solve the inverse design problem of topological photonics [11,12]. These NN based works 
show higher accuracy and time-efficiency than that of conventional procedures. The high prediction 
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accuracy can be interpreted as an advanced interpolation function implemented by NN, which works well 
within the parameter space of the training dataset. Such high accurate predictions can be of great help for 
the photonic design and engineering, if the high prediction accuracy can be extended beyond the training 
dataset. 
A few attempts of predicting physical quantities beyond the training dataset have been made in the context 
of condense matter physics, with emphasis on the classifications of the topological order or phase 
transitions [16–25]. For instance, Zhang et al. managed to train NN to predict the larger winding numbers 
beyond the training data set in one-dimensional (1D) modified Su-Schrieffer-Heeger model, by feeding 
the NN with parameterized Hamiltonian [16]. The same concept is also extended to a four-band 1D 
problem, as well as a two-band 2D problem [17], where the associated topological invariants (Chern 
numbers) are examined. In addition, the ground state wave functions are also used directly as the training 
data to predict quantum phase transition [18,19]. Notably, the aforementioned works are mainly confined 
to simplified models, where the tight binding approximation is valid. It is interesting and relevant to ask 
whether the capability of extrapolating the topological order in condense matter physics system can be 
extended to photonic system that is beyond the tight binding approximation. 
In this paper, we examine the predication capability of NN for photonic structures, with the input encoded 
with the structure of Maxwell’s equations in momentum space. As a nontrivial example, we manage to 
use convolutional neural network (CNN) to predict the topological invariant of 1D photonic crystal (PC) 
for geometric configurations which lie outside the parameter space of the training dataset. Importantly, 
the CNN can detect the boundaries of the topological transitions in the parameter space. 
Photonic crystal and neural network. As shown in Fig. 1(a), we consider an AB layered PC with the unit 
cell marked by yellow dotted lines. The dielectric constant of A(B) layer is 𝜀𝑎(𝜀𝑏), and the thickness of 
A(B) layer is 𝑑𝑎(𝑑𝑏). The lattice constant Λ = 𝑑𝑎 + 𝑑𝑏 is fixed throughout this work. Figure 1(b) shows 
the dispersion of the lowest four bands (solid lines) calculated using the transfer matrix method 
(TMM) [26,27]. As the system has inversion symmetry, the geometric Zak phase [28] of each Bloch band 
is either 0 or π, with a corresponding winding number of 0 or 1. We calculate the Zak phases of the bands 
and label each band with its winding number. As for the lowest four bands considered in this paper, the 
four-binary-number labeling is translated into a decimal integer, e.g., 1011 in Fig. 1(b) to 11 for 
convenience of the one-hot labeling of the output of the CNN. 
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Fig. 1 (a) Sketch of an AB layered photonic crystal; (b) Band dispersion and Zak phase labeling of the lowest four 
bands for the structure with 𝜀𝑎 = 4, 𝜀𝑏 = 1, 𝑑𝑎 = 0.3𝛬, 𝑑𝑎 = 0.7𝛬. 
To train the NN to learn the underlying principle as governed by the Maxwell’s equations as well as the 
structural and material characteristics of the PCs, we feed the CNN with the Hamiltonian of PC and mine 
the topological information from the input data so that it can potentially predict the topological invariants 
of PCs. The plane wave method (PWM) [29,30] is utilized to generate Hamiltonian of photonic crystals 
with 𝑚𝐻 plane waves used in the truncated basis. The value of 𝑚𝐻 = 61 is carefully selected to balance 
the numerical errors of PWM as well as the size of input data of NN. Detailed comparison with TMM can 
be found in section II of Supplementary Materials [31]. With the 11 sampled Bloch 𝑘-vectors, i.e., 𝑛𝐾 =
11, the size of the input Hamiltonian for one PC within the Brillouin zone is [𝑛𝐾 , 𝑚𝐻, 𝑚𝐻, 𝑐𝑜𝑙], where the 
last dimension 𝑐𝑜𝑙 = 2 represents the real and imaginary parts of Hamiltonian. 
Given the input Hamiltonians (consisting a rank-4 tensor [𝑛𝐾, 𝑚𝐻 , 𝑚𝐻, 𝑐𝑜𝑙]) and binary labelling, we 
proceed to study the architecture of CNN to realize the machine predication of topological transitions in 
PCs. As a simple example shown in Fig. 2, we consider the CNN workflow containing two convolutional 
layers (CLs) and two fully-connected layer (FLs). The two CLs contain 𝑁𝐶1 and 𝑁𝐶2 kernels of size [2,3,3] 
respectively, as well as a max-pooling operation with size [1,2,2], and the two FLs have 𝑁𝐹1 and 𝑁𝐹2 
neurons with 𝑁𝐹2 = 16 as the output layer has 16 neurons. The one-hot encoding output is a rank-1 tensor 
with shape [16], which has one-to-one correspondence to the binary labelling. For instance, 11 is 
represented as that only the 12th neuron of the output is 1 while others are 0. In principle, more layers 
could be used to train the network to obtain a better performance. 
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Fig. 2 Schematic diagram of the CNN with two convolutional layers and two fully connected layers. The input end 
of CNN (left hand side) consists of the real and imaginary parts of Hamiltonians generated by PWM. The output 
end of CNN (right hand side) is the prediction of Zak phase sequence with one-hot encoding of four bands. 
Preparation of datasets and network training. Next, we discuss the preparation of the datasets, the 
parameter space of which has three degrees of freedom (DOFs) (𝜀𝑎, 𝜀𝑏 , 𝑑𝑎), as shown in Fig. 3(a). To 
guarantee the numerical accuracy of PWM, i.e., avoiding the band crossing and small bandgap, two 
constraints to the range of the parameter space are imposed, i.e., 𝜀𝑎 ≥ 𝜀𝑏 + 0.5 and 0.1 ≤ 𝑑𝑎/Λ ≤ 0.9. In 
Fig. 3(a), the parameter space is divided into four sectors, corresponding to four datasets labelled as Train-
1(Train-2), Test-1, Test-2 and Test-3. The parameter range of each dataset is indicated in Fig. 3(a) (see 
Supplementary Materials, section I for details of the four datasets [31]). As an example, Fig.3(b) shows 
the distribution of the labelling in one training dataset, plotted as functions of 𝑑𝑎 and 𝜀𝑎 for the 𝜀𝑏 = 2 
plane within the Train-1 dataset. The six colors of the solid circles represent the six labels defined in Fig. 
1(b), corresponding to the following six cases 1–0001, 5–0101, 7–0111, 9–1001, 11–1011, 15–1111. Each 
case has 600 randomly distributed samples and there are three planes (𝜀𝑏 = 1, 2, 3) within Train-1, leading 
to 10800 (=600 × 6 × 3) samples in total for Train-1 dataset. The five solid lines (𝑇1 ∼ 𝑇5) in Fig. 3(b) 
are the boundaries separating different labels determined using TMM. The five solid lines calculated using 
TMM perfectly match the borders of the six different colors calculated using PWM, showing that the 
TMM and PWM give consistent results of winding numbers for the lowest four bands. To examine the 
capability and possibility of our proposed CNN, we conceive a different training dataset, i.e., Train-2 
dataset, which is identical to Train-1 dataset except that a portion of samples in the neighborhood of the 
𝑇3 line (black dashed line) is omitted purposely as shown in Fig. 3(c). The fraction of the omitted data in 
Fig. 3(c) is 𝑟 = 0.5, which is defined as the width of 𝑟𝑑𝑇 of the omitted data divided by the difference of 
𝑑𝑎 at 𝑇2 and 𝑇4 (𝑑𝑇) for any 𝜀𝑎. 
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Fig. 3 (a) Schematic representation of two training datasets and three test datasets, occupying different sectors of 
the parameter space; (b)/(c) The distribution of different topological phase sequences of samples in the 𝜀𝑏 = 2 plane 
within dataset Train-1 /Train-2 with 𝑟 = 0.5. 
Once the CNN is set up, one just need to feed NN with the training data including both Hamiltonian and 
binary labelling. For self-testing purpose, each training dataset is separated into two subsets, 70% for 
training and 30% for testing. We follow the standard routine of supervised learning to train the 
network [32–34], i.e., running the learning and testing procedure simultaneously and iteratively until the 
desired accuracy is fulfilled, which can be saved and used to predict topological transitions with 
parameters outside the training dataset.  
Predicting the topological transitions beyond the database. As the first example, we use the dataset 
Train-1 to train the network, which consists of three CLs with [𝑁𝐶1, 𝑁𝐶2, 𝑁𝐶3] = [10,20,20], and three 
FLs with [𝑁𝐹1, 𝑁𝐹2, 𝑁𝐹3] = [300,100,16]. The trained network is used to predict the boundaries of the 
parameter space (for examples, the 𝑇1 ~ 𝑇5 lines in Fig. 3(b)), where the topological transition occurs. For 
a given 𝜀𝑎, the predicted phase transition points (the critical values 𝑑𝑐𝑛𝑛 at which the transition occurs) is 
obtained by scanning 𝑑𝑎 and taking the mean value of two adjacent 𝑑𝑎 with different Zak phases. To avoid 
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numerical instability, such calculations of the trained CNN are repeated 10 times with different 
initialization conditions. We take the mean value 𝑑𝑐𝑛𝑛̅̅ ̅̅ ̅̅  of these 10 𝑑𝑐𝑛𝑛 as the predicted results, and the 
standard deviation is treated as error. The topological transition lines within Train-1 dataset predicted by 
the well-trained CNN in the 𝜀𝑏 = 2 plane are shown by open circles with error bars in Fig. 4(a) with purple 
background. We see that the size of open circles can already cover the error bar, indicating that the 
predicted results obtained from the well-trained CNN are stable. For comparison, we also plot the 
topological transition lines calculated by TMM in the 𝜀𝑏 = 2 plane, as shown by solid lines in Fig. 4(a). 
The excellent agreement between TMM and CNN shows the well-trained CNN can reproduce the five 
topological phase transitions within the training dataset. 
 
Fig. 4 (a) The transition lines (𝜀𝑏 = 2) within Train-1 (purple background) and Test-1 (yellow background) 
predicted by the well-trained CNN (circles) and TMM (open solid lines); (b) The relative errors 𝐸𝑟 between CNN 
prediction and TMM for the training dataset and three test datasets. 
To demonstrate the predication capability of the network, we use the trained CNN by dataset Train-1 to 
predict four-band-Zak-phase labeling and associated phase transitions in datasets Test-1, Test-2 and Test-
3. In doing so, we are extrapolating to parameter values outside the training datasets. Figure 4(a) with 
yellow background shows a comparison of the predicted transition line (open circles) and TMM results 
(solid lines) for constant 𝜀𝑏 = 2 within Test-1. The relatively low error of CNN results, which is less than 
10−3, shows high predication accuracy and stability beyond the range of the training data. Evidently, the 
predication of dataset Test-1, Test-2 and Test-3 is not a simple interpolation of the topological invariant 
of Train-1, due to the fact that the Test-1 dataset is outside the range of training data, as shown in Fig. 
3(a). The remarkable agreement between TMM and CNN shows that our network indeed encodes some 
characteristics of Maxwell’s equation from the input data and captures the essence of topological 
properties of photonic bands of different PCs. 
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To further evaluate the prediction accuracy of our network, we consider the relative prediction error of the 
topological transitions of our network with reference to TMM analytical results defined as  𝐸𝑟 =
1
𝑁
∑ (𝑁𝑖=1
|𝑑𝑐𝑛𝑛̅̅ ̅̅ ̅̅ ̅−𝑑𝑡𝑚𝑚|
𝑑𝑡𝑚𝑚
)2, where N is the total number of data points in the phase transition surfaces (sets of 
𝑇1 ∼ 𝑇5 transition lines for different values of 𝜀𝑏 corresponding to the light blue surfaces in Fig. S1 (see 
Supplementary Materials, section I [31]). The 𝑇𝑖 associated phase transition surface refers to the collection 
of the transition lines of 𝑇𝑖  in 3D parameter space (𝑑𝑎 , 𝜀𝑎 , 𝜀𝑏 ), with details given in section III of 
Supplementary Materials [31] and 𝑑𝑐𝑛𝑛 (𝑑𝑡𝑚𝑚) corresponds to the topological transition point calculated 
by CNN (TMM). In Fig. 4(b), the relative errors for datasets Train-1, Test-1, Test-2 and Test-3 as a 
function of five transition surfaces are plotted by squares, circles, inverted triangles and triangles, 
respectively. Evidently, the predication of topological phase transitions is very accurate, with the mostly 
error less than 10−3. The prediction error 𝐸𝑟 of Test-2 and Test-3 test datasets are apparently less than that 
of Test-1. This somewhat surprising result is due to the well-known truncation errors intrinsic to the PWM 
photonic crystal with a large index contrast between its constituent components (see Supplementary 
Materials, section II [31]). 
Prediction of unknown transitions. We now examine the performance of the CNN trained using a 
different dataset Train-2, where the samples in the neighborhood of one of the transition lines (𝑇3) are 
removed. This width of the region of missing data is controlled by a parameter r, as illustrated by the white 
region in Fig. 3(c). The architecture of CNN used here is similar to but slightly more complex than the 
one trained by Train-1, and it contains three CLs with [𝑁𝑐1, 𝑁𝑐2, 𝑁𝑐3] = [24,32,48] and three FLs with 
[𝑁𝑙1, 𝑁𝑙2, 𝑁𝑙3] = [500,300,16]. We train the CNN based on the Train-2 dataset with 𝑟 = 0.2 and apply it 
on the four datasets. Figure 5(a) shows the phase transition lines 𝑇1 ∼ 𝑇5 predicted by CNN (open circles) 
and calculated by TMM (solid lines) in the 𝜀𝑏 = 2 plane within Train-2, and Fig. 5(b) depicts the results 
in the 𝜀𝑏 = 4 plane within Test-2. In Figs. 5(a) and 5(b), the purple (blue) background indicates the 
different range within the Train-2 (Test-2) dataset and the white color indicate the parameter space with 
omitted data. Remarkably, the predicted transition lines associated with 𝑇1 ∼ 𝑇5 using our network agree 
quite well with the theoretical ones by TMM, especially accurate predication of 𝑇3  transition line 
highlighting the extrapolation capability of our network. As shown in Fig. 5(b), the predicted results for 
the other three test datasets are also fairly good. Figure 5(c) shows that the relative errors 𝐸𝑟 of the phase 
transition surfaces calculated by the trained CNN based on Train-2 with 𝑟 = 0.2 (see Supplementary 
Materials, section IV [31]). As expected, 𝐸𝑟 at 𝑇3 is the largest, and the error is still quite small. 
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The overall extrapolation capability of our network can be seen in Fig. 5(d) from the relative error of the 
𝑇3 transition surface for the four datasets, as the fraction 𝑟 of the omitted training data varies. The relative 
errors associated with the predicted transition surfaces in Test-2 and Test-3 datasets are smaller than those 
in Test-1. As expected, the training error is relatively small for smaller value of 𝑟. As 𝑟 increases, the 
relative error of the overall predicted transition surface will increase. Thus, the extrapolation capability of 
the same CNN structure is compromised, due to the fact that more data are omitted. 
 
Fig. 5 The topological phase transition lines for (a) 𝜀𝑏 = 2 in Train-2 dataset with 𝑟 = 0.2, (b) 𝜀𝑏 = 4 in 
Test-2 dataset predicted by the well-trained CNN (trained by Train-2) are shown by open circles with 
error bars; (c) The relative error 𝐸𝑟 for the training dataset and the three test datasets; (d) The relative error 
𝐸𝑟 for 𝑇3 as a function of the fraction 𝑟 for all the four datasets. 
Discussion. Through the training of CNN and the prediction results of Fig. 4 and Fig. 5, we can see that 
CNN has an excellent interpolation ability and a reasonably good extrapolation capability in learning the 
critical conditions of geometric phase transition. Since we use the phase transitions predicted based on the 
Hamiltonian obtained by PWM to match that of the TMM, the error between PWM and TMM should be 
taken into account. In Fig. S3 (see Supplementary Materials, section II [31]), we can see that the relative 
error 𝐸𝑟
𝑝
 between PWM and TMM of the same dataset decreases from 𝑇1 to 𝑇5, which is in line with the 
trend of the error 𝐸𝑟 in Fig. 4(b). Moreover, the error 𝐸𝑟
𝑝
 is of the same order of magnitude as 𝐸𝑟 in Fig. 
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4(b), indicating that the error from CNN is small. We also note that the performance of Test-2 and Test-3 
is better than that of Test-1. This is due to the fact that a larger contrast between 𝜀𝑎 and 𝜀𝑏 will bring a 
larger truncation error to the PWM for a fixed number of plane waves. It can be further seen that in the 
case where there is a boundary in the training set that does not specify a certain phase change, the 
performance of the CNN is still acceptable when 𝑟 is small. As the ratio 𝑟 of the omitted training set is 
larger, the information content will be fewer. For a higher 𝑟, the error of prediction will be larger for the 
same CNN architecture (see Supplementary Materials, section IV [31]). This problem can potentially be 
mitigated by using a more complex network structure. 
Based on the above CNN analysis, we can see the good learning ability of CNN for topological phase 
transition in 1D photonic crystals. The network is basically performing a pattern recognition in k space. 
As the Hamiltonian contains the structural and material information of PCs as well as the Fourier 
transformed Maxwell equation, its ability is not limited to the first four bands. It can be extended to 
topological phase transitions for higher bands and the technique can be applied to 2D PCs or other complex 
structures to predict more physical characters with higher efficiency and accuracy. 
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