Cortical motor prosthetics: the development and use for paralysis by Ziehm, Elaina MaryElizabeth
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2018
Cortical motor prosthetics: the
development and use for paralysis
https://hdl.handle.net/2144/27434
Boston University
	 	 	
BOSTON UNIVERSITY 
 
SCHOOL OF MEDICINE 
 
 
 
 
 
Thesis 
 
 
 
 
 
CORTICAL MOTOR PROSTHETICS: THE DEVELOPMENT AND USE FOR 
PARALYSIS  
 
 
 
by 
 
 
 
 
ELAINA MARYELIZABETH ZIEHM 
 
B.A., Vanderbilt University, 2011 
 
 
 
 
 
 
 
Submitted in partial fulfillment of the 
 
requirements for the degree of 
 
Master of Science 
 
2018  
	 	 	
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2018 by 
 ELAINA MARYELIZAB?TH ZIEHM 
 All rights reserved  
	 	 	
Approved by 
 
 
 
 
First Reader   
 Vickery Trinkaus-Randall, Ph.D. 
 Professor of Biochemistry 
 
 
Second Reader   
 Louis Gerstenfeld, Ph.D. 
 Professor of Orthopaedic Surgery  
 
 
		 iv 
 
CORTICAL MOTOR PROSTHETICS: THE DEVELOPMENT AND USE FOR 
PARALYSIS 
ELAINA MARYELIZABETH ZIEHM 
ABSTRACT 
The emerging research field of Brain Computer Interfaces (BCIs) has created an 
invasive type of BCI, the Cortical Motor Prosthetic (CMP) or invasive BCI (iBCI). The 
goal is to restore lost motor function via prosthetic control signals to individuals who 
have long-term paralysis. The development of the CMP consists of two major entities: the 
implantable, chronic microelectrode array (MEA) and the data acquisition hardware 
(DAQ) specifically the decoder. The iBCI's function is to record primary motor cortex 
(M1) neural signals via chronic MEA and translate into a motor command via decoder 
extraction algorithms that can control a prosthetic to perform the intended movement. 
The ultimate goal is to use the iBCI as a clinical tool for individuals with long-term 
paralysis to regain lost motor functioning. Thus, the iBCI is a beacon of hope that could 
enable individuals to independently perform daily activities and interact once again with 
their environment.   
This review seeks to accomplish two major goals. First, elaborate upon the 
development of the iBCI and focus on the advancements and efforts to create a viable 
system. Second, illustrate the exciting improvements in the iBCI's use for reaching and 
grasping actions and in human clinical trials. The ultimate goal is to use the iBCI as a 
clinical tool for individuals with long-term paralysis to regain movement control. Despite 
the promise in the iBCI, many challenges, which are described in this review, persist and 
		 v 
must be overcome before the iBCI can be a viable tool for individuals with long-term. 
iBCI future endeavors aim to overcome the challenges and develop an efficient system 
enhancing the lives of many living with paralysis. 
 
Standard terms: Intracortical Brain Computer Interface (iBCI), Intracortical Brain 
Machine Interface (iBMI), Cortical Motor Prosthetic (CMP), Neuromotor Prostheses 
(NMP), Intracortical Neural Prosthetics, Invasive Neural Prosthetic all terms used 
interchangeably 
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INTRODUCTION 
In 1975, a computer scientist, Jacques Vidal, wrote in Annual Review of 
Biophysics and Bioengineering: "Can these observable electrical brain signals be put to 
work as carriers of information in man-computer communication or for the purpose of 
controlling such external apparatus as prosthetic devices or spaceships?" to express his 
thoughts regarding his observation of an electroencephalogram's signal modulations 
(120). Little did the scientific community know that this statement would spark ideas and 
questions for researchers to create later an exciting and promising field, Brain Computer 
Interface (BCI) also known as Brain Machine Interface (BMI) or Neural Prosthetics. The 
emergence of the BCI has created a multidisciplinary field integrating researchers from 
neuroscience, physiology, psychology, engineering, computer science, rehabilitation and 
other technical and healthcare disciplines (Mason and Birch). Neural prosthetics are a 
technological bridge from the brain to computer leading to external device control to 
perform specific functions.  
Neurodegenerative disease, spinal cord injury, and a number of other factors 
constitute potential causes of paralysis that pose a variety of issues for patients including 
disconnecting the brain from the body that leads to the individual being unable to perform 
volitional movements. A recent survey revealed that more than 75% rated arm/hand 
function restoration as very important to improving quality of life (19). CMP research 
focuses on using microelectrode or sensor-recordings of the primary motor cortex (MI) 
neuronal activity that conveys intended movement (32, 105) and transmits the intentional 
movement language to an external device ultimately to restore lost motor function. 
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Primarily, the CMP aims to translate the encoded intended movement neural signals into 
the intended action.    
Three major types of BCI differ based upon the placement of the microelectrodes 
and the electrophysiological method. From least invasive to most invasive the CMPs 
consist of Electroencephalogy (EEG) BCI, Electrocorticographic (ECoG) BCI, and 
Intracortical BCI (iBCI). Below in Table 1 are the advantages and disadvantages of each 
BCI as well as the recording location of each BCI in Figure 1; however, this review 
focuses on the CMP or iBCI. 
BCI Recording 
location 
Advantages Disadvantages References 
EEG scalp Least invasive, 
support high two 
and three 
dimensional 
cursor 
movement 
Requires 
extensive user 
training, lower 
spatial 
resolution 
limiting amount 
extract 
information, 
susceptible to 
artifacts from 
other sources  
22, 39, 40, 66, 
79, 80, 89, 104 
ECoG Brain surface Higher spatial 
resolution, less 
vulnerability to 
artifacts and 
ambient noise, 
less invasive 
than 
intracortical, 
long-term signal 
stability 
More invasive 
than EEG 
30, 67, 68, 104, 
128, 137 
Intracortical Primary motor 
cortex or within 
the brain 
Higher signal 
fidelity, less 
training than 
EEG, more 
precise control 
Lack of signal 
longevity, 
continued 
intensive expert 
oversight, 
43, 44, 56, 104 
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of BCI system 
for prosthetic 
movement  
neurosurgical 
risks 
Table 1: Compare and Contrast the different BCI types  
 
Table 1 illustrates the three major BCI types highlighting the recording location 
and an overview of advantages and disadvantages of each determined by numerous 
research studies. Evident in the table is the progression of signal quality, precision and 
invasiveness in the usage of each BCI showing that with an increase in invasiveness of 
electrode placement yields more precise prosthetic control and higher signal fidelity, but 
also an increase in individual risks from surgical to signal longevity. 
 
 
Taken from (104). Figure 1: Electrode Placement of Different Brain Computer 
Interface Types 
 
Figure 1 presents an illustration of the electrode location in each particular BCI. A 
is the placement of the non-invasive scalp electrodes of electroencephalography (EEG) 
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BCI. B. is the placement of the non-invasive brain surface electrodes of 
Electrocorticography (ECoG). Even though ECoG electrode implantation requires 
surgery, the ECoG is a non-invasive approach due to the recording being on the brain 
surface and no penetration of the cerebral cortex. C. is the placement of invasive BCI 
electrodes located within the brain. 
Several significant components make up the iBCI. This review describes each 
element in such a way to indicate the process of translating the neural signal to prosthetic 
movement.  First, the microelectrode or sensor is implanted within the primary motor 
cortex (MI) to record the extracellular voltage neural signals also known as action 
potentials or spiking activity. Next, the neural signals encoding intended movement is 
transported, amplified and sampled by the data acquisition hardware (DAQ) that contains 
the vital decoder. The decoder extracts informative features from the neural signals 
related to the intended movement that is then via estimation techniques translated into 
command signals. The decoder has three domains: extraction, estimation, and calibration. 
Finally, the motor command signals relayed to the prosthetic device that ultimately 
performs the intended movement as well as provides the user with feedback. Each 
component presents its challenges and space for advancement; hence, iBCI research aims 
to discover the most effective microelectrode including materials and composition and 
the most efficient decoder including an algorithmic framework that will function as a unit 
to control a prosthetic limb with the most natural of movements. Developing a clinically 
viable iBCI to enhance tetraplegic individuals' quality of life is the ultimate goal. 
Accomplishing such a goal requires human clinical trials examining reaching and 
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grasping of objects via an iBCI, where the benefits of anticipated quality of life 
improvement outweigh the risks (101). 
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DEVELOPMENT OF CORTICAL MOTOR PROSTHETICS  
Background  
Cortical motor prosthetics (CMP) is the interface or contact point between 
engineering and biological worlds (5). There are four general components to a CMP: 
recording, extracting, generating and feedback; however, the two essential elements 
currently in research and development are the neural recording activity via 
microelectrode or sensor and extracting the intended action from the neural activity via 
extraction or decoding algorithms. The sensor's function is to record the neural signals 
from the motor cortex while the decoder functions as the software component 
transcribing the neural messages into the user's intended movement. The sensors also are 
known as microelectrodes have high sensitivity to detect action potentials or spikes, 
single neuron discrete outputs, and field potentials,  small to large numbers of neurons 
sum of voltage fluctuations. The neuronal population's time evolving output pattern is 
made up of each electrodes ability to provide spiking from up to a few neurons 
approximately one or two that represents a small sample set of the entire neuron 
population in this limited region. For this reason, spike detection by microelectrodes 
requires close approximation to a neuron (28). Using this early work, researchers 
embarked on multielectrode approaches that have enabled researchers to predict an 
animal's wrist position from the decoded motor cortex output (6, 78) and provided 
creatures with the ability to control external devices to perform simple tasks (14). One of 
the first clinical examples of this technology occurred in 1998 when an individual with 
amyotrophic lateral sclerosis (ALS) paralysis was able to control an on-off switch using 
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microelectrodes implanted within the motor cortex. The work of Kennedy and 
researchers was a critical step towards developing ways for patients to directly control 
their environment by interfacing with a computer (57).   
Over 50 years ago, the ability to record single cortical neurons that control 
voluntary movement was discovered, which laid the foundation for current iBCI research 
(23, 28, 31, 36, 37, 50, 54, 102). As early as the 1970s, Humphrey and other investigators 
uncovered the ability to simultaneously record single neurons and a small population or 
several neurons. Cortical neuronal population recordings occurred as the animal 
performed arm movements. The recordings proved to be adequate and accurate for real-
time predictions of various response measurement time courses, which is crucial in the 
current research and development of an effective iBCI (50). 
With the progression of time, researchers discovered that neuronal interactions 
and recording from populations within the primary motor cortex (MI) convey information 
about motor behavior specifically limb movements information and direction (77). The 
scientific community has shown the importance of developing a functional and 
sophisticated microelectrode that can record the language of the brain. Hence, 
microelectrode arrays or the sensors, implanted within the primary motor cortex (MI), are 
the first elements in a neural prosthetic. MI neuron activity conveys movement intent to a 
sufficient degree that can be used as a control signal to operate external, artificial devices 
(14, 105, 115, 123). Within the motor cortex, layer V contains the neurons with the 
largest cell bodies (>100um) and generate the largest electrical fields and making these 
neurons the ideal sources of recordings. Thus, microelectrode arrays must be able to 
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record the distinguishable spikes from layer V neurons (14). Researchers have focused on 
developing sophisticated, multifunctional MEAs that is paramount to the success and 
advancement of neural prostheses. Microelectrodes record neural firing patterns including 
local field potentials (LFP) (3, 33, 34, 76, 93, 109), single and multiple neurons action 
potential, or spiking signals (13, 14, 61, 71, 103, 105, 115, 118,). Each signal contains 
movement related information. Researchers continue to investigate the most effective and 
specific neural signal to record and have yet to determine which signal is the best. Hence, 
detailing such research efforts is not an aim of this literature review.  
In this literature review, the development of cortical motor prosthetics focuses on 
analyzing the critical features neural interface system components: intracortical 
microelectrode arrays and the decoder to which the motor state estimation via the 
algorithmic framework. 
INTRACORTICAL ELECTRODES 
The first component of a neural prosthetic is the intracortical electrode or sensor 
for this is the fundamental requirement in developing a functional iBCI. It is the sensor 
that can record the neural spike activity or LFPs from the motor cortex with enough 
quality, stability, reliability, information content and longevity to acceptably meet the 
BCI system's needs (58, 131, 132). Intracortical electrodes have five functional aspects: 
1. electrode sites/contacts, 2. lead/trace, 3. dielectric, 4. substrate, 5. coatings. Analyzing 
each component provides a means to understand the microelectrode array's requirements 
as summarized in Table 2. 
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Component Function Requirement/factors 
Electrode Site/Contact Record neural activity; 
direct contact with brain 
tissue 
Site material; area, 
roughness and shape of 
contact surface 
Lead/Trace Connects electrode to 
separate electronics 
interface; not in direct 
contact with brain tissue 
Low resistance, flexibility 
and robustness, compatible 
and consistent fabrication 
process, negligible 
corrosion or cytotoxicity 
Dielectric Insulates each lead from 
brain tissue; composite 
material  
Maintain high electrical 
insulation, sufficient 
flexibility, strength and 
robustness for long periods 
of time 
Substrate Gives structure integrity of 
each tine/shank; possible 
additional moisture barrier 
between dielectric and 
tissue 
 
Coatings Modifies electrical, 
mechanical or biological 
microelectrode array 
characteristics 
Fine tune electrical 
characteristics of the site 
Taken from (58, 131) Table 2: Each microelectrode component function and 
requirements 
 
Due to the decades of research about microelectrodes and recordings of neural 
activity, there is a reasonably well-developed design for chronic microelectrode arrays 
regarding materials, fabrication technologies, packages and component integration, which 
allows for a classification system of microelectrodes (131). The first organizational level 
is whether the microelectrode array (MEA) is designed and fabricated using microwire 
bundles or via micro electromechanical systems (MEMS) microfabrication processes. 
Microwire arrays consist of individual microwires whereas MEMS arrays are 
micromachined at a wafer level from silicon and/or polymer substrates. The fabrication 
process (E.g., planar, thin-film, bulk micromachined MEMS process), materials (e.g. 
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platinum or iridium electrode sites, polymer or inorganic dielectric), and 
assembly/packaging can further categorize these polymer substrates (58, 130, 131). 
Despite the variety of microelectrode array designs validated by animal and early human 
clinical intracortical experiment testing, there remain only several that tend to be used 
experimentally and researched. The primary electrode arrays used are described below 
and listed by use in iBCI research. By investigating the strengths and weaknesses of each 
array, researchers concluded that biological and procedural variation, MEA geometry, 
material composition and insertion method have significant roles in biological responses 
to the MEAs as well as the ability to efficiently record and stimulate long-term (122). 
Long-term, chronic neural recording requires arrays to maintain stable mechanical 
position relative cortical structures over the prolonged period (81); however, the MEAs 
have been shown to move (16). Therefore, to create and improve area neural prosthetics 
researcher focuses on advancing and makes additional suitable implantable MEAs for 
chronic neural recording (119). 
Throughout the decades of BCI research, diverse microelectrode arrays have been 
developed such as microwire arrays, planar type, mushroom-shaped, nanostructured, non-
metal based, polymer-based with the ultimate aim to discover the optimal microelectrode 
configuration and materials to obtain chronic neural recordings. For this literature review, 
three arrays are reviewed: 1. Microwire array, 2. Michigan microelectrode array, 3. Utah 
microelectrode array.  
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Microwire array 
 
Taken from (72) Figure 2: Microwire arrays. A.)Microwires connected to the 
connector, b) dense microwire array 
 
Microwires are the oldest and first sharpened metal electrode to be chronically 
implanted and used to record neural signals or spiking activity. Microwire arrays have 
advanced since the first use in the 1950s. By using different nontoxic, high corrosive 
metals such as stainless steel, platinum, gold, tungsten, and iridium (111), investigators 
determine the most suitable composition to obtain stable and accurate long-term action 
potential recordings. The microwire array contains an uninsulated tip that is the electrode 
site with an interconnected, insulated aspect that is coated with the dielectric layer and 
lacks a substrate component (131). Research has investigated ways to create a more 
precise microwire array. Studies found that increasing the number of microwires 
enhanced the ability to obtain chronic, multi-site unit recordings (82, 127), which is 
evidence that microwire arrays are capable of recording long-term neural signals. These 
studies also established a simple and inexpensive protocol (127). One innovative design, 
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a floating microwire array, postulated the feasibility of a fully implantable neural 
prosthetic system as well as capable of recording capable of recording both spikes and 
LFPs from neurons located deep in sulci and those on the surface of the brain (81). The 
main advantages of microwire array use are the fabrication ease (86), access target 
neurons deep in the brain (26, 81); the main disadvantage is microwires’ bending nature 
upon implantation that results in a loss in the accuracy of wire tips positions about one 
another (4). 
Non-metal based electrodes: silicon-based 
Emerging lithography techniques sparked the development of silicon-based 
electrodes that enabled fabricating complicated and a micromachine approach. A 
micromachining approach is being used to stimulate neurons and record the action 
potentials (21, 74). Micromachining utilizes silicon to create a more rigid (i.e. less 
flexible) microelectrode, which mitigates the limitations of the flexible nature of 
microwire arrays. Compared to microwire arrays, silicon-based are smaller, capable of 
recording a higher number of different cortical layer sites with the same tissue 
displacement quantity (62). 
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MICHIGAN MICROELECTRODE ARRAY (MMEA) 
 
Taken from (119). Figure 3: Michigan Microelectrode Array 
Figure 3A illustrates the general construction of a 4 shank, 16-channel probe note 
that the construction varies by modifying shank and channel probe numbers with the 
diameter ranging from 20 to 60um. Figure 3B displays recording sites of the MMEA. 
Figure 3C indicates the surgical implantation of the MMEA into the motor cortex (119).  
The Michigan array (MMEA) is planar, three dimensional (3D) microelectrode 
array that was developed at the University of Michigan and is capable of accessing the 
same cortex layer over a two dimensional (2D) area (24, 41, 48, 87, 95, 119). The 
composition of the MMEA is silicon dioxide and silicon nitride dielectric stack, 
polysilicon traces, boron diffused silicon substrate, and iridium electrode sites (95, 119). 
The defined shape and thickness provided by selectively diffused boron into the silicon 
wafer decreases the microelectrode's rigidity which is not desired since upon implantation 
can result in neural tissue damage (9, 24, 62, 87, 119). An advantage of the MMEA is the 
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extensible platform that provides the array with the ability to be assembled into multi-
plane arrays, which enables a three-dimensional placement of recording sites (87, 119). 
Also, on a single shank or tine that penetrates the neural tissue there are multiple 
recording sites made of iridium metal and gold bond pads that run along the shank 
providing the MMEA with the ability to achieve multi-depths (9, 63, 83, 119). Additional 
MMEA advantages such as batch fabrication, high reproducibility of geometrical and 
electrical characteristics, easy recording site placement and substrate shape 
customization, small size, inclusion of chip electronics for signal condition, ability to be 
microassembled into 3D arrays, and ability to integrate with silicon ribbon cable (63, 87, 
119). Regarding the MMEA's ability to record neural signals over a period, researchers 
revealed that when the MMEA was implanted within a rat for over a year available and 
accurate neural activity was recorded. In addition they were able to develop a 
multichannel neuronal level cortical interface (63, 119). Thus, the MMEA design is a 
possible chronic implantable recording device for iBICs. 
UTAH ELECTRODE ARRAY (UEA) 
 
Taken from (49). Figure 4: Utah electrode array. 
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The Utah electrode array (UEA), the other silicon-based microelectrode, is the 
most widely used implantable microelectrode array for iBCIs (58, 131). Figure 4 
illustrates the UEA design of approximately 100 sharpened silicon-based needles. Each 
needle is 1 to 1.5mm long insulated with biocompatible polymers such as parylene-C or 
polyimide with a platinum or platinum/iridium coated tip (78, 94, 95, 99). Because of the 
UEA's architecture, the Utah array can both record from individual neurons with high 
locative resolution and activate neighboring neurons (94, 95). The UEA's 
biocompatibility, geometry and structure provide the array with the benefit of being 
safely implanted deeply into the brain. Therefore, the UEA is extensively used within the 
research community (49, 72, 103). In addition to the above benefits, the UEA was able to 
record multiple unit neural activity following implantation into cat cerebral cortex that 
was used to control an external device (77). This advantage propelled the scientific 
community to use the UEA as the array of choice for neural prosthetic research (43). 
 
MEA Substrate 
Material 
Electrode 
Site/Contact 
Material 
Dimension References  
Microwire S-isonel (or 
Teflon)-coated 
tungsten (or 
stainless steel) 
Tungsten, Iridium, 
Platinum/Iridium 
alloy 
3D array  4, 26, 82, 86, 
111, 127, 131 
Michigan  Silicon with 
Silicon 
dioxide/nitride 
Iridium or Platinum Planar, 2D 
and 3D array 
9, 24, 41, 48, 
63, 83, 87, 95, 
119  
Utah Silicon coating: 
Parylene-C 
Gold and Platinum 3D array 43, 49, 72, 77, 
78 78, 94, 95, 
99, 103, 131 
 
Table 3: Summary of the three major microelectrodes 
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 Table 3 is a review of the attributes and qualities discussed throughout this 
literature review. Presented are the critical characteristics of each microelectrode array 
specifically substrate material, electrode site and the contact material, and the dimension. 
DATA ACQUISITION HARDWARE 
The data acquisition hardware (DAQ) of the iBCI functions as the transportation, 
amplification, and digital sampling of implanted microelectrode arrays' recorded neural 
signals. Data processing occurs via hardware and software platform compiled of various 
decoding routines. The hardware and software platform composes the decoder, which is a 
focus of this review. 
Decoder  
Cortical motor prosthetics are designed to assist individuals with long term 
paralysis by interpreting recorded neural signals to command signals for assistive devices 
such as prosthetic limbs. CMPs rely on chronically implanted microelectrode arrays to 
record the neural signals that must be translated into a motor command to control the 
external device, which is accomplished by the decoder (71). Without the decoder, there 
would be no communication or link between the brain and prosthetic device. Over the 
last decade, an expansive dedication to developing iBCI more accurate decoders both 
offline simulations with prerecorded data and online via closed loop settings has been 
evident. Despite the commitment to decoder advancements, almost all the studies had to 
retrain the decoder in a supervised manner to preserve their accuracy (8, 19, 38, 43, 71, 
81, 106, 117, 118). 
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Before the decoder extracts neural signal features, there are data acquisition steps. 
Each operational cycle or time step computes a vector of values from the multivariate 
time series segmented from the sensor’s recording continuous steam of many voltage 
waveforms (44). These typical biphasic voltage waveforms from each channel are 
visually analyzed to manually adjust time and amplitude, translating them to discrete 
events in time, and allowing spike detection and assignment to single neuron or cluster of 
neurons. The spike counts calculation of each time binned unit develops a point process 
per channel (44). The decoder is essentially a number of algorithms that are used to 
estimate the user's intended limb movement (or computer cursor) by employing variables 
such as hand velocity, desired joint torques or muscle activations at present (125). Hence, 
in this review, the algorithmic framework that will be explicitly reviewed is the most 
widely used, the Kalman filter. With the appropriate algorithm, the neural signals of 
intended movement can be decoded and relayed to the prosthetic or robotic arm to 
execute the 3D movement. The ultimate goal is to create decoding algorithms that would 
allow the robotic prosthetic to have as natural and unlimited movement as humanly 
possible (96, 97). Thus, this illustrates the importance and crucial need to create and find 
the appropriate and most effective algorithms. 
The current state of decoder technology requires, during iBCI setup, a calibration 
process. The purpose of calibration is to set the decoding algorithm (filter) parameters. 
The calibration process develops a map of intended movements (52, 53). Currently, there 
are two calibration techniques: open loop (OL) and closed loop (CL). The main 
difference between the open and the closed loop is that the OL does not provide the user 
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with feedback from the prosthetic and instead must imagine the control. In contrast when 
the CL is employed the user gets visual feedback of the effect of his or her neural activity 
on the device motion (52, 112, 116, 124). The approaches ultimately differ in the type of 
feedback, for in the OL the user does not receive feedback whereas in the CL the user 
receivers visual feedback (112). When the open technique is employed, the user watches 
an arm or cursor make specific movements while the decoder is calibrated or trained to 
take recorded neural activities and predicts the state of the observed limb (113, 116, 125). 
This iterative process associates the user’s recent neural activity history with the present 
time state of the observed limb. In contrast, the closed technique associates the user's 
recent neural activity history with what is postulated to be the desired limb movement at 
present (124, 125). The closed loop approach consists of the user utilizing the iBCI in 
real time to attempt to perform a job as the decoder is being trained to use the individual's 
neural activity to predict what is intended to be the individual's desired limb movement 
throughout the task (13, 20, 52, 84). The closed loop utilizes multiple mathematical 
models that function to extract motor parameters including hand position, velocity, and 
gripping force of many arm muscles from the neural electrical activity (13). Both 
approaches used alone or in combination to train the decoder to ultimately enable the 
decoder to predict the user's desired action at present while making use of the user's 
neural activity history up to the present time (124, 125). Thus, the function of calibration 
is to determine how each neuron responds before and during a specific movement, which 
provides the decoder with the ability to better predict the intended movement from the 
extracted neural signal recordings streaming from the sensor. 
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Decoder research has recently begun to focus on solving future clinical prosthetic 
usage for practical considerations while continuing to improve control accuracy. 
Necessary resolutions to the following issues including the algorithmic framework, 
decoding variables such as desired position and endpoint velocity (45), predicting user 
intention (29, 52, 38), torque values for more natural interaction with objects (17, 112) 
remain high priorities to researchers. The most critical issue to resolve is the creation and 
improvement of the algorithmic framework for this is the core or crux of decoder's 
functioning. Therefore, if the algorithmic structure is faulty and lacking, then the decoder 
will be unable to efficiently translate intended movement neural signals, create motor 
command and transmit the command to control the prosthetic device. Thus, this review is 
focusing on the developments of the decoder algorithmic framework specifically the 
Kalman filter. 
Algorithmic Frameworks 
Intended movement prediction, the essence of the decoder's function, hinges on 
the proper usage of an algorithmic framework. Since neural prosthetics use the M1 
cortical activity as the control command signal, it is necessary to create a novel method, a 
transform or algorithm, that serves as the filter between neural firing patterns and the 
deliberate movement action (44, 121). Throughout the last decade, researchers developed 
decoding filters with distinct benefits; however, the Kalman filter continues to be the 
algorithmic framework of choice to improve and currently is in use for the iBCI's systems 
that are in experimental trials in humans. 
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The Kalman filter is the most widely used in neural interfaces to decode neural 
activity and estimate desired movement kinematics (75). Upon its implementation in 
2002, iBCI performance has significantly improved. Advances in the neural prosthetics 
stimulated by the use of Kalman filter provided neural encoding insight into hand motion 
(70, 134, 135). The filter has many benefits for cortical motor prosthetic applications: 
small amount of training data required, negligible parameter estimation (learning) 
computational cost, precise and efficient state approximation (134, 135). 
  The filter approximates the state of the limb (i.e., hand) at the specific instant in 
time following these mathematical guidelines: xk = [𝑥,𝑦, 𝑣𝑥, 𝑣𝑦,𝑎𝑥,𝑎𝑦]!! representing F 
x position, y-position, x-velocity, y-velocity, x-acceleration, and y-acceleration at time tk 
= k△ 𝑡 (133, 134, 135). The filter relates neural activity to the concept of a state via a 
neural model by applying Bayesian computations which infer based upon the neural 
activity a distribution for noise and probabilistic tracking (20, 135). There are two 
assumptions: a linear relationship between the state and the observations zk ∈ ℜ! that 
portrays C X 1 vector with firing rates at time tk for C observed neurons and a linear 
relationship between the state and time (135). These assumptions are mathematically 
represented as zk = Hxk + qk and xk = Axk-1 + wk where k = 1, 2, …, M where M is the 
number of time steps per trial and H  ∈  ℜ∁!!, Ak ∈  ℜ!!! are the linear coefficient 
matrices. The variables zk and xk respectively mean: zk represents extracted features of 
user's neural activity explicitly firing rates, and xk describes the user's intended 
movements of the external device specifically the desired position and endpoint velocity 
(20). Noise terms, qk and wk, are assumed zero mean with normal distribution: qk 
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~N(0,Q), Q∈ ℜ!"!, wk ~N(0,W), W∈ ℜ!"!. The above equations define the linear 
Gaussian model that the state and its uncertainty are approximated recursively via the 
Kalman filter algorithm (Wu2004). The mathematical derivation of the above basic 
Kalman filter algorithm equations is not the focus of the literature review; however, there 
are extensive resources and reports of the elaborate process that went behind developing 
the above equations (133, 134). The Kalman filter has been deemed the optimal linear, 
recursive algorithm used to approximate the unknown intended movement of the external 
device from the user's recorded neural signals (20). 
Due to the popularity and optimal statistical ability of the Kalman filter, current 
research aims to enhance the efficacy of the filter for clinical prosthetic use. The 
developmental process of the Kalman filter reveals the ever-changing and continuous 
advancements that ultimately create the most efficient algorithmic framework. Studies 
have elaborated on the complexities of the kinematics of muscle activity revealing natural 
movements are complex and far from a linear, time-invariant system for postural and 
sizeable gross control of movements differ drastically. Therefore, changes in the 
algorithmic framework of Kalman filter would consider more flexibility away from a one 
size fit all strategy or solely linear state model (96, 97, 117). Hence, the developments of 
a nonlinear model Kalman filter, or the unscented Kalman filter (UKF) (70). Studies 
improved upon the UKF by incorporating a Bayesian regression self-training method (71) 
and multiple offset correction algorithm (MOCA) (46, 47). Both approaches alleviated 
problems in the user's ability to control the iBCI as well in maintaining control accuracy 
of iBCI over extended periods of time (46, 47, 71). Most recently, the creation of the 
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UKF2 that includes an encoding model: novel acceleration magnitude, position-velocity 
interaction and target cursor distance features (decoder does not require target position 
input) as well as a probabilistic velocity threshold improved on determining the user's 
intent to move (69). The UKF2 represents a novel non-linear model of neural tuning 
adding of hand acceleration, hand position and velocity with target position and using 
spike history to model neuron autocorrelation and cross neuron correlation (69). Another 
advancement in the Kalman filter function is the creation of a control algorithm, 
recalibrated feedback intention-trained Kalman filter (ReFIT-KF) that was shown to 
sustain uninterrupted use for a period of time and is capable of generalizing more 
challenging tasks without retraining (38). All of the improvements to the Kalman filter 
have propelled the iBCI towards becoming a more clinically viable tool that can enable 
individuals with tetraplegia to control a prosthetic device with more natural and 
humanistic movements. 
With advanced fundamental neuroscience understanding of sensor outputs' signal 
and noise characteristics and the logical algorithm, researchers can create effective neural 
decoding improvements. With the appropriate algorithm, the neural signals of intended 
movement can be decoded and relayed to the prosthetic or robotic arm to execute three-
dimensional movement. The ultimate goal is to create decoding algorithms that would 
allow the robotic prosthetic to have as natural and unlimited movement as humanly 
possible (96, 97). Thus, this illustrates the importance and crucial need to create and find 
the appropriate and most effective algorithms.  
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CORTICAL MOTOR PROSTHETIC USE 
 
Restoring natural motor functioning to individuals with long-term paralysis and 
enabling them to perform daily living activities, is the ultimate goal of the iBCI. In order 
for an individual to perform daily living activities, he or she needs to be able to position 
his or her hand in space, orient the palm and grasp an object (19). Because of this, 
reaching and grasping actions have been the two major actions of current iBCI research. 
Research aims to develop models that incorporate natural movement principles to 
integrate intuitive hand and arm movements without relying on exact physiological 
replication because precise reproduced movements and dynamics of such movements will 
not be developed (18).   
Advancing reach and grasping action knowledge has enabled researchers to 
determine that the actions are successive aspects of a single movement both controlled by 
the MI. The naturalistic reach-grasp movement consists of first the reach phase controlled 
by the proximal MI directing the hand and arm to the object's location followed by the 
grasping phase controlled by the distal MI shaping arm and hand to grasp and manipulate 
around the object (97, 98). These neuroscience functional imaging experiments 
discoveries have aided in perfecting decoder algorithms. Thus, algorithms should reflect 
the successive details of a single movement action with integrated kinematic and dynamic 
iBCI control of a prosthetic device (18). Utilizing these developments has propelled 
research to the new level of human clinical trials. 
Over the last decade, there have been crucial advances in human iBCI from 
multiple groups that have focused their efforts on individuals with tetraplegia. One of the 
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major developments has been the establishment of the BrainGate Neural Interface 
System, a society of neurologists, neuroscientists, clinicians, engineers, and others. 
BrainGate Neural Interface System shares the common goal to perfect the iBCI and 
providing a viable mechanism for individuals with paralysis to restore motor control. It is 
crucial in the clinical domain to enhance CMP performance beyond proof of concept and 
toward a widespread adoption. Therefore, it is crucial to comprehend whether and how 
advances in animal models will convert to clinical populations. Research using animal 
models has successfully shown that nonhuman primates can use an iBCI to control 
physical devices (13, 55, 105, 115, 117, 118). The transition from non-human to human 
models has been a stepwise process. First, research demonstrated that tetraplegic 
individuals could control a computer cursor to draw figures, play video games, open and 
close prosthetic hands, make robotic arm basic movements by a point and click interface 
via a neural prosthetic (44, 38, 61, 108). These discoveries enabled scientists and 
researchers to propose possible technology applying to arm and hand function restoration 
(44). These findings provided researchers with the knowledge and insight to further 
analyze and establish technology that tetraplegic individuals could use to directly 
manipulate prosthetic devices via neural signals to execute intended arm and hand 
movements. In 2012, human clinical trials began exploring such a feat evident in this 
review below. 
The general iBCI method and construction for each clinical trial include UEA 
sensors and Kalman filter decoder. The decoder analyzes single or multi-unit spikes with 
calibration approach of OL followed by the CL, which translates and sends the motor 
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command to either a DEKA arm (90, 91, 92) or modular prosthetic limb (MPL). The 
MPL is an advanced upper body extremity prosthetic developed with the support from 
DARPA as part of the Revolutionizing Prosthetics Project (91). In 2012, Hochberg and 
researchers expanded upon their laboratory's previous demonstrations of point and 
clicked neural control by individuals with tetraplegia (44) by exhibiting that individuals 
with tetraplegia were capable of using neural signals to control prosthetic arm and 
perform 3D reach and grasp movements (43). The research exposed more complex 
control of the robotic arm than previously seen in nonhuman primate experimentation. 
This was evident in one individual who had been implanted with the sensor 5 years prior 
and used the robotic arm to drink coffee from a bottle (43, 44). Even though the reach 
and grasp movements were not as fast or accurate as natural movements, the results 
reflect the feasibility for individuals with paralysis to restore useful multidimensional 
prosthetic device control using neural signaling (43). 
Collinger and researchers elaborated upon Hochberg and fellows research. They 
exposed how to control anthropomorphic prosthetic limb with seven degrees of freedom: 
the 3D translation, the 3D orientation, and the 1D grasping (19). On the second day of 
this research, the individual moved the prosthetic limb freely in 3D workspace and used 
the prosthetic to complete skillful and coordinated reach and grasp movements that 
revealed significant clinical significant gains in upper limb function tests (19). The results 
indicated the individual was capable of rapidly reaching the target position in specified 
control domain (translation, orientation, or grasp) and maintained a place in the other two 
areas, which is evident in Figure 5. 
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Taken from (19). Figure 5: MPL kinematics of four seven dimensional sequence 
trials.  
 
In Figure 5, A = translation, B = orientation, C = grasp aperture. The black 
horizontal bars indicate a translation (A), orientation (B), or grasp (C) attempt, even 
though the individual had all seven dimensional (7D) control at all times. Each new 
translation target beginning reveals the start of a new trial. The solid colored lines (each 
color reveals the different directional movement of the coordinate system) represent the 
MPL kinematics controlled by the individual. The dotted line represents each dimension's 
target. The grey regions signify MPL paused during the participant was listening to 
computer-generated verbal command. A fully closed hand is revealed as a grasp aperture 
of 1 (19). 
Based on the results presented in Figure 5 the individual was successful in 
maintaining the prosthetic in one control domain while changing the position in another 
and performed coordinated, smooth and skillful movements. The individual was able to 
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improve her performance consistently over some days using different metrics, which 
exposes that the learning capabilities of the individual in controlling the prosthetic limb. 
There was an increase in dimensional control allowing the comprehensive individual 
exploration of the workspace via hand placement in the desired three-dimensional 
location and orienting the palm in three dimensions (19). Thus, Collinger and other 
investigators were able to demonstrate a continuous translation, orientation and one-
dimensional grasping control of prosthetic limb with seven degrees of freedom by an 
individual with tetraplegia. 
With 7D control of prosthetic limb demonstrated, the aim was to add more 
dimensions. This latest trial is by far the most advanced and promising human trial. 
Wodlinger and researchers extrapolated on the Collinger lab's research in 2013 by 
expanding the scope to extract hand shape commands from the UEA implanted in MI 
(129). By adding four new control signals dictating hand shape increased the control of 
prosthetic arm simultaneously to ten degrees of freedom: 3D translation, 3D orientation, 
4D hand shaping. The following Figure 6 illustrates the experimental setup:   
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Taken from (129). Figure 6: Experimental Setup and Design 
Figure 6A shows beginning clockwise from the left the four hand shape postures: 
finger abduction, scoop, thumb extension, and pinch. Figure 6B is the MPL experiment 
setup, which included the MPL with a vertical board, and nine LEDs indicating 
translation target throughout the testing. Figure 6C shows the ten-dimensional (10D) 
virtual reality sequence task virtual testing environment. Figure 6D suggests each 
movement phase for a sample ten dimensional sequence task trial. Figure 6E shows each 
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movement phase for a ten-dimensional virtual reality object task trial. Figure 6F are the 
objects used in the Action Research Arm Test (ARAT) (129). 
To further elaborate upon the functional use of the prosthetic limb and 
experimental design, a series of tasks was presented. Specifically there were nine 
subtasks from the ARAT that did not require the degree of fingertip compliance, which is 
currently not possible. The functional data are shown below in Table 4:  
 
Take from (129). Table 4: ARAT completion times and scores from functional 
performance tasks 
 
Presented in Table 4 are the completion times, which data analysis revealed an 
average ARAT score of 15.5 out of a possible 27 and the average movement time per 
item was 23 seconds (129). These values compared to the previous research in 2013 were 
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not significantly different, which indicates the individual was able to maintain a high-
performance level while controlling a more complex system. The results presented from 
this research reported some advancements in the usage of iBCI to neurally control a 
prosthetic device. Wodlinger and fellows presented that cortical motor neurons encode 
numerous parameters to the movement that was capable of being decoded with a simple 
algorithm thereby producing superior dimensional prosthetic device operation. Most 
importantly, the research accomplished quantitative assessment of upper limb function 
that by including hand shape capacity a full range of interactions is capable of being 
executed, which increases the variety of possible independent activities of daily life an 
individual with long-term paralysis can perform (2). This research was a platform that has 
propelled the current in-progress clinical trial entitled "BrainGate 2: Feasibility Study of 
an Intracortical Neural Interface System for Persons with Tetraplegia" led by Dr. Leigh 
R. Hochberg. Hochberg and researchers aim to primarily obtain preliminary device safety 
information and demonstrate the efficacy of tetraplegic individuals’ ability to control 
computer cursors and prosthetic limbs. Additionally, Hochberg and researchers seek to 
investigate and establish parameters for a more extensive clinical study including 
appropriate neural decoding algorithms, sample size, indices of measurement, success 
criteria and endpoints (2, 12). Thus, the human clinical trials goal is to illustrate the 
feasibility of using neural spiking activity to be translated into motor commands thereby 
successfully controlling a prosthetic arm to restore lost motor function to individuals with 
tetraplegia.   
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Challenges 
Despite the promise and success of the above clinical trials, there remain 
challenges to overcome before the iBCI can be a viable clinical method for restoring 
motor function to those with long-standing paralysis. The problems are numerous and 
include instability and longevity (16, 114), eliminate transcutaneous wires (10, 136), 
robust and reliable CL algorithms without daily calibration (1, 19, 43, 53, 129), limited 
arm movements due to algorithmic deficiencies (1, 19, 44, 52, 129), develop 
continuously updated parameters for algorithms (53, 84, 85, 106, 107), and lack of 
somatosensation (7, 32). This review describes the challenge of signal instability and 
longevity. This problem is a significant limitation because obtaining a long-standing, 
accurate and stable signal is the essence of the neural prosthetic. Signal instability is 
evident in a decrease in impedance (126), change in waveform shape (16, 99), a reduction 
in action potential amplitude, root mean squared noise and number (16, 103). Studies 
determined that electrode material degradation, gliosis, and chronic inflammation cause 
signal instability.   
Long term signal stability and biocompatibility are prerequisites to propel neural 
prosthetics forward too clinical use (99). Microelectrode arrays ability to record long-
term neural signals is paramount, because upon the removal additional brain tissue is 
damaged (99). A few studies reported extended periods of reliable and accurate signal 
quality include a long-term stability of the implanted microelectrode maintained 500 days 
in monkeys (114), point and click cursor control over 1000 days (108), and multi-
dimensional device control over 5 years (43). However, the goal remains to develop a 
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neural prosthetic that can maintain a viable signal for at least a decade (16, 44, 99). To 
accomplish such a task, the causes of signal instability precisely the reaction to electrode 
implantation must be minimized. The majority of studies focus efforts on decreasing or 
ultimately eliminating gliosis, an immune response to the electrode penetration, to 
stabilize signals (73). Surgically implanting the microelectrode or sensor activates the 
neighboring microglial cells. The result is the formation of extending processes, 
lamellopodia, towards the microelectrode surface (64). Studies have shown that within 
about 30 minutes of implantation, the activated microglial cells begin to encapsulate the 
sensor (65, 132). Thus, a thick sheath composed of microglia and astrocytes fully 
encapsulates the MEA, which significantly limits the MEA's surface ion exchange (59, 
64, 65, 110, 126). Also, neuronal cell death and neurite degeneration occurs 
approximately one month post implantation indicating further damage to brain tissue (59, 
64). Initially, there was an increase in impedance, but over time there was a decrease in 
overall impedance indicated signal instability as a result of gliosis (35, 126). In addition 
to MEA implantation stimulating gliosis, the inflammatory response is activated first 
acutely then due to the persistent presence of the MEA the chronic inflammatory 
response is activated. As a result, the constant presence of the MEA compromises the 
Blood Brain Barrier (BBB) resulting in a scar and inflammation induced neuronal loss 
surrounding the MEA (27). This ultimately leads to the high MEA failure rates and 
impaired signal stability and quality (27, 99). Because creating an MEA with chronic, 
stable signal quality that minimally stimulates gliosis and inflammation are paramount in 
developing a clinically available iBCI system, researchers have aimed to discover 
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solutions to this critical issue. Possible solutions include electrodes with extracellular 
matrix or short adherent proteins such as L1 (27), the use of cylindrically shaped 
electrodes (56), an extracellular matrix-based intracortical microelectrode to that lower 
the strain at the tissue-microelectrode interface (107), an ultrasoft, flexible microelectrode 
encapsulated in polyethyleneglycol (PEG) glue (25), and a poly(3,4-
ethylenedioxythiophene) tetrafluoroborate (PEDOT-TFB) coated microelectrode (17). 
Each has shown beneficial results in significantly reducing the inflammatory response; 
however, bypassing the inflammatory reaction to maintain stable neural recordings over 
an extended period remains a significant challenge. Thus, as evident in the list of possible 
solutions, researchers and companies are focusing their efforts on changing the MEAs' 
material compositions and geometries to create a permanent and stable electrode-tissue 
interface to apply to the neural prosthetic system. 
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DISCUSSION 
Cortical motor prosthetics are an emerging research field that aims to provide 
individuals with long standing paralysis the ability to restore lost motor function enabling 
the individuals to perform activities of daily living and once again physically interact 
with the environment. As this relatively young field of iBCI research expands gaining 
increased attention and interest, it is expected to bring about more advancements and 
innovative developments and designs, thereby, continuing to provide benefits to the daily 
lives of individuals with severe motor disabilities.  
Development of the iBCI as a clinical measure for individuals with long-term 
paralysis has seen significant advances. These improvements seek to meet the primary 
clinically viable requirements: safe, sufficient information to support iBCI use from 
neural signals over the course of a decade, i.e., chronic/long term, reliable interface, and 
the degree of invasiveness cannot exceed what is necessary. Research focuses their 
efforts on improving the two primary iBCI entities, the microelectrode array and the data 
acquisition hardware specifically the decoder, to meet such requirements. The 
microelectrode array has two essential qualities that tend to be the focus of advancement: 
biocompatibility with neural tissue and chronic signaling. First, biocompatibility 
encompasses the structural nature of the MEA including materials and dimensions. 
Researchers have created not only numerous MEA's by merely changing the substrate or 
tweaking the electrode site/contact material, but also many improvements upon the 
specified array. For example, the Utah array is the most popular and continually modified 
to overcome the activation of gliosis and the inflammatory response. As stated in the 
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review, upon implantation of the foreign body gliosis is almost instantaneously 
stimulated as well as the acute inflammatory response that progresses to chronic. Due to 
the deficiency in biocompatibility of array and neural interface, the signal quality is 
affected hence debilitating the MEA from being an accurate chronic recorder. Gliosis and 
inflammation impeded the recording capabilities of the MEA by creating enclosed 
sheaths as well as directly destroying or warping the MEA. Possible future advancements 
to take care of this issue that were not discussed in the limitation section are translate 
studies that showed that dexamethasone-coated neural probes could attenuate the 
inflammatory response as well as reduce neuronal loss in the probe vicinity, i.e., an anti-
inflammatory neural probe (139). Another option is to use neural progenitor cells. Studies 
reveal that neural progenitor cells inhibit inflammatory reaction and replace endogenous 
neurons (100, 101). A possible way is to include the transplantation of neural progenitor 
cells to the implantation sites. Next, the MEA's chronic signaling ability should be able to 
reliably in record single and multiple unit activities from different neurons over the 
course of years. One possible reasoning for this decrease in signal quality is the issue of 
inflammatory response effect on the MEA's ability to record. Therefore, a potential 
measure to overcome this point is to fix the problem of inflammatory response 
stimulation. Another possible step is to redesign the MEA structure by adding more 
shanks, varying shank length, changing the spacing between shanks or adding more 
electrode sites all with the purpose of obtaining more signals to bolster signal quality 
overtime possibly. In addition to the previous possibilities, research should consider the 
exploration and expansion of recording in other cortical areas. In order to provide a more 
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robust signal with additional information capable of maintaining quality over an extended 
period, research should incorporate more neuronal signals. By developing an MEA that 
does not activate the inflammatory response and gliosis as well as that can support 
sufficient, reliable and high fidelity signal recordings over some years, the iBCI will 
progress to become a more clinically feasible apparatus. 
In addition to perfecting the microelectrode array to better the iBCI system, the 
decoder must be advanced. The decoder extracts intended movement features from the 
neural signal recordings obtained by the MEA, translates into a motor command, i.e., a 
language read by the prosthetic effector that transmits the command to control the 
prosthetic device. Deficiencies in the decoder can lead to prosthetic device movements 
that deviate from mimicking natural movements. Upper limb prosthetics has been the 
point of research focus at this time. Therefore, actions such as reaching and grasping 
objects remain key research areas. Current algorithms as stated in the review have been 
designed in a one size fit all approach which hinders the iBCI performance by decreasing 
the ability to control the prosthetic limb via neural signals with a more instinctive state. 
Therefore, decoders should follow a more non-linear approach and advance the 
algorithms by investigating ways to eliminate calibration that would allow for the iBCI 
being at home use rather than solely laboratory. 
The field of iBCI research has not only overcome challenges in the design of the 
iBCI but is also looking advance the iBCI to perform in a more human-like state. One 
such advancement is the creation of a bidirectional iBCI that would not only allow the 
individual to interact with the environment and perform specific tasks but also to enhance 
	37 
the experience by adding the sense of touch and feel. Current research is underway to 
develop such an iBCI. Another future endeavor is to create an entirely wireless 
implantable system that eliminates the need for transcutaneous leads and connectors. A 
completely wireless iBCI would provide users with the freedom of not being connected 
to an external device, thereby, permitting movement throughout space and environment. 
One of the goals in creating a more human-like iBCI is that the iBCI must be able to 
perform fine motor skill and provide full and dexterous control of the iBCI. One study 
that Irwin and researchers performed in early 2017 demonstrated brain control of finger 
level fine motor skills in nonhuman primates. This revolutionary advance requires the 
development of a protocol that decodes continuously precise finger movements (51). 
Research is currently exploring the accurate functional restoration that enables 
individuals with paralysis to be able to recover control by reanimating the affected 
muscles via brain controlled functional electrical stimulation (FES). Together the future 
advancements of the iBCI are to develop a more sophisticated neural prosthetic that 
mimics the complexities of natural human state. Thus, with future advances researchers 
believe that they can create an iBCI that enables an individual with long-term paralysis 
the ability to use his or her neural activity to control a prosthetic device and thus enhance 
the quality of life and well-being.   
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CONCLUSION 
Over the past decade, CMP research has seen astounding advances in the 
development such as more sophisticated microelectrodes materials and design. Further 
usages include the first successful human trial of CMP as a result of innovations in 
Neuroscience, Engineering, Computer Science, Mathematics and Medicine. The CMPs 
aim is to restore and replace motor functions lost in paralyzed individuals by rerouting 
neural signals encoding movement signals from the brain around the damaged areas of 
the nervous system to decoders that can translate neural activity to command control 
signals of effector devices such as prosthetic, robotic arms. Despite the astounding 
progress and advancements, the majority of the results have been in either animal models 
or human models confined to a laboratory setting. However, investigators have launched 
a number of recent human clinical trials studying the safety, efficacy and practicality for 
long-term use by long-term paralytic individuals. Research and development aim to 
develop the quintessential iBCI. Such an iBCI requires a chronic and stable electrode-
tissue interface evading the immune response and a decoder translating intended 
movement to produce natural human-like prosthetic device gestures. Thus, the CMP 
remains a promising tool that should allow individuals with long-term paralysis the 
independence and freedom to perform daily living activities thereby increasing the 
quality of life. 
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