This paper presents a heuristic approach based on the POPMUSIC framework for a large scale Multi Depot Vehicle Routing Problem with Time Windows (MDVRPTW) derived from real world data. Popmusic is a very powerful tool for tackling large problem instances. A Memetic Algorithm (MA) is used as an optimiser in the Popmusic framework. It is shown that a population based search combined with decomposition strategies is a very efficient and flexible tool to tackle real world problems with regards to solution quality as well as runtime.
Introduction
Modern carrier fleet operators face the challenge of optimising their vehicle fleets and routing operations to stay competitive. Furthermore in real world situations more than one depot is usually used, from where drivers can start operating. This leads to combinatorial problems for which good solutions are very hard to find and practically impossible to solve exactly. Metaheuristics are used to face this kind of problems in order to find high quality solutions with a reasonable computational effort. Even though developed metaheuristics scale well with the problem size, a borderline may exist when problems get too large to be solved efficiently. The practical solving limit of many algorithms is few hundreds of customers that have to be serviced with a fleet of few dozens of vehicles. So, reallife problem instances which can involve several thousands of customers clearly cross this borderline. The recent work of Mester & Bräysy (2007 who use active guided evolution strategies as well as the Variable Neighbourhood Search (VNS) approach by Kytöjoki et al. (2007) shows that even large instances may be solved in an efficient way. The 2-phase hybrid metaheuristic developed by Homberger & Gehring (2005) also proved to successfully solve problems from small sizes up to 1000 customers. Another possible approach is to use decomposition strategies like the POPMUSIC framework by Taillard & Voss (2001) that try to overcome size restrictions, by intelligently splitting the problem into sub problems and solving them separately. Decomposition strategies were recently also successfully applied to large scale real world problems by Flaberg et al. (2006) . They considered the problem of newspaper delivery in the city of Oslo.
The present paper proposes such a strategy based on POPMUSIC that uses a Memetic Algorithm (MA) as optimiser for sub problems. These are small instances of multi depot Vehicle routing problem with time windows (MD-VRPTW). Very few papers tackle the MDVRPTW. Let us quote the work of Cordeau et al. (2001) which uses a Tabu Search heuristic to solve MDVRPTW instances as well as a wide variety of related problems. A more recent work is the VNS by Polacek et al. (2004) . Hybrid genetic algorithms have already been implemented in the context of VRPTW, for instance by Prins (2004) , Berger & Barkaoui (2004) . Memetic algorithms such as the one implemented as optimiser in our POPMUSIC framework are special cases of evolutionary algorithms often called genetic hybrids. So, it is interesting to provide some insights to generalisation of the VRPTW to the Multi Depots case.
The remainder of the paper is organised as follows. The first section describes the problem in detail. The next section describes each part of the Memetic Algorithm implemented as basic optimiser for the POPMUSIC framework. The general POPMUSIC framework as well as its adaptation for the MDVRPTW are presented in the next but one section. The results for three different strategies to solve the problem are then presented and discussed in subsequent section. A final conclusion and possible directions in which further research on POPMUSIC algorithms in the field of large scale MDVRPTW are given in the last section.
Problem Description
The real world problem considered in this paper was transformed so that it can be tackled as a MMDVRPTW. Compared to the well known Vehicle Routing Problem with Time Windows (VRPTW), the MDVRPTW is extended by having more than one depot with different locations and associated vehicle fleets. The MDVRPTW is defined on a complete graph G = (V, A) where
V, i = j} is the arc set. The n customers are represented by vertices v m+1 to v m+n , while v 1 to v m stand for the m depots. Several weights are associated to each vertex v i ∈ V, i = m+1, ..., m+n. These weights represent the demands d i , the service times s i , as well as the time windows [e i , l i ] which are defined by the earliest e i and latest l i possible start times for the service. These time windows also apply to the depots (i = 1, ..., m) where they define the opening hours of the depots. Each arc (v i , v j ) is associated with a non-negative travel time or cost. A vehicle fleet consisting of a total of K vehicles is globally assigned to the m depots. The fleet is homogeneous and each vehicle is characterised by a nonnegative capacity D and a non-negative maximum route duration T . Finally, the distribution of the vehicles over the depots is defined as input data. The aim is to build K vehicle routes, each route starting from a depot and returning back to the same depot, so that each customer i belongs to one route exactly and is serviced during its corresponding time window [e i , l i ]. Each vehicle route has to satisfy the additional constraints of the maximal allowed tour length T and vehicle capacity D. The objective considered in this paper is to minimise the total distance travelled by all vehicles.
The resulting MDVRPTW problem is a generalisation of the VRPTW that is known to be NP-hard. State-of-the art exact algorithms cannot solve problem instances with more than few dozens of customers. So, the only practical issue is to heuristically solve real-life problem instances. An overview about the VRPTW in the fields of heuristics and more sophisticated metaheuristics is presented in (Bräysy & Gendreau, 2005a,b) .
Memetic Algorithm General description
A typical MA is based on the structure of a Genetic Algorithm, but is further enriched in a way that it can exploit all available knowledge about the prob-lem that is under consideration (for an overview see Moscato & Cotta (2003) ).
A Memetic Algorithm was developed following the basic principles of Genetic Algorithms (Reeves, 2003 , Goldberg, 1989 . A population of solutions is initially generated and maintained, while a reproductive process is applied. The offsprings are generated in a way that they incorporate desired features and are used to update the existing population. The idea of MAs is incorporated so that individual offsprings as well as parts of the population can be improved through a stochastic local search. The basic concept of the MA is shown in Figure 1 .
Initialisation
The initial population is created through a modified I1 insertion heuristic (Solomon, 1987) . In order to generate an initial population of size popsize with very different initial solutions, the I1 heuristic is modified with a stochastic insertion criterion. The modified I1 heuristic is composed of two stages. In a first clustering stage, all customers are assigned to their geographically closest depot. We are aware that there exist more sophisticated methods for assigning customers to depots (Salhi & Sari, 1997) , however we opted for a simpler approach because we didn't want to focus on construction algorithms. In a second routing stage, K empty routes are generated consisting of about K/m routes for each depot. Each customer is then tentatively inserted into a route, and the resulting insertion costs are saved in a sorted list. After all customers have been tentatively inserted, the customer to be inserted is selected randomly from the first three entries of this list with probability 0.5 for the first entry and 0.25 for the remaining two entries. A route is considered complete when no more customers can be feasibly inserted. The customers eventually not assigned are inserted into the routes at the places where they generate the smallest violations. If all routes have been completed or all customers have been assigned, the heuristic stops. Afterwards, the 3-opt operator is applied to each route.
Selection
The fitness evaluation function of a solution S follows the implementation of Cordeau et al. (2001) and Polacek et al. (2004) . The total travel time of the routes is denoted by c(S). The values q(S), t(S) and w(S) respectively denotes the total violation of load, duration and time window constraints. The arrival time a i at each customer i is calculated and an arrival after the end of the time window a i > l i is penalized while an arrival before the start of the time window a i < e i is allowed but generates a waiting time. Each route is then The selection procedure follows the idea of binary tournament, where two solutions S 1 and S 2 are randomly selected from the population pop and are evaluated by the fitness function. Only the individual with the lower value is chosen for recombination. Then the selection procedure restarts for the selection of the second recombination partner.
Recombination
Recombination operators are used in evolutionary algorithms to simulate the reproductive process. This usually results in selecting two solutions and recombining them so that the offsprings hopefully inherit the good attributes of both parents. Sophisticated cross-over operators like those presented in (Prins, 2004) are difficult and time expensive to implement due to the large problem size as well as the extensions like time windows and multiple depots.
So, we apply a simple route based two-point crossover operator (see Bräysy & Gendreau, 2005b ) that is not computationally expensive. This operator creates two offsprings O 1 and O 2 by combining, one at a time, b pair of routes, R 1 of parent solution S 1 with R 2 of parent solution S 2 . Only the best offspring is kept. b is randomly drawn between one and the maximum possible combination of routes, with a bias towards small values. The probabilities for the amount of routes selected are 0.99 for one pair of routes, 0.0075 for two pairs and the remaining probability is equally distributed between three and the maximum number of pairs. After the pairs of routes are chosen, one route is randomly cut into three sequences. The length of the middle sequence is at most the length of the smallest route diminished by the position of the first customer of the middle sequence. The same sequence length is used for R 1 and R 2 . Also the same starting positions are used so that time window violations can be anticipatively minimised. After the exchange of the middle sequences, the solution is checked for missing or duplicated customers. The latter are erased out of the routes where they appeared before recombination, and missing customers are inserted at the cheapest possible position using a I1 insertion heuristic proposed by Solomon (1987) .
The crossover operator is illustrated in the following example:
Where R 1 , R 2 are the chosen routes from S 1 and S 2 that produce the following routes of the offsprings O 1 and O 2 after swapping the middle sequence.
R 2 (5 2 | 3 4 5 | 9 6 7 8)
The new solutions need to be repaired in a way that no double or missing customers exist. The final routes of the offsprings can then look like this:
The best of the two offsprings is then used to update the population.
Population Management
After the generation of the initial population, the algorithm starts with the selection of individual solutions for recombination. After the recombination operator has generated an offspring, pop is updated in a steady state fashion (Whitley, 1987) , which means that new solutions are allowed to enter pop if they are fitter than the worst solution in pop. The population is implemented as an array of chromosomes sorted by their fitness values. To save computational time, fitness values for whole solutions as well as for individual routes are stored in the chromosomes, and need only to be re-evaluated when a change in the chromosome occurs. The detection of clones is based on this stored fitness value, where identical values are handled as identical solutions. Additionally the best feasible solution is saved. In the case that no feasible solution exists in the population at the end of the calculation, this solution then represents the final solution.
Mutation
A Stochastic Local Search procedure based on Variable Neighbourhood Search (VNS) (Hansen & Mladenović, 1999 ) is applied to modify existing solutions as well as newly generated ones. The goal of this procedure is to better explore the search space as well as to overcome local optima. It follows the ideas of the work done by Polacek et al. (2004) and uses CROSS neighbourhoods (Taillard et al., 1997) in the shaking phase. CROSS swaps two sequences of customers belonging to different routes. This leads to the possibility of reaching more distant neighbourhoods. The maximum allowed sequence length is fixed as well as the number of depots involved in a move. The 12 different neighbourhoods used in our VNS frame (κ = 1, . . . , 12) are shown in Table 1 where C k denotes the number of customers assigned to route k. After the swapping of the sequences, a 3-opt operator, that is restricted to sequence length sl, is used to bring the newly generated routes into local optimum.
The Stochastic Local Search Procedure is applied to each newly generated offspring with probability p 1 and to each solution in pop with probability p 2 . The VNS stopping criterion is set to a small amount of iterations it vns , to be relatively inexpensive with regard to computational time.
POPMUSIC algorithm POPMUSIC general description
The POPMUSIC framework was proposed by Taillard & Voss (2001) for dealing with large problem size. The idea is to decompose a given solution S into p parts s 1 , ..., s p . Once these parts are identified, some of them are aggregated to build a sub problem. The latter is tentatively improved with an optimiser. If parts and sub problem are well defined, to every improvement of a sub problem corresponds to an improvement of the whole solution S. The process is then repeated until all the sub problems that can be built with parts have been optimised. The basic POPMUSIC framework is described in Figure 2 .
Obtaining an initial solution by clustering
For creating the initial solution, the customers are first clustered. Each cluster of customers builds a smaller MDVRPTW. The partition of customers is obtained by solving a relaxation of a capacitated p-Median problem (see Hakimi, 1965 , Taillard, 2003 , Waelti et al., 2002 . To build clusters of customers for which the overall demand is balanced, the distances between customers are modified with Lagrangian multipliers, one for each cluster. Initially, all multipliers are set to 0 and a standard p-Median problem is solved. Then, for each cluster c the overall demand Q c is computed and is compared to a global capacity V c that is allowed for this cluster. The quantity V c corresponds to the capacity of the vehicles that are allotted to cluster c. If V c < Q c , it is not possible to deliver all customers allotted to cluster c. In this case, the Lagrangian multiplier λ c associated to cluster c is increased by a quantity that depends on Q c /V c . The true distance d ij between customers i and j is modified, resulting in a new distance measure Π ij between customers:
Since the new distance mixes length and demand units, the Lagrangian coefficients λ c must be multiplied by a factor that balances the influence of both units. Once new distances are computed, the problem is decomposed again with the p-Median solver and the process repeats until a feasible decomposition is found or an iteration limit is reached.
At this stage of the process, it is not very important to get a decomposition that strictly respects the capacity constraints, since the routes have still to be built and customers can be moved from one route to another. The main advantage of this relaxation is that constraints other than capacity (pick-up, time windows) can be added while using a common p-Median solver. The main layout of the algorithm is presented in Figure 3 .
Better balancing customers between clusters
In the initial phase, customers are assigned to clusters s 1 , ..., s p using the pMedian decomposition procedure. A typical solution of the p-Median decomposition can be seen in Figure 4 for an example of our real world problem instances.
The city of Vienna is shown expanded in Figure 5 . It can be seen that most of the customers are located in a small geographic region in the centre. As a result, the solution of the p-Median decomposition procedure may consist of clusters with a high amount of customers as well as clusters with only a handful of customers. Since this feature may not be a good starting point for further evaluation, a preprocessing procedure, as described by Figure 6 , tries to level out the number of customers inside clusters.
In detail, routes are build by it ini iterations of the sub problem optimiser to generate the first solution for each cluster. After the optimiser has built routes for each cluster, clusters that exceed a certain amount of customers csize, are split in the following way. The centre of gravity ) is calculated for each route in the cluster to represent its aggregated customers. The Sweep algorithm (Gillet & Miller, 1974 ) is then applied and splits the cluster by the centres of its routes. The starting point is randomly defined and the Sweep algorithm then sequentially adds routes until csize customers are reached. When this limit is reached the cluster is split and the routes are removed from the cluster and inserted into a new cluster until no more new clusters can be generated. The remaining clusters smaller then csize are then checked if they could be merged to form new clusters with a size smaller than csize. Clusters are then merged by a greedy heuristic that uses the distance of the centres of gravity of each cluster.
Note that the number of available vehicle in the real world problem tackeled is far sufficient to perform the deliveries. Also, the time windows of customers are wide (basically: morning, afternoon or whole day). So, no unfeasible solutions (customers not delivered) have to be managed.
POPMUSIC customisation
In order to implement POPMUSIC, it is necessary to specify its principal components in relation to the problem at hand. For the MDVRPTW, a part is defined as a route. The proximity measure (relation) between routes is defined as the distance between the centres of gravity of the entities (routes, clusters).
As mentioned previously, for creating the initial solution, the customers are first clustered by solving a capacitated p-Median problem and are then balanced as described in in the previous section. Each cluster is considered as a small MDVRPTW. Initially, each route only visits customers that belong to the same cluster. Instead of selecting a single part as seed for initiating the creation of sub problems (as in a regular POPMUSIC framework) all the routes of a cluster are considered as a seed part. The centre of gravity of the entities composing the cluster is computed. Then, the seed part is extended by adding routes until it contains r routes. Routes are chosen by their proximity to the cluster they will be added to.
A sub problem is therefore a subset of routes that can be treated as a small, independent MDVRPTW. All resulting sub problems are then optimised by a MA that stops either if a computational time or an iteration limit is reached.
Computational Analysis
The problem considered is a large real world problem of an Austrian carrier company that owns two depots in or near Vienna. The depots serve around 4000 different customers by a total fleet of 160 vehicles that are split equally between the depots. Two weeks, consisting of 10 workdays, were chosen for evaluation with customers ranging between 743 and 1848 per day. Note that some customers are visited on several days. To present more concise results, the problem instances are merged into three classes (S,M,L) according to their size. Table 2 shows the three classes and the assignment of the individual days to each class.
The parameters used for all calculations are shown in Table 3 . Further we decided to set csize to 75 customers as the MA provides good solutions in a reasonable amount of time for this problem size. In order to find appropriate csize the MA was tested on standardised instances used in (Cordeau et al., 2001 , Polacek et al., 2004 . It turns out that the MA could find the best known solutions for all instances up to size 75 except one (where it only deviates by 0.08%) within reasonable computation time. Because no related work was done on the same problem and no data for comparison exists, we set up three strategies to tackle the large real world problem.
Strategy I (no decomposition) is the most basic one, which tries to solve the problem as a whole by the described MA until a certain amount of time is elapsed .
Strategy II (fixed decomposition) is based on the initial clustering by the pMedian algorithm. In this case all clusters where treated as individual problems and solved by the MA respectively. The resulting problems vary in size and therefore the time t i allowed for each problem s i is dependent on the square of its size C si in relation to the total problem size C sn and the maximum time t max allowed . It is calculated as follows;
whole solution was then generated by simply merging the solutions of the single clusters.
Strategy III (POPMUSIC) was executed with different parameter settings. The POPMUSIC Algorithm was implemented with longer runtime in IIIa and shorter runtime in IIIb. Furthermore the optimiser was given less time in IIIb to improve the sub problems than in IIIa to put some emphasis on faster descent of the solution quality. Strategies I, II and IIIa were given t max = 28800 seconds for each individual run, with 10 runs each. Furthermore eight starting clusterings by the p-Median procedure where evaluated for Strategy II and III ranging from 16 to 80 clusters. Table 6 gives an overview about the different parameters retained for each strategy.
The sum of the length of the routes is provided in Table 4 for each strategy. Table 5 provides the percentage of deviation of each strategy relative to Strategy I. All runs where executed on Pentium Dual 3.2 GHz with 1 GB Ram, but they had to share the 1 GB of Ram since both processors were used at the same time for different instances.
Solving the problem without decomposition resulted in the worst solution quality. The decomposition of the problem into intelligently chosen parts (Strategy II) is a very simple and easy to implement. This strategy is able to provide significantly better results; about −13% compared to the most basic strategy. Detailed computational results are given in the Appendix.
Looking at the average results of strategy IIIa compared to strategy I, nearly 20% improvement in solution quality shows that the POPMUSIC framework can solve large scale problems efficiently. This fact is underlined when looking at the results of the short POPMUSIC results IIIb. Even though the algorithm has only about 6% of the time available it can beat the simple Strategy I by nearly 14% and the decomposition Strategy II by around 0.75%.
The POPMUSIC strategy that uses a MA shows that large scale problems derived from real world data can be solved more efficiently than by simple approaches that focus on the problem as a whole. The set-up of Strategy III with short runtimes and reduced number of iterations it ini for the MA (Strategy IIIb) also shows that relatively satisfying solutions can be found in a reasonable amount of time. The average objective values as well as a 95% confidence interval for Strategies I, IIIa and IIIb over the runtime are shown in Figure  7 for day 6. Strategy II is not represented in these tables because clusters are solved sequentially.
Conclusion
We have shown that a decomposition strategy such as a POPMUSIC algorithm that uses a MA as optimiser can be very efficient in solving large scale MDVRPTW. We achieved an average improvement of about 20% over all considered real world instances compared to the use of the same optimiser without decomposition. The POPMUSIC framework is therefore able to automatically and efficiently reassign "borderline customers", i.e. customers that are about equally distant from both depots. Furthermore, the framework can be flexibly adapted for a faster solution finding process. The POPMUSIC framework is easy to develop for large VRP instances.
Nevertheless, further research may focus on different relatedness approaches, that are for example based on a route -route (see Semet & Rochat, 1994) or even customer -customer (see Shaw, 1998 ) basis instead of a route -cluster basis. More emphasis has also to be put on developing intelligent ways to maintain or create new populations which can be used for further optimisation.
The algorithm presented also provides a good starting point to extend the whole problem to a Location Routing Problem, where the number and locations of the depots are not fixed but may be chosen independently.
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