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RNA polymerase II (RNAPII) lies at the core of dy-
namic control of gene expression. Using 53 RNAPII
point mutants, we generated a point mutant epistatic
miniarray profile (pE-MAP) comprising 60,000
quantitative genetic interactions in Saccharomyces
cerevisiae. This analysis enabled functional assign-
ment of RNAPII subdomains and uncovered connec-
tions between individual regions and other protein
complexes. Using splicing microarrays and mutants
that alter elongation rates in vitro, we found an in-
verse relationship between RNAPII speed and in vivo
splicing efficiency. Furthermore, the pE-MAP classi-
fied fast and slow mutants that favor upstream and
downstream start site selection, respectively. The
striking coordination of polymerization rate with
transcription initiation and splicing suggests that
transcription rate is tuned to regulate multiple gene
expression steps. The pE-MAP approach provides
a powerful strategy to understand other multifunc-
tional machines at amino acid resolution.
INTRODUCTION
Alterations within a genome often cause specific as well as
global phenotypic changes to a cell. Combining two alterations
in the same cell allows for measurement of the genetic interac-
tion between them: negative genetic interactions (synthetic
sick/lethal) arise when two mutations in combination cause a
stronger growth defect than expected from the single mutations.
This is often observed for factors participating in redundant path-ways or as nonessential components of the same essential com-
plex. In contrast, positive interactions occur when the double
mutant is either no sicker (epistatic) or healthier (suppressive)
than the sickest single mutant (Beltrao et al., 2010) andmay indi-
cate that the factors are components of a nonessential complex
and/or that the factors perform antagonizing roles in the cell.
However, single genetic interactions are often difficult to inter-
pret in isolation; an interaction pattern for a given mutation can
be more informative, as it reports on the phenotype in a large
number of mutant backgrounds (Schuldiner et al., 2005; Tong
et al., 2004). These genetic profiles provide highly specific read-
outs that can be used to identify genes that are functionally
related (Beltrao et al., 2010).
One of the first organisms to be genetically interrogated on a
large scale was Saccharomyces cerevisiae (S. cerevisiae), in
which nonquantitative genetic interaction data could be
collected using the SGA (synthetic genetic array) (Tong et al.,
2004) or dSLAM (heterozygous diploid-based synthetic lethality
analysis on microarrays) (Pan et al., 2004) approaches. We
developed a technique termed epistatic miniarray profile
(E-MAP) (Collins et al., 2010; Schuldiner et al., 2005; Schuldiner
et al., 2006), which utilizes the SGA methodology and allows for
the quantitative collection of genetic interaction data on func-
tionally related subsets of genes, including those involved in
chromatin regulation (Collins et al., 2007b), RNA processing
(Wilmes et al., 2008), signaling (Fiedler et al., 2009), or plasma
membrane function (Aguilar et al., 2010). However, the vast
majority of systematic genetic screening interrogates deletions
of nonessential genes or hypomorphic knockdown alleles of
essential genes. Because many genes, especially essential
ones, are multifunctional, these methods perturb all activities
associated with a given gene product.
Here, we describe an important advance of the E-MAP
approach, which allows us to address higher levels of complexityCell 154, 775–788, August 15, 2013 ª2013 Elsevier Inc. 775
by examining the genetic interaction space of point mutant
alleles of multifunctional genes in a technique that we term point
mutant E-MAP (pE-MAP). This method greatly increases the res-
olution achievable by gene function analysis, as it allows assign-
ment of specific genetic relationships to individual residues and
domains. In this study, we have used the pE-MAP approach to
functionally dissect RNAPII using alteration-of-function alleles
in five different subunits of the enzyme. Using the genetic data,
we assign transcriptional activity and specific functions to
different residues and regions of RNAPII. By examining the rela-
tionship between transcription rate and genetic interaction part-
ners, transcription-rate-sensitive factors were revealed. Through
the characterization of multiple stages of gene regulation,
including start site selection, transcription elongation rate, and
mRNA splicing, the pE-MAP technique has provided both global
and specific insight into structure-function relationships of
RNAPII. We propose this strategy as a useful paradigm for the
high-resolution interrogation of any multifunctional protein.
RESULTS
A Set of Alleles for the Functional Dissection of RNAPII
To identify residues that are important for transcriptional regula-
tion in vivo, we isolated RNAPII alleles that confer one or more of
the following transcription-related phenotypes: suppression of
galactose sensitivity in gal10D56 (GalR) (Greger and Proudfoot,
1998; Kaplan et al., 2005), the Spt phenotype (Winston and
Sudarsanam, 1998), or mycophenolic acid (MPA) sensitivity
(Shaw and Reines, 2000) (for additional details, see Figure 1A
and the Experimental Procedures). Each of these phenotypes re-
lates to a gene-specific transcription defect that can be moni-
tored using plate assays (Figure 1A). Random mutagenesis by
PCR was carried out on the entire coding regions of RNAPII sub-
unit genes RPB2, RPB3, RPB7, and RPB11 and most of RPO21/
RPB1 (Experimental Procedures). These genes encode the
essential subunits that are unique to RNAPII (Rpb5, Rpb6,
Rpb8, Rpb10, and Rpb12 are shared with RNAPI and RNAPIII,
and Rpb4 and Rpb9 are nonessential) (Archambault and Friesen,
1993). In total, 53 single point mutants were identified that exhibit
at least one of these phenotypes (Kaplan et al., 2012) (Figure 1B
and Figure S1 and Table S1 available online).
Analysis of the distribution of phenotypes relative to the
RNAPII structure suggested that our alleles might be diverse in
their functions. GalR and MPA-sensitive mutations were broadly
distributed, whereas those with the Spt phenotype were less
common and more localized (Figure 1B and Table S1). The
screens identified mutations in highly conserved residues and
structural domains known to be important for RNAPII activity,
including the Rpb1 trigger loop, the Rpb1 bridge helix, and the
Rpb2 lobe and protrusion (Cramer et al., 2001; Gnatt et al.,
2001; Kaplan, 2013) (Table S1). Quantitatively measuring the ge-
netic interactions of specific residues might provide insight into
the functions of these RNAPII regions and could therefore also
identify protein-protein interaction interfaces.
An RNAPII Point Mutant Epistatic Miniarray Profile
The 53 RNAPII point mutants (Figure 1B) were crossed against
1,200 deletion and DAmP (decreased abundance by mRNA776 Cell 154, 775–788, August 15, 2013 ª2013 Elsevier Inc.perturbation) alleles (Schuldiner et al., 2005) (Table S1), which
represent all major biological processes. Thus, a quantitative
pE-MAP comprising 60,000 double mutants was created
(Table S2; http://interactome-cmp.ucsf.edu). Two-dimensional
hierarchical clustering of these data effectively grouped
together genes from known complexes and pathways based
on their interactions with the point mutants (Figure S2 and
Data S1). Previous studies have demonstrated that genes
encoding proteins that physically associate often have similar
genetic interaction profiles (Collins et al., 2007b; Roguev
et al., 2008). The data derived from the point mutants could
differ in this respect, as it is based on only five subunits of a
single molecular machine. A receiver operating characteristic
(ROC) curve was therefore generated to measure how well
the genetic profiles of the deletion and DAmP mutants in the
pE-MAP predict known physical interactions between their en-
coded proteins (Experimental Procedures). It was found that
the predictive power of the pE-MAP is similar to that of a pre-
viously published E-MAP (Collins et al., 2007b), indicating that
the genetic interactions of the RNAPII point mutants report on
connections among virtually all cellular processes (Figures 2A
and S2 and Data S1).
Next, to examine whether the spatial location of a mutated
residue is a determinant of its function, we compared the sim-
ilarity of pairs of RNAPII genetic profiles to the three-dimen-
sional distance between the mutated residues (Wang et al.,
2006). We observed a strong correlation (r = 0.37, p <
1022) (Table S2), and the trend is significant both for residue
pairs residing in the same subunit (r = 0.25, p < 105) and
for those in different subunits (r = 0.28, p < 106) (Figure 2B).
This suggests that structural proximity correlates with functional
similarity and that high-resolution genetic interaction profiling
could provide information for targets whose structures have
not yet been determined.
Comparison of Genetic and Gene Expression Profiles
Derived from the RNAPII Alleles
To determine whether any given genetic interaction might result
from the point mutation affecting the expression of the corre-
sponding gene, we subjected 26 of the RNAPII mutants to
genome-wide gene expression analysis (Table S2; GEO
accession number: GSE47429). We found no correlation (r =
0.003) between an RNAPII mutant’s genetic interaction
score with a gene deletion or DAmP allele and the expres-
sion change of that gene due to the RNAPII mutation (Fig-
ure 2C). Therefore, connections must be due to more
complex relationships between the mutated residues and the
library genes. Nonetheless, these data sets allowed us to
test whether the clustering of the RNAPII mutants in the pE-
MAP (Figure S2 and Data S1) could be recapitulated using
their gene expression profiles. We thus assessed pair-wise
RNAPII mutant similarity based on genetic and gene expression
profiles separately and found that these two measures are
highly correlated (r = 0.71; Figure 2D). Therefore, these orthog-
onal data sets provide a common biological framework for
functionally organizing the RNAPII mutants, allowing us to
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Figure 1. Generation and Selection of
RNAPII Point Mutants
(A) RNAPII point mutants were screened for
three transcription-related phenotypes. (GalR, left)
Deletion of the major GAL10 p(A) site (gal10D56)
results in RNAPII readthrough and interference
with initiation at GAL7, causing a Gal-sensitive
phenotype. GalR mutants increase GAL10 30 end
formation/termination, thereby rescuing GAL7
expression. (MPA, middle) Mycophenolic acid
(MPA) inhibits IMP-dehydrogenase (IMPDH)-
dependent GTP synthesis but is counteracted by
upregulation of an MPA-resistant form of IMPDH,
IMD2. Transcriptional defects that are sensitive to
low GTP levels or reduce IMD2 expression render
cells sensitive toMPA. (Spt, right) Insertion of a Ty
retrotransposon into LYS2 (lys2-128v) results in
a lysine auxotrophy due to transcription block.
Certain mutants suppress lys2-128v and allow
expression of LYS2 due to activation of an internal
promoter. Spot tests to identify each phenotype
for three representative mutants are displayed.
(B) Positions, mutations, and phenotypes of the 53
single point mutants analyzed in the pE-MAP.
Colored lines represent subunit sequences, with
mutations denoted by residue numbers and single
letter amino acid codes for WT and mutant.
See also Figure S1 and Table S1.


































































































































Point mutant E-MAP (AROC = 0.73)




Figure 2. pE-MAP Interactions Span Numerous Biological Processes, Depend on Spatial Location of Mutated Residues, and Are Not Direct
Consequences of Changes in Gene Expression
(A) ROC curves comparing the power of genetic profile correlations from the pE-MAP (red) and an E-MAP focused on chromosome biology (Collins et al., 2007b)
(blue) to predict physical interactions between pairs of proteins (Collins et al., 2007a; Experimental Procedures). AROC, area under the curve.
(B) Genetic profile correlations between pairs of mutated residues compared to the three-dimensional distance between their a carbons. Blue points denote
residue pairs within the same RNAPII subunit; red points represent pairs in different subunits. Negatively correlated residue pairs were excluded, as were four
mutants of residues absent from the coordinate file (PDB ID: 2E2H) (Rpb1 D1502, Rpb7 V101, Rpb7 D166, and Rpb7 L168) (Wang et al., 2006). Correlations
between 0 and 0.2 are dimmed to highlight trends at higher correlations.
(C) Effect of RNAPII point mutations on gene expression, compared to the corresponding genetic interaction scores between RNAPII mutants and deletion/DAmP
alleles. All combinations of the 26 RNAPII mutants and 1,192 library genes/mutants that were examined via both pE-MAP and expression analyses are included.
No global changes in gene expression were observed (measured by spike-in control RNA; Experimental Procedures).
(D) Comparison between pairwise RNAPII mutant correlations of genetic interaction profiles and gene expression profiles.
See also Figure S2, Table S1, Table S2, and Data S1.Functional Associations between RNAPII Residues and
Protein Complexes
In an effort to link individual RNAPII mutations to specific cellular
functions, data from the pE-MAP were compared to a published
genetic interaction data set containing profiles from >4,000
genes (Costanzo et al., 2010). These genes were classified
based on complex membership of their encoded proteins (Ben-
schop et al., 2010), and Mann-Whitney U statistics were used to778 Cell 154, 775–788, August 15, 2013 ª2013 Elsevier Inc.identify RNAPII mutants with high profile similarity to members of
specific complexes (Experimental Procedures, Figure 3A, and
Table S3). We uncovered a number of connections, including
several point mutants having similar genetic profiles to mutants
of components of Mediator and the Rpd3C(L) histone deacety-
lase complex (Carrozza et al., 2005; Keogh et al., 2005). Unex-
pectedly, we also observed that several RNAPII mutants























































Figure 3. Comparison of the pE-MAP with Previously Collected Genetic Interaction Data Reveals Functional Associations between RNAPII
Residues and Protein Complexes
(A) Module map depicting genetic similarity of RNAPII mutants with genes encoding the indicated protein complex subunits (Experimental Procedures). Edge
widths correspond to statistical significance of connections. Only RPB1 edges with a false discovery rate <0.1 are displayed. Four mutated residues linked to the
kinetochore are highlighted in blue, and the blow-up indicates their structural locations.
(B) Nineteen mutants were examined using a chromosome transmission fidelity (CTF) assay. The four kinetochore-linked mutants highlighted in (A) exhibit
chromosome loss in >15% of their colonies (blue bars), whereas unlinked mutants display no or weak phenotype (red bars, representative set).
See also Figure S3 and Table S3.(Figure 3A). We carried out chromosome transmission fidelity
(CTF) assays on 19 of our RNAPII mutants, including those linked
specifically to the kinetochore (Experimental Procedures and
Table S3) (Spencer et al., 1990). Only four of the tested mutants
exhibited chromosome loss in more than 15% of their colonies,
and these were genetically linked to the kinetochore in our anal-
ysis and had similar genetic profiles to each other in our pE-MAP
(Figures 3A and 3B). Recent studies indicate that a certain level
of transcription by RNAPII at the centromere is required forcentromere function and high-fidelity chromosome segregation
in budding yeast (Ohkuni and Kitagawa, 2011). Using specific
constructs designed to ascertain centromere sensitivity to
transcriptional readthrough, we did not observe any defects in
kinetochore integrity in these RNAPII mutants (data not shown).
Ultimately, further work will be required to understand the
connection between these RNAPII point mutants and chromo-
some segregation. A full point mutant module map from alleles
of all subunits is presented in Figure S3.Cell 154, 775–788, August 15, 2013 ª2013 Elsevier Inc. 779
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Figure 4. pE-MAP Profiles Differentiate between Subtle Changes in Transcription-Related Phenotypes and Identify RNAPII Mutations that
Affect Start Site Selection
(A) pE-MAP clustering in relation toMPA and Spt phenotypes of alleles. The RNAPII alleles are clustered by pE-MAP profiles, and their colors indicate degrees of
MPA and Spt phenotypes (determined from the spot tests).
(B) Effect of RNAPII mutations on start site selection at ADH1 determined by primer extension analysis. The heatmap describes the fractional change of start site
in each bin of the ADH1 schematic (bottom).
(C) Rpb1 I1327 and Rpb1 S713 connect to the TL (magenta). Mutations in I1327 could affect the structural region of the TL (E1103) via a network of loops and
helices in Rpb1 (gray), and S713 is close to the TL catalytic site in its open conformation, via a Rpb9 loop (orange). In particular, the proline substitution, S713P,
could result in structural changes affecting the TL. Coordinates for TL, Rpb9, and the S713 loop are from PDB ID 1Y1V (Kettenberger et al., 2004), and all others
are from 2E2H (Wang et al., 2006). The bridge helix is shown in cyan; template DNA, blue; nontemplate DNA, green; and RNA, red. The incoming GTP base is
colored by atom.
See also Figure S4, Table S4, and Data S1.pE-MAP Identifies Alleles Involved in Start Site
Selection and Can Finely Distinguish between Different
Phenotypic Categories
What other transcription defectsmight underlie differences in the
genetic profiles of specific RNAPII alleles? Recent work has
shown that mutations in the Rpb1 trigger loop (TL), a dynamic
element in the active site that couples correct NTP substrate
recognition with catalysis, can alter transcription start site selec-
tion in vivo. For example, rpb1 E1103G shifts transcription start
site selection upstream at ADH1, whereas rpb1 H1085Y shifts
distribution of start sites downstream (Kaplan et al., 2012). The780 Cell 154, 775–788, August 15, 2013 ª2013 Elsevier Inc.pE-MAP subcluster containing E1103G includes an additional
ten mutants in RPB1, RPB2, and RPB7 (Figure 4A and Data
S1). We examined eight of these for defects in start site selection
atADH1 by primer extension and found that, like E1103G, all had
a preference for upstream start site selection (Figures 4B, S4A,
and Table S4), consistent with their clustering with E1103G (Fig-
ure 4A). Four of these mutants are also in the TL (rpb1 F1084I,
M1079R, A1076T, and M1079V); however, two are in other
regions of Rpb1 (rpb1 I1327V and S713P). Further inspection
reveals that these are in close proximity to the TL (Figure 4C)
(Kettenberger et al., 2004; Wang et al., 2006), suggesting that
they too may directly regulate the active site. Interestingly, the
other two mutants tested are not close to the TL (rpb2 E328K
and rpb7 D166G); these mutations may allosterically impact
the active site or may function independently of the TL by recruit-
ing other factors to the transcription apparatus. Importantly,
rpb7 D166G is the first identified RPB7 mutation with a start
site defect. We additionally examined start site selection in
rpb4D and rpb6 Q100R, as both are expected to reduce the
association of Rpb4/Rpb7 with RNAPII (Edwards et al., 1991;
Tan et al., 2003). Neither altered start site selection at ADH1 (Fig-
ure S4B), indicating that the rpb7 D166G mutant exerts a unique
effect on RNAPII function (see Discussion). These data provide
an example of how mechanistic information on structure-func-
tion relationships can be extracted from the pE-MAP.
In our screening process, we had also identified an rpb2 allele
mutated at two residues in close proximity (E437G/F442S) within
the tip of the Rpb2 protrusion domain, whose genetic profile also
clusters with the upstream start site mutants (Figure S4C and
Table S2). The Rpb2 lobe and protrusion domains physically
contact TFIIF (Chen et al., 2007), and consistent with this, we
observed that, similar to what has been reported for TFIIF alleles
(Eichner et al., 2010; Ghazy et al., 2004) (Figure S6B), rpb2
E437G/F442S is sensitive to MPA (Figure S4D) and has a prefer-
ential upstream start site selection (Figure 4B) (see Discussion).
Additional rpb2 alleles that confer MPA sensitivity also map
near the protrusion (R120C) or to the lobe (D399H); however,
these did not alter ADH1 start site selection and are genetically
distinct from rpb1 E1103G or other rpb2 alleles, illustrating the
fine resolving power of the pE-MAP (Figures 4A and 4B).
Despite its unbiased nature, the pE-MAP precisely grouped
the mutants within the upstream start site cluster based on their
Spt and MPA phenotypes in the plate assays (Figure 4A). How-
ever, there are other mutants with MPA or Spt phenotypes that
did not exhibit upstream start preference and, notably, cluster
apart from the ones that do (Figures 4A, 4B, and S4A and Table
S4). These data collectively suggest that the pE-MAP has the
resolving power to categorize the mutations causing upstream
start site selection and, within this group, can further separate
them into specific Spt and MPA phenotypic categories.
In Vitro Biochemical Activity Correlates with pE-MAP
Profiles and Gene Expression
We next focused on the genetic profiles of a series of active-site
mutants whose in vitro elongation rates range from <0.1 to >2-
fold that of WT RNAPII (Kaplan et al., 2008, 2012; Malagon
et al., 2006). This series allowed for addressing questions
regarding the in vivo consequences of altered elongation rates.
Clustering thesemutants based on their pE-MAP profiles yielded
two distinct subsets that differ by transcription rate: fast mutants
(rpb1 E1103G, L1101S, and F1084I) and slow mutants (rpb1
F1086S, N1082S, N479S, and H1085Q) (Figure 5A dendrogram).
The gene expression profiles of these mutants also group them
into the same two subsets. Thus, pairs of mutants with similar
in vitro transcription rates show highly similar genetic and
expression profiles (Figure 5B), indicating that altered catalytic
activity may likely be a defining feature in vivo.
We reasoned that, because combining two TL mutations that
individually increase and decrease elongation rate results inRNAPII with near-WT elongation rate in vitro and growth rate
in vivo (Kaplan et al., 2012) (Figure S5A), these double mutants
would also exhibit near-WT pE-MAP and gene expression
profiles. Indeed, when we combine rpb1 E1103G (fast) and
F1086S (slow), we see very few high-scoring genetic interactions
compared to the single mutants and few genes whose expres-
sion changes by more than 1.7-fold (Figures 5C and 5D and
Table S2). Similar trends were observed in the genetic and
expression profiles of a rpb1 E1103G/N1082S double mutant
(data not shown). However, the pE-MAP and gene expression
assays had the resolving power to also identify a double mutant
(rpb1 E1103G/H1085Q) that deviated from this general rule
(Figures 5C and 5D and Table S2). Despite exhibiting partially
suppressive genetic and expression patterns, there are still
significant effects that correlate well with E1103G (Figure S5B),
suggesting a more complex genetic relationship with this double
mutant. Taken together, our double-mutant analyses are consis-
tent with the notion that the genetic interactions and gene
expression changes in fast and slow mutants are, for the most
part, defined by the catalytic activity of RNAPII.
Genome-wide and Gene-Specific Effects of Altering
Polymerase Speed on In Vivo Splicing Efficiency
Several steps in mRNA processing are coupled to the process of
transcription (Bentley, 2005). Based primarily on experiments
from metazoa, a kinetic coupling model has been invoked to
explain how decreasing polymerase speed affects the usage of
alternative splice sites, primarily favoring the recognition of other-
wise weak splice sites (de la Mata et al., 2011). We used the
RNAPII mutants that differ in their in vitro elongation rates to
determine whether this type of coupling exists in S. cerevisiae,
in which splice sites are of consensus or near-consensus
sequence and the sole readout is splicing efficiency. We used
splicing-sensitive microarrays to measure the change in total,
pre-mRNA, and mature mRNA for each intron-containing gene
(Figure 6A, top) in response to mutations in the RNAPII TL.
Many genes exhibit the reciprocal pre- andmature mRNA values
indicative of changes in splicing (Figure 6A, side panels), and to
allow facile comparison across multiple mutants, we calculated
pre-mRNA/mature mRNA ratios (Clark et al., 2002) for each
gene (Figure 6 and Table S5). Both gene-by-gene (Figure 6A)
and global (Figure 6B)measures show that rpb1mutants charac-
terized as fast in vitro (E1103GandG1097D) lead to an increase in
this ratio for many genes, which indicates a defect in the splicing
of those transcripts. Conversely, mutants with slow in vitro elon-
gation (H1085Q and F1086S) decrease this ratio for many genes,
a phenotype that is consistent with more efficient splicing. Thus,
the global trend that we observe is an anticorrelation between
polymerase rate and splicing efficiency (p < 105 for eachmutant
in Figure 6A compared to WT; Table S5). Using qPCR, we
confirmed this trend at several genes (Figure S6A) and found
that these genes exhibit between 1% and 40% unspliced
mRNA in WT but up to 70% in G1097D (data not shown).
Given that polymerase rate and splicing efficiency are anticor-
related, it follows that the TL double mutants (rpb1 E1103G/
F1086S and E1103G/H1085Q), which transcribe at near-WT
rate in vitro, should also exhibit near-WT splicing. Consistent
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Figure 5. pE-MAP and Expression Profiles Are Indicative of Biochemical Activity
(A) In vitro transcription rates from (Kaplan et al., 2012) and in vivo growth rates relative to WT for RNAPII active-site mutants. The dendrogram was generated via
hierarchical clustering of the genetic profiles. Error bars represent 95% confidence intervals for transcription rates and SD for growth rates. Means and SD of
growth rates were derived from three technical replicates. Note that rpb1 G1097D was too sick for reproducible E-MAP analysis.
(B) In vitro transcription rate difference between pairs of active-site mutants in relation to their genetic and expression profile correlations.
(C) Residues H1085 and F1086 reside in the catalytic site of the TL, whereas E1103 is part of the distal flanking a helix that structurally constrains the TL in open
conformations. TL is shown in green (closed) andmagenta (open); template DNA, blue; and RNA, red. The incoming GTP base is colored by atom. Coordinates for
open TL are from PDB ID 1Y1V, and all others are from 2E2H.
(D) Counts of high-scoring interactions (pE-MAP score >3.3 [97.5 percentile] or <5.1 [2.5 percentile]) in the complete genetic profiles or changes >1.7-fold in the
genome-wide expression profiles of the indicated RNAPII mutants. In vitro transcription rates are indicated on the scale on the right.
See also Figure S5.splicing defects (Figure 6B and Table S5). Thus, suppressive re-
lationships are observed in the double mutants with respect to
growth, genetic and expression profiling, in vitro transcription
rate, and also mRNA splicing. Furthermore, slowing polymerase
by chemical means should phenocopy a genetically slow poly-
merase mutant. We therefore evaluated splicing in WT cells
treated with mycophenolic acid (MPA), which is known to
impede transcriptional elongation (Mason and Struhl, 2005). A
10 min MPA treatment resulted in even more genes with
improved splicing when compared to a slow polymerase mutant782 Cell 154, 775–788, August 15, 2013 ª2013 Elsevier Inc.(Figure 6B, p < 1015 compared to WT; Table S5), possibly
because MPA elicits an acute stress. Taken together, these
splicing phenotypes are consistent with a direct kinetic coupling
between elongation rate and splicing in vivo.
Genetic Interactions between RNAPII Alleles and Other
Mutants Reveal Relationships between Transcription
Factors and RNAPII Activity
The observation of growth suppression in the TL double mutants
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Figure 6. Effects of Altering RNAPII Tran-
scription Rate on In Vivo Splicing Efficiency
(A) (Top) Microarray schematic for each intron-
containing gene: probe I (intron) hybridizes to pre-
mRNA, J (junction) to mature mRNA, and E (exon)
to both. (Center) Heatmap of I/J log2 ratios for the
slow (rpb1 H1085Q and F1086S) and fast (rpb1
E1103G and G1097D) mutants, corresponding to
the enrichment of pre-mRNA over mature mRNA.
The side panels highlight a subset of genes that
behave reciprocally in fast and slow RNAPII
backgrounds.
(B) Number of genes exhibiting >20% change in
pre-mRNA-to-mature mRNA ratio (bars, scale on
left) and median I/J log2 ratio (asterisks, scale on
right) across entire array. MPA treatment was
10 min; WT denotes competitive hybridization
between two WT cultures. I/J denotes I/J log2
ratio.
See also Figure S6 and Table S5.deletion/DAmP genetic interactors that were detected in the pE-
MAP might directly regulate, or collaborate with, RNAPII. We
reasoned that disruption of a positively acting transcription fac-
tor would result in positive genetic interactions (suppression)
with fast RNAPII mutants but negative interactions (synthetic
sickness) with slow mutants. Conversely, a negatively acting
factor would show opposite genetic trends. To identify these fac-
tors, the deletion/DAmP mutants were sorted based on the
difference in their average genetic interaction score with fast
and slow RNAPII mutants (Experimental Procedures, Figure 7A,
and Table S6). We focused on genes that behaved as positively
acting factors and observed that sub1D had the strongest
pattern in this regard. Interestingly, previous evidence has
implicated Sub1 as a positive factor in in vitro transcrip-
tion assays (reviewed in Conesa and Acker, 2010), as well as
in vivo (Garcı´a et al., 2012). The genetic relationships from
the pE-MAP were confirmed using standard growth assays in
which sub1D exacerbated slow RNAPII alleles (Figure 7B) and
partially suppressed fast RNAPII alleles (Figure 7C). Deletion of
SUB1 also exacerbated and suppressed the relevant RNAPII
mutant phenotypes (MPA, Spt, and GalR) (Figure S7A) (as did
other mutants [Figure S7B]). Furthermore, gene expression anal-
ysis of sub1D, rpb1 E1103G, and sub1D/E1103G showed an
epistatic relationship between the E1103G mutant and sub1D
(Figure 7D), consistent with their positive interaction and sug-
gesting that a fast RNAPII mutant can bypass the requirement
for Sub1.
Our recent work has implicated changes in RNAPII activity
with the alteration of start site selection in vivo (Kaplan et al.,
2012) (Figure 4). Furthermore, Sub1 genetically interacts with
TFIIB (sua7) (Knaus et al., 1996; Wu et al., 1999), is broadly
recruited to RNAPII/III promoters in vivo (Rosonina et al.,
2009; Tavenet et al., 2009), and was implicated as a member
of the RNAPII preinitiation complex (Sikorski et al., 2011).
We therefore sought to determine whether Sub1 might modu-
late RNAPII start site choice. Notably, primer extension analysisat ADH1 revealed that deleting SUB1 led to a significant
downstream shift in start site (Figures 7E and S7C). Slow
RNAPII TL mutant rpb1 F1086S (Figure 4B) and sua7 alleles
(Pinto et al., 1992) (Figure S6B) also initiate downstream
and are synthetic sick with sub1D. These data are consistent
with the notion that Sub1 promotes transcription initiation.
Double-mutant analysis revealed that sub1D also exacer-
bated the downstream start site shift of the slow RNAPII TL
allele rpb1 F1086S and slightly suppressed the rpb1 E1103G
allele (Figure 7E). Because sub1D has also been linked to
another RNA processing step, namely 30 end processing
(reviewed in Conesa and Acker, 2010), we examined the
effect of sub1D on splicing and observed a statistically sig-
nificant increase in splicing efficiency (p < 108; Table S5),
again phenocopying the slow RNAPII mutants (Figure 7F and
Table S5).
Based on these data, we propose a model in which transcrip-
tion start and splicing are intimately coupled with RNAPII
elongation: fast RNAPII mutations result in upstream transcrip-
tion start and diminished splicing, whereas slow mutations or
sub1D give rise to downstream transcription start and enhanced
splicing (Figure 7G). Given the possibility of direct coupling
between start site selection and downstream mRNA process-
ing, we globally measured splicing defects in sua7-3 (TFIIB)
(Pinto et al., 1994; Wu et al., 1999) and tgf2D261-273 (TFIIF)
(Eichner et al., 2010), mutants that exhibit downstream and up-
stream start site selection, respectively (Figure S6B). If splicing
were strictly coupled to start site choice, one would expect
these mutants to have similar splicing defects to the slow and
fast RNAPII mutants. However, such a correlation was not
observed (Figure S6C), suggesting that these processes are,
in fact, genetically separable. Taken together, these data sup-
port a model in which the catalytic rate of RNAPII has multiple,
separable effects on start site selection and mRNA processing
and highlight the importance of WT elongation rate for multiple




Figure 7. Genetic Interaction Patterns with Fast and Slow RNAPII Mutants Reveal Sub1 as a Transcription Factor that Regulates Start Site
Selection and Influences mRNA Splicing
(A) Genetic profiles of library mutants, sorted on the difference between their average interaction with fast and slow RNAPII mutants (Table S6).
(B) Patch tests examining the sensitivity of slow TL mutants to sub1D. WT RPB1 plasmid covering rpb1 mutants in left panel is lost in right panel.
(C) Spot tests examining the effect of sub1D on fast mutants in absence (left) and presence (right) of MPA.
(D) Comparison of sub1D effect on gene expression in rpb1 E1103G (difference between red and blue) andWT (difference between green and y = 0). Included are
all array transcripts exhibiting a >1.5-fold expression change in at least one of the three mutants. Transcripts are sorted by expression change in E1103G.
(E) Primer extension at ADH1 to map transcription start sites for rpb1 F1086S, E1103G, and sub1D (Figure S7C). Bar colors correspond to sequence windows in
the ADH1 schematic (top), and heights specify the mean fraction change of transcription start in mutant compared to WT. Error bars represent SD.
(F) Splicingmicroarray analysis of sub1D, as in Figure 6 (Table S5). Number of genes exhibiting >20% change in pre-mRNA-to-mature mRNA ratio (bars, scale on
left) and median I/J log2 ratio (asterisks, scale on right).
(G) Model for the effect of Sub1 and RNAPII activity on start site selection and splicing. Fast RNAPII mutations (class I) result in upstream transcription start and
diminished splicing efficiency, whereas sub1D or slow RNAPII mutations (class II) shift transcription start downstream and enhance splicing.
See also Figures S6 and S7 and Tables S4, S5, and S6.DISCUSSION
In this study, we have described an important extension of our
E-MAP genetic interaction mapping strategy, the functional
interrogation of individual protein residues. We have first used
this approach to genetically dissect RNAPII and demonstrate
how the pE-MAP successfully characterized functionally
distinct, individual amino acids within this multifunctional com-
plex. This analysis provided not only insight into global struc-
ture-function relationships within RNAPII, but also specific
details about how RNAPII regulates and is regulated by different
factors and processes.
Insights into RNAPII Function Derived from the pE-MAP
Multiple aspects of the genetic interactionmap provided insights
into transcriptional regulation. First, by comparing the RNAPII
genetic interaction profiles with those from previous deletion/784 Cell 154, 775–788, August 15, 2013 ª2013 Elsevier Inc.knockdown studies, we could assign function to individual resi-
dues, which allowed us to generate a point mutant-protein com-
plex connectivity map (Figures 3 and S3). Furthermore, analyzing
double mutants, both within RNAPII itself (Figures 5C and 5D)
and between RNAPII and other genes (Figure 7), allowed for a
better understanding of TL function, as well as the identification
of other factors that directly or indirectly impinge on RNAPII
activity. Indeed, the pE-MAP allowed us to identify putative tran-
scription factors (negative and positive), such as Sub1. Although
Sub1 was previously implicated at the promoter (Sikorski et al.,
2011), we here demonstrated that it positively regulates
RNAPII by influencing start site usage (Figure 7). The epistatic re-
lationships between fast RNAPII alleles and sub1D suggest that
Sub1 activity may be bypassed when RNAPII catalytic activity is
increased. Collectively, our data indicate that Sub1 plays a direct
role in transcriptional initiation and influences mRNA splicing,
possibly via its effect on elongation (Garcı´a et al., 2012).
Finally, structural analysis revealed that mutations close in
three-dimensional (3D) space have very similar genetic profiles,
including those in different subunits (Figure 2B), suggesting
that structural information is ultimately contained within the
pE-MAP and can be used to identify specific protein-protein
interaction interfaces. For example, the Rpb2 mutation E437G/
F442S, which shifts start site selection upstream, is in a domain
that contacts TFIIF at a region in which mutations also result in
upstream start site shifts (Chen et al., 2007; Eichner et al.,
2010). Furthermore, the identification of an Rpb7 mutant
(D166G) that alters start site selection is intriguing, as this region
interacts with TFIIH in a cryo-EM structure of the RNAPII preini-
tiation complex (He et al., 2013) and TFIIH also alters start site
selection (Goel et al., 2012). Therefore, the pE-MAP technique
could supplement other methods, such as crosslinking and
electron microscopy, to identify physically interacting protein
regions.
Coordination of Transcriptional Rate with Start Site
Selection and mRNA Splicing
The importance of maintaining WT rates of transcription is evi-
denced by the phenotypic defects observed in the fast and
slow mutants (Kaplan et al., 2012) (Figures 5 and 6), as well as
the striking mutual suppression seen when combining twomuta-
tions that individually make RNAPII slow or fast (Figures 5 and 6).
Interestingly, the pE-MAP identified two groups of RNAPII
mutants: one that preferentially initiates upstream and exhibits
an increased rate of transcription and one that initiates down-
stream and transcribes slowly (Figure 7) (Kaplan et al., 2012).
We propose that both phenotypes are direct consequences of
the efficiency of nucleotide selection and incorporation, as the
additionof thefirst nucleotidesat initiation isbiochemically similar
to adding nucleotides during elongation. These data support the
model that RNAPII engages in ‘‘scanning’’ during initiation in
S. cerevisiae (Giardina and Lis, 1993; Kaplan, 2013; Kaplan
et al., 2012; Kuehner and Brow, 2006). Whether RNAPII catalysis
drives this scanningorwhether scanningoccurs in theabsenceof
nucleotide incorporation, perhaps driven by TFIIH, is unknown.
We also note that, because changes in start site selection alter
the 50 UTR length and composition, initial transcription decisions
may have downstream effects on gene expression such as
changes in RNA stability or translational efficiency of the mRNA
(Arribere and Gilbert, 2013; Rojas-Duran and Gilbert, 2012).
The pE-MAP has allowed insights into the cotranscriptional
process of mRNA splicing. It is now clear that most introns are
removed while RNA polymerase is still associated with the
DNA template. In metazoans, alternative splicing decisions can
be influenced by factors impinging on transcription, including
promoter identity and polymerase speed (reviewed in Perales
and Bentley, 2009). Slowing the rate of elongation by mutation
of RNAPII or chemical means can improve the recognition of
splice sites that deviate from consensus signals (de la Mata
et al., 2003; Howe et al., 2003; Ip et al., 2011). Because the spli-
ceosome undergoes stepwise assembly on each intron, slowing
transcription can afford more time for formation of the catalyti-
cally active machine before transcription of a downstream,
stronger site. Although budding yeast lack alternative splicing,
it nonetheless follows that the efficiency of cotranscriptionalsplicing would be favored by allowing sufficient time for spliceo-
some assembly. Indeed, recent work suggests that RNA poly-
merase may slow down to favor co- versus posttranscriptional
splicing (Aitken et al., 2011; Alexander et al., 2010; Carrillo
Oesterreich et al., 2010). Our microarray analyses that directly
compare faster and slower RNAPII show a clear trend in which
splicing efficiency is anticorrelated with transcription rate (Figure
6); thus, these results satisfy the predictions of kinetic coupling in
S. cerevisiae.
Interestingly, we observed correlation among start site selec-
tion, elongation rate, and splicing efficiency. In fact, promoter-
proximal events are known to be able to influence downstream
RNA transactions: promoter identity can influence alternative
splicing or mRNA stability in other systems (Cramer et al.,
1997; Harel-Sharvit et al., 2010; Trcek et al., 2011), and 50 UTR
length, determined by start site selection, can strongly alter
translation efficiency in budding yeast (Rojas-Duran and Gilbert,
2012). However, when we measured splicing efficiency using
mutants in the general transcription factors TFIIF and TFIIB
that alter start site selection, we found that not all initiation phe-
notypes are predictive of splicing efficiency (Figure S6C). This
suggests that RNAPII catalytic rate has several separable ef-
fects on gene expression, a claim supported by recent evidence
showing kinetic coupling between RNAPII transcription and
Sen1-dependent termination (Hazelbaker et al., 2013).
Taken together, our data highlight the important impact
of transcription speed determined by the genetic status of
RNAPII and trans-acting factors (e.g., Sub1) on start site selec-
tion and mRNA splicing. We propose that RNA polymerase
may have been evolutionarily tuned to coordinate between mul-
tiple steps in gene expression, and we predict that polymerase
rate may influence multiple additional cotranscriptional steps in
gene expression, including mRNP assembly, 30 end processing,
and export.
Future Studies Using the pE-MAP Approach
S. cerevisiae RNAPII provided the groundwork for validating the
pE-MAP approach. Application to other molecular machines,
including the ribosome, the proteasome, HSP70, HSP90, his-
tones, and DNA polymerases, should prove informative. This
analysis can also be carried out in other organisms that are
genetically tractable and are amenable to high-throughput ge-
netic interaction mapping, including S. pombe (Roguev et al.,
2008; Roguev et al., 2007; Ryan et al., 2012) and E. coli (Butland
et al., 2008; Typas et al., 2008). Furthermore, pE-MAPs could be
used to gain structural insight into proteins and complexes that
have unknown structures. Finally, as genetic interaction map-
ping strategies become more prevalent in mammalian cells
(Bassik et al., 2013; Laufer et al., 2013; Lin et al., 2012; Roguev
et al., 2013) and with the development of genome editing (Gaj
et al., 2013), similar work characterizing the function of individual
amino acids will have great impact on understanding how point
mutations in specific genes result in different disease states.
EXPERIMENTAL PROCEDURES
E-MAP-compatible MATa RNAPII mutant strains carrying a marked rpb
deletion and mutant rpb on a CEN plasmid were mated with 1,200 MATaCell 154, 775–788, August 15, 2013 ª2013 Elsevier Inc. 785
DAmP/deletion strains by pinning on solid media. Sporulation was induced,
and double-mutant MATa spores were isolated on selective media. Genetic
interactions were scored based on double-mutant colony sizes, which were
extracted using automated imaging software.
For gene expression and splicing arrays, total RNA was extracted from
mutant and WT log-phase cells. Competitive hybridizations were performed
between mutant and WT complementary DNA (cDNA) (splicing) or comple-
mentary RNA (cRNA) (gene expression).
CTF assays were carried out by plating strains carrying ade2-101 and a
chromosome VII fragment containing SUP11 on SC medium with 20%
adenine and measuring the fraction of red colonies. The red color caused by
ade2-101 is counteracted by SUP11; chromosome fragment loss results in
red colonies.
For transcription start site analysis, we performed primer extension from
a 32P end-labeled oligo annealed to total RNA. cDNAs were separated by
PAGE and bands quantified.
Detailed descriptions of experiments and computational analyses are pro-
vided in the Extended Experimental Procedures.
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