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Résumé
Résumé
Cette thèse s’intéresse aux liens entre la correspondance de Langlands locale et le centre
de Bernstein. Pour cela, un cadre a été introduit par Vogan puis développé par Haines : le
centre de Bernstein stable. Nous commençons par étendre la correspondance de Springer
généralisée au groupe (non connexe) orthogonal. Ensuite, nous énonçons une conjecture
concernant les paramètres de Langlands (complets) des représentations supercuspidales
d’un groupe p-adique déployé que nous vérifions pour les groupes classiques et le groupe
linéaire à l’aide des travaux de Mœglin, Henniart et Harris et Taylor. Nous définissons à
l’aide des travaux de Lusztig sur la correspondance de Springer généralisée une application
de support cuspidal pour les paramètres de Langlands complets. Avec certains résultats
d’Heiermann, nous obtenons un paramétrage de Langlands des représentations irréduc-
tibles d’un groupe classique. Par ailleurs, nous énonçons une conjecture « galoisienne »
analogue à la conjecture d’Aubert-Baum-Plymen-Solleveld, que nous prouvons à l’aide des
résultats précédents. Ceci est une nouvelle preuve de la validité de la conjecture ABPS
pour les groupes classiques et explicite ses relations avec la correspondance de Langlands.
En conséquence, on obtient la compatibilité de la correspondance de Langlands avec l’in-
duction parabolique pour les groupes classiques.
Mots-clefs
Correspondance de Langlands, centre de Bernstein stable, conjecture d’Aubert-Baum-
Plymen-Solleveld, correspondance de Springer généralisée.
Stable Bernstein center and
Aubert-Baum-Plymen-Solleveld conjecture
Abstract
This thesis focus on links between the local Langlands correspondence and the Bern-
stein center. A framework was introduced by Vogan and developed by Haines : the stable
Bernstein center. We start by extending the generalized Springer correspondence to the
6orthogonal group (which is disconnected). Then we state a conjecture about (complete)
Langlands parameters of supercuspidal representations of a p-adic split group and we prove
it for classical and linear groups thanks to the work of Mœglin, Henniart and Harris and
Taylor. Based on the work of Lusztig on generalized Springer correspondence, we define
a cuspidal support map for complete Langlands parameters. Referring to some results of
Heiermann, we get a Langlands parametrization of the smooth dual of classical groups.
Moreover, we state "Galois" version of the Aubert-Baum-Plymen-Solleveld conjecture and
we prove that with the previous results. It gives a new proof of the validity of the ABPS
conjecture for classical groups and it provides explicit relations with Langlands correspon-
dence. As a corrolary, we obtain the compatibility of the Langlands correspondence with
parabolic induction for classical groups.
Keywords
Langlands correspondence, stable Bernstein center, Aubert-Baum-Plymen-Solleveld conjec-
ture, generalized Springer correspondence.
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Introduction
La correspondance de Langlands est un des moteurs essentiels en mathématiques ces
dernières années. Le principal but de cette thèse est d’en comprendre les liens avec le centre
de Bernstein.
Commençons par introduire le cadre général qui nous préoccupe.
Soit F un corps p-adique, G le groupe des F -points rationnels d’un groupe algébrique
réductif connexe défini et déployé sur F . L’un des principaux résultats de la théorie du
Centre de Bernstein est la décomposition de la catégorie des représentations lisses de G en
sous-catégories pleines Rep(G)s, où s = [M,σ] est la classe d’équivalence pour une certaine
relation d’équivalence (dite inertielle) de (M,σ), avec M un sous-groupe de Levi de G et
σ une représentation irréductible supercuspidale de M . On note Irr(G)s l’ensemble des
(classes de) représentations irréductibles de G admettant s pour support inertiel. À toute
paire inertielle s est associée un tore Ts, un groupe fini Ws, une action de Ws sur Ts et on
dispose de la notion de support cuspidal Sc : Irr(G)s −→ Ts/Ws.
La correspondance de Langlands fournit conjecturalement une description des repré-
sentations irréductibles de G. Notons Ĝ le dual de Langlands de G, W ′F = WF × SL2(C) et
WDF = CoWF les groupes de Weil-Deligne. À tout paramètre de Langlands φ : W ′F −→ Ĝ
(ou (λ,N) avec λ : WF −→ Ĝ et N ∈ Lie(Ĝ) vérifiant certaines propriétés), est associé un
« paquet » de représentations de G noté habituellement Πφ(G). Dans [Lus83], Lusztig in-
troduit un certain groupe fini pour paramétrer le L-paquet. Ce paquet de représentations
est paramétré par un groupe fini qui est, à peu de choses près, A
Ĝ
(φ) = Z
Ĝ
(φ)/Z
Ĝ
(φ)◦, le
groupe des composantes du centralisateur de l’image φ(W ′F ) dans Ĝ.
En général, dans un L-paquet il y a des représentations de support cuspidal différents,
voire des représentations supercuspidales et des représentations non-supercuspidales. Le
centre de Berstein stable va permettre d’exprimer une compatibilité entre le paramétrage
des représentations irréductibles en blocs de Bernstein et le paramétrage en L-paquets.
C’est l’objet de la proposition 4.8. Si λ : WDF −→ Ĝ est un paramètre discret de G, trivial
sur C, on conjecture que le L-paquet qu’il définit Πλ(G) n’est constitué que de représenta-
tions supercuspidales de G. En revanche, à notre connaissance, il n’est pas décrit de façon
général dans la littérature quels paramètres de Langlands conjecturalement définissent les
L-paquets contenant des représentations supercuspidales. Précisons tout de même que pour
le groupe linéaire, nous savons que les représentations irréductibles supercuspidales de GLn
correspondent aux paramètres discrets λ : WF −→ GLn(C). Pour les groupes classiques
(en particulier orthogonal et symplectique), en conséquence des travaux d’Arthur, Mœglin
a décrit la forme des paramètres de Langlands et les caractères du groupe fini paramétrant
le paquet correspondent aux représentations supercuspidales. Pour le problème qui nous
intéressera dans la suite, à savoir le lien entre l’induction parabolique et la correspondance
de Langlands, rappelons la conjecture :
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Conjecture (Vogan [Vog93, p. 7.18], Haines [Hai14, p. 5.2.2]). Soit M un sous-groupe de
Levi de G, σ une représentation irréductible supercuspidale de M et pi un sous-quotient
irréductible de iGP (σ), avec P un sous-groupe parabolique de G de Levi M et iGP le foncteur
d’induction parabolique normalisée. La correspondance de Langlands pour M (resp. pour
G) associe à σ (resp. pi) un paramètre (λσ, Nσ) avec λσ : WF −→ M̂ (resp. (λpi, Npi) et
λpi : WF −→ Ĝ) . À Ĝ-conjugaison près, on a un plongement naturel M̂ ↪→ Ĝ et on peut
pousser en avant λσ : WF −→ M̂ ↪→ Ĝ. La correspondance de Langlands devrait être
compatible avec l’égalité suivante (à Ĝ-conjugaison près)
λσ ≡ λpi.
Revenons à la décomposition de Bernstein précédemment évoquée. Fixons une paire
inertielle s de G et rappelons qu’à une telle paire inertielle est associée un tore Ts, un
groupe fini Ws et une action de Ws sur Ts. Récemment, Aubert, Baum, Plymen et Solleveld
ont conjecturé qu’il y avait une structure géométrique « simple » en bijection avec Irr(G)s
et qui est obtenue explicitement à partir de Ts, Ws et de l’action de ce dernier sur Ts. Plus
précisément, ils définissent un objet appelé quotient étendu de la façon suivante. Soit
Xs = {(t, w) ∈ Ts ×Ws, w · t = t} .
Alors Ws agit de la façon suivante sur Xs :
s(t, w) = (s · t, sws−1), s ∈Ws, (t, w) ∈ Xs.
On appelle quotient étendu (géométrique) de Ts pour l’action de Ws et on note Ts//Ws le
quotient Xs/Ws. On dispose d’une projetion p : Ts//Ws −→ Ts/Ws (c’est la projection sur
la première composante).
Si on dispose d’une bijection µs : Ts//Ws −→ Irr(G)s, on peut naturellement se de-
mander s’il y a un lien entre la composée Sc ◦ µs et la projection p. En général, ces deux
applications n’ont pas de raison d’être égales. En revanche, ils conjecturent qu’il y a des
cocaractères hc : C× −→ Ts pour chaque composante irréductible c de Ts//Ws tels que
la composée (Sc ◦ µs)(t, w) soit égale à p(hc(q1/2)t, w). Autrement dit, en tordant par un
cocaractère, on retrouve le support cuspidal. De plus, ce cocaractère devrait avoir un lien
avec le paramètre de Langlands de µs(t, w). Nous n’entrons pas plus dans les détails pour
le moment mais signalons que ceci suggère fortement les liens entre la correspondance de
Langlands et le centre de Bernstein.
Au début des années 90, Vogan a introduit un analogue pour les paramètres de Lan-
glands du centre de Bernstein, qu’il a qualifié de centre de Bernstein « stable » et qui a
été revisité récemment par Haines dans [Hai14]. Comme nous l’avons écrit précédemment,
la conjecture ABPS suggère les liens entre la correspondance de Langlands et le centre de
Bernstein. Le quotient étendu qu’Aubert, Baum, Plymen et Solleveld considèrent, devrait
donc se retrouver d’une façon ou d’une autre dans le centre de Bernstein stable.
Décrivons à présent les idées et les résultats de cette thèse.
Un des principaux outils dont on se servira dans cette thèse est la correspondance de
Springer généralisée et ses dérivées que Lusztig a profondément étudiée. Pour l’utiliser
dans le cadre qui nous intéresse, nous étendons la correspondance de Springer généralisée
au groupe orthogonal et à certaines variantes (groupes qui ne sont pas connexes).
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La principale idée dans l’étude des liens entre le Centre de Bernstein et de la corres-
pondance de Langlands est de traduire uniquement en terme de paramètres de Langlands
complets la décomposition de Bernstein. Pour cela, nous définissons de façon générale (pour
un groupe réductif p-adique déployé) une notion de paramètre de Langlands (complet) cus-
pidal et conjecturons qu’ils correspondent aux représentations supercuspidales. Cette défi-
nition fait intervenir l’existence d’orbites unipotentes supportant un système local cuspidal
au sens de Lusztig. Plus précisément, notons soit ϕ un paramètre de Langlands deG, notons
SGϕ le groupe des composantes de ZĜ(ϕ)/ZĜ et ε une représentation irréductible de SGϕ . On
a une surjection A
Ĝ
(ϕ)  SGϕ et on remarque que AĜ(ϕ) = AZĜ(ϕ WF )(ϕ SL2). Notons ε˜
la composition de ε avec cette projection. De plus, AZ
Ĝ
(ϕ WF )
◦(ϕ SL2) est un sous-groupe
distingué de AZ
Ĝ
(ϕ WF )
(ϕ SL2). On peut énoncer notre définition et la conjecture.
Définition. On dit que ϕ est un paramètre cuspidal de G si ϕ est discret et qu’il existe
une représentation irréductible ε de SGϕ telle que toutes les représentations irréductibles
de AZ
Ĝ
(ϕ WF )
◦(ϕ SL2) apparaissant dans la restriction ε˜ AZ
Ĝ
(ϕ WF )
◦ (ϕ SL2 )
, sont cuspidales
dans le sens de Lusztig. On note Irr(SGϕ )cusp l’ensemble des représentations irréductible ε
vérifiant la condition précédente (il peut être donc être vide).
Conjecture. Soit ϕ : W ′F −→ Ĝ un paramètre de Langlands de G cuspidal. Alors le L-
paquet Πϕ(G) contient des représentations supercuspidales de G, qu’on note Πϕ(G)cusp et
elles sont paramétrées par Irr(SGϕ )cusp. Autrement dit, il existe une bijection :
Πϕ(G)cusp ' Irr(SGϕ )cusp.
Nous prouvons la validité de cette conjecture à l’aide des résultats connus pour la cor-
respondance de Langlands pour GLn et pour les groupes classiques d’après les travaux
d’Arthur et Mœglin dans la proposition 4.14. Nous définissons des triplets formés d’un
sous-groupe de Levi de Ĝ et d’un paramètre de Langlands complet cuspidal. Ces triplets
jouent le rôle des paires cuspidales et inertielles pour le centre de Bernstein de G. Nous
définissons des relations d’équivalence cuspidale et inertielle sur l’ensemble de ces triplets
et associons alors à toute telle classe inertielle ¯j un tore complexe T¯j, un groupe fini W¯j
définis uniquement en terme de paramètres de Langlands complets. Les classes d’équiva-
lence cuspidales sur ces triplets seront notées Ω(G)+st et les classes d’équivalence inertielles
notées B(G)+st. On notera Φ(G)+ l’ensemble des paramètres de Langlands complets de G,
c’est-à-dire l’ensemble des couples (φ, η) formés d’un paramètre de Langlands φ de G et
d’une représentation irréductible η de SGφ . Nous conjecturons qu’en général la correspon-
dance de Langlands met en bijection ces objets et est compatible aux actions des groupes
finis correspondants. Nous montrons lorsque λ : WF −→ M̂ est un paramètre de Langlands
discret d’un sous-groupe de Levi M de G, tous les paramètres de Langlands complets de M
de la forme (λ, ε) sont cuspidaux. Nous conjecturons que si la paire inertielle s pour G et le
triplet inertiel ¯j pour Ĝ se correspondent via la conjecture 4.13, alors
Conjecture. Il existe des isomorphismes
Ts −→ T¯j
χ 7−→ χ̂ ,
Ws −→ W¯j
w 7−→ ŵ ,
tels que pour tout χ ∈ Ts, w ∈Ws :
ŵ · χ = ŵ · χ̂.
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Cette conjecture sera vérifiée pour les groupes classiques dans le théorème 5.6.
À la suite de cela, nous construction le « support cuspidal partiel » d’un paramètre de
Langlands complets d’un groupe déployé G. Plus précisément, on associe à tout paramètre
de Langlands complet de G, la classe d’un triplet formé d’un sous-groupe de Levi L̂ de
Ĝ, d’un paramètre de Langlands cuspidal de L et d’une représentation irréductible d’un
sous-groupe de SLϕ . Malheureusement, ici le résultat est partiel car on n’obtient pas une
représentation irréductible cuspidale du groupe SLϕ .
En revanche, pour les groupes classiques GLn, SON , Sp2n, nous définissons entièrement le
support cuspidal de tout paramètre de Langlands complet.
On obtient un paramétrage des paramètres de Langlands complets (φ, η) en fonction d’un
bloc défini par ¯j = [L̂, ϕ, ε] et d’une représentation irréductible d’un groupe de Weyl étendu
W, où L̂ est un sous-groupe de Levi et (ϕ, ε) un paramètre de Langlands complet cuspidal
de L. C’est l’objet du théorème 4.27.
Théorème. Soit G un groupe classique déployé. Alors, il existe une surjection
S`c : Φ(G)+ −→ Ω(G)+st
(φ, η) 7−→ (L̂, ϕ, ε)
.
De plus, les fibres de cette application sont paramétrées par les représentations irréduc-
tibles de NZ
Ĝ
(ϕ WF χc
)(A
L̂
)/Z
L̂
(ϕ WFχc), où c parcourt l’ensemble (fini) des cocaractères
correcteurs de ϕ dans Ĝ.
Par la suite, à l’aide des résultats précédents, Nous énonçons un analogue « galoisien
» à la conjecture d’Aubert-Baum-Plymen-Solleveld en terme de paramètres de Langlands
complets. Plus précisément, si ¯j = [L̂, ϕ, ε] ∈ B(G)+st est un L-triplet inertiel, Φ(G)+¯j l’image
réciproque de ¯j par l’application construite précedemment, T¯j etW¯j le tore et le groupe de
Weyl associé, alors on conjecture qu’il existe une bijection
Φ(G)+¯j ' T¯j  Ŵ¯j.
Nous prouvons cette conjecture dans le cas des groupes classiques dans le théorème 5.5. Re-
marquons qu’on ne suppose pas la correspondance de Langlands à ce stade. En revanche,
à la suite de cela, à l’aide des travaux d’Heiermann et de Lusztig, nous prouvons la conjec-
ture ABPS pour les groupes classiques dans le théoreme 5.7 et en conséquence, on obtient
la compatibilité de la correspondance de Langlands avec l’induction parabolique dans le
théorème 5.9.
À présent, décrivons le plan.
Dans le premier chapitre de cette thèse, après avoir rappelé quelques généralités sur la
correspondance de Springer généralisée et le paramétrage des orbites unipotentes pour les
groupes classiques, nous montrons qu’étant donné un groupe réductif complexe non néces-
sairement connexe H, la correspondance de Springer pour H◦ est H-équivariante.
Ce résultat général nous sert ensuite pour définir et montrer la correspondance de Springer
généralisée pour le groupe orthogonal (ainsi qu’une variante faisant intervenir un produit
de groupes orthogonaux). Notons au passage que la généralisation de la correspondance
de Springer (ordinaire) du cas connexe au cas non-connexe est prouvée et intervient dans
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la preuve de la validité de la conjecture ABPS pour les représentations de la série princi-
pale [Aub+14b]. Une telle généralisation (mais obtenue d’une autre façon) figure aussi dans
[BEG03].
Dans le deuxième chapitre, nous rappelons quelques généralités sur la correspondance
de Langlands locale. Nous décrivons les centralisateurs des paramètres de Langlands dans
le cas des groupes classiques et nous suivons [Gan+12, §4]. Enfin, nous rappelons le paramé-
trage des représentations irréductibles supercuspidales pour les groupes classiques obtenu
par les travaux d’Arthur et Mœglin.
Dans le troisième chapitre, nous résumons les résultats d’Heiermann concernant l’équi-
valence de catégories un bloc de Bernstein Rep(G)s et les modules sur une algèbre de Hecke
affine étendue avec paramètres. Pour préparer les résultats qui suivront, nous rappelons
également les résultats de Lusztig sur les algèbres de Hecke graduées associées à un triplet
cuspidal. Pour cela, une référence très utile est [Ciu08] et [BC13].
Dans le quatrième chapitre, après avoir rappelé les constructions de Haines du centre de
Bernstein stable, nous définissons les notions de paramètres de Langlands complets cuspi-
daux. Nous énonçons la conjecture sur le paramétrage des représentations supercuspidales
et nous la prouvons pour les groupes classiques. Nous introduisons ensuite les triplets cuspi-
daux et inertiels ainsi que les objets qui y sont attachés. Nous énonçons alors les conjectures
qui y sont attachées naturellement.
Le reste du chapitre est consacré à la construction du « support cuspidal » pour les para-
mètres de Langlands complets.
Dans le cinquième chapitre, après avoir rappelé la conjecture ABPS, nous énonçons
et prouvons l’analogue galoisien de cette conjecture. Ceci montre que le quotient étendu
T¯j//W¯j est une structure géométrique qui apparait naturellement dans l’étude des liens
entre la correspondance de Langlands et le centre de Bernstein stable. Par ailleurs, le co-
caractère hc : C× −→ T¯j servant à déformer la projection standard est obtenu dans les
constructions de la fin du chapitre précédent et il fait intervenir les paramètres de Lan-
glands.
À l’aide du paramétrage obtenu pour les groupes classiques (on ne suppose donc pas la
correspondance de Langlands), des algèbres de Hecke graduées définis par Lusztig, les ré-
sultats d’Heiermann et du paramétrage des représentations supercuspidales des groupes
classiques, on obtient un paramétrage des représentations irréductibles des groupes clas-
siques. Ceci montre la validité pour les groupes classiques de la conjecture ABPS et de la
conjecture de compatibilité de la correspondance de Langlands avec l’induction parabo-
lique (conjecture 4.5). La fin du chapitre est consacrée à l’étude d’exemples pour illustrer
les constructions et l’intérêt de la conjecture ABPS.
Notons au passage que la conjecture ABPS est prouvée pour GLn [ABP07], pour les
paires inertielles de la série principale d’un groupe déployé [Aub+14a] et [Aub+14b]. De
plus, grâce aux travaux de Solleveld [Sol12] (qui prouve une version de la conjecture ABPS
pour les algèbres de Hecke) et d’Heiermann [Hei11], la conjecture ABPS était déjà prouvée
pour les groupes classiques. En revanche, on n’avait pas la propriété concernant les L-
paquets (ni la formule explicite du cocaractère correcteur en fonction des paramètres de
Langlands).

Chapitre 1
Correspondance de Springer
1.1 Correspondance de Springer généralisée
Soit H un groupe algébrique linéaire complexe réductif et x ∈ H un élément de H.
On note ZH(x) = {g ∈ H, gxg−1 = x} le centralisateur de x dans H et AH(x) =
ZH(x)/ZH(x)◦ le groupe des composantes du centralisateur de x de H.
Supposons désormais que H est connexe. On a une bijection naturelle entre les représenta-
tions irréductibles de AH(x) et les systèmes locaux H-équivariants irréductibles sur CHx , où
CHx = {gxg−1, g ∈ H} désigne la H-classe de conjugaison de x (voir [JN04, 12.10]). Dans la
suite, on s’intéressera aux orbites unipotentes de H (ou aux orbites nilpotentes de l’algèbre
de Lie de H), c’est à dire aux H-classes de conjugaison d’éléments unipotents de H. On
note N+H le cône unipotent «complet», c’est à dire l’ensemble des H-classes de conjugaison
des couples formés d’un élément unipotent u de H et d’une représentation irréductible du
groupe des composantes du centralisateur dans H de u.
N+H = {(u, η), u ∈ H unipotent, η ∈ Irr(AH(u))}/H−conj
' {(CHu ,F), u ∈ H unipotent, F système local irréductible H-équivariant sur CHu }.
Définition 1.1. Un système local L irréductible L-équivariant sur CLv est dit cuspidal, si
et seulement si, pour tout sous-groupe parabolique propre Q de L, de radical unipotent U
et pour tout élément unipotent g ∈ Q, la cohomologie à support compact de gU ∩ CLv à
coefficient dans la restriction de L est nulle (voir [Lus84, 6.2]).
Soit P un sous-groupe parabolique de H de décomposition de Levi P = LU et soit
u ∈ H (resp. v ∈ L) un élément unipotent. Notons
Yu,v =
{
gZL(v)◦U, g ∈ H, g−1ug ∈ vU
}
,
et
du,v =
1
2 (dimZH(u)− dimZL(v)) .
D’après Springer et Lusztig [Lus84, §1], dimYu,v 6 du,v et le groupe ZH(u) agit par trans-
lation à gauche sur Yu,v. Notons Su,v la représentation par permutation sur les composantes
irréductibles de dimension du,v de Yu,v.
Définition 1.2. Soit τ ∈ Irr(AH(u)). On dit que τ est cuspidale, si et seulement si, pour
tout sous-groupe parabolique propre P = LU de H, pour tout élément unipotent v ∈ L,
Hom(τ, Su,v) = 0.
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Si L est un système local irréductible H-équivariant sur CHu cuspidal, alors la représen-
tation irréductible du groupe fini AH(u) est cuspidale dans le sens précédent et récipro-
quement. On appelera paire cuspidale, tout couple (u, τ) (ou (CHu ,L)) formé d’un élément
unipotent et d’une représentation irréductible cuspidale de AH(u) (ou d’un système local
cuspidal au sens précédent).
Notons SH l’ensemble des classes (de conjugaison par H) de triplets t = [L, CLv ,L]
formés de
— un sous-groupe de Levi L de H ;
— une L-orbite CLv , d’un élément unipotent v ∈ L ;
— un système local L irréductible cuspidal L-équivariant sur CLv .
On appellera un tel triplet, un support unipotent cuspidal.
Dans [Lus84], Lusztig associe à chaque couple (u,F) ∈ N+H un unique triplet t ∈ SH .
Notons ΨH : N+H −→ SH cette application. Elle induit alors une partition de N+H :
N+H =
⊔
t∈SH
Mt,
oùMt désigne l’ensemble des (u,F) ∈ N+H tels que ΨH(u,F) = t. Pour tout t = [L, C,L] ∈
SH , soit S = Z◦L · C et E le système local L-équivariant sur S obtenue en tirant en arrière L
via la projection Z◦L · C −→ C. Notons
Wt =
{
n ∈ NH(L), nSn−1 = S, n∗E ' E
}
/L.
D’après [Lus84, 9.2],
Wt ' NH(L)/L,
et c’est un groupe de Coxeter fini.
Remarque 1.3. Soit v ∈ C et γ : SL2(C) −→ L un morphisme algébrique tel que
γ
(
1 1
0 1
)
= v.
Notons T = Z◦L et Z = ZH(γ)◦. D’après [Lus88, 2.6], T est un tore maximal de Z et on a
l’isomorphisme suivant : Wt ' NH(L)/L ' NZ(T )/T .
Rappelons qu’il y a un ordre partiel sur l’ensemble des orbites unipotentes de H : si O
et O′ sont deux orbites unipotentes de H,
O 6 O′ ⇔ O ⊂ O′,
où O′ désigne l’adhérence de O′. Par ailleurs, d’après [Lus84, 6.5] et [Lus95b, 6.5], pour
tout (O,F) ∈Mt, on a :
H · C 6 O 6 IndHL (C),
où IndHL (C) est l’orbite induite de Lusztig-Spalteinstein. Notons Cmint = H · C et Cmaxt =
IndHL (C). Chacune de ces orbites supporte un système local irréductible particulier défini
en [Lus84, 9.2,9.5] qu’on note Lmint pour Cmint et Lmaxt pour Cmaxt . On peut énoncer la
correspondance de Springer généralisée.
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Théorème 1.4 (Lusztig,[Lus84, 6.5]). Avec les notations précédentes, pour tout t ∈ SH ,
on a unique une bijection Σt :Mt −→ Irr(Wt), telle que
Σt(Cmint ,Lmint ) = triv et Σt(Cmaxt ,Lmaxt ) = sgn.
Ainsi,
N+H '
⊔
t∈SH
Irr(Wt).
Remarque 1.5. Dans [Lus84], la correspondance de Springer généralisée est telle que
Σt(Cmint ,Lmint ) = sgn et Σt(Cmaxt ,Lmaxt ) = triv (voir [Lus84, 9.2,9.5]). La normalisation que
l’on a choisie est donc la tensorisation par le caractère signature de la correspondance de
Springer définie par Lusztig.
1.2 Orbites unipotentes et paires cuspidales pour les groupes
classiques
On rappelle qu’une partition p d’un entier n > 1 est une suite décroissante d’entiers
p1 > . . . > pk > 1 telle que n = p1 + . . . + pk. A priori, les pi ne sont pas distincts deux
à deux. Soit q1 > . . . > qs les entiers deux à deux distincts tels que {pi, 1 6 i 6 k} =
{qj , 1 6 j 6 s} et rq le nombre de fois que q apparait dans p. Nous utiliserons la notation
p = (qrq11 , . . . , q
rqs
s ), si bien que, n = p1 + . . . + pk = rq1q1 + . . . + rqsqs. Les qj (ou pi)
s’appellent les parts de la partition p et rqj la multiplicité de la part qj .
Rappelons brièvement la classification des orbites unipotentes et de leurs centralisateurs
dans certains groupes classiques (voir [CM93, §5.1 & §6.1] et [JN04, §3.8]). Pour toute par-
tition p, nous noterons Op l’orbite unipotente associé à la partition p par la décomposition
de Jordan. Dans un cas, il correspondra à une même partition p deux orbites unipotentes
distinctes que l’on notera OIp et OIIp .
— pour GLn(C) les orbites unipotentes sont en bijection avec les partitions de n via la
décomposition de Jordan ;
— pour Sp2n(C), les orbites unipotentes sont en bijection avec les partitions de 2n pour
lesquelles les parts impaires admettent une multiplicité paire ;
— pour SOn(C), les partitions de n pour lesquelles les parts paires admettent une multi-
plicité paire et toutes les parts ne sont pas paires correspondent à une orbite unipotente.
Les partitions de n qui n’admettent que des parts paires, de multiplicités paires corres-
pondent à deux orbites unipotentes distinctes. Ce dernier cas ne se produit que si n est
pair.
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Pour résumer :
G partition orbite centralisateur
GLn(C) p↔ Op ZGLn(C)(u)red '
∏
q∈p
GLrq (C)
SLn(C) p↔ Op ZSLn(C)(u)red '
(∏
q∈p
GLrq (C)
)+
Sp2n(C) ∀q ∈ p, q impair⇒ rq pair p↔ Op ZSp2n(C)(u)red '
∏
q∈p
q pair
Orq (C)×
∏
q∈p
q impair
Sprq (C)
SOn(C) ∀q ∈ p, q pair⇒ rq pair p↔ Op ZOn(C)(u)red '
∏
q∈p
q impair
Orq (C)×
∏
q∈p
q pair
Sprq (C)
∀q ∈ p, q et rq pair p↔
 O
I
p
OIIp
ZSOn(C)(u)red '
 ∏
q∈p
q impair
Orq (C)

+
×
∏
q∈p
q pair
Sprq (C)
Table 1.1: Orbites unipotentes des groupes classiques
Où l’on a noté ZG(u)red le quotient de ZG(u) par son radical unipotent et : ∏
q∈p
q impair
Orq(C)

+
=
(xq) ∈
∏
q∈p
q impair
Orq(C),
∏
q∈p
q impair
det(xq)rq = 1
 .
Les paires cuspidales sont assez rares. Elles apparaissent comme les blocs fondamentaux
dans la correspondance de Springer généralisée. Dans [Lus84, §10, 12.4 & 13.4] et [Lus14],
Lusztig classifie les paires cuspidales pour les groupes classiques. Nous résumons les résul-
tats dans le tableau ci-dessous.
H condition orbite unipotente AH(u) paire cuspidale (C, τ)
GLn(C) n = 1 O(1) {1} (O(1), 1)
Sp2n(C) 2n = d(d+ 1) O(2d,2d−2,...,4,2) (Z/2Z)d (O(2d,2d−2,...,4,2), τ2n)
SOn(C) n = d2 O(2d−1,2d−3,...,3,1) (Z/2Z)d−1 (O(2d−1,2d−3,...,3,1), εn)
Table 1.2: Paires cuspidales pour les groupes classiques
Précisons les notations employées. Dans les cas des groupes symplectiques et orthogonaux,
les orbites unipotentes qui interviennent dans les paires cuspidales sont paramétrées par
des partitions dont les parts sont de multiplicité 1. Par suite, le groupe des composantes est
un produit de Z/2Z indexé par les parts paires (resp. impaires) pour le cas symplectique
(resp. orthogonal).
Dans le cas symplectique, soit u ∈ O(2d,2d−2,...,4,2) et pour tout a ∈ {2, . . . , 2d}, notons
za ∈ ASp2n(C)(u) tels que :
ASp2n(C)(u) =
d∏
i=1
{1, z2i} ' (Z/2Z)d.
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La représentation cuspidale τ2n de ASp2n(C)(u) vérifie pour tout i ∈ J1, dK :
τ2n(z2i) = (−1)i.
Dans le cas orthogonal, soit u ∈ O(2d−1,2d−1,...,3,1) et pour tout a ∈ {1, . . . , 2d− 1}, notons
za ∈ AOn(C)(u) tels que :
AOn(C)(u) =
d∏
i=1
{1, z2i−1} ' (Z/2Z)d, ASOn(C)(u) =
d−1∏
i=1
{1, z2i−1z2i+1} ' (Z/2Z)d−1.
La représentation cuspidale εn de ASOn(C)(u) vérifie pour tout i ∈ J1, d− 1K :
εn(z2i−1z2i+1) = −1.
Les représentations irréductibles ε′n et ε′′n de AOn(C)(u) telles que leurs restrictions à
ASOn(C)(u) est εn vérifient, pour tout i ∈ J1, dK :
ε′n(z2i−1) = (−1)i,
ε′′n(z2i−1) = (−1)i+1.
La preuve de ce fait sera établie dans ce qui suit.
1.3 Équivariance de la correspondance de Springer généra-
lisée
1.3.1 Un théorème de Lusztig-Springer-Borho-MacPherson
On se replace dans le contexte de l’article [Lus84] et on reprend, à peu de chose près, les
notations de l’article original de Lusztig.
Soit G un groupe algébrique réductif connexe complexe. Dans [Lus84, §3.1], Lusztig définit
une partition deG en nombre fini de sous-variétés irréductibles, lisses, localement fermées et
stables par conjugaison. Pour tout g ∈ G, on note gs la partie semi-simple de g. Rappelons
qu’on dit que g ∈ G (ou sa classe de conjugaison CGg ) est isolé si ZG(gs)◦ n’est contenu dans
aucun sous-groupe de Levi propre de G. D’après [Lus84, 2.7], si t = [L, CLv ,L] ∈ SG, alors
la classe CLv est isolée dans L.
Soit L un sous-groupe de Levi de G et S ⊂ L l’image réciproque d’une classe de conjugaison
isolée de L/Z◦L via la projection naturelle L L/Z◦L, où Z◦L désigne la composante connexe
du centre de L. Notons
Sreg = {g ∈ S, ZG(gs)◦ ⊂ L}.
Considérons alors la sous-variété irréductible, lisse et localement fermée de G définie par
Y(L,S) =
⋃
g∈G
gSregg
−1 =
⋃
x∈Sreg
CGx .
Remarquons que Y(L,S) ne dépend en fait que de la G-classe de conjugaison de (L, S).
A présent, considérons P = LUP un sous-groupe parabolique de G de facteur de Levi L,
notons c = (P,L, S), c = (L, S) et posons
X̂c = {(g, x) ∈ G×G, x−1gx ∈ S · UP },
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Xc = {(g, xP ) ∈ G×G/P, x−1gx ∈ S · UP },
où S désigne l’adhérence de S. Le sous-groupe P agit librement par translation à droite sur
la seconde coordonnée d’un élément X̂c et X̂c/P = Xc. D’après [Lus84, 4.3], la projection
selon la première coordonnée φc : Xc −→ G est propre et son image est Y c. Enfin, S
est stratifié en nombre fini de strates lisses, qui sont les orbites de Z◦L × L (sur S), où Z◦L
agit par translation et L par conjugaison. Il y a une unique strate ouverte qui est S. Notons
σc : X̂c −→ S l’application qui à (g, x) associe la projection de x−1gx ∈ S ·UP sur le facteur
S et $P : X̂c −→ Xc l’application définie pour tout (g, x) ∈ X̂c par $P (g, x) = (g, xP ).
Pour résumer la situation, on a le diagramme
X̂c
σc

$P
((
Xc
φc~~
S Y c
Par image réciproque via σc, de la stratification de S on obtient une stratification de X̂c.
La strate X̂c,α (correspondant à la strate ouverte S) est ouverte et dense. Nous noterons
σc,α la restriction de σc à X̂c,α Chaque strate de X̂c est P -invariante et leurs images dans
Xc = X̂c/P forment une stratification de Xc, avec Xc,α = X̂c,α/P ouverte et dense.
Soit E un système local irréductible cuspidal L-équivariant sur S. Alors (σc,α)∗E est un sys-
tème local G×P -équivariant sur X̂c,α. Il existe alors un unique système local G-équivariant
sur Xc,α, noté E , tel que (σc,α)∗E = ($P )∗E .
Même si ce n’est pas la façon originelle dont Lusztig a défini les objets suivants (voir [Lus84,
§3]), notons Y˜c = φ−1c (Yc), pic = φc Y˜c , E˜ = E Y˜c et enfin
AE = EndDYc((pic)∗E˜) ' EndDGYc((pic)∗E˜),
où DYc (resp. DGYc) désigne la catégorie dérivée bornée des Q`-faisceaux constructibles
(resp. G-équivariant) sur Yc. Nous noterons Irr(AE) l’ensemble des classes d’isomorphisme
de AE -modules simples et Q` le faisceau constant.
Soit Kc = IC(Xc, E) le complexe de cohomologie d’intersection de Deligne-Goresky-
MacPherson de Xc à coefficient dans E . Alors (φc)!Kc est un complexe sur Y c.
Théorème 1.6 (Lusztig,[Lus84, 6.5]). Soient t = [L, CLv ,L] ∈ SG, (S, E) = (Z◦L · CLv ,Q` 
L) la paire cuspidale correspondante pour L, et P un sous-groupe parabolique de G de
Levi L. Comme précédemment, notons c = (P,L, S), c = (L, S) et (φc)!Kc le complexe
correspondant sur Y c.
(a) Pour (CGu ,F) ∈ N+G , on a ΨG(CGu ,F) = (L, CLv ,L), si et seulement si, les deux
conditions suivantes vérifiées :
(i) CGu ⊆ Y c ;
(ii) F est un facteur direct de R2dCGu ,CLv (fc)!(E) CGu , où fc est la restriction de φc à
Xc,α ⊂ Xc et dCGu ,CLv = (νG − 12 dim CGu )− (νL − 12 dim CLv ), où νG (resp. νL) est
le nombre de racines positives de G (resp. de L).
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(b) Le morphisme naturel
R
2dCGu ,CLv (fc)!(E) CGu −→ H
2dCGu ,CLv ((φc)!Kc) CGu
donnée par l’inclusion de Xc,α dans Xc en tant qu’ouvert, est un isomorphisme
(c) Pour tout ρ ∈ Irr(AE), soit ((φc)!Kc)ρ la composante ρ-isotypique de (φc)!Kc, c’est-
à-dire
(φc)!Kc =
⊕
ρ∈Irr(AE)
ρ ((φc)!Kc)ρ.
Soit Y c,uni la variété des éléments unipotents dans Y c. Il existe un unique couple
(CGu ,F) ∈ N+G vérifiant les propriétés suivantes :
(i) CGu ⊂ Y c
(ii) ((φc)!Kc)ρ Y c,uni est isomorphe à IC(CGu ,F)[2dCGu ,CLv ] prolongé par 0 sur Y c,uni−
CGu .
En particulier, F = H2dCGu ,CLv (((φc)!Kc)ρ) CGu . L’application ΣG : A
∨
E −→ Mt qui à
ρ associe (CGu ,F) est une bijection.
Remarque 1.7. D’après [Lus84, 9.2], il y a un unique isomorphisme d’algèbres
AE ' Q`[Wt],
tel que les propriétés rappelées dans la remarque 1.5 soient vérifiées.
1.3.2 H-équivariance de la correspondance de Springer pour H◦
Soit H un groupe algébrique linéaire complexe, réductif et non nécessairement connexe.
Le groupe H agit par conjugaison sur N+H◦ , SH◦ . En effet, soit h ∈ H, (CH
◦
u ,F) ∈ N+H◦ ,
t = [L, CLv ,L]H◦ ∈ SH◦ et ρ ∈ Irr(Wt).
Puisque H◦ est distingué dans H, hCH◦u = ChH
◦h−1
huh−1 = CH
◦
huh−1 est une orbite unipotente de
H◦. De même, hL est un sous-groupe de Levi de H◦, hCLv est une orbite unipotente de hL,
etc. Abusons de la notation h pour désigner l’application
H −→ H
x 7−→ h−1xh
Ainsi, h∗F (resp. h∗L) est un système local sur CH◦huh−1 (resp. hCLv ). En gardant les notations
précédentes, l’action de H sur N+H◦ , SH◦ et Irr(W ) est la suivante :
h·(CH◦u ,F) = (CH
◦
huh−1 , h
∗F), h·[L, CLv ,L] = [hL, C
hL
hvh−1 , h
∗L] et h·ρ = ρh ∈ Irr(Wh·t).
Théorème 1.8. La correspondance de Springer pour H◦ est H-équivariante. Plus précisé-
ment, pour tout h ∈ H le diagramme suivant est commutatif
Irr(Wt)
h

N+H◦
ΣH◦oo ΨH◦ //
h

S+H◦
h

Irr(Wh·t) N+H◦
ΣH◦oo ΨH◦ // N+H◦
Autrement dit, pour tout h ∈ H, (CH◦u ,F) ∈ N+H◦,
ΨH◦(h · (CH◦u ,F)) = h ·ΨH◦(CH
◦
u ,F) et ΣH◦(h · (CH
◦
u ,F)) = h · ΣH◦(CH
◦
u ,F).
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Démonstration. Notons G = H◦ et reprenons les notations du théorème 1.6. Soient h ∈
H, (CGu ,F) ∈ N+G , P un sous-groupe parabolique de G, de facteur de Levi L, v ∈ L un
élément unipotent et L un système local irréductible cuspidal L-équivariant sur CLv tel que
ΨG(CGu ,F) = [L, CLv ,L] ∈ SG. Comme dans le théorème 1.6, notons (S, E) = (Z◦L · CLv ,Q`
L) la paire cuspidale correspondante pour L et c = (P,L, S), c = (L, S). D’après (a) du
théorème 1.6, CGu ⊂ Y c, donc hCGu ⊂ hY c = Y h·c, où h · c = (hL, hS). Considérons les
applications
X̂h·c −→ X̂c
(g, x) 7−→ (h−1g, h−1x)
, Xh·c −→ Xc
(g, x hP ) 7−→ (h−1g, h−1xP )
, G −→ G
g 7−→ h−1g
.
et les diagrammes suivants :
X̂h·c,α
h //
σh·c,α

X̂c,α
σc,α

hS
h // S
, X̂h·c,α
h //
$hP

X̂c,α
$P

Xh·c,α
h // Xc,α
, Xh·c,α
h //
fh·c

Xc,α
fc

Y h·c
h // Y c
.
Les deux premiers diagrammes commutatifs montrent que
(σh·c,α)∗(h∗E) = h∗(σc,α)∗(E)
= h∗($P )∗(E)
= ($hP )∗(h∗E)
Par unicité, ceci montre que h∗E = h∗E . Le troisième diagramme cartésien montre par le
théorème de changement de base propre, qu’on a
h∗R2d(fc)!(E) ' R2d(fh·c)!(h∗E) = R2d(fh·c)(h∗E).
Puisque
0 6= HomDCGu (F , R2d(fc)!(E) CGu )) ' HomDhCGu (h
∗F , h∗R2d(fc)!(E) hCGu ))
' HomDhCGu (h∗F , R2d(fh·c)!(h∗E) hCGu )) 6= 0,
avec d = dCGu ,CLv = dhCGu ,hCLv . Ainsi h
∗F est un facteur direct de R2d(fh·c)!(h∗E) hCGu et
d’après le théorème 1.6, ΦH◦ est H-équivariante.
D’après [GM83, prop. 5.4], on a h∗Kc = h∗IC(Xc, E) = IC(h∗Xc, h∗E) = IC(Xh·c, h∗E) =
Kh·c. Soit ρ ∈ Irr(AE). Par fonctorialité, Ah∗E ' AE et en considérant le dernier des trois
diagrammes commutatifs, on obtient :
HomAE (ρ, (φc)!Kc) ' HomAh∗E (h∗ρ, h∗(φc)!Kc)
' HomAh∗E (ρh, (φh·c)!Kh·c)
h∗((φc)!Kc)ρ ' ((φh·c)!Kh·c)h∗ρ
Puisque ((φc)!Kc)ρ Y c,uni ' IC(CGu ,F)[2dCGu ,CLv ], on obtient
h∗((φc)!Kc)ρ Y c,uni ' h∗IC(CGu ,F)[2dCGu ,CLv ]
((φh·c)!Kh·c)h∗ρ ' IC(hCGu , h∗F)[2dhCGu ,hCLv ]
D’après la caractérisation (c) du théorème, ceci montre que ΣH◦ est H-équivariante.
1.4. Correspondance de Springer généralisée pour le groupe orthogonal 23
1.4 Correspondance de Springer généralisée pour le groupe
orthogonal
1.4.1 Correspondance de Springer généralisée pour le groupe orthogo-
nal
Nous avons vu précédemment que la correspondance de Springer généralisée pour un
groupe réductif connexe G établit une bijection (à G-conjugaison près)
Σ : (O, η) 7−→ (L, C, ε, ρ),
avec
— O une orbite unipotente de G ;
— η une représentation irréductible de AG(u) (et u ∈ O) ;
— L un sous-groupe de Levi de G ;
— C une orbite unipotente de L ;
— ε une représentation irréductible cuspidale de AL(v) (et v ∈ C) ;
— ρ une représentation irréductible de NG(L)/L.
Nous souhaitons étendre cette bijection au groupe orthogonal. Pour cela, précisons quels
objets seront en bijection et décrivons notre démarche.
Définition 1.9. Soit H un groupe réductif non nécessairement connexe, A ⊂ H un tore et
L = ZH(A). On appelle sous-groupe de quasi-Levi de H, le centralisateur dans H d’un tore
contenu dans H. Le groupe de Weyl de L dans H est WHL = NH(A)/ZH(A).
Remarque 1.10. Soit A ⊂ H un tore contenu dans H et L = ZH(A) un sous-groupe
de quasi-Levi de H. Alors, L◦ = ZH(A)◦ = ZH◦(A)◦ = ZH◦(A) est un sous-groupe de
Levi de H◦. Réciproquement, tout sous-groupe de Levi de H◦ est la composante neutre
d’un sous-groupe de quasi-Levi de H. De plus, le groupe de Weyl de L◦ dans H◦, WH◦L◦ =
NH◦(A)/ZH◦(A) est un sous-groupe distingué de WHL .
Décrivons les sous-groupes de quasi-Levi du groupe orthogonal et leurs groupes de Weyl
relatifs.
H L◦ L L/L◦ WHL /W
H◦
L◦
O2n+1
∏k
i=1 GLni × SO2n′+1
∏k
i=1 GLni ×O2n′+1 Z/2Z {1} ni > 0, n′ > 0
O2n
∏k
i=1 GLni × SO2n′
∏k
i=1 GLni ×O2n′ Z/2Z {1} ni > 0, n′ > 2∏k
i=1 GLni
∏k
i=1 GLni {1} Z/2Z ni > 0
Table 1.3: Sous-groupes de quasi-Levi du groupe orthogonal
À présent, nous nous intéressons uniquement au groupe orthogonal ON que nous notons
H.
Nous allons associer à tout couple formé d’une H-classe de conjugaison d’un élément uni-
potent u ∈ H◦ et d’une représentation irréductible de AH(u), une H-classe de conjugaison
d’un quadruplet formé d’un sous-groupe de quasi-Levi L de H, d’une L-classe de conjugai-
son d’un élément unipotent v ∈ L◦, d’une représentation irréductible cuspidale de AL(v)
(nous verrons plus tard quelle est la définition) et d’une représentation irréductible de WHL .
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Pour cela nous allons procéder en trois étapes. Tout d’abord nous étendons la correspon-
dance de Springer au sous-groupe HL de H tel que HL/H◦ = L/L◦. Ensuite, nous l’éten-
dons au sous-groupe HO de H qui stabilise la classe de H◦-conjugaison de u et enfin à
H.
Le groupe des composantes du groupe orthogonal étant d’ordre 2, une seule de ces étapes
apparaitra ci-dessous. Néanmoins, dans la section suivante ces trois étapes apparaitront.
Commençons par décrire les représentations irréductibles de AH(u) en fonction de leurs
restrictions à AH◦(u), où u ∈ H◦ est un élément unipotent.
Soit u ∈ H◦ un élément unipotent. Supposons que AH(u) 6= AH◦(u). Dans ce cas, pour
tout s ∈ H \H◦, sCH◦u s−1 = CH
◦
u . Il existe donc s ∈ H \H◦ tel que :
AH(u) = AH◦(u)o {1, s}.
On sait que AH(u) est un produit de Z/2Z. On peut donc identifier les représentations
irréductibles de AH(u) à HomZ(AH(u),C×) et les représentations irréductibles de AH◦(u)
à HomZ(AH◦(u),C×). Ces espaces sont des F2-espaces vectoriels de dimensions finies et le
dernier est sous-espace du premier de codimension 1. Considérons la suite exacte de groupes
abéliens :
1 // AH◦(u) // AH(u) // {1, s} // 1
On déduit une suite exacte de F2-espace vectoriel de dimension finie :
1 // HomZ({1, s},C×) // HomZ(AH(u),C×) // HomZ(AH◦(u),C×) // 1
Le morphisme HomZ(AH(u),C×) −→ HomZ(AH◦(u),C×) est surjectif pour des raisons
de dimensions. Ainsi, tout caractère de AH◦(u) se remonte en un caractère de AH(u). Ceci
signifie exactement que ηs = η.
Il y a exactement deux caractères de AH(u) tels que leurs restrictions au sous-groupe
distingué AH◦(u) soit égal à η. Ces caractères sont η  1 et η  ξ, avec ξ le caractère non
trivial de {1, s}.
Soit (u, η) ∈ N+SON . Notons (L◦, CL
◦
v , ε, ρ) les objets associés à (u, η) par la correspondance
de Springer généralisée pour SON .
(I) Supposons (N est impair) ou (N est pair et L = (C×)` ×ON ′ avec N ′ > 4).
Dans ce cas, pour tout s ∈ H \ H◦, sCH◦u s−1 = CH
◦
u et pour tout s
′ ∈ L \
L◦, s′CL◦v s′−1 = CL
◦
v .
Il existe donc s ∈ H \H◦ et s′ ∈ L \ L◦ tels que :
AH(u) = AH◦(u)o {1, s} et AL(v) = AL◦(v)o {1, s′}.
Toute représentation irréductible de AH(u) de restriction η à AH◦(u) est de la forme
ηχ, avec χ une représentation irréductible de {1, s}. De même, toute représentation
irréductible de AL(v) de restriction ε à AL◦(v) est de la forme ε  χ′, avec χ′ une
représentation irréductible de {1, s′}. De plus, WHL = WH
◦
L◦ .
On associe à la H-classe de conjugaison de (CHu , ηχ), la H-classe de conjugaison du
quadruplet (L, CLv , ε χ, ρ).
(II) Supposons N pair, L◦ = T = (C×)` et que la partition associée à u contient une part
paire de multiplicité impaire.
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Dans ce cas, pour tout s ∈ H \ H◦, sCH◦u s−1 = CH
◦
u . Il existe donc s ∈ H \ H◦ et
s′ ∈ NH(T )\ ∈ NH◦(T ) tels que :
AH(u) = AH◦(u)o {1, s} et WHT = WH
◦
T o {1, s′}.
Puisque s · (CH◦u , η) = (CH
◦
u , η), par équivariance de la correspondance de Springer,
(T, {1}, 1, ρ) = Σ(CH◦u , η) = Σ(s · (CH
◦
u , η)) = s′ · Σ(CH
◦
u , η) = (T, {1}, 1, ρs
′).
Ainsi, ρs
′ ' ρ. Comme précédemment, toute représentation irréductible de AH(u) de
restriction η à AH◦(u) est de la forme η  χ, avec χ une représentation irréductible
de {1, s}. De même, toute représentation irréductible de WHT de restriction ρ à WH
◦
T
est de la forme ρ χ′, avec χ′ une représentation irréductible de {1, s′}.
On associe à la H-classe de conjugaison de (CHu , ηχ), la H-classe de conjugaison du
quadruplet (T, {1}, 1, ρ χ).
(III) Supposons N pair et que la partition associée à u ne contient que des parts paires de
multiplicités paires.
Dans ce cas, pour tout s ∈ H \H◦, sCH◦u s−1 6= CH
◦
u et AH(u) = AH◦(u) = {1}. Ici,
L◦ = T = (C×)` et il existe s′ ∈ NH(T )\ ∈ NH◦(T ) tel que :
WHT = WH
◦
T o {1, s′}.
Par équivariance de la correspondance de Springer généralisée, puisque (CH◦u , {1}) 6=
(CH◦s′us′−1 , {1}), on a : ρs
′ 6' ρ. Ainsi, IndWHT
WH
◦
T
(ρ) est irréductible et CHu = CH
◦
u unionsqCH
◦
s′us′−1 .
On associe à la H-classe de conjugaison de (CHu , 1), la H-classe de conjugaison du
quadruplet (T, {1}, 1, IndWHT
WH
◦
T
(ρ)).
Définition 1.11. Soit L un sous-groupe de quasi-Levi de H, v ∈ L◦ un élément unipotent
et ε ∈ Irr(AL(v)). On dit que ε est cuspidale, si et seulement si, la restriction de ε à
AL◦(v) est une représentation cuspidale. On notera Irr(AL(v))cusp l’ensemble des (classes
de) représentations irréductibles cuspidales de AL(v).
Notons
N+H = {(CHu , η), u ∈ H◦ unipotent, η ∈ Irr(AH(u)}/H−conj,
SH = {(L, CLv , ε), L quasi-Levi de H, v ∈ L◦ unipotent et ε ∈ Irr(AL(v))cusp}/H−conj.
Pour tout t = [L, CLv , τ ] ∈ SH , notons Wt = WHL .
Théorème 1.12. Les contructions précédentes définissent une application surjective
Ψ : N+H −→ SH ,
induisant une décomposition
N+H =
⊔
t∈SH
Mt,
oùMt = Ψ−1(t). De plus, pour tout t ∈ SH , on a une bijection
Σt :Mt −→ Irr(Wt).
Ainsi,
N+H '
⊔
t∈SH
Irr(Wt).
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Proposition 1.13. Soit (u, η) ∈ N+H et (L, v, ε) = Ψ(u, η). On a des morphismes ZH −→
AH(u) et ZL −→ AL(v). Alors η(−1) = ε(−1) (où l’on voit −1 à travers les morphismes
précédents).
Démonstration. Dans le (I), on peut écrire η = η0χ et ε = ε0χ, avec η0 ∈ Irr(AH◦(u))
et ε0 ∈ Irr(AL◦(v)).
Supposons N pair. Dans ce cas, −1 ∈ H◦. D’après, [Lus95a, 5.23], η0(−1) = ε0(−1), d’où
η(−1) = ε(−1).
Supposons N impair. Dans ce cas, −1 ∈ AH(u) \ AH◦(u). Donc, η(−1) = χ(−1) = ε(−1).
Dans les cas (II) et (III), on conclue de la même façon.
Remarque 1.14. On remarque d’après la forme des représentations cuspidales de AL(v),
que pour tout w ∈WHL et toute représentation irréductible cuspidale ε de AL(v), εw ' ε.
1.4.2 Un sous-groupe d’indice deux d’un produit de groupes orthogo-
naux
Soit r > 2 un entier, m1, . . . ,mr > 1 des entiers. Considérons H =
∏r
i=1 Omi et
H˜ =
{
(xi) ∈ H,
r∏
i=1
det(xi) = 1
}
.
Soit u ∈ H◦ un élément unipotent et η◦ une représentation irréductible de AH◦(u). On a
une décomposition de
u = (ui) ∈
r∏
i=1
SOmi ,
AH◦(u) =
r∏
i=1
ASOmi (ui),
et
η◦ = η1  . . . ηr,
avec pour tout i ∈ J1, rK, ηi une représentation irréductible de ASOmi (ui). On peut suppo-
ser avoir arrangé les indices de la façon suivante :
— pour tout i ∈ J1, pK, mi est impair ou (ui, σi) est associé par la correspondance de
Springer généralisée à un sous-groupe de Levi de la forme (C×)`i × SOm′i avec m′i > 4 ;
— pour tout i ∈ Jp+ 1, qK, la partition associé à ui contient une part paire de multiplicité
impaire ;
— pour tout i ∈ Jq + 1, rK, la partition associé à ui ne contient que des parts paires de
multiplicités paires.
Pour tout i ∈ J1, rK, notons Hi = Omi , et ajoutons un indice i aux objets que nous avons
dans la section précédente (Li le sous-groupe de quasi-Levi de Hi associé à (CHiui , ηi  χi),
si, s′i, etc).
Si p = 0, notons
C
L˜
= {1}, CO = 〈sp+1sp+2, . . . , sq−1sq〉 , CI = 〈sqsq+1, . . . , sr−1sr〉 ,
C ′
L˜
= {1}, C ′O =
〈
s′p+1s
′
p+2, . . . , s
′
q−1s
′
q
〉
, C ′I =
〈
s′qs
′
q+1, . . . , s
′
r−1s
′
r
〉
.
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Si p > 2, notons
C
L˜
= 〈s1s2, . . . , sp−1sp〉 , CO = 〈spsp+1, spsp+2 . . . , spsq〉 , CI = 〈spsq+1, . . . , spsr〉 ,
C ′
L˜
=
〈
s′1s
′
2, . . . , s
′
p−1s
′
p
〉
, C ′O =
〈
s′ps
′
p+1, s
′
ps
′
p+2, . . . , s
′
ps
′
q
〉
, C ′I =
〈
s′ps
′
q+1, . . . , s
′
ps
′
r
〉
.
Et dans chacun de ces deux cas, notons
H˜ L˜ = H◦ o C
L˜
, H˜O = H◦ o (C
L˜
× CO), H˜ = H◦ o (CL˜ × CO × CI), L˜ = H˜ ∩
r∏
i=1
Li.
Remarque 1.15. La façon dont on a défini ces groupe suppose que l’on a p > 2, q −
p > 2, r − q > 2 pour C
L˜
, CO, CI respectivement. Si ce n’est pas le cas, alors le groupe
considéré est trivial.
On vérifie que
A
H˜L˜
(u) = AH◦(u)o CL˜,
A
L˜
(v) = AL◦(v)o C ′L˜,
A
H˜
(u) = AH◦(u)o
(
C
L˜
× CO
)
' A
H˜L˜
(u)o CO,
W H˜
O
L˜
= WH◦L◦ o C ′O,
W H˜
L˜
= WH◦L◦ o
(
C ′O × C ′I
)
.
On construit la correspondance de Springer généralisée pour H˜ par étapes de la façon
suivante :
H◦
(
CH◦u , η◦
) (
L◦, CL◦v , ε, ρ
)
H˜ L˜
(
CH◦u , η◦  χL˜
) (
L˜, CL◦v , ε χL˜, ρ
)
H˜O
(
CH◦u , η◦  χL˜  χO
) (
L˜, CL◦v , ε χL˜, ρ χO
)
H˜
(
CH˜u , η◦  χL˜  χO
) L˜, CL◦v , ε χL˜, IndW H˜L˜W H˜O
L˜
(ρ χO)

Dans la définition 1.11 et le théorème 1.12 H désigne un groupe orthogonal. La définition
1.11 a toujours un sens en remplaçant H par H˜. De plus, les constructions précédentes
assurent que le théorème 1.12 est vraie en remplaçant H par H˜.
Théorème 1.16. Les contructions précédentes définissent une application surjective
Ψ : N+
H˜
−→ S
H˜
,
induisant une décomposition
N+
H˜
=
⊔
t∈S
H˜
Mt,
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oùMt = Ψ−1(t). De plus, pour tout t ∈ SH˜ , on a une bijection
Σt :Mt −→ Irr(Wt).
Ainsi,
N+
H˜
'
⊔
t∈S
H˜
Irr(Wt).
Chapitre 2
Correspondance de Langlands
locale
2.1 Correspondance de Langlands locale
Soit F un corps local non archimédien, vF : F  Z ∪ {∞} sa valuation discrète, q le
cardinal de son corps résiduel.
Soit G un groupe réductif connexe sur F (c’est-à-dire les F -points d’un groupe algébrique
réductif connexe défini sur F ). Notons Rep(G) la catégorie des représentations (complexes)
lisses de G, Irr(G) l’ensemble (des classes) des représentations lisses irréductibles de G et
Ĝ le dual de Langlands de G. C’est un groupe réductif connexe complexe dont les données
radicielles sont duales de celles de G. On note WF le groupe de Weil de F , IF le groupe
d’inertie, W ′F = WF × SL2(C) le groupe de Weil-Deligne et LG = ĜoWF le L-groupe de
G (voir [Bor79] et [Kot84, §1]).
La correspondance de Langlands locale prévoit un paramétrage des représentations irré-
ductibles admissibles de G par certaines représentations du groupe de Weil-Deligne ou plus
précisément, par des paramètres de Langlands. Un paramètre de Langlands est un mor-
phisme continu φ : W ′F −→ LG tel que
— la restriction φ SL2(C) : SL2(C) −→ Ĝ est un morphisme algébrique
— l’ensemble φ(WF ) est constitué d’éléments semi-simples
— le diagramme suivant est commutatif W ′F
φ //
prW ′
F !!
LG
prLG}}
WF
où prW ′F et prLG, sont
les projections naturelles sur WF
— φ est pertinent (ou relevant en anglais), dans le sens où si Imφ est contenu dans un
sous-groupe de LeviM de LG, alors il existe un sous-groupe de Levi M de G défini sur
F dont le L-groupe estM.
Remarque 2.1. Dans le cas où G est un groupe quasi-déployé, la dernière condition est
automatiquement vérifiée. De plus, si G est déployé, alors LG = G×WF et l’avant dernière
condition est aussi automatiquement vérifiée.
Notons Φ(G) l’ensemble des classes de paramètres de Langlands de G, à Ĝ-conjugaison
près. La correspondance de Langlands locale prédit alors une surjection à fibres finies
recG : Irr(G) −→ Φ(G).
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Notons aF : WF −→ F× l’application de réciprocité d’Artin [BH06, §29]. Ce résultat
fondamental de la théorie du corps de classes local induit un isomorphisme topologique
W abF ' F×. Si T est un tore déployé sur F , en notant X∗(T ) (resp. X∗(T )) le groupe des
caractères (resp. cocaractères) rationnels de T , on a alors :
Hom(T,C×) = Hom(X∗(T )⊗Z F×,C×)
= Hom(F×, X∗(T )⊗Z C×)
= Hom(WF , T̂ ).
On a donc une bijection entre les représentations lisses irréductibles de T et les morphismes
continus du groupe de Weil de F à valeurs dans T̂
recT : Hom(T,C×) −→ Hom(WF , T̂ )
χ 7→ χ̂
,
vérifiant pour tout γ ∈ X∗(T ) = X∗(T̂ ) et w ∈WF ,
γ(χ̂(w)) = χ(γ(aF (w))).
Plus généralement, c’est-à-dire dans le cas non-déployé, la correspondance de Langlands
pour les tores et les caractères a été établie par Langlands dans [Lan97]. Pour G un groupe
réductif connexe défini sur un corps local, il s’agit d’une bijection entre les caractères
de G et les 1-cocycles continus du groupe de Weil de F à valeurs dans le centre de Ĝ :
Hom(G,C×) ' H1(WF , ZĜ) (voir aussi [Kal12, 4.5.2]).
Soit φ ∈ Φ(G) un paramètre de Langlands de G. Notons Πφ(G) le L-paquet défini par φ,
c’est-à-dire l’ensemble des représentations irréductibles admissibles de G ayant pour image
φ par recG. Conjecturalement, Πφ(G) serait paramétré grosso modo par les représentations
irréductibles du groupe des composantes du centralisateur dans Ĝ de l’image de φ. Plus
rigoureusement, considérons Z
Ĝ
(φ) le centralisateur dans Ĝ de l’image de φ. Notons
— ΓF = Gal(F/F ) le groupe de Galois absolu de F ;
— A
Ĝ
(φ) = pi0(ZĜ(φ)) ' ZĜ(φ)/ZĜ(φ)◦, le groupe des composantes de ZĜ(φ) ;
— SGφ = pi0(ZĜ(φ)/Z
ΓF
Ĝ
) ' Z
Ĝ
(φ)/
(
ZΓF
Ĝ
· Z
Ĝ
(φ)◦
)
, le groupe des composantes de
Z
Ĝ
(φ)/ZΓF
Ĝ
;
— Irr(G)cusp l’ensemble des (classes de) représentations irréductibles cuspidales de G ;
— Irr(G)2 l’ensemble des (classes de) représentations irréductibles essentiellement de carré
intégrable de G ;
— Irr(G)temp l’ensemble des (classes de) représentations irréductibles tempérées G ;
— Φ(G)2 l’ensemble des (classes de) paramètres discrets de G, c’est-à-dire les paramètres
de Langlands dont l’image n’est contenue dans aucun sous-groupe Levi propre de Ĝ ;
— Φ(G)bdd l’ensemble des (classes de) paramètres de Langlands tels que l’image de WF
est bornée.
Dans ce qui suit, on supposera G déployé et on considèrera un paramètre de Langlands
comme un morphisme continu du groupe de Weil-Deligne à valeurs dans Ĝ et vérifiant les
deux premières conditions. De plus, nous noterons Φ(G)+ l’ensemble des paramètres de
Langlands complets de G :
Φ(G)+ =
{
(φ, η), φ ∈ Φ(G), η ∈ Irr(SGφ )
}
.
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Conjecture 2.2 (Correspondance de Langlands locale). Avec les notations précédentes
(on suppose donc G déployé), il existe une surjection à fibres finies
recG : Irr(G) −→ Φ(G),
vérifiant les propriétés suivantes :
— pour tout caractère χ de G et pour tout pi ∈ Irr(G), recG(pi ⊗ χ) = recG(pi)χ̂ ;
— pour tout φ ∈ Φ(G), les conditions suivantes sont équivalentes
(i) un élément de Πφ(G) est une représentation essentiellement de carré intégrable
modulo le centre ;
(ii) tous les éléments de Πφ(G) sont des représentations essentiellement de carré inté-
grable modulo le centre ;
(iii) φ ∈ Φ(G)2.
— pour tout φ ∈ Φ(G), les conditions suivantes sont équivalentes
(i) un élément de Πφ(G) est une représentation tempérée ;
(ii) tous les éléments de Πφ(G) sont des représentations tempérées ;
(iii) φ ∈ Φ(G)bdd.
— pour tout φ ∈ Φ(G), il y a une bijection Πφ(G) ' Irr(SGφ ). Ainsi, la correspondance de
Langlands se prolonge en une bijection
rec+G : Irr(G) −→ Φ(G)+.
Ainsi, conjecturalement, un paramètre de Langlands de G discret définit un L-paquet
constitué uniquement de représentations essentiellement de carré intégrable et réciproque-
ment, une représentation essentiellement de carré intégrable est associée à un paramètre
discret. On a le même phénomène concernant les représentations tempérées. En revanche,
il est remarquable qu’on puisse avoir dans un L-paquet des représentations supercuspidales
et des représentations non supercuspidales. La condition sur un paramètre de Langlands φ
caractérisant la présence de supercuspidales dans le L-paquet Πφ(G) a nécessairement un
lien avec une condition sur Irr(SGφ ). On reviendra sur ce point plus tard.
Pour toute représentation pi de G, on notera pi∨ sa contragrédiente et pour tout paramètre
de Langlands φ de GLn(F ), on notera φ∨ le paramètre défini pour tout z ∈ W ′F , par
φ∨(z) = tφ(z)−1.
Théorème 2.3 (Harris et Taylor ; Henniart ; Scholze). Soit n > 1 et G = GLn(F ). Il existe
une unique bijection
recG : Irr(G) −→ Φ(G),
vérifiant les conditions de la conjecture et les suivantes :
— pour tout pi ∈ Irr(G), pi est supercuspidale, si et seulement si, recG(pi) est une repré-
sentation irréductible de WF ;
— pour tout pi ∈ Irr(G), le caractère central de pi correspond à det(recG(pi)) par la théorie
du corps de classes ;
— pour tout pi ∈ Irr(G), recG(pi∨) = recG(pi)∨ ;
— pour tout pi ∈ Irr(GLn(F )), pi′ ∈ Irr(GLn′(F )) et pour tout ψ : F −→ C× non trivial,
on a les égalités
L(pi × pi′, s) = L(recGLn(pi)⊗ recGLn′ (pi′), s),
ε(pi × pi′, s, ψ) = ε(recGLn(pi)⊗ recGLn′ (pi′), s, ψ).
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En général, le paramétrage conjectural des L-paquets devrait être compatible avec certaines
opérations que l’on présente ci-après. Pour tout χ̂ ∈ Hom(WF , ZĜ) et pour tout g ∈ Ĝ, on
a les égalités
SG
φχ̂
= SGφ , SGgφ = gSGφ .
Pour un sous-groupe de Levi M de G, on a une bijection entre WGM = NG(M)/M et W ĜM̂ .
On notera ŵ ∈W Ĝ
M̂
l’image d’un élément w ∈WGM par cette bijection.
Soit φ ∈ Φ(M) un paramètre de Langlands de M , ε ∈ Irr(SMφ ), pi ∈ Πφ(M) correspondant
à ε, χ un caractère de M et w ∈ WGM . Il est naturel de penser que la correspondance de
Langlands devrait impliquer la commutativité de ce diagramme :
Irr(M)
rec+M

Irr(M)·⊗χoo ·
w
//
rec+M

Irr(M)
rec+M

Φ(M)+ Φ(M)+·χ̂oo
ŵ· // Φ(M)+
Plus précisément, rec+M (pi⊗χ) = rec+M (pi)χ̂ = (φχ̂, ε) et rec+M (piw) = ŵrec+M (pi) = (ŵφ, εŵ).
À l’heure actuelle, la correspondance de Langlands locale est prouvée pour
— GLn(F ) avec F un corps local non archimédien de caractéristique positive par Laumon,
Rapoport et Stuhler [LRS93] ;
— GLn(F ) avec F un corps local non archimédien de caractéristique nulle par Harris et
Taylor [HT01], par Henniart [Hen00] et Scholze [Sch13] ;
— SO2n+1(F ), Sp2n(F ) et SO2n(F ) pour les représentations tempérées, avec F de carac-
téristique nulle par Arthur [Art13] ;
— les groupes unitaires sur un corps p-adique par Mok [Mok15] et les formes intérieurs des
groupes unitaires par Kaletha-Minguez-Shin-White [Kal+14] ;
— Lusztig a paramétré les représentations de réduction unipotente pour les groupes
simples adjoints [Lus95a] ;
— GSp4(F ) et Sp4(F ) par Gan et Takeda [GT10] en caractérisque nulle et GSp4(F ) par
Ganapathy en caractéristique positive [Gan13].
2.2 Centralisateur de paramètres de Langlands pour les
groupes classiques
Dans cette section, G désigne l’un des groupes déployés suivants Sp2n(F ), SO2n+1(F ) ou
SO2n(F ).
Soit φ : W ′F −→ Ĝ ↪→ GLN (C) un paramètre de Langlands de G. Ainsi, φ est une représen-
tation de W ′F dans un C-espace vectoriel V de dimension N préservant une forme bilinéaire
non-dégénérée ε-symétrique, c’est-à-dire symétrique si ε = 1 et alternée si ε = −1. Plus
précisément :
G Ĝ N ε
Sp2n(F ) SO2n+1(C) 2n+ 1 1
SO2n+1(F ) Sp2n(C) 2n −1
SO2n(F ) SO2n(C) 2n 1
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Notons Vφ l’espace vectoriel dans lequel la représentation φ se réalise et 〈·, ·〉Vφ la forme
bilinéaire non-dégénérée εφ-symétrique pour laquelle, pour tout x ∈ W ′F , φ(x) est une
isométrie. Notons I ⊂ Irr(W ′F ) les sous-représentations irréductibles de φ et décomposons
Vφ en composantes isotypiques
Vφ =
⊕
pi∈I
V (pi) '
⊕
pi∈I
Mpi  Vpi,
où Vpi l’espace vectoriel dans lequel pi se réalise, Mpi = Hom(Vpi, Vφ) l’espace de multiplicité
et V (pi) 'MpiVpi la composante isotypique de pi, l’isomorphisme MpiVpi −→ V (pi) étant
donné par φ v 7→ φ(v).
L’image de φ étant contenue dans le groupe des isométries de la forme 〈·, ·〉Vφ , on a un
isomorphisme de représentations φ ' φ∨. Ainsi, pour tout pi ∈ I, soit pi 6' pi∨, et donc pi∨ ∈
I, soit pi ' pi∨ et l’image de pi est contenue dans un groupe orthogonal ou symplectique.
En effet, supposons pi ' pi∨. Le choix d’une base de Vpi permet d’écrire la représentation pi
matriciellement par Rpi ∈ GLdpi(C), où dpi = dimVpi. Ainsi, il existe A ∈ GLdpi(C), tel que
pour tout x ∈W ′F ,
ARpi(x)A−1 = tRpi(x)−1.
En inversant et transposant cette égalité, on obtient pour tout x ∈W ′F ,
tA−1ARpi(x)A−1tA = Rpi(x).
Par irréductibilité de pi, il existe c ∈ C× tel que tA = cA. Ceci implique donc c ∈ {1,−1}.
Ainsi, si c = 1, pi est à valeur dans un groupe orthogonal et on dira que pi est de type
orthogonal, si c = −1, pi est à valeur dans un groupe symplectique et on dira que pi est de
type symplectique. Nous noterons IO ⊆ I le sous-ensemble des représentations autoduales
de type orthogonal, IS ⊆ I le sous-ensemble des représentations autoduales de type
symplectique et IGL ⊆ I un sous-ensemble maximal de représentations qui ne sont pas
autoduales tel que si pi ∈ IGL, alors pi∨ 6∈ IGL.
On vient de voir que pour pi ∈ IO unionsq IS , l’espace Vpi était muni d’une forme bilinéaire non-
dégénérée εpi-symétrique. Il existe alors une forme bilinéaire non-dégénérée εφεpi-symétrique
sur Mpi telle que 〈·, ·〉V (pi) = 〈·, ·〉Vpi〈·, ·〉Mpi . Cette forme est donc symétrique si φ et pi sont
de toutes deux orthogonales ou symplectiques, alternée si φ et pi sont de types opposés.
Ainsi,
Vφ =
⊕
pi∈IO
Vpi Mpi
⊕
pi∈IS
Vpi Mpi
⊕
pi∈IGL
(Vpi ⊕ V ∨pi )Mpi.
Tout automorphisme Z de représentations de φ se décompose en
Z =
⊕
pi∈IOunionsqIS
Zpi
⊕
pi∈IGL
Zpi ⊕ Z∨pi ,
où pour tout pi ∈ I, Zpi est un automorphisme de Mpi. Ainsi, se donner un automorphisme
de représentantions de φ préservant 〈·, ·〉Vφ est équivalent à se donner un automorphisme
pour chaque Mpi préservant la forme 〈·, ·〉Mpi . On obtient dans chacun des cas :
ZSp2n(C)(φ) =
∏
pi∈IO
Spmpi(C)×
∏
pi∈IS
Ompi(C)×
∏
pi∈IGL
GLmpi(C)
ZON (C)(φ) =
∏
pi∈IO
Ompi(C)×
∏
pi∈IS
Spmpi(C)×
∏
pi∈IGL
GLmpi(C).
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Pour déterminer le centralisateur de l’image de φ dans SON (C), il suffit de prendre les élé-
ments de ZON (C)(φ) qui ont pour déterminant 1. Or, d’après la décomposition précédente
pour Z ∈ ZON (C)(φ), on a
det(Z) =
∏
pi∈IO
det(Zpi)dimVpi
∏
pi∈IS
det(Zpi)dimVpi
∏
pi∈IGL
det(Zpi)dimVpi det(Z∨pi )dimV
∨
pi
=
∏
pi∈IO
det(Zpi)dimVpi .
Notons
 ∏
pi∈IO
Ompi(C)
+
φ
=
(Zpi) ∈ ∏
pi∈IO
Ompi(C),
∏
pi∈IO
det(Zpi)dimVpi = 1
. Par suite,
ZSON (C)(φ) =
 ∏
pi∈IO
Ompi(C)
+
φ
×
∏
pi∈IS
Spmpi(C)×
∏
pi∈IGL
GLmpi(C).
On a ZON (C)(φ)◦ = ZSON (C)(φ)◦. Avec une identification évidente, on a un isomorphisme
de groupes :
AON (C)(φ) =
∏
pi∈IO
Ompi(C)/SOmpi(C) ' (Z/2Z)|IO|.
Ceci permet de voir AON (C)(φ) comme un F2-espace vectoriel. L’application det :
ZON (C)(φ)→ {±1}, se factorise à AON (C)(φ), en une forme linéaire
AON (C)(φ) 7−→ F2
(Zpi)pi∈IO 7→
∑
pi∈IO(dimVpi) det(Zpi)
.
Cette forme linéaire est nulle, si et seulement si, pour tout pi ∈ IO, dimVpi est paire. Le
noyau de cette forme linéaire étant ASON (C)(φ), on obtient donc
ASON (C)(φ) '
 (Z/2Z)
|IO| si pour tout pi ∈ IO,dimVpi est paire
(Z/2Z)|IO|−1 sinon
Remarquons que pour une raison de parité, si N est impair, alors toutes les dimensions de
Vpi, pi ∈ IO, ne sont pas paires.
Remarque 2.4. Dans la suite, si pi ∈ I, nous noterons aussi Ĝpi le groupe d’isométrie de
l’espace Mpi comme ci-dessus, muni de la forme bilinéaire εφεpi-symétrique correspondante.
Par exemple, lorsque Ĝ est un groupe symplectique et que pi ∈ IO, alors Ĝpi = Spmpi .
2.3 Paramètres de Langlands des représentations super-
cuspidales
Dans cette section, afin d’énoncer le théorème de Mœglin sur le paramétrage de Lan-
glands des représentations irréductibles supercuspidales des groupes classiques d’après la
construction d’Arthur, nous rappelons succinctement la notion de bloc de Jordan pour les
représentations et les paramètres de Langlands des groupes classiques.
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Comme dans la section précédente, on noteG (ouGn) l’un des groupes déployés Sp2n(F ) ou
SOn(F ). Les sous-groupes de Levi des groupes que l’on considère sont de la forme GLd1 ×
. . .×GLdr ×Gn′ , avec G′ = Gn′ un groupe de même type que G mais de rang semi-simple
inférieur. Par conséquent, si pii est une représentation de GLdi et τ une représentation de
G′, comme il est d’usage de noter, nous noterons pi1× . . .×piroτ pour l’induite parabolique
normalisée de pi1 . . . pir  τ , relativement à un sous-groupe parabolique standard (pour
le sous-groupe de Borel des matrices triangulaires supérieurs et du tore maximal diagonal).
Enfin, si pi est une représentation irréductible supercuspidale unitaire d’un groupe linéaire
GLd(F ) et a > 1 un entier, la représentation induite
pi| |a−12 × pi| |a−32 × . . .× pi| | 1−a2
admet une unique sous-représentation irréductible, c’est une représentation de la série dis-
crète de GLad(F ) et on la note St(pi, a).
Soit τ une représentation irréductible de la série discrète de G. On appelle bloc de Jordan
de τ et on note Jord(τ) l’ensemble des couples (pi, a) formés d’une représentation supercus-
pidale irréductible unitaire pi d’un groupe GLdpi(F ) et d’un entier a > 1 tel qu’il existe un
entier a′ > 1 et 
a ≡ a′ mod 2
St(pi, a)o τ irréductible
St(pi, a′)o τ réductible
De plus, Arthur a associé à τ un caractère d’un certain groupe fini que l’on note ετ (voir
[Mœg11, 2.5]).
Soit ϕ ∈ Φ(G)2 un paramètre discret de G. Considérons la décomposition en composante
isotypique de ϕ composé avec le plongement naturel Ĝ ↪→ GLN
Ĝ
(C)
ϕ =
⊕
pi∈I
⊕
a∈Jpi
pi  Sa,
où Sa est la représentation irréductible de dimension a de SL2(C), I est l’ensemble des
(classes de) représentations irréductibles de WF apparaissant dans la décomposition de ϕ
et pour pi ∈ I, Jpi l’ensemble des entiers a > 1 tels que pi  Sa soit une sous-représentation
irréductible de ϕ. La discrétion du paramètre ϕ implique qu’il n’y a pas de multiplicité.
On appelle bloc de Jordan de ϕ l’ensemble Jord(ϕ) = {(pi, a), pi ∈ I, a ∈ Jpi}. On dira que
Jord(ϕ) est sans trou si pour tout (pi, a) ∈ Jord(ϕ) avec a > 3 alors (pi, a− 2) ∈ Jord(ϕ).
Pour (pi, a) ∈ Jord(ϕ) est associé un élément zpi,a ∈ AĜ(ϕ) qui agit par −1 sur l’espace
associé à pi  Sa et par 1 ailleurs. Le groupe AĜ(ϕ) est engendré par zpi,a pour (pi, a) ∈ Jord(ϕ) et a pairzpi,azpi,a′ pour (pi, a), (pi, a′) ∈ Jord(ϕ) sans hypothèse de parité sur a et a′
Pour (pi, a), (pi, a′) ∈ Jord(ϕ), avec a′ < a, on dit qu’ils sont consécutifs si pour
tout b ∈ Ja′ + 1, a − 1K, (pi, b) 6∈ Jord(ϕ). Enfin, on note api,min le plus petit entier
a > 1 tel que (pi, a) ∈ Jord(ϕ). Un caractère ε de A
Ĝ
(ϕ) sera dit alterné si pour tout
(pi, a), (pi, a′) ∈ Jord(ϕ) consécutifs, ε(zpi,azpi,a′) = −1 et si pour tout (pi, api,min) ∈ Jord(ϕ)
avec api,min pair, ε(zpi,api,min) = −1.
À présent, nous pouvons énoncer le paramétrage des représentations supercuspidales de G.
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Théorème 2.5 (Mœglin, [Mœg11, 2.51]). La classification de Langlands des séries dis-
crètes de G telle qu’établie par Arthur, induit une bijection entre l’ensemble des classes des
représentations irréductibles supercuspidales de G et l’ensemble des couples (ϕ, ε) tel que
Jord(ϕ) est sans trou et ε est alternée ; la bijection τ 7→ (ϕ, ε) est définie par le fait que
Jord(ϕ) = Jord(τ) et ε = ετ .
Chapitre 3
Centre de Bernstein et algèbre de
Hecke
3.1 Centre de Bernstein
Dans cette section, on reprend les notations de la section 2.1 et on résumera les résultats
de base de la théorie du centre de Bernstein (voir [Ber84]). Notons Rep(G) la catégorie des
représentations (complexes) lisses de G et Irr(G) l’ensemble (des classes) des représen-
tations irréductibles de G. Si P = MN est un sous-groupe parabolique de G, de facteur
de Levi M , on notera iGP : Rep(M) −→ Rep(G) le foncteur d’induction normalisé et
rGP : Rep(G) −→ Rep(M) le foncteur de Jacquet. Ces deux foncteurs sont essentiels en
théorie des représentations. En effet, l’induction permet de construire des représentations
de G à partir des représentations d’un sous-groupe de ce dernier. Dès lors, l’étude des
représentations de G se décompose en l’étude des représentations qu’on obtient par le
procédé d’induction et l’étude des représentations qui ne sont pas obtenues ainsi. C’est
l’objet de la théorie du centre de Bernstein. On obtient une décomposition de Rep(G)
en produit de sous-catégories pleines indécomposables dont le centre (de chacune de ces
sous-catégories) est isomorphe à l’algèbre des fonctions régulières du quotient d’un tore
par l’action d’un groupe fini.
Introduisons G1 = {g ∈ G, ∀χ ∈ X∗(G), vF (χ(g)) = 0}, où X∗(G) désigne le groupe
des caractères rationnels de G et X(G) = Hom(G/G1,C×) le groupe des caractères non-
ramifiés de G.
Notons X∗(G) le groupes des cocaractères rationnels de G et soit HG : G −→ X∗(G) le
morphisme défini pour tout g ∈ G, par 〈χ,HG(g)〉 = vF (χ(g)), pour tout χ ∈ X∗(G). Nous
noterons Λ(G) l’image de G dans X∗(G) (ainsi Λ(G) ' G/G1).
Soit a∗G = X∗(G)⊗Z R ' X∗(AG)⊗Z R et a∗G,C = X∗(G)⊗Z C. On a une surjection
a∗G,C  X(G)
χ⊗ s 7−→ [g 7→ |χ(g)|s]
,
de noyau de la forme 2pii/(log q)R, avec R = HomZ(Λ(G),Z).Ceci définit une structure de
tore algébrique complexe sur X(G). De plus, pour tout ν ∈ a∗G,C, on notera χν le caractère
non-ramifié de G associé par la surjection précédente.
Rappelons le fait suivant [Ren10, lemme VI.7.1]. Soit P (resp. Q) un sous-groupe parabo-
lique de G de facteur de Levi M (resp. L) et ρ (resp. σ) une représentation irréductible
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supercuspidale de M (resp. L). Soit pi est une représentation irréductible de G telle que ρ
(resp. σ) soit facteur de composition de rGP (pi) (resp. rGQ(pi)), alors il existe g ∈ G tel que
gM = L et σ = ρg, où l’on a noté gM = gMg−1 = {gmg−1,m ∈M} et ρg la représentation
de L définie pour tout l ∈ L, par ρg(l) = ρ(g−1lg). Ceci nous amène alors à introduire les
définitions suivantes.
Considérons l’ensemble des données cuspidales de G, c’est-à-dire l’ensemble des couples
(M,ρ), où M est un sous-groupe de Levi de G et ρ une représentation irréductible super-
cuspidale de M et définissons les relations d’équivalences suivantes : soit (L, σ) et (M,ρ)
deux données cuspidales. On dit qu’elles sont
(i) équivalentes, s’il existe g ∈ G tel que : gM = L et σ ' ρg
(ii) inertiellement équivalentes, s’il existe g ∈ G et χ ∈ X(L) tels que : gM = L et
σ ' ρg ⊗ χ
On appelle paire (ou support) cuspidale (resp. paire (ou support) inertielle) une classe
d’équivalence pour la relation (i) (resp. (ii)) et on notera Ω(G) (resp. B(G)) l’ensemble
des classes d’équivalence pour la relation (i) (resp. (ii)). De plus, on notera (M,ρ) la paire
cuspidale (resp. [M,ρ] la paire inertielle) définie à partir de M et ρ.
Comme nous l’avons rappelé précédemment, pour toute représentation irréductible pi de
G, on peut lui associer son support cuspidal défini comme étant la classe d’une donnée
cuspidale (M,ρ) ∈ Ω(G) telle que ρ soit un facteur de composition de rGP (pi), où P est
un sous-groupe parabolique de facteur de Levi M . Ceci définit donc des applications de
support cuspidal et support inertiel :
Sc : Irr(G) −→ Ω(G), Si : Irr(G) −→ Ω(G) B(G).
Soit s = [M,ρ] ∈ B(G) une paire inertielle. On définit les objets suivants
— Ts = {ρ⊗ χ, χ ∈ X(M)} ' X(M)/X(M)(ρ), avec X(M)(ρ) = {χ ∈ X(M), ρ ' ρ⊗ χ}
— Ws = NG(s)/M = {g ∈ G, gM = M, ∃χ ∈ X(M), ρg ' ρ⊗ χ}/M
Le groupe fini Ws agit sur Ts et le quotient Ts/Ws s’identifie aux supports cuspidaux dans s,
c’est à dire à la fibre au-dessus de s par la projection naturelle Ω(G) B(G). Ainsi, Ω(G)
est muni d’une structure de variété algébrique dont les composantes connexes, indexées par
s ∈ B(G), sont des quotients de tores algébriques complexes par l’action de groupes fini
(voir [Ren10, Théorème VI.7.1]). Ceci s’écrit
Ω(G) =
⊔
s∈B(G)
Ts/Ws.
L’application Si induit une partition de Irr(G) suivant le support inertiel
Irr(G) =
⊔
s∈B(G)
Irr(G)s,
où Irr(G)s = Si−1(s). Plus concrètement, Irr(G)s est l’ensemble des sous-quotients irré-
ductibles des induites iGP (ρ⊗ χ), pour χ parcourant X(M), c’est-à-dire
Irr(G)s =
⊔
ρ⊗χ∈Ts/Ws
JH(iGP (ρ⊗ χ)).
A présent, pour tout s ∈ B(G), notons Rep(G)s la sous-catégorie pleine de Rep(G) des
représentations dont tous les sous-quotients irréductibles sont dans Irr(G)s.
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Théorème 3.1 (Bernstein,[Ber84, 2.10, 2.13], [Ren10, Théorème VI.7.2, VI.10.3]). Toute
représentation pi de G est scindée selon Ω(G). La catégorie Rep(G) se décompose en produit
de catégories
Rep(G) =
∏
s∈B(G)
Rep(G)s.
Par ailleurs, si Z(G)s désigne le centre de la catégorie Rep(G)s, alors
Z(G)s ' C[Ts/Ws].
Ainsi,
Z(G) ' C[Ω(G)]
3.2 Algèbres de Hecke affines
Soit R = (X,Σ, X∨,Σ∨,∆) une donnée radicielle basée, c’est-à-dire un quintuplet formé
de
— deux Z-modules libres de rang fini X et X∨ en dualité parfaite 〈 , 〉 : X ×X∨ −→ Z ;
— deux sous-ensembles finis Σ ⊂ X \ {0} et Σ∨ ⊂ X∨ \ {0} et une bijection Σ −→ Σ∨,
α 7−→ α∨ telle que pour tout α ∈ Σ, 〈α, α∨〉 = 2 ;
— pour tout α ∈ Σ, la réflexion sα : X −→ X, x 7−→ x− 〈x, α∨〉α stabilise Σ ;
— pour tout α∨ ∈ Σ∨, la réflexion sα∨ : X∨ −→ X∨, y 7−→ y − 〈α, y〉α∨ stabilise Σ∨ ;
— un sous-ensemble ∆ ⊂ Σ de racines simples et Σ+ ⊂ Σ un sous-ensemble de racines
positives.
On suppose que le système de racines Σ est réduit, c’est-à-dire, pour tout α ∈ Σ, 2α 6∈ Σ.
On note W le groupe de Weyl associé à Σ, c’est-à-dire le groupe engendré par {sα, α ∈ Σ}
et ` la fonction longueur de W . Notons par ailleurs T = X∨ ⊗Z C× et pour tout x ∈ X
définissons θx par
θx : T −→ C×
y ⊗ z 7−→ z〈x,y〉
.
Soit λ : ∆ −→ N et λ∗ : {α ∈ ∆, α∨ ∈ 2X∨} −→ N des fonctions telles que λ(α) = λ(α′)
et λ∗(α) = λ∗(α′) pour tout α, α′ ∈ ∆ qui sont W -conjuguées.
Définition 3.2. Soit v une indéterminée. On appelle algèbre de Hecke affine associé à la
donnée radicielle R et de paramètres (λ, λ∗), et on note Hλ,λ∗R (ou plus simplement H), la
C[v±1]-algèbre associative unitaire définie par les générateurs (Tw)w∈W et (θx)x∈X vérifiant
les relations :
— pour tout α ∈ ∆, (Tsα + 1)(Tsα − v2λ(α)) = 0 ;
— pour tout w,w′ ∈W tels que `(ww′) = `(w) + `(w′), TwTw′ = Tww′ ;
— pour tout x, x′ ∈ X, θxθx′ = θx+x′ ;
— pour tout x ∈ X,α ∈ ∆, θxTsα − Tsαθsα(x) = (θx − θsα(x))(G(α)− 1), avec
G(α) =

θαv
2λ(α) − 1
θα − 1 si α
∨ 6∈ 2X∨
(θαvλ(α)+λ
∗(α) − 1)(θαvλ(α)−λ∗(α) + 1)
θ2α − 1 si α
∨ ∈ 2X∨
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Soit R un groupe fini qui agit sur R et tel que pour tout r ∈ R,α ∈ ∆, λ(r(α)) = λ(α) et
λ∗(r(α)) = λ(α). On peut considérer le groupe de Weyl étendu W ′ = R nW et l’algèbre
de Hecke affine étendue
H′ = C[R]nH,
les générateurs (Jr)r∈R de C[R] vérifiant pour tout r, r′ ∈ R, x ∈ X, w ∈W :
JrTw = Tr(w)Jr, Jrθx = θr(x)Jr, JrJr′ = Jrr′ .
SoitHW (resp. A) la C[v±1]-sous-algèbre deH engendrée par (Tw)w∈W (resp. (θx)x∈X). En
tant que C-algèbre, on a les isomorphismes
HW ' C[W ]⊗C C[v±1],
A ' C[T ×C×], (algèbre des fonctions régulières sur T ×C×)
et en tant que C[v±1]-module, on a l’isomorphisme
H ' HW ⊗C[v±1] A.
Dans le cas d’une algèbre de Hecke affine étendue, en notant HW ′ = C[R] nHW , on a de
même
H′ ' H′W ⊗C[v±1] A.
De l’action naturelle de W sur T ×C×, se déduit une action sur A (pour tout w ∈ W, f ∈
A, t ∈ T ×C×, w · f(t) = f(w−1 · t)). Notons AW les points fixes de A sous l’action de W .
Ce sont les fonctions régulières sur T ×C× constantes sur les W -orbites.
Théorème 3.3 (Bernstein-Lusztig [Lus89, 3.11]). Le centre de l’algèbre de Hecke affine H
est Z = AW . Supposons que l’action de R soit fidèle. Alors, le centre de H′ est Z ′ = AW ′.
Soit mod(H) (resp. mod(H′)) la catégorie des H-modules (resp. H′-modules) de dimension
finies. D’après le lemme de Schur, pour tout H-module irréductible, le centre de H agit par
un caractère ω : Z −→ C. Par ailleurs, d’après le théorème de Bernstein-Lusztig, ce carac-
tère central correspond à un élément de T/W×C×. Pour tout caractère central ω : Z −→ C
(correspondant à l’élément (s, z) ∈ T/W ×C×), notons mod(H)ω (ou mod(H)(s,z)) la caté-
gorie des H-module dont tous les sous-quotients irréductibles admettent ω pour caractère
central et Irr(H)ω (ou Irr(H)(s,z)) lesH-modules irréductibles admettant ω pour caractère
central. On obtient les décompositions suivantes
mod(H) =
∏
ω∈Z
mod(H)ω Irr(H) =
⊔
ω∈Z
Irr(H)ω.
Soit M un H′-module de dimension finie. Pour tout t ∈ T , on pose
Mt =
{
m ∈M,∃d ∈ N, ∀x ∈ X, (θx − x(t))dm = 0
}
,
et
X+ = {x ∈ X,∀α ∈ ∆, 〈x, α∨〉 > 0}.
Définition 3.4. Soit M un H′-module de dimension finie où v agit par un réel v0 ∈ R∗+ −
{1}.
— On dit que M est tempéré, si pour tout x ∈ X+ et pour tout t ∈ T tel que Mt 6= 0,
log |x(t)|/ log |v0| 6 0.
— Soit Z un sous-réseau de X contenu dans le centre de H′. On suppose que Z agit sur M
par un caractère unitaire et que Z ∪∆ engendre un Z-module d’indice fini de X. On dit
que M est de carré intégrable modulo Z, si pour tout x ∈ X+\{0} et pour tout t ∈ T
tel que Mt 6= 0, log |x(t)|/ log |v0| < 0.
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3.3 Algèbres de Hecke graduées
Soit t = X∨⊗ZC l’algèbre de Lie de T et t∗ = X ⊗ZC son dual. La dualité entre X et X∨
s’étend en une dualité entre t et t∗. Soit r une indéterminée et S(t∗) l’algèbre symétrique de
t∗. On fixe une orbite O (resp. O′) d’un élément ζ ∈ T sous l’action de W (resp. W ′).
Définition 3.5. On appelle algèbre de Hecke graduée associé à la donnée radicielle R
et à l’orbite O, et on note HR,O (ou plus simplement HO), la C[r]-algèbre engendrée par
(tw)w∈W , S(t∗) et un ensemble d’idempotents orthogonaux (Eσ)σ∈O avec
— pour tout w,w′ ∈W , twtw′ = tww′ ;
— pour tout σ ∈ O, α ∈ ∆, Eσtsα = tsαEsασ ;
—
∑
σ∈O Eσ = 1 ;
— pour tout α ∈ ∆, γ ∈ t∗, γtsα − tsαsα(γ) = rg(α)〈γ, α∨〉 avec g(α) =
∑
s∈O µs(α)Eσ et
µσ(α) =

0 si sα(σ) 6= σ
2λ(α) si sα(σ) = σ, α∨ 6∈ 2X∨
λ(α) + λ∗(α)θ−α(σ) si sα(σ) = σ, α∨ ∈ 2X∨
On peut encore une fois considérer l’algèbre de Hecke graduée étendue
H′R,O = C[R]nHR,O ' HR,O′ ,
les générateurs (jr)r∈R de C[R] vérifiant pour tout r, r′ ∈ R, γ ∈ t∗, σ ∈ O, w ∈W :
jrtw = tr(w)jr, jrγ = r(γ)jr, Eσjr = jrErσ, jrjr′ = jrr′ .
Supposons l’espace d’un instant que O est un singleton. Dans ce cas, nous noterons Hµζ
l’algèbre de Hecke graduée associée à O. Pour être plus précis, Hµζ est en tant que C[r]-
module C[W ] ⊗C S(t∗) ⊗C C[r]. Ainsi Hµζ est engendrée par (tw)w∈W , S(t∗) et vérifie les
relations suivantes
— pour tout w,w′ ∈W , twtw′ = tww′ ;
— pour tout α ∈ ∆, γ ∈ t∗, γtsα − tsαsα(γ) = rµζ(α)〈γ, α∨〉 avec
µσ(α) =
 2λ(α) si sα(σ) = σ, α
∨ 6∈ 2X∨
λ(α) + λ∗(α)θ−α(σ) si sα(σ) = σ, α∨ ∈ 2X∨
.
Revenons au cas général et considérons ZW (ζ) = {w ∈ W,w · ζ = ζ} et ZW ′(ζ) = {w ∈
W ′, w · ζ = ζ}. Soit {w1, · · · , wn} (resp. {w′1, · · · , w′m}) un ensemble de représentants de
W/ZW (ζ) (resp. W ′/ZW ′(ζ)) avec w1 = w′1 = 1. Notons E (resp. E ′) laC-algèbre engendrée
par (Ewiζ)i∈J1,nK (resp. (Ew′iζ)i∈J1,mK) et définissons
A = S(t∗ ⊕C)⊗C E ' C[r]⊗C S(t∗)⊗C E ,
A′ = S(t∗ ⊕C)⊗C E ′ ' C[r]⊗C S(t∗)⊗C E ′.
De plus, S(t∗⊕C) = S(t∗)⊗CC[r] s’identifie à l’algèbre des fonctions régulières sur t⊕C.
Proposition 3.6 ([Lus89, 4.5]). Le centre de HO est Z = AW . Supposons que l’action de
R soit fidèle. Alors, le centre de H′O est Z ′ = A′W
′
.
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Comme précédemment, tout caractère central ω : Z ′ −→ C correspond à un élément
(σ, r0) ∈ t/ZW ′(ζ)×C.
Soit M un H′O-module de dimension finie. Pour tout ν ∈ t, on pose
Mν =
{
m ∈M, ∃d ∈ N, ∀γ ∈ S(t∗), (γ − γ(ν))dm = 0
}
,
et
S(t∗)+ = {γ ∈ S(t∗),∀α ∈ ∆, 〈γ, α∨〉 > 0}.
Définition 3.7. Soit M un H′-module de dimension finie où r agit par un réel r0 ∈ R∗.
— On dit que M est tempéré, si pour tout ν ∈ t tel que Mν 6= 0, pour tout γ ∈ S(t∗)+, on
a Re〈γ, ν〉/Re(r0) 6 0.
— Soit Z un sous-réseau de X tel que Z ⊗C est contenu dans le centre de H′. On suppose
que Z agit sur M par un caractère unitaire et que Z∪∆ engendre un Z-module d’indice
fini de X. On dit que M est de carré intégrable modulo Z, si pour tout si pour tout ν ∈ t
tel que Mν 6= 0, pour tout γ ∈ S(t∗)+, on a Re〈γ, ν〉/Re(r0) < 0.
Soit ζ ∈ O′. Définissons la donnée radicielle basée suivante Rζ = (X,Σ, X∨,Σ∨ζ ,∆ζ) par
Σζ =
α ∈ Σ, θα(ζ) =
 1 si α
∨ 6∈ 2X∨
±1 si α∨ ∈ 2X∨
 ;
Σ+ζ = Σζ ∩ Σ+;
Σ∨ζ =
{
α∨, α ∈ Σζ
}
;
∆ζ =
{
α ∈ Σ+ζ , α n’est pas de la forme α′ + α′′ avec α′, α′′ ∈ Σ+ζ
}
;
Wζ = 〈sα, α ∈ ∆ζ〉;
Rζ =
{
w ∈ ZW ′(ζ), wΣ+ζ = Σ+ζ
}
On a alors ZW ′(ζ) = Rζ nWζ . La ZW ′(ζ)-orbite de ζ étant évidemment un singleton, on
peut considérer l’algèbre de Hecke graduée étendue
H′Rζ ,µζ = C[Rζ ]nHRζ ,µζ .
Pour tout i, j ∈ J1,mK, posons
Ei,j = tw−1i Eζtwj ,
et notonsMn la C-algèbre engendrée par (Ei,j).
Rappelons rapidement la décomposition polaire pour le tore complexe T .
Soit S1 le groupe des complexes de module 1, Te = X∨ ⊗Z S1 et Th = X∨ ⊗Z R∗+. Le
tore T = X∨ ⊗C× admet alors la décomposition T = Te × Th. Ainsi, tout élément s ∈ T
admet une unique décomposition s = sesh = shse, avec se ∈ Te et sh ∈ Th. On dit que se
est la partie elliptique de s et sh la partie hyperbolique. Ces éléments ont aussi la propriété
suivante : pour tout caractère algébrique χ : T −→ C×, χ(se) ∈ S1 et χ(sh) ∈ R∗+. De la
même façon, en notant tR = X∨ ⊗Z R et tiR = X∨ ⊗Z iR, alors t = tR ⊕ tiR.
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Soit ζ ∈ T un élément elliptique et O′ la W ′-orbite de ζ. L’application
tR ⊕C −→ T ×C×
(ν, r0) 7−→ (ζeν , er0)
,
est ZW ′(ζ)-invariante et elle fait correspondre W ′ · (ζeν , er0) à ZW ′(ζ) · (ν, r0). Ainsi, elle
induit une bijection entre les caractères centraux de H′ de partie elliptique dans O′ et les
caractères centraux hyperboliques de H′O.
Théorème 3.8 (Lusztig). Soit ζ ∈ T un élément elliptique, ν ∈ tR, r0 > 1 un réel.
Soit ω = ZW ′(ζ) · (ν, r0) un caractère central hyperbolique de H′O et ω = W ′ · (ζeν , er0) le
caractère central de H′ correspond à ω par l’application précédente.
SoitMn la C-algèbre engendrée par (Ei,j) et Cn = ∑ni=1CEi,1.
1. [Lus89, 8.6] L’algèbreMn est un algèbre de matrices et on a un isomorphisme
H′R,O 'Mn ⊗C H′Rζ ,µζ =Mn ⊗C (HRζ ,µζ oC[Rζ ]).
2. Le foncteur
F : mod(H′Rζ ,µζ ) −→ mod(H′R,O)
V 7−→ Cn ⊗C V
,
est une équivalence de catégories et en tant que C[W ′]-modules, F(V) = IndW ′ZW ′ (ζ)V.
3. [Lus89, 9.3] Il y a une équivalence de catégories
mod(H′R)ω ' mod(H′R,O)ω,
qui combiné avec la précédente donne lieu à l’équivalence de catégories
mod(H′R)ω ' mod(H′Rζ ,µζ )ω.
4. [Lus02a, 4.3,4.4] Cette dernière équivalence de catégories, préservent les modules
tempérées et ceux de la série discrète.
3.4 Algèbre de Hecke graduée associée à triplet cuspidal
Soit H un groupe réductif connexe complexe, P = LU un sous-groupe parabolique de H.
Notons h l’algèbre de Lie de H et p = l + u celle de P . Soit C ⊂ l une L-orbite nilpotente
supportant un système local irréductible cuspidal L-équivariant noté L. Notons t = [L, C,L]
le triplet cuspidal correspondant.
Soit T le plus grand tore central dans L, c’est-à-dire T = Z◦L et t son algèbre de Lie. On
sait que WHL = NH(T )/L est un groupe de Coxeter. Plus précisément, pour toute forme
linéaire α : l −→ C, notons
hα = {x ∈ h, ∀t ∈ t, [t, x] = α(t)x},
son espace de poids. Notons
Σ = {α ∈ t∗, α 6= 0, hα 6= 0},
et
Σ+ = {α ∈ Σ, hα ⊂ u}.
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Soit P1, . . . , Pm les sous-groupes paraboliques de H qui contiennent strictement P et qui
sont minimal pour cette propriété. Pour tout i ∈ J1,mK, notons Li le sous-groupe de Levi
de Pi qui contient L et Σ+i = {α ∈ Σ, α z(li) = 0}. On a alors li ∩ u =
⊕
α∈Σ+i hα et Σ est
un système de racines (non nécessairement réduit) dans t∗ qui est engendré par les formes
linéaires de t qui sont nulles sur le centre de h. De plus, Σ+i contient un unique élément αi
tel que αi/2 6∈ Σ. L’ensemble ∆ = {α1, . . . , αm} est un système de racines simples de Σ. De
plus,WHL est le groupe de Coxeter engendré par les réflexions simples si, où si est l’unique
élément non trivial de NLi(T )/L.
Soit N ∈ C. Pour tout α ∈ ∆, soit µt(α) > 2 le plus petit entier tel que
ad(N)µt(α)−1 : lα ∩ u −→ lα ∩ u,
est nul. Si α ∈ ∆ est conjuguée à α′ ∈ ∆ dans WHL , alors µt(α) = µt(α′). La fonction
µt : ∆ −→ N est une fonction paramètre dans le sens vu dans la section précédente.
Considérons l’algèbre de Hecke graduée associé à ce triplet cuspidal. Comme nous l’avons
déjà vu précédemment, c’est le C[r]-module C[W ] ⊗C S(t∗) ⊗C C[r] que l’on note Hµt =
Hµt(t∗,Σ). Elle est engendrée par (tw)w∈W et (γ)γ∈t∗ vérifiant les relations
— pour tout w,w′ ∈W , twtw′ = tww′ ;
— pour tout α ∈ ∆, γ ∈ t∗, γtsα − tsαsα(γ) = rµt(α)〈γ, α∨〉.
Considérons les variétés suivantes :
ĥ =
{
(x, h) ∈ h×H,Ad(h−1)x ∈ C + t + u
}
h˙ =
{
(x, hP ) ∈ h×H/P,Ad(h−1)x ∈ C + t + u
}
,
h¨ =
{
(x, hP, h′P ) ∈ h×H/P ×H/P, (x, hP ) ∈ h˙, (x, h′P ) ∈ h˙
}
,
h˙N =
{
(x, hP ) ∈ h×H/P,Ad(h−1)x ∈ C + u
}
,
h¨N =
{
(x, hP, h′P ) ∈ h×H/P ×H/P, (x, hP ) ∈ h˙N , (x, h′P ) ∈ h˙N
}
,
et les applications prC : ĥ −→ C (resp. prP : ĥ −→ h˙) qui à Ad(h−1)x ∈ C + t + u associe
sa projection sur C (resp. (x, h) 7−→ (x, hP )). Notons HC = H ×C× et de la même façon
LC = L×C×. On a une action de HC sur chacune de ces variétés donnée par
(g, λ) · (x, h) = (λ−2Ad(g)x, gh) (g, λ) ∈ HC, (x, h) ∈ ĥ,
(g, λ) · (x, hP ) = (λ−2Ad(g)x, ghP ) (g, λ) ∈ HC, (x, h) ∈ h˙,
(g, λ) · x = λ−2x (g, λ) ∈ HC, x ∈ C.
ĥ
prC

prP

C h˙
Puisque L est LC-équivariant et que les deux projections prC ,prP sont HC-équivariante,
il existe un unique système local HC-équivariant sur h˙ noté L˙ tel que
pr∗CL = pr∗P L˙.
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Notons toujours L˙ le système local obtenu par restriction sur h˙N et L˙∗ son dual. Le système
local L˙  L˙∗ sur h˙N × h˙N donne par tiré en arrière, à travers h¨N ↪→ h˙N × h˙N , un système
local noté L¨ sur h¨N . À présent, considérons l’espace d’homologie équivariante tel qu’il a été
défini dans [Lus88, §1],
HHC• (h¨N , L¨).
Le groupe W agit à gauche et à droite sur cet espace. D’après [Lus88, 4.2], l’espace de
cohomologie H•HC(h˙N ,C) est isomorphe en tant qu’algèbres graduées à S(t
∗ ⊕ C). Ainsi
S(t∗ ⊕ C) ' H•HC(h˙N ,C) agit sur HHC• (h¨N , L¨) (via les deux projections h¨N −→ h˙N et le
cup-produit), si bien qu’en tant que Hµt-bimodule, Lusztig prouve [Lus88, 6.3,6.4],
HHC• (h¨N , L¨) ' Hµt .
Décrivons les modules standards pour Hµt construit par Lusztig.
Soit x ∈ h un élément nilpotent et Px la variété
Px = {hP ∈ H/P,Ad(h−1)x ∈ C + u}.
Le centralisateur ZHC(x) agit sur Px par (g, λ) · hP = ghP . Soit Z la variété des classes
d’éléments semisimples sous l’action de ZHC(x)◦ dans
zHC(x) = {(σ, r0) ∈ h⊕C, [σ, x] = 2r0x}.
Notons H•ZHC (x)◦
= H•ZHC (x)◦(point,C). Le morphisme Px → point, défini un morphisme
de C-algèbres H•ZHC (x)◦ → H
•
ZHC (x)◦
(Px,C). D’après [Lus88, 1.3], HZHC (x)
◦
• (Px, L˙) est un
H•ZHC (x)◦
(Px,C)-module et donc un H•ZHC (x)◦-module.
De plus, d’après [Lus88, 8.7], l’algèbre des fonctions régulières sur Z est isomorphe à
H•ZHC (x)◦
. Soit s = (σ, r0) ∈ Z. Notons Cs le H•ZHC (x)◦-module donné par l’évaluation
au point s et considérons le Hµt-module défini par
M(σ, r0, x) = Cs ⊗H•
ZHC (x)
◦ H
ZHC (x)
◦
• (Px, L˙).
Pour tout η ∈ Irr(AHC(σ, r0, x)), définissons
M(σ, r0, x, η) = HomAHC (σ,r0,x)(η,M(σ, r0, x)).
Notons Irr(AH(x))L l’ensemble des représentations irréductibles η˜ de AH(x) telles que
(CHx , η˜) soit associé par la correspondance de Springer généralisée à [L, C,L]. De plus, on a
une injection de AHC(σ, r0, x) = AH(σ, x) dans AH(x) et on note Irr(AHC(σ, r0, x))L l’en-
semble des représentations irréductibles de AHC(σ, r0, x) apparaissant dans la restriction à
AHC(σ, r0, x) d’une représentation η˜ ∈ Irr(AH(x))L.
Théorème 3.9 (Lusztig). 1. [Lus88, 8.10] M(σ, r0, x, η) 6= 0, si et seulement si,
η ∈ Irr(AH(σ, r0, x))L
2. [Lus88, 8.15] Tout Hµt-module simple sur lequel r agit par r0 est un quotient
M(σ, r0, x, η) d’un M(σ, r0, x, η), avec η ∈ Irr(AHC(σ, r0, x))L
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3. [Lus88, 8.17], [Lus95b, 8.18] L’ensemble des classes de Hµt-module simple de carac-
tère central (σ, r0) est en bijection avec
Ms = {(x, η), [σ, x] = 2r0x, η ∈ Irr(AH(σ, x))L}
4. [Lus02b, 1.21] Un Hµt-module simple M(σ, r0, x, η) est tempérée, si et seulement si,
il existe un sl2-triplet (x, h, y) vérifiant [σ, x] = 2r0x, [σ, h] = 0, [σ, y] = −2r0y et
σ − r0h est elliptique. Dans ce cas, M(σ, r0, x, η) = M(σ, r0, x, η)
5. [Lus02b, 1.22] Si de plus CHx est une orbite nilpotente distinguée de H, alors
M(σ, r0, x, η) est une série discrète.
Décrivons le système de racines, le groupe de Weyl et les paramètres associés à un triplet
cuspidal dans le cas des groupes classiques. Ceci est complètement traité dans [Lus88, 2.13].
H L partition R Rred paramètres
Sp2n (C×)` × Sp2n′ (1`)× (2, 4, . . . , 2d) BC` B` 2 2 2 2
2d+ 1
(C×)n (1n) Cn Cn
2 2 2 2 2
SON (C×)` × SON′ (1`)× (1, 3, . . . , 2d+ 1) B` B` 2 2 2 2 2d+ 2
SO2n+1 (C×)n (1n) Bn Bn
2 2 2 2 2
SO2n (C×)n (1n) Dn Dn
2 2 2 2
2
2
Remarque 3.10. Dans la table précédente, on suppose que n′ 6= 0 et N ′ 6= 0.
3.5 Équivalence de catégories entre Rep(G)s et mod(H′s)
On reprend les notations de la section 3.1. Bernstein a montré que pour tout s ∈ B(G), la
catégorie Rep(G)s est équivalente à la catégorie des modules à droite sur EndG(Πs), où Πs
est une certaine représentation de G.
À présent, on suppose que G est l’un des groupes SON (F ) ou Sp2n(F ). Dans [Hei11],
Heiermann a « calculé » EndG(Πs), c’est-à-dire qu’il a montré que EndG(Πs) est isomorphe
à un produit semi-direct d’une algèbre de Hecke affine par l’algèbre d’un certain groupe
fini. De plus, dans [Hei10] il a explicité les paramètres de cette algèbre de Hecke en fonction
des paramètres de Langlands de la représentation supercuspidale définissant la paire
inertielle s. Rappelons brièvement sa démarche.
Soit s = [M,σ] une paire inertielle de G et P un sous-groupe parabolique de Levi M .
Notons AM le tore maximal déployé dans le centre de M , aM = X∗(AM ) ⊗Z R et a∗M =
X∗(AM )⊗ZR, Σ(AM ) l’ensemble des racines non triviales de AM dans l’algèbre de Lie de
G, Σ(P ) ⊂ Σ(AM ) le sous-ensemble des racines qui agissent dans l’algèbre de Lie du radical
unipotent de P et Σred(P ) l’ensemble des racines réduites de Σ(P ). Nous noterons Oσ
l’orbite de σ sous l’action des caractères non-ramifiés de M , c’est-à-dire Oσ = {σ ⊗ χ, χ ∈
X(M)} (c’est aussi le tore Ts).
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Les groupes de Levi de G étant isomorphes à des produits de groupes linéaires et d’un
groupe de même type que G, σ se décompose en produit tensoriel de représentations qu’on
regroupe par orbite inertielle. On peut supposer que M = GL`1d1 × . . . × GL`rdr × Gn′ et
σ = σ1,1  . . . σ1,`1  σ2,1  . . . σr,`r  τ avec
— pour tout i ∈ J1, rK et pour tout j ∈ J1, `iK, σi,j est une représentation irréductible
supercuspidale de GLdi ;
— pour tout i ∈ J1, rK et pour tout j, j′ ∈ J1, `iK, Oσi,j = Oσi,j′ ;
— pour tout i, i′ ∈ J1, rK, pour tout j ∈ J1, `iK, j′ ∈ J1, `i′K et i 6= i′, Oσi,j 6= Oσi′,j′ ;
— une représentation irréductible supercuspidale τ de Gn′ .
Quitte à multiplier par des caractères non-ramifiés, on peut supposer que
σ = σ1  . . . σ1︸ ︷︷ ︸
`1
 . . . σr  . . . σr︸ ︷︷ ︸
`r
τ,
avec σi une représentation irréductible supercuspidale de GLdi . À présent, si Oσi = Oσ∨i ,
alors il existe un caractère non-ramifié de GLdi , χ = |det(·)|si tel que σ∨i = σiχ. Notons
χ1/2 = | det(·)|si/2, si bien que (σiχ1/2)∨ = σiχ1/2. Ainsi, quitte à faire les considérations
précédentes et en conjuguant par un élément de Ws si nécessaire, on peut supposer que les
σi vérifient les conditions (C) suivantes :
(C)

— pour tout i ∈ J1, rK, si Oσi = Oσ∨i , alors σi ' σ∨i ;
— pour tout i, j ∈ J1, rK, si i 6= j, alors σi 6' σj , σi 6' σ∨j
— pour tout i ∈ J1, rK, ou bien il existe s ∈ R>0 tel que σi| |s o τ est réduc-
tible, ou bien pour tout s ∈ R>0, σi| |s o τ est irréductible.
On peut ainsi distinguer trois cas de figure :
(i) σi ' σ∨i et il existe s ∈ R∗+ tel que σi| |s o τ est réductible ;
(ii) σi ' σ∨i et pour tout s ∈ R∗+, σi| |s o τ est irréductible ;
(iii) σi 6' σ∨i .
La fonction µ d’Harish-Chandra ([Hei11, 1.2,1.3]) permet de définir un sous-ensemble de
Σ(AM ) qui forme un système de racines. Dans [Hei11, 1.13], Heiermann décrit explicitement
les racines et le type du système de racines en fonction de la distinction de cas précédente.
Enfin, en [Hei11, 6], en prenant en compte les caractères de « torsion », c’est-à-dire les
élements de X(M)(σ), il construit une donnée radicielle basée à partir des données précé-
dentes, qu’on note RO = (ΛO,ΣO,Λ∨O,Σ∨O,∆O) et des fonctions paramètres (dans le sens
des algèbres de Hecke) qui sont définies directement à partir de la forme de la fonction µ,
ou plus précisément des pôles de µ(σ⊗ ·) (voir [Hei11, 1.6]). Ces paramètres correspondent
aux « points de réductibilités » de certaines induites paraboliques. Nous y reviendrons plus
tard.
Par ailleurs, le tore associé au réseau ΛO correspond à Ts et ΣO est réunion de sous-systèmes
de racines irréductibles Σi qui ne dépendent que de σi. On fixe i ∈ J1, rK et on considère σi.
On obtient une description du type du système de racines Σi en fonction de la distinction
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de cas précédente
Levi (i) (ii) (iii)
SO2n+1
∏r
j=1 GL
`j
dj
× SO2n′+1 B`i D`i A`i−1
Sp2n
∏r
i=j GL
`j
dj
× Sp2n′ B`i D`i A`i−1∏r
i=1 GL`idi C`i D`i A`i−1
SO2n
∏r
i=j GL
`j
dj
× SO2n′ B`i D`i A`i−1∏r
j=1 GL
`j
dj
, ki > 2 C`i D`i A`i−1∏r
j=1 GL
`j
dj
D`i A`i−1
On peut décrire à présent plus précisément le groupe Ws. Soit W ◦s le groupe de Weyl associé
à RO et Σ+O un système de racines positives (correspondant au choix de P ). Posons Rs =
{w ∈Ws, wΣ+O = Σ+O}. On a alors
Ws = W ◦s oRs.
De plus, le groupe W ◦s est le produit direct des W ◦s,i, avec W ◦s,i le groupe de Weyl associé au
système de racines Σi défini par σi. Décrivons son action sur un élément m ∈ M . Écrivons
m = (mi,j)i∈J1,rK,j∈J1,`iK, pour tout i ∈ J1, rK, j ∈ J1, `i − 1K, notons si,j ∈ NG(M)/M dont
l’action sur m permute les éléments mi,j et mi,j+1 et si,`i ∈ NG∗(M)/M dont l’action sur
m permute mi,`i et
τm−1i,`i .
Soit i ∈ J1, rK. Alors W ◦s,i est engendré par :
W ◦s,i =

〈si,j , j ∈ J1, `iK〉 si σi vérifie (i) groupe de Weyl de type B`i/C`i
〈si,j , j ∈ J1, `i − 1K, si,`isi,`i−1s−1i,`i〉 si σi vérifie (ii) groupe de Weyl de type D`i
〈si,j , j ∈ J1, `i − 1K〉 si σi vérifie (iii) groupe de Weyl de type A`i−1
Décrivons le groupe Rs (voir [Gol11, 1.5]). Pour cela, notons
C = {i ∈ J1, rK, σi vérifie (ii)},
Ce = {i ∈ C, di ≡ 0 mod 2},
Co = {i ∈ C, di ≡ 1 mod 2}.
Il vient alors
— si G = Sp2n ou G = SO2n+1, alors
Rs =
∏
i∈C
〈ri〉.
— si G = SO2n et M = GL`1d1 × . . .×GL`rdr × SO2n′ avec n′ > 2, alors
Rs =
∏
i∈C
〈ri〉.
— si G = SO2n et M = GL`1d1 × . . .×GL`rdr , alors
Rs =
∏
i∈Ce
〈ri〉 × 〈rirj , i, j ∈ Co〉.
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Revenons sur les valeurs explicites des paramètres. Dans [Hei10], à l’aide des travaux de
Bernstein et Zelevinsky d’une part et de Arthur et Mœglin d’autre part, Heiermann décrit
explicitement les valeurs des fonctions paramètres en fonction du paramètre de Langlands
de σ.
Soit i ∈ J1, rK. Notons ti l’ordre du groupe X(GLdi)(σi). Si σi est autoduale, soit ζi un
caractère non-ramifié de GLdi tel que σiζi soit autoduale, non isomorphe à σi et vérifie les
conditions (C). Soit xi ∈ R+ (resp. x′i ∈ R+), l’unique réel positif tel que σi| |xi o τ (resp.
σiζi| |x′i o τ) soit réductible. On peut supposer que xi > x′i. Nous avons déjà vu que ΣO est
réunion de composantes irréductibles Σi dont le type est déterminé par σi.
— Si Σi est de type A,C ou D, pour tout α ∈ ∆O ∩ Σi,
λO(α) = 1.
— Si Σi est de type B, pour tout α ∈ ∆O ∩ Σi racine longue,
λO(α) = 1.
Si αi ∈ ∆O ∩ Σi est la racine courte, alors
λO(αi) = xi + x′i, λ∗O(αi) = xi − x′i.
Soit ϕτ le paramètre de Langlands de la représentation supercuspidale τ . On rappelle que
l’on note Jord(ϕτ ) le bloc de Jordan de ϕτ . S’il existe un entier a ∈ N tel que (pi, a) ∈
Jord(ϕτ ), on notera Jpi = {a ∈ N, (pi, a) ∈ Jord(ϕτ )}. D’après la classification des séries
discrètes des groupes classiques de Mœglin, l’unique réel xi ∈ R+ tel que σi| |xi o τ est
réductible, vaut :
xi =

aσi+1
2 avec aσi = max Jσi si Jσi 6= ∅
1
2 si Jσi 6= ∅ et σi de type opposé à Ĝ
0 sinon
On remarque que si Σi est de type B et αi ∈ ∆O ∩ Σi est la racine courte, alors λO(αi) +
λ∗O(αi) = 2xi = aσi + 1 et λO(αi)− λ∗O(αi) = 2x′i = a′σi + 1.
On peut dès lors considérer l’algèbre de Hecke affine
HλO,λ∗ORO =
r⊗
i=1
Hi,
qui est le produit tensoriel d’algèbres de Hecke affines indexé par i ∈ J1, rK associé à chaque
composantes irréductibles Σi de ΣO. Pour tout i ∈ J1, rK, notons vi l’indéterminée associée
à Hi et Hi vi=qti/2 l’algèbre obtenue par spécialisation de l’indéterminée vi en qti/2. Notons
enfin
Hs =
r⊗
i=1
Hi vi=qti/2 .
On obtient enfin le théorème suivant
Théorème 3.11 (Heiermann,[Hei11, 7.7,7.8],[Hei12]). Il y a une équivalence de catégories
Rep(G)s ' mod (Hs oC[Rs]) .
De plus, cette équivalence de catégories préserve les objets tempérés et ceux de la série
discrète.
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Soit ζ un caractère non-ramifié unitaire de M . Nous avons vu dans la section 3.3 comment
associer à une algèbre de Hecke affine, une algèbre de Hecke graduée. La fonction paramètre
µζ associée à (λO, λ∗O) est définie de la façon suivante : pour tout α ∈ ∆O,ζ ,
µζ(α) =
 2λO(α) si α
∨ 6∈ 2Λ∨O
λO(α) + λ∗O(α)θ−α(ζ) si α∨ ∈ 2Λ∨O
Puisque sαζ = ζ, θ−α(ζ) = ±1. Plus précisément,
θ−α(ζ) =
 1 si (σ ⊗ ζ)
sα ' σ ⊗ ζ
−1 si (σ ⊗ ζ)sα 6' σ ⊗ ζ
Le quintuplet RO,ζ = (ΛO,ΣO,ζ ,Λ∨O,Σ∨O,ζ ,∆O,ζ) est une donnée radicielle basée et on peut
considérer l’algèbre de Hecke graduée HRO,ζ ,µζ oC[Rs,ζ ].
On rappelle qu’on utilise les notations de la section 3.1 et on revient brièvement sur ΛO.
C’est un sous-réseau d’indice fini de Λ(G) tel que
ΛO ⊗Z C ΛO ⊗Z C× ' X(M)/X(M)(σ).
On peut décomposer ΛO =
⊕r
i=1
⊕`i
j=1 Λi,j , où Λi,j est un sous-réseau de Λ(GLdi) d’indice
ti. Pour tout νi,j ∈ Λi,j ⊗Z R, notons ςi,j = (ζi,jχνi,j , qti/2), ς i,j = (νi,j , ti(log q)/2),
ς = (ςi,j), ς = (ς i,j). Soit ω = Ws · ς le caractère central de Hs de partie elliptique dans
l’orbite de ζ et ω le caractère central hyperbolique correspondant.
D’après les résultats de Lusztig (théorème 3.8), on a une équivalence de catégories :
mod (Hs oC[Rs])ω ' mod
(
HRO,ζ ,µζ oC[Rs,ζ ]
)
ω
.
En particulier,
Irr(G)ω ' Irr (Hs oC[Rs])ω ' Irr
(
HRO,ζ ,µζ oC[Rs,ζ ]
)
ω
.
Les valeurs de la fonction paramètre µζ se lisent sur les diagrammes suivants (il s’agit du
diagramme de Dynkin associé à ΣO,i,ζ) :
A`i−1
2 2 2 2 2
B`i/C`i
2 2 2 2 aσi + 1 si σi ∈ Jord(τ)
B`i/C`i
2 2 2 2 2 si σi 6∈ Jord(τ)
Dn
2 2 2 2
2
2
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Le centre de Bernstein stable
4.1 Centre de Bernstein stable, d’après Haines
On dispose de deux paramétrages des représentations irréductibles d’un groupe p-adique
G. L’un par la théorie du centre de Bernstein, l’autre par la correspondance (conjecturale
en général) de Langlands. Il n’y a pas de bonne compatibilité entre ces paramétrages. Nous
voulons comprendre comment est relié le support cuspidal d’une représentation avec son
paramètre de Langlands. Le but de cette partie est de construire l’analogue «galoisien»
du centre de Bernstein, puis de le relier au centre de Bernstein via la correspondance
de Langlands. Il y a plusieurs façons de voir le centre de Bernstein de G. On peut le
voir d’une part, comme le centre de la catégorie des représentations lisses de G, ou
d’autre part, comme une décomposition de cette catégorie suivant les paires inertielles, en
sous-catégories et voir le centre de cette catégorie comme l’anneau des fonctions régulières
du quotient d’un tore par l’action d’un groupe fini. On s’intéressera à construire l’analogue
du tore et du groupe fini. Pour cela, on doit définir les analogues «galoisiens» d’une
représentation supercuspidale, du tore des caractères non ramifiés d’un Levi, du groupe
fini qui agit sur le tore et enfin du support cuspidal.
On rappelle une décomposition de l’ensemble des classes de paramètres de Langlands
similaire à la décomposition de Bernstein. Pour cela, on suit l’article de Haines [Hai14]
légèrement modifié.
Définition 4.1 ([Hai14, 5.1]). Soit φ : W ′F −→ Ĝ un paramètre de Langlands. Pour
w ∈ WF , on note dw = diag(||w||1/2, ||w||−1/2) ∈ SL2(C), avec || · || la valeur absolue
définie pour tout w ∈ WF par ||w|| = q−νF (w) et νF : WF −→ Z la valuation qui envoie
tout Frobenius géométrique sur 1.
On appelle cocaractère infinitésimal de G, la Ĝ-classe de conjugaison d’un paramètre de
Langlands de la forme λ : WF −→ Ĝ et on le notera (λ)Ĝ.
À tout paramètre de Langlands φ est associé un cocaractère infinitésimal de la manière
suivante. On appelle
— partie semi-simple de φ, le morphisme φss : WF −→ Ĝ défini pour tout w ∈ WF par
φss(w) = φ(w, dw) ;
— cocaractère infinitésimal de φ, la Ĝ-classe de conjugaison de φss et on la note (φss)
Ĝ
.
Remarque 4.2. Telle qu’elle est définie ici, la partie semi-simple d’un paramètre de Lan-
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glands correspond à la restriction au groupe de Weil du paramètre de Langlands pour le
groupe de Weil-Deligne « originel ». Nous reviendrons sur ce point dans la section 4.2.1
Soit φ : W ′F −→ Ĝ un paramètre de Langlands. On rappelle que d’après [Bor79,
proposition 3.6] et sa preuve, un sous-groupe de Levi M̂ de Ĝ contenant l’image de φ
minimalement (parmi les sous-groupes de Levi de Ĝ) est unique à conjugaison par un
élément de Z
Ĝ
(Imφ)◦ près. De plus, si M̂ est un tel Levi, alors sa composante déployée
(tore déployé maximal dans le centre) est un tore maximal de Z
Ĝ
(Imφ), et réciproquement,
un tore maximal de Z
Ĝ
(Imφ) est une composante déployée d’un Levi de Ĝ contenant Imφ
minimalement.
Soit M un sous-groupe de Levi de G et posons
Λ =
(
X∗(Z
M̂
)IF
)〈Fr〉
= X∗
((
Z
M̂
IF
)
〈Fr〉
)
.
Dans [Kot97], Kottwitz a défini un morphisme surjectif
κM : M  Λ,
tel que M1 (voir section 3.1) est le noyau du morphisme
M  Λ/Λtors.
Par suite, on obtient une bijection
X(M) '
((
Z
M̂
IF
)
〈Fr〉
)◦
.
Ceci est compatible avec la correspondance de Langlands pour les caractères d’après
[Kal12]. Lorsque G est déployé, on obtient donc une bijection entre les caractères non rami-
fiés de M et les paramètres de Langlands non ramifiés à valeurs dans Z◦
M̂
qui à un caractère
non ramifié χ ∈ X(M) correspond à un paramètre χ̂ : WF /IF −→ Z◦
M̂
. Dans la suite, si
M̂ est un sous-groupe de Levi de Ĝ, on note X(M̂) = Z◦
M̂
et on l’identifie aux paramètres
décrits précédemment.
Définition 4.3 ([Hai14, 5.3.3]). Appelons L-données cuspidales les couples (M̂, λ) formés
d’un sous-groupe de Levi M̂ de Ĝ et de λ : WF −→ M̂ un paramètre de Langlands discret
de M . On dit alors que
(i) les L-données cuspidales (M̂1, λ1) et (M̂2, λ2) sont associées s’il existe g ∈ Ĝ tel que
gM̂1 = M̂2 et λ2 = gλ1 ;
(ii) les L-données cuspidales (M̂1, λ1) et (M̂2, λ2) sont inertiellement équivalentes s’il
existe g ∈ Ĝ et χ ∈ X(M̂2) tels que gM̂1 = M̂2 et λ2 = gλ1χ.
Une classe d’équivalence pour la relation (i) (resp. (ii)) est appelée support cuspidal (resp.
support inertiel).
On note Ω(G)st (resp. B(G)st) l’ensemble des classes de données L-données cuspidales (resp.
de classes inertielles). Comme pour Ω(G), l’ensemble Ω(G)st est muni d’une structure de
variété algébrique dont les composantes connexes sont indexées par B(G)st et sont des
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quotients de tores complexes par l’action de groupes finis. On a de même une décomposition
de l’ensemble (des classes) de morphismes admissibles de Ĝ :
Φ(G) =
⊔
˚iﬄ∈B(G)st
Φ(G)˚iﬄ,
où Φ(G)˚iﬄ désigne l’ensemble des classes de morphismes admissibles dont le cocaractère
infinitésimal est dans ˚iﬄ.
Pour être plus précis, si ˚iﬄ = [M̂, λ]
Ĝ
, on a φ ∈ Φ(G)˚iﬄ si et seulement si, il existe χ ∈ X(M̂)
tels que (φss)
Ĝ
= (λχ)
Ĝ
. On notera aussi Φ(G)λ l’ensemble des paramètres ayant pour
cocaractère infinitésimal λ.
Soit ˚iﬄ = [M̂, λ]
Ĝ
une paire inertielle de Ĝ. Le tore associé à cette paire inertielle est
T˚iﬄ =
{
(λχ)
M̂
, χ ∈ X(M̂)
}
.
Ce dernier a une structure de tore complexe via la bijection T˚iﬄ ' X(M̂)/X(M̂)(λ), où
X(M̂)(λ) est l’ensemble fini des cocaractères non ramifiés χ ∈ X(M̂) tels que (λ)
M̂
=
(λχ)
M̂
. Le groupe de Weyl fini associé à cette paire inertielle est le sous-groupe du groupe
de Weyl de M̂ dans Ĝ stabilisant ˚iﬄ, c’est-à-dire
W˚iﬄ =
{
w ∈ N
Ĝ
(M̂)/M̂, ∃χ ∈ X(M̂), (wλ)
M̂
= (λχ)
M̂
}
.
L’ensemble des caractères infinitésimaux dans ˚iﬄ s’identifie au quotient T˚iﬄ/W˚iﬄ.
Définition 4.4 ([Hai14, p.15]). On appelle centre de Bernstein stable de G et on note
Z(G)st l’anneau des fonctions régulières sur Ω(G)st :
Z(G)st = C[Ω(G)st].
Expliquons rapidement la terminologie « stable ». Ce qui suit n’a rien d’original et est
(presque) l’exacte traduction des explications qu’on retrouve dans [Vog93], [Hai14] et
[SS13]. Tout d’abord, supposons la correspondance de Langlands locale pourG et pour tous
ses sous-groupes de Levi. Soit (L, σ) ∈ Ω(G). Rappelons qu’on note recL(σ) : W ′F −→ L̂ le
paramètre de Langlands de σ. Notons M̂ un sous-groupe de Levi de Ĝ qui contient mini-
malement l’image de λσ = recL(σ)ss (ils sont conjugués par ZĜ(λσ)
◦). On définit ainsi une
application
recstΩ(G) :
Ω(G) −→ Ω(G)st
(L, σ) 7−→ (M̂, λσ)
On conjecture ([Vog93, 7.18], [Hai14, 5.5.2], [SS13, 6.3]) que recstΩ(G) est un morphisme
fini de variétés algébriques (surjectif si G est quasi-déployé, ce que nous avons supposé) et
que l’application induite Z(G)st −→ Z(G) a la propriété suivante : si f ∈ C∞c (G) (espace
des fonctions sur G localement constantes, à support compact et à valeurs complexes) est
telle que ses intégrales orbitales stables s’annulent aux éléments semi-simples, alors pour
tout zst ∈ Z(G)st d’image z ∈ Z(G), le produit de convolution z ∗ f ∈ C∞c (G) a la même
propriété.
Soit φ : W ′F −→ Ĝ un paramètre de Langlands tempéré. Pour tout pi ∈ Πφ(G), notons
ηpi ∈ Irr(SGφ ) la représentation correspondante. On conjecture que la distribution
SOφ =
∑
pi∈Πφ(G)
dim(ηpi)tr(pi),
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est stable. Plus généralement, c’est-à-dire dans le cas non-tempéré, Vogan conjecture qu’on
peut définir des distributions stables de la forme
SO =
∑
pi
apitr(pi),
où api est un entier non-nul pour un nombre fini de représentations irréductibles pi qui ont
tous le même cocaractère infinitésimal λ. Soit zst ∈ Z(G)st et z ∈ Z(G) correspondant.
Alors, pour tout f ∈ C∞c (G), on a
SO(z ∗ f) = zst(λ)SO(f).
Conjecture 4.5 (Vogan [Vog93, 7.18], Haines [Hai14, 5.2.2]). Soit M un sous-groupe de
Levi de G, σ une représentation irréductible supercuspidale de M et pi un sous-quotient
irréductible de iGP (σ), avec P un sous-groupe parabolique de G de Levi M et iGP le foncteur
d’induction parabolique normalisée. La correspondance de Langlands pour M (resp. pour
G) associe à σ (resp. pi) un paramètre φσ : W ′F −→ M̂ (resp. φpi : W ′F −→ Ĝ). À
Ĝ-conjugaison près, on a un plongement naturel M̂ ↪→ Ĝ et on peut pousser en avant
φσ : W ′F −→ M̂ ↪→ Ĝ. La correspondance de Langlands devrait être compatible avec
l’égalité des cocaractères infinitésimaux suivante
(φsspi )Ĝ = (φ
ss
σ )Ĝ.
Ceci implique que le cocaractère infinitésimal de φpi ne dépend que du support cuspidal de
pi. Bien que σ soit supercuspidale, la restriction à SL2(C) de φσ n’est pas nécessairement
triviale. Cette situation n’arrive pas pour GLn(F ) et SLn(F ) mais dans GSp4(F ),Sp4(F )
et SO5(F ) il y a de telles représentations supercuspidales. Donnons un exemple d’une telle
situation.
Exemple 4.6. Considérons le paramètre φ = S2⊕ζS2 de GSp4(F ), où ζ est un caractère
quadratique de WF et S2 la représentation irréductible de dimension 2 de SL2(C). Il définit
un L-paquet constitué d’une représentation de carré intégrable modulo le centre (notée
δ([ζ, νζ], ν−1/2) dans [ST93] et qui est un sous-quotient irréductible de l’induite νζ × ζ o
ν−1/2) et d’une représentation supercuspidale de GSp4(F ) cf. [GT11, p.1876] et [RS07,
Table A.7]
Définition 4.7 ([Hai14, 5.1 & 5.3.3]). Soit ˚iﬄ = [M̂, λ]
Ĝ
une paire inertielle. On appelle
paquet infinitésimal (ou classe infinitésimale selon Haines) la réunion des L-paquets de
paramètres admettant λ pour cocaractère infinitésimal et on note
Π˜λ(G) =
⊔
φ∈Φ(G)λ
Πφ(G).
On appelle paquet inertiel de ˚iﬄ la réunion des paquets suivant
Π˜˚iﬄ(G) =
⊔
χ∈T˚iﬄ/W˚iﬄ
Π˜λχ(G).
Soit (M,σ) une donnée cuspidale de G. La classe des sous-quotients irréductibles de iGP (σ),
où P est un sous-groupe parabolique de G admettant M pour Levi, ne dépend pas du
choix de P . Il est donc licite de noter JH(iGP (σ)) l’ensemble de ces sous-quotients irré-
ductibles. Par ailleurs, si L est un sous-groupe de Levi de G, notons Φ(L)cusp l’ensemble
des paramètres de Langlands de L dont le L-paquet contient des représentations super-
cuspidales de L. On ajoutera λ en indice pour signifier que l’on impose aux paramètres
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de Langlands d’admettre λ pour cocaractère infinitésimal. Pour φ ∈ Φ(L)cusp, on notera
Πφ(L)cusp = Πφ(L) ∩ Irr(L)cusp. En général, si le cocaractère infinitésimal λ est fixé, il y
a peu de sous-groupe de Levi L de G tel que Φ(L)λ,cusp soit non vide. On notera L(G)λ
l’ensemble des (classes de) sous-groupes de Levi L̂ de Ĝ, à Ĝ-conjugaison près, tel que
Φ(L)λ,cusp soit non vide. La conjecture de compatibilité 4.5 est équivalente à dire que le
paquet infinitésimal défini par λ est constitué des sous-quotients irréductibles des induites
de représentations supercuspidales dont les paramètres de Langlands admettent λ pour
cocaractère infinitésimal. On obtient donc la proposition suivante.
Proposition 4.8. La conjecture de compatibilité de la correspondance de Langlands pour G
avec l’induction parabolique (conjecture 4.5) est équivalente à ce que pour tout sous-groupe
de Levi M̂ de Ĝ, pour tout cocaractère infinitésimal discret λ : WF −→ M̂ , on a :
Π˜λ(G) =
⊔
L̂∈L(G)λ
⊔
φ∈Φ(L)λ,cusp
⊔
pi∈Πφ(L)cusp
JH(iGLU (pi)).
De plus, on conjecture que si ψ : W ′F −→ L̂ est un paramètre de Langlands discret, trivial
sur SL2(C), alors le L-paquet Πψ(L) n’est constitué que de représentations supercuspidales
de L (voir par exemple [Ree12, Conjecture 6.1.4)]). Ceci impliquerait alors que toutes les
représentations dans le L-paquets Πλ(M) sont supercuspidales et donc
Π˜λ(G) ⊇
⊔
σ∈Πλ(M)
JH(iGP (σ)).
Un L-paquet Πφ(G) étant paramétré par les représentations irréductibles du groupe fini
SGφ , il faut déterminer quelles représentations de ce groupe vont paramétrer les représen-
tations supercuspidales via la correspondance de Langlands. C’est l’objet des sections sui-
vantes.
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La correspondance de Langlands prédit un paramétrage d’un paquet Πφ(G) par les repré-
sentations irréductibles du groupe fini SGφ , qui est essentiellement le groupe des compo-
santes du centralisateur de l’image φ. On veut relier le support cuspidal des représentations
d’un paquet Πφ(G) aux représentations de SGφ . Commençons par un petit lemme utile.
Lemme 4.9. Soit H un groupe algébrique complexe non nécessairement connexe et X ⊂
H◦ une partie de sa composante neutre. Alors ZH(X)◦ = ZH◦(X)◦.
Démonstration. Puisque ZH(X)◦ est un groupe connexe de H, il est contenu dans H◦ ; si
bien que ZH(X)◦ ⊆ ZH◦(X). Toujours par connexité, on obtient ZH(X)◦ ⊆ ZH◦(X)◦.
L’autre inclusion étant évidente, on a l’égalité.
Avec les notations du lemme, nous noterons AH(X) = ZH(X)/ZH(X)◦ =
ZH(X)/ZH◦(X)◦ le groupe des composantes du centralisateur de X dans H. De
plus, comme H◦ est un sous-groupe distingué de H, il s’en suit que AH◦(X) est aussi un
sous-groupe distingué de AH(X).
Soit L un sous-groupe de Levi de G et ϕ : W ′F −→ L̂ un paramètre de Langlands de L
discret. Définissons
ZLϕ = ZL̂/ZL̂ ∩ ZL̂(ϕ)◦ et HLϕ = ZL̂(ϕ WF ).
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Pour alléger les notations, nous noterons A
L̂
(ϕ) (resp. AHLϕ (ϕ SL2)) au lieu de AL̂(Imϕ)
(resp. AHLϕ (Imϕ SL2)). On a l’égalité remarquable suivante
Z
L̂
(ϕ) =Z
L̂
(ϕ WF , ϕ SL2)
=ZZ
L̂
(ϕ WF )
(ϕ SL2)
=ZHLϕ (ϕ SL2)
Ainsi, A
L̂
(ϕ) = AHLϕ (ϕ SL2) et A(HLϕ )◦(ϕ SL2) est un sous-groupe distingué de ce dernier.
Considérons la suite exacte
1 // ZLϕ // AHLϕ (ϕ SL2)
p // SLϕ // 1
A(HLϕ )
◦(ϕ SL2)
?
OO
On peut donc voir une représentation de SLϕ comme une représentation de AL̂(ϕ) triviale
sur ZLϕ . Soit ε une représentation irréductible de SLϕ et notons ε˜ = p∗ε la représentation
irréductible de A
L̂
(ϕ) obtenue en tirant en arrière ε.
Proposition 4.10. Soit uϕ = ϕ
1,
1 1
0 1

 ∈ (HLϕ )◦. Alors ZHLϕ (ϕ SL2) est un sous-
groupe réductif maximal de ZHLϕ (uϕ). En particulier, on a :
AHLϕ (ϕ SL2) ' AHLϕ (uϕ).
Ceci est bien connu lorsque HLϕ est connexe et la preuve dans le cas non connexe est iden-
tique. Rappelons là brièvement.
Démonstration. D’après un théorème de Kostant [CG10, proposition 3.7.3 & 3.7.23], le
radical unipotent U de ZHLϕ (uϕ)
◦ = Z(HLϕ )◦(uϕ)
◦ agit simplement transitivement sur l’en-
semble des sl2-triplets contenant log uϕ ∈ Lie(HLϕ ) ou de façon équivalente, sur l’ensemble
J des morphismes algébriques
γ : SL2(C) −→ HLϕ tels que γ
1 1
0 1
 = uϕ.
Par suite, si z ∈ ZHLϕ (uϕ), alors zϕ SL2 ∈ J . Il existe donc un unique élément v ∈ U
tel que vzϕ SL2 = ϕ SL2 . D’après [Kot84, lemme 10.1.1], (HLϕ )
◦ est un groupe réductif,
donc Z(HLϕ )◦(ϕ SL2)
◦ l’est aussi. Puisque U est un sous-groupe connexe de (HLϕ )
◦, on a
U ∩ ZHLϕ (ϕ SL2) ⊆ U ∩ Z(HLϕ )◦(ϕ SL2)◦ = {1}. Par ce qui précède, ZHLϕ (ϕ SL2) est un sous-
groupe réductif maximal de ZHLϕ (uϕ), donc AHLϕ (ϕ SL2) ' AHLϕ (uϕ).
Définition 4.11. Soit ϕ ∈ Φ(L) un paramètre discret et ε ∈ Irr(SLϕ ). On note Su,v
la représentation définie en 1.2 pour H = (HLϕ )
◦. On garde les notations précédentes, et
ε˜ désigne la représentation irréductible de A
L̂
(ϕ) ' AHLϕ (ϕ SL2) ' AHLϕ (uϕ) triviale sur
ZLϕ obtenue à partir de ε. On dira que ε est cuspidale si l’une des conditions équivalentes
suivante est vérifiée :
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(i) pour tout sous-groupe de Levi propre M de (HLϕ )
◦ et pour tout élément unipotent
v ∈M ,
Hom(HLϕ )◦(ε˜ A(HLϕ )◦ (uϕ)
, Suϕ,v) = 0;
(ii) pour toute sous-représentation irréductible τ de ε˜ A(HLϕ )◦ (uϕ)
, (C(H
L
ϕ )
◦
uϕ , τ) est une paire
cuspidale ;
(iii) pour une sous-représentation irréductible τ de ε˜ A(HLϕ )◦ (uϕ)
, (C(H
L
ϕ )
◦
uϕ , τ) est une paire
cuspidale ;
On notera Irr(SLϕ )cusp l’ensemble des représentations irréductibles cuspidales dans le sens
défini précédemment.
Démonstration (de la cohérence de la définition). L’équivalence entre ces trois conditions
résultent des faits suivants. Tout d’abord,
ε˜ A(HLϕ )
◦ (uϕ) =
⊕
x∈A
HLϕ
(uϕ)/AHLϕ (uϕ)
τ
τx Cd,
où τ est une représentation irréductible de A(HLϕ )◦(uϕ) et AHLϕ (uϕ)
τ = {a ∈ AHLϕ (uϕ), τa '
τ}. De plus, pour tout x ∈ AHLϕ (uϕ),
HomA(HLϕ )◦ (uϕ)
(τ, Su,v) ' HomA(HLϕ )◦ (uϕ)(τ
x, Sxu,v)
' HomA(HLϕ )◦ (uϕ)(τ
x, Su,xvx−1),
où Su,xvx−1 désigne la représentation de A(HLϕ )◦(uϕ) relativement au sous-groupe de Levi
xM .
Définition 4.12. Soit ϕ ∈ Φ(L) un paramètre de Langlands de L discret. On dit que ϕ
est cuspidal si Irr(SLϕ )cusp est non vide.
Conjecture 4.13. Soit ϕ : W ′F −→ Ĝ un paramètre de Langlands de G cuspidal. Alors le
L-paquet Πϕ(G) contient des représentations supercuspidales de G et elles sont paramétrées
par Irr(SGϕ )cusp. Autrement dit, il existe une bijection :
Πϕ(G)cusp ' Irr(SGϕ )cusp.
On se propose de décrire la forme des paramètres de Langlands cuspidaux dans les cas
du groupe linéaire, symplectique et spécial orthogonal. On rappelle qu’on note IO (resp.
IS) un certain ensemble de représentations irréductibles de WF de type orthogonal (resp.
symplectique).
Proposition 4.14. Pour un groupe linéaire, symplectique déployé ou spécial orthogonal
déployé, les paramètres de Langlands cuspidaux (définition 4.12) sont :
— pour GLn(F ),
ϕ : WF −→ GLn(C), irréductible;
— pour SO2n+1(F ),
ϕ =
⊕
pi∈IO
dpi⊕
a=1
pi  S2a
⊕
pi∈IS
dpi⊕
a=1
pi  S2a−1, ∀pi ∈ IO, dpi ∈ N, ∀pi ∈ IS , dpi ∈ N∗;
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— pour Sp2n(F ) ou SO2n(F ),
ϕ =
⊕
pi∈IS
dpi⊕
a=1
pi  S2a
⊕
pi∈IO
dpi⊕
a=1
pi  S2a−1 ∀pi ∈ IO, dpi ∈ N∗, ∀pi ∈ IS , dpi ∈ N.
De plus, d’après les théorèmes de Harris-Taylor et Henniart pour le groupe linéaire et le
théorème de Mœglin, les représentations supercuspidales de G sont paramétrées par (ϕ, ε)
avec ϕ un paramètre de Langlands cuspidal de G et ε ∈ Irr(SGϕ )cusp. Autrement dit, la
conjecture 4.13 est vraie.
Soit ϕ : W ′F −→ GLn(C) un paramètre cuspidal de G = GLn(F ). Écrivons la décomposi-
tion en composante isotypique de la restriction à WF de ϕ,
ϕ WF =
⊕
pi∈I
pi Mpi.
D’où,
HGϕ = ZGLn(C)(ϕ WF )
=
∏
pi∈I
GLmpi(C).
On peut donc écrire uϕ =
∏
pi∈I upi, avec upi ∈ GLmpi(C) et se ramener à un étudier un
seul facteur pour l’existence d’une paire cuspidale. Or, d’après la classification des paires
cuspidales (voir table 1.2), ceci est équivalent au fait que pour tout pi ∈ I, mpi = 1 et
upi = 1. D’où ZGLn(C)(ϕ) =
∏
pi∈I GL1(C). À présent, la discrétion du paramètre impose
que Z(GLn(C))◦ = GL1(C) soit un tore maximal de ZGLn(C)(ϕ), par suite I est un
singleton et ZGLn(C)(ϕ) = GL1(C).
Ceci montre que, ϕ est un paramètre cuspidal de GLn, si et seulement si, ϕ est un
paramètre de Langlands discret trivial sur SL2(C).
Soit ϕ : W ′F −→ Sp2n(C) un paramètre cuspidal de G = SO2n+1(F ). Écrivons la décompo-
sition en composantes isotypiques de la restriction à WF de ϕ,
ϕ WF =
⊕
ρ∈IO
pi Mpi
⊕
pi∈IS
pi Mpi
⊕
pi∈IGL
(pi ⊕ pi∨)Mpi.
Ainsi,
HGϕ =
∏
pi∈IO
Spmpi(C)×
∏
pi∈IS
Ompi(C)×
∏
pi∈IGL
GLmpi(C).
D’après la classification des paires cuspidales (table 1.2), on obtient les conditions sui-
vantes :
— pour pi ∈ IO, mpi = dpi(dpi + 1), dpi ∈ N ;
— pour pi ∈ IS , mpi = d2pi, dpi ∈ N∗ ;
— pour k ∈ IGL, mpi = 1.
De plus, ϕ est nécessairement de la forme (on rappelle que Sd désigne la représentation
irréductible de SL2(C) de dimension d),
ϕ =
⊕
pi∈IO
dpi⊕
a=1
pi  S2a
⊕
pi∈IS
dpi⊕
a=1
pi  S2a−1
⊕
pi∈IGL
(pi ⊕ pi∨).
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Par suite, on trouve
ZSp2n(C)(ϕ) =
∏
pi∈IO
dpi∏
a=1
(Z/2Z)×
∏
pi∈IS
dpi∏
a=1
(Z/2Z)×
∏
pi∈IGL
GL1(C).
Puisque ϕ est discret, Z◦Sp2n(C) = {1} est un tore maximal de ZSp2n(C)(ϕ). Par suite, IGL
est vide et donc
ZSp2n(C)(ϕ) =
∏
pi∈IOunionsqIS
(Z/2Z)dpi ,
et
ϕ =
⊕
pi∈IO
dpi⊕
a=1
pi  S2a
⊕
pi∈IS
dpi⊕
a=1
pi  S2a−1.
Écrivons le bloc de Jordan correspondant à ce paramètre de Langlands
Jord(ϕ) = {(pi, 2), . . . , (pi, 2dpi − 2), (pi, 2dpi), pi ∈ IO}unionsq{(pi, 1), . . . , (pi, 2dpi − 3), (pi, 2dpi − 1), pi ∈ IS} .
Ainsi, Jord(ϕ) est sans trou et de plus, nous avons décrit à la suite de la table 1.2 les
caractères cuspidaux. Ceux-ci correspondent exactement aux caractères alternées dans le
sens du théorème de Mœglin 2.5. Réciproquement, un bloc de Jordan sans trou correspond
à ces partitions d’unipotents dans Spmpi et SOmpi et les caractères alternées à ces caractères
cuspidaux.
Ici, G désignera soit Sp2n(F ), auquel cas on pose N = 2n+ 1, soit SO2n(F ), auquel cas on
pose N = 2n.
Soit ϕ : W ′F −→ SON (C) un paramètre cuspidal de G. Comme précédemment, écrivons la
décomposition en composantes isotypiques de la restriction à WF de
ϕ WF =
⊕
pi∈IO
pi Mpi
⊕
pi∈IS
pi Mpi
⊕
pi∈IGL
(pi ⊕ pi∨)Mpi.
Ainsi,
HGϕ =
 ∏
pi∈IO
Ompi(C)
+
ϕ
×
∏
pi∈IS
Spmpi(C)×
∏
pi∈IGL
GLmpi(C)
(HGϕ )
◦ =
∏
pi∈IO
SOmpi(C)×
∏
pi∈IS
Spmpi(C)×
∏
pi∈IGL
GLmpi(C).
D’après la classification des paires cuspidales (table 1.2), on obtient les conditions sui-
vantes :
— pour pi ∈ IO, mpi = d2pi, dpi ∈ N∗ ;
— pour pi ∈ IS , mpi = (dpi + 1)dpi, dpi ∈ N ;
— pour k ∈ IGL, mpi = 1.
De plus, ϕ est nécessairement de la forme,
ϕ =
⊕
pi∈IO
dpi⊕
a=1
pi  S2a−1
⊕
pi∈IS
dpi⊕
a=1
pi  S2a
⊕
pi∈IGL
(pi ⊕ pi∨).
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Par suite, on trouve
ZON (C)(ϕ) =
∏
pi∈IO
dpi∏
a=1
(Z/2Z)×
∏
pi∈IS
dpi∏
a=1
(Z/2Z)×
∏
k∈IGL
GL1(C).
Notons Z+ϕ =
(εpi,a) ∈ ∏
pi∈IO
dpi∏
a=1
(Z/2Z),
∏
pi∈IO
dpi∏
a=1
εdimVpipi,a = 1
. Puisque ϕ est discret,
Z◦SON (C) = {1} est un tore maximal de ZSON (C)(ϕ). Par suite, IGL est vide et donc
ZON (C)(ϕ) =
∏
pi∈IO
(Z/2Z)dpi ×
∏
pi∈IS
(Z/2Z)dpi ,
ZSON (C)(ϕ) = Z
+
ϕ ×
∏
pi∈IS
(Z/2Z)dpi
Comme précédemment, on trouve que Jord(ϕ) est sans trou et que les caractères cuspidaux
correspondent aux caractères alternées de Jord(ϕ).
Définition 4.15. On appelle L-donnée cuspidale complète de Ĝ, un triplet (L̂, ϕ, ε) formé
de
— un sous-groupe de Levi L̂ de Ĝ ;
— ϕ : W ′F −→ L̂ un paramètre de Langlands L cuspidal ;
— ε une représentation irréductible cuspidale de SLϕ .
Soit (L̂1, ϕ1, ε1), (L̂2, ϕ2, ε2) deux L-données cuspidales complètes. On dit qu’elles sont as-
sociées, s’il existe g ∈ Ĝ tel que
— gL̂1 = L̂2
— gϕ1 = ϕ2
— εg1 ' ε2
On dit qu’elles sont inertiellement équivalentes, s’il existe g ∈ Ĝ et χ ∈ X(L̂2) tels que
— gL̂1 = L̂2
— gϕ1 = ϕ2χ
— εg1 ' ε2
Soit ¯j = [L̂, ϕ, ε]
Ĝ
une paire inertielle complète. On lui associe le tore complexe et le groupe
fini
T¯j = {(ϕχ)L̂, χ ∈ X(L̂)} ' X(L̂)/X(L̂)(ϕ)
W¯j = {w ∈ NĜ(L̂)/L̂,∃χ ∈ X(L̂), (wϕ)L̂ = (ϕχ)L̂, εw ' ε}.
On note Ω(G)+st l’ensemble des classes de données cuspidales complètes. et B(G)+st l’en-
semble des classes inertielles. L’ensemble des L-données cuspidales complètes est muni
d’une structure de variété algébrique dont les composantes connexes sont indexées par
B(G)+st et sont des quotients de tores complexes par l’action de groupes finis. Contraire-
ment à la décomposition de la section précédente, on ne sait pas associer, pour le moment,
à tout paramètre de Langlands complet (φ, η) ∈ Φ(G)+ un triplet dans Ω(G)+st (ou dans
B(G)+st). Supposons que ce soit le cas (ce sera prouvé pour les groupes classiques dans la
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suite), on a alors une décomposition de l’ensemble des paramètres de Langlands complets
de Ĝ :
Φ(G)+ =
⊔
¯j∈B(G)+st
Φ(G)+¯j ,
où Φ(G)+¯j désigne l’ensemble des classes de paramètres de Langlands complets associé à ¯j.
Conjecture 4.16. Soit ϕ : W ′F −→ L̂ un paramètre de Langlands de L cuspidal. Supposons
la conjecture 4.13 vraie. Si σ ∈ Πϕ(L)cusp est paramétrée par ε ∈ Irr(SLϕ )cusp, alors en
notant s = [L, σ]G, ¯j = [L̂, ϕ, ε], on a des isomorphimes :
Ts −→ T¯j
χ 7−→ χ̂
,
Ws −→ W¯j
w 7−→ ŵ
,
tels que pour tout χ ∈ Ts, w ∈Ws :
ŵ · χ = ŵ · χ̂.
Cette conjecture sera prouvée pour les groupes classiques au théorème 5.6.
Lemme 4.17. Soit M un sous-groupe de Levi de G et λ : WF −→ M̂ un paramètre de
Langlands de M discret. Alors Z
M̂
(λ)◦ = Z◦
M̂
.
Démonstration. La discrétion du paramètre λ implique que Z◦
M̂
est un tore maximal de
Z
M̂
(λ)◦. Ensuite, d’après [Kot84, 10.3.1], Z
M̂
(λ)◦ ⊆ Z
M̂
, donc Z
M̂
(λ)◦ ⊆ Z◦
M̂
. D’où l’éga-
lité.
Proposition 4.18. On reprend les notations du lemme précédent. Si φ ∈ Φ(M) est un
paramètre de Langlands de M de cocaractère infinitésimal λ, alors φ = λ. Ceci implique
que le paquet infinitésimal et L-paquet de M défini par λ coïncident :
Π˜λ(M) = Πλ(M).
De plus, toutes les représentations irréductibles de Sλ(M) sont cuspidales, c’est-à-dire
Irr(SMλ ) = Irr(SMλ )cusp.
Démonstration. Soit φ : W ′F −→ M̂ un paramètre de Langlands de M de cocaractère
infinitésimal λ. Ceci signifie que pour tout w ∈WF , φ(w, dw) = λ(w).
Par connexité, φ(SL2(C)) ⊆ ZM̂ (φ WF )◦. L’image par φ de TSL2 = {
t
t−1
 , t ∈ C×},
tore maximal de SL2(C), est un tore (éventuellement trivial) de ZM̂ (φ WF )
◦. Soit A un tore
maximal de Z
M̂
(φ WF )
◦ contenant φ(TSL2). Notons L̂ = ZM̂ (A) ; c’est un sous-groupe de
Levi de M̂ . Puisque A ⊂ Z
M̂
(φ WF ), on a φ(WF ) ⊂ ZM̂ (A) et φ(1, dw) ∈ A ⊂ L̂. Ainsi,
pour tout w ∈ WF , λ(w) = φ(w, dw) ∈ L̂. Par discrétion de λ, L̂ = M̂ . Donc Z◦
M̂
est un
tore maximal de Z
M̂
(φ WF ) et par suite φ WF : WF −→ M̂ est un paramètre de Langlands
discret. D’après le lemme précédent, Z
M̂
(φ WF )
◦ = Z◦
M̂
est un tore. L’image de SL2(C) par
φ est contenue dans un tore, cette image est donc triviale. D’où φ = λ.
Soit ε ∈ Irr(SMλ ) et ε˜ ∈ Irr(AM̂ (λ)). Puisque (HMλ )
◦ = A
M̂
est un tore, la seule sous-
représentation irréductible de la restriction de ε˜ à (HMλ )
◦ est la représentation triviale et la
paire (CAM̂1 , 1) est automatiquement cuspidale. D’où Irr(SMλ ) = Irr(SMλ )cusp.
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Remarque 4.19. Cette proposition montre que la conjecture 4.13 sur le paramétrage des
représentations supercuspidales est compatible avec une propriété de la correspondance de
Langlands, à savoir que le L-paquet d’un paramètre discret λ : WF −→ M̂ n’est consti-
tué que de représentations supercuspidales de M . Notons par ailleurs, qu’Heiermann dans
[Hei06] construit sous diverses hypothèses les paramètres de séries discrètes non-cuspidales
à partir du paramètre de leurs support cuspidal. Sa construction montre que nécessaire-
ment la restriction à SL2(C) est non triviale pour ces séries discrètes. Ainsi un paramètre
discret trivial sur SL2(C) ne peut contenir que des représentations supercuspidales.
Posons
DGϕ = {g ∈ ZĜ(ϕ IF ), gϕ(Fr)g−1ϕ(Fr)−1 ∈ AL̂}.
Alors, (DGϕ )
◦ = (HGϕ )
◦. En effet, il est clair que HGϕ ⊂ DGϕ , donc (HGϕ )◦ ⊆ (DGϕ )◦.
Par ailleurs, X ∈ Lie(DGϕ ), si et seulement, pour tout w ∈ IF , Ad(ϕ(w))X = X et
ϕ(Fr)(1 + εX)ϕ(Fr)−1(1 − εX) = 1 + ε(Ad(ϕ(Fr))X − X) ∈ A
L̂
, ce qui est équivalent à
Ad(ϕ(Fr))X = X. Par suite, Lie(DGϕ ) = Lie(HGϕ ), d’où (HGϕ )
◦ = (DGϕ )
◦.
Le groupe ZDGϕ (ϕ SL2) est l’ensemble des éléments g ∈ Ĝ tels qu’il existe χ ∈ X(L̂) et
gϕ = ϕχ. Considérons
NZ
DGϕ
(ϕ SL2 )
(A
L̂
, ε) = {g ∈ Ĝ, gA
L̂
= A
L̂
, ∃χ ∈ X(L̂), gϕ = ϕχ, gε ' ε}.
On a un morphisme évident NZ
DGϕ
(ϕ SL2 )
(A
L̂
, ε) −→W¯j, donné par n 7→ nL̂. Ce dernier est
surjectif. En effet, par définition si g ∈ N
Ĝ
(A
L̂
) est tel qu’il existe χ ∈ X(L̂), (gϕ)
L̂
= (ϕχ)
L̂
et gε ' ε, alors il existe l ∈ L̂ tel que lgϕ = ϕχ. On prend alors n = lg ∈ NZ
DGϕ
(ϕ SL2 )
(A
L̂
, ε)
et on a bien nL̂ = gL̂. Le noyau de ce morphisme étant ZDLϕ (ϕ SL2). Ainsi,
W¯j ' NZ
DGϕ
(ϕ SL2 )
(A
L̂
)/ZDLϕ (ϕ SL2).
Notons
W◦¯j = NZDGϕ (ϕ SL2 )◦(AL̂)/ZDLϕ (ϕ SL2)
◦
' NZ
HGϕ
◦ (ϕ SL2 )
◦(A
L̂
)/ZHLϕ ◦(ϕ SL2)
◦
' NZ
HGϕ
◦ (ϕ SL2 )
◦(A
L̂
)/A
L̂
Le dernier isomorphisme du fait que ZHLϕ ◦(ϕ SL2)
◦ = Z
L̂
(ϕ)◦ = A
L̂
, car ϕ est un paramètre
discret de L. Remarquons que W◦¯j est un sous-groupe distingué de W¯j. De plus, W◦¯j est
le groupe de Weyl du groupe réductif ZHGϕ ◦(ϕ SL2)
◦ = Z
Ĝ
(ϕ)◦, admettant A
L̂
pour tore
maximal. Notons Σ¯j le système de racines associé à (ZĜ(ϕ)◦, AL̂) et Σ+¯j un sous-ensemble
de racines positives. Soit
R¯j =
{
w ∈ W¯j, wΣ+¯j = Σ+¯j
}
.
Puisque W◦¯j agit simplement transitivement sur les systèmes de racines positives, on a la
décomposition suivante
W¯j =W◦¯j oR¯j.
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Remarque 4.20. Soit χ ∈ X(L̂) un caractère non-ramifié. Considérons le stabilisateur de
(ϕχ)
L̂
dansW¯j, que l’on noteW¯j,ϕχ De la même façon que précédemment, on obtient
W¯j,ϕχ ' NZ
Ĝ
(ϕχ)(AL̂, ε)/ZL̂(ϕχ) ' NZHGϕχ (ϕ SL2 )(AL̂, ε)/ZHLϕχ(ϕ SL2).
Comme on le verra dans la suite, dans le cas des groupes classiques, par construction, ε sera
automatiquement stabilisé et on a l’isomorphisme suivant :
W¯j,ϕχ ' NZ
HGϕ
(ϕ SL2 )
(A
L̂
, ε)/ZHLϕ (ϕ SL2) ' NHGϕχ(AL̂)/HLϕχ.
Cet isomorphisme résulte de 1.3 et est probablement vrai en général.
Exemple 4.21. Considérons le paramètre de Langlands φ de Sp4(F ) défini par
φ = ζ  S3 ⊕ ζ ⊕ 1,
où ζ est un caractère quadratique de WF . Le L-paquet qu’il définit contient 4 représenta-
tions irréductibles de Sp4(F ) :
Πφ(Sp4) =
{
δ′(ζ), δ′′(ζ), σ, σ′
}
,
où δ′(ζ) et δ′′(ζ) sont les sous-représentations irréductibles de carré intégrable de νζ ×
ζ o 1 décrites dans [ST93, Theorem 5.1 (i)] et σ, σ′ sont des représentations irréductibles
supercuspidales.
On a alors Hφ(Sp4) = (O4 × O1)+ et uφ ∈ SO4(C) × SO1 est l’unipotent paramétré par
la partition (3, 1). De plus, Sφ(Sp4) = 〈z1z3〉 × 〈z′1z1〉 ' (Z/2Z)2 (notation précédente),
où z′1 = −1 ∈ O1. Les représentations irréductibles cuspidales de Sφ(Sp4) sont εO et ε′O.
Ce sont ces représentations qui paramètrent σ et σ′. Quant à δ′(ζ) et δ′′(ζ), elles sont
paramétrées par les caractères tels que l’image de z1z3 est 1.
4.2.1 Les groupes de Weil-Deligne
Commençons par un rappel sur les deux notions de groupes de Weil-Deligne. À l’origine,
Deligne a introduit dans [Del73, 8.3.6] le groupe de Weil-Deligne comme le produit semi-
direct
WDF = CoWF ,
l’action de WF sur C étant définie de la façon suivante : pour tout w ∈ WF , z ∈
C, wzw−1 = ||w||z. Ainsi, pour tout (z, w), (z′, w′) ∈WDF ,
(z, w)(z′, w′) = (z + ||w||z′, ww′).
On reprend les notations précédentes et on note ĝ l’algèbre de Lie de Ĝ. Dans ce contexte,
un paramètre de Langlands de G est la donnée d’un couple (λ,N) avec
— λ : WF −→ Ĝ, un morphisme continu et dont l’image est constitué d’éléments semi-
simples ;
— N ∈ ĝ, un élément nilpotent tel que pour tout w ∈WF , Ad(λ(w))N = ||w||N .
La relation d’équivalence sur ces couples est toujours la Ĝ-conjugaison, c’est-à-dire on
considère (λ,N) équivalent à (λ′, N ′), si et seulement si, il existe g ∈ Ĝ tel que λ′ = gλ
et N ′ = Ad(g)N . Pour distinguer les deux notions de paramètres de Langlands, on appe-
lera les couples définis précédemment des paramètres de Langlands originels.
Notons ĥλ = ĝλ(IF ) = {X ∈ ĝ, ∀w ∈ IF , Ad(λ(w))X = X}. L’élément semi-simple λ(Fr)
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normalise λ(IF ), il agit donc par adjonction sur ĥλ. Pour α ∈ C, notons ĥλ(α) l’espace
propre de Ad(λ(Fr)) dans ĥλ associé à la valeur propre α. La condition que N doit vérifiée
est donc équivalente à N ∈ ĥλ(q−1).
Pour tout w ∈WF , notons :
dw =
||w||1/2 0
0 ||w||−1/2
 .
À partir d’un paramètre de Langlands de G de la forme φ : W ′F −→ Ĝ, on définit explicite-
ment un couple (λ,N) de la façon suivante : pour tout w ∈WF ,
λ(w) = φ(w, dw) et N = dφ SL2
0 1
0 0
 .
Réciproquement, à tout couple (λ,N), on peut associer un paramètre de Langlands de G
de la forme φ : W ′F −→ Ĝ. Ceci repose sur le raffinement par Kostant du théorème de
Jacobson-Morozov (voir [GR10, lemme 2.1]). L’élément N ∈ ĥλ étant nilpotent, d’après le
théorème de Jacobson-Morozov, il existe un sl2-triplet (X,Y, T ), c’est-à-dire des éléments
X,Y, T ∈ ĥλ vérifiant
[T,X] = 2X, [T, Y ] = −2Y, [X,Y ] = T,
avec X = N . De plus, d’après le raffinement de Kostant, on peut en plus supposer que
X = N ∈ ĥλ(q−1), T ∈ ĥλ(1), Y = ĥλ(q).
Posons S = log q2 T et soit γ : SL2(C) −→ ZĜ(λ(IF ))◦ le morphisme défini par le sl2-triplet
précédent avec
γ
1 1
0 1
 = exp(N),
et χφ : WF −→ Ĝ le morphisme défini pour tout w ∈WF , par
χφ(w) = γ(dw)−1.
Il est clair que χφ est entièrement déterminé par l’image de Fr, c’est-à-dire par
s = exp(S) = γ
q1/2 0
0 q−1/2
 ∈ ZĜ(λ(IF ))◦.
Puisque S ∈ ĥλ(1), λ(Fr) commute à s. De plus, on a les relations
Ad(s)N = qN, Ad(s)Y = q−1Y.
Ceci montre que N,Y, T sont fixés par l’action adjointe des éléments de (λχφ)(WF ), donc
γ(SL2(C)) est contenu dans ZĜ((λχφ)(WF )). Ceci permet de définir φ : W
′
F −→ Ĝ pour
tout w ∈WF , x ∈ SL2(C), par
φ(w, x) = λ(w)χφ(w)γ(x).
On obtient ainsi une bijection entre les classes de paramètres de Langlands de G et les
classes de paramètres de Langlands originels de G (voir [GR10, proposition 2.2]).
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4.2.2 Support cuspidal d’un paramètre de Langlands complet
La correspondance de Langlands locale relie Irr(G) et les classes de paramètres de Lan-
glands complets Φ(G)+. Nous avons énoncé (et vérifié pour les groupes classiques) pré-
cédemment une conjecture concernant les paramètres de Langlands complets des repré-
sentations supercuspidales. Tout comme l’application de support cuspidal (et de support
inertiel) est bien définie, par la correspondance de Langlands, il lui correspond une appli-
cation de support cuspidal pour les paramètres de Langlands complets. Autrement dit, il
existe une application
S`c : Φ(G)+ −→ Ω(G)+st,
qui pour tout paramètre complet (φ, η) ∈ Φ(G)+, associe un triplet (L̂, ϕ, ) avec L̂ un sous-
groupe de Levi de Ĝ, ϕ ∈ Φ(L)cusp un paramètre cuspidal et ε ∈ Irr(SLϕ ) une représentation
cuspidale, au sens défini en 4.11. Par ailleurs, la correspondance de Langlands permet de
définir une application rec+Ω(G) : Ω(G) −→ Ω(G)+st, qui à une paire cuspidale (L, σ) associe
(L̂, rec+L (σ)). Ainsi, l’application de support cuspidal pour les paramètres de Langlands
complets doit être compatible avec la commutativité du diagramme suivant :
Irr(G)
Sc

rec+G // Φ(G)+
S`c

Ω(G)
rec+Ω(G) // Ω(G)+st
,
c’est-à-dire, pour tout pi ∈ Irr(G), si (L, σ) = Sc(pi) et (ϕ, ε) = rec+L (σ), alors
S`c(rec+G(pi)) = (L̂, ϕ, ε).
Cette section est consacré à la définition du support cuspidal d’un paramètre de Langlands
complet (φ, η) « intrinsèquement », c’est-à-dire directement à partir du paramètre complet
(sans utiliser la correspondance de Langlands). Pour cela nous utilisons les techniques
de Lusztig pour définir le Levi et le paramètre de Langlands cuspidal. Nous retrouvons
(et nous nous inspirons) une construction similaire chez Lusztig ([Lus88], [Lus95b],
[Lus95a]) et Waldspurger [Wal04] dans leur travaux sur la classification des représen-
tations de réductions unipotentes d’un groupe simple adjoint (voir notamment [Wal04, §2]).
Soit G un groupe réductif connexe déployé sur F et (φ, η) ∈ Φ(G)+ un paramètre de
Langlands complet de G. On reprend les notations de la section précédente. La partie
semi-simple de φ est notée λ, l’élément nilpotent de l’algèbre de Lie associé est noté Nφ.
Rappelons que pour tout w ∈WF , χφ(w) = φ(1, diag(||w||−1/2, ||w||1/2)). La restriction de
φ à WF est égale à λχφ.
Théorème 4.22. Soit (φ, η) ∈ Φ(G)+ un paramètre de Langlands complet de G. La
construction suivant cet énoncé permet de définir un triplet (L̂, ϕ, ε0) formé d’un sous-
groupe de Levi L̂ de Ĝ, un paramètre de Langlands discret ϕ de L, une représentation
irréductible cuspidale ε0 de AZ
L̂
(ϕ)◦(ϕ SL2(C)) tels que :
— φ et ϕ ont la même partie semi-simple ;
— pour tout w ∈WF , χφ(w) ∈ L̂ ;
— pour tout w ∈WF , χc(w) = χφ(w)/χϕ(w) ∈ Z◦
L̂
.
De plus, si (L̂′, ϕ′, ε′0) est un autre triplet qui vérifient ces propriétés, alors il est conjugué
à (L̂, ϕ, ε0) par un élément de ZĜ(φ WF )
◦.
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On note HGφ = ZĜ(λχφ) le centralisateur dans Ĝ de l’image de λχφ. On notera plus sim-
plement Hφ =
(
HGφ
)◦
sa composante neutre et O la Hφ-classe de conjugaison de Nφ.
On a A
Ĝ
(φ) = AHG
φ
(φ SL2(C)) et on peut considérer le diagramme suivant :
AHG
φ
(φ SL2(C))
pr // SGφ // 1
A(HG
φ
)◦(φ SL2(C))
?
OO
Notons η˜ la représentation de AHG
φ
(φ SL2(C)) obtenue en composant η avec pr et soit
η0 une sous-représentation irréductible de la restriction de η˜ au sous-groupe distingué
AHφ(φ SL2(C)). La correspondance de Springer généralisée pour le groupe connexe Hφ as-
socie au couple (O, η0), un sous-groupe de Levi de Hφ. Notons AL̂ la composante déployée
de ce Levi et définissons L̂ = Z
Ĝ
(A
L̂
) et Hϕ = ZHφ(AL̂). La correspondance de Springer
généralisée associe aussi à (O, η0) la Hφ-classe de conjugaison d’un quadruplet (Hϕ, C,L, ρ)
formé de :
— Hϕ un sous-groupe de Levi de Hφ ;
— C ⊂ hϕ une Hϕ-orbite nilpotente ;
— L un système local irréductible cuspidal Hϕ-équivariant sur C ;
— ρ une représentation irréductible de NHφ(Hϕ)/Hϕ
Le système local L correspond à une représentation irréductible ε0 de AHϕ(uϕ), avec uϕ ∈
C.
Soient Pϕ = HϕUϕ un sous-groupe parabolique de Hφ admettant Hϕ comme facteur de
Levi. Le plus grand tore central de Hϕ est AL̂. Nous avons vu dans la section 3.4 que
Lusztig a associé à un triplet cuspidal des modules standards. On rappelle que
Pϕ =
{
hPϕ ∈ Hφ/Pϕ, Ad(h−1)Nφ ∈ C + uϕ
}
,
et qu’on notera HC = Hφ × C×, Â = ZHC(Nφ)◦ et â l’algèbre de Lie de ZHC(Nφ). Le
groupe HC agit sur hφ par :
(h, t)X = t−2Ad(h)X, (h, t) ∈ HC, X ∈ h,
et le groupe ZHC(Nφ) agit sur Pϕ par :
(h, t) · h′Pϕ = hh′Pϕ, (h, t) ∈ HC, h′Pϕ ∈ Pϕ.
Posons a = (S, log q2 ) ∈ â avec S = dφ SL2
 log q2
− log q2
 ∈ hφ. Le morphisme d’évaluation
au point a ∈ Z définit un H
Â
-module, que l’on note Ca. Posons
HÂ(Pϕ,L)a = Ca ⊗H
Â
HÂ(Pϕ,L).
Notons D̂ le plus petit tore de Â dont l’algèbre de Lie contient a et PD̂ϕ le sous-ensemble
des invariants par D̂ dans Pϕ. D’après [Lus88, 7.5] et [Lus95b, 4.4], on a :
HÂ(Pϕ,L)a ' Ca ⊗H
D̂
HD̂(Pϕ,L)
' Ca ⊗H
D̂
HD̂(PD̂ϕ ,L).
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Comme dans la section précédente, notons (X,Y, T ) le sl2-triplet associé à φ SL2 (avec
X = Nφ) et rappelons que AHφ(φ SL2) ' AHφ(Nφ).
Par construction et d’après [Lus88, 8.10], HÂ(Pϕ,L)a 6= {0} et en particulier PD̂ϕ est non
vide. Il existe donc h ∈ Hφ tel que Ad(h−1)Nφ ∈ C + uϕ et Ad(h−1)S ∈ pϕ. Quitte à
conjuguer, on peut donc supposer Nφ ∈ C + uϕ et S ∈ pϕ. L’élément S étant semi-simple,
il appartient à une sous-algèbre de Levi que nous notons temporairement h′ϕ. Écrivons
Nφ = Nϕ + U avec Nϕ ∈ C ⊂ hϕ, U ∈ uϕ. Soient N ′ϕ ∈ h′ϕ la projection de Nϕ sur h′ϕ
relativement à la décomposition pϕ = h′ϕ ⊕ uϕ et C′ sa H ′ϕ-classe de conjugaison. On a
Pϕ/Uϕ ' Hϕ ' H ′ϕ, ainsi la Hϕ-classe de conjugaison C est isomorphe à la H ′ϕ-classe de
conjugaison C′. Ainsi, quitte à faire ces considérations, on peut supposer que S ∈ hϕ et
Nφ ∈ C + uϕ. Puisque [S,Nφ] = (log q)Nφ, il s’ensuit que [S,Nϕ] = (log q)Nϕ.
D’après le théorème de Jacobson-Morozov-Kostant (appliqué à hϕ et à l’action de S), il
existe un morphisme
θ : SL2(C) −→ Hϕ,
tel que dθ
0 1
0 0
 = Nϕ et pour tout t ∈ C×, θ
t
t−1
 commute à s = exp(S).
Définissons les cocaractères χϕ et χc, pour tout w ∈WF , par :
χϕ = θ(dw)−1, χc(w) = χφ(w)/χϕ(w),
si bien que l’on a une décomposition χφ = χϕχc = χcχϕ.
Puisque pour tout w ∈WF ,
Ad(λχφ(w))Nϕ = Nϕ, Ad(χφ(w))Nϕ = ||w||−1Nϕ, Ad(χϕ(w))Nϕ = ||w||−1Nϕ,
on en déduit que pour tout w ∈WF , on a :
Ad(χc(w))Nϕ = Nϕ, Ad(λ(w))Nϕ = ||w||Nϕ.
Par suite, on peut définir un paramètre de Langlands ϕ pour tout (w, x) ∈W ′F , par
ϕ(w, x) = λ(w)χϕ(w)θ(x).
D’après [Lus84, Proposition 2.8], puisque C supporte un système local cuspidal, Nϕ est
un élément nilpotent distingué de hϕ. De plus, pour tout w ∈ WF l’élément semi-simple
χc(w) ∈ Hϕ commute à Nϕ. Donc pour tout w ∈WF , χc(w) ∈ AL̂. On obtient ainsi,
ZHG
φ
(A
L̂
) = Z
Ĝ
(A
L̂
, λχφ)
= Z
L̂
(λχφ)
= Z
L̂
(λχϕχc)
= Z
L̂
(λχϕ)
= HLϕ
Hϕ = ZHφ(AL̂)
= Z
L̂
(λχϕ)◦
De plus, d’après [Lus88, 2.3.b)], A
L̂
est un tore maximal de ZHϕ(θ)◦ = ZL̂(λχϕ, θ)
◦ =
Z
L̂
(ϕ)◦. Ceci prouve que
ϕ : W ′F −→ L̂,
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est un paramètre de Langlands discret de L. De plus, par construction, il est cuspidal et
de partie semi-simple λ. Profitons d’être dans ce contexte pour introduire les définitions
suivantes.
Définition 4.23. On reprend les notations précédentes. Soit ϕ : W ′F −→ L̂ un paramètre
de Langlands cuspidal de L et φ : W ′F −→ Ĝ un paramètre de Langlands de G. On note
HGφ = ZĜ(φ WF ), H
L
ϕ = ZL̂(ϕ WF ) et h
G
φ , h
L
ϕ leurs algèbres de Lie respectives. On dit que
φ est adapté à ϕ si :
— φ et ϕ ont la même partie semi-simple λ ;
— pour tout t ∈ C×, φ
1,
t
t−1

 ∈ HLϕ ;
— il existe une sous-algèbre parabolique p = hLϕ⊕up de hGφ , admettant hLϕ pour sous-algèbre
de Levi telle que : Nφ ∈ p et Nφ = Nϕ + U (avec U ∈ up) ;
Définition 4.24. Soit ϕ : W ′F −→ L̂. On appelle cocaractère correcteur du paramètre de
ϕ dans Ĝ, tout cocaractère c : C× −→ Z◦
L̂
défini pour tout t ∈ C×, par :
c(t) =
φ
1,
t
t−1


ϕ
1,
t
t−1


,
avec φ un paramètre de Langlands de G adapté à ϕ. On note alors χc : WF −→ Z◦
L̂
le
cocaractère non ramifié de WF défini pour tout w ∈WF par χc = c(||w||−1/2).
Remarque 4.25. Le fait que c est à valeur dans Z◦
L̂
résulte du fait que les éléments de
c(WF ) ⊂ (HLϕ )◦ commutent à Nϕ, qui est un distingué dans hLϕ.
Remarque 4.26. La définition de c montre qu’il y a un nombre fini de cocaractère cor-
recteur du paramètre de ϕ dans Ĝ. Plus précisément, ces cocaractères sont uniquement dé-
terminés (à conjugaison près) par l’orbite nilpotente de Nφ. Si on se place du point de vue
du groupe de Weil-Deligne originel, notons λ la partie semi-simple de ϕ. Les cocaractères
correcteurs de ϕ dans Ĝ sont en bijection avec les orbites nilpotentes O ∈ gλ(IF )q−1 /ZĜ(λ), tel
qu’il existe un élément N ∈ O et une décomposition N = Nϕ + U avec U un élément dans
le radical unipotent d’une sous-algèbre parabolique admettant l pour facteur de Levi.
Pour finir, expliquons pourquoi C ne dépend pas du choix de η0. En effet, si on prend une
autre sous-représentation irréductible de η˜, alors elle est de la forme ηx0 , avec x ∈ AHG
φ
(Nφ).
Or, la correspondance de Springer généralisée pour (HGφ )
◦ est HGφ -équivariante. Ainsi,
l’orbite nilpotente associée à (xO, ηx0 ) est xC. Pour le cas des groupes classiques qui nous
intéressera dans la suite, c’est-à-dire lorsque (HGφ )
◦ est un produit de groupes symplec-
tiques, spéciaux orthogonaux et linéaires, il y a au plus une orbite nilpotente supportant
un système local cuspidal. Nécessairement, xC = C.
En général, on peut supposer (HGφ )
◦ simplement connexe, puis le décomposer en produit
presque direct de groupes simples (et d’un tore central), on vérifie à l’aide de la classifica-
tion des paires cuspidales contenue dans [Lus84]),que xC = C.
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Pour définir de façon satisfaisante le support cuspidal d’un paramètre de Langlands
complet, il nous faut associer non pas une représentation irréductible cuspidale de
AZ
L̂
(ϕ)◦(ϕ SL2(C)) mais une représentation irréductible cuspidale de AZL̂(ϕ)(ϕ SL2(C)) =
A
L̂
(ϕ). C’est l’objet de la section suivante dans le cas où G est un groupe classique.
4.2.3 Support cuspidal pour les paramètres de Langlands complets
dans le cas des groupes classiques
Explicitons cette construction dans le cas qui nous intéresse. Nous reprenons les notations
de la section 2.2. Le groupe G désigne l’un des groupes suivants SpN (F ) ou SON (F ), Ĝ son
dual de Langlands et Ĝ∗ le groupe orthogonal associé si Ĝ est un groupe spécial orthogonal
et Ĝ∗ = Ĝ si Ĝ est un groupe symplectique.
Théorème 4.27. Les constructions suivantes permettent de définir une application de
support cuspidal surjective
S`c : Φ(G)+ −→ Ω(G)+st
(φ, η) 7−→ (L̂, ϕ, ε)
.
De plus, les fibres de cette application sont paramétrées par les représentations irréduc-
tibles de NZ
Ĝ
(ϕ WF χc
)(A
L̂
)/Z
L̂
(ϕ WFχc), où c parcourt l’ensemble (fini) des cocaractères
correcteurs de ϕ dans Ĝ.
Notons ¯j = [L,ϕ, ε]. Comme on l’a mentionné dans la remarque 4.20, les fibres de cette
application sont les représentations irréductibles de W¯j,ϕχc , où c parcourt l’ensemble des
cocaractères correcteurs de ϕ dans Ĝ.
Soit φ : W ′F −→ Ĝ un paramètre de Langlands de G et η˜ ∈ Irr(AĜ(φ)) obtenue comme
précédemment à partir d’une représentation irréductible η ∈ SGφ . On a vu qu’on pouvait
décomposer φ sous la forme
φ =
⊕
pi∈IO
pi  Spi
⊕
pi∈IS
pi  Spi
⊕
pi∈IGL
(
pi ⊕ pi∨) Spi,
avec
Spi =
⊕
q∈Jpi
rpi,qSq,
une représentation de SL2(C) décomposée en composantes isotypiques et Jpi un ensemble
d’entiers naturels.
Si Ĝ est un groupe symplectique, alors
A
Ĝ
(φ) '
∏
pi∈IO
A
Ĝpi
(uφ,pi)×
∏
pi∈IS
A
Ĝpi
(uφ,pi)×
∏
pi∈IGL
A
Ĝpi
(uφ,pi) ,
AH(φ WF ) '
∏
pi∈IO
A
Ĝpi
(uφ,pi)×
∏
pi∈IS
A
Ĝ◦pi
(uφ,pi)×
∏
pi∈IGL
A
Ĝpi
(uφ,pi) ,
η˜ ' pi∈IOηpi pi∈IS ηpi pi∈IGL ηpi ,
η0 ' pi∈IOηpi pi∈IS ηpi,0 pi∈IGL ηpi ,
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et si Ĝ est un groupe orthogonal alors
A
Ĝ
(φ) '
∏
pi∈I˜′O
A
Ĝpi
(uφ,pi)×
∏
pi∈IS
A
Ĝpi
(uφ,pi)×
∏
pi∈IGL
A
Ĝpi
(uφ,pi)×AG˜+O(uφ,O) ,
AH(φ WF ) '
∏
pi∈I˜′O
A
Ĝ◦pi
(uφ,pi)×
∏
pi∈IS
A
Ĝpi
(uφ,pi)×
∏
pi∈IGL
A
Ĝpi
(uφ,pi)×
∏
pi∈I˜O
A
Ĝ◦pi
(uφ,pi) ,
η˜ ' 
pi∈I˜′O
ηpi pi∈IS ηpi pi∈IGL ηpi  η˜O ,
η0 ' pi∈I˜′Oηpi,0 pi∈IS ηpi pi∈IGL ηpi pi∈I˜O ηpi,0 .
Dans la remarque 2.4, nous avons interprété Ĝpi comme le centralisateur de la restriction à
WF de pi  Spi dans le groupe des isométries de Mpi. Autrement dit, lorsque pi ∈ I est fixé,
les analogues de HGφ , η˜, Hϕ, θ sont respectivement Ĝpi, ηpi, L̂pi, Sϕ,pi).
Soit pi ∈ I.
Supposons que (pi ∈ IO et Ĝ symplectique) ou (pi ∈ IS et Ĝ orthogonal) ou (pi ∈ IGL).
Dans ce cas, Ĝpi est connexe. La construction précédente appliquée à (uφ,pi, χφ,pi, ηpi) dans
le groupe Ĝpi associe à ce triplet :
— un sous-groupe de Levi L̂pi de Ĝpi ;
— un morphisme Sϕ,pi : SL2(C) −→ L̂pi ;
— une décomposition χφ,pi = χϕ,piχcpi ;
— une classe unipotente de L̂pi supportant un système local irréductible cuspidal L̂pi-
équivariant ;
— une représentation irréductible cuspidale εϕ,pi de AL̂pi(Sϕ,pi) ;
— une représentation irréductible ρpi de NĜpi(L̂pi)/L̂pi.
Supposons à présent que (pi ∈ IO et Ĝ orthogonal) ou (pi ∈ IS et Ĝ symplectique). Dans
ce cas, Ĝpi (resp. G˜+O) est un groupe orthogonal (resp. un sous-groupe d’un produit de
groupes orthogonaux). Dans la construction précédente, on considère la restriction ηpi,0
(resp. 
pi∈I˜Oηpi,0) de ηpi (resp. de η˜O) à AĜ◦pi(uφ,pi) (resp.
∏
pi∈I˜O AĜ◦pi(uφ,pi)) et on asso-
cie comme dans le cas précédent tous les objets cités. D’après les théorèmes 1.12 et 1.16,
les constructions associées sur la correspondance de Springer généralisée pour le groupe
orthogonal, on peut associer de manière bien définie et bijective à (uφ,pi, χφ,pi, ηpi) (resp.
(uφ,O,
∏
pi∈I˜O , η˜O)) les objets suivants :
— un sous-groupe de quasi-Levi L̂pi de Ĝpi (resp. L˜+O de G˜
+
O) ;
— pour tout pi ∈ IO, un morphisme Sϕ,pi : SL2(C) −→ L̂◦pi (et un morphisme Sϕ,O :
SL2(C) −→ ∏pi∈I˜O L̂◦pi = (L˜+O)◦) ;
— pour tout pi ∈ IO, une décomposition χφ,pi = χϕ,piχcpi ;
— une classe unipotente de L̂◦pi supportant un système local irréductible cuspidal L̂◦pi-
équivariant ;
— une représentation irréductible cuspidale εϕ,pi de AL̂pi(Sϕ,pi) (resp. ε˜ϕ,O de AL˜+O(Sϕ,O))
— une représentation irréductible ρpi de NĜpi(L̂pi)/L̂pi (resp. ρO de NG˜+O(L˜
+
O)/L˜
+
O).
Après avoir interprété la représentation irréductible η˜ de A
Ĝ
(φ) comme une représentation
de AZ
Ĝ
(φ WF )
(φ SL2(C)), nous avons associé à (φ, η˜) un paramètre de Langlands cuspidal
ϕ pour un certain sous-groupe de Levi L de G et les données ci-dessus. À présent, nous
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allons parcourir le chemin inverse, c’est-à-dire interpréter les données associées ci-dessus
en terme d’une représentation irréductible de A
L̂
(ϕ) (et d’une représentation d’un groupe
de Weyl étendu).
Soit Api la composante déployée de L̂pi, A =
∏
pi∈I Api, L̂∗ = ZĜ∗(A), L̂ = ZĜ(A) et
AO =
∏
pi∈I˜O Api.
Nous avons vu que la forme de ces sous-groupes de Levi (ou de quasi-Levi) sont
L̂pi = (C×)`pi × Ĝ′pi,
avec Ĝ′pi un groupe de même type que Ĝpi. Le cocaractère non ramifié χcpi de WF est à
valeur dans Api. On peut écrire sa décomposition à travers le plongement L̂pi naturel dans
un groupe linéaire associé :
χcpi =
⊕
ξ∈Kpi
ξ ⊕ ξ−1
⊕
m′pi1,
avec Kpi un ensemble de lpi cocaractères non-ramifiés de WF et m′pi est la dimension de
l’espace pour lequel Ĝ′pi est le groupe des isométries. Le paramètre ϕ construit est donc
ϕ =
⊕
pi∈I
⊕
ξ∈Kpi
(piξ)⊕ (piξ)∨
⊕
pi  S′ϕ,pi
 ,
avec S′ϕ,pi la factorisation de Sϕ,pi à travers Ĝ′pi. Le sous-groupe de Levi L̂ est de la forme :
L̂ =
∏
pi∈I
GLdpi(C)`pi × Ĝ′,
et
L̂∗ =
∏
pi∈I
GLdpi(C)`pi × Ĝ′∗,
avec Ĝ un groupe de même type que Ĝ, Ĝ′∗ défini de façon analogue à Ĝ∗ et dpi est la
dimension de pi. Ainsi,
A
L̂∗
(ϕ) '
∏
pi∈I
A
L̂pi
(Sϕ,pi).
Considérons le diagramme∏
pi∈I AĜpi(uφ,pi)

A
Ĝ∗
(φ)oo

A
Ĝ
(φ)_?oo

// // SGφ
∏
pi∈I AL̂pi(uϕ,pi) AL̂∗(ϕ)_?
oo A
L̂
(ϕ)_?oo // // SLϕ
Si Ĝ est un groupe symplectique, on peut donc écrire
A
L̂
(ϕ) '
∏
pi∈I
A
L̂pi
(Sϕ,pi),
et si Ĝ est un groupe orthogonal,
A
L̂
(ϕ) '
∏
pi∈I\I˜O
A
L̂pi
(Sϕ,pi)×AL˜+O(Sϕ,O).
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À travers ces isomorphismes, nous pouvons donc définir une représentation irréductible
cuspidale ε˜ de A
L̂
(ϕ) correspondant à pi∈Iεϕ,pi dans le cas où Ĝ est un groupe symplec-
tique et à 
pi∈I\I˜Oεϕ,pi  ε˜ϕ,O dans le cas où Ĝ est un groupe orthogonal.
Il s’agit de voir à présent que ε se factorise en une représentation de SLϕ . Lorsque Ĝ =
SO2n+1(C), il n’y a rien puisque son centre est connexe (il est trivial) et il en est de même
pour L̂.
Soit pi ∈ I. Supposons que Ĝpi est un groupe symplectique. D’après [Lus95a, 5.23], −1
agit sur ηpi par le même scalaire que sur εpi. Ainsi, ηpi(−1) = εpi(−1). Supposons que
Ĝpi est un groupe orthogonal. La construction de la correspondance de Springer pour le
groupe orthogonal de la section 1.12 permet d’affirmer que l’on a aussi ηpi(−1) = εpi(−1) et
η˜O(−1) = ε˜O(−1). Ainsi, on a :
1 = η˜(−1) =
∏
pi∈I
ηpi(−1) =
∏
pi∈I
εpi(−1) = ε˜(−1),
et
1 = η˜(−1) = η˜O(−1)
∏
pi∈I\I˜O
ηpi(−1) = ε˜O(−1)
∏
pi∈I\I˜O
εpi(−1) = ε˜(−1).
Par suite, ε˜ se factorise en une représentation irréductible ε de SLϕ .
Revenons à présent sur la représentation du groupe de Weyl. On a :
NZ
Ĝ∗
(φ WF )
(A) '
∏
pi∈I
N
Ĝpi
(Api) et ZL̂∗(φ WF ) = ZZĜ∗ (φ WF )(A) '
∏
pi∈I
Z
Ĝpi
(Api) '
∏
pi∈I
L̂pi.
De plus,
L˜+O = G˜
+
O ∩
∏
pi∈I˜O
L̂pi = ZG˜+O(AO).
Ainsi, lorsque Ĝ est un groupe symplectique, on a :
W
Z
Ĝ
(φ WF )
Z
L̂
(φ WF )
'
∏
pi∈I
W Ĝpi
L̂pi
,
et lorsque Ĝ est un groupe orthogonal, on a :
W
Z
Ĝ
(φ WF )
Z
L̂
(φ WF )
'
∏
pi∈I\I˜O
W Ĝpi
L̂pi
×W G˜
+
O
L˜+O
.
Comme précédemment, on peut définir à travers ces isomorphismes une représentation
irréductible ρ de W
Z
Ĝ
(φ WF )
Z
L̂
(φ WF )
à partir des représentations irréductibles ρpi de W Ĝpi
L̂pi
.
Chapitre 5
Conjecture
d’Aubert-Baum-Plymen-Solleveld
5.1 Quotients étendus
Soit Γ un groupe fini agissant sur une variété complexe affine T par automorphisme de
variété affine. Le quotient de T pour l’action Γ désigne l’ensemble des classes d’équivalences
T pour Γ ; une classe d’équivalence est formée par les images de l’action de tous les éléments
de Γ sur un élément de T . Baum et Connes ont défini dans [BC88], le quotient étendu de
T pour l’action de Γ qui désigne les classes d’équivalences pour une certaine relation, une
classe étant constituée de l’image de l’action des éléments d’une classe de conjugaison de Γ
sur un élément de T .
Posons
X = {(t, γ) ∈ T × Γ, γt = t} .
Alors Γ agit de la façon suivante sur X :
α(t, γ) = (αt, αγα−1), α ∈ Γ, (t, γ) ∈ X.
Définition 5.1 (Quotient étendu géométrique). Avec les notations précédentes, on appelle
quotient étendu (géométrique) de T pour l’action de Γ et on note T  Γ le quotient X/Γ.
Donnons quelques propriétés de cet objet. Tout d’abord, la projection sur la première com-
posante, X −→ T
(t, γ) 7−→ t
, est Γ-équivariante et fournit une surjection p : T  Γ −→ T/Γ.
Par ailleurs, si γ ∈ Γ on pose T γ = {t ∈ T, γx = x} et ZΓ(γ) = {α ∈ Γ, αγα−1 = γ} le
centralisateur de γ dans Γ. Notons Γ l’ensemble des classes de conjugaison de Γ. On a une
bijection
T  Γ ' ⊔
[γ]∈Γ
T γ/ZΓ(γ),
où γ ∈ Γ parcourt un système de représentants des classes de conjugaison de Γ. En
particulier, T 1Γ/ZΓ(1Γ) = T/Γ, d’où T/Γ ⊆ T  Γ. Cet inclusion correspond au passage au
quotient de l’inclusion Γ-équivariante T −→ X
t 7−→ (t, 1Γ)
.
À présent, on définit le même objet que précédemment en remplaçant les classes de conju-
gaison de Γ par des représentations irréductibles. Pour t ∈ T , notons Γt = {γ ∈ Γ, γt = t}
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le stabilisateur de t pour l’action de Γ et posons
Y = {(t, ρ), t ∈ T, ρ ∈ Irr(Γt)}.
Pour tout t ∈ T, γ ∈ Γ, Γγt = γ−1Γtγ. Comme précédemment, Γ agit sur Y par
γ(t, ρ) = (γt, γ∗ρ), γ ∈ Γ, (t, ρ) ∈ Y,
où on a noté γ∗ρ la représentation irréductible de Γγt définie pour tout α ∈ Γγt, par
(γ∗ρ)(α) = ρ(γαγ−1).
Définition 5.2 (Quotient étendu spectral). Avec les notations précédentes, on appelle
quotient étendu (spectral) de T pour l’action de Γ et on note T  Γ̂ le quotient Y/Γ.
La projection sur la première composante, Y −→ T
(t, γ) 7−→ t
, est Γ-équivariante et fournit
une surjection p : TΓ̂ −→ T/Γ. Enfin, pour t ∈ T , si on note trivt la représentation triviale
de Γt, l’inclusion Γ-équivariante T −→ Y
t 7−→ (t, trivt)
, fournit une inclusion T/Γ ↪→ T  Γ̂.
5.2 Conjecture d’Aubert-Baum-Plymen-Solleveld
Soit G un groupe réductif connexe sur un corps local non-archimédien F , quasi-déployé.
Considérons s ∈ B(G) une paire inertielle, Ts (resp. Ws) le tore complexe (resp. le groupe
fini) associé.
Conjecture 5.3 (Aubert-Baum-Plymen-Solleveld). — Le caractère infinitésimal Sc :
Irr(G)s −→ Ts/Ws est bijectif, si et seulement si, Ws agit librement sur Ts ;
— Il existe une bijection « canonique »
µs : Ts  Ŵs ∼−→ Irr(G)s;
vérifiant les propriétés suivantes
(a) L’application µs induit une bijection entre Ks//Ws et Irr(G)s,temp, avec Ks le sous-
groupe compact maximal de Ts et Irr(G)s,temp = Irr(G)s ∩ Irr(G)temp ;
(b) Soit s = [M,σ] ∈ B(G) et ϕσ : W ′F −→ M̂ le paramètre de Langlands de σ. Soit
CU un système de représentants des classes unipotentes de Z
Ĝ
(φssσ χ)◦, lorsque χ
parcourt X(M̂). Il existe alors une partition de Ts Ws indexée par CU telle que :
— Ts Ws = ∐
U∈CU
(Ts Ws)U
— pour tout U ∈ CU , (Ts Ws)U est réunion de composantes irréductibles de la
variété Ts Ws (éventuellement vide).
(c) Pour tout s = [M,σ] ∈ B(G), il y a une famille algébrique
θz : Ts Ws −→ Ts/Ws,
de morphismes finis de variétés algébriques, avec z ∈ C×, tels que :
θ1 = ps,
5.3. Analogue galoisien de la conjecture d’Aubert-Baum-Plymen-Solleveld75
θ√q = Sc ◦ µs et θ√q(Ts Ws − Ts/Ws) = Rs,
où q est le cardinal du corps résiduel du corps local F sur lequel le groupe G est
défini et Rs ⊂ Ts/Ws est la sous-variété de réductibilité, constituée des carac-
tères non ramifiés χ pour lesquels l’induite parabolique de σ ⊗ χ est réductible. En
particulier, le nombre de constituant irréductible de iGP (σ ⊗ χ) est #θ−1√q(χ) ;
(d) Soit Y1, . . . , Yr les composantes irréductibles de Ys (notation de la section précé-
dente). Les morphismes θz vérifient la propriété suivante : pour toute composante
irréductible Yi, il existe un cocaractère ci : C× −→ Ts tels que pour tout (t, ρ) ∈ Yi,
on a :
θz(t, ρ) = Ws · (ci(z)t).
(e) Soient s ∈ B(G) et r, s ∈ TsWs. Alors les représentations µs(r) et µs(t) sont dans
le même L-paquets si et seulement si il existe U ∈ CU tel que r, s ∈ (Ts Ws)U et
pour tout z ∈ C×, θz(r) = θz(s).
Remarque 5.4. Il n’y a pas de multiplication naturelle dans Ts = {σ ⊗ χ, χ ∈ X(M)}.
Dans la propriété (d) précédente, le produit ci(z)t est le produit de ci(z) et t dans le groupe
algébrique Ts.
5.3 Analogue galoisien de la conjecture d’Aubert-Baum-
Plymen-Solleveld
Notons G l’un des groupes SpN (F ), SON (F ). Soit ¯j = [L̂, ϕ, ε] une L-donnée cuspidale de
Ĝ. Notons T¯j le tore et W¯j le groupe de Weyl associé à cette donnée et Φ(G)+¯j l’ensemble
des classes de paramètres de Langlands complets (φ, η) tels que :
S˚iﬄ(φ, η) = (L̂, ϕ, ε),
c’est-à-dire l’ensemble des classes de paramètres de Langlands complets (φ, η) ∈ Φ(G)+
tels qu’il existe χ ∈ X(L̂) vérifiant S`c(φ, η) = (L̂, ϕχ, ε). Nous allons considérer le
quotient étendu spectral de T¯j par W¯j. Notons p¯j : T¯j  Ŵ¯j −→ T¯j/W¯j la projec-
tion définie en 5.1. Rappelons qu’on avait vu dans la remarque 4.20, que W¯j,ϕχ '
NZ
Ĝ
(ϕ WF χ)
(A
L̂
)/Z
L̂
(ϕ WFχ).
Théorème 5.5. 1. L’application
µ¯j : Φ(G)+¯j −→ T¯j  Ŵ¯j
κ = (φ, η) 7−→ ((φ WF )L̂, ρκ)
,
où ρκ est la représentation du groupe de Weyl du théorème 4.27, est bien définie,
bijective et vérifie les propriétés suivantes :
(a) L’application µ¯j induit une bijection entre K¯j  Ŵ¯j et Φ(G)+¯j,bdd, avec K¯j le
sous-groupe compact maximal de T¯j et Φ(G)+¯j,bdd l’ensemble des (classes de) de
paramètres de Langlands tempérés ;
(b) L’application µ¯j induit naturellement une décomposition
T¯j  Ŵ¯j = ⊔
U∈CU
(
T¯j  Ŵ¯j)
U
,
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où CU est la réunion des des orbites unipotentes de Z
Ĝ
(ϕ WFχ)
◦, lorsque χ varie
dans X(L̂) et pour tout U ∈ CU ,(
T¯j  Ŵ¯j)
U
= µ¯j
(
Φ(G)+¯j,U
)
.
(c) pour tout U ∈ CU ,
(
T¯j  Ŵ¯j)
U
est réunion de composantes irréductibles de la
variété T¯j  Ŵ¯j (éventuellement vide).
(d) Pour tout ¯j ∈ B(Ĝ)+ et tout z ∈ C×, notons
θz : T¯j  Ŵ¯j −→ T¯j/W¯j
((ϕ WFχ)L̂, ρ) 7−→ W¯j · (ϕ WFχcρ(z)−1)L̂
,
avec cρ le cocaractère correcteur de ϕ dans Ĝ tel que ρ soit une représentation
irréductible de NZ
Ĝ
(ϕ WF χχc)
(A
L̂
)/Z
L̂
(ϕ WFχχc). Cette famille de morphismes
est telle que :
θ1 = p¯j,
S`c = θ√q ◦ µ¯j
(e) Soient ¯j ∈ B(Ĝ)+ et r, s ∈ T¯j  Ŵ¯j. Alors les représentations µ¯j(r) et µ¯j(s)
sont dans le même L-paquet, si et seulement si, il existe U ∈ CU tel que r, s ∈(
T¯j  Ŵ¯j)
U
et pour tout z ∈ C×, θz(r) = θz(s).
Démonstration. Fixons ϕ : W ′F −→ L̂ un paramètre cuspidal de L et soit φ ∈ Φ(G)¯j.
Quitte à conjuguer, on peut supposer que φ WF = ϕ WFχχc, où χ ∈ X(L̂) et χc est le
cocaractère non ramifié de WF obtenue à partir du cocaractère correcteur de ϕ associé à φ.
Nous avons vu que le stabilisateur de (ϕχχc)L̂ dansW¯j est :
W¯j,ϕχχc ' NZ
Ĝ
(ϕ WF χχc)
(A
L̂
)/Z
L̂
(ϕ WFχχc) 'W
Z
Ĝ
(ϕ WF χχc)
Z
L̂
(ϕ WF χχc)
.
Or, d’après le théorème 4.27, les représentations irréductibles de W
Z
Ĝ
(ϕ WF χχc)
Z
L̂
(ϕ WF χχc)
para-
mètrent exactement les couples (φ, η) ∈ Φ(G)+ de support cuspidal (L̂, ϕχ, ε), avec
φ WF = ϕ WFχχc. Ceci montre que l’application µ¯j est bien définie et bijective.
Les propriétés que vérifie cette bijection sont évidentes car tout a été fait pour. En effet, la
propriété (a) est évidente vu la définition de µ¯j. Pour les propriétés (b) et (c), ceci résulte
du fait qu’une fois fixé ϕ, les paramètres de Langlands de G qui admettent pour support
cuspidal ϕ sont caractérisés uniquement par leurs restrictions à SL2(C), c’est-à-dire l’orbite
unipotente associé.
Concernant le point (d) ceci résulte de la définition même de l’application de support cus-
pidal pour les paramètres de Langlands complets et de c(q1/2)−1 = c(||Fr||1/2) = χc(Fr) .
Enfin, pour la propriété (e), il est clair que si µ¯j(r) et µ¯j(s) sont dans un même L-paquet
(ou plutôt ont le même paramètre de Langlands), alors ils sont dans la même part de la
partition et vérifie le second point abordé. Réciproquement, s’ils sont dans la même part de
la partition du quotient étendu, puisque c ne dépend que de U , la second propriété indique
qu’ils ont même restriction à WF et donc même paramètre de Langlands.
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5.4 Paramétrage de Langlands du dual admissible des
groupes classiques
Dans le chapitre précédent, nous avons vu que les pour les groupes classiques, les para-
mètres de Langlands des représentations supercuspidales correspondent aux paramètres
de Langlands « cuspidaux » (définition 4.11). Par ailleurs, d’une part nous savons par
les travaux d’Heiermann que les représentations irréductibles dans un bloc de Bernstein
correspondent aux modules irréductibles d’une algèbre de Hecke affine à paramètres
étendue. D’autre part, par les travaux de Lusztig (et le théorème 4.27), nous avons un
paramètrage des modules irréductibles d’une algèbre de Hecke graduée étendue par des
paramètres de Langlands complets. Dans ce qui suit, on compare les paramètres et on relie
les deux paramétrages à l’aide des quotients étendus. Ceci prouvera la conjecture ABPS
dans le cas des groupes classiques.
Pour commencer, nous allons montrer le théorème suivant.
Théorème 5.6. Soit G l’un des groupes SON (F ) ou Sp2n(F ) et s = [L, σ] ∈ B(G). Notons
¯j = [L̂, ϕσ, εσ] ∈ B(G)+st la L-donnée inertielle complète correspondante et Ts, T¯j,Ws,W¯j
les tores de Bernstein et groupes de Weyl définis précédemment.
On a un isomorphisme W¯j ' Ws compatible avec les actions de chacun sur T¯j et Ts. Plus
précisément, la conjecture 4.16 est vérifiée.
Démonstration. Nous reprenons les notations de la section 3.5 (sauf que l’on note L au
lieu de M) et nous admettons la correspondance de Langlands pour les représentations
supercuspidales des groupes classiques et linéaires.
SoitG l’un des groupes SON (F ) ou Sp2n(F ), soit L =
∏r
i=1 GLdi(F )`i×Gn′ , un sous-groupe
de Levi de G, avec n′ 6 N et soit
σ = σ1  . . . σ1︸ ︷︷ ︸
`1
 . . . σr  . . . σr︸ ︷︷ ︸
`r
τ,
une représentation irréductible supercuspidale unitaire de L, avec σi une représentation
irréductible supercuspidale de GLdi et τ une représentation irréductible supercuspidale de
Gn′ . On suppose par ailleurs que σ est décomposée selon la condition (C) de la section 3.5.
Notons L̂ = ∏ri=1 GLdi(C)`i × Ĝn′ le dual de Langlands de L et NG = ∑ri=1 `idi + n′. Pour
tout i ∈ J1, rK, soit
— pii : WF −→ GLdi(C) un paramètre de Langlands cuspidal de σi ;
— ϕτ : W ′F −→ Ĝn′ un paramètre de Langlands cuspidal de τ ;
— ϕσ : W ′F −→ L̂ un paramètre de Langlands de σ.
Décomposons un plongement de ϕσ dans GLNG(C) :
ϕ = (pi1 ⊕ pi∨1 )⊕ . . .⊕ (pi1 ⊕ pi∨1 )︸ ︷︷ ︸
`1
⊕ . . .⊕ (pir ⊕ pi∨r )⊕ . . .⊕ (pir ⊕ pi∨r )︸ ︷︷ ︸
`r
⊕ϕτ
=
r⊕
i=1
`i(pii ⊕ pi∨i )
⊕
ϕτ
Notons Opii = {piiχ, χ ∈ X(GLdi(C))}. La condition (C) (p. 47) se traduit sur les para-
mètres de Langlands par :
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— pour tout i ∈ J1, rK, si Opii = Opi∨i , alors pii = pi∨i , i.e. pi est de type symplectique ou
orthogonal ;
— pour tout i, j ∈ J1, rK, si i 6= j, alors pii 6= pij , pii 6= pi∨j ;
D’après la correspondance de Langlands pour le groupe linéaire, on a X(GLdi(F ))(σi) '
X(GLdi(C))(pii). Ainsi, la correspondance de Langlands pour les caractères et ce qui
précéde montre que Ts ' T¯j.
Soit I l’ensemble des représentations irréductibles de WF apparaissant dans la restriction
de ϕ à WF . On a vu qu’on peut décomposer I = IO unionsq IS unionsq IGL. Décomposons de la même
manière ϕτ :
ϕτ =
⊕
(pi,q)∈Jord(ϕτ )
pi  Sq
=
⊕
pi∈Iτ
pi  Spi,
avec Iτ l’ensemble des représentations irréductibles de WF apparaissant dans la restric-
tion de ϕ à WF (elles sont de type orthogonal ou symplectique) et Spi =
⊕
q|(pi,q)∈Jord(ϕτ ) Sq.
Notons IL = {pii, i ∈ J1, rK}. Pour tout pi ∈ IL, notons `pi = `i et pour tout pi ∈ I\IL,
`pi = 0. Pour tout pi ∈ Iτ , notons mpi = ∑q|(pi,q)∈Jord(ϕτ ) q et pour tout pi ∈ I\Iτ , mpi = 0.
Puisque ϕτ est sans multiplicité, il y a au plus un pii qui apparait dans cette décomposition.
Ainsi, nous pouvons écrire :
ϕ =
⊕
pi∈IOunionsqIS
(2`pipi ⊕ pi  Spi)
⊕
pi∈IGL
`pi(pi ⊕ pi∨)
ϕ WF =
⊕
pi∈IOunionsqIS
(2`pi +mpi)pi
⊕
pi∈IGL
`pi(pi ⊕ pi∨)
Supposons G = SO2n+1(F ). Dans ce cas, Ĝ = Sp2n(C) On obtient ainsi :
Z
Ĝ
(ϕ WF ) '
∏
pi∈IO
Sp2`pi+mpi ×
∏
pi∈IS
O2`pi+mpi ×
∏
pi∈IGL
GLdpi
Z
L̂
(ϕ WF ) '
∏
pi∈IO
(
(C×)`pi × Spmpi
)
×
∏
pi∈IS
(
(C×)`pi ×Ompi
)
×
∏
pi∈IGL
(C×)`pi
Remarquons que pii 6∈ Jord(ϕτ ), si et seulement si, mpii = 0. Décrivons dans le tableau
ci-dessous le système de racines, ainsi que le groupe de Weyl (étendue) associé par la cor-
respondance de Springer généralisée et les travaux de Lusztig.
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Ĝpi L̂pi condition R Rred W ◦ W
Sp2`+m (C×)` × Spm ` = 0 ∅ ∅ {1} {1}
` 6= 0,m = 0 C` C` WC` WC` (1)
` 6= 0,m 6= 0 BC` B` WB` WB` (2)
O2`+m (C×)` ×Om ` = 0 ∅ ∅ {1} {1}
` 6= 0,m = 0 D` D` WD` WD` o (Z/2Z) (3)
` 6= 0,m 6= 0 BC` B` WB` WB` (4)
GL` (C×)` ` 6 1 ∅ ∅ {1} {1}
` > 2 A`−1 A`−1 WA`−1 WA`−1 (5)
La forme particulière qu’on a imposé à ϕσ montre que DGϕ = HGϕ . Écrivons
a = (ai,j)i∈J1,rK,j∈J1,`iK, pour tout i ∈ J1, rK, j ∈ J1, `i − 1K, notons ŝi,j ∈
NZ
HGϕ
(ϕ SL2 )
(A
L̂
)/ZHLϕ (ϕ SL2) dont l’action sur a permute les éléments ai,j et ai,j+1 et
ŝi,`i ∈ NZ
H
G∗
ϕ
(ϕ SL2 )
(A
L̂
)/Z
HL∗ϕ
(ϕ SL2) dont l’action sur a permute li,`i et a
−1
i,`i
. L’action
de ces éléments sur un paramètre de Langlands de L de la forme
r⊕
i=1
`i⊕
j=1
(
pii,j ⊕ pi∨i,j
)⊕
ϕτ ,
est la suivante :
— pour tout i ∈ J1, rK, j ∈ J1, `i − 1K, ŝi,j permute pii,j et pii,j+1 (et pi∨i,j et pi∨i,j+1) ;
— pour tout i ∈ J1, rK, ŝi,`i permute pii,`i et pi∨i,`i .
La table précédente nous montre en particulier que W◦¯j est le produit direct de W◦¯j,i('
W
Ĝ◦pii
L̂◦pii
) et
W◦¯j,i =

〈ŝi,j , j ∈ J1, `iK〉 si W Ĝ◦pii
L̂◦pii
est de type B`i/C`i
〈ŝi,j , j ∈ J1, `i − 1K, ŝi,`i ŝi,`i−1ŝ−1i,`i〉 si W Ĝ◦piiL̂◦pii est de type D`i
〈ŝi,j , j ∈ J1, `i − 1K〉 si W Ĝ◦pii
L̂◦pii
est de type A`i−1
Concernant R¯j, on considère les mêmes définitions pour Rs que dans la section 3.5. De plus,
si χ est un caractère non-ramifié de L qu’on décompose en (χi,j), où χi,j est un caractère
non-ramifié de GLdi(F ), alors
— pour tout i ∈ J1, rK, j ∈ J1, `i − 1K,
(σ ⊗ χ)si,j ' σ1χ1,1  . . . σiχi,j+1  σiχi,j  . . . σrχr,`r  τ
ŝi,j (ϕσχ̂) = pi1χ̂1,1 ⊕ . . .⊕ piiχ̂i,j+1 ⊕ piiχ̂i,j ⊕ . . .⊕ pirχ̂r,`r ⊕ ϕτ
⊕ pi∨r χ̂−1r,`r ⊕ . . .⊕ pi∨i χ̂i,j ⊕ pi∨i χ̂−1i,j+1 ⊕ . . . pi∨1 χ̂−11,1
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— pour tout i ∈ J1, rK,
(σ ⊗ χ)si,`i ' σ1χ1,1  . . . σiχi,`i−1  σ∨i χ−1i,`i  . . . σrχr,`r  τ
ŝi,`i (ϕσχ̂) = pi1χ̂1,1 ⊕ . . .⊕ piiχ̂i,`i−1 ⊕ pi∨i χ̂−1i,`i ⊕ . . .⊕ pirχ̂r,`r ⊕ ϕτ
⊕ pi∨r χ̂−1r,`r ⊕ . . .⊕ piiχ̂i,`i ⊕ pi∨i χ̂−1i,`i−1 ⊕ . . . pi∨1 χ̂−11,1
Ceci montre que Ws ' W¯j et que les actions sur les tores correspondants sont compatibles.
Théorème 5.7. On reprend les notations précédentes. On a une bijection
Irr(G)s ' Φ(G)+¯j ,
induisant des bijections
Irr(G)s,2 ' Φ(G)+¯j,2,
et
Irr(G)s,temp ' Φ(G)+¯j,bdd.
De plus, d’après la proposition 5.6 et le théorème 5.5, on obtient une bijection compatible
avec les desiderata de la conjecture ABPS :
Irr(G)s ' Ts  Ŵs.
Remarque 5.8. Comme il a été rappelé dans l’introduction, la conjecture ABPS a déjà
été prouvée pour les groupes classiques. En effet, un des résultats de [Sol12], est la preuve
de la validité d’une version de la conjecture dans le cas d’une algèbre Hecke affine. Grâce
aux travaux d’Heiermann [Hei11], le résultat s’en suit.
Théorème 5.9. Le paramétrage des représentations irréductibles de G par les paramètres
de Langlands dans la construction précédente montre que la conjecture 4.5 est vraie. Autre-
ment dit, la correspondance de Langlands est compatible avec l’induction parabolique.
Démonstration. C. Mœglin a montré que le réel x ∈ R+ tel que σi| · |x o τ est réductible,
vaut
x =

aσi+1
2 si pii ∈ Jord(φτ ), avec aσi = max{a ∈ N, (σi, a) ∈ Jord(ϕτ )}
1
2 si pii 6∈ Jord(φτ ) et (σi et Ĝ) sont de même type
0 si pii 6∈ Jord(φτ ) et (σi et Ĝ) sont de type différent
Supposons pii ∈ Jord(φτ ). Dans ce cas, mpi 6= 0 et la partition paramétrant l’unipotent upii
est du type (2d − 1, . . . , 3, 1) ou (2d, . . . , 4, 2), c’est-à-dire dans la décomposition de ϕτ ,
on a Spii =
⊕d
k=1 S2k−1 ou Spii =
⊕d
k=1 S2k. Le système de racines associé dans une telle
situation est de type B et les paramètres calculés par Lusztig sont alors 2 pour les racines
longues et a+ 1 pour la racine courte, où a désigne la plus grande part de la partition (voir
la table section 3.4). Par ailleurs, t∗ est l’algèbre de Lie de A
L̂
(par discrétion du paramètre
de Langlands ϕ de L̂). Le tore associé au réseau ΛO défini par Heiermann est isomorphe à
T¯j.
On fixe un caractère non-ramifié unitaire ζ ∈ X(L) et on considère ω = Ws · (σχ) un carac-
tère infinitésimal dont la partie elliptique est dans l’orbite de σζ. Par la correspondance
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de Langlands, on note χ̂ le cocaractère non-ramifié de L̂ associé à χ, ω̂ = W¯j · (ϕσχ̂) le
cocaractère infinitésimal correspondant et ω le cocaractère infinitésimal « hyperbolique »
comme défini en section 3.3 et 3.5. Remarquons au passage que le choix du point de base
montre que la partie hyperbolique de ϕσ WF χ̂ est la partie hyperbolique de χ̂. Autrement
dit, le paramètre ϕσχ̂ est tempérée, si et seulement si, χ̂ est unitaire (et donc égal à ζ̂ à
conjugaison près).
On avait vu en fin de section 3.5 la bijection suivante
Irr(G)ω ' Irr
(
HRO,ζ ,µζ oC[Rs,ζ ]
)
ω
.
Or, on a vu précédemment que RO s’identifie au système de racines associé au groupe
de Weyl W◦¯j . De plus, la comparaison entre les fonctions paramètres µζ et µζ̂ données
d’une part par les travaux de Lusztig et d’autre part par Heiermman grâce aux travaux de
Bernstein-Zelevinsky et Arthur-Mœglin montre que ces fonctions sont égales. On obtient
donc
Irr(G)ω ' Irr
(
HRO,ζ ,µζ oC[Rs,ζ ]
)
ω
' Irr
(
HRO,ζ̂ ,µζ̂ oC[R¯j,ζ̂ ]
)
ω
Heiermann a montré dans [Hei12] que les représentations irréductibles de carré intégrable
(resp. tempérée) correspondent aux modules irréductibles sur l’algèbre de Hecke affine éten-
due associé de carré intégrable (resp. tempéré).
Lusztig a montré dans [Lus02b] que les modules irréductibles de carré intégrable (resp. tem-
pérée) sont en bijection avec certains triplets contenant une orbite unipotente distinguée
(resp. de caractère infinitésimal elliptique). Ceci prouve le théorème 5.7. Le théorème 5.9
en est un corollaire.
5.5 Exemples
Notons G = Sp4(F ) et T = GL1(F )2 son tore maximal. Considérons ζ : F× −→ C× un
caractère quadratique ramifié, σ = ζ  ζ une représentation irréductible supercuspidale de
T et la paire inertielle s = [T, ζ  ζ].
D’après la correspondance de Langlands pour les tores, le paramètre de Langlands de σ
est de la forme ϕσ : WF −→ T̂ , où l’on voit T̂ = GL1(C)2 comme tore maximal de Ĝ =
SO5(C). Le paquet Πϕσ(T ) ne contient qu’une seule représentation, σ. Soit ¯j = [T̂ , ϕσ, triv]
le support inertiel complet correspondant. On rappelle que
N
Ĝ
(T̂ )/T̂ = 〈ŝ1, ŝ2〉,
où ŝ1(t1, t2) = (t2, t1) et ŝ2(t1, t2) = (t1, t−12 ). C’est un groupe de Weyl de type B2.
Le stabilisateur X(T̂ )(ϕσ) est trivial et en reprenant les notations de la section précédente
W¯j =W◦¯j oR¯j, avec
W◦¯j = 〈ŝ1〉 × 〈ŝ2ŝ1ŝ2〉 et R¯j = 〈ŝ2〉.
On voit donc queW¯j ' NĜ(T̂ )/T̂ , pourtant on voitW¯j comme un groupe de Weyl de type
D2 étendue.
Les cinq classes de conjugaisons deW¯j sont : {1}, {ŝ1, ŝ2ŝ1ŝ2}, {ŝ2, ŝ1ŝ2ŝ1}, {ŝ1ŝ2, ŝ2ŝ1}, {ŝ1ŝ2ŝ1ŝ2}.
Identifions le paramètre de Langlands χ1ζ ⊕ χ2ζ ⊕ 1 ⊕ χ−12 ζ ⊕ χ−11 ζ ∈ T¯j à l’élément
(χ1, χ2). On a alors
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— T ŝ1¯j = {(χ, χ), χ ∈ X(T̂ )} ;
— T ŝ2¯j = {(χ, ξ), χ, ξ ∈ X(T̂ ), ξ2 = 1} ;
— T ŝ1ŝ2¯j = {(1, 1), (ξ, ξ), ξ caractère non-ramifié d’ordre 2} ;
— T ŝ1ŝ2ŝ1ŝ2¯j = {(1, 1), (ξ, ξ), (1, ξ), (ξ, 1), ξ caractère non-ramifié d’ordre 2} ;
Il y a essentiellement cinq types de paramètres de Langlands à considérer (bien entendu,
on supposera ne pas être dans un cas précédent) :
(1) φ WF = ξζ ⊕ ξζ ⊕ 1⊕ ξζ ⊕ ξζ, avec ξ un caractère non-ramifié d’ordre au plus 2 ;
(2) φ WF = ζ ⊕ ξζ ⊕ 1⊕ ξζ ⊕ ξζ, avec ξ un caractère non-ramifié d’ordre 2 ;
(3) φ WF = χζ ⊕ ξζ ⊕ 1⊕ ξζ ⊕χ−1ζ, avec ξ un caractère non-ramifié d’ordre au plus 2 et
χ un caractère non-ramifié ;
(4) φ WF = χζ ⊕ χζ ⊕ 1⊕ χ−1ζ ⊕ χ−1ζ, avec χ un caractère non-ramifié ;
(5) φ WF = χ1ζ ⊕ χ2ζ ⊕ 1⊕ χ−12 ζ ⊕ χ−11 ζ, avec χ1, χ2 des caractères non-ramifiés ;
Dans ce qui précède, on suppose que les cas sont disjoints. Par exemple, dans (3) on suppose
que χ n’est pas trivial ou d’ordre 2 pour ne pas être dans le cas (2).
Z
Ĝ∗
(φ WF ) ZĜ(φ WF ) ZĜ(φ WF )
◦ W¯j,φ
(1) O4 ×O1 (O4 ×O1)+ SO4 (〈ŝ1〉 × 〈ŝ2ŝ1ŝ2〉)o 〈ŝ2〉
(2) O2 ×O2 ×O1 (O2 ×O2 ×O1)+ SO2 × SO2 〈ŝ1ŝ2ŝ1〉 × 〈ŝ2〉
(3) GL1 ×O2 ×O1 GL1 × (O2 ×O1)+ GL1 × SO2 〈ŝ2〉
(4) GL2 ×O1 GL2 GL2 〈ŝ1〉
(5) GL1 ×GL1 GL1 ×GL1 GL1 ×GL1 {1}
Dans le cas (1), les orbites unipotentes dans Z
Ĝ
(φ WF )
◦ sont paramétrées par (3, 1), (22) et
(14). Ceci correspond aux paramètres de Langlands de G de la forme
— ξζ  (S3 ⊕ S1)⊕ 1, AĜ(φ) = (Z/2Z)2 ;
— ξζ  S2 ⊕ 1⊕ ξζ  S2, AĜ(φ) = {1} ;
— ξζ ⊕ ξζ ⊕ 1⊕ ξζ ⊕ ξζ, A
Ĝ
(φ) = Z/2Z.
Dans le cas (2), les orbites unipotentes dans Z
Ĝ
(φ WF )
◦ sont paramétrées par (14). Ceci
correspond au paramètre de Langlands de G de la forme
— ζ ⊕ ξζ ⊕ 1⊕ ξζ ⊕ ζ, A
Ĝ
(φ) = (Z/2Z)2.
Dans le cas (3), les orbites unipotentes dans Z
Ĝ
(φ WF )
◦ sont paramétrées par (14). Ceci
correspond au paramètre de Langlands de G de la forme
— χζ ⊕ ξζ ⊕ 1⊕ ξζ ⊕ χ−1ζ, A
Ĝ
(φ) = Z/2Z.
Dans le cas (4), les orbites unipotentes dans Z
Ĝ
(φ WF )
◦ sont paramétrées par (24) et (14).
Ceci correspond aux paramètres de Langlands de G de la forme
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— χζ  S2 ⊕ 1⊕ χ−1ζ  S2, AĜ(φ) = {1} ;
— χζ ⊕ χζ ⊕ 1⊕ χ−1ζ ⊕ χ−1ζ, A
Ĝ
(φ) = {1}.
Dans le cas (5), les orbites unipotentes dans Z
Ĝ
(φ WF )
◦ sont paramétrées par (14) . Ceci
correspond au paramètre de Langlands de G de la forme
— χ1ζ ⊕ χ2ζ ⊕ 1⊕ χ−12 ζ ⊕ χ−11 ζ, AĜ(φ) = {1}.
À présent, on voit que les sous-groupes de Levi « cuspidaux » de HGφ dans les cas
(2),(3),(4),(5) sont le tore maximal correspondant. Ainsi, pour tous les paramètres com-
plets décrit dans ces cas sont associés à ¯j. Dans le cas (1), il y a deux sous-groupes de Levi
cuspidaux de HGφ : GL21 et (O4×O1)+ lui-même. Pour le paramètre φ = ξζ (S3⊕S1)⊕1,
l’unipotent est paramétré par (3, 1), qui est l’orbite de SO4 qui supporte un système local
cuspidal. Ainsi, AO4(u3,1) = 〈z1〉 × 〈z3〉, ASO4(u3,1) = 〈z1z3〉 et AĜ(φ) = 〈z1z3〉 × 〈z′1z1〉,
où z′1 = −1 ∈ O1. Il y a donc deux types de représentations irréductibles de AĜ(φ), les
caractères η1, η2 tels que ηi(z1z3) = 1 et ε1, ε2 tels que εi(z1z3) = −1. Les paramètres de
Langlands complets (φ, ηi) sont associés au triplet inertiel ¯j, tandis que les paramètres de
Langlands complets (φ, εi) définissent deux représentations supercuspidales.
Revenons à la correspondance de Springer.
Dans le cas (1), considérons la table suivante qui décrit la correspondance de Springer, à
gauche les éléments du cône unipotent complet et à droite les représentations irréductibles
deW◦¯j .
N+SO4 Irr(W◦¯j,φ)
(u14 , 1) 1 1
(uI22 , 1) 1 ε
(uII22 , 1) ε 1
(u3,1, 1) ε ε
Notons à présent ρ14 = 111, ρ′14 = 11ε, ρ22 = Ind
W¯j
W◦¯j (1ε) = Ind
W¯j
W◦¯j (ε1), ρ3,1 =
ε ε 1, ρ′3,1 = ε ε ε. La correspondance de Springer pour (O4 ×O1)+ est alors
N+
HG
φ
Irr(W¯j,φ)
(u14 , 1) ρ14
(u14 , ε) ρ′14
(u22 , 1) ρ22
(u3,1, η1) ρ3,1
(u3,1, η2) ρ′3,1
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Dans le cas (2), il n’y a que l’élément unipotent trivial qui intervient et on a
N+
HG
φ
Irr(W¯j,φ)
(u14 , 1 1) 1 1
(u14 , 1 ε) 1 sgn
(u14 , ε 1) ε 1
(u14 , ε ε) ε ε
Dans le cas (3), on a
N+
HG
φ
Irr(W¯j,φ)
(u14 , 1) triv
(u14 , ε) ε
Dans le cas (4), on a
N+
HG
φ
Irr(W¯j,φ)
(u14 , 1) triv
(u22 , 1) ε
Dans le cas (5), on a
N+
HG
φ
Irr(W¯j,φ)
(u14 , 1) triv
Dans le tableau suivant on résume la bijection obtenue via la conjecture ABPS. On reprend
les notations de [ST93, §5], L(pi) signifie le quotient de Langlands de pi, lorsque ω est un
caractère d’ordre 2, δ(ω)′ et δ(ω)′′ sont les deux sous-représentations de carré intégrale de
νω × ω o 1, Tω1 et Tω2 sont les représentations tempérées dans la décomposition de ω o 1
et enfin Qi(ω o Tω
′
j ) désigne les constituants de l’induite ω o Tω
′
j , avec ω
′ un caractère
d’ordre 2 différent de ω. De plus, il est clair que le cocaractère correcteur est la restriction
au maximal de SL2.
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paramètre de Langlands point de T¯j  Ŵ¯j constituant représentation
νξζ ⊕ ξζ ⊕ 1⊕ ξζ ⊕ ν−1ξζ (νξζ ⊕ ξζ, ρ14) L(νξζ, T ξζ1 ) νξζ × ξζ o 1
(νξζ ⊕ ξζ, ρ′14) L(νξζ, T ξζ2 )
ν1/2ξζ  S2 ⊕ 1⊕ ν−1/2ξζ  S2 (ν1/2ξζ ⊕ ν1/2ξζ, ρ22) L(ν1/2ξζStGL2 , 1)
ξζ  (S3 ⊕ S1)⊕ 1 (ξζ ⊕ ξζ, ρ3,1) δ′(ξζ)
(ξζ ⊕ ξζ, ρ′3,1) δ′′(ξζ)
χζ ⊕ ξζ ⊕ 1ξζ ⊕ χ−1ζ (χζ ⊕ ξζ, 1) χζ o T ξζ1 χζ × ξζ o 1
(χζ ⊕ ξζ, ε) χζ o T ξζ2
ζ ⊕ ξζ ⊕ 1⊕ ξζ ⊕ ζ (ζ ⊕ ξζ, 1 1) Q1(ζ o T ξζ1 ) ζ × ξζ o 1
(ζ ⊕ ξζ, ε 1) Q2(ζ o T ξζ1 )
(ζ ⊕ ξζ, 1 ε) Q1(ζ o T ξζ2 )
(ζ ⊕ ξζ, ε ε) Q2(ζ o T ξζ2 )
ν1/2χζ ⊕ ν−1/2χζ ⊕ 1⊕ ν1/2χ−1ζ ⊕ ν−1/2χ−1ζ (ν1/2χζ ⊕ ν−1/2χζ, 1) χζ1GL2 o 1 ν1/2χζ × ν−1/2χζ o 1
χζ  S2 ⊕ 1⊕ χ−1ζ  S2 (χζ ⊕ χζ, ε) χζStGL2 o 1
Pour les représentations supercuspidales pi′ξζ et pi
′′
ξζ dans le paquet défini par le paramètre
de Langlands ξζ  (S3 ⊕ S1) ⊕ 1, les supports inertiels qu’elles définissent, le tore associé
et le groupe de Weyl étendu correspondent bien aux notions qu’on a défini en terme de
paramètres de Langlands complets puisque le groupe de Weyl étendu est trivial. On se
propose de voir ce qu’il se passe dans un groupe faisant intervenir Sp4(F ) dans un facteur
de Levi propre.
On considère à présent G = Sp6(F ), L = GL1(F ) × Sp4(F ). On fixe ζ comme précédem-
ment, on note φ = (ζ  (S3 ⊕ S1)⊕ 1 et soit pi l’une des représentations supercuspidales de
Sp4(F ) de paramètre de Langlands complet (ϕ, ε) (avec ε l’une des représentations cuspi-
dales qu’on a vu précédemment). Soit s = [L, ζ  pi] et [L̂, ϕ, ε] le triplet inertiel complet
correspondant. Le tore T¯j est de dimension 1 etW¯j = W◦¯j = 〈ŝ〉 , où ŝz = z−1. Il y a donc
deux types de paramètres de Langlands à considérer
(1) φ WF = ζ ⊕ ζ ⊕ ζ ⊕ 1⊕ ζ ⊕ ζ ⊕ ζ ;
(2) φ WF = χζ ⊕ ζ ⊕ ζ ⊕ 1⊕ ζ ⊕ ζ ⊕ χ−1ζ, avec χ un caractère non-ramifié ;
Z
Ĝ∗
(φ WF ) ZĜ(φ WF ) ZĜ(φ WF )
◦ W¯j,φ
(1) O6 ×O1 (O6 ×O1)+ SO6 〈ŝ〉
(3) GL1 ×O4 ×O1 GL1 × (O4 ×O1)+ GL1 × SO4 {1}
On doit donc appliquer la correspondance de Springer généralisée dans SO6 et déterminer
quelle classe unipotente et quelle représentation irréductible du groupe des composantes
correspond à la représentation signature pour la paire cuspidale (GL1× SO4, u1× u3,1, ε0).
Il n’y a pas vraiment le choix car on sait d’après le théorème de Lusztig (renormalisé) que
c’est l’induite de Luszitg-Spalteinstein de u1 × u3,1. Or cette classe unipotente admet pour
partition (5, 1) (voir par exemple [Lus88, 2.13]).
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Dans le cas (1), les orbites unipotentes « pertinentes » dans Z
Ĝ
(ϕ WF )
◦ sont paramétrées
par (5, 1) et (3, 13). Ceci correspond aux paramètres de Langlands de G de la forme
— ζ  (S5 ⊕ S1)⊕ 1, AĜ(φ) = (Z/2Z)2 ;
— χζ ⊕ ζ  (S3 ⊕ S1)⊕ χ−1ζ, AĜ(φ) = (Z/2Z)2.
Dans le cas (2), la seule orbite unipotentes« pertinente » est (3, 13) et on a le même résultat
que précédemment
— χζ ⊕ ζ  (S3 ⊕ S1)⊕ χ−1ζ, AĜ(φ) = (Z/2Z)2.
Dans le paquet défini par ζ(S5⊕S1)⊕1 il y a quatres représentations, notons θ′, θ′′, δ1, δ2.
Comme on le sait, θ′ et θ′′ sont deux représentations de carré intégrable de la série princi-
pale, δ1 est une représentation de carré intégrable obtenue comme sous-quotient de ν2ζ opi
tandis que δ2 est une représentation de carré intégrable obtenue comme sous-quotient de
ν2ζ o pi′, où pi′ est l’autre représentation supercuspidale dans le L-paquet de pi.
paramètre de Langlands point de T¯j  Ŵ¯j constituant représentation
ν2ζ ⊕ ζ  (S3 ⊕ 1)⊕ 1⊕ ν−2ζ (ζ ⊕ ζ ⊕ ζ ⊕ 1, triv) Q(ν2ζ o pi) ν2ζ o pi
ζ  (S5 ⊕ S1)⊕ 1 (ζ ⊕ ζ ⊕ ζ ⊕ 1, sgn) δ
χζ ⊕ ζ  (S3 ⊕ 1)⊕ 1⊕ χ−1ζ (χζ ⊕ ζ ⊕ ζ ⊕ 1, triv) χζ o pi χζ o pi
Concernant le cocaractère correcteur associé au point (ζ ⊕ ζ ⊕ ζ ⊕ 1, sgn), si on prend
uniquement la restriction au tore maximal de SL2 du paramètre de Langlands associé on
obtient : h(z) = (z4, z2, 1, z−2, z−4). En revanche, si on prend le quotient de ce cocaractère
par celui donné par le paramètre de pi, qui est hpi(z) = (1, z2, 1, z−2, 1), on obtient c(z) =
(z4, 1, 1, 1, z−4).
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