We study the design of signal-adapted FIR paraunitary filter banks, using energy compaction as the adaptation criterion. We present some important properties that globally optimal solutions to this optimization problem satisfy. In particular, we show that the optimal filters in the first channel of the filter bank are spectral factors of the solution to a linear semi-infinite programming (SIP) problem. The remaining filters are related to the first through a matrix eigenvector decomposition.
Introduction
One may broadly identify three main approaches to filter bank design. The first, classical approach consists in designing frequency-selective filters intended for applications such as speech coding and communications [1] . The second approach, motivated by developments in wavelet theory, consists in designing regular filters, and finds applications in subband systems using cascaded filter banks, e.g., in image coding [2] . The third approach, which forms the central topic of this paper, consists in designing signal-adapted filters, using energy compaction as the adaptation criterion [3, 4] . The use of energy compaction filters is motivated by applications in signal analysis, denoising, compression, and progressive transmission. The goal is to design the filter bank so that good L 2 approximations to the signal of interest can be computed from a reduced number of channels.
The case of 2-channel filter banks has received considerable attention, as illustrated by recent theoretical and experimental work in [5, 6, 7] . While only minor improvements over classical designs have been found for low-frequency signals, other types of of signal, such as image textures, greatly benefit from the adapted filter bank approach. In this paper, we present new theoretical developments and optimal design methods for M -channel FIR paraunitary filter banks (M ≥ 2). Such filter banks offer further advantages over adapted 2-channel filter banks, including a greater capability for isolating narrowband, high-frequency components of a signal [8] . As an elementary example, a narrowband signal component with 20% spectral occupancy (not necessarily in a frequency interval [ ], 0 ≤ k < 5) would be conveniently extracted using an adapted 5-channel filter bank.
Consider the M -channel FIR paraunitary filter bank in Fig. 1 , which decomposes the input signal
x into M components (M output channels). All filter coefficients are real-valued. While traditional (nonadapted) designs aim at optimizing some function of the filters, e.g., a weighted combination of stopband attenuations [1, Eq. (6.5.5)], the signal-adapted filter bank design problem considered in this paper is formulated as a multistage optimization problem [3, 4] :
(EC) Design the components of the filter bank so that the energy in the first channel is maximized.
Then use the remaining degrees of freedom to maximize the energy in the second channel, and repeat this operation successively for all remaining channels.
It may not be obvious that there is any "degree of freedom" left after each step. However, a result due to Vaidyanathan et al. [9] shows that this is the case.
M. Unser has also conjectured that (EC) is equivalent to maximization of the coding gain 1 of the filter bank. However, the proof of this conjecture in [4] holds only for infinite-length filters (N = ∞) or for block transforms. In these two special cases, the solution respectively produces brickwall filters, and the Karhunen-Loève transform (KLT) [3, 4] . For constrained-length filters, (EC) is a seemingly intractable nonlinear optimization problem for which no solution is known, and no algorithm has yet been found to be satisfactory [3, 4] . In this paper, we show how a globally optimal solution of (EC) may also be computed for constrained-length filters, extending a technique recently developed for the 2-channel case [7] . The polyphase representation of the filter bank plays a fundamental role in the solution to the optimization problem. We also show that (EC) and coding gain optimization produce different solutions in general.
The remainder of this paper is organized as follows. In Sec. 2, we present the basic assumptions and the underlying optimization problems which arise from deterministic or stochastic formulations of the signal-adapted design problem. We also present an overview of the solution to the optimization problem. The difficult part of (EC) is the design of the first filter H 0 (z), and we show how to solve that problem in Sec. 3. The key is the formulation of the latter optimization problem as a linear semi-infinite program (SIP) [7, 10] that may be solved using simple, globally optimal, and numerically stable algorithms. In Sec. 4, we present a characterization of the optimal filters in terms of their zeroes on the unit circle and discuss uniqueness and sensitivity issues. In Sec. 5, we describe a discretization algorithm for solving the SIP problem. In Sec. 6, we address the signal-adapted filter design problem under additional constraints, namely computational efficiency, and regularity constraints, which produce M -band wavelet filters. Numerical results are presented in Sec. 7, and our conclusions are given in Sec. 8.
Notation
The polyphase matrix associated with the filter bank in Fig. 1 is 2
where
and U is a M × M real-valued unitary matrix [1, p. 314 ]. An equivalent representation of the filter bank is shown in Fig. 2 with
Let H m (z) be the response of the mth analysis filter and H(z) be the M -vector with components
Referring to Fig. 2 , the M -vector x contains the polyphase components of the input signal x, and the M -vectors w and y are the outputs of V(z) and of the filter bank, respectively. We denote by h m the M N -vector of coefficients of H m (z) and by u m the mth column of U T .
The Optimization Problem
The energy compaction criterion (EC) stems from two different yet closely related formulations of the signal-adapted design problem, namely stochastic and deterministic formulations. As will be shown shortly, in each case the energy of the signal y m in the m-th channel takes the form
where R x is a certain M N × M N Toeplitz covariance matrix for the input signal x. Its first row is denoted by {r n , 0 ≤ n < M N }. Our design method would not be applicable if R x did not have the Toeplitz property. The deterministic and stochastic formulations of the optimization problem differ in their definition of R x . In each case an alternative expression for σ 2 m holds,
where R w (0) is the M × M correlation matrix for the vector w in Fig. 2 .
The Stochastic Formulation
The filter bank input signal x is modeled as a wide-sense-stationary random process with Toeplitz covariance matrix
The energy in the m-th channel is defined as the variance
of the signal y m and may be written in the form (3) with R x given by (5) . Equivalently, we have
where S x (f ) is the spectral density of x. A third useful expression for σ 2 m is the following one. The covariance of x is the M × M matrix sequence
with components R x,ij (n) = r M n−i+j . The covariances R w and R y for w and y are defined similarly.
They are related to R x by
and
where V(m) is the (matrix-valued) impulse response of V(z). Then we obtain
as announced in (4).
The Deterministic Formulation
The adaptation problem may also be formulated deterministically. Define the energy in the m-th channel as the time-averaged power of y m ,
This definition does not require a statistical model for the signal x. We make the following two assumptions on x.
(A1) The input signal x has finite length M P and is replicated by periodic extension.
(A2) The signals y m and y m (before and after decimation) have equal power, 
namely, the empirical temporal covariance of x. By (A1), R x is Toeplitz. Similarly, the empirical temporal covariance of the polyphase vector x is the M × M matrix sequence
Again we obtain (4), with R w (0) given by (9).
Overview of the Method
Consider the first part of (EC). 
Optimization of the First Channel
The first part of (EC) is solved as follows. Define the product filter for the first channel,
and a M k = 0, 1 ≤ k < N . For convenience we define the support set of the sequence (13),
with cardinality |Λ| = (M − 1)N . The product filter (12) is Nyquist(M) or M th band [1] , i.e.,
The energy in the first channel is obtained by expanding (3) and using (13) and the Toeplitz property above. The energy, normalized by 1/M for convenience 3 , is a linear function of the product filter coefficients,
It should be maximized subject to the linear constraints
The maximization problem (15)(16) has a linear objective function with finitely many variables and infinitely many linear constraints. This is a linear SIP problem and may be thought of as an extension of the more familiar Linear Programming (LP) problems [11, 10] . Solutions to SIP present a number of desirable properties, in particular, every locally optimal solution is also globally optimal [7, 10] .
The desired filter H 0 (z) may be obtained from the product filter P 0 (z) by spectral factorization.
Each of the spectral factors of P 0 (z) corresponds to a global maximum of the criterion (15) . The design of the phase of H 0 (z) has thus no bearing on the energy compaction properties, and we typically choose the minimum-phase solution. Also note that the matrix V(z) and the vector u 0 are uniquely determined by H 0 (z). The algorithm for extracting V(z) and u 0 from H 0 (z) follows from [9] and is summarized in Table 1 .
σ 2 m = r 0 due to the paraunitary property.
Optimization of the Remaining Channels
Consider the second part of (EC), namely, the optimal sequential design of the filters ) may be computed using the expression (9), this operation requires N 2 M 3 multiplications, exploiting symmetries. A more efficient implementation is the following. Recursively compute the correlation matrices R j (n) for the ouput of the Householder block V j (z), exploiting the special structure of V j (n), the matrix-valued impulse response of V j (z). The recursive computation is given in Table 2 and requires only 3N (N + 1)M 2 multiplications.
The SIP Problem
Due to the similarity between our SIP problem (15)(16) and the SIP problem that arises in the 2-band case, we refer to [7] for more details about SIP. The problem (15)(16) is also referred to as the primal SIP, or PSIP. The set of filters a that satisfy (16) is termed the feasible set A. It inherits Properties (P1)-(P4) from [7] , in particular, it is bounded, closed, convex, and symmetric around 0. We denote the maximum value of the objective function over A by V(P SIP ).
The dual linear optimization problem [11] the number of nonzero multipliers is finite, but we need to consider all possible choices in the interval, 0 ≤ f ≤ 0.5. For ease of examining the duality relationships we repeat P SIP followed by its dual problem.
The linear semi-infinite dual problem can be stated as follows.
We denote the minimum value of the dual problem by V(DSIP ). A basic property of DSIP is that for every a and λ satisfying the constraints of PSIP and DSIP, respectively, we have
The difference V(DSIP ) − V(P SIP ), called duality gap, is thus necessarily nonnegative.
The index set, 0 ≤ f ≤ 0.5, is compact, and the functions that multiply each a n in (16) are continuous. This has two important implications [10] . First, approximating SIP by a finite LP through discretization of the index set [0, 0.5], will produce a solution that is arbitrarily close to an optimal SIP solution, if the discretization is made fine enough. Second, V(P SIP ) = V(DSIP ), and both PSIP and DSIP have optimal solutions that are matched through the complementary slackness condition f λ(f )P 0 (f ) = 0. Given an optimal solution λ(f ) to DSIP, an optimal product filter P 0 (f ) may then be computed by solving a linear system of equations, as indicated in Sec. 5.
Characterization of Optimal Filters
The analysis of DSIP leads to a characterization of the optimal filters in terms of their roots on the unit circle. The fundamental result is Theorem 1 below. The proof is not given here as it parallels that of Theorem 5.1 in [7] . Condition (18) states a necessary and sufficient condition for optimality of a product filter, namely, existence of at least K ≤ (M −1)N zeroes at specified locations f k on the unit circle.
The theorem does not preclude the existence of roots of P 0 (z) at additional locations on the unit circle.
Theorem 1. Assume that ∃n ∈ Λ : r n = 0. Then there exist an optimal filter P 0 (f ) with coefficients
Conditions (17) and (18) are necessary and sufficient for optimality of a ∈ A.
The K positive coefficients ρ k are also the nonzero components λ(f k ) of the solution to DSIP.
They can be interpreted as sensitivity parameters [7] . In particular, if the zeroes of a filter P 0 (f ) are perturbed versions of the "optimal" zeroes in (18), than the objective function (15) takes the value
The solution of DSIP directly indicates which zeroes contribute significantly to coding performance.
When the perturbation is small, we obtain a simple bound on the normalized error due to perturbation δf k of the optimal zeroes,
Zero Grouping. One does expect that P 0 (f ) will reach its maximum possible value M for some frequencies f * k . Then, from the Nyquist(M) condition (14), we see that to each f * k must be associated
M . One can have up to N such frequencies f * k , in which case all (M − 1)N zeroes are determined by the grouping property above. We call this property maximal zero grouping. Also interesting is the fact that the condition P 0 (f * k ) = M implies that the analysis filters
Our experience is that zero grouping often occurs, but we have seen maximal zero grouping occur only when short filters are used. Example 1. Theorem 1 has some simple but useful applications. For instance, consider the case of a sinusoidal input at frequency f * , so that r n = r 0 cos(2πnf * ). Then any product filter satisfying the optimality conditions of Theorem 1, has M − 1 zeroes grouped at frequencies
, and ρ k ≡ r 0 /2. In this case (17) becomes the trigonometric identity
These conditions are necessary and sufficient for optimality: the use of filters with additional zeroes would not improve the cost function. An equivalent condition is P 0 (f * ) = M . The energy in channels 1 through M is zero, due to the implied property H m (f * ) = 0 for m > 0.
Example 2. In particular, for the special case f * = 0 (r n ≡ r 0 , "maximally correlated" process), the necessary and sufficient condition for optimality becomes P 0 (0) = M . The box filter
Degeneracy. The solution to the optimization problem in each of the examples above is nonunique; the optimization problem is then said to be degenerate. Although degeneracy occurs for a very narrow class of processes, near-degeneracy frequently occurs. Examples include narrowband signals such as those considered in Sec. 7, of which Examples 1 and 2 above are limiting cases. In the 2-channel case, it has been shown that if a product filter satisfies the condition of Theorem 1 with K < (M − 1)N , then the optimization problem is degenerate, and there is a continuum of optimal filters, some of which have (M − 1)N zeroes on the unit circle [7] . We conjecture that this result holds in the M -band case.
SIP Algorithms
Both discretization algorithms and cutting plane algorithms [7] may be used for solving the SIP problem (15)(16). We use uniform discretization in the f -domain with P ≈ 10M N points; this is motivated by an analysis similar to that in [7, Thm 6 .1] and based on the sensitivity result (19). Our numerical experiments confirm that this is a reasonable design. The discretized DSIP is solved using a standard simplex algorithm. Note that Matlab's seminf SIP optimization routine also solves linear problems using a discretization algorithm [12] .
The Lagrange multipliers correspond to discrete frequencies and are typically clustered in pairs.
We use a straighforward extension of Algorithm II in [7] for computing a filter P 0 (z) with roots at K locationsf k on the unit circle. This is done by assigningf k to the center of gravity of each pair of Lagrange multiplier indices and solving the following linear system of equations for a,
where µ k is the multiplicity off k . The resulting product filter P 0 (z) is then deflated (extracting its known K zeroes on the unit circle) so as to aid the spectral factorization routine. We used Lang and
Frenzel's spectral factorization software [13] , which provides an estimate for the relative accuracy of the zeroes in the complex plane. This SIP algorithm is guaranteed to converge if the discretization is sufficiently fine.
Additional Design Constraints
In this section we consider modifications to our basic design so as to incorporate commonly encountered constraints. The first class of constraints deals with computational complexity. The second deals with regularity.
Computational Constraints. The implementation (1) of the filter bank is computationally attractive, since each Householder building block V m (z) is implemented using only 2M real multiplications and one scalar delay [1, p. 315]. However, multiplication by the unitary matrix U is expensive for large M -unless U is of a special type, say a DCT matrix. The relative cost of the multiplication by U is greater for shorter filters. Because signal-adapted FIR filter banks are often capable of very high energy compaction using short filters, this raises the question, can our design be modified in a way that forces U to be a special matrix (say a DCT matrix) and optimizes energy compaction over the other degrees of freedom (Householder building blocks)? Whereas the second step of the algorithm (design of optimal columns u m , 1 ≤ m ≤ M − 1) may be modified by simply using the specified u m 's, there does not seem to be a simple way to modify the first step of the algorithm which determines u 0 as a byproduct. We shall soon encounter a significant particular case that allows us to bypass this difficulty.
Regularity of order 1. The simplest type of regularity consists in forcing zeroes of H 0 (f ) at the 
The additional M − 1 Lagrange multipliers µ(m) can again be interpreted as sensitivity parameters and provide information about the significance of regularity as an additional constraint. The problem DSIP is solved using a discretization algorithm similar to that in Sec. 5.
Joint Regularity and Computational Constraints. It is known that regularity of order 1
implies that the first row u T 0 of the unitary matrix U contains constant elements 1/ √ M , and that the design of the remaining rows is independent of the regularity constraints [8] . But u T 0 is also the first row of a Type II DCT matrix, so this property may be exploited by designing U as a Type II DCT matrix,
rather than the KLT for w. In other words, if regularity and computational constraints dictate the use of a DCT matrix U, we obtain an optimal design under joint regularity and computational efficiency constraints. Here the design of the first filter, H 0 (f ), uses all available degrees of freedom. [8] . This implies (M − 1)L linear constraints on the product filter coefficients,
Regularity of order L. This condition implies that
Here ( 
Numerical Results
The algorithm was tested on two types of input signal. In both cases, we used the stochastic formulation of the design problem in Sec. 2. The experiments reported below quantify the energy compaction performance of various filter banks.
We also show frequency responses for various flavors of nonadapted and optimally adapted filters.
These plots illustrate the main features that distinguish adapted and nonadapted filters, as well as the effects of regularity and/or computational constraints.
In the first set of experiments, we considered the AR(1) example and compared 3-channel filter banks with length-15 filters (M = 3, N = 5), see Fig. 3 and Table 3 . The nonadapted, frequencyselective filters from [1, p. 318] in Fig. 3a and the optimal adapted filters in Fig. 3b both exhibit good energy compaction performance as indicated in the corresponding columns of Table 3 . The coding
was 0.31 dB higher in the case of the adapted filters. Notice that the optimal adapted filters have poor frequency selectivity, especially in the second and third channels.
The optimal filters have zeroes on the unit circle, some of which are grouped as described in Sec. 4.
Next, we investigated the effects of regularity constraints on the filters and compared the regular filters of Steffen et al. [8] in Fig. 3c against the optimal adapted regular filters (designed using the technique in Sec. 6) in Fig. 3d . Both filter banks have good energy compaction performance. Notice from Table 3 that the regularity constraint comes at virtually no cost to energy compaction performance: the coding gain was reduced by just 0.001 dB, as the original adapted filter in Fig. 3b was already nearly regular.
None of the regular filters is frequency selective. Table 4 shows the effects of filter length on energy compaction performance. The results for length-6 (N = 2) filters are similar to those in Table 3 but somewhat worse; energy compaction properties improve with filter length. In order to assess how close the performance of the length-15 filters is to asymptotic performance, we used the expression given in [3, 4] (7) and [14, p. 149] , we obtain
These values are displayed in the last column of Table 4 .
The second set of experiments differs from the first in that the AR(2) example is used, see Fig. 4 and Table 5 . A first, striking result is that while the energy compaction properties of the adapted filter in Fig. 4a are better than those of the nonadapted filter in Fig. 3a according to (EC), the coding gain is actually worse by 0.63 dB! Thus, the conjecture that (EC) and coding gain optimization are equivalent design criterion, is false. Also notice that while the regular nonadapted filters in Fig. 3c have poor energy compaction performance, the performance of the optimal regular adapted filters is quite reasonable: the cost of the regularity constraint is 0.18 dB in terms of coding gain. Results for length-6 filters are similar, see Fig. 5 and Table 6 .
In the third set of experiments, we designed 4-band filter banks adapted to the AR(2) process, see Fig. 6 and Table 7 . The striking result in this case is that the frequency response of the first compaction filter H 0 (f ) is not lowpass but bandpass. This is consistent with the asymptotic result (for N = ∞) which predicts that the optimal H 0 (f ) is a brickwall bandpass filter with bandwidth 1/4, located around the peak of S x (f ) at f = 1/6. The results in Table 7 show dramatic improvements over those in Table 5 . In particular, the regular adapted filters outperform the regular nonadapted filters by 4.6 dB in terms of coding gain. Results for length-8 filters are shown in Table 8 .
In the fourth and final set of experiments, we designed 8-band filter banks adapted to the AR (2) process, see Fig. 7 and Table 9 . The idea of this experiment was to investigate the performance of filters designed under computational efficiency constraints. Fig. 7a ,b display the frequency response of optimal adapted and optimal adapted regular filters, respectively. Fig. 7c shows the response of the filters optimized under the constraint that the matrix U in Fig. 2 is a Type II DCT matrix, using the design technique in Sec. 6. There is a 0.59 dB coding gain penalty for using regular filters, and an additional 0.39 dB penalty for using the DCT matrix instead of the optimal KLT matrix.
Conclusion
This study has addressed a number of basic issues in signal-adapted filter bank design using energy compaction as the adaptation criterion. Our starting point was the multistage optimization criterion (EC). The energy in the first channel depends on the coefficients of the product filter P 0 (z) in (12) only, and the design of P 0 (z) may be formulated as a linear SIP problem. Advantages of this formulation include: (1) every locally optimal solution is also globally optimal; (2) SIP algorithms are numerically stable; and (3) solutions to the dual problem convey useful information about statistical properties of the input signal relevant to the energy compaction problem. The particular SIP algorithm we used is based on discretization and the standard simplex method. The optimal filters H 0 (z) are obtained by spectral factorization of P 0 (z). While spectral factorization is a numerically ill-conditioned problem if filters are long and/or have zeroes on the unit circle, the use of deflation (removing known zeroes of P 0 (z) on the unit circle) alleviates the second concern. Another advantage of signal-adapted filters is that high energy compaction performance is often obtained using short filters, so the first concern need not apply. We have been able to design length-40 filters without apparent numerical errors.
In order to design the filters in the remaining channels, we used the property that the optimal unitary matrix U in the polyphase matrix representation (1) for the filter bank is a KLT matrix.
The matrix V(z) in (1) is completely determined once the design of the first filter is completed. The matrix U, and hence the optimal filters in the remaining channels, are obtained using a simple matrix eigenvector decomposition.
Regularity constraints on the filter H 0 (z) may be formulated as additional linear constraints on the coefficients of P 0 (z) and can be incorporated into the design problem. Solving this problem, one obtains globally optimal (in the energy compaction sense) filter banks with specified regularity.
We have also explored the problem of optimally designing the filter bank subject to the additional constraint that the matrix U in (1) be a DCT matrix. This is simply achieved by imposing regularity of order 1 on the design of P 0 (z); there are no degrees of freedom left for the design of the remaining filters. The conjecture that energy compaction and coding gain optimization are equivalent design criteria, has been shown not to hold for FIR filter banks.
Finally, it should be noted that the methods developed in this paper are not directly applicable to the design of signal-adapted multidimensional (M-D) FIR filter banks, due to the lack of a spectral factorization theorem for M-D polynomials. However, numerical solutions have been found for some constrained designs [15] , and the solution for unconstrained-length filters is a trivial extension of known 1-D results.
. . . . . .
. . . Figure 1 : M -channel analysis filter bank.
. . .
? . . . Table 3 . Table 5 . Table 6 . Energy compaction results are shown in Table 7 . Table 9 .
Let C N (z) be the M -vector of polyphase components of H 0 (z). Table 3 : Energy compaction results for AR(1) procecess using the filters shown in Fig. 3 (M = 3, N = 5). Table 5 : Energy compaction results for AR(2) process using the filters shown in Fig. 4 
