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We study the perturbative stability of magnetic black holes in a general class of nonlinear electro-
dynamics, where the Lagrangian is given by a general function of the field strength of electromagnetic
field Fµν and its Hodge dual F˜µν . We derive sufficient conditions for the stability of the black holes.
We apply the stability conditions to Bardeen’s regular black holes, black holes in Euler–Heisenberg
theory, and black holes in Born–Infeld theory. As a result, we obtain a sufficient condition for
the stability of Bardeen’s black holes, which restricts Fµν F˜
µν dependence of the Lagrangian. We
also show that black holes in Euler–Heisenberg theory are stable for a sufficiently small magnetic
charge. Moreover, we prove the stability of black holes in the Born–Infeld electrodynamics even
when including Fµν F˜
µν dependence.
I. INTRODUCTION
The existence of black holes in the Universe has been confirmed by direct detection of gravitational waves from a
binary [1] and imaging of a black hole shadow [2]. There is no doubt that the black holes have gained more importance
not only in astrophysics but also in theoretical physics. In particular, they provide us with profound understanding of
gravity. A primary concern about black holes is the perturbative stability, which has been mathematically challenging.
The simplest class of black holes found in general relativity are proved to be stable. Historically, the linear perturbation
theory around Schwarzschild black holes was first developed by Regge, Wheeler [3] and Zerilli [4], and then it was
extended to Reissner–Nordstro¨m black holes in Einstein–Maxwell system in Refs. [5–8].
Curiously, however, there exists a singularity inside a black hole. Indeed, the singularity theorem [9–12] states
that a formation of a singularity is inevitable in classical general relativity with a matter which satisfies energy
conditions. It is generally believed that the singularity is resolved by quantum effects. From this point of view,
general relativity is merely a low energy effective theory of ultraviolet complete quantum theory of gravity. Hence, we
should also incorporate quantum corrections of matter. In the electromagnetic case, for example, we should consider
Euler–Heisenberg theory [13] which include F˜ ∝ Fµν F˜µν dependence, where Fµν and F˜µν are the field strength of
electromagnetic field and its Hodge dual. An attempt to resolve the singularity may affect the stability of black holes.
Thus, it is important to analyze the stability of black holes with the quantum corrections.
Note that a curvature singularity accompanies the divergence of curvature invariants, which indicates the existence
of a cutoff scale which divide between classical general relativity and fundamental theory. The similar issue has been
considered in electrodynamics and the idea of limiting field strength was invented by Born and Infeld, which is called
Born–Infeld theory of electrodynamics [14]. Since the Born–Infeld theory has an overlap with Euler–Heisenberg theory,
it is also worth examining the stability of Born–Infeld black holes. Intriguingly, the idea of Born and Infeld can be
promoted to the idea of “limiting curvature hypothesis” [15], which states that there is an upper bound on curvature
invariants in fundamental theory. The limiting curvature hypothesis suggests that the singularity of a black hole should
be replaced with a regular structure [16–18]. A dynamical model trying to realize limiting curvature hypothesis called
“limiting curvature theory” was studied initially in the context of cosmology [19–24]. Then the theory is applied
to black hole singularity in Ref. [25], though the singularity cannot be removed there. A realization of the limiting
curvature hypothesis in the context of scalar-tensor theories is also studied in Refs. [26–28]. Unfortunately, the regular
black hole in Ref. [27] seems to be unstable [29–31].
To our best knowledge, the first model of a regular black hole was proposed by Bardeen [32]. Note that the regular
black hole metric was obtained without assuming any specific theory. Remarkably, Ayo´n-Beato and Garcia found
that a class of regular black holes can be obtained as a solution of general relativity with nonlinear electrodynamics
[33]. Moreover, the same authors found that the Bardeen black hole can be also obtained as a solution of nonlinear
electrodynamics with a magnetic charge [34]. The Bardeen black hole solution can be obtained also with an electric
charge [35]. Other black hole solutions in nonlinear electrodynamics have been studied in Refs. [36–51].
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2Given that there are regular black holes in nonlinear electrodynamics, it is worth studying if the resolution of a
singularity affects the stability of black holes in nonlinear electrodynamics. Indeed, the analysis of the linear pertur-
bations was extended to a class of nonlinear electrodynamics in Ref. [52], where the Lagrangian of electromagnetic
field is assumed to be a function of F ∝ FµνFµν . Then, stability analysis, including thermodynamical stability, of
this class of nonlinear electrodynamics was also studied in Refs. [53–58]. The quasi-normal modes of black holes in
nonlinear electrodynamics were studied in Refs. [59–70].
It should be emphasized that F˜ dependent models have not been considered in the above analysis. Since quantum
corrections include F˜ dependence, it is legitimate to expect that there are other regular black hole solutions in general
nonlinear electrodynamics. Thus, it is worth studying the stability of black holes in general nonlinear electrodynamics
where a Lagrangian depends on both F and F˜ . In the present paper, we achieve this aim by extending the analysis
of Ref. [52] to general nonlinear electrodynamics. Our analysis includes the stability analysis of black holes in Born–
Infeld theory and Euler–Heisenberg theory. Note that a consistency condition from causality and unitarity of this
class of theory is studied in Ref. [71].
This paper is organized as follows. In Section II, we investigate spherically symmetric black hole solutions with a
magnetic charge in general relativity coupled to nonlinear electrodynamics. In Section III, we derive master equations
of motion for metric and electromagnetic perturbations in the black hole background. In Section IV, we study the
sufficient conditions for the stability of the magnetic black holes. In Section V, we perform the stability analysis
for specific models in nonlinear electrodynamics as applications. The Section VI is devoted to the summary of
the results. In Appendix A, we study a general form of Lagrangian in nonlinear electrodynamics. In Appendix
B, the expansions of the variables with a basis of spherical harmonics and gauge transformations for metric and
electromagnetic perturbations are carried out explicitly.
Throughout this paper, we use the conventions such that the metric signature is (−,+,+,+) and the covariant
antisymmetric Levi-Civita tensor is normalized as 0123 =
√−g, where g is the determinant of the metric. We work
in a unit system where the speed of light c, the reduced Planck constant ~, and the permittivity in a vacuum ε0 are
all equal to one.
II. BLACK HOLES WITH A MAGNETIC CHARGE
We consider the action in general relativity with a cosmological constant coupled to general nonlinear electrody-
namics, which contains the contributions not only from a field strength F = 12Fµνdx
µ ∧ dxν = dA but also from its
Hodge dual F˜ = 12 F˜µνdx
µ ∧ dxν = 14µνρσF ρσdxµ ∧ dxν , where A = Aµdxµ is an electromagnetic field. The action is
given by
S[g,A] =
∫
d4x
√−g
[
1
16piG
(R− 2Λ)− L (Xn1,m1,n2,m2,...)
]
, (2.1)
where R represents the Ricci scalar with respect to the spacetime metric tensor g = gµνdx
µdxν , Λ is the cosmological
constant, G is the Newton’s gravitational constant, g is the determinant of gµν , and L is an arbitrary function of
scalars defined by
Xn1,m1,n2,m2,... := tr(Fn1 F˜m1Fn2 F˜m2 · · · ) (2.2)
with non-negative integers n1,m1, n2,m2, . . . , where F and F˜ stand for the matrices with components Fµ
ν and F˜ νµ ,
respectively. The quantity (2.2) represents an arbitrary scalar constructed from the field strength and its Hodge dual.
For example,
X2,0 = tr(F 2) = FµνFνµ = −FµνFµν , (2.3)
X1,1 = tr(FF˜ ) = Fµν F˜ µν = −Fµν F˜µν . (2.4)
When we choose L = − 14X2,0 = 14FµνFµν , the action (2.1) gives the familiar Einstein–Maxwell theory with a
cosmological constant.
As we discuss in Appendix A, the general action given by Eq. (2.1) eventually reduces to the following form,
S[g,A] =
∫
d4x
√−g
[
1
16piG
(R− 2Λ)− L(F , F˜)
]
, (2.5)
3where L is an arbitrary function of the invariants defined by
F := 1
4
FµνF
µν , (2.6)
F˜ := 1
4
Fµν F˜
µν =
1
8
µνρσF
µνF ρσ. (2.7)
By taking variation of the action (2.5) with respect to the metric, we obtain the Einstein equations
Gµ
ν = 8piGTµ
ν , (2.8)
where Gµ
ν stand for the components of the Einstein tensor calculated from gµν , and Tµ
ν are the components of the
energy-momentum tensor of the electromagnetic field,
Tµ
ν = LFFµλF νλ + δνµ
(
LF˜ F˜ − L −
Λ
8piG
)
, (2.9)
where LF := ∂L/∂F , LF˜ := ∂L/∂F˜ . Similarly, the equations of motion for the electromagnetic field derived by
varying the action (2.5) with respect to Aµ are given by
∇µ
(
LFFµν + LF˜ F˜µν
)
= 0 , (2.10)
where ∇µ stand for the covariant derivative with respect to gµν .
In this paper, we focus on black holes with a magnetic charge because the analysis for magnetic black holes
can be translated into that for electrically charged black holes through the electromagnetic duality of nonlinear
electrodynamics [72]. Thus, let us seek the static and spherically symmetric solution with a magnetic charge below.
In this case, we can put an ansatz for the metric as
g = −f(r) dt2 + h(r) dr2 + r2 dΩ2 , (2.11)
where f(r) and h(r) are some functions of the radial coordinate r, and dΩ2 = dθ2 + sin2 θ dφ2 represents the line
element on the unit two-sphere S2. Now we are interested in the solutions with a static and spherically symmetric
magnetic field, thus we take the configuration of the background field strength as
F = q sin θ dθ ∧ dφ . (2.12)
Here, q must be a constant because of the Bianchi identity, dF = 0. Then we have the background values of the
invariants as
F = q
2
2r4
, F˜ = 0 . (2.13)
The quantity q is interpreted as a magnetic charge in this spacetime,∫
S2
F =
∫ pi
0
dθ
∫ 2pi
0
dφ sin θ q = 4piq , (2.14)
where the left-most term implies that the integral is taken over S2. Note that we can take the background gauge
potential which induces the field strength (2.12) as
A = A± = q(±1− cos θ) dφ , (2.15)
which describes the Dirac monopole [73]. Note that A+ is well-defined when θ 6= pi, whereas A− is well-defined
when θ 6= 0. In a common region, A+ and A− are related through gauge transformation and hence they represent
physically equivalent electromagnetic fields.
From the ansatz for the metric (2.11) and the configuration of the background magnetic field (2.12), the Einstein
equations (2.8) read
Gt
t = − 1
r2
− h
′
rh2
+
1
r2h
= −8piGL − Λ , (2.16)
Gr
r = − 1
r2
+
f ′
rfh
+
1
r2h
= −8piGL − Λ , (2.17)
Gθ
θ = Gφ
φ =
f ′′
2fh
− f
′2
4f2h
− f
′h′
4fh2
+
f ′
2rfh
− h
′
2rh2
= −8piGL − Λ + 8piGq
2LF
r4
, (2.18)
4where the right-hand sides are given by the background values, L = L(q2/(2r4), 0) and LF = LF (q2/(2r4), 0).
Subtracting Eq. (2.16) from Eq. (2.17) yields
f ′
f
+
h′
h
= 0 , (2.19)
which implies fh = constant. Since we can always set the constant equal to one by rescaling the time coordinate,
eventually we have
h =
1
f
. (2.20)
Then Eqs. (2.16) and (2.18) give
− 1
r2
+
f ′
r
+
f
r2
= −8piGL − Λ , (2.21)
f ′′
2
+
f ′
r
= −8piGL − Λ + 8piGq
2LF
r4
. (2.22)
We can get a solution to these equations as
f(r) = 1− 2GM
r
− Λ
3
r2 − 2GMq(r)
r
, (2.23)
where M is an integration constant and we define
Mq(r) := 4pi
∫
dr r2L
(
q2
2r4
, 0
)
. (2.24)
Notice that M is the quantity corresponding to the mass of the black hole, and we are interested in the case M > 0.
Meanwhile, from the t component of the equations of motion for the electromagnetic field (2.10), we have
LFF˜
(
q2
2r4
, 0
)
= 0 . (2.25)
This relation constrains a form of L—when we expand L into power-series of F˜ , the coefficient at the first-order must
vanish:
L(F , F˜) = L0(F) +
∞∑
n=2
1
n!
Ln(F)F˜n , (2.26)
where L0 and Ln are arbitrary functions of F .
In the rest of this section, we check energy conditions which impose the reality and reasonability on the energy-
momentum tensor. Let us denote Tt
t = −ρ, Trr = pr, Tθθ = pθ and Tφφ = pφ, where ρ is the energy density and
pj (j = r, θ, φ) correspond to the pressure along j-direction. From Eq. (2.9), these are given by
ρ = L+ Λ
8piG
, (2.27)
pr = −L− Λ
8piG
, (2.28)
pθ = pφ = −L− Λ
8piG
+
q2LF
r4
, (2.29)
where the right-hand sides are interpreted as the background values again, L = L(q2/(2r4), 0) and LF = LF (q2/(2r4), 0).
In terms of them, the statements of some energy conditions are as follows.
• The weak energy condition — which states ρ ≥ 0 and ρ+ pj ≥ 0 (j = r, θ, φ), for which we have
L+ Λ
8piG
≥ 0 and LF ≥ 0 . (2.30)
5• The null energy condition — ρ+ pj ≥ 0,
LF ≥ 0 . (2.31)
• The dominant energy condition — ρ ≥ |pj |,
L+ Λ
8piG
≥ 0 , LF ≥ 0 and 2
(
L+ Λ
8piG
)
− q
2LF
r4
≥ 0 . (2.32)
• The strong energy condition — ρ+ pj ≥ 0 and ρ+
∑
j pj ≥ 0,
LF ≥ 0 and − 2
(
L+ Λ
8piG
)
+
q2LF
r4
≥ 0 . (2.33)
III. MASTER EQUATIONS FOR BLACK HOLE PERTURBATIONS
In this section, we derive the equations of motion for linear perturbations of metric and electromagnetic field
on a background discussed in Section II. Our goal is to obtain the master equations in the form of simultaneous
Schro¨dinger-like equations with symmetric potentials.
In order to study the dynamics of metric and electromagnetic perturbations, we write
gµν = g¯µν + δgµν , (3.1)
Fµν = F¯µν + δFµν , (3.2)
where the quantities with a bar denote the spherically symmetric background with a magnetic charge, which are
studied in detail in Section II. Here we recall them,
g¯µνdx
µdxν = −f(r) dt2 + 1
f(r)
dr2 + r2 dΩ2 , (3.3)
1
2
F¯µνdx
µ ∧ dxν = q sin θ dθ ∧ dφ , (3.4)
where f(r) is a function of r given by Eq. (2.23) and q is a constant corresponding to a magnetic charge. We take the
background gauge potential as Eq. (2.15), that is,
A¯µdx
µ = q(±1− cos θ) dφ . (3.5)
As we have seen in Eq. (2.13), the invariants related to the background are given by
F¯ = q
2
2r4
,
¯˜F = 0 . (3.6)
On the other hand, δgµν and δFµν represent small fluctuations of metric and electromagnetic field strength, respec-
tively.
By virtue of the spherical symmetry of the background, it is useful to expand the perturbations on a basis of tensor
spherical harmonics to separate the radial and angular dependence of them. After that, we can proceed to split the
perturbations by their properties under parity transformation (spatial inversion),
δgµν = δg
−
µν + δg
+
µν , (3.7)
δFµν = δF
−
µν + δF
+
µν , (3.8)
where δg−µν and δF
−
µν represent the terms which pick a factor of (−1)l+1 under parity transformation, where l is the
azimuthal quantum number of the spherical harmonics, and they are called to be odd, axial, or magnetic. On the
other hand, δg+µν and δF
+
µν pick a factor of (−1)l under parity transformation, and are said to be even, polar, or
6electric. As we discuss in Appendix B, choosing an appropriate gauge following Ref. [3–5], we can write the metric
perturbations as the following matrices with components in the (t, r, θ, φ) coordinates,
δg−µν =
∑
l,m
0 0 −[h0/ sin θ] ∂φ h0 sin θ ∂θ0 0 −[h1/ sin θ] ∂φ h1 sin θ ∂θ? ? 0 0
? ? 0 0
Ylm , (3.9)
δg+µν =
∑
l,m

fH0 H1 0 0
? f−1H2 0 0
0 0 r2K 0
0 0 0 r2 sin2 θK
Ylm , (3.10)
where Ylm = Ylm(θ, φ) are spherical harmonics, and h0, h1, H0, H1, H2 and K are functions of (t, r) given for each
mode (l,m). The functions K and h0 are defined for l ≥ 2, H1 and h1 are defined for l ≥ 1, while H0 and H2 are
defined for l ≥ 0. Note that the components denoted as stars can be obtained from the symmetry of the matrices.
Following Ref. [5], we write down the perturbations of the electromagnetic field strength as
δF−µν =
∑
l,m

0 0 [f−02/ sin θ] ∂φ −f−02 sin θ ∂θ
0 0 [f−12/ sin θ] ∂φ −f−12 sin θ ∂θ
× × 0 f−23 sin θ
× × × 0
Ylm , (3.11)
δF+µν =
∑
l,m

0 f+01 f
+
02 ∂θ f
+
02 ∂φ
× 0 f+12 ∂θ f+12 ∂φ
× × 0 0
× × 0 0
Ylm , (3.12)
where f+01, f
±
02, f
±
12 and f
−
23 are functions of (t, r) given for each (l,m). The functions f
±
02, f
−
12 and f
−
23 are defined
for l ≥ 1, while f+01 and f+12 are defined for l ≥ 0. The cross marks stand for the components determined by the
antisymmetry of the matrices. We can regard δF±µν as being derived from the perturbations of the vector potential
δA±µ via
δF±µν = ∂µδA
±
ν − ∂νδA±µ . (3.13)
For the odd-parity part, the components of the potential can be expanded as
δA−t = 0 , (3.14)
δA−r = 0 , (3.15)
δA−θ =
∑
l,m
f−23
l(l + 1) sin θ
∂φYlm , (3.16)
δA−φ = −
∑
l,m
f−23
l(l + 1)
sin θ ∂θYlm . (3.17)
Then we can see the perturbation variables of the field strength are related by
f−02 =
f˙−23
l(l + 1)
, (3.18)
f−12 =
f−′23
l(l + 1)
, (3.19)
where a dot and a prime denote the derivative with respect to t and r, respectively. For the even-parity part, the
components of the potential are expanded as
δA+t = −
∑
l,m
f+02Ylm , (3.20)
δA+r = −
∑
l,m
f+12Ylm , (3.21)
δA+θ = 0 , (3.22)
δA+φ = 0 , (3.23)
7and the field strength perturbations are related by
f+01 = f
+′
02 − f˙+12 . (3.24)
Notice that the background magnetic field is odd-parity as we can see from Eq. (3.4), while the background metric
(3.3) is even-parity. (The spherically symmetric background corresponds to the mode l = 0.) Therefore, we can
expect that the odd-parity parts of the metric perturbations couple to the even-parity parts of the electromagnetic
perturbations to the linear order: we call this combination the type-I. On the other hand, the even-parity metric
perturbations can couple to the odd-parity electromagnetic perturbations, which we call the type-II.
A. Type-I: odd-parity metric and even-parity electromagnetic perturbations
Here let us focus on the system type-I, in which the odd-parity metric and the even-parity electromagnetic pertur-
bations are coupled. First, we list the variables in the system below,
odd-parity δg−µν : h0 , h1 ,
even-parity δF+µν : f
+
01 , f
+
02 , f
+
12 .
By substituting the expansions (3.1) and (3.2) with the odd-parity metric perturbations (3.9) and the even-parity
electromagnetic perturbations (3.12) into the field equations (2.8) and (2.10), and linearizing them, we can obtain the
equations of motion for the type-I perturbations. Here we write them as the Fourier transforms with respect to time
t, that is, we replace ∂t by −iω. The (tφ), (rφ) and (θφ) components of the Einstein equations give
fh′′0 + iωfh
′
1 −
(
f ′′ +
l(l + 1)
r2
)
h0 +
2iωf
r
h1 =
16piGqLF
r2
f+02 , (3.25)
iω
f
h′0 −
2iω
rf
h0 +
(
f ′′ − ω
2
f
+
l(l + 1)− 2f
r2
)
h1 = −16piGqLF
r2
f+12 , (3.26)
(fh1)
′ +
iωh0
f
= 0 , (3.27)
and from the t, r and θ components of the gauge field equations, we have(
LF − q
2
r4
LF˜F˜
)
f+′01 +
2
r
[
LF + q
2
r4
(LF˜F˜ − LFF)+ q4r8LFF˜F˜
]
f+01 −
l(l + 1)LF
r2f
f+02 −
l(l + 1)qLF
r4f
h0 = 0 , (3.28)
iω
(
LF − q
2
r4
LF˜F˜
)
f+01 +
fl(l + 1)LF
r2
f+12 +
fl(l + 1)qLF
r4
h1 = 0 , (3.29)
LFf+′12 +
(
f ′LF
f
− 2q
2LFF
r5
)
f+12 +
iωLF
f2
f+02 +
qLF
r2
h′1 +
[
qLF
r2
(
f ′
f
− 2
r
)
− 2q
3LFF
r7
]
h1 +
iωqLF
r2f2
h0 = 0 , (3.30)
where LF means the background value LF (F¯ , ¯˜F), and so on. The equations (3.28) and (3.29) hold for l ≥ 0,
Eqs. (3.25), (3.26) and (3.30) hold for l ≥ 1, while Eq. (3.27) holds for l ≥ 2. In fact, Eq. (3.25) is redundant since
it is automatically satisfied by using Eqs. (3.26), (3.27) and (3.30) with the background equations (2.21) and (2.22).
The equation (3.30) is also redundant because we can combine Eq. (3.28) with Eq. (3.29) to obtain it. Therefore, we
below utilize four equations (3.26)–(3.29) and an identity (3.24) for five variables h0, h1, f
+
01, f
+
02 and f
+
12 to get a
couple of “master equations” which is a system of Schro¨dinger-like second-order differential equations and determines
the dynamics of the perturbations.
For mode l = 0 corresponding to the spherically symmetric case, the equations above do not describe the degree of
freedom propagating spacetime, thus we are not interested in the mode. We first focus on the modes l ≥ 2, in which
metric and electromagnetic perturbations are coupled together. After that, we turn to the modes l = 1, in which only
the electromagnetic perturbations exist as the physical degrees of freedom.
1. Type-I master equations for l ≥ 2
We can solve Eq. (3.27) for h0 and Eq. (3.29) for f
+
12, and substitute them into Eq. (3.26). Then we get a second-
order differential equation for h1 in terms of f
+
01. On the other hand, we can obtain a second-order equation for f
+
01
8in terms of h1 by solving Eq. (3.28) for f
+
02 and Eq. (3.29) for f
+
12 and substituting them into Eq. (3.24). Let us define
“master variables” by
R− := fh1√
8piG(−iω)r , (3.31)
E :=
√
2 r2
l(l + 1)
√
(l + 2)(l − 1)|LF |
(
LF − q
2
r4
LF˜F˜
)
f+01 , (3.32)
and use the tortoise coordinate r∗ which is defined by fdr∗ = dr. Then we have a couple of master equations,
d2R−
dr∗2
+
[
ω2 − f
{
8piGL+ Λ + l(l + 1) + 3(f − 1)
r2
}]
R− − fq
√
16piG(l + 2)(l − 1)|LF |
r3
E = 0 , (3.33)
d2E
dr∗2
+
[
ω2 − f
{
l(l + 1)
r2
LF
LF − (q2/r4)LF˜F˜
+
16piGq2LF
r4
−
(
8piGL+ Λ + 6f − 1
r2
)
q2LFF
r4LF
+
3fq4L2FF
r10L2F
− 2fq
4LFFF
r10LF
}]
E − sgn(LF )fq
√
16piG(l + 2)(l − 1)|LF |
r3
R− = 0 , (3.34)
where we utilized the background equations (2.21) and (2.22). These equations can be rewritten as
1
f
[
r
d
dr∗
(
1
r2
d
dr∗
(
rR−))+ ω2R−]− V I11R− − V I12E = 0 , (3.35)
1
f
[√
|LF | d
dr∗
(
1
LF
d
dr∗
(√
|LF |E
))
+ sgn(LF )ω2E
]
− V I22E − V I21R− = 0 , (3.36)
where
V I11 =
(l + 2)(l − 1)
r2
, (3.37)
V I12 = V
I
21 =
q
√
16piG(l + 2)(l − 1)|LF |
r3
, (3.38)
V I22 = |LF |
[
l(l + 1)
r2
1
LF − (q2/r4)LF˜F˜
+
16piGq2
r4
]
. (3.39)
Getting back to the time domain, the quadratic action for the perturbations which induces the equations of motion
above is given by
SI[R−, E ] =
∫
dtdr∗f
[
− 1
r2
∇a(rR−)∗∇a(rR−)− 1LF∇
a
(√
|LF |E
)∗
∇a
(√
|LF |E
)
− (R−∗ E∗)VI(R−E
)]
,
(3.40)
where an index a runs over (t, r∗), and we introduce the potential matrix as
VI =
(
V I11 V
I
12
? V I22
)
. (3.41)
Note that the volume element in Eq. (3.40) satisfies dtdr∗f = dtdr. We can find that the necessary condition to avoid
the existence of a ghost is
LF > 0 . (3.42)
Note that this condition is consistent with the energy conditions considered in Eqs. (2.30)–(2.33).
Given the solutions for the master equations, R− and E , the metric and electromagnetic perturbations in Fourier
9space can be obtained by
h1 = − iω
√
8piG
f
rR− , (3.43)
h0 =
√
8piGf(rR−)′ , (3.44)
f+01 =
1√
2r2
l(l + 1)
√
(l + 2)(l − 1)
LF − (q2/r4)LF˜F˜
√
LFE , (3.45)
f+02 =
f
√
(l + 2)(l − 1)√
2LF
(√
LFE
)′
−
√
8piGfq
r2
(rR−)′ , (3.46)
f+12 = −
iω
√
(l + 2)(l − 1)√
2fLF
√
LFE + iω
√
8piGq
rf
R− . (3.47)
2. Type-I master equations for l = 1
For the modes l = 1, the variable h0 is not defined, and only the electromagnetic perturbations are dynamical
degrees of freedom. We define the master variable for l = 1 as
E := r
2
√LF
(
LF − q
2
r4
LF˜F˜
)
f+01 , (3.48)
where we think of LF as positive since that is necessary for ghost-freeness as seen in the modes l ≥ 2. Then we have
the following master equation,
d2E
dr∗2
+
[
ω2 − f
{
2
r2
LF
LF − (q2/r4)LF˜F˜
+
16piGq2LF
r4
−
(
8piGL+ Λ + 6f − 1
r2
)
q2LFF
r4LF
+
3fq4L2FF
r10L2F
− 2fq
4LFFF
r10LF
}]
E = 0 , (3.49)
which can be rewritten as
1
f
[√
LF d
dr∗
(
1
LF
d
dr∗
(√
LFE
))
+ ω2E
]
−
(
2
r2
LF
LF − (q2/r4)LF˜F˜
+
16piGq2LF
r4
)
E = 0 . (3.50)
In terms of E , the electromagnetic field perturbations are given by
f+01 =
1
r2
1
LF − (q2/r4)LF˜F˜
√
LFE , (3.51)
f+02 =
f
2LF
(√
LFE
)′
, (3.52)
f+12 = −
(
iω
2fLF +
8piGq2
iωr4
)√
LFE . (3.53)
Now the metric perturbation h1 is not a physical degree of freedom and determined by the electromagnetic perturba-
tion. It is given by
h1 =
8piGq
iωr2
√
LFE . (3.54)
B. Type-II: even-parity metric and odd-parity electromagnetic perturbations
Let us turn to the system type-II, in which the even-parity metric and the odd-parity electromagnetic perturbations
form a coupled system together. We deal with the following variables:
even-parity δg+µν : H0 , H1 , H2 ,K ,
odd-parity δF−µν : f
−
02 , f
−
12 , f
−
23 .
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From the (t
t), (t
r), (r
r), (t
φ), (r
φ), (θ
θ) and (θ
φ) components of the Einstein equations, we have
fK ′′ +
(
f ′
2
+
3f
r
)
K ′ − (l + 2)(l − 1)
2r2
K − f
r
H ′2 −
l(l + 1)
2r2
H2 − (rf)
′
r2
H2 =
8piGq2LF
r4
(
K − f
−
23
q
)
,
(3.55)
iωfK ′ +
iω(2f − rf ′)
2r
K − iωf
r
H2 +
fl(l + 1)
2r2
H1 = 0 , (3.56)(
f ′
2
+
f
r
)
K ′ − (l + 2)(l − 1)
2r2
K +
ω2
f
K − f
r
H ′0 +
l(l + 1)
2r2
H0 − 2iω
r
H1 − (rf)
′
r2
H2 =
8piGq2LF
r4
(
K − f
−
23
q
)
,
(3.57)
fH ′1 + f
′H1 + iωK + iωH2 = −16piGqLF
r2
f−02 , (3.58)
K ′ −H ′0 +
(
1
r
− f
′
2f
)
H0 − iω
f
H1 −
(
1
r
+
f ′
2f
)
H2 =
16piGqLF
r2
f−12 , (3.59)
fK ′′ +
(
f ′ +
2f
r
)
K ′ +
ω2
f
K − fH ′′0 −
(
3f ′
2
+
f
r
)
H ′0 +
l(l + 1)
2r2
H0 − 2iωH ′1
−iω
(
2
r
+
f ′
f
)
H1 −
(
f ′
2
+
f
r
)
H ′2 +
(
ω2
f
− f ′′ − 2f
′
r
− l(l + 1)
2r2
)
H2 =
16piGq2
r4
(
LF + q
2
r4
LFF
)
×
(
f−23
q
−K
)
, (3.60)
H0 −H2 = 0 , (3.61)
where Eqs. (3.55)–(3.57), (3.60) hold for l ≥ 0, Eqs. (3.58) and (3.59) hold for l ≥ 1, and Eq. (3.61) holds for l ≥ 2.
On the other hand, from the θ component of the electromagnetic field equations, we have
fLFf−′12 +
(
f ′LF − 2fq
2LFF
r5
)
f−12 +
iωLF
f
f−02 −
1
r2
(
LF + q
2
r4
LFF
)
f−23
+
q
r2
(
LF + q
2
r4
LFF
)
K +
qLF
2r2
(H0 −H2) = 0 , (3.62)
which holds for l ≥ 1. In the same manner as for the type-I, we first focus on the modes l ≥ 2, then we turn to the
modes l = 1.
1. Type-II master equations for l ≥ 2
The equation (3.61) immediately implies that we can replace H0 appearing in all other equations by H2. We can
also use Eqs. (3.18) and (3.19) to express f−02 and f
−
12 in terms of f
−
23. Then Eq. (3.62) gives a second-order differential
equation with respect to f−23,
f−′′23 +
(
f ′
f
− 2q
2LFF
r5LF
)
f−′23 +
[
ω2
f2
− l(l + 1)
r2f
− l(l + 1)q
2LFF
r6fLF
]
f−23 +
[
l(l + 1)q
r2f
+
l(l + 1)q3LFF
r6fLF
]
K = 0 , (3.63)
which describes the dynamics of the electromagnetic perturbations. Next, let us turn to deformations of the linearized
Einstein equations. We can solve Eq. (3.56) for K ′ and substitute it into Eq. (3.59). Furthermore, Eqs. (3.61) and
(3.19) allow us to replace H0 by H2 and f
−
12 by f
−′
23 /l(l+ 1). Then Eq. (3.59) reduces to a first-order equation for H2,
H ′2 +
(
f ′
f
− 1
r
)
H2 +
[
iω
f
+
l(l + 1)
2iωr2
]
H1 +
(
1
r
− f
′
2f
)
K = −16piGqLF
r2l(l + 1)
f−′23 . (3.64)
On the other hand, Eq. (3.18) can be used to rewrite Eq. (3.58) as
fH ′1 + f
′H1 + iωK + iωH2 =
16piGiωqLF
r2l(l + 1)
f−23 . (3.65)
Thus we have three first-order differential equations (3.65), (3.64) and (3.56) for three metric perturbations H1, H2
and K, to which the electromagnetic perturbation f−23 contributes as a source. As seen below, we can further reduce
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the variables. Let us substitute K ′ from Eq. (3.56) into Eq. (3.57) and replace H0 by H2 from Eq. (3.61). Now we can
eliminate H ′2 by using Eq. (3.64). Then we find that Eq. (3.57) gives an algebraic relation between some variables,
−
[
2iω
r
+
f ′l(l + 1)
2iωr2
]
H1 +
rf ′ − 2f + l(l + 1)
r2
H2 +
[
f ′2 + 4ω2
2f
− f
′
r
− (l + 2)(l − 1)
r2
− 16piGq
2LF
r4
]
K
+
32piGfqLF
r3l(l + 1)
f−′23 +
16piGqLF
r4
f−23 = 0 . (3.66)
We can use this relation (3.66) to remove one of the variables H1, H2 or K from Eqs. (3.65), (3.64) and (3.56). Now
let us eliminate H2, then Eqs. (3.56) and (3.65) reduce to
K ′ + a1(r)K + a2(r)H1 = j1 , (3.67)
H ′1 + b1(r)K + b2(r)H1 = j2 , (3.68)
where
a1(r) =
−16piGfq2LF + r2ζ(r)(f − λ− 1) + 2r2(λ+ 1)2 − 2r2f(2λ+ 1) + 2ω2r4
r3fζ(r)
, (3.69)
a2(r) = 2
−f(λ+ 1) + (λ+ 1)2 + ω2r2
iωr2ζ(r)
, (3.70)
b1(r) = iω
32piGfq2LF − r2ζ2(r) + 4r2ζ(r)(λ+ 1) + 4r2f(2λ+ 1)− 4r2(λ+ 1)2 − 4ω2r4
2r2f2ζ(r)
, (3.71)
b2(r) =
ζ2(r)− ζ(r)(λ− 2f + 1) + 2(λ+ 1)(f − λ− 1)− 2ω2r2
rfζ(r)
, (3.72)
and
j1 = −16piGqLF [rff
−′
23 + (λ+ 1)f
−
23]
r3ζ(r)(λ+ 1)
, (3.73)
j2 = iω
16piGqLF [2rff−′23 + (ζ(r) + 2λ+ 2)f−23]
2r2fζ(r)(λ+ 1)
, (3.74)
where we defined
λ :=
1
2
(l + 2)(l − 1) , (3.75)
ζ(r) := rf ′ − 2f + l(l + 1)
= −r2(8piGL+ Λ)− 3f + 2λ+ 3 . (3.76)
In the second line of Eq. (3.76), we used the background equation (2.21). We have not used Eqs. (3.55) and (3.60) so
far. In fact, they are redundant equations since they are automatically satisfied by using other equations.
We can combine the couple of first-order equations (3.67) and (3.68) to get a single second-order equation. We find
that the following choice of master variables makes the resulting equation simple:
R+ := 2r(λ+ 1)
√
2λ
ζ(r)
K +
2f(λ+ 1)
√
2λ
iωζ(r)
H1 , (3.77)
B :=
√
16piG|LF |
(
f−23 −
2q(λ+ 1)
ζ(r)
K − 2fq(λ+ 1)
iωrζ(r)
H1
)
. (3.78)
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Using the tortoise coordinate r∗, we have a pair of the master equations for the type-II perturbations as
d2R+
dr∗2
+
[
ω2 − f
{
64piGfq2λLF
r4ζ2(r)
+
ζ(r)
r2
− 2(2λ− f + 1)
r2
+
8λ(λ− f + 1)
r2ζ(r)
+
8λ2f
r2ζ2(r)
}]
R+
−sgn(LF )
√
32piGλ|LF |fq
[
−32piGfq
2LF
r5ζ2(r)
− 2fq
2LFF
r7ζ(r)LF +
1
r3
(
1− 2(2λ− f + 2)
ζ(r)
− 4λf
ζ2(r)
)]
B = 0 , (3.79)
d2B
dr∗2
+
[
ω2 − f
{
8(8piG)2fq4L2F
r6ζ2(r)
+
64piGfq4LFF
r8ζ(r)
− 16piGq
2LF
r4
(
1− 4(λ+ 1)
ζ(r)
− 4λf
ζ2(r)
)
−q
2LFF
r6LF (ζ(r)− 3f − 4(λ+ 1)) +
2fq4LFFF
r10LF −
fq4L2FF
r10L2F
+
2(λ+ 1)
r2
}]
B
−
√
32piGλ|LF |fq
[
−32piGfq
2LF
r5ζ2(r)
− 2fq
2LFF
r7ζ(r)LF +
1
r3
(
1− 2(2λ− f + 2)
ζ(r)
− 4λf
ζ2(r)
)]
R+ = 0 . (3.80)
We can rewrite the equations above as
1
f
[
1
r
d
dr∗
(
r2
d
dr∗
(R+
r
))
+ ω2R+
]
− V II11R+ − V II12B = 0 , (3.81)
1
f
[
1√|LF | ddr∗
(
LF d
dr∗
(
B√|LF |
))
+ sgn(LF )ω2B
]
− V II22B − V II21R+ = 0 , (3.82)
where
V II11 = −
2λ
r2
+
8λ(λ− f + 1)
r2ζ(r)
+
8fλ2
r2ζ2(r)
+
64piGfλq2LF
r4ζ2(r)
, (3.83)
V II12 = V
II
21 = sgn(LF )
√
32piGλ|LF |q
[
−32piGfq
2LF
r5ζ2(r)
− 2fq
2LFF
r7ζ(r)LF +
1
r3
(
1− 2(2λ− f + 2)
ζ(r)
− 4fλ
ζ2(r)
)]
, (3.84)
V II22 = sgn(LF )
[
2(λ+ 1)
r2
− 16piGq
2LF
r4
+
64piGq2LF
r4ζ(r)
(
λ+ 1 +
fλ
ζ(r)
+
fq2LFF
r4LF
)
+
2(λ+ 1)q2LFF
r6LF +
8(8piG)2fq4L2F
r6ζ2(r)
]
. (3.85)
The action which yields the equations of motion for the type-II perturbations is
SII[R+,B] =
∫
dtdr∗f
[
− r2∇a
(R+
r
)∗
∇a
(R+
r
)
− LF∇a
(
B√|LF |
)∗
∇a
(
B√|LF |
)
− (R+∗ B∗)VII(R+B
)]
,
(3.86)
where an index a runs over (t, r∗), and the potential matrix is
VII =
(
V II11 V
II
12
? V II22
)
. (3.87)
We can read the ghost-free condition
LF > 0 , (3.88)
which is the same as type-I, see Eq. (3.42).
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Given the solutions R+ and B, we have the perturbations of the metric as
K =
f√
2λ(λ+ 1)
R+′ + 1
r
√
2λ(λ+ 1)
(
1 + λ− f + 2fλ
ζ(r)
)
R+ −
√
16piGfqLF
r2ζ(r)(λ+ 1)
√LF
B , (3.89)
H1 = − iωr√
2λ(λ+ 1)
R+′ + iω
f
√
2λ(λ+ 1)
(
ζ(r)
2
− 1− λ+ f − 2fλ
ζ(r)
)
R+ + iω
√
16piGqLF
rζ(r)(λ+ 1)
√LF
B , (3.90)
H0 = H2 = − r√
2λ(λ+ 1)
(
ζ(r)
2
− 1− λ+ f − 2fλ
ζ(r)
)(R+
r
)′
+
1√
2λ(λ+ 1)f
[
32piGf2λq2LF
r2ζ2(r)
+
fλ
ζ(r)
(
−ζ(r)− 2f + 4λ+ 4 + 4fλ
ζ(r)
)
− ω2r2
] R+
r
−
√
16piGfqLF
r(λ+ 1)ζ(r)
( B√LF
)′
−
√
4piGqLF
r2(λ+ 1)
(
32piGfq2LF
r2ζ2(r)
− 1 + 4λ− 2f + 4
ζ(r)
+
4fλ
ζ2(r)
) B√LF , (3.91)
and the electromagnetic perturbations as
f−23 =
q√
2λ
R+
r
+
1√
16piG
B√LF
, (3.92)
f−02 = −
iω
l(l + 1)
[
q√
2λ
R+
r
+
1√
16piG
B√LF
]
, (3.93)
f−12 =
1
l(l + 1)
[
q√
2λ
(R+
r
)′
+
1√
16piG
( B√LF
)′ ]
. (3.94)
2. Type-II master equations for l = 1
For the modes l = 1, the variable K is not defined, and only the electromagnetic perturbations are dynamical. We
assume LF > 0 for ghost-freeness as seen in the modes l ≥ 2. We define the master variable for l = 1 as
B :=
√
LFf−23 . (3.95)
Then we have the master equations,
d2B
dr∗2
+
[
ω2 − f
{
2
r2
+
q2LFF
r4LF
(
8piGL+ Λ + 6f + 1
r2
)
+
2fq4LFFF
r10LF −
fq4L2FF
r10L2F
}]
B = 0 , (3.96)
which can be rewritten as
1
f
[
1√LF
d
dr∗
(
LF d
dr∗
( B√LF
))
+ ω2B
]
− 2
r2
(
1 +
q2LFF
r4LF
)
B = 0 . (3.97)
In terms of the master variable B, the electromagnetic perturbations are given by
f−23 =
B√LF
, (3.98)
f−02 = −
iω
2
B√LF
, (3.99)
f−12 =
1
2
( B√LF
)′
. (3.100)
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The metric perturbations are non-dynamical and determined by the electromagnetic perturbations:
H2 =
r2fζ(r)
2q(ω2r2 + 1− f)
[( B√LF
)′′
−
(
16piGq2LF
r2ζ(r)
− 2− ζ(r)
f
+
2
f
+
2q2LFF
r4LF
)
1
r
( B√LF
)′
−
(
16piGq2LF
r4fζ(r)
− ω
2
f2
+
2
r2f
(
1 +
q2LFF
r4LF
)) B√LF
]
, (3.101)
H1 =
iωr3fζ(r)
2q(ω2r2 + 1− f)
[( B√LF
)′′
−
(
16piGq2LF
r2ζ(r)
− 2− ζ(r)
f
+
2
f
+
2q2LFF
r4LF
)
1
r
( B√LF
)′
−
(
16piGq2LF
r4fζ(r)
− ω
2
f2
+
2
r2f
(
1 +
q2LFF
r4LF
)) B√LF
]
, (3.102)
H0 = −r
2f(2ω2r2 + 2− 2f − ζ(r))
2q(ω2r2 + 1− f)
×
[( B√LF
)′′
+
(
16piGq2LF
r2(2ω2r2 + 2− 2f − ζ(r)) + 2 +
ζ(r)
f
− 2
f
− 2q
2LFF
r4LF
)
1
r
( B√LF
)′
+
(
16piGq2LF
r4f(2ω2r2 + 2− 2f − ζ(r)) +
ω2
f2
− 2
r2f
(
1 +
q2LFF
r4LF
)) B√LF
]
. (3.103)
IV. STABILITY CONDITIONS
In this section, we derive sufficient conditions for the stability of magnetically charged black holes in general nonlinear
electrodynamics. The procedure here basically follows Ref. [52]. The background solutions are stable against linear
perturbations for the modes l ≥ 2 if the potential matrices VI and VII are positive-definite. For a 2× 2 matrix, it is
equivalent to that both the determinant and trace of the matrix are positive. Thus we first calculate the determinant
and trace of the potential matrices, and propose the sufficient conditions for both of them to be positive. We derive
the stability conditions for the type-I and type-II perturbations separately. Finally, we summarize them.
A. Stability condition for type-I perturbations
For the type-I potential VI defined for l ≥ 2, we have the determinant and trace as
det(VI) =
(l − 1)l(l + 1)(l + 2)
r4
1
1− q2LF˜F˜/(r4LF )
, (4.1)
tr(VI) =
(l + 2)(l − 1)
r2
+
16piGq2LF
r4
+
l(l + 1)
r2
1
1− q2LF˜F˜/(r4LF )
. (4.2)
We can read off the stability condition of the background solution against the type-I perturbations as
1− q
2LF˜F˜ (F¯ , 0)
r4LF (F¯ , 0) = 1− 2F¯
LF˜F˜ (F¯ , 0)
LF (F¯ , 0) > 0 . (4.3)
Note that LF must be positive for ghost-free theory, see Eq. (3.42). When the condition is satisfied, the stability
against the electromagnetic perturbations of the modes l = 1 also holds as we can see from Eq. (3.50).
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B. Stability condition for type-II perturbations
For the type-II potential, we have
det(VII) =
128piGλfq2LF
r6ζ2(r)
(
1 +
q2LFF
r4LF
)[
λ+ 1− f
(
1 +
q2LFF
r4LF
)]
+
4λ(λ+ 1)
r4ζ2(r)
(
1 +
q2LFF
r4LF
)
[(−ζ(r)− 4f + 4λ+ 4)ζ(r) + 4λf ] , (4.4)
tr(VII) =
2
r2
(
λ+ 1 +
32piGfq2LF
r2ζ(r)
)(
1 +
q2LFF
r4LF
)
+
2f
r2ζ2(r)
(
2λ+
16piGq2LF
r2
)2
+
−ζ(r)− 4f + 4λ+ 4
r2ζ(r)
(
2λ+
16piGq2LF
r2
)
. (4.5)
Below, we derive the sufficient condition for stability under the following assumptions,
L(F¯ , 0) + Λ
8piG
> 0 and 1 +
q2LFF (F¯ , 0)
r4LF (F¯ , 0) = 1 + 2F¯
LFF (F¯ , 0)
LF (F¯ , 0) > 0 . (4.6)
The former is reasonable as the weak energy condition implies, see Eq. (2.30). First, let us show that the function ζ(r)
defined by Eq. (3.76) is positive outside the horizon of the black hole. Let r = rh be the position of the horizon, where
f(rh) = 0 and f(r) becomes from negative to positive from inside to outside the horizon smoothly. We therefore have
ζ(rh) = rhf
′(rh) + l(l + 1) > 0. In addition, a brief calculation gives (rζ(r))′ = 16piGq2LF/r2 + (l + 2)(l − 1) > 0
for l ≥ 1, where we used the background equations (2.21) and (2.22), and the ghost-free condition LF > 0. Thus
it is shown that ζ(r) is positive outside the horizon. Next, note that it follows 0 < f(r > rh) < 1 from Eq. (2.23)
with a positive constant M . Then using the fact that ζ(r > rh) > 0 and 0 < f(r > rh) < 1, we can see that
−ζ(r)− 4f + 4λ+ 4 = r2(8piGL+ Λ) + 1− f + 2λ > 0 outside the horizon. Therefore, tr(VII) is positive outside the
horizon under the assumptions (4.6). On the other hand, det(VII) is always positive outside the horizon if
f
(
1 +
q2LFF (F¯ , 0)
r4LF (F¯ , 0)
)
= f
(
1 + 2F¯ LFF (F¯ , 0)LF (F¯ , 0)
)
< λ+ 1 =
l(l + 1)
2
. (4.7)
Under the assumptions (4.6), this relation gives the sufficient condition for the background solution to be stable with
respect to the type-II perturbations for the modes l ≥ 2. For l = 1, if we assume the latter of Eq. (4.6), the stability
is ensured as we can see from Eq. (3.97).
C. Summary of stability conditions
For later convenience, let us summarize the sufficient conditions for the stability of magnetic black holes:
L(F¯ , 0) + Λ
8piG
> 0 , (4.8)
LF (F¯ , 0) > 0 , (4.9)
1− 2F¯ LF˜F˜ (F¯ , 0)LF (F¯ , 0) > 0 , (4.10)
0 < f
(
1 + 2F¯ LFF (F¯ , 0)LF (F¯ , 0)
)
< 3 , (4.11)
where the upper bound in the condition (4.11) comes from setting l = 2 in Eq. (4.7). Notice that the conditions (4.8)
and (4.9) together form the weak energy condition (2.30). The conditions (4.8), (4.9) and (4.11) have been already
derived in Ref. [52], while the condition (4.10) is a new result obtained by taking into account F˜ dependence of the
theory.
V. APPLICATIONS
In this section, we apply the stability conditions derived in the previous section to specific models. Since we
focus on the asymptotically flat spacetime, hereafter we set the cosmological constant Λ to zero. Note that we are
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considering the magnetically charged background, and the invariants of the background electromagnetic field are given
by Eq. (3.6),
F¯ = q
2
2r4
,
¯˜F = 0 . (5.1)
A. Bardeen-like regular black holes
Let us choose the Lagrangian as
L(F , F˜) = µ4
( √F/µ4
1 + γ
√F/µ4
)N
+
∞∑
n=2
1
n!
Ln(F)F˜n , (5.2)
where µ is a parameter with a mass dimension, γ and N are dimensionless non-negative constants, and Ln(F) are
functions of F . We choose the form of the first term as an extension of the model in Ref. [62], which resolves a
singularity at the center of black holes, as we will see below. Here we add the terms proportional to F˜ like Eq. (2.26).
From Eq. (2.23), we obtain the metric function f(r) as
f(r) = 1− 2GM
r
+
8piG · 2−N/2r2−2Nµ4−2N |q|N
2N − 3 2F1
(
−3
2
+N,N,−1
2
+N,− γ|q|√
2r2µ2
)
, (5.3)
where 2F1(·, ·, ·, ·) is the hypergeometric function. The radial position of the horizon is determined by a zero of f(r).
Note that the weak energy condition (2.30) is satisfied since L(F¯ , 0) and
LF (F¯ , 0) = µ
4N
2F¯
(
√
F¯/µ4)N
(1 + γ
√
F¯/µ4)N+1 (5.4)
are always positive. On the other hand, in general, the strong energy condition which is an assumption for Penrose–
Hawking singularity theorem can be violated in a particular region. We here list the quantities which have importance
for the stability analysis,
1− 2F¯ LF˜F˜ (F¯ , 0)LF (F¯ , 0) = 1−
4F¯
N
(1 + γ
√
F¯/µ4)N+1
(
√
F¯/µ4)N−2 L2(F¯) , (5.5)
1 + 2F¯ LFF (F¯ , 0)LF (F¯ , 0) =
N − 1− 2γ
√
F¯/µ4
1 + γ
√
F¯/µ4 . (5.6)
From Eq. (4.10), the function L2(F), which characterizes a F˜ dependence of the Lagrangian, does not interfere the
stability against the type-I perturbations unless it makes Eq. (5.5) negative outside the horizon. In other words, the
positivity of Eq. (5.5) can be understood as a condition on L2(F):
L2(F¯) ≤ N
4F¯
(
√
F¯/µ4)N−2
(1 + γ
√
F¯/µ4)N+1 (5.7)
Next, let us focus on the stability against the type-II perturbations, which can be discussed by analyzing Eq. (5.6).
Note that Eq. (5.6) monotonously grows as F¯ decreases and it approaches the maximum given by N −1 when F¯ → 0,
or equivalently, r → ∞. Thus if N < 4, the latter inequality in Eq. (4.11) is always satisfied. In the following
paragraphs, we investigate whether the function (5.6) is positive outside the horizon for some models which satisfy
N < 4 and yield black hole solutions without curvature singularity.
Ayo´n-Beato and Garcia [34] point out that setting N = 5/2 and an appropriate choice of the parameters can give
rise to the so-called Bardeen’s regular black hole solution. In fact, when we choose N = 5/2 and the integration
constant M as
M =
25/4piµ|q|3/2
3γ
, (5.8)
the metric function (5.3) reduces to
f(r) = 1− 6
√
3GM5/2µ3/2r2
(3Mµr2 + 23/4pi|q|5/2)3/2 , (5.9)
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which no longer has any divergence of the curvature invariants at r = 0. We note that there is still monopole
singularity at r = 0 simply because F¯ = q2/2r4. The metric function has a minimum at rmin := 27/8
√
pi|q|5/4/√3Mµ,
and the radial position of the horizon denoted by rh satisfies rh > rmin if it exists. We can see that Eq. (5.6) is
always positive at r > rh because it is already positive at r = rmin, where its value is 1/3. Thus the Bardeen black
hole solution proposed in Ref. [34] in the context of nonlinear electrodynamics is stable as long as the function L2(F)
guarantees the positivity of Eq. (5.5) with N = 5/2. This result is consistent with that in Ref. [52], which corresponds
to the case L2(F) = 0 in our setup.
An alternative model for the Bardeen-like regular black hole with a magnetic charge is considered in Ref. [62],
which corresponds to N = 2. In this case, by neglecting the latter terms in Eq. (5.2) and taking the weak field limit
γ
√F/µ4  1, we can recover the Maxwell theory given by L(F , F˜) = F . With a particular choice of the integration
constant,
M =
pi2µ|q|3/2
23/4
√
γ
, (5.10)
the metric function (5.3) reduces to
f(r) = 1− 2GM
r
+
8piGq2M2
pi4q4 + 4M2r2
+
4GM arctan(pi2q2/(2Mr))
pir
= 1− 8GM
2
pi3q2
(
arctanx
x
− 1
1 + x2
)
, (5.11)
where we defined a new variable x := 2Mr/(pi2q2) in the second line. This metric is also regular at r = 0, and
asymptotically behaves like the Reissner–Nordstro¨m black hole,
f(r)
r→∞−−−→ 1− 2GM
r
+
4piGq2
r2
+O(r−3) . (5.12)
We are interested in whether Eq. (5.6) is positive everywhere outside the horizon. Now it is given by
1 + 2F¯ LFF (F¯ , 0)LF (F¯ , 0) =
4M2r2 − 2pi4q4
4M2r2 + pi4q4
=
x2 − 2
x2 + 1
=: Z(x) . (5.13)
This function has a single zero at x = x0 :=
√
2, outside which it is always positive. Thus our task is to verify that
x0 =
√
2 is inside the horizon. If it is true, the stability is guaranteed since outside the horizon Z(x) is positive. In
order to seek the position of the horizon, that is, zero of f(r) given by Eq. (5.11), we look at the intersections of the
function
y1(x) :=
arctanx
x
− 1
1 + x2
(5.14)
and y2 := pi
3q2/(8GM2). The behavior of y1(x) is shown in Fig. 1, from which we can see that there are two horizons
when y2 < 0.3551. In the extremal case given by y2 = 0.3551, there is single horizon. When y2 > 0.3551, f(r) is
always positive over the spacetime and the metric describes some kind of soliton rather than black hole. Moreover,
Fig. 1 tells us that the innermost position of the outer horizon is given by x = 1.825. Therefore, we can conclude that
x0 =
√
2 < 1.825 is always located inside the horizon if the black hole exists, and the Bardeen-like regular black hole
is stable as long as the function L2(F) guarantees the positivity of Eq. (5.5) with N = 2.
B. Euler–Heisenberg theory
The Euler–Heisenberg Lagrangian was first proposed in 1936 [13], which describes the effective Lagrangian for a
constant electromagnetic field in the quantum electrodynamics after integrating out the electron. In a non-perturbative
form, it is given by
L(F , F˜) = F + 1
8pi2
∫ ∞
0
ds
s3
exp(−m2es)
(es)2Re cosh
(
es
√
2F + 2iF˜
)
Im cosh
(
es
√
2F + 2iF˜
) F˜ − 2
3
(es)2F − 1
 , (5.15)
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FIG. 1. A red line indicates the behavior of y1(x) defined by Eq. (5.14). A dashed gray line at 0.3551 divides whether the
horizons exist or not.
where me is the electron mass, and e is the elementary charge. Assuming that the electromagnetic field is sufficiently
small, and taking into account the terms up to the quadratic order of F and F˜ , the Lagrangian is approximated by
L(F , F˜) = F − 2α
2
45m4e
(4F2 + 7F˜2) , (5.16)
where α := e2/4pi is the fine-structure constant. The shadow of a black hole in this quadratic theory is studied in
Ref. [74]. Here let us see a stability of a black hole in this theory. For the effective Lagrangian, we have the metric
function as
f(r) = 1− 2GM
r
+
4piGq2
r2
− 16piGα
2q4
225m4er
6
. (5.17)
Let us examine the stability on the effective Lagrangian briefly. The first derivative with respect to F is
LF (F¯ , 0) = 1− 8α
2q2
45m4er
4
. (5.18)
We need LF (F¯ , 0) > 0 in order to satisfy the null energy condition and prevent the existence of a ghost, which is
violated inside rNEC := (8/45)
1/4
√
α|q|/me. In terms of the radius, we have
1− 2F¯ LF˜F˜ (F¯ , 0)LF (F¯ , 0) = 1 +
7
2
· 1
(r/rNEC)4 − 1 , (5.19)
1 + 2F¯ LFF (F¯ , 0)LF (F¯ , 0) = 1−
2
(r/rNEC)4 − 1 . (5.20)
The behaviors of these functions are shown in Fig. 2. We can see the function (5.19) is always positive at r > rNEC .
Meanwhile, the function (5.20) is negative in the region 1 < r/rNEC < 3
1/4 = 1.3161. The stability depends on he
mass and charge of the black hole. Black holes are stable if the horizon is located outside of the position where the
stability condition is violated. To see this, we evaluate the metric function at the positions of our interest,
f(rNEC) = 1−
√
3 101/4GMme√|q|α + 278√10 8piGm2e|q|α , (5.21)
f(31/4rNEC) = 1− 30
1/4GMme√|q|α + 298√30 8piGm2e|q|α . (5.22)
Then it turns out that the functions (5.18) and (5.20) are always positive outside the horizon and the stability is
ensured if √
α|q|
301/4Gme
+
29pime|q|3/2
303/4
√
α
< M and
103/4
√
3α|q|
30Gme
+
9
√
3pime|q|3/2
103/4
√
α
< M . (5.23)
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FIG. 2. A red and a blue line indicate the behaviors of the functions (5.19) and (5.20), respectively.
On the other hand, the black hole can be unstable if the charge is sufficiently large compared to the mass. Note that
this instability is a prediction of the quadratic Euler–Heisenberg Lagrangian (5.16), not the quantum electrodynamics
itself because of following two reasons: First, rNEC is nothing but a length scale where F¯ = q2/2r4 ∼ m4e/α2. Thus the
truncation of the higher order terms is no longer valid near r ∼ rNEC . Second, the spherically symmetric configuration
means that the electromagnetic field is not a constant. In such a case, non-perturbative Euler–Heisenberg Lagrangian
is no longer valid and derivative interactions such as ∂µFνρ∂
µF νρ will contribute to the effective Lagrangian. Thus,
the appearance of instability in our analysis should be understood as the necessity of such an ultraviolet completion
of the quadratic theory.
C. Born–Infeld theory
In the 1930s, Born and Infeld introduced a nonlinear Lagrangian to remove the divergence of the electron’s self-
energy in classical electrodynamics [14]. Black hole solutions in a class of Born–Infeld theory have been studied in
Refs. [46, 54, 75, 76]. The Lagrangian is given by
L(F , F˜) = µ4
√
1 +
2F
µ4
− F˜
2
µ8
− µ4 , (5.24)
where µ is a scale parameter with a mass dimension. When the electromagnetic field is sufficiently small compared
to the scale, the Lagrangian reduces to Maxwell’s one. For the Lagrangian, we obtain the metric function as
f(r) = 1− 2GM
r
+
8piGµ4r2
3
[
1− 2F1
(
−3
4
,−1
2
,
1
4
,− q
2
µ4r4
)]
. (5.25)
For the stability analysis, we need the following expressions
LF (F¯ , 0) = 1√
1 + 2F¯/µ4 , (5.26)
1− 2F¯ LF˜F˜ (F¯ , 0)LF (F¯ , 0) = 1 +
2F¯
µ4
, (5.27)
1 + 2F¯ LFF (F¯ , 0)LF (F¯ , 0) =
1
1 + 2F¯/µ4 , (5.28)
which are all positive. In addition, the quantity (5.28) is less than one. Thus the stability conditions derived in the
previous section are all satisfied in this theory.
VI. SUMMARY AND OUTLOOK
In this paper, we obtained equations of motion for the linear perturbations on the magnetically charged black hole
in general nonlinear electrodynamics. Furthermore, we clarified sufficient conditions for the stability of magnetic
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black holes, which are summarized by Eqs. (4.8)–(4.11). Comparing to the previous work for electric black holes by
Moreno and Sarbach [52], where they focus on a Lagrangian with L(F), we investigated the most general action
(2.1) that is composed of the field strength Fµν and its Hodge dual F˜µν , which generally reduces to a Lagrangian
with L(F , F˜) given by Eq. (2.5) as demonstrated in Appendix A. We checked the stability conditions in three models
with a magnetic charge: Bardeen’s regular black holes, black holes in Euler–Heisenberg theory and black holes in
Born–Infeld theory. We obtained a sufficient condition of F˜ dependence for Bardeen’s magnetic black holes, which
is the positivity of Eq. (5.5). We showed that magnetic black holes in the quadratic Euler–Heisenberg theory are
stable when the mass and the charge satisfy the condition (5.23). In addition, we proved that magnetic black holes
in Born–Infeld electrodynamics are stable without omitting F˜ dependence.
Throughout the paper, we focused only on magnetically charged black holes. Through the electromagnetic duality
of nonlinear electrodynamics [72], our results are expected to be translated to black holes with an electric charge. In
particular, because Born–Infeld theory is duality invariant, the stability of electrically charged black holes in Born–
Infeld electrodynamics follows from that of magnetically charged ones. Notice that our analysis cannot apply to black
holes with both electric and magnetic charge. Then it is interesting to check the stability of black holes with both
magnetic and electric charge.
Our Lagrangian (2.1) typically appears as an effective theory for a homogeneous, constant field strength, ∂µFνρ ∼ 0,
for example as Euler–Heisenberg action. From the point of view of effective field theory, it is natural to include the
derivative interactions like ∂µFνρ∂
µF νρ for a spherically symmetric case. It is not clear how such interactions affect
the stability of black holes.
As an application of our results, it is important to study the quasi-normal modes of gravitational waves and
electromagnetic radiations in nonlinear electrodynamics. So far, quasi-normal modes are investigated only without F˜
dependence. Thus it is interesting to see effects of F˜ dependence on quasi-normal modes. We leave these interesting
problems for future work.
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Appendix A: General nonlinear electrodynamics
In this appendix, we study the general form of Lagrangian in nonlinear electrodynamics. Let us define
Xn1,m1,n2,m2,... := tr(Fn1 F˜m1Fn2 F˜m2 · · · ) (A1)
with non-negative integers n1,m1, n2,m2, . . . , where F and F˜ stand for the matrices with components Fµ
ν and F˜ νµ ,
respectively. An arbitrary scalar constructed from the field strength and its Hodge dual can be expressed in terms of
Xn1,m1,n2,m2,.... Our goal in this appendix is to reduce the form of Xn1,m1,n2,m2,... to one in terms of the invariants
F := 14FµνFµν and F˜ := 14Fµν F˜µν = 18µνρσFµνF ρσ.
First, using an identity αβγδµνρσ = −4!δ[αµ δβν δγρ δδ]σ , we can see that an even number of F˜ can be expressed in terms
of F . Thus we can rewrite Xn1,m1,n2,m2,... given by Eq. (A1) as a form including only one or zero F˜ . Next, we can
use the relation δ
[σ
µ ρναβ] = 0 to find that
0 = FρσFαβδ
[σ
µ 
ρναβ]
=
1
5
FρσFαβ
(
δσµ
ρναβ + δρµ
ναβσ + δνµ
αβσρ + δαµ
βσρν + δβµ
σρνα
)
=
1
5
FρσFαβδ
ν
µ
αβσρ +
4
5
FρσFαβδ
σ
µ
ρναβ
= −8
5
δνµF˜ −
4
5
FµρFαβ
ρναβ . (A2)
In the third line, we use the antisymmetry of Fµν to get together some terms. Therefore, if the combination of FF˜
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appears in Xn1,m1,n2,m2,..., we can take it to a form in terms of F˜ by using
Fµ
ρF˜ νρ =
1
2
FµρFαβ
ρναβ
= −δνµF˜ , (A3)
where the second line comes from Eq. (A2). Thus we can reduce Xn1,m1,n2,m2,... to a function of F˜ and tr(F · · ·F ).
Finally, the Cayley–Hamilton theorem for 4× 4 matrices states
(F 4)µ
ν
= tr(F )(F 3)µ
ν − 1
2
(
(tr(F ))2 − tr(F 2)) (F 2)µν
+
1
6
(
(tr(F ))3 − 3 tr(F 2) tr(F ) + 2 tr(F 3))Fµν − det(F )δνµ , (A4)
where (F 4)µ
ν
means Fµ
αFα
βFβ
γFγ
ν , and so on. Now we can also use the following relations which hold from the
antisymmetry of Fµν ,
tr(F ) = tr(F 3) = 0 , (A5)
tr(F 2) = Fµ
νFν
µ = −4F , (A6)
det(F ) =
1
g
det(Fµν) = −
(
1√−gPf(Fµν)
)2
= −
(
−1
8
µνρσFµνFρσ
)2
= −F˜2 , (A7)
where Pf(Fµν) stands for the Pfaffian of the antisymmetric matrix Fµν . Note that F has been defined to be a matrix
with components Fµ
ν . In order to relate the determinant of Fµ
ν with that of Fµν , additionally we need that of the
inverse metric, g−1, which appears in the second equality in Eq. (A7). Note also that we normalize the covariant
Levi-Civita tensor as 0123 =
√−g throughout this paper, thus 0123 = −1/√−g. Using these relations, Eq. (A4)
becomes
(F 4)µ
ν
=
1
2
tr(F 2)(F 2)µ
ν − det(F )δνµ
= −2F(F 2)µν + F˜2δνµ . (A8)
Since Xn1,m1,n2,m2,... is eventually given by the trace of the matrix, we can conclude that it can be reduced to a
function of F and F˜ . Therefore, in the context of nonlinear electrodynamics, a general form of Lagrangian is given
by a function of the invariants F and F˜ : this is what we wanted to show in this appendix.
Appendix B: Decompositions and gauge transformations of perturbations
In a study of perturbations on a spherically symmetric background, it is useful to expand the perturbations in
terms of spherical harmonics and extract the time and radial dependence of them. Here we list the decomposition of
perturbations explicitly. First, 10 components of the metric perturbations are expanded as
δgAB =
∑
l,m
√
g¯AAg¯BBHAB(l,m; t, r)Ylm(θ, φ) , (B1)
δgAI =
∑
l,m
[
h+A(l,m; t, r)Y
+
I,lm(θ, φ) + h
−
A(l,m; t, r)Y
−
I,lm(θ, φ)
]
, (B2)
δgIJ =
∑
l,m
[
r2K(l,m; t, r)ΩIJYlm(θ, φ) +G
+(l,m; t, r)Y +IJ,lm(θ, φ) +G
−(l,m; t, r)Y −IJ,lm(θ, φ)
]
, (B3)
and 4 components of the gauge potential perturbations are expanded as
δAA =
∑
l,m
δAA(l,m; t, r)Ylm(θ, φ) , (B4)
δAI =
∑
l,m
[
δA+(l,m; t, r)Y +I,lm(θ, φ) + δA
−(l,m; t, r)Y −I,lm(θ, φ)
]
, (B5)
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where indices A and B take t and r, while I and J take θ and φ. Here we use g¯AB to represent the components of
the metric on the background two-dimensional pseudo-Riemannian manifold where the coordinates (t, r) are given:
g¯ABdx
AdxB = −f(r) dt2+f−1(r) dr2 in our interest (see Eq. (3.3)). On the other hand, ΩIJ stand for the components
of the metric on the unit two-sphere S2: ΩIJdx
IdxJ = dθ2 + sin2 θ dφ2. The standard (scalar) spherical harmonics
are denoted as Ylm(θ, φ), where l and m are integers such that l ≥ 0 and −l ≤ m ≤ l. In terms of Ylm(θ, φ), the
vector spherical harmonics defined for l ≥ 1 are given by
Y +I,lm(θ, φ) = DIYlm(θ, φ) = (∂θ, ∂φ)Ylm(θ, φ) , (B6)
Y −I,lm(θ, φ) = εI
JDJYlm(θ, φ) =
(
1
sin θ
∂φ,− sin θ ∂θ
)
Ylm(θ, φ) , (B7)
where DI and εIJ stand for the covariant derivative and the antisymmetric Levi-Civita tensor on S
2, whose indices
are raised or lowered by ΩIJ . The tensor spherical harmonics defined for l ≥ 2 are given by
Y +IJ,lm(θ, φ) = DIDJYlm(θ, φ)− εIKεJLDKDLYlm(θ, φ) =
(
W X
? − sin2 θ
)
Ylm(θ, φ) , (B8)
Y −IJ,lm(θ, φ) = εI
KDKDJYlm(θ, φ) + εJ
KDKDIYlm(θ, φ) =
(
(1/ sin θ)X − sin θW
? − sin θ X
)
Ylm(θ, φ) , (B9)
where stars stand for quantities determined by the symmetry of the matrices and some operators are defined by
W = ∂2θ − cot θ ∂θ −
1
sin2 θ
∂2φ , (B10)
X = 2∂θ∂φ − 2 cot θ ∂φ . (B11)
It is convenient to classify the perturbations by their parity since ones which have different parity do not mix in the
linear order. Under parity, note that Ylm, Y
+
I,lm and Y
+
IJ,lm pick a factor of (−1)l, while Y −I,lm and Y −IJ,lm pick (−1)l+1.
Then let us consider gauge transformations induced by diffeomorphisms and a U(1) gauge parameter:
δgµν → δgµν + £ξ g¯µν , (B12)
δAµ → δAµ + £ξA¯µ + ∂µΘ , (B13)
where £ξ represents the Lie derivative along a vector field ξµ which produces a set of diffeomorphisms, and Θ is an
arbitrary function corresponding to the additional U(1) gauge symmetry. The quantities with a bar correspond to
the background, which are given by Eqs. (3.3) and (3.5) in our case. A general vector field ξµ can be expanded on
scalar and vector spherical harmonics as
ξA =
∑
l,m
ξA(l,m; t, r)Ylm(θ, φ) , (B14)
ξI =
∑
l,m
[
ξ+(l,m; t, r)Y +I,lm(θ, φ) + ξ
−(l,m; t, r)Y −I,lm(θ, φ)
]
. (B15)
Given the background as (3.3) and (3.5), we can write down the gauge transformations explicitly. For the coefficients
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of metric perturbations, we have
Htt → Htt +
(
2
f
ξ˙t − f ′ξr
)
, (B16)
Htr → Htr +
(
ξ′t + ξ˙r −
f ′
f
ξt
)
, (B17)
Hrr → Hrr + (f ′ξr + 2fξ′r) , (B18)
h+t → h+t +
(
ξt + ξ˙
+
)
, (B19)
h−t → h−t + ξ˙− , (B20)
h+r → h+r +
(
ξr + ξ
+′ − 2
r
ξ+
)
, (B21)
h−r → h−r +
(
ξ−′ − 2
r
ξ−
)
, (B22)
K → K +
(
2f
r
ξr − l(l + 1)
r2
ξ+
)
, (B23)
G+ → G+ + ξ+ , (B24)
G− → G− + ξ− , (B25)
where a dot and a prime denote the derivative with respect to t and r, respectively. For l ≥ 2, we can choose the 4
degrees of freedom of gauge functions so that h+t = h
+
r = G
+ = G− = 0. After that and renaming
H0 = Htt , (B26)
H1 = Htr = Hrt , (B27)
H2 = Hrr , (B28)
h0 = −h−t , (B29)
h1 = −h−r , (B30)
which follows the notation in Ref. [3], we are left with Eqs. (3.9) and (3.10). For l = 1, G+ and G− are not defined,
thus we can set h+t = h
−
t (= −h0) = h+r = K = 0 by choosing four degrees of freedom of gauge functions appropriately.
For l = 0, the functions h+t , h
−
t , h
+
r , h
−
r , G
+ and G− are not defined and we have two degrees of freedom of gauge
denoted by ξt and ξr. Then we can choose a gauge fixing such that Htr(= H1) = K = 0.
Let us turn to gauge transformations of electromagnetic perturbations. When we expand a U(1) gauge parameter
Θ in Eq. (B13) as
Θ(t, r, θ, φ) =
∑
l,m
[
Θ(t, r)Ylm(θ, φ)− q(±1− cos θ)
r2 sin θ
(
ξ+
1
sin θ
∂φYlm − ξ−∂θYlm
)]
, (B31)
where Θ(t, r) is an arbitrary function of (t, r), the gauge transformations are induced as follows:
δAt → δAt + Θ˙ , (B32)
δAr → δAr + Θ′ , (B33)
δA+ → δA+ +
(
Θ +
q
r2
ξ−
)
, (B34)
δA− → δA− − q
r2
ξ+ . (B35)
For l ≥ 1, we can use the degree of freedom of gauge parameter Θ to set δA+ = 0. After that and renaming
f−23
l(l + 1)
= δA− , (B36)
f+02 = − δAt , (B37)
f+12 = − δAr , (B38)
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we have the expressions in the main text, Eqs. (3.14)–(3.17), (3.20)–(3.23). For l = 0, the functions δA+ and δA−
are not defined, thus we can be left only with δAr (or equivalently f
+
12) by using the degree of freedom of gauge to
remove δAt (or f
+
02).
Before the gauge fixing, we can see the following combinations are gauge invariant:
ĥ−t := h
−
t − G˙− , (B39)
ĥ−r := h
−
r −G−′ +
2
r
G− , (B40)
Ĥtt := Htt − 2
f
(
h˙+t − G¨+
)
+ f ′
(
h+r −G+′ +
2
r
G+
)
, (B41)
Ĥtr := Htr −
(
h+t − G˙+
)′
−
(
h˙+r − G˙+′ +
2
r
G˙+
)
+
f ′
f
(
h+t − G˙+
)
, (B42)
Ĥrr := Hrr − f ′
(
h+r −G+′ +
2
r
G+
)
− 2f
(
h+r −G+′ +
2
r
G+
)′
, (B43)
K̂ := K − 2f
r
(
h+r −G+′ +
2
r
G+
)
+
l(l + 1)
r2
G+ , (B44)
δÂ− := δA− +
q
r2
G+ , (B45)
δÂt := δAt −
(
δA˙+ − q
r2
G˙−
)
, (B46)
δÂr := δAr −
(
δA+ − q
r2
G−
)′
. (B47)
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