Accelerated gradient descent iterations are widely used in optimization. It is known that, in the continuous-time limit, these iterations converge to a second-order differential equation which we refer to as the accelerated gradient flow. Using geometric singular perturbation theory, we show that, under certain conditions, the accelerated gradient flow possesses an attracting invariant slow manifold to which the trajectories of the flow converge asymptotically. We obtain a general explicit expression in the form of functional series expansions that approximates the slow manifold to any arbitrary order of accuracy. To the leading order, the accelerated gradient flow reduced to this slow manifold coincides with the usual gradient descent. We illustrate the implications of our results on three examples.
1. Introduction. We consider the convex optimization problem min x∈X f (x) where f : X → R is a convex function of class C r (i.e. f is r-time continuously differentiable) and X ⊆ R n is a convex, connected, open set. We also assume that f attains its unique minimum at a point x * ∈ X .
The most well-known method for obtaining the minimum x * is the gradient (or steepest) descent iterations
where s > 0 is a parameter. Under certain assumptions, the sequence {x k } is guaranteed to converge to the minimum x * [1] . It is also well-known that in the limit s → 0, the discrete iterations (1.1) converge to the continuous-time gradient floẇ x = −∇f (x) which is a first-order differential equation. In fact, the gradient descent iterations are an explicit Euler discretization of the gradient flow [10, 2] . The convergence rate of the gradient descent iterations is O(1/k) which is rather slow [8] . In order to improve this convergence rate, a number of accelerated gradient descent iterations have been developed [9] . Most notable perhaps is Nesterov's accelerated gradient descent, (1.2) x
where {λ k } and {s k } are prescribed sequences of positive real numbers [7] . The convergence rate of this accelerated gradient descent is O(1/k 2 ). The terms involving λ k are referred to as the acceleration terms. For λ k = 0, we recover the steepest descent method. Su et al. [11] discovered that in a small step size limit the Nesterov iterations converge to the second-order differential equation, Recall that the gradient descent iterations converge, in the continuous-time limit, to a first-order differential equation while the Nesterov's accelerated gradient descent converges to a second-order differential equation.
More recently, Wibisono et al. [12] showed that a large class of accelerated gradient methods can be formulated as temporal discretizations of a second-order differential equation. In their framework, the continuous-time accelerated gradient methods coincide with the Euler-Lagrange equations corresponding to a single Lagrangian, (1.4) L(x,ẋ, t) = e αt+γt D h (x + e −αtẋ , x) − e βt f (x) , which we refer to as the Bregman Lagrangian. Here, α t , β t and γ t are potentially time-dependent scalar functions and the Bregman divergence D h is defined as
where ·, · denotes the usual Euclidean inner product and the distance-generating function h : X → R is convex and continuously differentiable. Wibisono et al. [12] assume the ideal scaling,γ t = e αt , and show that the Euler-Lagrange equation corresponding to the Bregman Lagrangian (1.4) reads (1.6)ẍ + (e αt −α t )ẋ + e 2αt+βt ∇ 2 h(x + e −αtẋ ) −1 ∇f (x) = 0.
For the special choice α t = log(2/t), β t = −2 log(2/t) and h(x) = 1 2 x 2 , the Euler-Lagrange equation (1.6) coincides with equation (1.3).
Wibisono et al. [12] also show that, for certain functions α t and β t , the trajectories of (1.6) converge to the minimum x * asymptotically. Furthermore, they recover several well-known accelerated gradient methods by discretizing equation (1.6) in time in an appropriate fashion.
In this paper, we investigate the asymptotic behavior of the accelerated gradient flows and their phase space structure. In particular, using geometric singular perturbation theory, we show that the solutions of the Euler-Lagrange equation (1.6) converge exponentially fast towards an n-dimensional, attracting, slow manifold embedded in the 2n-dimensional phase space of the Euler-Lagrange equation. We derive explicit formulas for the slow manifold in terms of a functional series expansion. To the leading order, the Euler-Lagrange equation reduced to the slow manifold coincides with the gradient descent. We also investigate the reduced flow at higher orders and prove that the minimum x * is a locally asymptotic stable fixed point of the reduced flow at any order. Section 2 contains our main results including the slow manifold reduction in Euclidean and non-Euclidean spaces. We also discuss some limitations of our approach in this section. In section 3, we demonstrate the implications of our results on three examples. Section 4 contains our concluding remarks.
2. Slow manifold reduction of accelerated gradient flow.
2.1. Euclidean case. In this section, we consider the Euclidean case where the distance-generating function in the Bregman Lagrangian (1.4) is given by h(x) = 1 2 x 2 . In this case, the Lagrangian reads
The corresponding Euler-Lagrange equation reads Fig. 2.1 . A sketch of the geometric singular perturbation theory. In the singular limit, = 0,
converge exponentially fast to (x 0 , 0) ∈ M 0 from any initial condition (x 0 , v 0 ). In other words, the set M 0 is invariant and the global attractor of the system. For 0 < 1, the manifold M 0 deforms into a nearby manifold M which is also invariant and globally attracting. However, M is not necessarily a collection of fixed points.
The following theorem, which constitutes our main result, states that under certain assumptions the trajectories of the Euler-Lagrange equation (2.2) converge asymptotically to an n-dimensional invariant slow manifold embedded in the 2ndimensional phase space (x,ẋ). This slow manifold is a graph over the x coordinates. We obtain an explicit expression for this graph in the form of a functional series expansion. where = µ −1 and the maps g k : X → R n are defined recursively by
Before presenting the proof of this theorem, we make a few remarks.
Remark 1. The conditions requiring µ = e αt −α t and η = e 2αt+βt to be constant are equivalent to
where α 0 , η ∈ R and µ > 0 are arbitrary constants satisfying α 0 ≤ log µ. For instance, the class of accelerated gradient flows considered in Eq. (7) of Ref. [13] and in Eq. (4) of Ref. [5] satisfy these conditions. We point out that these conditions are sufficient for the results of Theorem 1 to hold but are not necessary and can possibly be relaxed.
Remark 2. Note that the minimum x * is a fixed point of (2.3) since ∇f (x * ) = g k (x * ) = 0 for all k ∈ N. Proof of Theorem 1. We first rewrite equation (2.2) as a system of first-order differential equations by introducing a new variable v =ẋ, so thaṫ
Next, we introduce the fast time τ = t/ where = µ −1 1. In terms of the fast time τ , equations (2.7) can be written as
where prime denotes the derivative with respect to the fast time τ , e.g., x = dx/dτ .
In the singular limit, = 0, equations (2.8) have the trivial solution x(τ ) = x 0 and v(τ ) = v 0 e −τ where (x 0 , v 0 ) is the initial condition. The trajectories of the system converge exponentially fast towards the critical manifold
By Fenichel's geometric singular perturbation theory [3] , there exists 0 > 0 such that for 0 < < 0 , (i) The trajectories of (2.8) also converge to an n-dimensional invariant manifold M , (ii) Furthermore, M is a C r -smooth graph over M 0 and O( ) close to it. More specifically, M can be expressed through the formal series expansion
where g k : R n → R n are smooth functions to be determined. As a result, we have
On the other hand, equation ( 
Matching the terms of the same order k in equation (2.11) and (2.12), we obtain
Note that all functions g k with an even index vanish, i.e., g 2k = 0 for all k ∈ N. Equation (2.13) for the odd indices can be rearranged as
where we have made the change of variables k → 2k + 1. Therefore, the flow on the slow manifold M is given by
Rescaling the fast time τ back to the original time t, we obtain equation (2.3). Note that the function g 2r+1 involves derivatives of f up to and including order r +1. Since we assumed f ∈ C r+1 (X ), the formal infinite series (2.10) must be truncated at this order.
As mentioned in Remark 3, to the leading order, the reduced flow on the slow manifold is a gradient flow. It is well-known that the minimizer x * is a locally asymptotically stable fixed point of the gradient flow for convex, continuously differentiable functions f . The natural question is whether, for higher order truncations, the minimizer x * remains an asymptotically stable fixed point. It is straightforward to show this for the third-order truncations of the reduced flow: The minimizer x * is a locally asymptotically stable fixed point of the above equation.
Proof. We use the Lyapunov function
Note that E(x) > 0 for all x ∈ X \{x * } and that E(x * ) = 0. The gradient of this Lyapunov function is given by
and therefore d dt E(x) = ∇E(x),ẋ < 0. This completes the proof. It turns out that the minimum x * is an asymptotically stable fixed point of the reduced flow at any finite order of truncation. This is stated in the following theorem. The proof, however, is much more involved and is presented in the appendix.
Theorem 2. Let f ∈ C r+1 (X ) be a convex function. The point x = x * is an asymptotically stable fixed point of the reduced flow (2.3). More precisely, x = x * is an asymptotically stable fixed point of the differential equation
Proof. See Appendix A.
2.1.1. Limitations of the slow manifold reduction. We recall that Theorem 1 assumes the functions α t and β t satisfy certain conditions (also see Remark 1). We also recall that these conditions are sufficient and can possibly be relaxed.
To examine a case where these assumptions may fail, lets consider the special case of equation (1.3) which is the continuous-time limit of the Nesterov accelerated gradient iterations (1.2). Since this equation has an explicit dependence on time, we work in the extended phase space (x,ẋ, t) and employ the non-autonomous geometric singular perturbation theory [6, 4] .
To this end, we follow the proof of Theorem 1 and write equation (1.3) as a system of first-order differential equations,
Note that, since we are concerned with the asymptotic behavior of the equation (t 0), the integrable singularity at the initial time t = 0 is not an issue in the following. Next we introduce the fast time τ = t/ and recast (2.20) in terms of this variable. This yields
where, as in Theorem 1, the prime sign denotes differentiation with respect to the fast time τ . In the limit = 0, this system admits the solution
Clearly, the subspace M 0 = {(x, v, t) : v = 0} is again an attracting invariant manifold filled with the fixed points (x 0 , 0, t 0 ). Trajectories that are initially away from this invariant manifold converge towards it at the algebraic rate τ −3 .
The question is whether for small > 0 this invariant manifold persists, i.e., whether there is an attracting invariant manifold M that is a smooth deformation of M 0 . Unfortunately, Fenichel's theory [3] is not immediately applicable here since it requires exponential decay to the critical manifold M 0 while we only have the slower algebraic decay τ −3 . We emphasize that this does not necessarily imply that the invariant manifold does not persist but rather that the Fenichel's geometric singular perturbation theory is inadequate to guarantee its persistence.
Non-Euclidean case.
In this section, we consider an important class of distance-generating functions h that appear in the Bregman divergence (1.5) and have the form
where ·, · denotes the Euclidean inner product and H is a n × n symmetric, positivedefinite matrix. Note than ·, · H defines a Riemannian metric on the space R n . With the choice (2.23), the Bregman divergence is given by Note that, since H is symmetric and positive-definite, its inverse exists. We have the following result for the slow manifold reduction of (2.25) which is quite similar to Theorem 1.
Theorem 3. Let f ∈ C r+1 (X ) with r ≥ 0. Define µ = e αt −α t and η = e 2αt+βt . If µ and η are constant, then there exists µ 0 > 0 such that for all µ > µ 0 the following are true.
(i) The trajectories of the Euler-Lagrange equation (2.25) converge exponentially fast to an n-dimensional invariant manifold embedded in the 2n-dimensional phase space (x,ẋ). Furthermore, this invariant manifold is a graph over the x coordinates (ii) The flow of (2.25) on this invariant manifold is given by
where = µ −1 and the maps g k : X → R n are defined recursively by
Proof of Theorem 3. The proof is quite similar to the Euclidean case (Theorem 1) and therefore is omitted here for brevity. We point out that the only difference in the above non-Euclidean result compared to the Euclidean case is the appearance of H −1 in the definition of g 1 in (2.27) which trickles to the higher order terms. For instance, we have
Furthermore, Theorem 2 also holds in the non-euclidean case. Namely, the minimizer x * is an asymptotically stable fixed point of (2.26) truncated to any order 0 ≤ p ≤ r. The proof is similar to the Euclidean case and therefore is omitted here.
Examples.
In this section, we demonstrate our results on three functions as listed in Table 3 .1 and plotted in figure 3.1. These functions are convex with their global minima at the origin, x * = 0. In example 2, we set = µ −1 = 0.5 to demonstrate that the slow manifolds persist even for relatively large values of the perturbation parameter . We also note that for such large values of (such as the one in example 2), the trajectories of the accelerated gradient flow exhibit a more oscillatory behavior compared to smaller where the oscillations are damped. 3 log(e x 2 1 + e 4x 2 2 ) 4 1 Figure 3 .2 shows the corresponding truncated slow manifolds M ,p for each example. Here, M ,p denotes the slow manifold M truncated to the p-th order. More specifically, the truncated slow manifold M ,p is a graph over the x-plane. This graph, denoted by v ,p : X → R n , is defined by
where g k 's are given in (2.4) . For example 1, we plot the first-order truncation (p = 1) and, for the other two examples, we plot the third-order truncation (p = 3). Recall that the even terms in the series vanish so that the p = 3 truncation only contains two terms. In all three examples, the difference between the fist and third order truncations is insignificant and visually unnoticeable.
In each panel of figure 3 .2, two types of trajectories are shown. The blue curves mark the trajectories of the second-order Euler-Lagrange equation (2.2) while the red curves mark the trajectories of the first-order reduced equation (2.3) plotted on the slow manifold.
The trajectories of the Euler-Lagrange equation (blue curves) undergo two stages. First they approach the slow manifold exponentially fast. In the second stage, they closely follow the slow manifold towards the minimizer x * . These two stages are demonstrated in figure 3 .3 which shows the distance from the slow manifold M ,p along the trajectory (x(t), v(t)) of the Euler-Lagrange equation corresponding to example 1. This distance is computed as
The distance shows two exponential slopes. Within the first time unit (see the inset of figure 3. 3), the distance drops sharply which corresponds to the convergence towards the slow manifold. The rate of convergence seems identical for both truncations p = 1 and p = 3. However, the distance corresponding to p = 3 decreases by a grater p = 1 amount since this higher-order truncation more accurately approximates the true slow manifold M . Later (t > 10), the distance d(t) continues to decrease but at a lower rate. We attribute this second decaying stage to the asymptotic convergence of the Euler-Lagrange solutions to the minimizer x * within the slow manifold.
A practical implication of our slow manifold reduction is that one can reduce the computational cost of accelerated gradient flow by skipping the first stage of their evolution (i.e. the convergence towards the slow manifold). Since the accelerated gradient flows are second-order differential equations, they require an initial guess (x 0 , v 0 ) as their initial condition. However, knowing the slow manifold, it is advantageous to start the trajectory with the initial velocity v 0 = v ,p (x 0 ) for a given initial guess of the minimizer x 0 . This choice of the initial velocity avoids the initial phase of the flow, i.e. convergence towards the slow manifold, by placing the trajectory O( p )-close to this manifold at the initial time. Although for p ≥ 3 computing v ,p might be costly, for p = 1 it only requires computing the gradient of f since v ,1 (x 0 ) = − η∇f (x 0 ).
Conclusions.
It has recently been shown that the continuous-time limit of accelerated gradient descent methods are the Euler-Lagrange equations corresponding to a single Lagrangian. This Euler-Lagrange equation takes the form of a second-order ordinary differential equation that we refer to as the accelerated gradient flow.
Here we showed that, under certain assumptions, the accelerated gradient flows possess an attracting, invariant, slow manifold. The trajectories of accelerated gradient flow undergo two stages. First, they converge exponentially fast towards the slow manifold. Then they closely follow the flow within the slow manifold. We derived a general explicit formula that approximates the slow manifold to any arbitrary order of accuracy.
To the leading order, the flow within the slow manifold coincides with the usual gradient (or steepest) descent. Higher orders of accuracy, however, involve higher order derivatives of f (Here, f is the convex function which we would like to minimize). We also showed that, to any order of accuracy, the minimizer x * is an asymptotically stable fixed point of the accelerated gradient flow reduced to the slow manifold.
A practical implication of our results is the reduced computational cost of accelerated gradient flows by initializing it close to the slow manifold which now is known explicitly. This initialization avoids the initial stage of the flow which involves converging towards the slow manifold hence reducing the computational cost.
Since accelerated gradient iterations are temporal discretizations of the accelerated gradient flow [12] , we expect similar slow manifold reductions to hold for the discrete accelerated methods. However, a rigorous singular perturbation analysis of these iterations is desirable and will be pursued in future work.
Finally we recall that our results rely on Fenichel's geometric singular perturbation theory [3] . As we discussed in section 2.1.1, certain accelerated gradient flows do not satisfy the requirements of this theory. For instance, the continuous-time limit of the Nesterov's accelerated gradient iterations (1.3) has an algebraic decay rate. As such, Fenichel's results do not immediately guarantee the existence of an attracting slow manifold for this flow. Therefore, the existence of the slow manifold reduction for the Nesterov flow needs to be established by other means. This will also be explored in our future work.
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A. Proof of Theorem 2. To prove this theorem, we will need the following lemma.
Lemma 1. The matrices ∇g k (x) ∈ R n×n are symmetric for any x ∈ X . Proof. To show that ∇g k (x) are symmetric, we first show that g k = ∇φ k for twice continuously differentiable functions φ k : X → R. And therefore ∇g k = ∇ 2 φ k is symmetric. First, note that g 2k = 0 and therefore this assertion is trivially correct for even indices with φ 2k = 0. For odd indices, we proceed with induction.
Note that g 1 = −η∇f and therefore we have φ 1 (x) = −ηf (x). Now assume that g = ∇φ for all 1 ≤ < 2k + 1. This implies
The second line, in the above equation, follows from the series of identities,
where on the third line we used the change of indices 2k − → j. Therefore, g k = ∇φ k for all k ≥ 1, where the scalar functions φ k : X → R are defined recursively by g (x), g 2k− (x) .
Note that E(x * ) = 0 and that the first term η(f (x) − f (x * )) is positive for all x ∈ X \{x * }. The second term (corresponding to k = 1) is 3 g 1 (x), g 1 (x) = 3 η 2 ∇f (x) 2 which is also positive for all x ∈ X \{x * }. It is straightforward to show that the higher-order terms in the series are also positive at least in a neighborhood of x * . The gradient of the Lyapunov function is given by 
