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Investment decision-making is modeled by means of a Kohonen neural
net, where neurons represent ﬁrms. This is done in order to model invest-
ments in novel ﬁelds of economic activity, that according to this model are
carried out when ﬁrms recognize the emergence of a new technological pat-
tern. Combination of the equations of Kohonen model neuron with macroe-
conomic relationships yields disaggregated accelerator equations with ﬂex-
ible coefﬁcients, that in the aggregate and ﬁxed-coefﬁcients case boil down
to the traditional accelerator equations. A simulation tests the model in a
situation that is remindful of the very beginning of economic recoveries.
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11 The Investment Acceleration Principle
The ﬁrst clue of what later was to be known as investment acceleration principle
can be found in a work published by Albert Aftalion at the beginning of the XX
century [3]. Aftalion argued that, if a temporary increase of the demand for ﬁnal
goods triggers the production of capital goods, and if capital goods become avail-
able only when the demand for ﬁnal goods is already back at its original level,
then the economy ﬁnds itself with an excess of productive capacity and a crisis is
likely to begin.
A few years later, Clark [14] added a distinction between demand per unit
time, which he called speed, and the acceleration of this demand. Clark argued
that, since ﬁrms adjust their productive capacity according to variations of de-
mand, investments ultimately depend on the acceleration of demand. At that time,
this was just a felicitous expression waiting tot be translated into formulas.
In the subsequent decades, mathematical formulationsof the investmentaccel-
eration principle became a main component of business cycle models. Undoubt-
edly, it was Kalecki who provided the most reﬁned mathematical models [27], but
eventually the far simpler formulas proposed by Samuelson [39] and Hicks [26]
gained a much wider acceptance. According to their proposals, aggregate invest-
ments either depend on aggregate variation of consumption (1) or, alternatively,
















where I,C andY denote aggregate investments, consumption and income, respec-
tively. Coefﬁcients k and l are constants.1
Behind these aggregate magnitudes hide a large number of ﬁrms that carry out
their investment plans independently of one another. Firms invest on innovations
that open up new possibilities for competition, each ﬁrm hoping to increase its
own market share. Since each ﬁrm seeks to exploit the whole increase of demand,
for any single ﬁrm it is rational to commit to investment plans that are tailored
for a larger market share. However, since the (eventually) higher demand must
distribute itself among all ﬁrms, most of them will end up with an excess of pro-
ductive capacity. Ultimately, the investment acceleration principle has its roots in
1In order to avoid confusion with other magnitudes used in this paper, constants have been
denoted by different letters from those used by Samuelson and Hicks.
2the very fact that what is rational for a single ﬁrm to do, may not be rational for
the economic system as a whole [36].
Thus, the very rationale of the investments acceleration principle can only be
seen at the microeconomic level. In fact, it is a rationale that involvesexpectations
and convictions, including the idea that variation of demand is the relevant signal
for investing.
The economic literature provides only one example of an accelerator with a
microeconomic foundation. This is the one that we can ﬁnd in Lucas’ equilibrium
business cycle model [33], where economic agents are distributed on ”islands”





￿ , where kt denotes the logarithm of aggregate capital at time t, and
ˆ kt is the (correctly) estimated mean value of the stochastic distribution of kt over
the ”islands”.
Lucas carried out a thorough discussion of his accelerator equation, conclud-
ing that investment acceleration is pronounced if economic agents:
i. are responsive to perceived future returns of physical capital relative to
money capital;
ii. are convinced that the current demand for physical capital relativeto money
capital is a good indicator of the future return of physical capital;
iii. are convinced that current price movements contain information about the
current demand for physical capital relative to money capital.
The most remarkable feature of the above considerations is that Lucas spoke
of ”perceived future relative returns”, and of being ”convinced that ...”. Inter-
estingly, by moving from the macroeconomic to the microeconomic level Lucas
came to focus on availability of information and the relative importance of differ-
ent information sources to different decision-makers.
This article deepens further this line of reasoning. Speciﬁcally, it makes use
of a neural net in order to model the formation of expectations in the minds of
the managers who decide to invest. By proceeding along this path, it arrives at a
generalizationand microeconomicfoundationofGoodwin’s”ﬂexible”accelerator
[23]. Namely, Goodwin’s model marked a major cornerstone in the history of
investment acceleration equations.
Early empirical applications of (1) and (2) had shown that, in order to ﬁt with
empirical data, accelerator equations must take account of available capital stock
[12]. Goodwin’s accelerator (3) is a simple theoretical model where investments
depend on the difference between available K and desired capital x stock.






















where x denotes desired capital stock.
Since Goodwin assumed that desired capital x is proportional to income Y,
and since capital is accumulated income, Goodwin’s accelerator ultimately de-
pends on past income variations, just like (2). Rather, its distinguishing feature
is that aggregate investments react differently to income variations that take place
at different levels of capital stock. Since this is equivalent to having an acceler-
ator with variable coefﬁcients (e.g. k or l in equation (1) or (2), respectively),
Goodwin’s has been called a ﬂexible accelerator.
Goodwin introduced his ﬂexible accelerator with an eye to the upper turning
points of business cycles [23], where crises begin because of shortages of credit
and labor force. However, a justiﬁcation for investment acceleration to set in at
the low turning points of business cycles has always been regarded as more prob-
lematic. Namely, why should ﬁrms invest if they still have an excess of productive
capacity?
Goodwin’s answer was that those investments that take an economy out of
a recession involve machineries of a novel kind. According to Goodwin, it is
investments on innovations that trigger economic recovery [24]. However, a mod-
elization of innovations triggering investment acceleration has not been attempted
hitherto.
This is namely the aim of the model presented herein, which employs a neural
net in order to reproduce ﬁrms’ cognitive processes. However, setting the invest-
ment acceleration principle on one’s own research agenda may be regarded as an
anomaly. In fact, with the notable exception of Robert Lucas, rational expecta-
tions theorists rejected the investment acceleration principle on the ground that it
is not based on utility optimization. Thus, after Lucas’ model [33], accelerators
disappeared from theoretical economics.
Nonetheless, empirical literature continued to provide evidence that accelera-
tor equations exhibited a much better predictive power than any competing model
[15] [8] [1]. Rational expectations theorists provided two justiﬁcations for this.
Both of them are based onthe observationthat capitalstock timeseries are less
reliable than income time series. The ﬁrst justiﬁcation was provided by Sargent,
4who observed that since income time series are less affected by noise than capital
stocktime series, noiseis likelyto introducea spurious causalitylink from income
towards capital stock [40]. The second justiﬁcation was provided by Acemoglu,
who maintained that ﬁrms observe statistical reports when they make investments
and, since they know that capital stock time series are not very reliable, they base
their decisions on income time series [2].
However, a second tide of empirical studies stressed once again the ability
of accelerator equations to track investments in the most diverse economies and
times, including Malaysia from 1971 to 1988 [9], France from 1972 to 1991 [35],
U.S. from 1948 to 1985 [7], France and U.S. from 1968 to 1993 [34], Cameroon,
Ghana, Kenya and Zimbabwe from 1971 to 1995 [10] and the Czech Republic
from 1992 to 1996 [32]. None of these studies rejected alternative models such
as Tobin’s q, but all of them ascribed the largest explanatory power to accelerator
equations.
Notably, the power of accelerator equations seems not to be affected by dif-
ferences in data reliability across countries and time. Although this consideration
is far from being a deﬁnitive proof, persistence of the predictive power of accel-
erator equations vis ` a vis the enormous improvement in the quality of economic
data in industrialized countries may cast doubts on the relevance of Sargent’s ar-
gumentation. As far as it regards Acemoglu’s argument, even if basing investment
decisions on statistical data had ever been a meaningful strategy for ﬁrms operat-
ing in industrialized economies, it is surely irrelevant in developing and transition
economies, where statistical data are generally available with lags of years and
only in a very aggregate form.
On the theoretical side, Velupillai observed that multiplier-accelerator models
actually do reﬂect rational decision-making because they arise from decision rules
that, although eventually different from utility maximization, are not necessarily
less rational. On the contrary, decision rules based on procedural rationality that
include utility maximization as a special case are able to generate more realistic
and general dynamics, including deterministic chaos [45] [46].
The paper is organized as follows. Firstly, Section 2 introduces a few basic
concepts on cognition and neural nets. Subsequently, Section 3 derives disag-
gregated accelerator equations from an analysis of information ﬂows in an econ-
omy with two production stages. The core of the paper is entailed in Section 4,
which makes use of a neural net in order to link the variation of the accelerator
coefﬁcients to the evolution of the mental categories of the managers who make
investment decisions. Finally, section 5 illustrates the meaning of the equations
derived in the previous sections by means of a numerical example and Section 6
5concludes.
2 A Few Concepts on Cognition and Neural Nets
In very general terms, one can claim that the mess of information generated by
continuous technological innovationconﬂicts with the bounded rationality of eco-
nomic agents, who are forced to operate some simpliﬁcation in order to make
sense of it [42]. However, since human reasoning is not quite the same as ex-
ecuting an algorithm, it is not altogether correct to liken bounded rationality to
memory and time constraints on electronic computers. Rather, human beings sim-
plify the enormous amount of information that they receive by classifying it into
a maneageable number of mental categories.
Interestingly, mental categories are not deﬁned by pre-speciﬁed similarity cri-
teria that the objects to be classiﬁed should fulﬁll. In fact, since the qualitative
features of objects like future goods and future technologies cannot be known in
advance, classiﬁcation criteria that are absolutely correct cannot exist. Rather,
mental categories are continuously constructed and modiﬁed according to sim-
ilarity of a just-received piece of information to the pieces of information that
have already been stored in existing categories. Stored pieces of information that
become guidelines to subsequent classiﬁcation are called prototypes [5] [13] [25].
Notably, it is not even necessary to assume that all items classiﬁed in a cate-
gory share common features. As an example, the reader is invited to ﬁnd whatever
feature all human occupations have in common, that are subsumed by the men-
tal category labelled by the word game: a few minutes reﬂection are sufﬁcient to
realize that this is an impossible task! On the other hand, all we need in order
to use the category ”game” is that we are able to evaluate the similarity of a new
game to some of the items already stored in the category. Such items are acting as
prototypes for future classiﬁcation [31] [13].
Neural nets are able to reproduce these features of human cognition. Thus,
neural nets model bounded rationality in terms of information categorization.
As such, neural nets could possibly become a viable alternative to utility max-
imization. A few attempts to use neural nets in order to model decision-making by
economic agents have already been made [37] [11] [38] [19] [43] [44] [47] [48].
Neural nets ﬁt into the framework of case-based decision theory [20] [21]
[22], where individuals measure the similarity of a decision problem to the situa-
tions that they encountered in the past and take a course of actions that is similar
to one that in the past, in a situation that is similar enough to the present one,
6had produced satisfactory results. In this context, decision-makers do not neces-
sarily maximize utility, though they eventually approach the utility-maximization
solution. Furthermore, in this framework experience with novel situations may
possibly change utility values over time.
There exist many kinds of artiﬁcial neural nets, that are more or less close
to the biological neural nets that inspired them. It is of paramount importance
to distinguish neural nets where category formation is supervised by an external
operator from Kohonen neural nets, where category formation is left to the net
itself.
In the ﬁrst case, a neural net is only used after it underwent a training phase
where the external operator wires in the categories employed by the net. In prac-
tice, a human operator chooses which patterns the net will be able to recognize.
In the second case, no training phase takes place prior to the normal operation
of the net. On the contrary, the net forms and modiﬁes its categories according
to the patterns contained in the information that it is classifying. Clearly, only
Kohonennets cangiveus aclue of the behavior of decision-makerswho are facing
novel situations and require continuous adaptation of their mental categories.
Kohonen neural nets [29] [30] base their ﬂexibility on feed-back and feed-
forward loops that allow adaptation to a changing environment. In this respect,
Kohonen artiﬁcial neural nets are most similar to the biological ones [16].
Kohonen’s model neuron produces an output y


























Evidently, for any set of coefﬁcients ai this simple device is able to distinguish
at least some of the possible input vectors x from one another by yielding different
outputs y. In fact, since there exist many vectors x whose weighted sum yields the
same y, even a single neuron is able to classify input vectors into categories.
The ability of a neuron to adapt these categories to the patterns of input in-























￿ may be linear or non-linear functions.
7Equation (5) differentiates operator-assisted neural nets from Kohonen neural
nets. In operator-assisted neural nets, equation (5) does not exist. In fact, co-
efﬁcients ai are ﬁxed during a training phase that takes place before the normal
operation of the net.
On the contrary, by means of equation (5) a Kohonen net is able to modify its
own categories and learns to recognize novel patterns. Obviously, Kohonen nets
pay a price for this ﬂexibility: they are slower than operator-assisted neural nets.
This is the reason why Kohonen nets are uncommon in commercial applications,
although they constitute a basic research tool in artiﬁcial intelligence.




￿ xi enables the neuron to learn input patterns. It
entails both a feed-back (from y) and a feed-forward (from xi). This learning
term makes ai increase when both y and xi take high values, thereby enhancing
those coefﬁcients that happened to yield a high y when a particular xi was high.
Thus, the structure of coefﬁcients vector a ultimately depends on which vectors x
appeared more often as input. These vectors are the prototypes around which the
net constructs its categories (remark that categories, in a neural net, are embedded
in coefﬁcients ai).




￿ ai in equation (5) enables the neuron to forget in-
put patterns. It entailsa feed-back from output y and, most importantly,coefﬁcient
ai itself. By allowing the neuron to forget categories that refer to patterns that no
longer appear, this forgetting term eases up the formation of novel categories that
allow classiﬁcation of novel events.
Simple, but non trivial examples of equation (5) are: ˙ a
￿ µyx





￿ nya, ˙ a
￿ µyx
￿ ny2a, where µ and n are constants. Figure (1)
illustrates the feed-backs and -forwards within a Kohonen model neuron.
In general, a net of neurons is able to discriminate input information according
to much ﬁner categories than a single neuron can do. As a rule, the greater the
number of neurons, the ﬁner the categories that the net constructs. However, a
neural net is useful precisely because it is able to classify a huge amount of infor-
mation into a few broad categories. If categories are so ﬁne that they track exactly
input information, a neural net becomes useless. Thus, the number of neurons that
a net should possess depends on the variability of input information as well as on
user needs.
However, the behavior of a neural net does not only depend on the number of
its neurons but, to an even larger extent, on the structure of connections between
them. In fact, just like the capabilities of Kohonen neurons depend on feed-backs
and -forwards, the capabilities of a neural net depend on shortcuts that eventu-





Figure 1: Kohonen model neuron. The feed-backs and -forwards are responsible
for all notable properties of Kohonen nets, including the absence of a training
phase. Actually, a training phase can be seen as a feed-back and -forward passing
through a human operator.
information loops take place, then the net as a whole acquires a memory.
It is called a distributed, associative memory, and it is fundamentally different
in nature from the more usual localized memories. Localized memories, such
as books, disks, tapes etc., store information at a particular point in space. This
information can only be retrieved if one knows where its support is (e.g. the
position of a book in a library, or the address of a memory cell in a computer
disk).
On the contrary, in a neural net each neuron may be part of a number of infor-
mation circuits where information is ”memorized” as long as it does not stop to
circulate. Although this is a memory, one cannot say that information is stored in
any particular place. For this reason, one speaks of a distributed memory.
Obviously, information stored in a distributed memory cannot be retrieved by
means of an address. However, a piece of information ﬂowing in a particular loop
can be retrieved by some other piece of information that is ﬂowing close enough
to it. Thus, in a distributed memory information can be retrieved by means of
associations of concepts, with a procedure that reminds of human capabilities
such as ”recognition” or ”intuition” [29] [13]. For this reason, one speaks of
associative memory as well.
9The importance of the capability of a neural net to implement an associative
memory will become clear in the following sections, where it will be shown that
the Keynesian multiplier and the accelerator arise out of information circuits that
involvethe outputs of at least two production stages. In the light of the above con-
siderations, the ability of an economy to recognize the importance of innovations
appears to be similar in nature to the ability of an individual to recognize patterns
and trace similarities.
3 The Disaggregated Accelerator
The aim of this section is that of deriving disaggregated accelerator equations
from an analysis of the structure of information ﬂows within an economy. For this
limited purpose, and only in this section, innovation will be assumed away.
The minimaleconomicstructure thatweneedtoconsider involveshouseholds,
ﬁrms that produce ﬁnal goods (hereafter labelled ﬁnal goods sector) and ﬁrms
that produce capital goods (hereafter labelled capital goods sector). Eventually,
existence of a banking system must be assumed in order to allow investments
beyond internal ﬁnancial resources, but this will not be modeled explicitely.
Within this framework, ’investments’ are purchases of capital goods carried
out by ﬁrms that produce ﬁnal goods. For simplicity, let us suppose a constant
number of ﬁrms in both sectors.
There are three markets in this scheme: the market for ﬁnal goods, the market
forcapitalgoodsand thelabor market. The marketforﬁnalgoods isassumedto be
in imperfect competition because of qualitative diversity of the goods exchaged,
which can be complementary or substitutes of one another in any degree. On the
contrary, it is assumed that at any point in time only one kind of capital good
can be produced. Similarly, only one kind of job is available at any point in time.
However, understanding which ﬁrms will need what amount of capital good in the
next time step is not a trivial task so the situation is quite different from perfect
competition.
Information is free to circulate, but only within certain institutional channels.
Theserequire, coherentlywithtraditionalassumptionssurrounding theinvestment
acceleration principle [3], that ﬁrms in the ﬁnal goods sector only observedemand
for ﬁnal goods and ﬁrms in the capital goods sector only observe demand for
capital goods.
Furthermore, let us assume that:
i. Firms react to changing demand by adjusting quantities, not prices;
10final goods
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Figure 2: The structure of information ﬂows in an economy with two production
stages. One feed-back through the labor market would be sufﬁcient to generate
the Keynesian multiplier,but at least two feed-backs are necessary for investments
acceleration to take place.
ii. Population dynamics, increase of productivity and oscillations of produc-
tion never combine to make labor a rationed good.
These two assumptions are not realistic in general, but they are realistic in the
particular situation for which this model is thought, namely the onset of a recov-
ery. In fact, in this situation labor force is likely to be abundant and inﬂationary
pressures are likely to be low. Furthermore, demand is still increasing at a low
pace so ﬁrms are able to satisfy all requests.
Note that, under the above assumptions, information ﬂows are strictly uni-
directional. In fact, increasing demand for a certain good never leads to price
bargaining (which would imply information ﬂowing back and forth), but rather
to prompt delivering. Thus, information simply ﬂows in the opposite direction of
goods.
Ultimately, information conveyed by these markets regard: 1) Final goods
requested by households; 2) Capital goods requested by the ﬁnal goods sector;
3) Labor requested by the ﬁnal goods sector; 4) Labor requested by the capital
goods sector. Figure (2) illustrates the structure of information ﬂows between
these sectors.
It can be noted that, according to the scheme of ﬁgure (2), ﬁrms in the capital
goods sector produce capital goods out of labor only. This may strike the reader
as unrealistic, but it is a mere artifact of having condensed all production stages
into two aggregates. Consequently, the capital goods sector actually encompasses
all production stages from mining to production of capital goods for its own use.
In ﬁgure (2), two feed-back loops can be recognized. The inner one is due to
labor requested by the ﬁnal goods sector: through households consumption, this
feed-back is sufﬁcient to generate the demand multiplication effect. The outer
11one is due to labor requested by the capital goods sector: through households con-
sumption and ﬁrms investments, this feed-back adds the investments acceleration
effect.
Let us assume that both sectors are composed by N ﬁrms. The ﬁnal goods
sector produces N different goods for a demand that is not disaggregated across
consumers. On the contrary, the capital good sector produces one single capital
goods for N ﬁrms that it distinguishes from one another.




￿ denote consumption of the N goods,
capital endowments in the N ﬁrms of the ﬁnal goods sector and employment in
the N ﬁrms of the ﬁnal goods and the capital goods sectors, respectively. Note










According to Bateson [6], information is not carried by the values taken by
physical magnitudes but rather by their change with respect to a reference level.
For instance, Shannon’s information theory [41] takes a message of equiprobable
characters as a reference value of zero information.
When the investment acceleration principle states that ﬁrms react to varia-
tions of demand, it implicitely assumes that decision-makers consider past values
as reference values for extracting information from the signals that they receive.
Past level of demand for ﬁnal goods is regarded as a stock variable related to con-
sumption of generally short-lived goods that will have to be purchased again at
the next time step. Thus, relevant information is carried by variations of this stock
variable with time. By generalizing this approach we can state that ﬁrms in the
capital goods sector react to requests of variations of the stock of capital goods in
the ﬁnalgoods sector, as well as that households react tovariationsof employment
levels.
Thus, let us deﬁne the following information vectors:
Dc: The information carried by variations of consumption that, since we assumed
savings away, reﬂect variations of income. Since according to the hypothe-
ses of the investments acceleration principle the reference level of zero in-
formation is past demand, ﬁrms that produce ﬁnal goods receive informa-
tion from households by means of Dct
￿ ct
￿ ct
￿ 1. The i-th component of
this vector represents the variation of demand for the i-th ﬁnal good.
Dk: The information carried by variations of the capital stock, i.e. investments.
Since capital goods by deﬁnition last longer than production time, we can
take the capital stock (integrated by replacements due to wear and tear)
12as a reference level of zero information. Thus, information is carried by
variationsof capital stock Dkt
￿ kt
￿ kt
￿ 1. The ith component of this vector
represents the variation of demand of the only capital good by the i-th ﬁrm
of the ﬁnal goods sector.
Dl
￿ : The information carried by variations of employment in the ﬁnal goods sec-
tor. Since production time is generally shorter than the time needed to hire
and ﬁre workers, employment can be considered as a stock variable just like
capital and its past level can be taken as the reference level of zero informa-







￿ 1. The i-th component of this vector represents





￿ : The information carried by variations of employment in the capital goods
sector. Just like in the case of employment in the ﬁnal goods sector, rele-












￿ 1. The i-th
component of this vector represents variations of employment of the only
kind of labor in the i-ﬁrm of the capital goods sector.
Since we assumed savings away, the outcome of utility maximization can be














Likewise, let us assume that the labor requested by the ﬁnal goods sector is








where g ultimately depends on technical coefﬁcients of capital and labor.
Functions f and g are black boxes that hide parts of information processing
and decision-making. In order to understand investment acceleration, these black
boxes can remain such. On the contrary, it is of paramount importance that we
model (i) how ﬁrms in the ﬁnal goods sector process information in order to make
investment decisions, and (ii) how ﬁrms in the capital goods sector process infor-
mation in order to make employment decisions.
By assuming constant returns to scale in the ﬁnal goods sector we can intro-




13where each line represents information processing by a different ﬁrm in the ﬁnal
goods sector.
In a similar way, by assuming constant returns to scale in the capital goods







where each line represents information processing by a differentﬁrm in the capital
goods sector.
It is important to stress that the assumption of constant returns to scale is
limited to this section only. In the ensuing sections, variable returns to scale will
arise out of technological innovations that affect matrices A and D.2
Matrices A and D subsume ﬁrms decision-making. In the static framework of
















On the contrary, in the innovation-driven setting of the ensuing section A and
D will evolve according to entrepreneurs’ ”animal spirits” concerning the future
proﬁtability of novel investment opportunities [28]. Financial considerations will
eventually constrain the evolution of A and D, but they will not identify a unique
path of development.




























Equations (10), (11), (12) are disaggregated accelerator equations, equivalent to
one another.
It is easy to show that (10) and (11) are disaggregated versions of (1) and (2),
respectively. In fact, let us make the following positions in order to pass to the
2Neoclassical economics has a different notion of increasing (decreasing) returns to scale than
the one employed herein. According to the hypotheses of neoclassical economics, a set of dif-
ferent technologies is given and each of them is appropriate to a particular scale of production.
Consequently, neoclassical economics is concerned with equilibrium arising out of given tech-
nologies. On the contrary, here the focus is on recognition and adoption of novel technologies.
















where C, I and Y represent aggregate consumption, aggregate investment and ag-
gregate income, respectively. Their aggregation was carried out by means of the
corresponding price vectors pc, pk and pl, respectively.



















which, keeping in mind equations (13) and (15), in the one-dimensional case boil
down to (1) and (2), respectively.3
Goodwin’s accelerator (3) is more complex than Samuelson’s and Hicks’,
since its coefﬁcients are allowed to change at the turning points of business cy-
cles. In the ensuing section, we shall interpret the coefﬁcients of a disaggregated
accelerator as the coefﬁcients of neurons that represent decision-making.
4 The Flexible Accelerator
Let us suppose that ﬁrms may face situations that they never met before, oppor-
tunities that involve producing and commercializing qualitatively novel goods,
which in their turn require novel production technologies and imply novel con-
sumption habits. If this is the case, undertaking an investment does not mean that
a ﬁrm is making a plan about increasing its endowment of given machineries in
order to increase its productive capacity of given goods. Rather, undertaking an
investment means guessing the most recent development of consumers’ desires,
designing novel goods in order to meet these desires, and ordering construction of
proper machineries in order to produce them.
3Actually, equation (2) depends onYt
￿ 1
￿ Yt
￿ 2, whereas the corresponding equation that can be
derived from (17) depends onYt
￿ Yt
￿ 1. However, this difference would disappear if consumption
would not be supposed to be istantaneous (i.e. if f would introduce a time delay).
15Thus, the crucial issue is classifying information provided by requests of ex-
isting goods as well as by novel techological possibilities. However novel this
information might be, a ﬁrm must be able to form categories for kinds of invest-
ment that can be reasonably deemed to be more or less successful under sev-
eral respects. Remarkably, the crucial step is not that of attaching probabilities
of monetary returns to investments of different kinds, but rather that of deﬁning
”kinds”thatareabletodistinguishsuccessfulinvestmentsfromunsuccessfulones.
Clearly, categories of investmentsare formed by highlighting patternsin incoming
information, such as patterns of request of goods that entail new technologies.
In this section, the number of ﬁnal goods will be kept ﬁxed to N and the
number of capital goods will be kept ﬁxed to one. However, as a consequence of
technological innovation the qualitative features of goods may change with time.
Information to be classiﬁed regards both the direction of technological change and
the reception of goods that entail them by the public.
A Kohonen neural net will be used in order to reproduce classiﬁcation of sit-
uations and investment decision-making. Each neuron will represent decision-
makingby asingle ﬁrm, so thenet as awholewill representtheproductivesystem.
Notably, in this model the behavior of the productive system as a whole depends
on the structure of the connections between its components.
For each neuron, the learning term in equation (5) has a straightforward inter-
pretation. In fact, ﬁrms classify information into different categories according to
the market in which they specialized, where in its turn ﬁrm specialization depends
on physical and human capital accumulated as a consequence of past investment




￿ xi terms, which act as local-
ized memories for ﬁrms decision-making.
However, renewal of capital goods is eased by natural ageing of existing ma-
chinery. Similarly, renewal of human capital is eased by personnel turnover. In




￿ ai express this second effect. In other words,
f-terms account for biases posed to decision-making by the existing capital stock,
whereas g-terms account for the new decision possibilities opened up by wear and
tear.
Clearly, decision-making is strongly path-dependent in this model. What pre-
vents ﬁrms that operate e.g. in the furniture market from entering e.g. the com-
puter market is simply the fact that they never did this job: they are not acquainted
with the computer market, they never developed the categories that would enable
them to understand which items are most proﬁtable in this market, they own com-
pletely different capital goods.
However, path-dependence does not mean that the role of each ﬁrm is ﬁxed
16once and for all. In fact, ﬁrms continuously innovate their products as well as
their production techniques, and occasionally it does happen that a technological
breakthrough leads a ﬁrm into a completely different ﬁeld of activity. Neverthe-
less, past experiences generally inﬂuence which innovations are carried out by
which ﬁrms, and even ﬁrms that belong to the same industry may exhibit striking
differences in their relative abilities to recognize the proﬁtability of an innovation.
Once again, this ability depends on the categories employed by a ﬁrm in order to
classify information.
Let us suppose that the current state of technologies is subsumed by an N-
dimensional, exogenous vector e. The i-th component of e is the technological
content of the i-th ﬁnal good.
Let us assume that, coherently with the assumptions of the investment ac-
celeration principle, managers are reactive to variations of technologies. Thus,




with a vector of zeros as initial conditions. The i-th component of De represents
the amount of technological innovation that can impact the i-th ﬁnal good.
Let us assume that information carried by De is free and available to all ﬁrms.
Note that vector De does not represent technological details that are developed by
ﬁrms themselves and that are kept strictly private unless acquired under licens-
ing agreement. Rather, De represents all publicly available information about new
technologies which can induce managers to invest on a speciﬁc ﬁeld, eventually
developing private information as a consequence of this decision. It includes ba-
sic research made available by non-proﬁt institutions, rumors about competitors’
strategies, as well as information that was intended to be private but which is ac-
tually difﬁcult to appropriate and to trade, e.g. because of reverse engineering
[4].
Figure (3) illustrates the neural net that represents decision-making in the pro-
ductive system. Firms in the ﬁnal goods sector are represented by the ﬁrst layer
of neurons, the one on the left side. On the contrary, ﬁrms in the capital goods
sector are represented by the second layer of neurons, the one on the right side.
Just like in ﬁgure (2), inner and outer feed-backs give rise to the multiplier and
the accelerator, respectively.
A difference with the previous Section is that now ﬁrms in the ﬁnal goods
sector receive exogenous information about innovations besides information on







































Figure 3: Decision-making in the productive system, described by means of a
neural net. Each neuron represents decision-making by one ﬁrm. The left layer
represents ﬁrms that produce ﬁnal goods, the right layer represents ﬁrms that pro-
duce capital goods. Two information feed-backs through the labor market give














where B is the N
￿ N matrix of the coefﬁcients by which information on innova-
tion is processed.
Ultimately, neurons are devices that operate linear combinations of the in-
formation vectors that they receive as input. Thus, matrices A, B and D can be
interpreted as neurons coefﬁcients.
In particular, the i-row of these matrices contains the coefﬁcients of the i-th
neuron of its industrial sector. In particular, the rows of matrices A and B contain
coefﬁcients of the neurons in the left layer (ﬁnal goods sector), whereas the rows
of matrix D contain coefﬁcients of the neurons in the right layer (capital goods
sector). Note that neurons in the left layer have two sets of coefﬁcients, the ﬁrst
one for weighing information about consimers’ demand and the second one for
weighing information on new technologies.
Since matrices A, B, D change with time according to equation (5), equa-
tions (18), (19), (20) now describe a ﬂexible accelerator. Note also that, since A,
B, D have become variables, accelerator equations are no longer linear.
Equation (5) can be operationalized in many ways, according to the choice

















where matrix derivative applies element by element.
In equations (21), (22), (23) the learning term enhances coefﬁcients that yield
a high output for a high input. On the contrary, the forgetting term scales down
coefﬁcients exponentially with time.
Matrices A, B, D specify the structure of information circuits that, passing
through the two feed-backs created by the labor market, can traverse the produc-
tive system along a number of different paths. Each particular structure of these
paths corresponds to certain ﬁrms having specialized into certain technologies
with varying degrees of success. Thus, matrices A, B, D specify the distributed
memory of the productive system, its collective behavior when it is confronted
with information on novel technologies injected by De.
19However, a productive system is likely to learn to deal with innovations and
exploit the novel possibilities that they open up. Equations (21), (22), (23) tell us
how the productive system can develop a new structure by transforming the paths
of its information circuits and memorize a new conﬁguration.
5 A Numerical Example
The accelerator equations derived so far aimed at describing investments at the
very beginning of recovery phases. Thus, they should be evaluated when the
productivesystem receives the ﬁrst hints of the noveltechnologies that will trigger
a new phase of expansion.
Such a situation is characterized by the slow emergence of patterns in a sea
of indistinct chaos. Information on technological patterns is made of rumors and
hints that, for instance, biotechnologies are going to have a future in the ﬁrst
decades of the XXI century. Thus, it makes sense to invest there.
In the simulation presented herein, the state of technology is represented by a
sinusoid that is slowly emerging out of white noise. This sinusoid is deﬁned over
goods, and represents their development possibilities opened up by new technolo-
gies at each time step. Production of goods that are positively affected by novel
technologies is likely to expand and their qualitative features is likely to change.
During 100 time steps this sinusoid spans 100 goods with 5 periods of 20
goods each. However, its amplitude Amin
￿ 0 at time t
￿ 1 increases linearly up to
Amax
￿ 2 at time t
￿ 100. Thus, the pattern expressed by this sinusoid is invisible
at t
￿ 1 and becomes increasingly evident with time. Upon this pattern, a noise
generated by a normal distribution with zero mean represents ambiguity regarding
which goods will be blessed by novel technologies. However, the variance of this
distribution decreases from Vmax
￿ 1 at time t
￿ 1 to Vmin
￿ 0 at time t
￿ 100.
Thus, the overall effect is that of a sinusoidal pattern slowly emerging from chaos.
Figure (4) illustrates the sequence of vectors on the state of technology e that
will be employed in the simulation. Since a three-dimensional graph would be
difﬁcult to read, this ﬁgure shows its horizontal section at e
￿ 0. Black areas de-
note the parts of the three-dimensional graph where e
￿ 0, white areas denote the
parts of the three-dimensional graph where e
￿ 0. Thus, emergence of a sinusoid
reﬂects in the formation of stripes out of irregular spots.
Information on technological novelties is carried by De, which is obtained
by differentiation of e. However, since managers are likely to attach comparable












Figure 4: A sequence of vectors e fron t
￿ 1 to t
￿ 100, horizontal sections at
e
￿ 0. Black areas correspond to e
￿ 0, white areas correspond to e
￿ 0. In order
to simplify the image only one out of four ﬁrms and one out of four time steps
have been shown, resulting in a 25
￿ 25 grid.
21vectors De and Dc should be of similar size. Thus, at each simulation step the
interval spanned by De has been adjusted to the one spanned by Dc and the median
of De has been shifted to that of Dc.
By inserting equations (6), (7) and (9) into (18), it is possible to obtain in-





￿ . Thus, simulations basically consist of feeding the above equations with
a series of vectors De like the one illustrated in ﬁgure (4) and observing the corre-
sponding Dk.
Furthermore, one should consider that decision-making is rational only if it
is channeled within a set of logical constraints [45], [46]. In this model, let the
outcome of neurons be constrained by the following two rules:
1. Output is not allowed to be negative. Thus, in the short run capital equip-
ment cannot be disinvested and workers cannot be ﬁred.
2. Credit exists, but loans cannot be indeﬁnetly large. Since it is likely that
capital stock serves as collateral, it is assumed that the output of a neuron
cannot be larger than cumulative output (this rule is not applied if cumula-
tive output is zero).
Initial conditions, keeping in mind that we are describing the onset of a re-

















￿ 0. Learning and forgetting parameters have been set at µ
￿ 0
￿ 1 and n
￿ 0
￿ 1,
respectively. Matrices A, D and B have been initialized by means of a normal
distribution with varianceW
￿ 100.
Figure (5) illustrates aggregate investments during a hundred time steps, in
logarithmic scale. Dashed lines represent the outcome of ten different simulations
whereas the thick line results from their average.
The most interesting feature of the investment curves illustrated in ﬁgure (5)
is the discontinuity that they all exhibit between the 50th and the 60th time step.
In fact, this point in time corresponds to the emergence of a pattern in information
on innovation as it is illustrated in ﬁgure (4). It is evident that recognition of novel
investment possibilities takes place at once, when ﬁrms suddenly understand what
a pattern is emerging from chaos.
Figure (6) illustrates three indicators a, b and d of the variation of A, B and D,
respectively. Indicators a, b and d have been deﬁned as the sum of the absolute
variations of all elements of A, B and D, respectively.
Figure (6) makes clear that A, B, D behave very similarly to one another. In
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Figure 5: Aggregate investments in logarithmic scale, 100 time steps. Dashed
lines illustrate aggregate investments during ten simulation runs with the same
parameters set, the thick line results from their average. In order to represent zero
values on a logarithmic scale, a one has been added to all values of aggregate
investments.












1 11 21 31 41 51 61 71 81 91
a, b           d
a, b, d
Figure 6: Variation of A, B, D in logarithmic scale. Indicators a, b and d express
the sum of the absolute variations of the elements of A, B and D, respectively.
Values have been averaged over ten simulations.
discontinuities, the ﬁrst one at the very beginning of the simulation, when coefﬁ-
cients move away from initial values that had been set at random and the second
one around the 50th time step, when ﬁrms recognize a novel technological pat-
tern. Since we are observing the initial phase of an exponential dynamics and not
a cycle, accelerator coefﬁcients entailed by A, B and D tend to grow indeﬁnetly.
However, by detrending along the growth path we would obtain the values of a
ﬁxed-coefﬁcients accelerator equation before and after recognition of technologi-
cal innovations.
Aggregate dynamics arise out of microeconomic investments that are likely
to be different across ﬁrms. Actually, the rationale for using a neural net is that
ﬁrms specialize into different ﬁelds of activity, that are likely to be hit by techno-
logical innovation to varying extent and generate investments in varying degrees.
Figure (7) illustrates investments by each ﬁrm during one simulation.
Figure (7) shows that, although all ﬁrms behave in phase because they all ac-
cess the same information, different initial conditions with respect to physical and
human capital expressed by A, B, D at time t
￿ 0 make them grow according to
exponential paths that may have very different slopes. In other words, depending
on their initial endowment ﬁrms develop idiosyncratic knowledge that is speciﬁc
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￿ 100 along 100 time steps of one single simulation. In order to represent
zero values on a logarithmic scale, a one has been added to all components of Dk.
to particular ﬁelds of activity characterized by different growth paths.
6 Conclusions
This article presented a cognitive model of the very beginning of the process of
investments acceleration, a phase that is crucial to the onset of economic recover-
ies. Notably, it is a model that operates at the microeconomic and macroeconomic
level at the same time. This result could be achieved because the structure of
interactions between industrial sectors was described.
Structure embodies the distributed knowledge of an economy, representing
which kinds of technologies it is able to exploit and implement. Ultimately, this
depends on the history of an economy represented by the initial conditions of
matrices A, B, D and later on by their evolution with time. Since this evolution
depends on the sequence of exogenous vectors De, this model is deﬁnitely path-
dependent in spirit and practice.
The model prove to be quite stable with respect to parameters, but not with
respect to decision rules (1) and (2) of Section 5. In fact, different decision rules
25implement alternative procedural rationalities that ultimately lead to opposite out-
comes. In this paper, only very simple rules have been used.
Matrices A, B, D link the accelerator coefﬁcient to ﬁrms’ experiences embod-
ied in their knowledge, both at the individual and the systemic level. Analytical
treatment was kept at a basic level, but further investigations are available in a
companion paper [17].
Possibilities for empirical applications are hindered by the evident difﬁculty
of encoding rumors on technological novelties into strings of zeros and ones, as
vectors De are. Note that this is not a difﬁculty in principle, but it is in practice
because it is difﬁcult to think of homogeneous empirical documentation of what
managers, at any precise point in time, knew about technological perspectives.
However, it is easy to think of an application of a reduced version of the model
presented herein, where the two information feed-backs are cut and empirical data
on demand are used. By doing this, one can think of modeling managers’ rea-
soning in order to derive disaggregated investments from disaggregated demand,
where the performance of the model could be chacked against empirical data on
investments. Actually, a ﬁrst attempt in this direction yielded very encouraging
results [18].
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