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1 Purpose
According to the World Health Organization, 285 mil-
lion people worldwide live with visual impairment. The
number of people affected by blindness has increased
substantially due to increasing life expectance. 80 %
of all causes are considered to be avoidable or curable
by early diagnosis. The most commonly used imaging
technique for diagnosis in ophthalmology is optical co-
herence tomography (OCT). However, analysis of reti-
nal OCT requires trained ophthalmologists and time,
making a comprehensive early diagnosis unlikely.
A recent study established a diagnostic tool based
on convolutional neural networks (CNN), which was
trained on a large database of retinal OCT images [1].
The performance of the tool in classifying retinal con-
ditions was on par to that of trained medical experts.
However, the training of these networks is based on an
enormous amount of labeled data, which is expensive
and difficult to obtain. Therefore, this paper describes
a method based on variational autoencoder regulariza-
tion that improves classification performance when us-
ing a limited amount of labeled data.
2 Methods
The public dataset used in this study contains 84,484
retinal OCT images from 4,657 patients [1]. They are
categorized in four classes showing different disease con-
ditions (normal, drusen, DME and CNV). The limited
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Fig. 1 Top: The combined model consists of a VAE structure
and a classification layer. The outputs yˆ, xˆ, z are fed into
different loss functions. Bottom: T-SNE projection of latent
space from training set shows distinct clustering of the data.
training set with employed ground truth labels contains
500 images per class and was randomly extracted from
the dataset before training. A validation set with 250
images per class was also randomly extracted. The re-
maining 80,484 images were used for testing. A simple
preprocessing by automated center-cropping and resiz-
ing is performed.
This work uses a two-path CNN model combining
a classification network with an autoencoder (AE) for
regularization. The key idea behind this is to prevent
overfitting when using a limited training dataset size
with small number of patients. Basic AEs consist of two
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precision recall F1 score
ResNet-34 91.6 89.9 90.4
ResNet-34+VAE (ours) 93.9 93.7 93.8
Table 1 Test set results of the VAE regularized approach
compared to ResNet-34. Bold values denote best results.
components. The encoder Ez takes an input image x
and maps it from high dimension into low-dimensional,
latent representation z. This representation is then fed
into the decoderD and mapped back to a reconstructed
image xˆ. The parameters of the combined encoder and
decoder are optimized by minimizing a reconstruction
error Lr(xˆ,x). By regularization of the latent space, the
performance of AEs can be improved. In case of basic
AEs, the distribution of z is arbitrary. To regularize
this, variational autoencoders (VAEs) try to map all
input images x to a prior distribution. First, additional
encoders Eµ and Eσ are added to output parameters µ
and σ of a parameterized posterior distribution. Next,
z is created by drawing random samples by using the
“reparameterization trick” z = µ+σε with ε ∼ N (0, I).
To bring the posterior distribution close to the prior,
the Kullback-Leibler divergence (KLD) is added to the
loss function. In case of a standard normal distribution
as prior, the KLD can be solved analytically [2] as
Lz(µ,σ
2) = −1
2
N∑
j=1
(
1 + log(σ2j )− µ2j − σ2j
)
. (1)
For the final model (see Fig. 1 (top)), a pretrained
ResNet-34 architecture is used as Eh to encode a fea-
ture vector h ∈ R1000, linear layers are used for Eµ and
Eσ with a latent size of N = 128, and the decoder of
ErfNet is used for D. An additional linear layer Ey is
added to predict class labels from h. The prediction yˆ
is also fed into the encoder by concatenation with h.
The combined model is fully trained by minimizing
L = Lc + 0.1 · Lr + 0.1 · Lz (2)
using the Adam optimizer with a learning rate of η =
10−4 and a batch size of 64. Pixel-wise mean squared
error is used for Lr and cross entropy is used for Lc.
Mean classification loss and accuracy are used as met-
rics to evaluate the trained model on the test set.
3 Results
Results are summarized in Tab. 3 and show superior
classification performance compared to a pre-trained
and fully fine-tuned baseline ResNet-34. Fig. 1 (bot-
tom) shows the latent space reduced to two dimensions
with t-distributed stochastic neighbor embedding (t-
SNE) for every sample of the training set. Clustering
in relation to the disease class is distinct. Sampling the
latent space can be used to generate new artificial OCT
images.
4 Conclusion
Neural networks for disease classification on OCTs can
benefit from regularization using variational autoen-
coders when trained with limited amount of patient
data. Especially in the medical imaging domain, data
annotated by experts is expensive to obtain. Further
optimizations may be achieved by employing an addi-
tional denoising criterion or the use of different regular-
ization techniques, such as adversarial autoencoders.
Disclosure of potential conflicts of Interest
Conflict of Interest The authors declare that they have
no conflict of interest.
Funding This research has received funding from the
European Union as being part of the ERFE OPhonLas
project.
Formal Consent The medical images used in this ar-
ticle were made available to the public in a previous
study [1], therefore formal consent is not required.
References
1. Kermany, D.S., Goldbaum, M., Cai, W., Valentim, C.C.,
Liang, H., Baxter, S.L., McKeown, A., Yang, G., Wu, X.,
Yan, F., Dong, J., Prasadha, M.K., Pei, J., Ting, M., Zhu,
J., Li, C., Hewett, S., Dong, J., Ziyar, I., Shi, A., Zhang,
R., Zheng, L., Hou, R., Shi, W., Fu, X., Duan, Y., Huu,
V.A., Wen, C., Zhang, E.D., Zhang, C.L., Li, O., Wang, X.,
Singer, M.A., Sun, X., Xu, J., Tafreshi, A., Lewis, M.A.,
Xia, H., Zhang, K.: Identifying Medical Diagnoses and
Treatable Diseases by Image-Based Deep Learning. Cell
172(5), 1122–1131 (2018). DOI 10.1016/j.cell.2018.02.010
2. Kingma, D.P., Welling, M.: Auto-Encoding Variational
Bayes. ArXiv e-prints p. 1312.6114 (2013)
