We consider a group G and a subset U ⊂ G and investigate under which conditions passing from a G-graded algebra A = ⊕g∈GAg to the sub-bimodule AU = ⊕u∈U Au yields a graded algebra with the restricted multiplication. We then describe equivalences between subcategories of the categories of graded modules over A and AU . The case in which G is the additive group Z of integers is explicitly studied and the results are applied to the case in which A = Λ ! is the orthogonal of a nhomogeneous algebra Λ and U = nZ ∪ (nZ + 1). In that context we get embeddings of subcategories of Gr Λ !
Introduction
From the classification of coherent sheaves over projective spaces by Bernstein, Gelfand and Gelfand (see [6] or [9] ), Koszul algebras have deserved a lot of attention. A systematic treatment of them was given in [3] , where the authors showed the existence of an equivalence of categories between large subcategories of the graded derived categories of a Koszul algebra Λ and its (quadratic) orthogonal Λ ! . They showed in addition that Λ ! is also Koszul and canonically isomorphic to the Yoneda algebra E = E(Λ) of Λ. Recently (cf. [13] ), the authors showed that there is an abelian version of the mentioned equivalences, valid for more general graded algebras. Namely, for an arbitrary positively graded algebra Λ, there is an equivalence between the category Gr Λ ! of graded Λ ! -modules and the category LC Λ (resp. LC * Λ ) of linear complexes of projective (resp. almost injective) graded Λ-modules. In case Λ is Koszul, the equivalence of [3] can be obtained from that by derivation.
Also recently, Berger ([4] ) introduced n-Koszul algebras, where n > 1 is an integer. They form a class of n-homogeneous algebras which includes that of Artin-Schelter regular algebras of global dimension ≤ 3 and, in case n = 2, coincides with the class of Koszul algebras. The understanding of n-Koszul algebras for n > 2 is still far from complete. Here one also has a (n-)orthogonal algebra, still denoted Λ ! , which has the following relation with the Yoneda algebra E = E(Λ). If U = nZ ∪ (nZ + 1) then, by killing the part of the support of Λ ! in Z \ U and keeping the same multiplication when its degree falls into U, one obtains a new graded algebra Λ ! U which, after regrading, is isomorphic to E (cf. [11] and [5] ).
Inspired by the just mentioned result, we decided to study when killing of supports yields an new graded algebra whose graded module theory is wellconnected with the initial one. That is one of the goals of our paper, the other one being the construction, in case Λ is n-Koszul, of an equivalence of categories between a reasonably big subcategory of Gr E and a subcategory of the category C(Gr Λ ) of cochain complexes of graded Λ-modules.
The structure of the paper goes as follows. In Section 2, we consider a G-graded algebra, where G is a group, and show that the natural context for killings of supports to yield a new graded module theory, well-connected with the initial one, is that of modular pairs of subsets (see Definition 1) . If (S, U) is a right modular pair of subsets of G, then A U is a G-graded algebra and the assigment M M S gives an exact functor (−) S : Gr A −→ Gr AU , which is fully faithful when restricted to a well described subcategory G(S, U) (cf. Proposition 2.2 and Theorem 2.5). The essential image of G(S, U) by (−) S , denoted L(S, U), contains all the graded A U -modules presented in degrees belonging to (S : U) = {g ∈ G : gU = S}. In Section 3, we study the subsets U ⊆ Z which determine a right modular pair (S, U) of the integers, giving essentially their structure (Theorem 3.2). Then precise criteria are given for a graded A U -module to belong to L(S, U), criteria which are specially simple when U is the translation of an inverval (cf. Corollary 3.7).
In section 4, in case Λ is a graded factor of a path algebra, we use recent results from [14] to transport the above results from Gr Λ ! to the category n LC * Λ of linear n-complexes of almost injective graded Λ-module. Then the canonical contraction from n-complexes to (2-)complexes allows us to prove Theorem 4.7. It states that, when Λ is n-homogeneous and U = nZ ∪ (nZ + 1), one has a fully faithful embedding of the subcategory L(S : U) of Gr Λ ! U into the category C(Gr Λ ). As a byproduct, when Λ is n-Koszul, one obtains a fully faithful embedding of L E into C(Gr Λ ), where L E is a subcategory of Gr E containing all the graded modules presented in even degrees (Corollary 4.11).
In the final section 5 we restrict to monomial algebras. Extending a result of Green and Zacharia, we first describe explicitly the Yoneda algebra of an arbitrary monomial algebra (cf. Proposition 5.2) and, in the n-homogeneous case, we show that if U = nZ ∪ (nZ + 1), then Λ ! U is a graded factor of the subalgebraÊ of E = E(Λ) generated by the components of degrees ≤ 2 (cf. Proposition 5.4). That allows us to apply our results to the algebraÊ.
All algebras in the paper are associative with unit and modules are right modules, unless explicitly said otherwise. The most frequent graded algebras Λ that appear in the paper are graded factors of path algebras or, equivalently, of tensor algebras of a semisimple bimodule. Then Λ = KQ <ρ> , where Q is finite quiver and ρ consists of homogeneous elements of KQ of degree ≥ 2, and the grading is given by assigning degree 0 to the vertices and degree 1 to the arrows. Such a Λ has Λ 0 = KQ 0 and is always locally finite and generated in degrees 0, 1. In the particular case when ρ ⊆ KQ n , for some fixed n ≥ 2, we shall say that Λ is a n-homogeneous algebra. The elements {e ν = ν+ < ρ >} form a set of homogeneous orthogonal primitive idempotents, and then {S ν = e ν Λ 0 : ν ∈ Q 0 } (resp. {e ν Λ : ν ∈ Q 0 }) form a set of representatives of the isoclasses of simple (resp. indecomposable projective) graded Λ-modules generated in degree 0. Every other simple (resp. indecomposable projective) object of Gr Λ is of the form S ν [m] (resp. e ν Λ[m]), where ν ∈ Q 0 and m ∈ Z. We denote by o(p) and t(p) the origin and terminus of a path p in Q and the concatenation of paths pq means that t(p) = o(q).
The nondefined concepts in this paper are standard and can be found in classical textbooks, as [16] or [2] for algebras or [15] for graded rings an modules. For the terminology concerning Koszul algebras we refer the reader to [3] , while for that concerning n-Koszul algebras [4] and [11] will be our references.
Module theory associated to killings of supports
In this section, we assume that R is a commutative ring, G is a group and A = ⊕ g∈G A g is a G−graded R-algebra. Let us fix a subset S of G and, for every
It is a hereditary torsion class closed for products in Gr A . We can view R as a G-graded ring, with R 1 = R and R g = 0 for g = 1,
and then an object of Gr R is just a family (M g ) g∈G of R-modules. We view M S as an object of Gr R , with (M S ) g = 0 when g ∈ G \ S.
Proposition 2.1. The assignment M −→ M S induces an exact functor, (−) S : Gr A → Gr R with kernel T . Moreover, the induced functor Gr A /T → Gr R is faithful and identifies Gr A /T with a (not necessarily full) subcategory of Gr R .
Proof. As a functor Gr A −→ M od R , M M s , is exact, for every s ∈ S . Consequently, the assignment M M S yields an exact functor: Gr A → Gr R . The kernel of (−) S is {M ∈ Gr A : M S = 0} = T }. Then the universal property of the quotient category yields a unique R-lineal functor F : Gr A /T −→ Gr R such that the diagram:
is commutative, where p is the canonical projection. All we need to check is that F is faithful. By [8] , we have
Here the order in the index set is:
In our situation we have a unique maximum in that set. Indeed, since T is closed for products and subobjects in Gr A , we have that ∩
On the other hand, N ′ ⊆ t(N ), where t(N ) is by definition the largest submodule of N belonging to T .
. In order to prove the faithful condition of F we need a more precise description of
As a consequence, t(N ) is the largest graded submodule of N contained in N G S . In particular, this implies that
If F (f ) = 0, then f |MS = 0 and, since M S A is generated by M S as A-module, f = 0. That proves the faithful condition of F .
An arbitrary killing of supports won't lead to a reasonably good module theory over a new graded algebra. We need to impose some restrictions. Definition 1. Let G be a group and (S, U) a pair of nonempty subsets of G such that 1 ∈ U. We shall say that (S, U) is a right premodular pair if whenever (s, u, v) ∈ S × U × U is a triple, with stu ∈ S, one has that su ∈ S if, and only if, uv ∈ U. By symmetry we get the notion of left premodular pair.
A subset U ⊆ G containing 1 will be called ring-supporting in case (U, U) is a (left or right) premodular pair. A right (resp. left) modular pair is a right (resp. left) premodular pair such that U is ring-supporting.
The terms above are justified by the following result. Proposition 2.2. Let A = ⊕ g∈G A g be a G-graded algebra and U ⊆ G be a ringsupporting subset. Then A U = ⊕ u∈U A u has a canonical structure of G-graded R-algebra by putting (A U ) g = 0, when g ∈ G \ U, and defining the multiplication of homogeneous elements by:
If moreover (S, U) is a right modular pair of subsets of G and M ∈ Gr A , then M S = ⊕ s∈S M s has a canonical structure of graded right A U − module defining the exterior multiplication by the rule:
The functor (−) S of Proposition 2.2 may then be viewed as an R-lineal functor Gr
Proof. The ring-supporting condition of U guarantees that the given multiplication in A U is associative. In such a case, the modular condition of the pair (S, U) guarantees that (x · a) · b = x · (a · b) for all homogeneous elements x ∈ M S and a, b ∈ A U . The rest of the proof is clear.
We now give some properties of the just introduced subsets of a group. In case (S, U) is a pair of subsets of the group G, we shall put (S : U) = {g ∈ G : gU = S}. If 1 ∈ U then (S : U) is a (possibly empty) subset of S. 6. If (S, U) is a right modular pair and g ∈ (S : U), then S = gU and (S : U) = g(U : U)
Proof. We leave to the reader the easy verification of 1 and 2. As for 3, by symmetry it will enoug to check one of the implications. Suppose then that (U, S) is a left modular pair. We consider elements s ∈ S and u, v ∈ U such that s −1 uv ∈ S −1 or, equivalently, v −1 u −1 s ∈ S. We want to prove that uv ∈ U if, and only if, s −1 u ∈ S −1 . That is, we want to prove that uv ∈ U if, and only if, u −1 s ∈ S. But we have elements u, v in U and v −1 u −1 s ∈ S with product uvv
The left modularity of (U, S) gives that uv ∈ U if, and only if, vv −1 u −1 s = u −1 s ∈ S, as desired. Assertion 4 follows from 2 and 3. We prove now assertion 5. Clearly, (U : U) is a subgroup of G contained in U. Then (U : U) ⊆ U ∩ U −1 . For the reverse inclusion in case U is ring-supporting, take u ∈ U ∩ U −1 and suppose that u ∈ (U : U). Then we have two possibilities: i) there exists a v ∈ U such that uv ∈ U; ii) there exists w ∈ U such that w ∈ uU. In case i) u −1 , u, v are elements of U with product u
That contradicts the ring-supporting condition of U. In case ii), we have that u −1 w ∈ U and again we get elements u, u −1 , w ∈ U with product uu −1 w = w ∈ U such that uu
That is a contradiction. Then u cannot exist, so that U ∩ U −1 ⊆ (U : U) as desired. The proof of assertion 6 is left to the reader. If M ∈ Gr A satisfies the conditions of the above lemma, we shall indistinctly say that M is T -torsionfree or that M is cogenerated in degrees belonging to S. In case (S, U) is a right modular pair of subsets of G, the induced functor F : Gr A /T −→ Gr AU is not full. We shall see that it is full when restricted to an appropriate full subcategory of Gr A /T . Notice that if s ∈ (S : U) then
) ⊆ S and, from that, one easily derives that the functor (−) S :
], for every s ∈ (S : U). In order to give our next result we consider the full subcategory G(S, U) of Gr A with objects the graded A-modules generated in degrees belonging to (S : U) and cogenerated in degrees belonging to S. On the other hand, the objects of the essential image of the functor (−) S : Gr A −→ Gr AU will be called liftable graded A U -modules with respect to (−) S . We shall denote by L(S, U) the full subcategory of Gr AU with objects the liftable A U -modules generated in degrees belonging to (S : U). A graded module (over any G-graded algebra) M will be called presented in degrees belonging to X ⊆ G, when there is an exact sequence P −→ Q ։ X → 0, with P, Q gr-projective and generated in degrees belonging to X We are now ready to prove: Proof. Let us take M, N ∈ G(S, U). By the proof of Proposition 2.2. we know that Hom GrA/T (M, N ) = Hom GrA (M , N/t(N )), whereM is the A-submodule of M generated by M S . Since (S : U) ⊆ S and M is generated in degrees belonging to (S : U), we conclude thatM = M . On the other hand, since N is torsionfree we get t(N ) = 0 and, hence, Hom GrA/T (M, N ) = Hom GrA (M, N ), which proves assertion 1.
By assertion 1, we can view G(S, U) as a full subcategory of Gr A /T , and then the restriction of (−) S to G(S, U), which we denote by H in the sequel, can be identified with the restriction of F : Gr A /T −→ Gr AU to G(S, U). Since F is faithful (cf. Proposition 2.2) H is faithful. We next prove that it is full. Let M, N ∈ G(S, U) and M S g → N S is morphism in Gr AU . Notice that we have epimorphisms ⊕ i∈I A s
and (t j ) j∈J are families in (S : U). By applying (−) S , we get epimorphisms:
in Gr AU we get a commutative diagram in this latter category:
U as ungraded right A U − module, with the grading obtained by assigning degree s i to the i-th element e i of the canonical basis of A
as the only homomorphism of (graded) right A-modules such that φ(e i ) = φ(e i ) for all i. This yields a diagram in Gr A :
We claim that ε N φ vanishes on Kerε M , which implies the existence of a unique morphisms f : M → N in Gr A such that ε N φ = f ε M . From that one easily gets that f S = g and the full condition H will follow. In order to prove our claim, let x ∈ Kerǫ M be a homogeneous element. If deg(x) ∈ S, then x ∈ Ker(
It only remains to prove that if X ∈ L(S, U) then there is a M ∈ Gr A such that M S = X and M is generated in degrees belonging to (S : U). In that case, we could always assume that M is torsionfree, so that M ∈ G(S, U). Since X is liftable, we can fix a N ∈ Gr A such that N S = X. We take a family (x i ) i∈I of homogeneous generators of X, where deg(x i ) =: s i ∈ (S : U) for all i ∈ I. Then x i ∈ X si = N si and we can consider M = i∈I x i A, i.e., the graded Asubmodule of N generated by the x i . Then X = i∈I x i A U ⊆ M S , due to the fact that s i ∈ (S : U) for all i ∈ I. From that we get that X ⊆ M S ⊆ N S = X and, hence, equalities. Then M S = X as desired.
The final assertion follows from the fact that the class of liftable A U -modules is closed for cokernels and, by the comments preceding the theorem, every grprojective A U -modules generated in degrees belonging to (S : U) is liftable.
We assume from now on in this section that A 1 is a semisimple ring. The contravariant functor D = Hom A1 (−, A 1 ) : Proof. M is cogenerated in degrees belonging to X if, and only if, the functor (−) X : lf gr A −→ lf gr R preserves nonzero monomorphisms with target M . On the other hand, a N ∈ A lf gr is generated in degrees belonging to X −1 if, and only if, the functor (−) X −1 : lf gr A −→ lf gr R preserves nonzero epimorphisms with domain N . Using now the duality D : lf gr A ∼ = o −→ A lf gr, the result follows.
We can now give a dual of Proposition 2.5. We assume that (U, S) is a left modular pair or, equivalently, that (S −1 , U) is a right modular pair. We shall denote by C(S, U) the full subcategory of lf gr A with objects the graded modules which are generated in degrees belonging to S −1 and cogenerated in degrees belonging to (S −1 : U −1 ). Finally, l o (S, U) will be the full subcategory of lf gr AU whose objects are the graded A U -modules cogenerated in degrees belonging to (S −1 : U −1 ) which are liftable with respect to the functor (−) S −1 :
Proposition 2.7. Let A = ⊕ g∈G A g be a G-graded R-algebra, with A 1 semisimple, and suppose that (U, S) is a left modular pair . The functor (−) S −1 induces an equivalence of categories C(S, U)
Proof. We still denote by G(S, U) the full subcategory of A Gr with objects those T -torsionfree graded left A-modules which are generated in degrees belonging to (S : U) l = {g ∈ G : Ug = S}. We have the following commutative diagram, with vertical arrows which are dualities:
By the left-right symmetric version of Theorem 2.5, if we denote by H the composition of the upper horizontal arrows, then it induces an equivalence of categories between G(S, U) ∩ A lf gr and Im(H). Then the same is true for the composition of the lower ones and that ends the proof.
In the next sections we will show explicit applications of the above results for the case of positively (Z-)graded algebras. The following gives a particular case of our setting.
Example 2.8. Let G be a group, A = ⊕ g∈G A g be a G-graded algebra and H < G be a subgroup. We put The reason is that every graded A H -module X is liftable, because M =: X ⊗ AH A is a graded A-module generated in degrees belonging to H such that M H = X.
Killing of supports for Z-graded algebras and modules
In this section we particularize the previous arguments to G = Z, the additive group of integers. We thereby shift from multiplicative to additive notation, and our algebra will be a Z-graded algebra A = ⊕ i∈Z A i . Our first goal is to get as much information as possible on ring-supporting subsets U ⊆ Z and hence, by Proposition 2.3, on modular pairs (S, U) such that ∅ = (S : U) =: {m ∈ Z : m + U = S}. Those modular pairs will be of the form (m + U, U), for some integer m.
Lemma 3.1. Let U ⊆ Z be a subset containing 0 such that (U : U) = nZ, and let p : Z −→ Z n be the canonical projection. The following assertions are equivalent:
In that case U = i∈Ū (nZ + i), viewingŪ as a subset of [0, n).
Proof. We putm = p(m), for every m ∈ Z. Let us first notice that
and then v ∈ m + U as desired. In particular m + U = U iffm +Ū =Ū. In other words, m ∈ (U : U) iffm ∈ (Ū :Ū). That gives that (Ū :Ū) = {0}. 1) =⇒ 2) If u, v, w ∈ U are elements such thatū +v +w ∈Ū or, equivalently,
Since U is ring-supporting, the latter happens iff v + w ∈ U iff v + w =v +w ∈Ū. ThereforeŪ is a ring-supporting subset of Z n .
2) =⇒ 1) Go backward in the other implication. Since p −1 (Ū) = U, we immediately get U = i∈Ū (nZ + i), thus ending the proof.
, where J is a ring-supporting subset of Z n such that (J : J) = J ∩ (−J) = {0}. Moreover, the following assertions hold:
If U contains an infinite interval then exactly one of the following condi-
tions hold: In order to prove that U ⊂ N it will be enough to consider the case m > 1 and prove that (−m, 0) ∩ U = ∅. Indeed, if that intersection is nonempty, then we can take
We choose now u = v = −k and w = m + 2k. Then u, v, w and u + v + w = m belong to U.
That contradicts the ring-supporting condition of U. Therefore U ⊆ N. We finally check that U is an additive submonoid of N. Suppose that it is not the case, so that there are u, v ∈ U such that u + v ∈ U. Then, taking w = m, we get that u, v, w ∈ U and u+v+w ≥ m, so that also u+v+w ∈ U. But now v+w = m+u ∈ [m, + ∝) ⊆ U and u + v ∈ U. That contradicts the ring-supporting condition of U.
Since −U is a ring-supporting subset whenever so is U (cf. Proposition 2.3), the above paragraph also gives that if (− ∝, −m] ⊆ U, for some m ∈ Z, then U is an additive submonoid of −N.
Suppose now that U does not contain infinite intervals. We can always express it as a union U = i∈I [a i , b i ] of finite intervals such that a i ≤ b i < a i+1 −1 for all i ∈ I, where the index set I is an interval of the integers which we convene that contains 0 and, in addition 0 ∈ [a 0 , b 0 ]. Suppose now that a 0 < 0 and for the reader. SinceŪ is a proper subset of Z n ∼ = [0, n), we necessarily have r < n − 1. Suppose now that 2r ≥ n. Then we take u = n − r, v = r and w = 1. Since 0 < n − r ≤ 2r − r = r, and u + v + w = n + 1, we conclude that u, v, w and u + v + w belong to U. Now u + v = n ∈ U, but v + w = r + 1 / ∈ U because r = b 0 < a 1 − 1. That contradicts the fact that U is ring-supporting and, hence, we necessarily have 2r < n Remark 3.3. From the above result we deduce that, in order to classify all the ring-supporting subsets of Z, one should classify all the ring-supporting subsets U such that (U : U) = 0 and, for every n > 0, all the ring-supporting subsets I ⊂ Z n such that (I : I) = {0}. It seems to be a very difficult task, and the only reasonable expectation is to tackle the case when n > 0 is not large. The following is a sample. We leave the verification to the reader. Examples 3.4. The following are the ring-supporting subsets U ⊆ Z such that (U : U) = nZ, with 0 < n ≤ 5 
The last part of Theorem 3.2 gives the following peculiar ring-supporting subsets, which will be called translation of an interval in the sequel: Corollary 3.5. Let U be a subset of Z containing 0 such that (U : U) = nZ, with n = 0, 1. The following assertions are equivalent:
1. U is ring-supporting and U = I + nZ, for some finite interval I ⊂ Z 2. U = k∈Z [nk, nk + r] or U = k∈Z [nk − r, nk], for some natural number r such that 2r < n Proof. Theorem 3.2 gives the implication 1) =⇒ 2). For the converse, it will enough to check that U = k∈Z [nk, nk + r] is ring-supporting and, for that, we will check thatŪ is a ring-supporting subset of Z n . Indeed, if u, v, w are natural numbers such that u, v, w ≤ r and we assume thatū +v +w ∈Ū, then, since u + v ≤ 2r < n, we have that either u + v + w ≤ r or n ≤ u + v + w ≤ n + r. In the first case, both u + v ≤ r and v + w ≤ r. In the second case, both u + v > r and v + w > r for if, say, u + v ≤ r then u + v + w ≤ r + r = 2r < n, against the assumption that u + v + w ∈ [n, n + r]. Thereforeū +v ∈Ū if, and only if, v +w ∈Ū, as desired.
In the rest of the section, we assume that our algebra is a positively graded algebra A = ⊕ i≥0 A i over a field K, which is generated in degrees 0, 1 and has the property that A 0 is semisimple. The symbol ⊗ will always mean tensor product over A 0 . We consider a subset S ⊆ Z and want to identify, in this situation, the categories of graded modules that we introduced in Section 1.
In case (S, U) is a right modular pair of subsets of Z and X ∈ Gr AU has Supp(X) ⊆ S, we denote by µ s,u : X s ⊗ A u −→ X s+u the multiplication map, whenever (s, u) ∈ S × U and s + u ∈ S. Since X ⊗ A is a graded right A-module, Ker(µ s,u )A i is a well-defined A 0 -submodule of X s ⊗ A u+i , for all i ≥ 0. With this terminology in mind, we can give criteria for X to be liftable. Proof. 1) =⇒ 2) Take M ∈ Gr A such that M S = X. Then, for all (m, u) ∈ (S : U)×U, the multiplication maps µ m,u : X m ⊗A u = M m ⊗A u −→ M m+u = X m+u are those of the A-module M . Now condition 2 follows from the associative property of the multiplication for the A-module M 2) =⇒ 1) When (S : U) = ∅ there is nothing to prove. Hence, we assume that (S : U) = ∅. Since X is generated in degrees belonging to (S : U), the multiplication map µ : X (S:U ) ⊗ A U −→ X is surjective and Supp(X) ⊆ S. We then consider the graded A-module M =
We shall prove that [(Kerµ)A] S = Kerµ and the result will follow, for
is isomorphic to X. Let us fix t ∈ S. Then the t-homogeneous component of (Kerµ)A is s∈S,s≤t (Kerµ) s A t−s . The task is whence reduced to prove that if s ≤ t are elements of S then (Kerµ) s A t−s ⊆ (Kerµ) t . That inclusion is clear in case t−s ∈ U due to the associative property of the multiplication in the A U -module X. So we assume that t − s ∈ U. Let 1≤i≤r x i ⊗ a i belong to (Kerµ) s , where deg(x i ) = m i ∈ (S : U) and a i ∈ A s−mi for i = 1, ..., r.
We take p = max{m ∈ (S :
The conditions get much simpler in the case that we are more interested in, namely, the translation of an interval (cf. Corollary 3.5).
Corollary 3.7. In the situation of the proposition, suppose that U is the translation of an interval. Then the following assertions hold for a graded A U -module X generated in degrees belonging to (S : U): Proof. We prove 1, for which we only need to check the 'if' part. The proof of assertion 2 follows a similar pattern. We first prove by induction on k ≥ 0 that Ker(µ m,kn+r )A n−r ⊆ Ker(µ m,(k+1)n ) (*), for all m ∈ (S : U). The case k = 0 is just the hypothesis. Suppose now that k > 0 and i x i ⊗ a i ∈ Ker(µ m,kn+r ), where x i ∈ X m and a i ∈ A kn+r for all indices i. Since A kn+r = A n · A (k−1)n+r , we can decompose a i = j b ij c ij , where b ij ∈ A n and c ij ∈ A (k−1)n+r . With an argument similar to that in the proof of Proposition 3.6, we see that i,j (x i b ij ) ⊗ c ij belongs to Ker(µ m+n,(k−1)n+r ). If now d ∈ A n−r then the induction hypothesis says that
belongs to Ker(µ m+n,kn ) and, as in the proof of Proposition 3.6 again, one sees that
Let (m, u, v) ∈ (S : U) × U × U be a triple such that 0 ≤ u < v and
, for some indices 0 ≤ i < j. Since A is generated in degrees 0, 1, we have that
Each of the factors of this product is of the form
a) The full subcategory G(S, U) of Gr A whose objects are the graded modules generated in degrees belonging to m + nZ and cogenerated in degrees belonging to S
b) The full subcategory L(S, U) of Gr AU whose objects are those X generated in degrees belonging to m + nZ and satisfying that (Kerµ m+kn,r )A n−r ⊆ Kerµ m+kn,n for all k ∈ Z
From graded modules to n-complexes
We start with the following handy way of viewing torsionfree graded modules: 
Hom
is given by left multiplication by an element x ∈ ann Mm (A 1 ). Hence the hypothesis is equivalent to say that ann Mm (A 1 ) = 0, for all m ∈ Z \ S. Recall that Supp(t(M )) ⊆ Z \ S. If t(M ) = 0 ( equivalently, Supp(t(M )) = ∅) and m ∈ Supp(t(M )), then we pick up x ∈ t(M ) m {0} . By assumption xA 1 = 0 which implies that t(M ) m+1 = 0 and, hence, that m + 1 ∈ Supp(t(M )). By recurrence we get that the interval [m, + ∝) is contained in Supp(t(M )) ⊆ Z \ S. But that contradicts the fact that S is not upper bounded.
Throughout the rest of the section Λ = ⊕ i≥0 Λ i is a graded factor of a path algebra (see section 1). Recall from [14] that n LC Λ (resp. n LC * Λ ) is the category of linear n-complexes of projective (resp. almost injective) graded Λ-modules, and then n Lc Λ = n LC Λ ∩ lf gr Λ (resp. n Lc * Λ = n LC * Λ ∩ lf gr Λ ). Recall also that we have equivalences of abelian categories Ψ = Ψ Λ :
Λ which restrict to the corresponding subcategories of locally finite objects (cf. [14] [Theorems 1 and 2]). The reader is referred to that paper for the explicit definition of Ψ and υ, that we shall freely use here.
We want to transfer the results of previous sections (for A = Λ ! ) from Gr Λ ! to n LC * Λ and n LC Λ via υ and Ψ. We consider the modular pairs (S, U), with U = nZ ∪ (nZ + 1) = k∈Z [kn, kn + 1], for some natural number n > 2, and (S : U) = ∅. Then, by Proposition 2.3(6), we have S = (m + nZ) ∪ (m + 1 + nZ), for some m ∈ Z. So, in the rest of this section (S, U) = (m + U, U), with U and m ∈ Z.
Λ be a linear n-complex of almost injective graded Λ-modules and let M ∈ Gr Λ ! such that I · = υ Λ (M ). The following assertions hold:
M ∈ T = T S if, and only if, I
j = 0 for all j ≡ m, m + 1 (mod n) 
M is T -torsionfree iff M is cogenerated in degrees belonging to
Proof. Since the algebra Λ ! is generated in degrees 0, 1, it is easy to see that M is generated in degrees belonging to m + nZ if, and only if, the multiplication map M j−1 ⊗ Λ ! 1 −→ M j is surjective, for all j ∈ m + nZ. By using adjunction, that is equivalent to say that the −j-component
is surjective for all j ≡ m (mod n).
In the sequel we denote by G(m, n) the full subcategory of n LC * Λ whose objects are those n-complexes (I · , d · ) satifying the following two properties: i) (
, Kerd j ) = 0, for all j ≡ m, m + 1 (mod n). We can now state: 
Proof. It is a straightforward consequence of the fact that, as an algebra, A U is generated by A 0 , A 1 and A n We want to pass from n-complexes to (2-)complexes via the appropriate contraction. We will consider parallels of the canonical contraction (see, e.g., [5] ). Let C(Gr Λ ) be the category of (2-)complexes of graded Λ-modules. Whenever m ∈ Z, we have a function δ m : Z −→ Z defined by δ m (2k) = m + kn and δ m (2k + 1) = m + kn + 1, for all k ∈ Z. Hence, δ m (j) = m + δ(j) for all j ∈ Z, where δ is the map used, for instance, in [11] . We have an obvious additive functor H = H m : n LC * Λ −→ C(Gr Λ ) defined as follows. We take H(I · ) =Ĩ · whereĨ k = I δm(k) , for all k ∈ Z and, as differentials,
The objects in the essential image of H will be called H-liftable. T , where T = T S . Since υ induces an equivalence of quotient categories
we conclude that H(f · ) = 0 iff f · is the zero morphism in n LC * Λ T * . On the other hand, the equivalence υ identifies G(S, U) with G(m, n) and · ) is the image of (
is an H-liftable (2-)complex satifying conditions a) and b) of the statement of the proposition. We first choose
· is the 'differential' of the n-complex J · ). By [13] [Lemma 2.9], that means that the multiplication map M m+jn ⊗ Λ ! 1 −→ M m+jn+1 is surjective, for all j ∈ Z. From that we get that if M ′ is the graded Λ ! -submodule of M generated by M m+nZ , then Supp(
, we conclude that I · ∈ G(m, n) as desired. We next prove assertion 3 assuming that Λ is n-homogeneous. Take I · , J · ∈ G(m, n). Then we have uniquely determined M, N ∈ G(S, U) such that υ(M ) = I · and υ(N ) = J · . Let f : 
?
respectively. Now we consider the obvious adaptation of [13] [Lemma 2.9], which is also true replacing Q 1 by Q n−1 due to the fact that Λ 
a, using the associative property of the A-module N . One can proceed in an analogous way when x ∈ M m+kn+1 and a ∈ Λ ! n , but taking a decomposition a = i β i γ i , where
According to Remark 4.5, we conclude that g : M S −→ N S is a morphism in Gr AU . Since, by definition, both M S and N S are liftable with respect to (−) S , Theorem 2.5 tells us that there exists a unique morphism η : M −→ N in Gr Λ ! such that η U = g. It is now a mere routine to check thatf = υ(η) :
We can now put together all the pieces of the puzzle to get: Theorem 4.7. Let n > 2 be a positive integer, Λ = ⊕ i≥0 Λ i be a n-homogeneous algebra and consider the subsets U = nZ∪(nZ+1) and S = m+U, where m ∈ Z. There is an equivalence between the following categories: 
Then the squig arrow making commute the diagram is also an equivalence. 
It is a mere routine to check that the equivalence given by last theorem takes X onto the here defined (Ĩ · ,d · ). Hom Λ0 (Λ, N ) , for all N ∈ mod Λ0 . From that, the commutativity of the following diagram follows, where υ Λ is taken for graded left Λ ! -modules:
2) By the usual adjunction, the canonical duality D has the property that
D(N ⊗ Λ) ∼ =Λ ! lf gr -n Lc * Λ op lf gr Λ ! -n Lc Λ υ Λ Ψ Λ ? ? D D ∼ = o ∼ = o ∼ = ∼ =
That allows us, restricting to locally finite graded modules, to state a dual version of each result in this section. We make explicit the dual of Theorem 4.7, leaving the rest for the reader.
We have a canonical additive functor
To state the desired dual, for every Theorem 4.9. Let n > 2 be a positive integer, Λ = ⊕ i≥0 Λ i be a n-homogeneous algebra and consider the subsets U = nZ∪(nZ+1) and S = m+U, where m ∈ Z. There is an equivalence between the following categories:
with objects those X which are cogenerated in degrees belonging to −m + nZ and satisfy that the following diagram in M od Λ0 can be completed for all k ∈ Z:
satisfying the following two properties:
(a)P j is a finitely generated projective graded Λ-module generated in degree δ m (−j), for every j ∈ Z 
which imitates in this context the usual duality for (2-)Koszul algebras.
In case Λ is a n-Koszul algebra with Yoneda algebra E = E(Λ) we know from [11] [Theorem 9.1] (see also [5] [Proposition 3.1]) that there is an algebra isomorphism ϕ :
is a bilinear map, where µ is the multiplication map of Λ ! . If now X ∈ Gr E andμ i,j : X i ⊗ E j −→ X i+j is the multiplication map, then we will denote by
With that terminology, we have the following consequence of Theorem 4.7 Corollary 4.11. Let Λ = ⊕ i≥0 Λ i be a n-Koszul algebra, with n > 2, let E be its Yoneda algebra and let L E be the full subcategory of Gr E with objects those X ∈ Gr E which are generated in even degrees and satisfy that Ker(μ 2k,1 )Λ
Moreover, L E contains all the graded E-modules presented in even degrees.
Proof. For each m ∈ Z, we consider S = m + U, where U = nZ ∪ (nZ + 1). IfX is a graded Λ ! U -module with Supp(X) ⊆ S, then we can use restriction of scalars to get a graded E-module X as follows. X =X as Λ 0 -module, but the grading is X j =X δm(j) , for all j ∈ Z. Now the multiplication map X i ⊗ E j −→ X i+j is zero, when i, j are both odd, and otherwise it is the
The so-obtained graded E-modules are exactly those X such that X 2k+1 E 1 = 0, for all k ∈ Z. Since E 2 1 = E 1 · E 1 = 0, one has that every graded E-module generated in even degrees has that property. So the category of graded Emodules generated in even degrees is equivalent to the category of graded Λ ! Umodules generated in degrees belonging to m + nZ. With that in mind the result follows from Theorem 4.7.
Recall that M ∈ lf gr Λ is called n-coKoszul when it is cogenerated in degree 0 and its minimal almost injective graded resolutionĨ · =Ĩ · M satisfies thatĨ j is cogenerated in degree −δ(j), for every j ≥ 0. It is easy to see that the assigment M Ĩ · M yields a fully faithful embedding of the category K o n (Λ) of n-coKoszul Λ-modules into C(lf gr Λ ). We denote by K n (Λ) the full subcategory of Λ lf gr formed by the n-Koszul modules. It would be interesting to have an answer to the following question: 
The monomial case
We start by considering an arbitrary monomial algebra Λ = KQ <ρ> , where ρ is a set of paths of length ≥ 2 in Q such that no path in ρ is a subpath of another path in ρ. Its Yoneda algebra E = E(Λ) = ⊕ i≥0 Ext i Λ (Λ 0 , Λ 0 ) has the Yoneda product (i.e. composition of extensions) as multiplication. We adopt the terminology of [1] . Then if ν ∈ Q 0 and S = S ν = e ν Λ 0 is the corresponding graded simple module, Γ ν k will be the set of k-chains with origin ν. In particular, Γ 2 = ρ and if k > 2 and p ∈ Γ k , then it admits a canonical factorization p = p ′ β, where p ′ ∈ Γ k−1 and β is a nonzero path. In that way, to any such p ∈ Γ k there is associated a unique sequence t(p) = p 0 , p 1 , ..., p k = p of paths such that p i ∈ Γ i and p i−1 is a left divisor of p i , for i = 0, 1, ..., k. We shall call it the sequence of chains leading to p. From [1] or [10] we know that if p, p ′ ∈ Γ k then neither of these paths is a proper left divisor of the other.
On the other hand, the algebra Λ admits a grading by the semigroup Π of paths of Q, in such a way that the minimal graded projective resolution of Λ 0 (as right Λ-module) is graded (cf. [7] ). In this context we change the convention for shiftings of graded modules. If M is a Π-graded right Λ-module and q ∈ Π, then we put M [q] p = 0, if q is not a left divisor of p, and M [q] p = M u , when p = qu. Then if ...P 2 −→ P 1 −→ P 0 −→ Λ 0 → 0 is the minimal projective resolution of Λ 0 , we can take P k = ⊕ p∈Γ k e t(p) Λ[p] as Π-graded left Λ-modules. That allows us to introduce a Π-grading on E op which we connect with [12] . To avoid confusion with the idempotents, for each p ∈ Γ k , we denote by ǫ p the element of E k that was denoted by e p in [12] . If p ∈ Γ k then ǫ p is interpreted as a morphism of Π-graded modules Proof. Notice that q j = q and o(q) = q 0 , q 1 , ..., q j = q is the sequence of chains leading to q. 1) We prove this assertion by induction on k ≥ j. For k = j the result is clear, and for k = j + 1 we have that p 1 is an arrow. Since q j is a strict left divisor of q j+1 , we necessarily have that qp 1 is a left divisor of q j+1 . Suppose the result is already true for k − 1, k − 2, where k > j + 1. Then we have canonical factorizations q k = q k−1 γ and p k−j = p k−1−j δ, where γ, δ are nonzero paths. By the induction hypothesis, we also have a factorization q k−1 = qp k−1−j v k−1 , for some path v k−1 .
The relation which overlaps with q k−1 in order to obtain q k is necessarily of the form γ ′ γ. If it does not overlap with qp k−1−j then we have
On the other hand, we have qp k−j = qp k−1−j δ. Suppose that qp k−j is not a left divisor of q k , in which case necessarily q k is a left divisor of qp k−j . Then v k γ is a subpath of δ and, hence, also γ ′ γ is a subpath of δ. But that is a contradiction since δ is a nonzero path and γ ′ γ is a zero relation.
From the last paragraph we may assume, without loss of generality, that γ ′ γ overlaps with qp k−1−j . Then, since γ ′ γ does not overlap with q k−2 and qp k−2−j is a left divisor of q k−2 by the induction hypothesis, we conclude that γ ′ γ is a zero-relation overlapping with p k−1−j and not overlapping with p k−2−j . Then the construction of [1] or [10] 
2) For k = j we have qp j−j = qp 0 = q = q j . The proof of the first part of this assertion is then reduced to check that if qp k−1−j = q k−1 and qp k−j = q k , then qp k+1−j = q k+1 . Let us fix the nonzero path r such that p k−j r = p k+1−j . Then the zero relation overlapping with p k−j in order to obtain p k+1−j is of the form r ′ r. Since this relation does not overlap with p k−1−j it does not overlap with qp k−1−j = q k−1 , so that we have another path r ′′ such that qp k−1−j r ′′ r ′ = qp k−j . Then either qp k−j r = qp k+1−j is a left divisor of q k or, else, r ′ r overlaps properly with q k . In the first situation, we would have that q k = qp k+1−j v = qp k−j rv = qp k−1−j r ′′ r ′ rv = q k−1 r ′′ r ′ rv, for some path v. That is a contradiction because r ′′ r ′ rv is a zero path, and the path w appearing in the canonical factorization q k−1 w = q k is nonzero. Therefore r ′ r overlaps properly with q k . Then the construction of q k+1 from q k says that q k+1 is a left divisor of qp k+1−j which, by assertion 1, implies that qp k+1−j = q k+1 . Furthermore, it also shows that the zero-relation overlapping with q k in order to obtain q k+1 is exactly r ′ r. Suppose now that qp k−j = q k and qp k+1−j = q k+1 . Then the zero-relations overlapping with p k+1−j and q k+1 in order to obtain p k+2−j and q k+2 , respectively, are necessarily equal. Then qp k+2−j = q k+2 and, by recurrence, one gets that qp l−j = q l for l = k, k + 1, ..., i + j.
3) The claim is clearly true in case qp k−j = q k . So we assume qp k−j = q k and then, by assertion 2, we have q k+1 = qp k+1−j and, with the same terminology of 2, we have that q k+1 = qp k−j r, where r is a nonzero path. That ends the proof.
We next define a multiplication on KΓ =: ⊕ i≥0 KΓ i as follows. If p ∈ Γ i and q ∈ Γ j then we put q · p = 0, in case qp ∈ Γ i+j , and q · p = qp, in case qp ∈ Γ i+j . We then extend by K-linearity. Clearly, KΓ is a Z-graded algebra, with degree=length, and also a Π-graded algebra, where the Π-degree of p is p itself, whenever p ∈ i≥0 Γ i . The following result is an improvement of [12] 
Proposition 5.2. Let Λ be a monomial algebra and E = E(Λ) be its Yoneda algebra. The following assertions hold:
op is an isomorphism of (Z-and Π-) graded algebras
The graded left socle of E is rann
Proof. 1) According to [12] [Proposition 1.2], we just need to prove that g i (p)g j (q) = 0 whenever p ∈ Γ i , q ∈ Γ j and qp ∈ Γ i+j . Suppose S = S ν , where ν = o(q) ∈ Q 0 . Now the k-th term of its minimal Π-graded projective resolution is
. In particular, we can write
.., q j = q, ..., q i+j = qp is the sequence of chains leading to qp. Similarly, if T = S ω , where ω = o(p) = t(q), and ...P
, where p 0 , p 1 , ..., p i = p is the sequence of chains leading to p. Notice that the construction of [1] gives differentials d :
which are upper triangular (when we work with column-vectors). For instance, if q k+1 = q k r k then d(e t(q k+1 ) ) = r k 0 , and consequently we can write
We claim that every morphism of Π-graded modules ξ : 
is a left divisor of q k+1 , and hence of qp. That implies that p ′ is a left divisor of p. Then p ′ and p k+1−j are different (k +1−j)-chains which are both left divisors of p. Then one is a left divisor of the other, which is a contradiction. Hence ξ = 0 as desired. From this argument, it follows that all the vertical arrows making commute the following diagram in the category of Π-graded modules are upper triangular:
We next prove by induction that λ k = 0, for k = j + 1, ..., i + j. Clearly, λ j+1 = 0. If k > j + 1 and λ k−1 = 0, then λ k−1 = λ a k−1 , where a k−1 = cũ k−1 , with c ∈ K * andũ k−1 a nonzero path satisfying that qp k−1−jũk−1 = q k−1 . Then λ k−1 • λ r k−1 is left multiplication by cũ k−1 r k−1 . But we have qp k−1−jũk−1 r k−1 = q k−1 r k−1 = q k so that, by Lemma 5.1(3), we conclude that λ k−1 • λ r k−1 = 0. Since the commutativity of the above diagram gives an equality λ k−1 • λ r k−1 = λ s k−1−j • λ k , we conclude that λ k = 0. In particular, for k = i + j, we get λ i+j = λ ai+j , where a i+j = c ′ũ i+j , with c ′ ∈ K * andũ i+j a nonzero path such that qpũ i+j = qp iũi+j = q i+j = qp. Thenũ i+j = t(p) is a path of length 0 and, hence, λ i+j is an isomorphism. Now the element g i (p)g j (q) of E = E(Λ) is represented by the composition
, where π is the canonical projection. Clearly, that composition is nonzero.
2) Using assertion 1), the proof of assertion 2 is reduced to check that the right graded socle of KΓ is lann KΓ (KΓ 1 ⊕ KΓ 2 ) = {x ∈ KΓ : xΓ i = 0 for i = 1, 2}. By definition, the right graded socle of KΓ is Sog gr (KΓ KΓ ) = {x ∈ KΓ : xΓ i = 0 for all i > 0}. Then, clearly, Sog gr (KΓ KΓ ) ⊆ lann KΓ (KΓ 1 ⊕ KΓ 2 ). Conversely, let x ∈ KΓ n be a homogeneous element such that xΓ 1 = xΓ 2 = 0. Then x = c 1 q 1 + ... + c s q s , where c i ∈ K * and q i ∈ Γ n for i = 1, ..., s. It follows easily that q i Γ 1 = q i Γ 2 = 0. So there is no loss of generality in assuming that x = q ∈ Γ n , something that we do from now on. Suppose that q ∈ Sog gr (KΓ KΓ ).
Then there is m > 2 and p ∈ Γ m such that q · p = 0 in KΓ. By definition of the multiplication in KΓ, we have that qp ∈ Γ m+n . If t(q) = p 0 , p 1 , ..., p m = p and o(q) = q 0 , ..., q n , q n+1 , ..., q m+n = qp are the sequences of chains leading to p and qp, respectively, then Lemma 5.1 (2) gives that qp 2 = q m+2 , and this is a (m + 2)-chain. Then q · p 2 = 0 in KΓ, which contradicts the fact that qΓ 2 = xΓ 2 = 0. That ends the proof.
From now on in this section, we assume that ρ ⊆ Q n so that Λ is a nhomogeneous monomial algebra. Then Λ ! = KQ op / < Q op n \ ρ o >. Its opposite algebra ! Λ =: (Λ ! ) op = KQ/ < Q n \ ρ > has the following description: Proposition 5.3. As a graded vector space ! Λ = ⊕ i≥0 KΣ i , where Σ i = {p ∈ Q i : all subpaths of length n of p belong to ρ}. Moreover, if p ∈ Σ i and q ∈ Σ j , then the multiplication p · q in ! Λ is pq, in case pq ∈ Σ i+j , and zero otherwise.
Proof. ! Λ = KQ/ < Q n −ρ > has the property that Σ i is a basis of
Qi\Σi , for every i ≥ 0. From that the result follows immediately.
We next consider the subalgebraÊ of E generated by E 0 ⊕ E 1 ⊕ E 2 . The isomorphism (KΓ) o ∼ = E of Proposition 5.2 will be seen as an identification in the sequel. The following is an interesting fact:
Proposition 5.4. Let Λ be a n-homogeneous monomial algebra, where n > 2, and U = nZ ∪ (nZ + 1). The following assertions hold: Proof. To prove 1), we first check that in KΓ we have Γ 1 · Γ r 2 · Γ 1 = 0, for all r ≥ 0. For r = 0 that follows from the fact that no path of length 2 belongs to Γ 2 . Suppose r > 0 and Γ 1 · Γ r 2 · Γ 1 = 0. That means that we have arrows α, β ∈ Q 1 = Γ 1 and paths p 1 , ..., p r ∈ Γ 2 = ρ such that αp 1 ...p r β ∈ Γ 2r+2 . We put p k = p ′ k γ k , where γ k is an arrow, for k = 1, ..., r. Since αp 1 , ..., p j is also a chain, for every j = 1, ..., r, the construction of [1] gives that the sequence of chains leading to αp 1 ...p r β is α, αp Looking at the last overlapping of 2-chains, we get that necessarily γ r β ∈ Γ 2 = {ρ}, which is a contradiction for all paths of ρ have length n.
From the above paragraph it follows that every element of degree 2r inÊ op is a linear combination of products p 1 ...p r , with p k ∈ Γ 2 = ρ for k = 1, ..., r and every element of degree 2r + 1 is a linear combination of products of the form p 1 ...p s αp s+1 ...p r , where α ∈ Q 1 = Γ 1 and p k ∈ Γ 2 = ρ, for k = 1, ..., r. We then obtain a new grading onÊ op by assigning degrees 0 and 1, respectively, to the elements of Γ 0 and Γ 1 , and degree n to the elements of Γ 2 = ρ. Clearly, the support of the grading is contained in the image of the map δ : N −→ N. For technical reasons, we then put Γ i = Γ δ(i) for all i ≥ 0 (hence, for instace, Γ n = Γ 2 ). We now have equalities Σ j = Γ j for j = 0, 1, n and inclusions Σ j ⊆ Γ j ∪Ê, for every j ∈ nN∪(nN+ 1) (we leave this as an exercise). We then get a well-defined epimorphism of Λ 0 − Λ 0 −bimodules ϕ :Ê op −→ ! Λ U coming from the canonical maps Γ j ∪Ê −→ Σ j which are the identity on Σ j and take the paths p ∈ (Γ j ∩Ê) \ Σ j onto zero. That gives a surjective homomorphism of graded algebrasÊ
It would be interesting to have an answer to the following problem:
Question 5.5. Let Λ be any n-homogeneous algebra and U = nZ ∪ (nZ + 1). Is Λ ! U always a (graded) factor of the graded algebraÊ = ⊕Ê j ?
Notice thatÊ = ⊕ i≥0 K(Γ o i ∩Ê). For p ∈ Q n , we then putp o = p o in case p ∈ ρ andp o = 0 otherwise.
Corollary 5.6. Let Λ = KQ <ρ> be a n-homogeneous monomial algebra, E = E(Λ) be its Yoneda algebra andÊ be the subalgebra of E generated by E 0 ⊕ E 1 ⊕ E 2 . For each m ∈ Z, there is a fully faithful embedding LÊ C(Gr Λ ) with essential image Y(m, n), where LÊ is the full subcategory of GrÊ which objects are those X ∈ GrÊ satisfying the following conditions: Proof. Condition 1 is just telling us that X is a gradedÊ-module such that XJ = 0, where J is as in Proposition 5.4. Then condition 1 is equivalent to say that X is a gradedÊ J -module. With an argument analogous to that of Corollary 4.11 and using Proposition 5.4, we get an equivalence between graded Λ ! U -modules generated in degrees belonging to m + nZ and gradedÊ J -modules generated in even degrees. Finally, condition 3 is telling us that the associated Λ ! U -module satisfies the condition on kernels of Theorem 4.7 (1) . Then the result follows from that theorem.
Remark 5.7. In case Λ is n-Koszul, we have E =Ê and J = 0 (cf. [11] [Theorem 10.2] and [4] [ Proposition 3.8] ). Hence, condition 1 is superfluous to describe the X ∈ Gr E which belong to L E = LÊ.
Example 5.8. Let us take the truncated algebra Λ = KQ/ < Q n >, so that Λ ! = KQ op . We develop the embedding of last corollary for m = 0. Since Λ is n-Koszul, we have E =Ê = Λ ! U = (KQ op ) U . This algebra is the opposite of the algebra given as a factor of a path algebra KQ/ <ρ >, as follows. We put Q 0 = Q 0 andQ 1 = Q 1 Q n andρ = {αβ : α, β ∈ Q 1 } {αp − qβ : α, β ∈ Q 1 , p, q ∈ Q n and αp = qβ as paths of Q}. The canonical grading of E is given by assigning degree 1 to the α ∈ Q 1 and degree 2 to the p ∈ Q n . Then the subcategory L E consists of those X ∈ Gr E which are generated in even degrees and satisfy that if α∈Q1 x α α o = 0, for a family of elements (x α ) in X 2j , then α∈Q1 x α (α o q o ) = 0 for all q ∈ Q n−1 . Using Remark 4.8 (1) we get the fully faithful embedding Φ : L E C(Gr Λ ).
