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Abstract
We study the fractal properties of the stationary distrubtion pi for
a simple Markov process on R. We will give bounds for the Hausdorff
dimension of pi, and lower bounds for the multifractal spectrum of pi.
Additionally, we will provide a method for numerically estimating these
bounds.
1 Introduction
For real numbers α > 1, β > 0, we define a Markov process by
Xn+1 =
{
Xn + β with probability p
α−1Xn with probability 1− p.
(1.1)
We will denote the stationary distribution of Xn by pi. As figure 1.1 shows,
this distribution exhibits typical fractal patterns. In order to acquire a solid
framework in which we can study the fine structure (ie. Hausdorff dimension
and multifractal spectrum) of pi, we will reformulate the process Xn in the
context of iterated function systems.
A (probabilistic) iterated function system (IFS) is a set X ⊂ Rd associated
with a family of maps W = {wi}Ni=1, wi : X → X, where the maps are chosen
independently according to a probability vector p = {pi}i∈M , where pi > 0 for
all i = 1, . . . , N and
∑N
i=1 pi = 1. The maps are all Lipschitz, ie. there exist
positive constants γi such that |wi(x)− wi(y)| ≤ γi |x− y| for all x, y ∈ X and
i = 1, . . . , N . If γi < 1 for all i the IFS is said to be strictly contracting, but a
weaker condition is that
∑N
i=1 pi log γi < 0, in which case the IFS is said to fulfill
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Figure 1.1: Plot of Xn when α = 2, β = 1 and p = 1/3
(a) Histogram (b) Empirical mass distribution
average contractivity. In either case there exists a unique probability measure
on X satisfying
µ =
N∑
i=1
piµ ◦ w−1i ,
which is called the invariant measure of the IFS (see [5] for a proof). In other
terms, if we put Σ = {1, 2, . . . , N} and let P be the infinite-fold product proba-
bility measure p× p× · · · on Σ∞, the limit
ν(i) = lim
n→∞wi1 ◦ wi2 ◦ · · · ◦ win (x0) (1.2)
exists for P-almost every sequence i = (i1, i2, . . .) ∈ Σ∞, and does not depend
on x0 ∈ X. The mapping ν : Σ∞ → X is thus well defined almost everywhere
on P and µ can be written as
µ = P ◦ ν−1.
Now, let Ξ(α, β, p) be the family of IFS’s on R of the form
w1(x) = x+ β
w2(x) = α
−1x
with probability vector p = (p, 1− p), and α > 1, β > 0. The IFS isn’t strictly
contracting, since γ1 = 1, but
∑
pi log γi = −(1 − p) logα < 0 shows that
average contractivity holds. Thus the unique invariant measure µ exists and
satisfies the recursion relation
µ(A) = pµ(A− β) + (1− p)µ(αA) (1.3)
for any measurable A ⊂ R. By writing Xn+1 = win+1 (Xn), where in is drawn
randomly according to P, we see that the above IFS represents the same random
process as the initial Markov process (1.1), and µ is indeed equal to pi. We will
henceforth refer to this measure by pi.
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The following notions related to fractal geometry will largely follow the same
definitions as in eg. [4]. The notation dimH will be used for the Hausdorff
dimension of a set. For any Borel probability measure µ on R, the lower local
dimension of µ at x ∈ R is defined by
dimµ(x) = lim inf
r→0
logµ (B(x, r))
log r
(1.4)
The upper and lower Hausdorff dimensions of µ are now given by
dim∗H µ = inf {s : dimµ(x) ≤ s for µ-almost all x} (1.5)
dimH µ = sup {s : dimµ(x) ≥ s for µ-almost all x} , (1.6)
respectively. Note that dimH µ ≤ dim?H µ. Now let
Et = {x ∈ R : dimpi(x) ≤ t} , Et = {x ∈ R : dimpi(x) ≥ t} ,
and similarly fH(t) = dimH Et, fH(t) = dimH Et. We call the functions fH(t)
and f
H
(t) the upper and lower multifractal spectrum of µ, respectively.
The Hausdorff dimension of invariant measures of IFS’s have been studied
extensively in the last decades. With light conditions on the maps inW and only
assuming average contractivity, in general only upper bounds for the Hausdorff
dimension of µ are known (see eg. [7]). The usual way of finding lower bounds
is by trying to limit the overlap of the maps. This is most commonly done by
assuming the open set condition (OSC), which is fulfilled if there exists an open
set O ⊂ X such that wi(O) ⊂ O and wi(O) ∩ wj(O) = ∅ for all i 6= j. If this
condition fails, there are a few weaker assumptions that have yielded results (see
[9] for a survey). In the simple case where the measure has compact support
and the maps in W are strictly contracting similitudes satisfying the OSC, the
geometry is fully understood. The IFS we study here is of interest because it
does not satisfy the OSC, nor any of the other overlap conditions. The only
known result applicable to our process is
dim?H pi ≤
p log p+ (1− p) log(1− p)
(1− p) logα−1 .
In theorem 1.1 we present a strictly smaller upper bound, and a lower bound as
well. We also obtain lower bounds for the multifractal spectrum.
For any positive integer b and x ∈ R, let δbi (x) denote the i:th digit of a base-
b expansion of x/bblogb xc+1 = 0.δb1δb2 . . . ∈ [0, 1]. This representation is unique
except for points whose expansion ends in an infinite sequence of 0’s, since such
numbers may also be written as an expansion ending in an infinite sequence
of (b − 1)’s. We will ensure uniqueness of δbi (x) by always choosing the former
representation in such cases. Write τ bk(x, n) for the number of occurrences of
the digit k in the n first digits of the base-b expansion of x. Whenever it exists,
we denote τ bk(x) = limn→∞
1
nτ
b
k(x, n). For any vector (q0, q1, . . . , qb−1) of non-
negative real numbers with
∑b−1
i=0 qi = 1 we define
Fb (q0, q1, . . . , qb−1) =
{
x ∈ R : τ bk(x) = qk, k = 0, 1, . . . , b− 1
}
.
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Furthermore, let
Sb,t =
{
x ∈ R : lim
n→∞
1
n
n∑
i=1
δbi (x) = t
}
=
{
x ∈ R :
b−1∑
i=0
iτ bi (x) = t
}
.
By a classical result of Eggleston ([2]),
dimH (Fb (q0, q1, . . . , qb−1)) = −
b−1∑
i=1
qi log qi/ log b. (1.7)
The Hausdorff dimension of the set Sb,t is known to be (see [1], corollary 15)
dimH (Sb,t) =
log min
{∑b−1
i=0 r
i−t : r > 0,
∑b−1
i=0 (i− t)ri = 0
}
log b
. (1.8)
For any α > 1 and 0 ≤ p ≤ 1, we set
d(x) =
log(1− p) + x log p
logα−1
, d(x) = d(x)− log
(
1− pα−1)
logα−1
and
d?(x) = min
{
max
{
d
−1
(x), 0
}
, 1
}
, d?(x) = min
{
max
{
d−1(x), 0
}
, 1
}
for all 0 ≤ x ≤ 1. We are now ready to state the main result:
Theorem 1.1. For an IFS in Ξ(α, β, p) where α ≥ 2 and β ≥ 1 are integers
we have
dim?H pi ≤
∑α−1
i=0 ξi log ξi
logα−1
, (1.9)
where ξk =
∑∞
m=0 pi [mα+ k,mα+ k + 1]. Moreover, if p ≤ 1/2 and β = αt
for some t = 0, 1, 2, . . ., then
dimH pi ≥ d
(
α−1∑
i=0
iξi
)
(1.10)
and
fH(t) ≥ dimH
(
Sα,d?(t)
)
, f
H
(t) ≥ dimH
(
Sα,d?(t)
)
. (1.11)
2 Statement of results
In this section, if not otherwise stated, we will assume that pi is the invariant
measure of an IFS in Ξ(α, β, p), where p ≤ 1/2 and α ≥ 2 and β ≥ 1 are integers.
Lemma 2.1. For any non-negative x we have
pi[x, αx] =
p
1− ppi[x− β, x].
4
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Proof.
pi[x, αx] = pi[0, αx]− pi[0, x]
= pi[0, αx]− (1− p)pi[0, αx]− ppi[0, x− β]
= p (pi[x− β, x] + pi[x, αx])
Lemma 2.2. Write M0 = pi [0, β]. There exists a constant K > 1 such that
M0p
n ≤ pi[nβ, (n+ 1)β] ≤M0Kpn
for all integers n ≥ 0.
Proof. Assume that n ≥ 1 (If n = 0, the proposition holds for any K ≥ 1). The
lower bound follows immediately from (1.3) since
pi[nβ, (n+ 1)β] ≥ ppi[(n− 1)β, nβ] ≥ p2pi[(n− 2)β, (n− 1)β] ≥ . . . ≥ pnM0
For the upper bound, we first use lemma 2.1 and the facts that α ≥ 2 and
p ≤ 1/2 to note that
pi[nβ, (n+ 1)β] ≤ pi[nβ, nαβ] = p
1− ppi[(n− 1)β, nβ] ≤ pi[(n− 1)β, nβ].
This implies that pi [mβ, nβ] ≥ (n−m)pi [(n− 1)β, nβ] for any integers n > m ≥
0. Thus
p
1− ppi[(n− 1)β, nβ] = pi[nβ, nαβ] ≥ n(α− 1)pi[(nα− 1)β, nαβ].
The above and lemma 2.1 give
pi[nβ, (n+ 1)β] ≤ ppi[(n− 1)β, nβ] + (1− p)pi[nαβ, nα2β]
= p (pi[(n− 1)β, nβ] + ppi[(nα− 1)β, nαβ]) (2.1)
≤ ppi[(n− 1)β, nβ]
(
1 +
p
1− p ·
1
n(α− 1)
)
. (2.2)
For any integers n ≥ m ≥ 1, let P (x,m, n) = ∏nk=n−m+1 (1 + x/k). By writing
a = p(1−p)(α−1) and repeating (2.2) we get
pi[nβ, (n+ 1)β] ≤ pmpi[(n−m)β, (n−m+ 1)β]P (a,m, n) (2.3)
Now, apply (2.3) to the second term in (2.1) to see that
pi[nβ, (n+ 1)β] ≤ ppi[(n− 1)β, nβ]
(
1 + pn(α−1)P (a, n(α− 1), nα− 1)
)
A standard result is that P (x, n, n) = Γ(x + n)/Γ(x) (where Γ(x) denotes the
gamma function), which implies P (1, n, n) = n + 1. Since a ≤ 1 we have
P (a, n(α− 1), nα− 1) < P (1, n, nα− 1) = nα. Thus we arrive at
pi[nβ, (n+ 1)β] < pnM0
n∏
k=1
(
1 + kαpk(α−1)
)
< pnM0
∞∏
k=1
(
1 + kαpk(α−1)
)
.
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The infinite product above converges if and only if the series
∑∞
k=1 kαp
k(α−1)
converges, which is clearly the case.
Lemma 2.3. For any integers n and k,
pi
[
nβ
αk
,
(n+ 1)β
αk
]
= (1− p)
bnα−kc∑
k=0
pkpi
[
nβ
αk−1
− kαβ, (n+ 1)β
αk−1
− kαβ
]
.
Proof. The formula is straightforward to obtain using (1.3). We have
pi
[
nβ
αk
,
(n+ 1)β
αk
]
= ppi
[
nβ
αk
− β, (n+ 1)β
αk
− β
]
+ (1− p)pi
[
nβ
αk−1
,
(n+ 1)β
αk−1
]
.
The first term above can be written as
ppi
[
nβ
αk
− β, (n+ 1)β
αk
− β
]
= p2pi
[
nβ
αk
− 2β, (n+ 1)β
αk
− 2β
]
+
p(1− p)pi
[
nβ
αk−1
− αβ, (n+ 1)β
αk−1
− αβ
]
.
By repeatedly using (1.3) on the first terms, we generally have
pjpi
[
nβ
αk
− jβ, (n+ 1)β
αk
− jβ
]
=
pj+1pi
[
nβ
αk
− (j + 1)β, (n+ 1)β
αk
− (j + 1)β
]
+pj(1− p)pi
[
nβ
αk−1
− jαβ, (n+ 1)β
αk−1
− jαβ
]
.
Combining everything yields
pi
[
nβ
αk
,
(n+ 1)β
αk
]
= pbnα−kcpi
[
β
( n
αk
−
⌊ n
αk
⌋)
, β
(
n+ 1
αk
−
⌊ n
αk
⌋)]
+
(1− p)
bnα−kc−1∑
j=0
pjpi
[
nβ
αk−1
− jαβ, (n+ 1)β
αk−1
− jαβ
]
.
Since α is an integer, we have n
αk
− ⌊ n
αk
⌋ ≥ 0 and n+1
αk
− ⌊ n
αk
⌋ ≤ 1 for all n, k.
Thus
pi
[
β
( n
αk
−
⌊ n
αk
⌋)
, β
(
n+ 1
αk
−
⌊ n
αk
⌋)]
= (1− p)pi
[
nβ
αk−1
−
⌊ n
αk
⌋
αβ,
(n+ 1)β
αk−1
−
⌊ n
αk
⌋
αβ
]
whereby the proposition follows.
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Lemma 2.4. For all integers n, k ≥ 0, define
g(n, k) = nα+ (1− α)
k∑
i=0
⌊
nα−i
⌋
.
Let n ≥ 0 be arbitrary. Then, for all k ≥ 0,
M0(1− p)kpg(n,k) ≤ pi
[
nβ
αk
,
(n+ 1)β
αk
]
≤M0K
(
1− p
1− pα−1
)k
pg(n,k).
Proof. The proposition holds for k = 0 by lemma 2.2. Assume that it holds for
k = t− 1, for some t > 1. Then, by lemma 2.3,
pi
[
nβ
αt
,
(n+ 1)β
αt
]
= (1− p)
bnα−tc∑
j=0
pjpi
[
(n− jαt)β
αt−1
,
(n+ 1− jαt)β
αt−1
]
≤ M0K (1− p)
t
(1− pα−1)t−1
bnα−tc∑
j=0
pj · pg(n−jαt,t−1).
Notice that
g
(
n− jαt, t− 1) = (n− jαt)α+ (1− α) t−1∑
m=0
⌊
n− jαt
αm
⌋
= g(n, t− 1) + j
(
−αt+1 − (1− α)
t−1∑
m=0
αt−m
)
= g(n, t− 1)− jα.
Thus
pi
[
nβ
αt
,
(n+ 1)β
αt
]
≤M0K (1− p)
t
(1− pα−1)t−1 p
g(n,t−1)
bnα−tc∑
j=0
pj(1−α)
Now, since
p(1−α)bnα−tc ≤
bnα−tc∑
j=0
pj(1−α) ≤ p
(1−α)bnα−tc
1− pα−1 , (2.4)
and g(n, t− 1) + (1− α) bnα−tc = g(n, t), we have
pi
[
nβ
αt
,
(n+ 1)β
αt
]
≤M0K
(
1− p
1− pα−1
)t
pg(n,t)
For the lower bound, we use a practically identical calculation and the lower
bound in (2.4) to obtain
pi
[
nβ
αt
,
(n+ 1)β
αt
]
≥ M0(1− p)tpg(n,t−1)
bnα−tc∑
j=0
pj(1−α)
≥ M0(1− p)tpg(n,t).
7
Andreas Anckar and Göran Högnäs
Lemma 2.5. Let x ∈ Dα. For any integer b ≥ 2, define
σb(x) = lim inf
n→∞
1
n
n∑
i=1
δbi (x).
Then
d (σα(x/β)) ≤ dimpi(x) ≤ d (σα(x/β)) .
Proof. First, we remark that for any integer n ≥ 0 the quantity g(n, k) is related
to the sum of the digits in the base-α expansion of n. Define L(x) = blogα xc+1,
then
g(n, k) =
k∑
j=0
⌊
nα−j
⌋− α
 k∑
j=0
⌊
nα−j
⌋− n

=
k∑
j=0
⌊
nα−j
⌋− α k−1∑
j=0
⌊
nα−j−1
⌋
=
⌊
nα−k
⌋
+
k−1∑
i=0
δαL(n)−i(n),
since
⌊
nα−j
⌋− α ⌊nα−j⌋ = δαL(n)−j(n). Now, fix x ∈ R and take {xk}∞k=0 to be
the unique sequence of integers satisfying
x ∈
[
xkβ
αk
,
(xk + 1)β
αk
)
(2.5)
for every k ≥ 0. Additionally, fix r ∈ (0, βα−1] and put k = max{k ∈ N : r ≤ βα−k}.
Then r > βα−k−1 and
log pi (B(x, r))
log r
≥ log pi
[
(xk − 1)βα−k, (xk + 2)βα−k
]
log βα−k−1
.
Define xk as the integer in {xk − 1, xk, xk + 1} for which pi
[
xkβα
−k, (xk + 1)βα−k
]
is maximized. Then
log pi (B(x, r))
log r
≥ log 3pi
[
xkβα
−k, (xk + 1)βα−k
]
log βα−k−1
≥
log 3M0K + log
(
1−p
1−pα−1
)k
pg(xk,k)
(k + 1) logα−1 + log β
,
where we applied lemma (2.4) in the second step. Now set yk = xkβα−k and
N = min {n : β < αn}. By (2.5),
|x− yk| < 2βα−k ≤ αN+1−k, (2.6)
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for k ≥ 0, implying δi (x) = δi (yk) for 1 ≤ i ≤ k′ where k′ = k −N − 1. Thus
k′∑
i=1
δi (xk) =
k′∑
i=1
δi
(
αk
β
yk
)
=
k′∑
i=1
δi
(
αk
β
x
)
for all k ≥ 0, giving
g (nk, k
′)
k
=
1
k
⌊xkα−k′⌋+ k′∑
i=1
δi
(
αk
β
x
) . (2.7)
Multiplying a number by αk does not affect its digits, so as r → 0,
lim inf
r→0
log pi (B(x, r))
log r
≥ lim inf
k→∞
log 3M0K + k log
(
1−p
1−pα−1
)
+ g (xk, k) log p
(k + 1) logα−1 + log β
=
log(1− p)− log (1− pα−1)+ σ (x/β) log p
logα−1
,
since k′/k → 1. For the upper bound, fix r and k as before, then
log pi (B(x, r))
log r
≤ log pi
[
xk+1βα
−k−1, (xk+1 + 1)βα−k−1
]
log βα−k
≤ log
(
M0(1− p)k+1pg(xk+1,k+1)
)
k logα−1 + log β
.
As r decreases and k increases,
∣∣x− xk+1βα−k∣∣ < βα−k so (2.7) holds, whereby
lim inf
r→0
log pi (B(x, r))
log r
≤ lim inf
k→∞
logM0 + (k + 1) log(1− p) + g (xk+1, k + 1) log p
k logα−1 + log β
=
log(1− p) + σ (x/β) log p
logα−1
.
Lemma 2.6. For pi-almost every x we have
ταk (x) = ξk
for k = 0, 1, . . . , α− 1.
Proof. Let Xn be as in (1.1), and write Xn(i) = win ◦ win−1 · · · ◦ wi1 (X0) for
i ∈ Σ∞. Define nα (Xn) as the number of digits in the base-α expansion of
Xn−bXnc, and n′α (Xn) as the number of digits in bXnc. The number nα (Xn)
will equal the number of times the map w2 is chosen, so for P-almost every i,
lim
n→∞
nα (Xn(i))
n
= 1− p, (2.8)
9
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by the law of large numbers. On the other hand, bXn(i)c is at most equal to
the number of times w1 is chosen, so
lim sup
n→∞
bXn(i)c
n
≤ p,
P-a.e. It follows that
lim sup
n→∞
n′α (Xn(i))
nα (Xn(i))
≤ lim
n→∞
blogα npc+ 1
n(1− p) = 0
P-a.e., which shows that the integer part does not contribute to the asymptotical
frequency of digits, i.e. it suffices to analyze ταk (Xn − bXnc).
Let Yn = (Xn, in+1) and observe that Yn is a Markov chain with state
space X = [0,∞) × {1, 2} and stationary distribution piY = pi × P. Set A =
{(x, 2) : x ∈ [0,∞)} and let Tn(A) denote the n:th visit of Yn in A. Since Yn
is ergodic, Zn = YTn(A) is also a Markov chain, with stationary distribution
piZ = piY /piY (A) = piY /(1− p). Now define hk : X→ {0, 1} by
hk (Yn) =
{
1, if bXnc mod α = k and in+1 = 2
0, otherwise.
Informally, whenever Xn+1 adds a digit to the α-expansion of Xn − bXnc,
hk (Yn+1) will equal 1 if the added digit is k. This means that
ταk (Z1,n − bZ1,nc , n) =
n∑
i=1
hk (Zi) ,
where Z1,n denotes the first coordinate of Zn. While hk is not continuous on X, it
is continuous on ([0,∞) \ Z)×{1, 2}. Thus, for any  > 0, we can find continuous
functions hk,,hk, : X → [0, 1] such that hk, (Yn) < hk (Yn) < hk, (Yn) for all
n ≥ 0 and for any m = 0, 1, 2, . . .,
hk, (x, 2) =
{
≤ 1, for any x ∈ [mα+ k − ,mα+ k + 1 + )
0, otherwise
hk, (x, 2) =
{
1, for any x ∈ [mα+ k − ,mα+ k + 1 + )
< 1, otherwise
Now, by an ergodic theorem of Elton ([3]), for f = hk,, hk,, for P-almost every
i,
lim
n→∞
1
n
n−1∑
i=1
f (Zi(i)) =
ˆ
fdpiZ , (2.9)
for all initial points Z0 ∈ X. Thus, for every  > 0,
lim sup
n→∞
1
n
ταk (Z1,n, n) <
∞∑
m=0
pi [mα+ k − ,mα+ k + 1 + ]
lim inf
n→∞
1
n
ταk (Z1,n, n) >
∞∑
m=0
pi [mα+ k + ,mα+ k + 1− ] .
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This means that for k = 0, 1, . . . , α− 1, P-a.e.,
lim
n→∞
1
n
ταk (Z1,n, n) = ξk (2.10)
where Z1,n(i) = XTn(A)(i). The convergence is independent of X0. Now define
the “backward” process X˜n(i) = wi1 ◦wi2 ◦· · ·◦win (X0). By (1.2), X˜n converges
P-a.e. to ν (i), which has distribution pi, since the distribution of Xn (which is
the same for X˜n) converges to pi. Furthermore, (2.8) must also hold for X˜n
since X˜n has the same distribution as Xn. As nα (Xn(i))→∞, (2.10) implies
ταk (Xn(i), nα (Xn(i)))
nα (Xn(i))
→ ξk,
P-a.e., and the same claim must again also hold for X˜n. It follows that P-a.e.,
ταk (ν(i), n) /n→ ξk, and the proof is complete.
Our main theorem now follows from the above lemmas:
Proof of theorem 1.1. Lemma 2.6 implies that pi (Fα (ξ0, ξ1, . . . , ξα−1)) = 1, so
(1.9) follows immediately from (1.7). Now, assume that β = αt for some t =
0, 1, . . . Then, for any x, x/β will have the same digit expansion as x. Thus,
lemmas 2.6 and 2.5 together give (1.10). For the last part, note that for any
x ∈ S
α,d
−1
(t)
, lemma 2.5 implies dimpi(x) ≤ t and thus x ∈ Et. An analogous
argument shows that x ∈ Sα,d−1(t) implies x ∈ Et, whereby (1.11) follows.
Remark. If we replace lim inf by lim sup in (1.4) and (1.5)-(1.6), we obtain the
definitions of the upper and local packing dimensions of µ, denoted dimP µ and
dim?P µ, respectively. If x ∈ Sα,y for any y ∈ [0, 1], the limit inferior in lemma
2.5 may be dropped in favor of the ordinary limit. Thus, in the (latter) setting
of theorem 1.1,
d
(
α−1∑
i=1
iξi
)
≤ dimP pi ≤ dim?P pi ≤ d
(
α−1∑
i=1
iξi
)
.
3 Numerical estimates
When β = 1 we can use the following method to find numerical approximations
of the dimension values in theorem 1.1. Since we only need to evaluate the
pi-mass of intervals of unit length, we partition the state space of Xn according
to [0,∞) = ⋃∞i=1Ai where Ai = [i− 1, i). Now we define a new process X ′n on
N by the transition probabilities
X ′n+1 =
{
Xn + 1, with probability p⌊
Xnα
−1⌋ , with probability 1− p
Note that X ′n = m whenever Xn ∈ Am, since α is an integer and[
mα−1, (m+ 1)α−1
] ⊂ [⌊mα−1⌋ , ⌊mα−1⌋+ 1]
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Figure 3.1: Lower and upper bounds for fH(t), when α = 5, p = 1/3.
for all m ∈ N (as in lemma 2.3). The process X ′n is called a lumped process of
Xn (see [8], section 6.3). Clearly, X ′n is a Markov process itself, and it is easily
seen that it has stationary distribution pi′ defined by pi′(m) = pi (Am) for all
m ∈ N.
We now define the truncated matrix
Pn(i, j) =
{
p, i = j = n
P (i, j), otherwise
where the “missing” probability is added to the last state to ensure that the
matrix remains stochastic. If we consider the finite system pin = pinPn, by
results of Heyman ([6]),
lim
n→∞pin(m) = pi
′(m)
for all m ∈ N. This implies that limn→∞
∑∞
i=0 pin(k + iα + 1) = ξk, so by
calculating the left eigenvectors of Pn for some large value of n we can find
estimates for the dimension of pi using theorem 1.1. For example, if α = 2 and
β = 1 we have
P5 =

1− p p 0 0 0
1− p 0 p 0 0
0 1− p 0 p 0
0 1− p 0 0 p
0 0 1− p 0 p
 .
Let p = 1/3. Now, by calculating the left eigenvectors of P50, we have
0.508 ≤ dimH pi ≤ dim?H pi ≤ 0.906.
The bounds are tighter for larger values of α. If we take α = 5 instead, we have
0.579 ≤ dimH pi ≤ dim?H pi ≤ 0.585.
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The fine structure of a simple Markov process
In this case, the lower bound to fH(t) given by theorem 1.1, along with the
upper bound fH(t) ≤ t (this is standard, see eg. [4]) are plotted in figure (3.1).
Note that these bounds hold for every β = αk, where k ≥ 0 is an integer.
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