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This paper deals with the solvability of the equation 4(u) - S(u) = f, 
where A is a continuous self-adjoint operator defined on a real Hiibert space H 
with values in H, the null-space of A is nontrivial, and N is a nonlinear com- 
pletely continuous perturbation. SuEGent, and necessary-sufficient condi- 
tions are given for the equation to be solvable. Abstract theorems are applied 
to solving boundary value problems for partial differential equations. 
1. INTRODUCTION 
The type of results obtained in this paper may best be illustrated in the 
following example: Consider the second order ordinary differential equation 
28 + Au + g(u) = f 
and the boundary conditions 
u(0) = u(r) = 0, 
(1.1) 
where g is a continuous function on RI = (- c;o, co) and f EI&(O, Z-). 
We shall seek the weak solution of the boundary value problems (1.1) and 
(1.2). Introducing the well-known Sobolev space l@al(O, rr) of all absolutely 
continuous functions, the derivative of which, existing almost everywhere, is 
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square integrable in the Lebesgue sense, we define a weak solution 
u E I$‘al(O, r) of Eqs. (1.1) and (1.2) if the integral identity 
s 
?i - 
0 
u’v’ +h Ior uv + j-omg(u)v = JOT@ (1.3) 
holds for each v E bfTar(O, r). 
In the series of papers by the authors (see, e.g., [3,4, S]), sufficient 
conditions are given for the function g to be the boundary value problems 
(1.1) and (1.2) weakly solvable for each right-hand side f, provided 
h f 1, 4 )..., ?zs ,...) i.e., X is not an eigenvalue for the linear boundary value 
problem 
d + Al.4 = 0 (1.4) 
and (1.2). Such results are called Fredholm alternative for nonlinear operators. 
The situation with the range of considered nonlinear differential operator 
in the case where h is an eigenvalue of the linearized problem (1.4) is more 
complicated. 
In the previous papers the set of all right-hand sidef’s for which the weak 
solution of Eqs. (1.1) and (1.2) exists is completely described under the 
following assumptions: 
lim g(s) = g(-co) E R, , .r-m (1.6) 
d-00) -=c As> -==l g(a)7 (l-7) 
for each s E R, . 
Such a result was first given by E. M. Landesman and A. C. Lazer [5] 
for boundary value problems in partial differential equations where the 
“linear part” has a simple spectrum. This result was generalized by 
S. A. Williams [ll] to the case of multiple spectrum of the linear part. An 
abstract version of the method noted in Refs. [5, 1 l] is given in Ref. [9]. 
In the present paper we give the abstract theorems (Section 2) of the 
corollary that describes the set of all right-hand sides for which Eq. (1 .l) and 
(1.2) are weakly solvable under assumptions (1 S), (1.6), 
for each s E RI , and 
A--a31 G g(s) G id=)) (l-8) 
g(O) f ‘f(=)>, g(O) f g(- co)- (1.9) 
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It is interesting that this set is the same if (l.S), (1.3) are replaced by (1.7). 
Moreover, we obtain the boundary value problem (l.l), (1.2) as weakly 
solvable for each right-hand side f EL,(O, n) provided the function g(s) is 
of the type 
g(s) = [ s IPsigns, 
where p E (0, 1). Such a result cannot be obtained by the usual methods for 
coercive operators. 
For the proof of the abstract theorems we use an analog of the Cesari-Lazer 
lemma which was investigated in [I, 2, 61. 
2. ABSTRACT THEOREMS 
Let N be a real Hilbert space with the inner product (., ,). Unless otherwise 
stated we shall denote a bounded linear self-adjoint operator from N into N 
by A. 
We consider the following hypothesis. 
HYPOTHESIS Al. il is a F~edhkm operator (i.e., 
(i) the range R(A) of .A is closed, 
(ii) dim N(A) < co, where N(A) is the null-space of A) lznd 
dim N(Aj > 0. 
Denote by P the orthogonal projection from H onto N(d) and Q = I -- P. 
Under Hypothesis Al, Q is an orthogonal projection from H onto R(A). 
Denote the restriction of A onto R(A) by ARtA) , and let M = IYIR(A$r 
(the so-called right inverse). Then we have 
llL4(x) = Q(x) (x E H-j, 
AM(Y) =Y (Y ft %w 
Let U: H -+ H be an operator that is no&near; let P = A - CJ. Define 
the map 
CD: N(B) x R(A) + N(A) x R(A) 
by 
CD: [u, v] I-+ [PU(u + a), MQU(u f v)]. (24 
LEMMA 2.1. Let a solution [u,, , zl,,] E N(B) x R(A) of the equation 
@(% 4 = P, 4 (2.2) 
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exist. Then the equation 
F(x) = 0 (2.3) 
has a solution x0 = u,, + v,, E H. 
Proof. Let [z+, , v,,] E N(B) x R(4) be a solution of Eq. (2.2). Set 
x0 = z10 + vO . Then P(x,) = u,, , Q(x,,) = v, , and 
F(q)) = a(q)) - U(x(J = AP(x,) + AQ(x,) - U(xJ 
= anfQu(xo) - U(.Q) = Q U(xJ - U(x,) = -PU(.xJ = 0. 
Define the family { I/E}E>O of maps 
v,: J&44) x R(A) -+ N(A) x R(A) 
by 
V,: [w, v] H- [w - ePU(w + MQU(w + v)), MQU(w + v)]. (2.4) 
We immediately obtain the following lemma. 
LEMMA 2.2. Let the operator T/, for some E > 0 have aJi,?cedpoint [w,, , v,], 
z.e., 
~JE(wLl , %> = hl 3 %l- (2-5) 
Then Eq. (2.3) has a solution w,, + vO. 
To obtain a fixed point of the operator V, we shall apply the Schauder fixed 
point theorem for completely continuous operators. It is easy to see that the 
condition 
(Ul) U: H + His completely continuous 
(i.e., U maps bounded subsets of H into compact sets in H and is conti- 
nuous) implies that for each E > 0 the map of V, , defined by Eq. (2.4), is 
completely continuous from N(B) X R(A) into N(A) X R(A). 
Now it is important to give the conditions on U that exist, E > 0 and 
KC N(A) x R(A) a nonempty convex, closed, and bounded set, such 
that VJK) C K. 
LEMMA 2.3. Suppose Hypothesis Al, and (Ul), and let the following 
conditions be ful$lled: 
(U2) There exists p > 0 and 6 E (0, 1) such that for each u E H 
II w4ll G 41 + II 2.4 II”>- 
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(U3) There exists 7 E (8, 1) (or 7 = 0 ;f 6 = 0) and cyO > 0 such that 
for each bounded set ‘CV C R(A) we have t, > 0 with 
t > t, - (U(tw + tw), w) >/ u.0 , 
provided v E W and w E N(d), j! zu jJ = 1. 
Thm Eq. (2.3) is solvable in H. 
Proof. With respect to Lemma 2.2 it is sufficient to prove that the 
operator r/, has a fixed point in N(d) x R(A) for some E > 0. According 
to the remarks before Lemma 2.3 we shall prove the existence of E > 0 and 
a nonempty, convex, closed, and bounded set KC N(A) )< R(A) such that 
Vs(K) C K. 
First, we prove the existence of a constant a, > 0 such that, for p > 0, 
ZJ E N(g), where jj w 11 < p, and z’ E R(A), where !I TJ /\ < a, + pn, 
11 MQU(w + v)II < a0 + p”. (2.6) 
Let a > 0 and p > 0. For w E IV@), where /j w I/ < p, and ~1 E R(A), where 
II v II < a + P, 
Set 
I[ MQU(w + u)li < II WI ~(1 + p" -I- a8 + P"">. 
z(p) = II J,f/I p(l + PS + P”“) - P* 
According to the relations between 6 and 7, the function z(p) is bounded 
from above far p > 0 and since the function 
r(a) = a - jj MI] puE 
is unbounded for a > 0, there exists a, > 0 such that z(p) < r(aO). Thus the 
inequality (2.6) holds. 
For w G N(A), where I/ zu /I = p, and v E R(A), 
lj w - ePU(w + MQU(w + v))l[” (2.7) 
= p” - 24742~ + MQU(w + v)), w) + 6 [I PU(w + MQU(w f v))li” 
and 
(VW + MQu(w + v>), 4
=,(u(,.$+Pn MQU(w + v) p” )+ P-8) 
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Set 
Then for p 3 1, v E R(A), where [I z, 11 < a, + ,CP, and w E N(A), where 
II w II = PY 
in virtue of (2.6). 
Thus with respect to the assumption (U3) there exists pO > 2 such that 
for each p > po/2, 
provided /j w j/ = p and // a jj ,( a, + p*. 
From (2.7)-(2.9) we have 
(2.10) 
where E > 0, P 2 pa/Z il w II = P, II v II < a0 + pn. Thus for p E +o/2, po> 
and 
EE ( 0, p2(f +po~p~Goa +pF)2 > ' 
ii w - ~pU(w + MQu@ + +I G PO 7 (2.11) 
whenever 11 eu 11 = p and jj v 11 < a, + pan. 
For jj w II < po/2, I/ v II < a0 + po”, and arbitrarily 
we have 
Set 
II ZJ - ePU(w + nfQu(w + 4)ll < PO/~ -I- PO/~ -=L PO. (2.12) 
Eo = mm * I Pool0 PO \ $(I + PO8 + uo6 + pp)a ’ 4#u(l + (po/2)S + ao8 + P$q ) 
and 
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The set I< is nonempty convex, closed, and bounded and, by virtue of 
(2.6), (2.1 lj, and (2.12), VJKj C K. 
From the Schauder fixed point theorem we obtain our assertion. 
Now we shall apply Lemma 2.3 to the existence theorems for the equations 
with the right-hand sides. First, we state the following definition. 
DEFINITION. Let /I: H - Hbe a linear operator satisfying Hypothesis Al. 
Let S: H + H be a nonlinear operator, and let 
L:{wEN(A):Ijwlj = I>-(-co, co) 
be a lower semicontinuous function. Let q E (0, 1). The function L is said to 
be the weak q-subasymptote of the operator S with respect to ~V(t;r), if for 
each bounded set WC R(,4) there e.xists t, > 0 such that 
(S(tw + Pv), w) 3 L(w), 
providedt>tt,,/jw/j = ~,vEW’. 
THEOREM 2.1. Let A be a linear self-adjoint operator satisfying 
Hypothesis Al. Let S: H + H be a nonlinear completely continuous operator. 
Suppose that the following conditions are satisfied: 
(Sl) There exists ,u > 0 and 6 E (0, 1) such that j& each u E H, we have 
II fwl G PU + II 24 II”>- 
(52) There exists 7 E (6, 1) (or q = 0 if 6 = 0) and a weak ?I-sztbasymptote 
L of the operator S with respect to N(A). 
Let h E H, 
(k 4 < =qwj 
for each w E N(A), 11 w j / = 1. Then 
--A(u) f S(u) = h 
has a sol&m u E H. 
Proof. Equation (2.13) is equivalent to Eq. (2.3) with 
U(u) = S(u) - h. 
The operator U satisfies (Ul) and (U2). Moreover, 
(U(tw + Pv), w) > L(w) - (h, w) 3 c+ > 0, 
(2.13) 
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since 
w -L(w) - (12, w) 
is a lower semicontinuous function on the compact set 
{w E N(A): 11 w 11 = I}. 
Thus the condition (U3) is satisfied. 
The assertion of Theorem 2.1 follows from Lemma 2.3. 
THEOREM 2.2. Let A be a linear selfadjoint opevntor satisfying 
Hypothesis Al, and let S be a completely continuous operator satisfving (Sl). 
Moreover, suppose that 
lim(S(tw + ml), w) = co (2.14) 
uniformly with respect o w E N(A), where /I w j/ = 1, and v E FV, where W is 
a bounded subset of H (i.e., for each K > 0 and each bounded set WC H 
there exists t, > 0 such that 
(S(tw + t%), w) > K 
provided t > t, , w E N(A), 11 w 11 = 1 and v E IV). Then Eq. (2.13) has a 
solution for each h E H. 
Proof. Let h E H. Set 
K = ,s;$,,‘h, 4 + 1. 
lltLll=l 
Then the constant K is a weak q-subasymptote of the operator S with respect 
to N(A), and the assertion follows from Theorem 2.1. 
Remark 2.1. The proofs of Theorem 2.2 and Lemma 2.3 are independent 
of the other properties of the operator A (for instance positiveness). Thus, the 
assertion in Theorem 2.2 is true for the equation 
44 + S(u) = h, (2.13a) 
provided the assumptions of Theorem 2.2 are satisfied. 
THEOREM 2.3. Let the operator A satisfy the conditions of Theorem 2.2, 
and let S be a completely continuous operator satisfying (Sl). Moreover, 
suppose that 7 E (6, 1) (or 11 = 0 if 6 = 0) and 
;im(S(tw + t”v), w) = L*(w) E RI (2.15) 
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uniformly with respect to w E N(A), where // w I/ = 1, alzd to v E W, .where 
W is a bounded subset of H (i.e., for each E > 0 and for each bounded 
subset LV of H there exists t, > 0 such that 
I(S(tw + ml), w) - L”(w)1 < E 
if t > t, , w E N(A), /I w I/ = 1 and TJ E IV). Then Eq. (2.13a) lzas a solution 
proaided 
(h, w) < L*(w) (2.16) 
for any w E N(A), jl w 11 = 1. 
The proof is essentially the same as that of Theorem 2.1. 
Remark 2.2. Theorem 2.3 is similar to the main result of the paper by 
J. Neras [9], where 17 = 6 = 0 is considered. The conditions “in infinity,” 
see Eq. (2.15), are essentially the same as the conditions in [9]. 
Remark 2.3. Let the assumptions of Theorem 2.3 be satisfied; and let 
Nu), zu) < L”(w), (2.17) 
for all u E H, w E N(A), // zu /j = 1. 
Then the condition (2.16) . IS necessary and sufficient for the solvability 
of Eq. (2.13a) where the right-hand side is h E H. (The necessity follows from 
(h, 20) = (A(u), w) f (s(u), w) = (S(u), w) < L*(zu) for w E lV(,g), w f 0.) 
If the sign < in (2.17) is replaced by <, then the condition 
(h, 4 < L*(4, 
for any w E N(A), where ]I zu // = 1, is necessary for the solvability of 
Eq. (2.13a), where the right-hand side is 11 E H. 
3. APPLICATION TO THE BOUNDARY VALUE PROBLEMS 
Let 52 be a bounded domain in R, (IV > 1) with a lipschitzian boundary 
as2 if M > 1. Let us write, as usual, z = (CX~ ,... I CX~), where 01~ are 
positive integers, i = l,..., iV, and 
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with 1 01 1 = EL, 01~ . We define the Sobolev space Wzk(Q) (fork > 0, integer) 
of all functions u for which Dmzl ELM when 1 a: 1 < k, normed by 
II 24 Ilk2 = (/ gkIQ I LPw I2 q 
e. (3.1) 
(D% means the derivative in the sense of distributions). 
The space Wz7<(Q) is a Hilbert space with the inner product 
(u, v>k: = ,zkID D”u Dav dx (3.2) 
Furthermore, denoting the set of all infinitely differentiable functions on Q 
with compact supports in Sz by 9(Q), we define J%‘aR(SZ) as a closure of 9(Q) 
in Wzk(Q). 
Let V be a closed subspace of lVak(Q) such that 
rv2y‘Q> c v c W2”(J-2). 
Let 
Suppose that there exists c > 0 such that 
C uij(x> t&j 2 c C CT?, 
lil=ljl=k jil=k 
for all ti E RI ([ i I = K) and almost all x E ~2. Let 
Put 
A(v, u) = 1 /” Q(X) D%(X) D+) (2~ 
lil.lil<k ‘~2 
(3.3) 
(3.4) 
(35) 
(3.6) 
The form A(v, u) is symmetric, bounded, and bilinear on Wak(Q) x Wzk(Q). 
Define the mapping A: V -+ V by 
(A(v), 4k = 4% 4, (3.7) 
for each U, v E V. 
LEMMA 3.1. By assumptions (3.3)-(3.5) the map B dejked by Eq. (3.7) is 
self-adjoint and Fredholm. 
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Proo$ The operator A is self-adjoint with sespect to the conditions (3.3) 
and (3.5). Moreover, A = A, + A,, where 
The mapping A, is an isomorphism from V onto V (see the condition (3.4)) 
and the mapping A, is completely continuous by virtue of the complete 
cont~~ty of the imbed~ng from W2(Q) into ~~-‘(~) (see, e.g., 
[7, Chapter 21). Thus, .A is a Fredholm operator. 
We shall suppose in the sequel that the validity of 
dim N(A) > 0. (3.8) 
Thus, the operator B defmed by Eq. (3.7) satisfies hypothesis Al. 
Let 4 be a continuous function defined on 32 x R, , where K is a number of 
all multiindices /3 --: (/I1 ,..., &) such that / /I j < R - 1. Suppose that there 
exist ~oustants e > 0 and 6 E (0, 1) such that the inequality 
holds for each x E 9 and all {&&B~9k-l E R, . 
For / 05 1 < k - I define the operator rr,: V -+ V by 
(3.10) 
LEMMA 3.2. Let the condition (3.9) be fulfilled. Then the mp T,: V -+ V, 
dejirzed by &. (3.10), is c~pleteZy co~ti~~o~s fi-om Y into V, and there e.xists 
JA > 0 such that 
Proof. The first part of Lemma 3.2 follows immediately from the complete 
continuity of the imbedding of Wa”(&?) into ET~~-r(a) and from 
the cont~~~ty of the N&my&ij’s operator Q from [E&J)]x into E&Q) 
(see, e.g., [lo, Chapter 41). The remainder follows by applying the HSlder 
inequality. 
Let I be a positive integer, 2 < k. Denote the set of all multiindices 
P = 0% I‘.‘, &) such that j ,5 / < I - 1 by Mz . Let n/Z be a nonempty subset 
5?ilr7/2-9 
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of 111, . For each 01 E M, let g, be a continuous and monotone function on RI 
satisfying 
A-0 = --g&F) (t E Rd. (3.12) 
Let there exist the constants c > 0 and 6 E (0, 1) such that 
l&m < 41 + I % 1% (3.13) 
for each [ E RI , and 
p-&e, = UJ. (3.14) 
LEMMA 3.3. Let 
2(K - I + 1) > N. (3.15) 
Suppose that the operator A defined by Eq. (3.7) satisJies 
(A2) if w E N(A) and if, for some a E iW, we have 
meas((x E 52: Pw(x) = 0}) > 0 
(meas denotes the Lebesgue measure) then w = 0. 
Let g,‘s be the functions introduced above, and set 
(3.16) 
Then the operator S: V + V satis-es the assumptions of Theorem 2.2. 
Proof. With respect to the condition (3.13) and Lemma 3.2, the operator S 
is a completely continuous map of V into V satisfying the condition (Sl). 
Let 7 E (6, l), and suppose that the condition (2.14) is not satisfied. Then 
K > 0, Y, > 0, and the sequences t, E RI , t, -+ co, zu, f N(A), where 
Ij w.,, llb,B = 1, and v, E V, where 11 v, /jk,s < r, , exist so that 
(S(u% + tn%J, w,) < K. (3.17) 
Let us take a fixed 01 EM. We have w E N(A), where II run jlk,s = 1, 
and thus we can consider ev, -+ w in V since the space N(A) is finite- 
dimensional. For E > 0 denote 
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Since Daw is not ide~~ica~y zero on the subset of ft of positive measure, 
choose E > 0 such that 
The inequality (3.15) implies that the Sobolev space W;(Q) is contin- 
uously imbedded into a Schauder space Cr-l(8) (see, e.g., [7, Chapter 21). 
Thus there exists Y > 0 such that 
far all fc’ EQ and any positive integer ‘yd. According to the same ~g~rnent 
choose PQ such that 
and 
(3.20) 
2 g,&~ - &‘Y)E meas L?&,, (3.21) 
for FZ > % . Using the relation (3.18) and the assumptions about the function 
g, , we obtain immediately 
s ~‘;--!H,w 
g,(t,D%, + tnWw,) Dews 
(3.22) 
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Thus from (3.19)-(3.22) we have 
for n > u, . Choose n, > n, such that 
for n 3 n, . Then 
and so for any n 2 n8 we have 
f 
g,(t,D”w, + t,“D=v,) D”w, 
B 
Since the relation (3.23) holds for any a E M and the right-hand side of 
(3.23) tends to infinity if n -+ co, we obtain the contradiction with the 
assumption (3.17). 
THEOREM 3.1. Under the assumptions (3.3)-(3.5), (3.8), (3.12)-(3.15), and 
(A2) there exists for each yight-hand side f~ L,(Q), a sol~t~o~ u E V of the 
boundary on2ue problem 
(3.24) 
(for each v E V), where the map A is defined by Eq. (3.7) and S by Eq. (3.16). 
Proof follows immediately from Lemmas 3.1 and 3.3 and Theorem 2.2. 
Now we shall apply Theorem 2.3 to the existence of the sohttion of the 
boundary value problem (3.24). For 4p ELM, set 
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Let for 01 E M, g, is a continuous function on R, satisfying 
$g,tS) = gatai E R, 7 
lim g,(S) = ga(- CO) E R, . <+-cc 
(3.25) 
(3.26) 
Moreover, suppose 
for each s E R, . 
Let S be an operator defined by Eq. (3.16j. 
LEMMA 3.4. Under the assumptions (3.25)-(3.27) the operator 8: V-t V 
satisfies all assumptions of Theorem 2.3 with 7 = 0 and 
Proof. It is sufficient to prove the relation (2.15) since the other parts of 
this proof are obvious. Suppose that (2.15) does not hold. Then there exists 
E > 0 and sequences tn G RI , t, + 03, w, E N(A), where 11 w,, /lk,2 = 1, 
U, E V, where // V, [jk,8 < Y (r is a fixed number), such that 
lwd% + 7&J, .zi& - L*(zo,)! 2 E. (3.29) 
We can suppose rou, -+ zu in Y since N(A) is a finite-dimensional space and 
D%,(x) + D~zu(.x) for almost all x E Q and for each j ,f3 j < k - 1. Let 
c1 E M be fixed. It is sufficient to prove 
lim 
s l/+-n -Q 
gJtnDuwn + D”v,,) Dmw, 
This will contradict (3.29). We have 
s, g&P% + D%) D%i - sa(a) /QliDatLj @w 
= s ga,(tnDxw, + D%u,)(D~zc., - DJlzsr) R 
[g,(tnD)awn + D%,,) - g,(- KJ)] D”w. 
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The first term on the right-hand side tends to zero since D”w, -+ D*w in 
L,(Q). The last two terms tend to zero with respect to the Lebesgue theorem. 
The proof of Lemma 3.4 is complete. 
THEOREM 3.2. Suppose (3.3)-(3.5), (3.8), and (3.25)-(3.27). 
(a) Iff E L,(Q) such that 
(3.30) 
for each w E N(A), where /I w /lk,e = 1, then the boundary value problem (3.24) 
has at least one solution u E V. 
(b) Let the boundary aalue problem (3.24) have a solution for the right- 
hand side f E L,(O). Then 
s fw <L*(w) c? (3.31) 
for each w E N(A), jj w l/k,2 = 1. 
(c) Let the sign ,< in condition (3.27) be replaced by < at least for one 
a E l&I. Then the condition (3.30) is necessary and sujfficient for the solvability of 
the boundary value problem (3.24) with the right-hafad side f E L,(O). 
Proof follows from Lemma 3.4, Theorem 2.3, and Remark 2.3. 
THEOREM 3.3. Let V = I&..k(f2). Assume (3.3), (3.4), (3.8), and 
(3.25)-(3.27). Let the operator A satisfy the condition (A3): if w E N(A), 
meas({x E Q: w(x) = 0}) > 0, then w = 0. Moreover, suppose that 
e = [O,..., 0] EMand 
&do) f A%(~>> g@) f &J(-- 00). (3.32) 
Then the condition (3.30) is necessary and su$cient for the solvability of the 
boundary value problem (3.24) with the right-hand side f E L,(Q). 
Proof. With respect to Remark 2.3 it is sufficient to show that 
w44k < L”Wu), 
for u E @‘.aL(Q) and w E N(A), where I/ w llk,a = 1. 
Set 5’ = SO + s, where 
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It is easy to see that 
and 
for zu E N(A), where /j w llk,r = 1, and u E l%‘s”(Q). 
It is sufficient to show that 
(&(~), W)k <L”(w), 
for each u E tiZk(52) and w E N(A), where I/ zu jjk,a = 1. 
Suppose there exists w, E N(A), where II w0 jjk,s = 1, and ug E l$‘$(L2) such 
that (S&q,), wo) = L,*(w,), i.e., 
^ 
J o (,~ j [ge(m) - ge(uo)l w.= jn-ctu j [ge(uo) - ge(-co)l zuo . (3.33) “f 0 II 
From (3.33) and (3.27) and the condition (A3), it follows that for 
almost al1 x E Q we have either g,(u,(x)) = gs(oo) or g,(zd,(x)) = gs(- 00). 
By virtue of (3.32) there exists E > 0 such that 1 U,(X)/ >, E for almost all 
x E L& which is a contradiction of u. E PvZk(sZ). 
Remark 3.1. Theorems 3.1-3.3 are stated here under restricted 
assumptions of the functions g, , which are used for the definition of the 
operator S. It is possible to prove more general results, where the functionsg, 
depend on the variable x E Q and the variables (&}la~~k-l . By our meaning 
it is better to verify the conditions (2.14) and (2.15) in the concrete examples 
since we must use very complicated notation. Some directions for the 
generalization of Theorems 3.1-3.3 are pointed below. 
We shall formulate at least one slight generalization of Theorem 3.2. 
Let g& , where 01 E n/r, be continuous functions on8 x R, such that for each 
XEQn: 
where a;‘-, a,- are square integrable functions on 9. Suppose 
for all (ts]ioigsPr E R, and for almost all x E Q. 
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Define the operator S by 
(3.37) 
THEOREM 3.4. Assume (3.3)-(3.5), (3.8) and (3.34)-(3.36), and let the 
co~ition (A2) be sat~s~ed~ 
(a) 1jff~L,(O) is such that 
for each w E N(A), /j w (lB,2 = 1, then the bards value ~~obl~ (3.24) has 
at least one solution u E V. 
(b) Let the bo~da~y vake ~~obl~ (3.24) (with S dined by (3.37)) 
have a solutio?z for the right-hand side f E L,(Q). Then 
for each w E N(A), j/ w /jlc,2 = 1. 
(c) suppose, moreover, that there exists a subset Sz, C $2 such that 
meas Q, > 0 and 
a,-(x) < g&6 %3kk-d < aa% 
for each {&b)/B/~Ek-l , almost all x E Sz, , and for one cy. E M at least. 
Then the condition (3.38) is necessary and sz@cient for the solvability of the 
soundly value problem (3.24) with a bight-hand side f EL,(Q). 
The proof is same as that of Theorem 3.2. 
Remark 3.2. The same result as in Theorem 3.1 can be obtained by a 
slightly modified proof of Lemma 3.3, if the function g, is multiplied by a 
continuous function ?Jx, (~s~~p~~k--I) and if we suppose that there exist 
c > 0 and d > 0 such that 
for each XESJ and all &sEr, where / fi j & K - 1. Moreover, more 
complicated cases can be considered, where the functions g, depend on 
D@u for all /3, where j p 1 < k - 1, and are not bounded in the variables & t 
where j p j < R - 1 and p # a. In the following example, we have, for 
simplicity, only one function g, -2 g (i.e:, the set M consists of one multi- 
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index OL only), and it depends upon two derivatives, D% and D%, oniy. 
It is clear that the same considerations can be made if the set M consists of 
many multiindices, and each function a, where CL E M, depends on many 
derivatives lYu. 
EXAMPLE 3.1. Let the operator A satisfy all assumptions of Theorem 3.1. 
Let lz be a real function on B such that 
where c, and c, are two positive fixed numbers. Let OL and ,B be two multi- 
indices, where / 011 < k - I and j /3 1 < h - I, 2(h - ma.x(j a: 1, / /3 1)) > N. 
Let 6, , S, E <O, l), S, + 6, < 1. Define the function g,X = g on B x R, 
as follows: 
Set 
Then the problem (3.24) h as a solution for eachf E&(Q). This follows from 
Theorem 2.2. The condition (Sl), with 6 = 6, + S, , can be obtained by 
using the Holder inequality. The condition (2.14) can be verified in the same 
way as was Lemma 3.3. 
EXAMPLE 3.2. Let (Y and /3 be two fixed multiindices, where j 01 j < k - 1 
and j /3 / < k - 1. The function 
satisfies all assumptions of Theorem 3.4. 
Remark 3.3. If the space W’,h(52) is continuously imbedded into C(-@ 
then the condition (3.32) can be replaced by: On any open subinterval 
containing 0 the function g0 is not identically g@(a) or ge(- co). We obtain 
the same assertion as in Theorem 3.3. 
ADDENDUM 
(1) Professor J. Ize from Courant Institute of Mathematical Sciences, 
after reading our manuscript, informed us that our paper is similar to that of 
L. Nirenberg, “An Application of Generalized Degree to a Class of Nonlinear 
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Problems”--3;me colloque d’analyze fonctionelle, Likge 1970. Moreover, he 
suggested that it is possible to use the modified method of the paper by 
Professor Nirenberg to prove our Lemma 2.3. 
(2) The method used to prove Lemma 2.3 was proposed by the 
reviewer. His method is based on the Mawhin’s coincidence degree theory 
(see J. MAWHIN, J. D$bential Equations 12 (1972), 610-636). 
(3) The nonlinear equations involving noninvertible linear operators 
have been popular, and many new papers and preprints deal with the such 
problems (see, e.g., M. S. BERGER AND M. SCHECHTER, On the solvability of 
semilinear operator equations and elliptic boundary value problems, Bull. 
Amer. Math. Sot. 78 (1972), 741-745; J. CRONIN, Equations with bounded 
nonlinearities, J. DiSfeerentiaZ Equations 14 (1973), 581-586; P. HESS, On a 
theorem by Landesman and Lazer, Indiana Univ. Math. J., to appear; 
M. SCNECHTER, A nonlinear elliptic boundary value problem, to appear; and 
the papers of J. Mawhin and L. Nirenberg). 
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