One of the couple of translatable radii of an operator in the direction of another operator introduced in earlier work [PAUL, K.: Translatable radii of an operator in the direction of another operator, Scientae Mathematicae 2 (1999), 119-122] is studied in details. A necessary and sufficient condition for a unit vector f to be a stationary vector of the generalized eigenvalue problem T f = λAf is obtained. Finally a theorem of Williams ([WILLIAMS, J. P.: Finite operators, Proc. Amer. Math. Soc. 26 (1970), 129-136]) is generalized to obtain a translatable radius of an operator in the direction of another operator.
With the help of Stampfli's result Prasanna [14] proved that M T = T −c T I . Later Fujii and Prasanna [6] improved on the inequality of Garske to show that M T ≥ w T where w T is the radius of the smallest circle containing the numerical range.
In [12] we proved that for any two bounded linear operators T and A if 0 / ∈ σ app A then there exists a unique complex scalar λ 0 such that T − λ 0 A ≤ T − λA for all λ ∈ C. We defined T − λ 0 A as the minimal-norm translation of T in the direction of A and proved that T − λ 0 A = M T (A). The equality of inf λ T − λA = M T (A) was also studied by E. Asplund and V. Pták [1] . Then in [13] we introduced a couple of translatable radii of an operator T in the direction of another operator A as follows: If 0 does not belong to the approximate point spectrum of A let
where W (A) stands for the closure of the numerical range of A, letM
TRANSLATABLE RADII
We defined M T (A) andM T (A) as translatable radii of the operator T in the direction of A and proved in [13] 
Das [4] introduced the concept of stationary distance vectors while studying the eigenvalue problem T f = λf . Following the ideas of Das we here use the concept of stationary distance vectors to study the generalized eigenvalue problem T f = λAf and the translatable radius M T (A). We investigate the structure of the vectors for which the translatable radius M T (A) is attained and prove
We also show that if g is a state (normalized positive functional) on the Banach algebra B(H, H) of all bounded linear operators on H then
The last result mentioned here is a generalization of a theorem of Williams [16] .
Stationary distance vectors of the generalized eigenvalue problem T f = λAf
In this section we study the following: "For any two bounded linear operators T and A what are the vectors that are nearest to or farthest from being eigenvectors of the equation T f = λAf in the sense that T f − (T f, Af)/(Af, Af )Af with unit f is minimum or maximum?"
We give a necessary and sufficient condition that a unit vector f is at a stationary distance from being an eigenvector. We call such f 's the stationary distance vectors and the corresponding λ = (T f, Af)/(Af, Af ) the stationary distance value of the eigenvalue problem T f = λAf . We use the concept of stationary vectors the definition of which is given below: Ò Ø ÓÒ 1 (Stationary vector)º Let ϕ be a functional defined on the unit sphere of H. Then a unit vector f is said to be a stationary vector and ϕ is said to have a stationary value at f iff the function w g (t) of a real variable t, defined as w g (t) = ϕ f + tg f + tg has a stationary value at t = 0, i.e., w g (0) = 0 for an arbitrary but fixed vector g ∈ H, e.g., if ϕ(f ) = T f − (T f, Af)/(Af, Af )Af 2 then a stationary vector f of functional ϕ is called the stationary distance vector of the eigenvalue problem T f = λAf .
We assume that 0 does not belong to the approximate point spectrum of A and prove the following theorem:
Ì ÓÖ Ñ 1º The necessary and sufficient condition for a unit vector f to be a stationary distance vector of the generalized eigenvalue problem T f = λAf is that it satisfies the following
where g is arbitrary but fixed vector in H. Since g is arbitrary we get,
So we get (T * −λA * )(T − λA)f = h 2 f . Thus the theorem is proved.
We now prove the following corollary:
is attained at a vector f and λ = (T f,Af) (Af,Af ) . Then f is a stationary distance vector and so we get
If the minimal-norm translation of T in the direction of A is T itself then the minimal-norm translation of T * in the direction of A * is also
This completes the proof.
Next we prove the following theorem:
Ì ÓÖ Ñ 2º Suppose T and A are two selfadjoint operators and f be a unit stationary distance vector such that (T f, Af) is real, then f can be expressed as the linear combination of two eigenvectors of the problem T f = λAf .
P r o o f. As both T and A are selfadjoint and f is a stationary distance vector with (T f, Af) real we get from the last theorem
Let g 1 = T f − λAf + h f and g 2 = T f − λAf − h f. Then we get T g 1 = (λA + h )g 1 and T g 2 = (λA − h )g 2
