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Вопросы изучения процессов адаптации организма человека к из-
мененным условиям окружающей среды и оценки газового состояния 
системы дыхания в ходе адаптации есть достаточно актуальными, по-
тому что они связаны многих практических  задач медицины труда, 
физиологии спорта, подводной физиологии.  
Среди многих функциональных систем организма, которые реаги-
руют на такие влияния, как физическая нагрузка, гипобарическая ги-
поксия, гипербарическая среда и другие, и особенно выделяется сис-
тема дыхания, поскольку именно она наиболее восприимчива к этим 
влияниям на нее ложится много функций в процессе адаптации. В 
связи с этим важной задачей при исследовании адаптационных про-
цессов и определении адаптационных возможностей организма че-
ловека есть прогнозирование газового состояния системы дыхания как 
во время адаптации к особенным условиям жизнедеятельности, так и 
после прохождения той или другой фазы адаптационного процесса. 
Предложенная задача решается с помощью применения математи-
ческой модели газообменных функций систем дыхания и кровооб-
ращения, на которые влияют гипобарические условия окружающей 
среды или  повышенные уровни исполняемых организмом физических 
нагрузок. 
Можно выделить три стадии адаптационных процессов – кратко-
срочную, среднесрочную и долгосрочную. Каждая из них характе-
ризуется своими особенностями функционирования системы саморе-
гуляции, поэтому представляется целесообразным изучать реакцию 
этой системы на внешние и внутренние возмущения отдельно для 
каждой стадии адаптационного процесса. Заметим, что в настоящее 
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время инструментальным путем невозможно установить целый ряд 
показателей, которые характеризуют состояние системы дыхания и 
кровообращения. Но прогнозирование газового состояния организма 
возможно при использовании математических моделей, разработан-
ных в Институте кибернетики Ю.Н. Онопчуком с соавторами.  
В данной работе с помощью математической модели с оптималь-
ным управлением динамики процесса массопереноса респираторных 
газов рассчитываются локальные и системные кровотоки, напряжения 
респираторных газов в крови и тканях. Оптимальное управление пред-
полагает автоматическое разрешение конфликтной ситуации, возника-
ющей в определенных условиях между метаболическими потреб-
ностями дыхательной и сердечной мышц, участвующих в обеспечении 
процесса массопереноса газов. При решении задачи прогнозирования 
реакции системы дыхания на воздействующее возмущение (физи-
ческая нагрузка, гипоксическая среда и т. п.) осуществляется ин-
дивидуализация модели управления. С этой целью в функционале ка-
чества  
   
T
i ti ti i ti ti
i it
J G O q O G CO q CO d    
 





1 2 2 2 2 2
, 
где 22 , COGOG titi  – соответственно потоки кислорода и углекислого 
газа через капиллярно-тканевой барьер; 
22 , COqOq titi  – скорость утилизации кислорода и образования; уг-
лекислого газа в i -том тканевом регионе; 
21,  – коэффициенты, отражающие чувствительность организ-
ма к недостатку кислорода и избытку углекислого газа в организме; 
i – коэффициенты, характерезующие степень кровенаполнения 
тканей. 
Для каждого обследуемого выбираются соответствующие его ин-
дивидуальным особенностям коэффициенты 1  и 2 . 
Состояние динамической системы, которая представлена в модели, 
определяется уровнем напряжений кислорода (рО2) и углекислоты 
(рСО2) в крови и тканевых регионах. Таким образом в процессе мо-
делирования формируются кислородные и углекислотные портреты 
организма при различной интенсивности функциональной деятель-
ности мышц. 
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С помощью модели можно имитировать влияние внешних и внут-
ренних возмущений по результатам модельного прогнозирования 
стационарного газового состояния в конкретные моменты времени на 
основании полученных инструментальным путем данных. В качестве 
стационарных условий газового состояния выбирается своевременная 
и адекватная доставка кислорода к тканям работающих органов и 
адекватное вымывание углекислого газа. В связи с тем, что экспери-
ментальным путем невозможно определить объемные скорости кро-
вотоков в отдельных органах, решается задача распределения объем-
ной скорости системного кровотока по тканевым капиллярам отдель-
ных органов, основываясь на гипоксическом и гиперкапническом сти-
мулах регуляции дыхания. Задача формулируется как задача квадра-
тичного программирования. Данная методика успешно применялась 
при исследовании адаптационных возможностей организма челове- 
ка выполняющего тяжелую физическую работу в условиях гипобари-
ческой гипоксии.  
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РОЗВ’ЯЗУВАННЯ ОДНІЄЇ ЗАДАЧІ ВИБОРУ  
МАРШРУТІВ ПЕРЕВЕЗЕННЯ 
Т. М. Барболіна, к. ф.-м. н., доцент 
Полтавський національний педагогічний університет  
імені В. Г. Короленка 
tn_b@rambler.ru 
Розглядається така лінійна умовна евклідова задача комбінаторної 
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   (1) 
за комбінаторної умови 
   1 2, ,...,
k
k nx x x E G
  (2) 







   mi J , (3) 
де 1, ,j ij ic a b R ,  11 ,..., nnG e e  – задана мультимножина; 
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 knE G  – підмножина загальної множини розміщень  
k
nE G , еле-
менти  1,..., kx x x  якої задовольняють умову: для будь-якого nl J  
кількість  l x  координат точки 
kx R , що дорівнюють елементу 
 le S G , не менше заданого числа l . 
Як приклад практичної задачі, що моделюється задачею вигляду 
(1)–(3), розглянемо видозміну наведеної в [1] задачі про вибір марш-
рутів перевезення. Нехай фірма здійснює закупівлю товару на k   
підприємствах і доставляє його в k   магазинів для продажу. Для кож-
ного підприємства відомий обсяг 
iV   ( ki J  ) продукції, що вироб-
ляється, та вартість ia  одиниці продукції. Також відомі величини jV   
мінімального обсягу закупівлі та jb  вартості одиниці продукції для 
j -го магазину ( kj J  ). Вартість перевезення одиниці товару з i -го 
підприємства до j -го магазину складає ijc  грошових одиниць. 
Для перевезення товару фірма має   машин, з них i  машин ма-
ють вантажопідйомність ie  ( ni J ). Необхідно максимізувати прибут-
ки фірми, якщо на кожний маршрут між підприємством-виробником 
та магазином розподіляється не більше однієї машини, вантажо-
підйомність якої використовується повністю, і не менше r  машин по-
винні залишитися на фірмі. 
Нехай k k k    – загальна кількість маршрутів, ijx  – обсяг товару, 
що перевозиться з i -го підприємства до j -го магазину. Розглянемо 
також мультимножину  0 10 1, ,..., nnG e e e  , 
де 0 0e  , 0 k  , G k    ,   1S G n n   . Вимога залишати 
незадіяними не менше r  машин означає, що серед координат точки 
   11 1,..., ,...,
k
k k k nx x x x E G       повинно бути не менше  k r   ну-
лів. Сформуємо евклідову комбінаторну множину  knE G   таким чином: 
      0k kn n l l nE G x E G x i J          , 
де  l x  – кількість координат ijx  точки  11 1,..., ,...,k k kx x x   , що дорів-
нюють елементу  le S G , 0 k r     , 1 ... 0n     . 
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Таким чином, задача полягає у максимізації функції  
 
"
1 1 1 1 1 1
k k k k k k
j ij i ij ij ij
j i i j i j
P x b x a x c x
    
     
  
    
   
      (4) 
при обмеженнях  
   11 1,..., ,...,
k
k k k nx x x E G     
















  kj J   . (7) 
Для розв’язування задачі (1)–(3) можуть використовуватися запро-
поновані в [1, 2] алгоритми методу побудови лексикографічної ек-
вівалентності для розв’язування оптимізаційних задач на розміщен-
нях. Оскільки допустимі розв’язки задачі (1)–(3) є розміщеннями, на 
які накладаються додаткові обмеження, то видозміні підлягають ал-
горитми розв’язування допоміжних задач. Як і в задачах на розмі-
щеннях, при розв’язуванні допоміжних задач здійснюватимемо пошук 
комбінаторного  -класу V , найближчого зліва (або справа) до зада-
ного  -класу. Якщо точка x V , одержана в результаті цього пошу-
ку, задовольняє умову  
 l l nx l J    , (8) 
то вважатимемо x  розв’язком допоміжної задачі в ході розв’язування 
задачі (1)–(3). В іншому випадку знову шукаємо комбінаторний  -клас 
V , найближчий зліва (справа) до  -класу, визначеного точкою x . Про-
цес продовжуватиметься до того моменту, коли буде знайдено  -клас, 
представник якого задовольняє умову (8), або виявиться, що задача 
розв’язку не має. 
Таким чином, у доповіді розглянуто задачу вибору маршрутів пе-
ревезення як евклідову задачу комбінаторної оптимізації, у якій накла-
дається обмеження на мінімальну кількість повторів елементів муль-
тимножини, та запропоновано підхід до розв’язування таких задач. 
Інформаційні джерела 
1. Емец О. А. Комбинаторная оптимизация на размещениях: моно-
графия / О. А. Емец, Т. Н. Барболина. – К. : Наук. думка, 2008. – 
159 с. 
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2. Барболіна Т. М. Наближений метод розв’язування оптимізаційних 
задач на розміщеннях / Т. М. Барболіна // Матеріали ІІ Всеукраїн-
ської науково-практичної конференції «Інформатика та системні 
науки» ІСН-2011 17–19 березня 2011 р. / за ред. д. ф.-м. н., проф. 
Ємця О. О. – Полтава : РВВ ПУЕТ, 2011. – С. 31–34. 
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СИНТЕЗ 4-ЗНАЧНИХ НЕЧІТКИХ ВИРІШУЮЧИХ ПРАВИЛ  
В. М. Будник, м. н. с.; 
Т. М. Риженко, м. н. с.;  
М. М. Будник, д. т. н. 
Інститут кібернетики імені В. М. Глушкова НАН України 
budnyk@meta.ua 
Вступ та мета. Відомо, що при використанні порогового вирі-
шувального правила (ВП) похибка класифікації зростає для осіб, у 
яких значення діагностичного параметра близьке до порогу (Хп). 
Перспективними є складні багатозначні та нечіткі ВП, найпростішим з 
них є 3-значне ВП (3ВП), де обчислюють нижню (Хн) та верхню (Хв) 
межі проміжного інтервалу, які розбивають діапазон значень пара-
метра на 3 інтервали, що відповідають негативному, проміжному та 
позитивному класам. Методика синтезу 3ВП та багатозначних не чіт-
ких ВП детально наведено в [1, 2]. Метою роботи є розвиток методів 
синтезу багатозначних ВП на основі функцій належності (ФН) для 
вирішення задач дискримінації та класифікації на 4 класи. 
Дискримінація за наявності двох навчальних груп. Точність ба-
гатозначних ВП визначається значеннями функцій ймовірності (ФЙ) 
на межах інтервалів параметру, які відповідають різним класам. Тоді 
для 4-значного ВП (4ВП) точності для негативного (позитивного) кла-
су аналогічні 3ВП: 
Vнег = 1 –  ,   Vпоз =  1 – ,      (1) 
де () – ймовірність похибки 1-го (2-го) роду,  
 = F2(Х = Хн),  = F1(Х = Хв), F1,2  – ФЙ негативного (позитив-
ного) класу. 
Проміжний інтервал ділиться на 2 під-інтервала Хн<X<Хп та 
Хп<X<Хв, а проміжний клас ділиться на 2 класи, точність для яких V1 
(2) описується виразом: 
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V1 =  – ,   V2 =   – ,     (2) 















Рисунок 1 – Правило для дискримінації:  
1(2) – ФЙ навчальних груп здорових (хворих);  
3(4,5) – ФН негативного (позитивного, проміжного) класу  
 
Класифікація за наявності двох навчальних груп. Точність 
нечітких ВП визначається ФН при значенні параметра для даної 
особи. 4-й невизначений клас – це доповнення до універ-сальної мно-
жини. У цьому виродженому випадку йому відповідає весь інтер- 
вал значень параметра (рис. 2), а ФН 4-го класу описується виразом: 














Рисунок 2 – Правило для класифікації при 2-х навчальних групах 
Хн      Хп      Хв 
 
Хн    Хп   Хв 
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Дискримінація за наявності трьох навчальних груп. Поріг ви-
значається як медіана ФЙ проміжної навчальної групи Хп = Ме3, де 
має місце максимум її ФН, тому  = F3(Ме3) = 0. Крім того ФН край-
















Рисунок 3 – Правило для дискримінації при 3-х навчальних групах 
В доповіді дається розв’язок задач дискримінації та класифікації на 
4 класи за наявності 2- та 3-х навчальних груп. 
Інформаційні джерела 
1. Закорчений О., Будник М., Риженко Т., Будник В. Синтез 3- та 4-
значних вирішуючих правил для виявлення миготливої аритмії об-
тяженої ІХС / Біомедичні ІТ в охороні здоров’я (БМІТ-2008) : зб. 
доп. н.-техн. школи-семінару, ФМШ «Жукин», 18-21.06.2008. – К. : 
Ін-т кібернетики НАНУ. – С. 8–12.  
2. Закорчений О. В., Будник М. М. Синтез багатозначних нечітких ви-
рішувальних правил / Обчислювальна та прикладна математика : мат. 
4-ї Міжн. конф. імені акад. І. І. Ляшка, м. Київ, 8–10 вересня 2011 р. 
– К. : КНУ імені Тараса Шевченка. – С. 78. 
УДК 519.8 
НЕКЛАСИЧЕСКАЯ ПРИКЛАДНАЯ ЛОГИКА ДЛЯ  
ОБЪЕКТНО-ОРИЕНТИРОВАННОГО ПРОГРАММИРОВАНИЯ 
1
 Д. Б. Буй, профессор, д. ф.-м. н.; 
2
 С. В. Компан, аспирант 





Объектно-ориентированное программирование в настоящее время 
стало ведущей парадигмой программирования и потому требует соз-
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дания и исследования соответствующих адекватных моделей. Доклад 
касается построения неклассической логики для работы с специфи-
кациями классов, в нем изложены усиления результатов [1–2]. 
Введем объектную алгебраическую систему. Формально ее можно 
задать как obj spec, ; ; ,     , где   – множество объектов клас-
сов,  – множество спецификаций классов, obj – множество опера-
ций над объектами, spec – множество операций над спецификациями 
классов, а бинарное отношение      – частичный порядок, 
уточняющий наследование.  
Рассмотрим операцию пересечения  , которая моделирует по-
строения родительского класса (суперкласса). Под спецификацией 
класса будем понимать пару K s,  , где s – функциональное 
бинарное отношение, которое атрибуту ставит в соответствие его тип, 
а   – функциональное бинарное отношение, которое методу ставит в 
соответствие его сигнатуру. 
Операция пересечения спецификаций классов есть операция вида 
:      , причем для значений имеем 
s , s , s s ,        
1 1 2 2 1 2 1 2
  , 
где   – стандартное теоретико-множественное пересечение.  
Ниже f X  – ограничение функции f  по множеству X , domf  – 
область определения функции,   – отношение совместности функ-
ций: XgXfgf
def
||  , где domgdomfX
def
 . 
Лемма. Для произвольных функциональных бинарных отношений 
f  и g  выполняется равенство: )()( domgdomfgfgf   . 
В предыдущей работе одного из авторов было установлено основ-
ное свойство отношения совместности функций: gfgf   – функ-
циональное бинарное отношение. Следующие следствия леммы ука-
зывает иные интересные критерии совместности. 
Следствие 1. Пусть gf ,  – произвольные функциональные бинар-
ные отношения, а domgdomfX
def
 . Тогда имеют место две эквива-
лентности: 
Xgfdomgf  )(  , Xgfdomgf  )()(  . 
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Следствие 2. Пусть domgdomfX
def
 ; выполняются следующие 
утверждения. 
1) gfX   и  fgf  . 
2) gfgfdomX  )(   и XgXfgf  . 
3) )()( gfXgfdom   и    )()( xgxfXxx .  
Приведем результат о структуре частично упорядоченного мно-
жества (ч. у. м.) ,F , где F  – множество всех функциональных би-
нарных отношений, а   – обычное теоретико-множественное вклю-
чение. 
Предложение 1. Ч. у. м. ,F  есть нижняя полурешетка, при этом 
  gfgf ,inf .  
Уточним бинарную операцию объединения спецификаций классов 
  на множестве спецификаций классов. Эта операция является опе-
рацией вида: : , причем для значений имеем:  
 21212211 ,,,  ssss , 
где   – операция наложения, т. е. )\( domgdomffggf
def
 . 
Операция объединения спецификаций классов   уточняет мно-
жественное наследование классов. 
Результаты и выводы 
Построенная алгебраическая система по существу является неклас-
сической прикладной логикой. Операция пересечения играет роль ко-
нъюнкции, а операция объединения – дизъюнкции. Особенностью дан-
ной логики является бесконечность носителя и некоммутативность ди-
зъюнкции. Операции обладают многими свойствами операций класси-
ческой логики (коммутативность пересечения, ассоциативность, взаим-
ная дистрибутивность, законы поглощения). Подчеркнем еще раз, что 
специфика модели дизъюнкции состоит в некоммутативности соответ-
ствующей операции и в отсутствии, вообще говоря, единицы (в от-
личие от классической булевой алгебры); что до «нуля» (наименьшего 
элемента), то им является нигде не определенная функция. 
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q-КОДУВАННЯ В ЗАДАЧІ ПРОГНОЗУВАННЯ ТРЕТИННОЇ 
СТРУКТУРИ ПРОТЕЇНУ 
Л. Ф. Гуляницький, д. т. н., зав. відділом №180 
Інститут кібернетики ім. В. М. Глушкова НАН України 
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В. О. Рудик, аспірантка 
Інститут кібернетики імені В. М. Глушкова НАН України 
Vitalina.Rudyk@gmail.com 
Розглядається задача прогнозування третинної структури протеїнів, 
яка є однією із важливих проблем обчислювальної біології [1]. Моле-
кула білка є лінійною послідовністю амінокислотних залишків, поєд-
наних між собою пептидними зв’язками. Завдяки різноманітним (зо-
крема гідрофобним) взаємодіям білок приймає певну стабільну форму 
у просторі, яку називають третинною структурою молекули. Для до-
слідження та передбачення третинної структури білка математичними 
методами широко використовуються ґратчаті моделі. До них належить 
і найвідоміша модель проблеми – гідрофобно-полярна модель Ділла 
[1, 2]. В ній для подання форми молекули кожен амінокислотний за-
лишок розташовується у вузлі певної дискретної ґратки, причому су-
сідні у послідовності залишки – у сусідніх вузлах, таким чином ви-
значаючи певний шлях. Щоб таке подання відповідало суті проблеми, 
накладається умова відсутності самоперетинів – в кожному вузлі ґра-
ток має розташовуватись не більш ніж один аміноксилотний залишок. 
Шляхи, для яких виконується ця умова, називаються допустимими 
структурами, інші – недопустимими.  
При розв’язанні задачі прогнозування третинної структури протеї-
нів не завжди ефективним є подання структури через послідовність 
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координат вузлів ґраток. Формалізувавши поняття ґратки, запропо-
нуємо інший варіант подання структури у ній, яке назвемо q-кодуван-
ням.  
В теорії груп ґратка L  в Евклідовому просторі nR  визначається як 
дискретна підгрупа nR [3].  








{ | } , 
де nmB e ,e ,...,e R 1 2{ }  – деякий базис; 
Z – множина цілих чисел.  
Далі розглядатимемо тривимірний випадок, тобто значення n  3, 
а елементи L  будемо називати вузлами.  
Означення 2. Ґратки інваріантні відносно відображення n nf : R R ,  
якщо для усіх v L  виконується f v L( ) .  
Для визначення поняття сусідства у ґратках задамо деяке бінарне 
відношення сусідства R L L  . 
Означення 3. Вузол v L  вважається сусіднім до вузла u L  
тоді і тільки тоді, коли u,v R( ) .  
Сусідство в ґратках інваріантне відносно відображення n nf : R R , 
якщо ґратки інваріантні відносно f  і для двох сусідніх вузлів 
u,v L  сусідами також будуть f (u)  и f(v ) . Якщо відношення сусід-
ства інваріантне відносно переносу на будь-який вектор v L , його 
можна подати через множину векторів сусідства sV v ,...,v L 1{ } : 
вузол c L
1
 буде сусіднім до вузла c L
2
 тоді і тільки тоді, коли 
c c V 
1 2
. 
Означення 4. Шляхом довжини m  в ґратці L  з сусідством R  бу-
демо називати таку послідовність ( m ) mc c c ...c 1 2 , що ic L, i ,m 1 , і 
i i




( ) 1 1  (умова зв’язності).  
Нехай  – множина натуральних чисел. 
Означення 5. Під кодуванням шляху mc c ...c1 2  (позначимо 
m k
Enc c c ...c s s ...s
1 2 1 2
( ) ) будемо розуміти послідовність m ps s ...s 1 2 , 
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i
s S, i ,m p  1 , де S  – деякий алфавіт кодування, а p Z  – 
фіксований параметр кодування, якщо виконуються такі умови: 
1. для будь-яких m N  и m ps ,s ,...,s S 1 2  існують mc ,c ,...,c L1 2  
такі, що m m pEnc c c ...c s s ...s 1 2 1 2( ) ; 
2. з умови m m pEnc c c ...c s s ...s 1 2 1 2( )  випливає  m mEnc c c ...c c  1 2 1( )  
m p m p





Означення 6. Кодування інваріантне відносно відображення 
n nf : R R , якщо ґратки та відношення сусідства у них інваріантні 
відносно f ,  і для довільних m N , mc ,c ,...,c L1 2 , з умови 
m m p
Enc( c c ...c ) s s ...s


1 2 1 2





1 2  
Означення 7. Кодування, що задається формулою 
abs m m m
Enc c c ...c c c c c ... c c

   
1 2 2 1 3 2 1
( ) ( )( ) ( )  (1) 
назвемо абсолютним.  
Для введення поняття q-кодування розглянемо тривимірні ґратки 
L  з множиною векторів сусідства V , для яких виконується наступна 
властивість: якщо v V  – деякий фіксований вектор, то  
v v v v v
v V q : v V q vq V q v q v  
    
         1 1( ) ( ) .  (2) 
Використовуючи поняття кватерніонів [4], побудуємо процедуру, 
яка по абсолютному кодуванню шляху буде конструювати його 
кодування qEnc , яке назвемо q-кодуванням. 
Якщо позначити VQ Q(v ) v V { | } , то можна показати, що 
ґратки з описаною вище властивістю інваріантні відносно поворотів, 
що задаються кватерніонами Vq Q . 
Зафіксуємо деякий вектор сусідства a V
0
. З умови (2) випливає, 
що існує функція vQ : V Q  така, що для всіх a V  виконується 
рівність Q( a)a Q( a) a 10 , причому в якості Q( a )0  виберемо 
тотожній кватерніон, тобто той, що описує нульовий поворот: 
Q( a ) , , ,
0
(0 (0 0 1)) .  
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Нехай задано абсолютне кодування шляху m abs ma a ...a Enc ( c c ...c ) 1 2 1 1 2 , 
підраховане за формулою (1). Побудуємо q-кодування mr r ...r  1 2 2  
q m
Enc ( c c ...c )
1 2
, i Vr Q  за наступною схемою: 




k k k k k
r Q( r r ...r a r r ...r ), k ,m  
   
  1 1 1
1 2 0 1 0 1 1
1 2 . 
З наведеного алгоритму виведемо також зворотній.  
Твердження 1. Якщо a a
1 0
, а k k ka r r ...r a r ...r r ,
  
 
 1 1 1
1 2 1 0 1 2 1
 




, дорівнює mr r ...r 1 2 2 .  
Основну властивість q-кодування сформулюємо так. 
Твердження 2. Поворот шляху, що задається абсолютним коду-
ванням ma a ...a 1 2 1  за умови, що a a ,1 0  описаний кватерніоном Vq Q , 
не змінює його q-кодування. 
Висновки. Для подання шляхів у ґратках можна використовувати 
різні підходи. Абсолютне кодування є відносно простим із обчис-
лювальної точки зору і розрізняє шляхи з точністю до паралельного 
переносу. q-кодування зберігає найважливішу з огляду на специфіку 
задачі інформацію про форму шляху, але не про його орієнтацію у 
просторі, завдяки цьому зможе мати переваги при використанні в ал-
горитмах розв’язання задач прогнозування третинної структури про-
теїнів [5], оскільки дозволяє звужувати досліджувану множину роз-
в’язків, що зменшує час пошуку оптимальної структури. 
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МЕТОДИ КОМБІНАТОРНОГО РОЗПІЗНАВАННЯ 
Г. П. Донець, д. ф.-м. н., с. н. с. 
Інститут кібернетики імені В. М. Глушкова НАН України  
Розглянемо типову задачу, що може мати широку інтерпретацію. 
Задача 1. Нехай мається в наявності n альтернатив прийняття еко-
номічних рішень А = {А1, А2, …, Аn}, про які відомо лише те, що 
серед них є m прийнятних (m < n). Існує механізм, який для фіксо-
ваного k (k ≤ m) дозволяє визначити, чи існує серед альтернатив до-
вільної k – вибірки хоча б одна неприйнятна. Необхідно за мінімальну 
кількість k - вибірок знайти k прийнятних альтернатив. 
Поняття механізму, що дозволяє одержати відповідь на експери-
мент, можна трактувати в самому широкому розумінні слова. Наве-
демо кілька прикладів. 
Приклад 1. Нехай n вимикачів незалежно приєднано до однієї лам-
почки. Відомо, що серед них m зіпсованих. Експеримент складається в 
одночасному включенні k вимикачів (1 < k ≤ m ). Якщо серед них хо-
ча б один справний, то лампочка запалюється. Необхідно за мінімаль-
ну кількість спроб знайти k несправних вимикачів.  
Багато задач про монети, серед яких зустрічаються фальшиві, мож-
на звести до задачі 1, при цьому відповіддю на різні експерименти є 
результат зважування на двочасткових вагах визначених комбінацій 
монет.  
Задача 1 може мати конкретне трактування серед різних фірм ко-
мерційного характеру типу банків, страхових компаній, що продають 
облігації, влаштовують лотереї і т. д. Щоб не збанкрутувати, вони 
повинні уміти вирішувати наступну задачу. 
Приклад 2. Задача про лотерею. Нехай задана множина нату-
ральних чисел Nn  = {1, 2, …, n}... З неї випадковим чином вибираєть-
ся підмножина виграшних чисел M = {i1, i2, …, im}(m<n)... Екс-
перимент полягає у виборі k чисел (k ≤ m) з Nn. Треба знайти міні-
мальну кількість таких k-вибірок, щоб хоча б одна з них належала M. 
Знаючи розв’язок цієї задачі, будь-який підприємець зможе себе 
застрахувати від неприємних несподіванок. Приклад 1 допоможе нам 
сформулювати задачу 1 у новій математичній постановці. 
Задача комбінаторного розпізнавання (ЗКР). Нехай задана мно-
жина з n чисел X = {x1, x2, …, xn}, яка складається з m одиниць і n – m 
нулів. Експеримент полягає у виборі фіксованої кількості k (k ≤ m) 
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чисел, після чого стає відомим їхній добуток. Необхідно за мінімальну 
кількість спроб знайти k чисел, рівних 1. 
Зміст останнього речення у постановці цієї задачі дає нам не меншу 
підставу називати її також задачею комбінаторного пошуку. Тут єди-
ним обмеженням є фіксований обсяг вибірки. Можна ускладнювати 
умови задачі кількістю заданих множин, способом (черговістю) вибі-
рок елементів з них і т. д. Можна назвати всі задачі такого роду обме-
женими ЗКР.  
Стратегія оптимального розв’язування обмежених ЗКР складається 
в такому розбитті вихідної множини чисел на групи, щоб потім, про-
вівши експерименти за допомогою k – вибірок у кожній з них, знайти 
необхідну кількість визначених чисел. 
Таким чином, розв’язок задачі має вигляд деякого розбиття вихід-
ної множини чисел. 
На відміну від розглянутих задач існує досить могутній клас задач, 
що умовно можна назвати необмеженими ЗКР. Наведемо їхню фор-
мальна постановку. 
Задача комбінаторного розпізнавання (необмежена). Нехай за-
дана множина з n чисел X={x1, x2, …, xn}, яка складається з m оди-
ниць і n - m нулів. Експеримент полягає у виборі довільної кількості 
k (k ≤ m) чисел, після чого стає відомим їхній добуток. Необхідно за 
мінімальну кількість спроб  знайти всі числа, рівні 0 (або, що те ж 
саме, рівні 1). 
Будемо розглядати обмежену задачу 1.  
Позначимо мінімальну кількість спроб, за яку необхідно знайти k 
несправних вимикачів, – kmF ( n) . В подальшому будемо розглядати за-
дачу 1 тільки в такій постановці. Розглянемо приклад 1 для таких 
значень: n = 9, m = 4, k = 2. 
Найпростішим розв’язком є такий: пробуємо всі комбінації з двох 
вимикачів, поки не натрапимо на два зіпсованих – і тоді лампочка не 
засвітиться. Всього таких комбінацій C 29 = 36, серед них C
2
4 = 6 ком-
бінацій з зіпсованими вимикачами. Отже в найгіршому випадку через 
31 спробу ми розв’яжемо задачу. Більш вдалий розв’язок отримаємо, 
коли 9 вимикачів розіб’ємо на дві групи (5 + 4). Тоді в якійсь групі 
буде не менш двох зіпсованих вимикачів і, комбінуючи по два ви-
микачі у кожній групі, отримаємо розв’язок задачі. Щоб отримати 
оцінку кількості спроб, треба розглянути всі варіанти розбиття чо-
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тирьох зіпсованих вимикачів на дві групи. Якщо в групі з p вимикачів 




C 2 + 1. Тоді 
серед розбиттів (0,4), (1,3), (2,2), (3,1) та (4,0) найгірший випадок (1,3), 
або (3,1) дає 14 спроб. Можна розбити 9 вимикачів на чотири групи 








= 6 спроб, Як-
що лампочка засвітиться кожний раз, то це може бути тільки тоді, коли в 
кожній групі буде по одному зіпсованому вимикачу. 
Беремо дві групи по 2 вимикача і комбінуємо з них 2, по одному з 
кожної групи. Це вимагає 4 спроби, а в сумі розв’язок отримаємо за 10 
спроб. Але існує ще один розв’язок коли 9 вимикачів розбиваємо на 
три групи (3 + 3 + 3). Тоді обов’язково знайдеться група, в якій не 







 = 9, що і буде оптимальним розв’язком, іншими словами 
 F 24 9 9 . 
Очевидно, що  m mm nF n C , тому що набір з одиниць єдиний і для 
його знаходження в найгіршому випадку потрібно перебрати всі ком-
бінації. Для k = 2 вже є досвід розв’язування задачі [1]. При цьому був 
знайдений принцип, за яким краще всього треба розбивати всю мно-
жину чисел на групи. 
Принцип оптимальності: для k = 2 необхідно всю множину чисел 
розбити на стільки груп,  щоб хоча в одній з них було не менш двох 
одиниць.  
Звідси витікає, що число груп повинно бути m – 1. 
Позначимо λ   n (mod m – 1). 










Нехай λ   n   0 (mod 2). Тоді n розбивається на дві однакові гру-
пи з n / 2 чисел, і  
  n/ n/
n / n / n n
F n C C
 
    2 2 2
3 2 2
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Тоді 
n n
n n n n n
F ( n) C C
 
       
         





1 1 1 1 3 1
2 2 2 2 2 2
. 
Можна записати загальну формулу 
n n n n
F ( n)





( )( 2 ) ( 2) 2
4 4
. 
Враховуючи те, що (mod ) 2 2 , отримаємо формулу (1). 
Лема 2. При поділу n на m – 1 груп отримаємо розбиття: 
n n




    
       




При діленні числа n на q отримаємо залишок n(mod q). Отож 
n






Запишемо q = [q – n (mod q)] + n (mod q), звідки 
n n
n q n mod q n mod q
q q
    
         
    
( ) ( ) 1 . 





  1 1
, отримаємо шу-
кану формулу (2). 




















    


2 ( )( 1)( )
2( 1)
 (4) 
Скористаємося результатами леми 2 при розбитті множини чисел 
на m – 1 груп. 
m n n
m
F ( n) m C C
m n n n n
m m m m
 
 





    
            
          







2 1 1 2 1
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Після скорочень отримаємо формулу (4). 
Теорема 2. 
r




      3
2 1 2
1
( )( )( 2 2 ) ( 1)
6
 (5) 
Для k = 3 знаходити отриманий розв’язок будемо користуючись 
принципом оптимальності. Треба розбити n на r приблизно рівних 
груп, тоді хоча б в одній з них буде не менш трьох одиниць. При 
цьому необхідно, щоб кожна група мала об’єм не менший трьох. Тому 














( ) . (6) 
Якщо скористатись параметром λ n (mod r), то групи будуть 












r n n n





   
 
   
  

          
             
       
       
       









Спрощуючи цей вираз, одержимо формулу (6). 
Приклад 3. Нехай n = 73, m = 11. Тоді r = 5, а λ=3. 
По формулі (7) при розбитті числа 73 на 5 груп (14, 14, 15, 15, 15) 
отримаємо 
F ( ) C C      3 3 3
11 15 14
73 2 3 2 364 3 455 2093 . 
А по формулі (5.5) відповідно 
F
 




1 70 65 69
(73) (73 3)(73 3 5)(73 10 6) 2093
6 25 150
. 
Задача 1 може породити більш складну задачу, яка пригодиться для 
подальших викладень. 
Задача 3. Задані множини чисел X = {x1, x2, …, nx 1 } та Y = {y1, 
y2,... ny 2 }, причому в першій множині міститься m1 одиниць (m1  n1), 
а в другій – m2 одиниць (m2  n2). Експеримент полягає у виборі k  
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(k  1) чисел з будь-яких множин (k  m1 + m2), після чого стає 
відомим їх добуток. Необхідно за мінімальну кількість спроб знайти k 
чисел, які дорівнюють 1. 
Позначимо цю кількість  km ,mF n ,n1 2 1 2 . В загальному вигляді цю 
задачу ще не розв’язано. Розглянемо її частинний випадок для k = 3, 
m1 = m2= 2. Нам необхідно знайти  ,F n ,n
3
2 2 1 2
. Очевидно, що всі 
комбінації по три повинні складатися з чисел із різних множин: одне 
число з одної множини, а два – з другої. Ми можемо перебрати в одній 
множині всі комбінації по два числа і по черзі приєднувати числа з 
другої множини. В кінці кінців ми натрапимо на одну комбінацію з 
двох одиниць, а в другій натрапимо на одиницю після n2 – 1 спроб. Це 
дає оцінку  ,F n ,n
3





2 ( n2 – 1). Очевидно, що комбінувати по два 





2 ( n1 – 1)  nС 1
2 ( n2 – 1). 
Але така стратегія в загальному вигляді не є оптимальною. Як по-
казано в [2], оптимальною є покрокова стратегія, а саме. 
1. Якщо n2   n1, то беремо всі комбінації по два з множини X і 
один елемент з множини Y, наприклад, y1. Якщо добуток трьох чисел 
хоч один раз буде дорівнювати 1, то задача розв’язана, в противному 
разі y1 = 0. Вилучаємо y1 з множини Y, тепер її об’єм став рівний n2 – 1.  
2. Нехай s = min (n1, n2). За sn n C
2
2 1
 спроб ми досягнемо си-
туації, коли об’єм більшої множини зменшиться до рівня меншої мно-
жини, і треба знайти  ,F s,s
3
2 2
. Тепер ситуація симетрична і можна 
комбінувати в будь-якій множині. За sC
2
 спроб ми перейдемо до си-
туації з об’ємами множин (s, s – 1). Тепер, комбінуючи по два у 
меншій множині, за sC 
2
1 спроб перейдемо до ситуації з об’ємами мно-
жин (s – 1, s – 1). 




1  спроб ми 
переходимо до об’ємів множин  (i – 1, i - 1). Якщо добуток трьох 
чисел в будь-який момент буде дорівнювати 1, то задача розв’язана, 
інакше продовжуємо спроби. 
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4. В найгіршому випадку в кінці кінців дійдемо до ситуації, коли 
залишаться дві множини X1 = Y1 = (1,1). Тепер можна брати довільні 
3 елементи з них, які є розв’язком задачі. Підрахуємо кількість спроб 
для найгіршого випадку, починаючи з об’ємів множин (s, s). 
                 ( s sC C 
2 2
1
) + ( s sC C 
2 2
1 2
) + . . . . . . (C C2 2
3 2
) = 
            sC











 + C 2
2
 = sC
2  + 2 sC
3  - 1. 
Тим самим доведена  
Лема 3.  
 ,F n ,n
3
2 2 1 2
 = 
s
( n n )C  2
2 1
1  + 2 sC
3  - 1,  (8) 
де s = min (n1, n2). 
Зокрема,  











Тепер розглянемо задачу для випадку, коли m = 2r, тобто не обхід- 
но знайти rF ( n)
3
2
. Можливі дві стратегії: розбивати n на r груп, або 
на r – 1 груп. 







,  n mod r n r   1 . Тоді число n розбивається на r - 1  
груп по  чисел в кожній та 
1
 груп по  +1 чисел в кожній. По (7) 





1 1 1  спроб. В найгіршому випадку 
цього не досить, бо може виникнути ситуація, коли кожна група має 
рівно по дві одиниці. Тоді треба скористуватися формулою (8) і 
зробити ще  ,F , 
3
2 2
 спроб, якщо r  1 , або  ,F ,  
3
2 2
1  для 
r  1 . Разом це дає 
 
       
     
F r
sgn( r ) .
     
 
    

   
   
  
       
1 1 1
1






Після перетворень отримаємо 
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 
 F r r sgn r
 
   

       
1 1 1
1
[ 2 3 2 3 1 2]
6
. 
Тепер підставимо вираз для 
1
 і остаточно маємо 
 




         1 1
1
3 ( 1 ) 2 1 1 1
6
 (9) 
Оцінимо другу стратегію як F2. Позначимо  
   
n










Тоді число n розбивається на r – 1 – 
2
 груп по   чисел в кожній 
та 
2
 груп по   + 1 чисел в кожній. Але на відміну від першої стра-
тегії тут якщо після перевірки r – 2 груп не досягнемо розв’язку, то 
це означає, що в (r – 1)-й групі знаходяться не менше чотирьох оди-
ниць. Якщо в цій групі чотири числа, то всі вони дорівнюють одиниці, 
тобто для розв’язку достатньо з цієї групи взяти будь-які 3 одиниці. 
Якщо група містить більше чотирьох чисел, то треба розбити її на дві 
частини. В залежності від величини останньої групи отримаємо дві 
оцінки другої стратегії. Якщо  
2
0 , то всі групи мають по   чисел, 
в противному разі остання група має  1 чисел. Це означає, що  
 F r C C F         
3 3 3
2 2 2 1 4
1 ( 1) ( 1)  для 2 > 0;        (10) 
F r C F

  3 3
2 4
( 2) ( )       для 2  = 0. 
Розбиваючи останню групу на дві, можемо скористатися форму-




     
     




, в другому випадку, враховую-
чи формулу (3), на такі , ,
   
 
          
            
          
1










. Для перевірки необхідно зробити в першому 
випадку C C
   
3 3
1
 спроб, а в найгіршому випадку ще 
,
F ,   3
2 2
( 1 ) . 
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Враховуючи вираз для 
2
, після перетворень першої формули отрима-
ємо остаточний вигляд 
 
   F n r C C 
  

   
   
   
  







[3 1 2 1 1
6 2
 
для                                               
2
> 0. (11)  
Для другого випадку необхідно спочатку зробити C C
  
3 3  пере-
вірок, а потім ще 
,
F ( , )  3
2 2
 спроб. У результаті перетворень ос-
таточно отримаємо  
   
 F r C C 
   
    
   
   
   








для                                              
2
= 0. (12) 
Переконаємось на прикладах про справедливість отриманих формул. 
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УДК 519.8 
О СЛАБОЙ РАЗРЕШИМОСТИ И СЛАБОЙ ДОПУСТИМОСТИ  
НЕЧЕТКИХ ЛИНЕЙНЫХ СИСТЕМ УРАВНЕНИЙ 
О. А. Емец, д. ф.-м. н., профессор; 
А. О. Емец, к. ф.-м. н., доцент 
ВУЗ Укоопсоюза «Полтавский университет экономики и торговли» 
yemetsli@mail.ru, yemets2008@ukr.net 
Во многих задачах возникает необходимость представления дан-
ных в интервальном в виде и с помощью нечетких чисел одновремен-
но. В [1] изложен аппарат, связывающий интервалы и нечеткие числа. 
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В докладе исследуются свойства этого аппарата. 
Определение 1. Под нечеткой линейной системой уравнений 
f fA x b  (1) 







I x I ;
I x I ;
I x I ;
I x I ;















Определение 2 [2]. Под интервальной линейной системой урав-
нений 
A b
I x I  (3) 
понимают семейство всех систем линейных уравнений  
Ax b , (4) 
где  
A
A I ; bb I . (5) 
Определение 3. Система линейных уравнений (4) называется раз-
решимой, если она имеет некоторое решение, и допустимой, если она 
имеет неотрицательное решение. 
Определение 4. [2] Система уравнений (3) называется слабо раз-
решимой (допустимой), если какая-либо из систем (4) с данными (5) 
разрешима (допустима). Система уравнений (3) называется сильно 
разрешимой (допустимой), если каждая система (4) с данными (5) раз-
решима (допустима). 
Поставим в соответствие системе уравнений t tA bI I  с номером t  
t , , , ,  0 1 2 3 4  семейство систем уравнений вида (4) с номером t  
с данными (5) соответственно:  
t tA x b , (6) 
t t
A
A I ; t tbb I . (7) 
Определение 5. Нечеткая система уравнений (1) называется слабо 
разрешимой (допустимой) в четком смысле, если какая-либо из сис-
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тем (6) с данными (7) при t 4  
A x b4 4  (8) 
разрешима (допустима). Нечеткая система уравнений (1) называется 
сильно разрешимой (допустимой) в четком смысле, если каждая 
система (8) с данными (7) при t 4  разрешима (допустима). 
Определение 6. Нечеткая система уравнений (1) называется слабо 
разрешимой (допустимой) в квазичетком смысле, если при t 3  ка-
кая-либо из систем (6) с данными (7) 
A x b3 3  (9) 
разрешима (допустима). Нечеткая система уравнений (1) называется 
сильно разрешимой (допустимой) в квазичетком смысле, если каждая 
система (9) с данными (7) при t 3  разрешима (допустима). 
Определение 7. Нечеткая система уравнений (1) называется слабо 
разрешимой (допустимой) в получетком (в полунечетком) смысле, 
если при t 2  какая-либо система из систем (6) с данными из (7)  
A x b2 2  (10) 
разрешима (допустима). Нечеткая система уравнений (1) называется 
сильно разрешимой (допустимой) в получетком (в полунечетком) 
смысле, если каждая система (10) с данными (7) при t 2  разрешима 
(допустима). 
Определение 8. Нечеткая система уравнений (1) называется слабо 
разрешимой (допустимой) в квазинечетком смысле, если при t 1  
какая-либо система из систем (6) с данными из (7)  
A x b1 1  (11) 
разрешима (допустима). Нечеткая система уравнений (11) называется 
сильно разрешимой (допустимой) в квазинечетком смысле, если 
каждая система (11) с данными (7) при t 1  разрешима (допустима). 
Определение 9. Нечеткая система уравнений (1) называется слабо 
разрешимой (допустимой) в нечетком смысле, если при t  0  какая-
либо система из систем (6) с данными из (7)  
A x b0 0 . (12) 
разрешима (допустима). Нечеткая система уравнений (1) называется 
сильно разрешимой (допустимой) в нечетком смысле, если каждая 
система (12) с данными (7) при t  0  разрешима (допустима). 
Введение определений 3–9 объясняется следующим. Пусть необхо-
димо определить является ли разрешимой некоторая система уравнений 
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A x b
0 0
, m nA R 
0
; nx R ; mb R0 , (13) 







Тогда, очевидно, что система уравнений (13) разрешима, если сис-
тема уравнений (1) сильно разрешима в четком смысле. Система урав-
нений (13) не разрешима, если известно, что система уравнений (1) не 
является слабо разрешимой в нечетком смысле. В других ситуациях 
она сильно или слабо разрешима с разной степенью нечеткости. 
Вектор nx R  называется [2] слабым решением интервальной сис-
темы уравнений (3), если он удовлетворяет системе уравнений (4) для 
некоторых A  и b , удовлетворяющих условию (5). 
Определение 10. Вектор t nx R  называется слабым решением 
типа t  (t , , , , 0 1 2 3 4) нечеткой линейной системы уравнений 
f fA x b  (1), если он является слабым решением в смысле [2] систе-
мы уравнений t tA bI x I  вида (3). 
Свойства нечетких матриц и нечетких систем вида (1)–(2) дает сле-
дующее утверждение. 
Теорема 1. Имеют место включения: 
t t
A A
I I  1  t , , ,  0 1 2 3 . 
b b
t tI I  1  t , , ,  0 1 2 3 . 
Следствие из теоремы 1. Для 
tt t( A A )  
1
2
 – матрицы радиу-
сов интервальной матрицы tAI  и 
tt t( b b )  
1
2
 – вектора радиусов 
интервального вектора b
tI , где tAI , b
tI  вводятся согласно определения 
нечеткой матрицы (см. [1]) и определения 1, имеют место неравенства:  
t t  1 , t t  1 , t , , , 0 1 2 3 . 
Теорема 2. Вектор t nx R  есть слабым решением типа t  
(t , , , , 0 1 2 3 4 ) нечеткой линейной системы уравнений f fA x b  (1) 
тогда и только тогда, когда он удовлетворяет неравенству  
t t t t t t
c c
A x b x   | | | | , (14) 




A ( A A ) 
1
2
 – средняя матрица интервальной матрицы tAI ; 
t tt ( A A )  
1
2
 – матрица радиусов интервальной матрицы tAI ; 
ttt
c
b ( b b ) 
1
2
 – средний вектор интервального вектора tbI ; 
t tt ( b b )  
1
2
 – вектор радиусов интервального вектора tbI . 
Теорема 3. Если вектор t nx R  является слабым решением типа 
t , (t , , ,1 2 3 4 ) нечеткой линейной системы уравнений f fA x b  
(1), то он является слабым решением типа t 1 этой системы. 
Следствие 1 из теоремы 3. Если при t , , , , 0 1 2 3 4  вектор t nx R  
удовлетворяет неравенству (14) при выполнении условий теоремы 3, 
то он удовлетворяет и неравенству  
t t t t t t
c c
A x b x      1 1 1 1| | | | , 
где обозначения взяты из условия теоремы 3. 
Следствие 2 из теоремы 3. Если вектор t nx R  – слабое решение 
типа t  нечеткой системы уравнений f fA x b  вида (1), то он являет-
ся слабым решением типов t 1, …, 1, 0 .  
Замечание 1. Максимальный тип maxt  слабого решения 
t t t
n
x x , ..., x
1
( )  
нечеткой линейной системы вида (1) определяет ограничение на зна-
чения функции принадлежности элементов этого решения. Очевидно, 
что i , n  1  t t max
i
t
x  ( )
4
, т. е. t max maxi
t t








Замечание 2. Отметим, что слабое решение системы (1): типа 4 – 
это слабое решение в четком смысле; типа 3 – в квазичетком смысле; 
типа 2 – в получетком (или, что тоже самое – в полунечетком) смысле; 
типа 1 – в квазинечетком смысле; типа 0 – в нечетком смысле. 
Введем в рассмотрение вектор my R , координаты которого оп-
ределим так:  
t t t










( | | )
, при t t t ix  ( | | ) 0 ,  
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i , , ..., m {1 2 } ; (15) 
iy  1 , при t t t ix  ( | | ) 0 , i , , ..., m {1 2 } . (16) 















Обозначим yD  для вектора 
my R  квадратную матрицу из m nR  , 
в которой его элементы стоят на главной диагонали, а все остальные – 





























Очевидно, что mx R  имеет место представление:  
z
x D x| | , 
где  
z sgn x , (17) 
поскольку для произвольного mz R  имеем Tz m mD x z x , z x , ..., z x 1 1 2 2( ) , 
здесь и далее T  – символ транспонирования. 
Теорема 4. Если вектор tx  – решение неравенства (14), то он удов-
летворяет равенству  
t t t t
c y z c y
( A D D )x b D    , 
где вектор y  определяется условием (15), (16) а z  – (17) при tx x . 
Теорема 5. Нечеткая линейная система f fA x b  вида (3) тогда и 
только тогда является слабо разрешимой:  








решима для некоторого nz Y ; 








разрешима для некоторого nz Y ; 
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22  разрешима для некоторого nz Y ; 








разрешима для некоторого nz Y ; 








разрешима для некоторого nz Y ; 
Слабая разрешимость в четком (t 4 ), квазичетком (t 3 ), полу-
четком (t 2 ), квазинечетком (t 1) и нечетком (t  0 ) смыслах 
системы (1) согласно определений 5–10 означает существование не-
которого слабого решения типа t  нечеткой линейной системы урав-
нений f fA x b . 
Поэтому с учетом теоремы 5 справедливо следующее. 
Следствие из теоремы 5. Если нечеткая система f fA x b  вида 
(3) является: 1) слабо разрешимой в четком смысле, то она слабо 
разрешима в квазичетком смысле; 2) слабо разрешимой в квазичетком 
смысле, то она слабо разрешима в получетком (полунечетком) смыс-
ле; 3) слабо разрешимой в получетком смысле, то она слабо раз-
решима в квазинечетком смысле; 4) слабо разрешимой в квазинечет-
ком смысле, то она слабо разрешима в нечетком смысле. 
То есть, слаборазрешимость является свойством вложенности: из 
слаборазрешимости при большем t  следует ее справедливость и при 
всех меньших t . 
Утверждение 6. Проверка слабой разрешимости нечеткой линей-
ной системы уравнений f fA x b  вида (1) в любом из 5 смыслах 
(четком, квазичетком, получетком, квазинечетком, нечетком) является 
NP-трудной задачей. 
Справедливость утверждения следует из того, что проверка слабой 
разрешимости нечеткой системы (1) – это проверка на слабую раз-
решимость соответствующей интервальной линейной системы, что в 
соответствии с [2, теорема 2.12] есть NP-трудной задачей. 
О допустимости нечетких линейных систем уравнений 
Для характеризации слабой допустимости (в соответствующем 
смысле t , , , ,{ 0 1 2 3 4 } ) нечеткой системы уравнений вида (1) 
воспользуемся теоремой 2. 
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Теорема 7. Нечеткая система уравнений f fA x b  вида (1) явля-
ется слабо допустимой (в соответствующем параметре t , , , ,{0 1 2 3 4}  
смысле) тогда и только тогда, когда допустима система 
 
t tA x b , 
 
ttA x b   .  
Утверждение 8. Проверка слабой допустимости нечеткой ли-
нейной системы (1) в любом из пяти (соответствующих разным 
t , , , ,{ 0 1 2 3 4 }  смыслах) может быть выполнена с полиномиаль-
ными затратами времени. 
Замечание 3. Результаты работы обобщаются, при необходимости, 
на случай рассмотрения более, чем пяти  -уровней [3-4] нечеткого 
числа. 
Замечание 4. Если пик нечеткого числа [1] достигается не в одной 
точке Ma  на отрезке ,a a44[ ], то результаты роботы обобщаются и на 
этот случай. 
В докладе введены понятия слабой и сильной разрешимости (до-
пустимости) нечеткой линейной системы уравнений в пяти смыслах 
(четком, квазичетком, получетком, квазинечетком и нечетком). Обос-
нованы критерии слабой разрешимости и слабой допустимости не-
четкой системы уравнений во всех пяти смыслах. Доказаны другие 
свойства нечетких систем и их слабых решений (во всех пяти смыс-
лах). 
Далее целесообразно изучить сильную разрешимости и сильную 
допустимость нечеткой линейной системы уравнений. 
Информационные источники 
1. Емец О. А. Представление нечетких систем линейных уравнений 
через интервальные системы линейных уравнений / О. А. Емец, 
А. О. Емец // Материалы IV Всеукраинской научно-практической 
конференции «Информатика и системные науки» (Полтава, 21–23 мар-
та 2013 г.) / под ред. О. А. Емца: тезисы докл. – Полтава : ПУЕТ, 2013. – 
С. 84–93. – Режим доступа: http://dspace.puet.edu.ua//handle/123456789/1613. 
2. Фидлер М. Задачи линейной оптимизации с неточными данными / 
М. Фидлер, Й. Недома, Я. Рамик, И. Рон, К. Циммерманн. – М. –
Ижевск : НИЦ «Регулярная и хаотическая динамика», Ин-т компью-
терных  исследований, 2008 – 288 с. 
– © ПУЕТ – 35 
3. Заде Л. А. Понятие лингвистической переменной и его применение 
к принятию приближенных решений / Л. А. Заде. – М. : Мир, 1976 – 
165 с. 
4. Заде Л. А. Размытые множества и их применение в распознава- 
нии образов и кластер-анализе. В сб.: Классификация и кластер / 
Л. А. Заде. – М. : Мир, 1980. – С. 208–247. 
УДК 519.854 
ТЕОРЕМА О РЕШЕНИИ БЕЗУСЛОВНОЙ ЗАДАЧИ 
МИНИМИЗАЦИИ ЛИНЕЙНОЙ ФУНКЦИИ  
НА РАЗМЕЩЕНИЯХ 
О. А. Емец, д. ф.-м. н., профессор; 
Т. В. Чиликина, к. ф.-м .н.  
tv.0502@mail.ru 
В данной работе решается задача безусловной оптимизации линей-
ной функции, заданной на размещениях, с использованием известного 
решение такой задачи для задания функции на перестановках ([1], 
теорема 348). 
Пусть задано мультимножество G    действительных чисел, среди 
которых  k  различных, т. е.   iG g ,...,g ,  g R    11   i J , ,...,    1 2 , 
основа G  – упорядоченное множество,  nS G e ,e ,...,e    1 2 , первич-
ная спецификация G  – упорядоченное множество  nG ,...,     1 , 
где  n i G i... ,   k e      1 – кратность элемента в мультимно-
жестве nG  i J  . Здесь и далее nJ – множество первых n  натураль-
ных чисел.  
Образуем, используя G , общее множество k -размещений  knE G , 
т.е. множество всех упорядоченных k -выборок из G  [2]. 
Рассмотрим такую задачу: найти пару C ,x  , где  
   kk n
k
j j
x x ,...,x E G j











x E G j







Такую задачу, как известно, называют [7] задачей безусловной 
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линейной полностью комбинаторной задачей на размещениях. В [2, 
теорема 3.1] задается ее решение: если 






s s k k
c ... c c ... c ,  s J ,

      
1 1
0  (4) 
а вектор x  определяется как (2), то  
i i s
x g  i J ,     (5) 
s i r i r




    (6) 
где 
k
r+s=k; r,s J , 0  (7) 
а  
 k kJ J 
0 0 . (8) 
Доказательство этого факта в [7] проводиться непосредственно. 
Покажем, как это утверждение можно получить из теоремы 348 в 
[1] о минимуме скалярного произведения векторов с фиксированными 
наборами элементов. 





 ny E G
  , является перестановкой элементов мультимножества 
G  в задаче нахождения пары d ,y  , где  
    j jy y ,...,y E G j







    (9) 
 
j j
y E G j








а  nE G – множество перестановок элементов мультимножества G  в 
[2], находится при выполнении условия (3) и такого: 
d ... d ,

 
1   (11) 
так:  
j j
y g  j J

    . (12) 
Теорема. Если 
j j s
d c  j J   ,  (13) 
r j s j r
d c  j J
  
   , (14) 
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j r s
d  j J \ J

  0 , (15) 
где r ,s  удовлетворяют условиям (7), (8), то условие (12) эквивалент-
но условиям (5), (6) при  
j j s
x y  i J ,     (16) 
s j r j r




    (17) 
а c d  .   
Доказательство.  
Перестановка    1 s s r r ny= y ,...,y ,y ,...,y ,y ,...,y E G       1 1  оп-
ределяет при условиях (7), (8) k -размещения  
   k1 s r r nx= y ,y ,...,y ,y ,y ,...,y E G       2 1 2 .  
Поскольку в силу (15) j jd  y 0  не вошедших из у в х и вы-
полняется условие (13), (14), то d c  , а из (12), (5), (6) и со-
отношения между х и у следуют формулы (16), (17). Что и тре-
бовалось доказать. 
В работе получено новое простое решение полностью комбина-
торной задачи безусловной оптимизации на множестве размещений. 
Как направление дальнейших исследований можно рассматривать 
обобщение этого подхода на другие задачи. 
Информационные источники 
1. Харди Г. Г. Неравенства / Г. Г.Харди, Дж. Е. Литтльвуд, Г. Полиа. – 
М. :  Изд-во иностр.лит., 1948. – 456 с. 
2. Стоян Ю. Г. Теорія і методи евклідової комбінаторної оптимізації / 
Ю. Г. Стоян, О. О. Ємець. – К. : Ін-т системн. досліджень освіти, 
1993. – 188 с. 
УДК 519.8 
ДЕЯКІ ВЛАСТИВОСТІ ФУНКЦІЇ МІНІМУМУ ТА МАКСИМУМУ 
О. О. Ємець, д.ф.-м.н., профессор; 
О. В. Ольховська, аспірант 
ВНЗ Укоопспілки «Полтавський університет економіки і торгівлі» 
lena@olhovsky.name 
Для доведення математичних співвідношень (див. наприклад [1, 2]) 
використовують властивості мінімуму та максимуму функції. При їх 
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використанні іноді простіше заново довести потрібні властивості, ніж 
їх знайти в літературі. Розглянемо деякі властивості мінімуму та мак-
симуму, які використовувалися при доведенні збіжності модифікова-
ного ітераційного методу розв’язування задачі комбінаторної оптимі-
зації ігрового типу на розміщеннях [1]. Нехай  a p  і  b p  – задані на 
P  дійсні функції. 
Властивість 1.Справедлива нерівність: 
          
p P p P p P
max a p b p max a p min b p
  
   . 
Доведення. За властивістю максимуму     
p P
max a p b p

   
   a p b p  . Це справедливо для p P  , зокрема: 
         *
p P p P
max a p b p max a p b p
 
   , (1) 
де *
p P
p arg max a p

 ( ) . Точка p P  з властивості мінімуму  
    *
p P
b p min b p

 . (2) 
Тоді з (1), (2) випливає           
p P p P p P
max a p b p max a p min b p
  
   . 
Що і треба було довести. 
Властивість 2. Справедлива нерівність: 
          
p P p P p P
min a p b p min a p max b p
  
   . 
Доведення. За властивістю мінімуму         
p P
min a p b p a p b p

   . 
Це справедливо для p P  , зокрема: 
         **
p P p P
min a p b p min a p b p
 
   , (3) 
де **
p P
p arg mina p

 ( ) . Точка p P  з властивості максимуму 
    **
p P
b p max b p

 . (4) 
Тоді з  (4), (5) випливає властивість        
p P p P
min a p b p min a p
 





 . Що і треба було довести. 
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Властивість 3. Справедлива нерівність: 
          
p P p P p P
min a p b p min a p min b p
  
   . 
Доведення. З властивостей мінімуму та максимуму 
             
p P p P
max a p b p a p b p min a p b p
 
      та 
             
p P p P
a p max b p a p b p a p min b p
 
     .  
Додавши ці нерівності маємо справедливість такої: 
             
p P p P p P p P
max a p max b p a p b p mina p min b p
   
     , а 
отже          
p P p P p P
min a p b p mina p min b p
  
   . 
Властивість 4. Якщо  a p  і  b p  задані функції, то виконується 
наступна нерівність: 
          
p P p P p P
max a p b p max a p max b p
  
   . 
Доведення. Використовуючи твердження 3 можемо записати  
           
p P p P p P
min a p b p min a p min b p
  
       , тоді 
          
p P p P p P
max a p b p max a p max b p
  
      або 
          
p P p P p P
max a p b p max a p max b p
  
   , 
що і треба було довести.  
В роботі доведені деякі властивості максимуму і мінімуму, які 
необхідні зокрема для доведення доведенні збіжності модифікованого 
ітераційного методу розв’язування задачі комбінаторної оптимізації 
ігрового типу. 
Информационные источники 
1. Емец О. А. Доказательство сходимости итерационного метода ре-
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мещениях / О. А. Емец, Е. В. Ольховская – Кибернетика и сист. 
анализ. – 2013. – № 1. – С. 102–114. 
2. Ємець О. О. Про оцінки мінімумів цільових функцій при оптиміза-
ції на сполученнях / О. О. Ємець, А. А. Роскладка // Український 
математичний журнал. – 1999. – Т. 51. – №8. – С. 1118–1121. 
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МЕТОД ГІЛОК ТА МЕЖ ДЛЯ ЗАДАЧІ ОПТИМІЗАЦІЇ  
НА ПЕРЕСТАНОВКАХ З СЕПАРАБЕЛЬНОЮ ЦІЛЬОВОЮ 
ФУНКЦІЄЮ ТА ЛІНІЙНИМИ ОБМЕЖЕННЯМИ 
О. О. Ємець, д. ф.-м. н., професор;  
Т. О. Парфьонова, к. ф.-м. н., доцент 
ВНЗ Укоопспілки «Полтавський університет економіки і торгівлі» 
Постановка задачі 
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В задачі (1)–(5) kR  – дійсний арифметичний евклідів k -вимірний 
простір, 
j ij i
с ,a ,b R 1 – відомі сталі, m,k,  – задані натуральні кон-
станти, l  – відомий натуральний параметр або нуль, m l , 
m
J , ,...,m {1 2 }  – множина перших m  натуральних чисел, а J  
0
 – 
порожня множина, kG g ,g ..., g 1 2{ }– мультимножина, j kg R j J  
1 . 
В умові (5) kE (G )  позначає множину перестановок чисел мульти-
множини G , а   позначає кількість різних чисел в G , тобто кількість 
елементів основи S(G)  мультимножини G , S(G) , k   . 
Галуження в МГМ для задачі (1)–(5) 
Не порушуючи загальності міркувань можемо вважати змінні задачі 
(1)–(5) пронумерованими так, що  
k
с с ... с  
1 2
,    (6) 
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а елементи мультимножини так, що 
k
f ( g ) f ( g ) ... f ( g )  
1 2
   (7) 
При утворенні дерева галуження в МГМ змінні x

 в перестановці 
x  будемо вибирати з невикористаних в порядку (6), а їх значення 
t
g G  – з невикористаних елементів в порядку (7). 









i k i ij j i i i l
j
D x ( x ,...,x ) R | x g ; a x a g b i J

       





ij j i i i m l k
j
a x a g b i J J , i J

    
11 1
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, що містить принаймні два елемента можна аналогіч-




, \ki J { i }2 1  і т. д. 




i i ...i k j i r j k





ij j ij i i l
j r j
a x a g b i J
  
    
1 1
     

k r
ij j ij j i m l j k r
j r j
a x a g b i J \ J , i J ; j J
  
      
1 1
 (9) 
Оцінювання в МГМ для задачі (1)-(5) 
Як відомо, в задачі мінімізації функції F( x) : kR R 1  на 
n
D D ... D  
1
 оцінкою iD  може виступати число i R 
1 , яке 
задовольняє умову: i i nF( x ) x D , i J     . 
Нехай 
ri i k r




   . Не порушуючи загаль-
ності міркувань, можна так пронумерувати елементи мультимножини 
G , що 
k r




      (10) 




 в представленні 
(9) задачі (1)–(5) в МГМ є число 
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r r ri i ...i i i ...i i i ...i
c     
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i i ...i k j j
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  (13) 
при виконанні умов (6) та (10). 
Правила відсікання в МГМ для задачі (1)–(5). 
Як відомо, основне правило відсікання в задачі мінімізації F( x)  
на nD D ... D  1  – це не галуження далі підмножини iD  допусти-
мої множини D , якщо її оцінка i F F( x ), x D   0 0 0 , де F0  – по-
точний рекорд мінімального значення цільової функції F( x) . 
Крім цього справедливі всі правила, розглянуті в [1]. 
В доповіді розглянуті і розв’язані всі проблеми організації роботи 
МГМ для задачі мінімізації на множині перестановок сепарабельною 
цільової функції за мінімальних обмежень. 
Информационные источники 
1.  Емец О. А. Решение линейных условных полностью комбинаторных 
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/ О. А. Емец, Е. М. Емец, Т. А. Парфенова, Т. В. Чиликина // Кибер-
нетика и системный анализ. – 2013. – № 2. – С. 121–138. 
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ФРАКТАЛЬНІ ВЛАСТИВОСТІ КОМБІНАТОРНОЇ  
МНОЖИНИ РОЗМІЩЕНЬ 
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О. В. Тур, асистент 
ВНЗ Укоопспілки «Полтавський університет економіки та торгівлі» 
Розглянемо мультимножину    nnG g ,...,g e ,...,e   11 1 , яка, 
очевидно має основу    nS G e ,...,e 1 , та первинну специфікацію 
 nG ,...,     1 , n...    1 . Не порушуючи загальності мірку-
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вань, вважаємо 
n
e e ... e  
1 2
    (1) 
Утворимо загальну множину k -розміщень [1] з G :  knE G . 
Процес утворення k -розміщень можна ілюструвати деревом  D G  



















































Рисунок 1 – Процес утворення k -розміщень 
 
Перший рівень дерев  D G  відповідає вибору 1-розміщень: 
 e ,1     ne ,..., e2 . Другий рівень відповідає вибору 2-розміщень: 
         ne ,e , e ,e ,..., e ,e , e ,e , e ,e ,...,1 1 1 2 1 2 1 2 2  
     n n n n..., e ,e ,..., e ,e ,..., e ,e2 1  і т. д. Кожній вершині дерева від-
повідає свій вектор V  накопичених кратностей елементів основи. На 











V   
 nj J , ,...,n   1 2 . На k -му рівні вершини k -го рівня – це k -
розміщення. На  -му рівні – висячі вершини – це перестановка 
елементів з G . 
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Зауважимо, що дерево  D G  можна розглядати як предфрактальне 
дерево [1–2]. В цьому випадку побудова починається з n -зірки [1–2]. 
Затравкою виступає n -зірка, якщо i
j j
i V   , або p -зірка, де 
p n  (див. рис. 1). Зірки, взагалі кажучи, різні, в залежності від 
первинної специфікації  nG ,...,     1 . 
Розглянемо основні властивості та знайдемо числові характеристи-
ки дерева  D G   
Теорема 1. Діаметр предфрактального дерева  D G  для множини 
k -розміщень  knE G  дорівнює k2 , де  G g ,...,g 1 ,    nS G e ,...,e 1 , 
 nG ,...,     1 , n  2 . 
Доведення. Доведення проведемо за математичною індукцією по 
рівню l  дерева  D G , що відповідає l -розміщенням, l k . 
Перевіримо твердження при l 1. Ініціатором є n -зірка (рис. 2). 
















Рисунок 2 – n -зірка – ініціатор 
Нехай воно справедливе для l m . Тобто дерево, що побудовано 
за m  кроків має діаметр m2 . Цей діаметр досягається на ланцюзі з 
кінцями – висячими вершинами – m -розміщеннями. До кожної 
висячої вершини приєднується p -зірка (точніше вершина заміню-
ється p -зіркою) при утворенні  m 1 -го рівня (тобто  m 1 -роз-
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міщення). Тут p n . Відстань від висячих вершин зірок до центру 
зірки одиниця. Тобто діаметральний ланцюг з обох кінців подовжу-
ється на одне ребро. Тобто діаметр дерева на  m 1 -му рівні є 
 m 2 1 . Що і доводить теорему. 
Теорема 2. Радіус kr  предфрактального дерева  D G  для множи-
ни k -розміщень  knE G  дорівнює k , де  nnG e ,...,e  11 . 
Доведення. Доведення проведемо за математичною індукцією по 
рівню l , l k  дерева  D G . 
Перевіримо твердження при l 1. Ініціатором є n -зірка з радіу-
сом (рис.3) r 
1
1 . Це відстань від центру зірки до висячої вершини.  
Нехай твердження справедливе для l m  і радіус mr l . Граф на 
 m 1 -му етапі побудови (для  m 1 -розміщень) утворюється за-
міною вершин графа m -го етапу (для m -розміщень), взагалі кажучи, 
різними, в залежності від первинної специфікації  nG ,...,     1 , 
p -зірками, p n . 
При цьому радіальний ланцюг, що утворюється на  m 1 -му 
етапі побудови предфрактального дерева – це радіальний ланцюг де-
рева m -го етапа та одне ребро p -зірки, що приєднали до нього. 
Оскільки відстань від центру зірки до її висячих вершин є одиницею, 
то радіус дерева  m 1 -го етапу побудови предфрактального дерева 
 D G  mr m  1 1 . 
Згідно методу математичної індукції це означає справедливість 
теореми l . Теорема доведена. 
Теорема 3. В дереві  D G  центром є вершина A01 , що є центром 
n -зірки, яка виступає ініціатором. 
Доведення. Доведення ґрунтується на означенні центру як вер-
шини, з мінімальним ексцентриситетом. Для n -зірки – ініціатора – 
центр це вершина A01  (рис. 1.), що має степінь n . Радіальний ланцюг 
з’єднує центр з висячою вершиною ребром, тобто ланцюг має дов-
жину 1. 
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В процесі побудови дерева  D G  (див. доведення теореми 2) до 
радіального ланцюга приєднуються p -зірки, p n , що очевидно, не 
змінює, того що центром утвореного графа залишається вершина A0
1
. 
Твердження теореми доведено. 
Наслідок. У дерева  D G  є тільки один центр. 
Справедливість наслідку випливає з означення центру та з побу-
дови радіального ланцюга (див. доведення теореми 2). 
Зауважимо, що кількість K  висячих вершин в дереві  D G  – це кіль-
кість k -розміщень з елементів мультимножини G , тобто ( )
k
nK E Gh= . 
Відомо [3], що коли i kh = nj J" Î  
kK n= , а коли 1ih = nj J" Î , 
тобто G -множина, то ( ) ( )1 ... 1K n n n k= - - + . Підрахунок K  для за-
гального випадку множини ( )
k
nE Gh  наведено в [4]. 
В доповіді розглянуто фрактальні властивості розміщень при пред-
ставленні їх множини деревом. 
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ТОПОЛОГИЧЕСКАЯ СТРУКТУРА G-МНОЖЕСТВА  
В ЗАДАЧЕ ПЛОСКОГО РЕГУЛЯРНОГО РАСКРОЯ 
1
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Рассматривается задача регулярного плоского раскроя на полосе. 
Одинаковые соседние фигуры на полосе раскроя располагаются так, 
чтобы они не имели общих точек. Множество допустимых сдвигов 
соседней фигуры называется G -множеством для исходной фигуры 
[1]. То есть, G -множеством фигуры F на плоскости называется мно-
жество    G F | F F i      0 , где «+» обозначает сумму 
по Минковскому. Очевидно, что задача плотной укладки однотипных 






Если провести горизонтальную прямую, паралельную направлению 
сдвига, то она пересечется с исходной фигурой по системе 
интервалов. Эта система не должна иметь общих точек с аналогичной 
системой сдвинутой фигуры. Таким образом G -множество исходной 
фигуры есть пересечение всех G -множеств для каждой из систем 
интервалов, описаных выше.  
В [2] исследованы различные, с точки зрения топологии, допус-
тимые расположения исходной и сдвинутой системы интервалов. 
Каждому допустимому сдвигу системы из n интервалов поставлен в 
соответствие кортеж  n, ,...,  1 2  из n компонент, где i  – это мак-
симальный номер интервала из заданной совокупности, правее ко-
торого оказался сдвинутый интервал с номером i .  
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На рисунке приведена исходная и сдвинутая система интервалов, 
отвечающая кортежу (2,2,3). Элементы кортежа должны быть натураль-
ными и удовлетворять таким требованиям: 
n




i , i ,n 1 . 
Для любого кортежа, удовлетворяющего данным требованиям, 
можно найти систему интервалов, для которой существует допусти-
мый сдвиг, отвечающий данному кортежу. 
Теорема 1: количество разных последовательностей длины n , кото-
рые удовлетворяют этим условиям, равняется n -му числу Каталана nC . 
Количество допустимых кортежей для заданной системы из n ин-
тервалов nF  равно количеству компонент связности G -множества 
для фигуры F . Из теоремы 1 следует, что количество компонент связ-
ности множества  G F  не превышает nC . 
Теорема 2: Количество компонент связности G -множества систе-
мы n интервалов не превосходит величины 
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ОБ ИСПОЛЬЗОВАНИИ МАТЕМАТИЧЕСКОГО АППАРАТА 
ТЕОРИИ НЕЧЕТКИХ МНОЖЕСТВ ДЛЯ РЕШЕНИЯ 
ПРИКЛАДНЫХ ЗАДАЧ ЛОГИСТИКИ 
И. В. Кашникова, к. ф.-м. н., доцент  
Белорусский государственный экономический университет, Минск 
innabseu@mail.ru 
Логистика приобретает все большую актуальность и внедряется прак-
тически во все направления экономической деятельности. Постоянное 
возрастание роли логистики в экономике обусловлено ростом про-
мышленности, расширением ассортимента материалов, готовой про-
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дукции, сокращением их времени поставки, неопределенностью эко-
номической ситуации и неустойчивостью. Кроме того, в условиях жест-
кой конкуренции, характерной для современного рынка, основной 
стратегией фирмы для повышения ее конкурентных преимуществ яв-
ляется ориентация на удовлетворение возможных потребностей потре-
бителей. 
Основным инструментарием логистики являются различные эконо-
мико-математические методы, которые можно разделить на такие груп-
пы, как: эконометрика, исследование операций, экономическая кибер-
нетика, методы оптимального управления, математическая статисти-
ка. Широкий класс задач логистики посвящен выбору наилучшего по-
ведения в условиях неопределенно заданных входных параметров. Тра-
диционный подход к учету неопределенности предполагает, что для 
неопределенных параметров известны вероятностные характеристики. 
Однако в реальных ситуациях  эти параметры скорее обладают свой-
ством нестохастической неопределенности. Поэтому для анализа та-
ких моделей более корректно будет применение теории нечетких мно-
жеств. 
Одной из наиболее распространенных задач в логистике является 
задача управления запасами. При управлении запасами для определе-
ния оптимальной партии поставок в логистике используется формула 
Уилсона.  







где L – суммарные затраты в единицу времени; 
K – транспортно-заготовительные расходы; 
S – переменные затраты, которые рассчитываются как доля затрат 
на хранение от цены продукции; 
V – размер спроса в единицу времени. 
Оптимальным размером партии поставки является величина q  , 
при которой суммарные затраты являются минимальными. 







 – © ПУЕТ – 50 
Рассмотрим ситуацию, когда, когда величины транспортно-загото-
вительных расходов и переменных затрат представлены нечеткими 
числами. Это может быть обусловлено следующими причинами: 
 Неопределенность в прогнозировании инфляции, которая повли-
яет на размеры затрат; 
 Неопределенность в прогнозировании закупочных цен, которая 
связана с общей неопределенностью рыночной ситуации; 
 Неточность определения размеров переменных затрат. Размер 
переменных затрат определяется как доля от стоимости продукции, 
величина этой доли оценивается на основе экспертных оценок; 
 Неточность определения размеров транспортно-заготовительных 
расходов. Это расходы включают в себя затраты на размещение за-
каза, поиск поставщика, сопровождение заказа и ряд других. 
Таким образом, уместно принять данные параметры в виде нечет-
ких треугольных чисел. 
min max
K K ,K ,K     
min max
s s ,s ,s    . 
Тогда, используя правила арифметических действий над нечеткими 
треугольными числами [2]  получим, что затраты для партии поставки 
q будут представлены в виде следующего нечеткого числа: 
min max
min max min max
K v K vq Kv q q
L( q) L ,L,L s , s , s
q q q
 
       
 2 2 2
  (3) 
Для расчета оптимальной партии поставки с нечеткими данными 
рекомендуется использовать следующий алгоритм: 









2. Рассчитать оптимальную партию поставки q  для ( L) . 
3. Для рассчитанной оптимальной партии найти нечеткое значение 
L(q) . 
Полученное нечеткое число охватывает весь спектр возможных зна-
чений суммарных затрат при оптимальной партии поставок q  . Это 
позволит более взвешенно принимать управленческие решения по 
выбору стратегии управления запасами. 
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Розглядається клас задач на комбінаторних конфігураціях при умо-
ві багатокритеріальності, що є актуальними, оскільки використовуються 
як моделі великої кількості прикладних задач, що вимагають одночас-
ного досягнення оптимальних значень кількох критеріїв [1, 2]. 
Розглянемо алгоритм розв’язування екстремальних задач на ком-
бінаторних конфігураціях (ЕЗКК) при умові багатокритеріальності з 
використанням методу послідовного вводу обмежень (МПВО). Задачу 
сформулюємо наступним чином: знайти точки комбінаторної конфігу-
рації  X x , у яких задана векторна функція nF f , f ,.., f1 2( ) , де 
f c ,x extr ,i Nni i i
   , досягає оптимального значення і ви-
конуються додаткові обмеження задачі A x b
ij j j
 . 
Головна ідея алгоритму МПВО полягає у формуванні «ідеальної» 
оцінки та визначенні вагових коефіцієнтів кожного з критеріїв опти-
мальності, що зводить задачу до скалярної. Шляхом порівняння от-
риманого результату з оцінкою визначається оптимальний розв’язок. 
Якщо оцінка не задовільна, то множина альтернатив уточнюється і 
процедура повторюється. Розглянемо алгоритм. 
Алгоритм розв’язування ЕЗКК при умові  
багатокритеріальності з використанням МПВО 
1. Ввести зміннуk  0 . Ввести максимально допустиму відстань * . 
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2. За координатним методом визначити точки комбінаторної 
конфігурації, що задовольняють кожному з початкових обмежень 
D X
i
 , де i Ns  та знайти їх перетин D* D D ... Ds   1 2
. 
kD D *( ) . Перейти на крок 4. 
3. Знайти точки комбінаторної конфігурації, що задовольняють 









4. Визначити оптимальні значення кожного критерію на множині 
kD( )  та сформувати «ідеальну» оцінку * kf ( )  як вектор оптимальних 
значень критеріїв. 
5. Визначаємо величини k , i Nmi
   за формулою: 
max( k ) ilf f xmk i i







( ) ( )1
. 
6. Обчислити вагові коефіцієнти критеріїв за формулою: 
k








7. Визначити критерій оптимальності:





8. Знайти kx , як розв'язок задачі kZ F ,D( )( ) , та його оцінку ky . 
9. Якщо ky  задовольняє «ідеальну» оцінку *( k )f , тобто 
k * k *y ,f ( )( )  перейти на крок 10, інакше – на крок 11. 
10. Знайти відхилення по кожному критерію k max kf x f ,
i i i
  ( )( )  
i Nm   та визначити номер критерію, значення якого необхідно 
покращити, r  – рівень, до якого слід покращити обраний критерій. 
Збільшити значення k  на 1. До обмежень задачі додати k -те об-
меження у вигляді r rf x ( ) . Перейти на крок 3. 
11. kx  – шуканий розв'язок. Завершити роботу алгоритму. 
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Перевагою алгоритму є те, що з кожним новим уточненням мно-
жини альтернатив кількість точок, що задовольняють обмеженням 
задачі, зменшується, що полегшує роботу алгоритму. Крім того для 
потрібно знайти лише множину точок, що задовольняють новому 
приєднаному обмеженню та перетин цієї множини зі сформованою на 
попередньому етапі. Таким чином, з кожним новим уточненням гро-
міздкість обчислень зменшується і робота алгоритму пришвидшується. 
Особливістю алгоритму є його гнучкість в плані використання екс-
пертних оцінок для аналізу результату, одержаного на кожному з ета-
пів. Можна використати два варіанти: 1) експерти постійно прийма-
ють участь у діалоговій процедурі, вказуючи чи є розв’язок оптималь-
ним і, якщо ні, то значення якої з функцій треба покращити; 2) мак-
симально допустима відстань від «ідеального» до одержаного розв’яз-
ку та максимальні величини відхилень для кожної з функцій задають-
ся на початку роботи алгоритму і не потребують подальшого втручан-
ня у його роботу.  
Висновки. Запропоновано алгоритм розв’язування ЕЗКК при умові 
багатокритеріальності з використанням МПВО та координатного ме-
тоду. Даний підхід дозволяє зменшити кількість точок множини, які 
потрібно розглянути, скоротити кількість обчислень на кожному но-
вому етапі, гнучкий у використанні експертної оцінки, а тому є ак-
туальним та перспективним при проведенні подальших досліджень. 
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Задачи комбинаторной оптимизации возникают во многих отрас-
лях знаний. Такие задачи, как правило, являются NP-полными, что 
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затрудняет их решение для задач большой размерности. Переменные 
задач комбинаторной оптимизации являются булевыми или целочис-
ленными. Существует большой класс задач на перестановках [1]. Чис-
ло допустимых решений в комбинаторных задачах равно n2 или n! , 
или больше и выбор наилучшего решения является сложной проб-
лемой. В последние годы задачи комбинаторной оптимизации преоб-
разуют к непрерывной оптимизации. При таком преобразовании полу-
чаем многоэкстремальную задачу, в которой необходимо найти точку 
глобального минимума. В настоящее время для решения задач гло-
бальной оптимизации одним из наиболее эффективных является метод 
точной квадратичной регуляризации [2].  
Рассмотрим задачу булевой оптимизации 
Tmin c x | Ax b,x  { 0 1} ,                (1) 






min c x | Ax b, x , x

     2
1
1
{ 0 1 ( ) }
2 4
 (2) 
Задача (2) эквивалентна задаче (1), так как множество {x|0  xi  1, 
xi
2
 – xi= 0, i} совпадает с множеством вершин гиперкуба. Ограни-
чения задачи (2) определяют в n-мерном пространстве точки пере-
сечения выпуклого многогранника со сферой.  
Рассмотрим класс задач целочисленной оптимизации 
Tmin c x Ax b,x ,x Z  { | 0 } , 






min c x Ax b,x , cos x .

   
1
{ | 0 (1 (2 )) 0}                (3) 
Если переменными задачи (3) являются различные целые числа, то 





min c x | Ax b,x , cos x , x x , i j .

        2
1
{ 0 (1 (2 )) 0 ( ) 1 }   (4) 
Преобразованные задачи (2)(4) решались методом точной квадра-
тичной регуляризации. Этот метод позволяет преобразовать общую 
задачу нелинейной оптимизации 
n
i
min f x f x , i ,...,m,x E ,  
0
{ ( )| ( ) 0 1 }   (5) 
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где все if ( x ) – дважды дифференцированные функции, 
nE   евклидово 
пространство, к максимизации нормы вектора на выпуклом множестве  
i
max x f x s r x d ,  f x    2 2
0
{|| ||| ( ) ( 1)|| || ( )
r x d , i ,...,m  2|| || 1 } , 
где s и r – параметры, а n nx x ,...,x ,x ,   d 1 1( ) – новая переменная (s  
должно удовлетворять условию * * *f x s x ,  x  2
0
( ) || || – решение 
задачи (5)). Необходимо найти минимальное значение d , для кото-
рого выполняется условие r x d.2|| ||  Соответствующее значение 
x  будет точкой глобального минимума задачи (5). Существует зна-
чение R  0 , что для всех r R допустимое множество преоб-
разованной задачи будет выпуклым. При увеличении r  это множест-
во стремится к пересечению шаров. Максимум нормы вектора на 
пересечении шаров эффективно находится двойственным методом [2]. 
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Для розв’язування задач комівояжера великих розмірностей (кіль-
кість точок від 105) використовуються евристичні та генетичні алго-
ритми. 
Виникає проблема збереження початкових даних та результатів 
роботи алгоритму. Через велику тривалість обчислень та розділення 
методу розв’язування задачі на етапи важливим також є зберігання 
результатів проміжних обчислень. Це дозволяє продовжити виконання 
обчислень з попереднього етапу у випадку зміни параметрів алгоритму. 
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В доповіді наводиться опис структур даних для зберігання почат-
кової множини даних, кластеризації, часткових розв’язків та остаточ-
них результатів обчислень. Обґрунтовано особливості представлення 
даних для задач великих розмірностей. 
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Складання розкладу занять є однією з найбільш важливих задач 
кожного навчального закладу. Задача про розклад є досить дослідже-
ною та актуальною у сучасній науковій літературі. Методи її розв’я-
зання тісно зв’язані з особливостями різних навчальних закладів, ви-
могами та обмеженнями щодо складання розкладу.   
Задача навчального розкладу полягає в тому, щоб скласти опти-
мальний у деякому сенсі графік занять певного факультету на тиж-













 робочих днів тижня, N
7
 пар. 






























Тоді елемент розкладу представляє собою точку в 7-вимірному 
просторі виду  r v ,l ,z ,g,a,d ,t , що задовольняє певним умовам. 
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Можна розглядати розклади, що оптимізують той чи інший крите-
рій та враховують різні реальні обмеження. Таким задачам присвячені 
роботи [1]–[3]. 
Розглянемо задачу складання розкладу, що максимізує його ефек-
тивність, яка визначається матрицею С, що має сім вимірів, які 
відповідають: 1-й – викладачі, 2-й – дисципліни, 3-й – види занять, 4-й 
– групи, 5-й – аудиторії, 6-й – робочі дні тижня, 7-й – номери пар. 
Тобто 
i i i i i i i
c
1 3 4 5 6 72





, вид заняття i
3
, в групі i
4
, в аудиторії i
5






Зрозуміло, що деякі елементи матриці С відповідають неможливим 
з точки зору обмежень комбінаторних індексів, тому цей елемент 
може бути довільним (невизначеним, або 0, або  ). 
Введемо булеву змінну  
v ,l ,z ,g ,a,d ,t
, коли викладач v призначається на дисципліну l
з видом заняття z ,в групі g ,в аудиторії a,в день d ,
на пару t;











 Математична модель задачі може бути представлена у вигляді: 
 
NN N N N N N
v ,l ,z ,g ,a,d ,t v ,l ,z ,g ,a,d ,t
l z g a d t
F x maxc x ,
       

71 2 3 4 5 6
1 1 1 1 1 1 1
 (1) 
за обмежень 
1) лише один викладач може бути призначений на дисципліну l, 
вид заняття z, групу g, аудиторію a, день d, пару t: 
N






1  (2) 
2) лише на одну дисципліну може бути призначений викладач v, 
вид заняття z, група g, аудиторія a, день d, пара t: 
N







1  (3) 
3) лише одному виду занять може відповідати викладач v, дисцип-
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ліна l, група g, аудиторія a, день d, пара t: 
N







1  (4) 
4) лише одній групі може відповідати викладач v, дисципліна l, вид 
заняття z, аудиторія a, день d, пара t: 
N







1  (5) 
5) лише одній аудиторії може бути призначений викладач v, 
дисципліна l, вид заняття z, група g, день d, пара t: 
N







1  (6) 
Нехай маємо мультимножину  N K KG , 0 1  з основою    S G , 0 1  
та первинною специфікацією  G N K; K     , де N N N N N    1 2 3 4   
N N N  
5 6 7
, К – кількість елементів розкладу, які треба обрати. Тоді 
допустимий розв’язок задачі є впорядкованою K-вибіркою з множини 
G, тобто елементом загальної множини переставлень  KE G : 
N ,N ,N ,N ,N ,N ,N k
x x ,...,x E G 
1 2 3 4 5 6 71111111
( ) ( )  (7) 
Множина  KE G  лежить в вершинах загального переставного мно-
гогранника  K G :  Kx G . 
Далі розглянемо обмеження задачі, які задаються у вигляді нерів-
ностей. 
Обмеження на кількість годин в тиждень для групи: 
NN N N N N
v ,l ,z ,g ,a,d ,t g N
l z a d t
x g J ,


     
  
71 2 3 5 6
4




Обмеження на кількість годин в тиждень для викладача: 
NN N N N N
v ,l ,z ,g ,a,d ,t N




     
  
72 3 4 5 6
1




Обмеження на кількість пар в день для групи: 
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NN N N N
v ,l ,z ,g ,a,d ,t g ,d N N
l z a t
x g J ,d J


    
    
71 2 3 5
4 6
1 1 1 1 1
2  (10)
 
Обмеження на кількість повторень деяких занять. Наприклад, вик-
ладач i  може бути призначений на дисципліну il  в групі ig  не біль-
ше 





i i i i i i
NN N N
v ,l ,z ,g ,a,d ,t ,l ,g
z a d t
x n

   

73 5 6
1 1 1 1
 (11) 
 
Розглянемо також обмеження типу «не призначати». Наприклад, не 
призначати викладача iv  на час it : 
 
i i
N N N N N
v ,l ,z ,g ,a,d ,t
l z g a d
x
    
 
2 3 4 5 6




Не призначати викладача iv  на день id : 
 
i i
NN N N N
v ,l ,z ,g ,a,d ,t
l z g a t
x
    
 
72 3 4 5




Не призначати групу ig  і аудиторію ia : 
 
i i
NN N N N
v ,l ,z ,g ,a ,d ,t
v l z d t
x
    
 
71 2 3 6
1 1 1 1 1
 (14) 
 
Обмеження на відсутність «вікон» у студентів. Наприклад, з 
першої по четверту або з другої по п’яту пари записуються так: 
        
        
vlzgadt vlzgadt vlzgadt vlzgadt
vlzgadt vlzgadt vlzgadt vlzgadt
x x x ... x
x x ... x x
 
     
 
 
       
 
1 2 3 5




1 1 1 0
  (15) 
6 
Суттєвою умовою для складання нового розкладу є обмеження на 
навчальне навантаження викладача в певній групі з певної дисципліни 
та форми занять: 
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NN N
a d t







де v ,l ,z ,gi i i iK  – максимальна кількість годин на тиждень; 
v ,l ,z ,gi i i i
K  – мінімальна кількість годин на тиждень. 
 
Аналіз задачі дає змогу дещо спростити її розв’язання за рахунок 
зменшення її вимірності. Так, наприклад, в одну вісь можна об’єднати 
параметри «викладач-дисципліна-вид заняття», оскільки вони нероз-
ривно зв’язані при складанні навантаження. Також, можливим є об’єд-
нання параметрів «пара-день». 
В статті нами була побудована математична модель задачі навчаль-
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АЛГОРИТМ ГІЛОК І ГРАНИЦЬ РОЗ’ВЯЗАННЯ ЗАДАЧІ 
ВИБОРУ ОПТИМАЛЬНОЇ РЕГРЕСІЙНОЇ МОДЕЛІ  
ЯК ЗАДАЧІ КОМБІНАТОРНОЇ ОПТИМІЗАЦІЇ  
ТА ОСОБЛИВОСТІ ЙОГО РЕАЛІЗАЦІЇ 
І. М. Мельник, к.ф.-м.н., с. н. с.; 
Г. А. Піднебесна, пр. ін. 
МННЦІТіС НАН України 
ivanmelnyk@ukr.net; pidnebesna@mail.ru 
Вступ. Вибір оптимальної регресійної моделі відноситься до класу 
задач комбінаторної оптимізації. Одним з ефективних методів розв’я-
зання таких задач є метод гілок і границь [1], загальна ідея якого по-
лягає в послідовному конструюванні та переборі тих варіантів рішень 
задачі, які, згідно з відповідними критеріями, є «перспективними» для 
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подальшого розвитку, і відсіву тих варіантів, які завідомо є «непер-
спективними».  
Постановка задачі. Нехай розглядається складна система, яка 
характеризується m вхідними (незалежними) змінними (регресорами) 
i m
x , ...,x , ...,x
1
{ }та однією вихідною (залежною) змінною y , що ма-
ють стохастичний характер і задані вибіркою з n  статистичних спос-
тережень цих змінних  S , ..., n 1 .  
Нехай I  – довільна підмножина індексів незалежних змінних (рег-
ресорів) з множини змінних MX ,...,m {1 } . Регресійна модель на 
цій підмножині вхідних (незалежних) змінних для вихідної змінної y  





  . (1) 
Задача: необхідно знайти таку підмножину *I , *I MX , яка би 




F I* min max y a I x


   2( ) ( ( ) ) , (2) 
де мінімум беретеся за підмножинами I  з множини MX, ia I( )  – кое-
фіцієнти регресійної моделі, знайдені за МНК . 
Опис алгоритму. В основі алгоритмічної схеми запропонованого 
алгоритму гілок та границь [2] рішення задачі (2) лежить ідея послі-
довного розбиття поточної множини допустимих розв’язків на під-
множини розгалуження. На кожному кроці елементи розбиття (тобто 
підмножини розв’язків) піддаються перевірці для з’ясування, чи може 
дана підмножина містити оптимальний розв’язок.  
Загальна задача розв’язується як послідовність m часткових задач 
пошуку методом гілок і границь субоптимального розв’язку на від-
повідній підмножині розв’язків. Підмножина номерів змінних k -ї 
k ,...,m( 1 )часткової задачі задається так: kI k ,k ,...,m { 1 } , 
k






{ }Нижньою оцінкою kR I( )  цільової функції (1) для 
підмножини kI  розв’язків  k -ої часткової задачі позначається таке 
дійсне число, яке обчислюється за формулою: 




k i k i
s i I
R I y a I x / n
 
   2
1
( ) ( ( ) ) . (3) 
Розгалуження kI на: kI
1
={k,k ,k ,...,k m k /   1 2 [( ) 2]}, 
k








 обчислюються аналогічно (3). 





може містить оптимальний розв’язок: 
k k k
P R / R R 1 1 1 2
1
( ) ,  k k kP R / R R 
2 2 1 2
1
( ) . 
Далі стохастичо вибирається «перспективна» підмножина для по-
дальшого розгалуження, обчислюється відповідне значення цільової 
функції. Підмножини розв’язків, для яких значення оцінок знизу біль-
ше значення рекорду, є «неперспективними». Обчислювальний процес 
продовжується до тех. пір, коли для всіх підмножини, побудованих 
при розгалуженні, значення нижніх оцінок цільової функції стане 
більше значення рекорду. Далі переходимо до наступного k . 
В [3] наведено чисельний приклад та представлені покрокові рез-
ультати обчислень (таблиця 1) пропонованого алгоритму для окрем-
ного випадку (di  – структурний вектор). 
Висновки. Запропонований алгоритм гілок і границь для розв’я-
зання задачі вибору оптимальної регресійної моделі з мінімаксним 
критерієм ефективний для не дуже великих розмінностей m . Але, для 
більшості практичних задач (економіки, медичних досліджень та ін-
ших) як раз необхідні не великі розмірності. Тому, що часто головним 
при цьому необхідно провести значну частину «сценарних» модель-
них прорахунків для вибору обґрунтованого рішення. Для цього го-
дяться тільки точні алгоритми.  
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РІСТ ДИФЕРЕНЦІЙОВНИХ ІЗОМЕТРІЙ БІНАРНОГО 
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Національний університет «Києво-Могилянська Академія» 
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Поняття росту є одним з основних у сучасній комбінаторній ал-
гебрі, і розглядається для низки алгебраїчних об’єктів. У 1981 році  
М. Громов дав опис груп поліноміального росту [1]. Кожна така група 
є скінченним розширенням нільпотентної групи. У 1968 році Дж. Міл-
нор і Дж. Вольф встановили, що кожна скінченнопороджена розв’язна 
група має або поліноміальний, або експоненційний ріст. В тому ж році 
Дж. Мілнор сформулював проблему існування груп проміжного рос-
ту. Проблема Мілнора була позитивно розв’язана Р. І. Григорчуком в 
1984 році [2]. Було наведено приклад підгрупи в групі скінченно-
станових групових автоматів, що має проміжний ріст. У 1988 році  
Р. І. Григорчук одержав результат, аналогічний теоремі Мілнора-Вульфа, 
для скінченнопороджених напівгруп зі скороченнями. 
Для групових скінченно-станових автоматів функція росту є інва-
ріантом спряженості в групі, визначеною операцією суперпозиції та-
ких автоматів. 
В доповіді розглядається обчислення функцій росту скінченно-
станових групових автоматів, що представляються диференційовани-
ми ізометріями кореневого дерева [3]. Дослідження змотивоване склад-
ністю проблеми скінченно-станової спряженості групових автоматів, 
яка є на сьогодні не розв’язаною. 
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ПустьE , , .
3
{0 1 2}  Функции на E
3
 будем называть функциями трех-
значной логики, множество всех таких функций обозначим через P
3
. 
Замкнутый (относительно операции суперпозиции [1]) класс H функ-
ций трехзначной логики назовем предполным, если H не равно P
3
, но 




Известно [2], что в трехзначной логике существует ровно 18 пред-
полных классов. Это  
M ,M ,M
0 1 2
 – классы функций, монотонных относительно порядка 
2<0<1, 0<1<2 и 1<2<0, соответственно; 
U ,U ,U
0 1 2
 – классы функций, сохраняющих разбиение ,{{0},{1 2}} , 
,{{1},{2 0}} и ,{{2},{0 1}} , соответственно; 
C ,C ,C
0 1 2
 – классы функций, сохраняющих 2-местный предикат 
x y x,y  (( ) { }) , для любого E 
3
, см. [3]; 
T ,T ,T
0 1 2
 – классы функций, сохраняющих константу 0, 1 и 2, со-
ответственно; 
T ,T ,T




B  – класс Слупецкого (класс функций, которые имеют не более 
одной существенной переменной либо принимают не более двух 
различных значений); 
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S  – класс функций, самодвойственных относительно перестановки 
(120); 
L – класс линейных функций (над полем Галуа GF(3) ). 
Аксиомой вложения в трехзначной логике назовем верное соотно-
шение вида i i is j j jtK K ... K K K ... K      1 1 1 1 , устанавли-
вающее связь (включение) пересечений некоторых предполных класс-
сов и объединений некоторых (других) предполных классов (здесь 
s,t  1 и s t  3). 
Аксиому вложения назовем тупиковой, если после удаления лю-
бого imK  из левой части или jnK  из правой части она перестает быть ак-
сиомой (т. е. соответствующее вложение становится ложным). Очевидно, 
множество всех тупиковых аксиом вложения в трехзначной логике яв-
ляется конечным. 
Теорема 1. В трехзначной логике имеется ровно 3602 тупико-
вых аксиомы вложения. 
Тупиковую аксиому вложения назовем ядровой, если она логичес-
ки не следует из всех остальных аксиом вложения. 
Теорема 2. В трехзначной логике имеется ровно 58 ядровых ак-
сиом вложения. Все они (с учетом кратности in ) перечислены в 
нижеследующей таблице. 
 
i Axiom(i) in   i Axiom(i ) in  
1 M M U 0 1 2  3 
 
2 M M C 0 1 2  3 
3 M U C 1 1 0  6 
 
4 M T T 1 1 12  6 
5 M T T 1 12 01  3 
 
6 U U C 0 1 2  3 
7 C C U 1 2 0  3 
 
8 U T T 0 1 12  6 
9 C T T 0 1 01  6 
 
10 T T T 02 01 0  3 
11 M U C M  1 2 2 0  6 
 
12 U U T M  0 2 02 1  3 
13 M C T U  1 1 02 0  6 
 
14 L T T T S   0 1 2  1 
 
Все результаты, изложенные в докладе, являются новыми. 
В заключение автор выражает благодарность А. А. Вороненко за 
постановку задачи и С. С. Марченкову за ценные замечания. 
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Управління якістю повітря (УЯП), відноситься до класу задач прий-
няття рішень, в якій керуючими змінними є величини, що впливають 
на якість повітряного середовища, що можуть піддаватися регулюван-
ню шляхом задіяння технологічних та економічних механізмів. Най-
більш часто використовується величина зниження викидів забрудню-
ючих речовин (ЗР) від окремих підприємств або секторів економіки, а 
також параметри джерел викидів (потужність, висота труби, коорди-
нати). Загальна вартість витрат на управляючі дії, як правило, і міні-
мізується у відповідній задачі умовної оптимізації з обмеженнями тех-
нологічного, економічного та екологічного характеру [1–4]. 
Розв’язання даної задачі вимагає опрацювання значних обсягів да-
них засобами інформаційних систем [5] із застосуванням сучасних мо-
делей емісіїї та розсіювання ЗР. Особливістю даної задачі є необхід-
ність враховувати неповноту даних, які надходять на вхід моделей і 
точність використовуваних моделей. При ухваленні рішень щодо уп-
равління якістю повітря регіону необхідно враховувати характер гос-
подарської діяльності, екологічні та економічні пріоритети, які зде-
більшого мають нечітке значення. Деякі показники потребують екс-
пертних оцінок (економічні, медико-епідемологічні, та ін.). Крім того 
здебільшого присутня нечіткість технологічних характеристик щодо 
методів зменшення викидів (сучасні методи регулювання викидів да-
ють інтервальні результати). 
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На заданій множині допустимих управлінь  jsQ Q , j minQs 0  
j j maxQ Qs s
  ,  s , ,n 1  запишемо типову ситуацію прийняття 
рішень  Q,F  при наявності цільових функцій iF Q w Q ,( ) ( ( ))  
c
i ..n 1  економічного та екологічного характеру [4] з умовою до-
тримання стандартів якості атмосферного повітря в k-зоні  
допkjkj
c Q,q c , 
j = 1, 2,…, m, k = 1, 2,…, n та технологічних обмежень min i maxP P P  . 
В умовах невизначеності параметрів (q) та наявності вектора 
переваг ρ переваг одержимо векторний критерій F Q ρw Q,q ,
1 1 1
( ) ( ( )  
nc c c2 n n
ρw Q,q ,..., ρ w Q,q
2 2
( ) ( ))Розглядається розв’язок задачі методом 
обмежень i i min cw Q,q k , i ...n  0( ) 1  
Для врахування в задачі нечітко описаних параметрів [6, 7] будемо 
вимагати нечіткого виконання нерівностей: 
i i i ~






c Q,q c ;  
з нечіткими множинамии цільової функції та обмежень: 
F
,якщо F( x ) z ;
( x ) ( x ,a),якщо z F( x ) z a;

















x ,a( ) , x ,a( )– функції X ;[0 1], що описують ступінь вико-
нання відповідних нерівностей з точки зору особи що ухвалює рішен-
ня (ОУР). z
0
– деяка прийнятна величина відхилення від ідеальної точ-
ки; b , a – пороги задані ОУР для можливих перевищень цієї величини. 
Таким чином в доповіді сформульована нечітка багатокритеріальна 
задача управління якістю повітря, що дозволяє врахувати неповноту 
та недостовірність даних, нечітко виражені параметри управління, 










,якщо c Q,q c b;
( x ) ( x ,b),якщо c c Q,q c b;
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ЗНАХОДЖЕННЯ МАКСИМАЛЬНОГО ПОТОКУ 
Ю. Ф. Олексійчук 
ВНЗ Укоопспілки «Полтавський університет економіки і торгівлі» 
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Комбінаторна задача знаходження максимального потоку розгля-
дається, зокрема, в [1–5]. Вона є узагальненням класичної задачі 
знаходження максимального потоку і є NP-повною [2].  
Постановка задачі 
Нехай дано граф Г   (V ,U ),  де V  – множина вершин, U  – множи-
на дуг. Дугу, що сполучає вершини iv  та jv , позначимо iju . Нехай 
графом Г   (V ,U )  задана транспортна мережа, тобто для кожної із 
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дуг iju  задане деяке невід’ємне число ijb  0 , яке називають про-
пускною спроможністю дуги. Вершина, що має лише вихідні дуги, 
називається джерелом і позначається sv . Вершина, яка має лише дуги, 
що входять, називається стоком і позначається tv . 
Означення. Потоком називають функцію w : U R  з такими 
властивостями для будь-якої дуги iju : 
1) значення функції w  на дузі iju  не може перевищити пропускну 
спроможність дуги, тобто  ij ijw u b ; 
2) збереження балансу у всіх вершинах, крім стоку і джерела, тобто 
   
iz zj
iz zj
u U u U
w u w u
 
   z,  z s,  z t   . 
Нехай потік по дугах iju U U  , U k   може приймати зна-
чення, які не перевищують число ijx , що є елементом розміщення із 
множини  knE G , тобто  ij ijw u x , де  G g ,g ,...,g 1 2  – деяка 
мультимножина; причому вектор утворений із ijx  є розміщенням еле-
ментів із G : 
   
k k
k
i j i j i j n
x x ,x ,...,x E G

 
1 1 2 2
.  (1) 
Задача полягає у знаходженні максимального потоку та відповід-
них значень ijx ,  ijw u .  
Метод імітації відпалу 
Метод імітації відпалу для комбінаторної задачі знаходження мак-
симального потоку запропонований в [5]. 
Початковим розв’язком є деякий випадковий розв’язок – випадкова 
перестановка елементів мультимножини G . В якості оцінки F  – роз-
в’язок класичної задачі знаходження максимального потоку з про-
пускними спроможностями  ij ij ijb min b ,x  . 
Випадковий пошук розв’язку здійснюється переходом до нової 
перестановки, яка отримується із попередньої обміном двох елементів 
місцями. Нехай оцінка нового розв’язку F  . 
Перехід до нового розв’язку відбувається з ймовірністю 
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якщо
якщо
,   F
p( F ,T ) F













де F F F   , T  – температура, яка поступово знижується. 
Для кожного рівня температури виконується q  ітерацій. 
Обчислювальні експерименти 
Для проведення обчислювальних експериментів створена програм-
на реалізація на мові C#. Для експериментів випадковим чином ге-
нерувалися графи. Кожна пара вершин з’єднувалася дугою з ймовір-
ністю 0,3. На кожну дугу накладені комбінаторні обмеження з ймовір-
ністю 0,6. Пропускна спроможність дуги – випадкове рівномірно 
розподілене ціле числом з відрізку [1; 10]. Основа мультимножини 
   S G , , , , 1 2 3 5 7 , первинна специфікація  G t,t ,t ,t ,t    . 
Зниження температури реалізовано наступним чином: i iT T  1 , 
,  0 9 . Проведено обчислювальні експерименти для різних значень 
кількостей ітерацій q . Кожна задача розв’язувалася методом імітації 
відпалу (МІВ) 1 000 разів. Результат порівнювався із результатом жа-
дібного методу [4]. 






Час розв’язання  
МІВ, с 
Відсоток запусків 





10 3 <0,0001 0,0843 0,0390 100,0 
20 14 <0,0001 0,2205 0,1415 100,0 
30 32 <0,0001 0,3463 0,3378 97,9 
40 57 0,0085 0,7236 0,5122 99,5 
50 90 0,0873 1,3101 1,0404 87,1 
60 129 0,0506 1,4019 1,1715 80,5 
70 176 0,2135 2,2676 1,7067 66,3 
80 230 0,2902 3,2233 2,8377 34,8 
90 291 0,2685 4,6293 2,6893 9,1 
100 360 0,3205 5,3440 4,3058 3,6 
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Для q  20  оптимальне значення цільової функції для жадібного 
методу і методу імітації відпалу співпадало для задач вимірністю до 
100 (табл. 1), для q 10  – для задач вимірністю до 60, для q  1  – 
для задач вимірністю до 40. Причому відсоток запусків методу імітації 
відпалу, при яких досягалося максимальне значення цільової функції, 
зменшувався із збільшенням n . Час розв’язку задачі прямо пропор-
ційний кількості ітерацій q . 
Актуальним є проведення обчислювальних експериментів для різ-
них типів функцій зниження температури. 
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Докладываются результаты, опубликованные в 26 работах и посвя-
щенные задачам исследования и моделирования задач класса NP.  
Введено понятие конструктивной комбинаторной задачи (ККЗ). Оп-
ределен последовательностный принцип построения решения задачи. 
Построена теоретико-множественная модель комбинаторных задач. 
Введено понятие задачи без передвидения UF. Рассматривается ре-
шение знаменитой проблемы «P versus NP», доказывается, что P  NP 
и показывается, что необходимо рассматривать проблему «P vs UF». 
Предложена также методика решения задач класса NP. Уточняется по-
нятие класса задач, решаемых недетерминированной машиной Тю-
ринга.  
Построена теоретико-множественная модель экстремальной комби-
наторной задачи (ЭКЗ). Исследованы теоретико-множественные свой-
ства таких задач. Получены новые результаты для задачи о взвешен-
ном независимом множестве вершин графа. Выполненное исследова-
ние теоретико-множественных свойств ЭКЗ позволяет рассматривать 
задачи, имеющие различную форму постановки, с единой точки зре-
ния, установить их общность. Анализ показал, что вспомогательные 
множества для любого частичного решения задачи можно построить 
эффективно, если рассматриваемая задача принадлежит классу UF за-
дач без предвидения. 
Представляется также, что особый интерес имеет каноническая форма 
представления задач. Целесообразно выполнить дальнейшие исследо-
вания этой формы представления ЭКЗ. Интересно также проследить 
связь между возможностями построения эффективного решающего 
алгоритма и канонической формой задачи. 
Рассмотрено решение задачи о не взвешенном наибольшем неза-
висимом множестве вершин в  неориентированном графе. Определено 
понятие правильно построенного орграфа. Введено понятие вершин-
но-насыщенного орграфа и разработана процедура его построения. 
Предложена гипотеза о свойстве ВН-орграфа. Разработан эвристи-
ческий полиномиально-временной алгоритм решения задачи поиска 
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НБНМ. Выполнен численный эксперимент и получены практические 
результаты решения задачи на сложных графах, которые подтвердили 
корректность работы алгоритма. 
Предложен критерий существования гамильтонова цикла в графе. 
В результате исследования гамильтоновости графа были установлены 
необходимые и достаточные условия существования гамильтонова 
цикла в графе. Доказывается, что граф гамильтонов тогда и только тог-
да, когда число элементов в любом его независимом множестве вершин 
не превышает числа вершин в минимальном отделяющем множестве 
для цепей, связывающих между собой эти независимые вершины. Раз-
работана логическая модель гамильтонова графа. Полученная модель 
есть логическая формулировка условий для существования гамильто-
нова цикла и она использует m булевых переменных, где m есть число 
ребер графа. Это булево выражение истинно тогда и только тогда, 
когда исходный граф является гамильтоновым. В общем случае 
полученное булево выражение может иметь экспоненциальную длину 
(число булевых литералов) и может быть использовано для построе-
ния решающего алгоритма. На основе построенной модели рассмот-
рены некоторые пути решения задачи поиска гамильтонова цикла.  
Доказана возможность сведения задачи ВЫП к задаче о покрытии. 
Предложен эвристический полиномиально-временной алгоритм сле-
пого поиска решения задачи ВЫП. Разработана графовая модель ми-
нимизации булевой функции. Для задачи нахождения кратчайшей ДНФ 
предлагается строить специальный граф, отличный от обычного еди-
ничного n-мерного куба. Доказывается, что решение исходной задачи 
эквивалентно разбиению построенного графа на минимальное число 
клик. 
Найдены также необходимые и достаточные условия представления 
заданного орграфа соответствующим ч.у.м. размерности dim 2. Опре-
делена нижняя граница числа всѐ-или-ничего (all-or-none) орграфов. 
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УДК 519.8 
О ПРИМЕНЕНИИ ОТНОСИТЕЛЬНЫХ МЕР 
СХОДСТВА ПО РАССТОЯНИЮ 
И. И. Рясная;  
riasnaia@gmail.com; 
А. Е. Сенько; ; 
А. Н. Ходзинский, к. ф. м.-н. наук, с. н. с. 
Институт кибернетики имени В. М. Глушкова НАН Украины 
Относитльная мера сходства – важное понятие, применяемое при 
решении задач кластерного анализа в рамках интеллектуальных ин-
формационных технологий и технологии Data Mining [1]. Одно из ос-
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новных требований в этих областях является интерпретируемость ре-
зультатов исследований.  
В данном докладе рассматриваются вопросы применения относи-
тельных мер сходства в задачах построения нечетких кластеров с 








 – множество N -атрибутных образцов данных.  
Мерой сходства по расстоянию с образцом qx  называется функция 
принадлежности 
qx
: X , ,    0 1     qx i q ix d x ,x K  1 , q ix , x X , 
где K – коэффициент, выбираемый таким образом, чтобы обеспечить 
ограничения.  
Нормальной мерой сходства называется такая мера, которая дости-
гает своих граничных значений на множестве X .  
Рекомендуется использовать следующий конструктивный способ 
определения значений функции принадлежности [1] 
      
qx i q i q kk ,Q




1 ,    i , ..., Q1 . 
Относительной мерой сходства двух образцов данных ix , kx  от-
носительно третьего qx  называется функция 
qx
: X X ,     0 1 , 
     
q q qx i k x i x k
x ,x x x    1 ,    q i kx , x , x X . 




 используется в даль-
нейшем для получения функции принадлежности результирующего 
нечеткого отношения сходства  
        
Qi k x i k x i k x i k
x ,x min x ,x , x ,x , ..., x ,x   
1 2
.   
Однако следующий пример показывает сложность интерпрета- 
ции расчетов функции принадлежности, получаемой по данной фор-
муле. Пусть N 2 , Q  4 ,  x ,1 1 4 ,  x ,2 2 3 ,  x ,3 4 1 , 
 x ,4 6 3 . В табл. 1 – табл. 3 приведены результаты вычислений зна-
чений        
qq i x i i k
d x ,x , x , x ,x , i ,k,q , ...,   1 4 . 




1x  2x  3x  4x  
1x  0 1,41 4,24 5,10 
2x  1,41 0 2,83 4 
3x  4,24 2,83 0 2,83 
4x  5,10 4 2,83 0 
Таблица 2 
Нормальные меры сходства  
 
1x  2x  3x  4x  
 
1x i
x  1 0,724 0,169 0 
 
2x i
x  0,647 1 0,292 0 
 
3x i
x  0 0,333 1 0,333 
 
4x i
x  0 0,216 0,445 1 
Сравнение данных из таблиц указывает на существенные погреш-
ности методики оценки величины сходства. Например, согласно табл. 1, 
   1 3 1 4d x ,x d x ,x , в то время как согласно табл. 3.    1 3 1 4 x ,x x ,x  =  
= 0. Кроме того,    2 3 4 3d x ,x d x ,x , в то время как    2 3 4 3x ,x x ,x  . 
   1 3 1 4 0x ,x x ,x    
Таблица 3 
Результирующая матрица отношения сходства  i kx ,x  
 
1x  2x  3x  4x  
1x  1 0,647 0 0 
2x  0,647 1 0,292 0 
3x  0 0,292 1 0,333 
4x  0 0 0,333 1 
В докладе проведен анализ причин возникающих погрешностей.  
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Выводы. Оценки сходства объектов, основанные на вычислении 
относительной меры сходства по расстоянию, содержат методическую 
погрешность, существенно изменяющую характер сходства объектов. 
Следовательно, при их использовании для решения прикладных задач 
на базе кластерного анализа могут возникать проблемы с интерпре-
тацией полученных результатов. 
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УДК 519.7 
О СХЕМНОЙ СЛОЖНОСТИ НАХОЖДЕНИЯ ПОЛИНОМОВ 
БУЛЕВЫХ ФУНКЦИЙ  
С. Н. Селезнева, к. ф.-м. н., доцент  
факультет ВМК МГУ им. М. В. Ломоносова 
selezn@cs.msu.su 
Настоящая работа относится к изучению схемной сложности ли-
нейных булевых -операторов в базисе  из одного эле-
мента сложения по модулю . Каждая линейный булев -опера-
тор может быть задан в виде , где  – матрица из нулей и единиц 
размера , а  – вектор переменных. Поэтому иногда 
схемная сложность таких операторов называется схемной сложнос-
тью матрицы . Несмотря на простоту определения, линейными 
булевыми операторами задается ряд важных содержательных пре-
образований. Одно из них - преобразование вектора значений булевой 
функции от  переменных в вектор коэффициента ее полинома Же-
галкина. Это преобразование называется преобразованием Мѐбиуса 
. Оно задается матрицей  размера , определяемой рекур-
сивно: , . Иногда эта матрица  называется 
матрицей Серпинского, или матрицей Паскаля по модулю два. 
Базис  не является полным, однако ситуация в нем прин-
ципиально иная, чем в неполном монотонном базисе из одного 
элемента дизъюнкции , ввиду наличия тождества . 
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Известно не так много оценок схемной сложности в базисе  
явно определенных матриц. В [1, 2] было показано, что при 
 сложность любой матрицы размера  в базисе  
равна . В частности, сложность проверочной матрицы кода 
Хэмминга  размера  равна . Некоторой 
техникой из этой матрицы можно сконструировать матрицу размера 
, сложность которой в базисе  равна  [1, 2]. В 
[3] доказано, что сложность булевой матрицы Адамара-Сильвестра 
размера  в базисе  равна . Матрица называется 
матрицей без прямоугольников, если в ней нет подматриц вида 
. В [4] построена матрица без прямоугольников размера , 
сложность которой в базисе  равна . 
Пусть . Множество , , назовем n-мерным 
булевым кубом. На кубе  введем частичный порядок: если 
 и , то  при 
. Отображение  называется булевой 
функцией от  переменных, . Множество всех булевых 
функций от  переменных обозначим как . Вектором значений 
функции  назовем вектор , в котором 
, где  такой набор, что  
. Каждая булева функция  может 




– коэффициенты, – степени, т. е. , 
, и сложение и умножение проводится по модулю . Это 
представление булевых функций называется полиномом Жегалкина, 
или алгебраической нормальной формой (АНФ). Вектор значений  
булевой функции  называется вектором коэффициентов 
полинома функции . Преобразование вектора значений булевой 
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функции от  переменных в вектор коэффициентов ее полинома 
является линейным булевым -операторм с матрицей , т. е. 
для произвольной булевой функции  верно . Это 
преобразование вектора значений булевой функции в вектор коэф-
фициентов ее полинома называется преобразованием Мѐбиуса . 
Сложностью  линейного булева оператора  в базисе 
 называется сложность минимальной схемы в этом базисе, 
реализующей этот оператор. Cложность  обозначают также как 
 и называют сложностью матрицы  в базисе . Поль-
зуясь представленим 
 
верным для произвольной булевой функции , 
можно заключить, что  Откуда получаем 
[5], что  при . Заметим, что в модели схем с 
некоторым ограничением структуры в базисе  доказана такая 
же нижняя оценка сложности преобразования Мѐбиуса [6-8]. 
В настоящей работе мы доказываем следующие оценки. 
Теорема 1. При  верно . 
Теорема 2. Имеет место равенство  
Теорема 3. Имеет место равенство . 
Работа поддержана РФФИ, гранты 12-01-00706-а, 13-01-00684-а, 
13-01-958-а. 
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Вступ. Показано, що аргументом цільової функції в задачах ком-
бінаторної оптимізації є комбінаторні конфігурації різних типів, а не 
вхідні дані. Цільова функція може залежати як від однієї так і багатьох 
змінних.  
Основна частина. Задачі комбінаторної оптимізації, як правило, 
задаються на одній або кількох множинах, елементи яких мають будь-
яку природу. Має місце два типи задач [1]. У першому типі між еле-
ментами цих множин існують зв’язки, числове значення яких нази-
вають вагами і задаються матрицями. У другому типі між елементами 
заданої множини зв’язків не існує, а вагами виступають числа, яким у 
відповідність поставлено деяку властивість оговорених елементів. В 
подальшому ці величини назвемо вхідними даними. В обох типах 
задач з елементів однієї із заданих множин утворюється комбінаторна 
множина – сукупність об’єктів комбінаторної природи певного типу 
(перестановки, вибірки різних типів, робиття, тощо). На елементах 
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комбінаторної множини уводиться цільова функція F(w) . Необхідно 
знайти елемент комбінаторної множини, для якого F(w)  набуває оп-
тимального значення при виконанні заданих обмежень.  
Отже, в задачах комбінаторної оптимізації оптимальне значення 
цільової функції знаходиться на множині комбінаторного характеру, 
а аргументом цільової функції є комбінаторні конфігурації певних 
типів.  
При розробленні математичних моделей задач цього класу досить 
часто як аргумент цільової функції визначають не комбінаторні кон-
фігурації, а вхідні дані. Цільову функцію ототожнюють з критеріями.  
Уточнимо такі поняття як критерій і цільова функція. 
Критерій – ознаки або властивості, які характеризують певний об’єкт 
або зв’язки між ними, числове значення яких – вхідні дані.  
Цільова функція – вираз, який моделюється на основі заданих кри-
теріїв з урахуванням специфіки задачі, за яким обчислюється і оці-
нюється результат її розв’язку. Для одних і тих же критеріїв цільову 
функцію можна змоделювати по-різному, тобто оцінку проводити за 
різними виразами і отримати різний результат. 
Для розроблення математичних моделей задач комбінаторної оп-
тимізації досить часто використовують цілочислове лінійне програ-
мування. Ця задача полягає у знаходженні оптимального значен- 
ня цільової функції на множині, яка задається системою лінійних рів-
нянь і нерівностей, причому на змінні накладаються умови цілочи-
сельності. Цільова функція в ній – сумарний добуток значень по-













Цей вираз називають лінійною функцією.  
Задача цілочислового лінійного програмування полягає в знаходженні 
множини змінних, для якої досягається оптимальний розв’язок, і яка 
не є комбінаторною конфігурацією. 
Цілочислове лінійне програмування розроблялося для економічних 
задач, які відносяться до другого типу. Аргументом цільової функції в 
них, як правило, є вибірки (сполучення, розміщення), а вхідні дані – 
послідовність значень, кожне з яких визначає властивість певного еле-
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менту. Їхня кількість збігається з кількістю елементів у певній ком-
бінаторній конфігурації. Звідси твердження, що послідовність вхідних 
даних nx ,...,x1  є аргументом цільової функції. Ця послідовність ото-
тожнюється з комбінаторною конфігурацією і вважають, що цільо- 




 є вхідними даними певної задачі, а значення ix  неявно за-

















постає проблема визначення цієї залежності в задачах комбінаторної 
оптимізації. Для цього необхідно розробляти формальні постановки 
прикладних задач з використанням теорії комбінаторної оптимізації та 
враховувати їхню комбінаторну природу.  
Прикладні задачі комбінаторної оптимізації, як правило, складні за 
своєю природою і розділяються на підзадачі, для розв’язання яких 
розробляють незалежні алгоритми, за допомогою яких основна задача 
розв'язується послідовною роботою цих алгоритмів або вони пра-
цюють як вбудовані процедури в ітераційному режимі. Алгоритм, 
який об’єднує у собі незалежні алгоритми, орієнтовані на розв'язання 
певних задач, називається гібридним.  
Можна довести, що в задачах комбінаторної оптимізації, які роз-
діляються на незалежні підзадачі різних класів, цільова функція за-
лежить від кількох змінних (комбінаторних конфігурацій різних типів). 
Висновок. Моделювання прикладних задач з використанням теорії 
комбінаторної оптимізації показує, що цільова функція для різних 
задач цього класу залежить як від однієї змінної так і від кількох, 
якими є різні типи комбінаторних конфігурацій а не елементи послі-
довності, якою задаються вхідні дані.  
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Работа выполнена при финансовой поддержке РФФИ, грант № 12-01-31339. 
Нечеткие случайные переменные были введены как полезная и хо-
рошо формализованная модель случайных величин, принимающих 
свои значения на нечетком множестве. За последние два десятилетия 
эта формализация получила широкое распространение, было раз рабо-
тано несколько подходов, описывающих возможностную (нечеткую) 
составляющую этих случайных величин. Среди них можно выделить 
работы, направленные в первую очередь на изучение измеримости 
нечетких случайных величин (Пури и Ралеску [7], Клемент [3], Язенин 
[8], Колуби [2]), и работы, посвященные изучению применимости зао-
кона больших чисел для нечетких случайных величин (Колуби [1], 
Молочанов [5], Пури [6]). 
Тем не менее, статистические аспекты и варианты возможного 
приоменения нечетких случайных величин в литературе до сих пор 
освещены недостаточно. И хотя некоторые из центральных предельо-
ных теорем были рассмотрены для нечетких случайных величин в ра-
ботах Ли [4], они не позволяют сформулировать следствия, анало-
гичные тем, которые имеют место быть для вещественных случайных 
величин. Изучению этих проблем и посвящена настоящая работа. 
Кроме того, в работе рассматриваются формы представления не-
четких случайных величин, описывающие процесс преобразования ве-
щественных случайных величин в нечеткие случайные величины, ко-
торые позволяют сделать выводы о численных характеристиках ис-
ходной вещественной случайной величины на основе визуального 
анализа функции распределения возможностей ожидаемого значения 
нечеткой случайной величины. Наличие подобных форм представ-
ления позволяет использовать графические методы анализа для оцен-
ки численных характеристик случайных величин без необходимости 
производить аналитические вычисления. 
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В условиях расширения спектра задач, решаемых на различных 
уровнях управления, актуальной стала проблема визуализации и уп-
равления большими массивами показателей. Важность решения воз-
никшей проблемы и необходимость разработки соответствующих на-
учно-методических положений была обусловлена: 
а) во-первых, резким увеличением количества обрабатываемых по-
казателей в социально-экономической и научно-технической сферах; 
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б) во-вторых, недостаточным уровнем развития традиционной ме-
тодологии обработки структурированной информации; 
в) в-третьих, отсутствием инструментальных средств визуализации 
показателей и связей между ними. 
В результате возникло противоречие между практической потреб-
ностью управления большими массивами показателей в среде единого 
информационного пространства и отсутствием соответствующего на-
учно-технического задела, позволяющего обеспечить удовлетворение 
этой потребности. 
В работе предлагается решение данных задач, основанное на ис-
пользовании мягких вычислений, в частности нейронных сетей и эво-
люционных алгоритмов. Принцип работы алгоритма, реализованного 
для предварительного анализа исходных данных и решения задачи 
отбора входных переменных для конкретного случая прогнозирующей 
искусственной нейронной сети (ИНС) [1], базируется на  сочетании 
ИНС и генетического алгоритма (ГА) [2, 3]. 
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петровськ). 
Семінар працював за напрямами: 
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3. Сучасні проблеми оптимізації та невизначеності в прийнятті рі-
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4. Сучасні проблеми комбінаторики. 
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