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Abstract
In this dissertation, we study delocalization mechanisms in strongly disordered systems. We focus on one-
dimensional systems where the localizing effects of disorder are strongest. Our explorations of delocalization
mechanisms will reveal new insights into the nature of Anderson transitions in the context of the entan-
glement, topology and interactions. We begin by proposing momentum entanglement as an efficient tool
for detecting delocalized states in a broad class of disordered systems that undergo metal-insulator tran-
sitions. We find that the signatures of delocalized states in the momentum entanglement are remarkably
clear. We explain this structure in the momentum entanglement by elucidating the underlying mechanism
for delocalization in these disordered models. We will afterwards discuss a different type of delocalized
state that arises at disorder-induced topological phase transitions. Anderson transitions in this case occur
between insulating phases, with the emergence of critical states at the transition point. Through a mapping
to a disordered spin chain, we provide a real-space description of the topology of the ground state and the
delocalized state that emerges at the critical point. In this case, the mechanism that leads to delocalization
reveals an unconventional type of disorder-induced topological phase transition that is fundamentally differ-
ent, for example, from quantum Hall transitions. Finally, we examine delocalization processes in strongly
interacting many-body localized phases. We find that strong interactions and the presence of symmetry
constraints lead to an important spectral asymmetry in the localization transition. This asymmetry arises
from the different dynamical properties of short-ranged correlated states that form due to having strong
interactions. We explain how this asymmetry presents advantages in the numerical as well as experimental
study of many-body localization transitions.
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5.7 Numerical evidence of the mobility edge in the spin-1/2 XXZ model using correlated disorder:
(a) Statistics of many-body energy level spacings [〈r〉]. (b) Fraction of initial spin density
modulation which is dynamic [〈M〉]. (c) Variance of the entanglement entropy σ2S . Each of the
curves in the figures corresponds to the system sizes L = 12 (blue), 14 (yellow), 16 (green). The
arrows denote the increase in system size. The parameters used are (U,W,Sz) = (5.0, 3.5, 0).
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Chapter 1
Introduction
1.1 The impact of disorder in condensed matter systems
The theoretical ideal of a perfect ordered crystal is an extremely useful concept in the study of electrons
in solids. The discrete translational invariance of ordered crystals makes it possible to understand a wide
range of physical phenomena in terms of Bloch waves. A prime example of the success of this approach is
the band theory of solids. The ideal of a perfect crystal thus serves as a useful starting point from which
one can attempt an understanding of more realistic systems.
In real solids, however, the perfect crystalline order can be broken by the presence of disorder. Disorder
arises, for example, due to the existence of randomly placed impurities in the crystal. Understanding the
effect of such randomness in solids is central to condensed matter research. This is specially important since
disorder naturally occurs in most experimental systems. In the limit of weak disorder, some aspects of solid
state physics can still be described perturbatively in terms of Bloch waves [1].
A question, however, that naturally arises is whether the concept of a perfect crystal, and in particular the
use of Bloch waves, continues to be useful in strongly disordered solids. The answer is, of course, that such
concepts have no bearing on the strong disorder problem, which means that a new starting point is needed.
It turns out that the passage to the strong-disorder regime sometimes entails a quantum phase transition
known as Anderson localization. The study of strongly disordered systems in the context of Anderson
transitions has revealed a wide range of novel quantum phenomena over the past fifty years. It continues to
be an active and evolving research area after more than half-a-centry since it was first theoretically proposed
[2].
1.2 Half-a-century of the theory of Anderson transitions
Almost fifty years ago, Philip W. Anderson put forth the idea that random impurities in solids could block
completely the transport of energy due to quantum mechanical effects [3]. Research on this remarkable
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observation laid largely dormant for several years until two key developments occured. In 1972, more than
a decade later, Thouless made the insightful observation that the localization of single-particle states was
determined by the ratio of two characteristic energies: the shift in energy when the boundary conditions
of the system are changed, and the energy level spacing [4]. Furthermore, he argued that this ratio should
exclusively determine the dimensionless conductance of the system. Using this notion that a single parameter
determined the transport properties of a system, Wegner proposed a link between the localization problem
and the theory of second-order phase transitions [5].
These two developments led to the proposal by Abrahams, Anderson, Licciardello and Ramakrishnan
(the so-called gang of four) of a single-parameter scaling theory of localization [6]. Their theory allowed a
systematic study of the universal properties of disordered systems. Their basic proposal was that the scaling
of the conductance with system size only depended on a single parameter, the conductance itself. This
single-parameter scaling theory allowed them to predict, on general grounds, that in one and two dimensions
all states are localized for any disorder strength. Only in three dimensions did their theory predict that there
should be a metal-insulator transition. This meant as well that, in three dimensions, the energy spectrum
should posses a mobility edge for intermediate disorder strengths.
This phenomenological theory was an important conceptual breakthrough in the localization problem.
The same year that the gang of four paper came out, Wegner provided a more systematic field-theoretic
framework in terms of a non-linear sigma model [7]. This approach was subsequently improved upon by
the work of others such as Efetov, who provided a microscopic derivation [8]. In both cases, the scaling
theory was confirmed. These findings initiated a robust effort to better understand the theory of Anderson
localization.
It was soon made apparent that symmetry played a fundamental role in the localization problem. Around
the same time that the scaling theory was proposed, the quantum Hall effect, which requires the breaking
of time-reversal invariance, was being studied as well. It was found by Pruisken that the field theoretic
description of the disordered problem made it possible to include a topological term in the action which
was consistent with the absence of time-reversal invariance. This led to a two-parameter scaling theory that
could preclude complete localization in two dimensions [9]. This was consistent with the idea that quantum
Hall transitions occurred via delocalized states in two dimensions.
Such type of quantum Hall transitions was later to become an example of a more general notion of
Anderson transitions, namely phase transitions between localized states with the emergence of delocalized
states at the critical point. Alternative descriptions of these states were put forth in terms of network
models, perhaps most famously pioneered by Chalker and Coddinton in 1988 [10]. Such critical delocalized
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states led to the study of multifractality in the 1990’s [11], which essentially probed the strong amplitude
fluctuations of wave functions. Examples of such critical states were found in many other contexts [2].
Parallel to these developments, connections were made with the theory of random matrices. The relation
of the disorder problem with random matrices is natural, since the universal properties of a disordered system
should depend on the general properties of the ensemble of disordered Hamiltonians, and not on particular
realizations. These connections started as early as 1951 with work by Wigner [12], which Dyson later used
in 1962 to establish a three-fold classifications of ensembles of random matrices [13]. A few decades later,
it was found that other ensembles were possible, such as the chiral ensembles by Gade and Wegner [14].
Ultimately, in 1997, Altland and Zirnbauer put forth a complete classification for all symmetry classes by
including the Bogoliubov-de Gennes classes [15]. It was eventually possible to establish the equivalence
between these approaches and the field theoretical description of Anderson transitions.
These historical developments shaped the core theory of Anderson transitions as we know it today. It
continues to be an active area of research both theoretically and experimentally. Of particular relevance
for the present dissertation are the recent efforts to understand Anderson transitions in the context of
entanglement, topology and interactions. In the following sections we will discuss recent advances along
these lines of research in more detail.
1.3 Novel insights at strong disorder
Recent theoretical and experimental developments in condensed matter physics have invited new questions
and challenges about our understanding of Anderson transitions, even in the seemingly simplest case of one
dimensional systems. We will be particularly interested in this dissertation on mechanisms that lead to
delocalization, both in the single-particle and in the many-body cases.
1.3.1 The robustness of topological states of matter
As we mentioned in the previous section, the study of the quantum Hall effect played an important role in the
study of Anderson transitions. The quantum Hall effect was discovered experimentally by Klaus von Kiltzing
in 1980 [16]. By placing an effectively two-dimensional gas of electrons in the presence of a sufficiently strong
perpendicular magnetic field B, von Klitzing found that the Hall conductivity was quantized in units of e2/h
to a very high precision. Such a precise quantization was rather unexpected, specially coming from a solid
state system where disorder is usually prevalent.
Theoretical insight eventually led to the realization that this quantization was due to topological proper-
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ties of the many-body ground state. These remarkable developments initiated a conceptual revolution within
the condensed matter community which, until the present day, continues to be driven by new theoretical and
experimental discoveries about the role of topology in many-body systems [17, 18]. A variety of topological
states have been predicted and some have been realized experimentally over the past decade. Importantly,
symmetry and dimensionality were found to be crucial in the classification of these new topological states
[19, 20, 21].
Over the course of this conceptual revolution, the theory of Anderson transitions has continued to provide
fruitful insights into the physics of topological states. For example, it has been used to systematically classify
topological insulators and superconductors [19, 22]. The robustness of topological states to the presence of
disorder has also been explored extensively, both from the bulk and from the surface perspective. There
are studies of the effects of disorder on strong [23, 24, 25, 22] and weak topological insulators [26, 27], as
well as in topological superconductors [28, 29]. Furthermore, the metal-insulator transition of gapless states
protected by topology such as Weyl and Dirac semimetals have also been explored recently [30, 31, 32].
Over the past few years there has been an effort to try to characterize the topology of a ground state
and its possible Anderson transitions from a real-space perspective. A description in terms of real-space
properties can provide a natural way to understand strongly disordered topological states. In Chapter 4 of
this thesis we present results that contribute to this effort by exploring the real-space characterization of
Anderson transitions between topological and trivial states of matter.
1.3.2 The breakdown of statistical mechanics in interacting systems
The original work by P.W. Anderson was concerned with the problem of how disorder inhibits the transport
of energy throughout a system even in the presence of interactions [3]. Importantly, these observations
implied that interactions were incapable of competing against the localizing effects of disorder. Although
this was in principle a many-body interacting problem, it was eventually reduced to a simpler single-particle
version so that progress could be made. The resulting single-particle problem led to the theory of Anderson
localization we discussed in Section 1.2.
Over the past decade, there has been a revival of interest in the original localization problem of many-
body interacting systems. This type of Anderson transition has come to be known as many-body localization
(MBL) [33, 34, 35]. The recent push started with the seminal work of Basko, Aleiner and Altshuler [36]
in which they perturbatively showed that Anderson localization occurs even at finite energy density and
in the presence of weak interactions. This has led to remarkable consequences, among which is the loss of
ergodicity and the inevitable breakdown of statistical mechanics in MBL systems.
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The loss of ergodicity gives rise to a number of remarkable properties. For example, it leads to the
vanishing of transport coefficients [36, 37], it allows for topological and Landau symmetry-breaking order to
emerge at finite energy density [38, 39, 40, 41], and it exhibits a slow growth of entanglement in its dynamics
even at infinite temperature [42, 43, 44].
The first papers on MBL transitions used perturbation theory [45, 36, 37], exact diagonalization [46, 34,
47], and real-space renormalization group arguments [43, 48, 49]. Additionally, there is a rigorous mathe-
matical proof in one dimension [50] which, complemented by phenomenological [35, 51, 52] and approximate
perturbative arguments [53], have led to a picture of fully many-body localized systems at infinite temper-
ature which is based on the emergence of an extensive set of locally conserved operators. Parallel to this
theoretical effort, there has been some progress recently on the experimental front with ultra-cold atoms
[54, 55].
Two central challenges in the study of many-body localization are the characterization of the localization
transition and its experimental observation. Altough there has been some recent progress, many questions
remain open. In Chapter 5, we will discuss mechanisms that can serve to sharpen the signatures of many-
body localization, which could thus aid with the effort of their characterization and experimental detection.
1.4 New perspectives on the quantum entanglement of
disordered systems
Quantum information and quantum entanglement measures have made their way into the condensed matter
toolbox over the past decade [56]. Entanglement measures are useful because they can probe interesting
correlations of many-body states. Spatial entanglement, in particular, has been used to probe the non-
local properties of many-body wave functions [57]. Because of this, entanglement measures are suitable for
capturing universal physics that cannot be obtained using the expectation value of local operators [58, 59].
For these reasons, entanglement has been successfully employed to probe different phases of matter and their
corresponding phase transitions [60].
Significant interest has developed over the past few years for the use of entanglement in disordered
systems. For instance, in [61], a disordered system at criticality was characterized through the scaling of
its entanglement entropy with system size. In [62], critical states that emerged at localization transitions
were analyzed using the multifractal spectrum and the von Neumann entanglement entropy, and in [63],
connections were found between the multi-fractal spectrum and the Re´nyi entropy of the single-particle
states in disordered systems. The use of correlated disorder has also been of some interest for studying
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entanglement in one dimensional systems [64, 65].
Furthermore, entanglement has been a fundamental tool in characterizing many-body localization tran-
sitions [66]. The entanglement entropy and its fluctuations have been used, for example to characterize the
mobility edge [67] and the dynamics of many-body localized systems [42]. Particularly interesting is that
it has been used as a fundamental starting point for describing the universal properties of the many-body
localization phase transition using strong-disorder real-space renormalization group ideas [68].
There continue to exist many unexplored questions about the entanglement of disordered quantum sys-
tems. We will make extensive use of this tool for our own explorations in Chapters 3, 4 and 5. Chapter 3
will be particularly focused on developing new ways in which entanglement can be fruitfully used to study
Anderson transitions.
1.5 Overview of this thesis
This dissertation focuses on understanding and characterizing delocalization mechanisms in strongly disor-
dered systems. The chapters are organized as follows. In Chapter 2, we discuss basic concepts about the
theory of Anderson transitions and explain how they can be characterized in practice. In Chapter 3, we begin
with the simplest kind of Anderson transition that we can consider, namely a metal-insulator transition in
one dimension. We will find that, although this system has been studied exhaustively, it still hides interesting
quantum entanglement properties that are intimately related with the physics of metal-insulator transitions
in a broad class of systems. In Chapter 4, we discuss disorder-induced topological phase transitions where
delocalized states emerge at strong disorder and are fundamentally different from those studied in Chapter
3. We will provide a real-space picture of the topology of the ground state and explain the nature of the
delocalized states that emerge at the transition. In Chapter 5, we move on to analyze delocalization mecha-
nisms in both the strongly disordered and strongly interacting limits. We will find a mechanism that leads
to two asymmetric mobility edges forming in the energy spectrum due to symmetry constraints. Finally, in
Chapter 6 we will conclude and discuss the outlook of the present body of work.
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Chapter 2
The physics and characterization of
Anderson transitions
In this chapter, we introduce basic concepts of the theory of Anderson transitions. We will begin by setting
up the basic problem of a particle in a disordered potential, and explain why Anderson localization can
potentially occur in a disordered system. We will then show an explicit one-dimensional example where
Anderson localization occurs generically. This is followed by a discussion of the scaling theory of localization
in order to point out the crucial importance of symmetry and dimensionality. We subsequently discuss
as well the role of topology and interactions in the localization problem. Finally, we examine diagnostic
quantities that are used in the study of Anderson transitions, which we will use in the remaining chapters
of this thesis.
2.1 Setting of the localization problem
The disorder problem can be studied using the single-particle Hamiltonian
H =
P 2
2m
+ V (r), (2.1)
where P and m are the momentum and the mass of the particle, and the potential energy can be written as
V (r) = V0(r) +W (r). The potential V0(r) corresponds to a fixed external potential, such as that generated
by a crystal. By contrast, the potential W (r) represents an intrinsically random contribution that could
microscopically be due to impurities, vacancies or defects in the crystal. Thus, W (r) is the disorder potential
in the Hamiltonian. The strength of this disorder potential is usually parametrized through its disorder-
averaged correlation function [69]
〈W (r)W (r′)〉dis = γ2K(r− r′), (2.2)
where γ2 represents the strength of the disorder and K(R) is a function that typically decays on a length
scale ζ. In the simplest case of white noise, one uses 〈W (r)W (r′)〉dis = γ2δ(r−r′). Although the universality
of Anderson localization transitions is expected to be independent of K(r), there are some exceptions which
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we will discuss in Chapter 1.
The phenomenon of Anderson localization is inherently quantum mechanical. Consider for the moment
the corresponding classical problem described by Eq.(2.1). Under what conditions will the particle be trapped
by the potential energy term? Classically, the answer is clear: if the kinetic energy of the particle is below a
given potential maximum, the particle will not be able to traverse the entire system and, as a consequence,
it will become trapped by the potential. On the other hand, if the kinetic energy surpasses the potential
completely, it is obvious that nothing will stop the particle from moving forward indefinitely.
The situation changes dramatically in the quantum mechanical case. Of course, if the energy of the
particle lies inside one of the local minima of the W (r), then the particle is once again trapped, with a wave
function that decays exponentially. States that have that energy are said to be classically trapped. In the
energy spectrum, these states are usually those that appear close to the band edges. The novel quantum
mechanical effect that is at the heart of Anderson localization occurs when the particle has an energy above
any well of W (r). Classically, as we said before, the particle would just go on indefinitely. However, due
to the way scattering occurs in quantum mechanics, the net amplitude for the particle to go through the
system will depend fundamentally on the multiple reflection and transmission processes that occur at each
point in space. Being that W (r) is a random potential, the net probabilty for transmission will depend on a
sum over these random amplitudes which, in some cases, can be completely suppressed. If this happens, we
can then conclude that the particle is trapped, and consequently that Anderson localization has occurred.
The trapping of particles due to a cancellation of random quantum mechanical amplitudes is the basic
phenomenon of Anderson localization. The specific circumstances under which localization is actually ob-
tained is, however, a nontrivial question. In the following chapters, we will study generalizations of Eq.(2.1),
taking into account the role of symmetry and interactions. Furthermore, we will also consider disorder that
goes beyond the simple on-site Gaussian potential. In general, we will focus on tight-binding Hamiltonians
of the form
H = H0 +Hint +
∑
ri,rj ,α,β
Vαβ(ri, rj)c
†
riαcrjβ , (2.3)
where the operator c†riα creates a fermion at site ri and orbital index α. The first two terms H0 and Hint are
the single-particle and interacting parts of the Hamiltonian, respectively, both of which are translationally
invariant. They could describe a metal (as in Chapter 3), a topological state (as in Chapter 4) or interacting
fermions (as in Chapter 5). The third term describes a generic inhomogeneous term. In a disordered
system, the matrix elements Vαβ(ri, rj) are random numbers that follow a chosen probability distribution.
These matrix elements can describe, for example random on-site potentials, spin scattering off impurities,
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or random tunneling processes.
2.2 Basic aspects of single-particle Anderson localization
In this section, we will discuss some of the concepts that arise in the study of Anderson localization. We
will follow, to some extent, the pedagogical presentation from [70].
2.2.1 Length scales
There are a few important length scales that arise in the study of disordered systems. It is illustrative to
briefly review them to get a sense of their relative importance in the localization problem.
At the lower end of the scale, there are two important lengths. One of these is the Fermi wave length λf
which determines the Fermi wave vector kf of propagation of the fermions that contribute to transport. The
second length is the correlation length of the disorder ζ, which is the length scale of variation of the function
K(r) in Eq.(2.2). In many situations, the correlation length is much smaller than the Fermi wave length
and, as a consequence, for all practical purposes, it is sufficient to consider that one is using δ−correlated
disorder. However, there are cases where correlated disorder has a nontrivial impact on the localization
problem leading to delocalized states even in one-dimensional systems. We will discuss some of these cases
in Chapter 3.
Another typically longer length scale is the mean-free path `, which is the average distance travelled by
particles between scattering events. The mean-free path is related to the mean scattering time by τ = `/vf ,
where vf = (~kf )/m. For weak disorder, the scattering length determines the decay length of the disorder-
averaged one-particle propagator [69]
〈G(r, r′, τ)〉dis = G0(r, r′, τ)e−|r−r′|/(2`), (2.4)
whereG0(r, r
′, τ) is the one-particle propagator for the clean system. This exponential form of the propagator
is obtained due to the randomizing effect of impurity scattering on the phase of the wave function. This
randomizing effect occurs on the length scale `.
For length scales bigger than `, the transport of particles is expected to be diffusive based on semiclassical
arguments. By considering electrons as classical particles colliding randomly with impurities at a rate τ−1,
one obtains the well-known Drude conductivity
σ =
ne2τ
m
, (2.5)
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where n is the number density of electrons and e is the electron charge. In the simplest semiclassical approach,
the disorder strength is determined by the dimensionless quantity kf `. The inverse of this parameter serves
to define an expansion parameter for calculating corrections to the conductivity of a system in the weak-
disorder limit kf ` 1.
Finally, the fundamental length scale in the localization problem, which will appear repeatedly throughout
the main chapters of this dissertation, is the localization length. Anderson proposed that the wave function
of localized particles should follow the dependence
ψ(r) ∼ e−r/ξ, (2.6)
where ξ is the so-called localization length. As we will discuss below, the localization length characterizes
the localized side of an Anderson transition. For example, when there is a mobility edge at an energy Ec
in the energy spectrum of the system, one finds that the localization length diverges as ξ ∝ (Ec − E)−ν
near the mobility edge. We will review in the next section a problem where the localization length arises
explicitly in terms of the properties of the impurites of the system.
Given these length scales, there are roughly three regimes of quantum transport in a system. Let us denote
by L the overall linear size of the system being considered. Then, if L < `, ξ, the system is effectively clean
and particles will propagate ballistically through the system. On the other hand, if ` < L < ξ, scattering
is sufficiently important that diffusive transport occurs, but it is not strong enough to stop particles from
traversing the system. Finally, if `, ξ < L, then the system is Anderson localized and the system behaves as
an insulator.
2.2.2 Localization in one dimension
We can study the localization problem in one dimension explicitly. Consider a single impurity in an otherwise
clean system. We can write down the scattering equations for this problem of a particle incident on this
impurity. We begin by writting the wave functions to the left and to the right of the impurity in the form
ψL(x) = ψ
in
L e
ikx + ψoutL e
−ikx, (2.7)
ψR(x) = ψ
out
R e
ikx + ψinR e
−ikx. (2.8)
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where ψin,outL,R are expansion coefficients. We can then connect the two wave functions ψL,R(x) through the
use of reflection and transmission coefficients: ψoutL
ψoutR
 = S
 ψinL
ψinR
 , S =
 r t′
t r′
 . (2.9)
To study the propagation of particles through the lattice, it is convenient to further rewrite this in terms of
transfer matrices:  ψoutR
ψinR
 = M
 ψinL
ψoutL
 , M =
 1/t∗ −r∗/t∗
−r/t 1/t
 . (2.10)
In this form, the matrix M maps the wave functions on the left of the impurity to the wave functions on
the right. We can determine the probability of transport through a system by multiplying sequentially
the transfer matrices for a set of impurities: MT =
∏i=1
i=N Mi. This transfer matrix MT encodes all of the
localization properties of the problem, since it contains the complete information about the reflection and
transmission events that occur as a particle propagates throughout the system. In particular, suppose we
choose an energy E at which a state is localized. If we propagate an initial amplitude at x = 0 using MT
at this energy, then the final amplitude one obtains at position x = L will be exponentially suppressed by a
factor of order e−L/ξ.
To arrive at this conclusion, it is crucial to establish a consistent disorder-averaging procedure. In the
case that one has two impurities, it is possible to infer the overall transfer probability T12 by noting that
MT should have the same structure as Eq.(2.10). This yields the result
T12(φ) =
T1T2
|1−√R1R2eφ|2
, (2.11)
where φ is the relative phase between reflection amplitudes and T1,2(R1,2) are the transmission (reflection)
probabilities for each individual impurity. Since the reflection and transmission probabilities for each impu-
rity are fixed, the only random quantity that remains is the phase difference φ. If we directly disorder-average
the probability T12 over this phase variable, one then obtains a transmission coefficient
〈T12〉 =
∫ 2pi
0
dθ
2pi
T12(φ) =
T1T2
1−R1R2 . (2.12)
This is the same result one would obtain if we added probabilities instead of quantum mechanical amplitudes.
As such, this result is actually classical. If we assume purely classical probabilities, the conductance of the
system scales as ∼ L, which is Ohm’s law and implies diffusive behavior. This particular situation would
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indeed arise in a system that is coupled to an environment and experiences decoherence.
To take into account the phase coherence between impurities, it is important to disorder-average the
logarithm of the transmission coefficient instead of the transmission coefficient itself. This effectively leads
to a sum of random numbers, which is a better behaved and self-averaging quantity. For example, for the
two-impurity case we have
〈lnT12〉 = lnT1 + lnT2. (2.13)
Now, if we consider a density ρ of impurities, we obtain |〈lnT 〉| = ρL| lnT1| for the full system. We can
finally calculate the transmission coefficient by exponentiating this result:
e〈lnT 〉 = e−L/ξ, (2.14)
where the localization length is given by ξ = (ρ| lnT1|)−1. In other words, in this one dimensional system,
we have arrived at the conclusion that all states are localized. This example illustrates the importance of
choosing consistently the averaging procedure when studying disordered systems. Although this example
shows explicitly how localization arises in one dimension, this result can be obtained in the more general
framework of the scaling theory of localization. We now discuss this approach in the following section.
2.2.3 The role of dimensionality and symmetry: the metal-insulator transition
One powerful way to see that Anderson transitions depend on dimensionality and symmetry is to review the
scaling theory of Abrahams, Anderson, Licciardello and Ramakrishnan [6]. There are more sophisticated
versions of this argument based on field theoretical approaches. However, these formalisms will not be used
in this dissertation, and as a consequence it is sufficient to present the main points of the gang of four theory.
The main assumption of the scaling theory of localization is that the conductance at a given system size
is dependent only on the conductance at a smaller system size. This can be captured with the equation
d ln g
d lnL
= β(g(L)), (2.15)
which describes how the dimensionless conductance g changes with system size L. To infer the general
behavior of β(g), Abrahams et al. used known results from two limiting cases: when g  1, the system
is localized and one expects g ∝ e−L/ξ; on the other hand, when g  1 then one should obtain Ohmic
behavior so that g ∝ Ld−2. By further adding weak localization corrections to the Ohmic conductance
obtained from a Boltzman approach, one can then interpolate between these two results by assuming that
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the intermediate behavior is smooth. Knowledge of these flows then enables one to conclude whether, for a
given dimensionality and symmetry, a system is always localized or whether it can undergo a metal-insulator
transition.
To exemplify this, let us consider the three Wigner-Dyson symmetry classes. These classes are determined
by whether time-reversal symmetry and spin-rotation symmetry are satisfied. If time-reversal is broken, we
obtain the unitary class. If both time reversal and spin-rotation symmetries are preserved, we get the
orthogonal class. Finally, if time-reversal is preserved, but spin-rotation symmetry is broken, the resulting
symmetry class is called symplectic.
The β function for the three Wigner-Dyson classes in the g  1 regime are given by
β(g) =

(d− 2)− g−1 +O(g−4) (Orthogonal),
(d− 2)− 2g−1 +O(g−4) (Unitary),
(d− 2) + g−1 +O(g−4) (Symplectic).
(2.16)
By interpolating between these results and the g  1 case where β(g) ≈ ln(g), one can infer the overall
behavior of β(g). The resulting interpolations illustrate the dependence of Anderson localization on dimen-
sionality and symmetry. The dependence on d, for example, shows that in three dimensions there exists a
g∗ such that β(g∗) = 0 for all symmetry classses. This implies that a metal insulator transition can occur.
At the same time, the symmetry dependence of Eq.(2.16) is such that only in the symplectic class can an
interpolation yield a metal-insulator transition in two dimensions. Finally, for d = 1, we obtain localization
in all symmetry classes, a result that we arrvied at through different means in the previous section.
An important concept that is derived from this discussion is the existence of a mobility edge. If a
metal-insulator transition can be crossed as a function of disorder strength, then it can also be crossed as a
function of energy. In this case, one crosses the so-called mobility edge at an energy Ec. In both cases, there
is a second-order phase transition. Generically, the expectation is that below this mobility edge, states are
localized and the localization length diverges as ξ ∝ (Ec − E)−ν . On the other hand, when the energy is
above the mobility edge, the conductivity should be finite and should decrease to zero as σ ∝ (E − Ec)s.
2.3 Anderson transitions between insulating phases
The types of Anderson transitions that are obtained from the scaling of the gang of four are metal-insulator
transitions. As we said in the previous chapter, the study of Anderson transitions has evolved over the years
to cover more general transitions, such as those between localized phases. These transitions can arise, for
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example, between topological states.
A topological state is defined as a gapped ground state which cannot be adiabatically continued to the
atomic limit through smooth deformations of the Hamiltonian. This means that such states are distinct from
trivial gapped states, with such a distinction being due to the topological properties of the many-body wave
function. In this dissertation we will be concerned primarily with non-interacting topological states, which
are characterized by so-called topological invariants. Whether a ground state realizes a topological state
depends fundamentally on the dimensionality of the system and on the symmetries of the Hamiltonian. A
hallmark of many topological states is that, due to their non-trivial bulk properties, their boundaries exhibit
robust gapless states.
Although topological states are supposed to be robust to the addition of disorder, strong enough disorder
will generically destroy them. A way to intuitively see this is to think about the extreme case where disorder
completely dominates the Hamiltonian of a system. In this case, all single-particle states will be localized
throughout different points on the lattice. The ground state will be a trivial product state of localized
orbitals with random phases. This state should thus be adiabatically continuable to the atomic limit where
all particles are spatially separated by an infinite distance.
The transition from a topological state to a trivial state is a transition between two insulating phases
where one expects to encounter delocalized states at the transition point. The quantum Hall states are
a prime example of a system in which one encounters this type of transition. Suppose we consider a gas
of two-dimensional electrons in a perpendicular magnetic field. If the magnetic field is strong enough, we
will obtain Landau levels. In the presence of disorder, the gaps between the Landau levels will get filled
with states which are Anderson-localized. However, at the center of each Landau level there exists critical
delocalized states that carry the topological invariant of each Landau level. Because of these delocalized
states, the localization length as a function of energy diverges as
ξ ∼ |E − E∗|−ν , (2.17)
where E∗ represents the energy of the center of one of the Landau levels. The states at which the localization
length diverges have interesting multifractal and topological properties. Examples of this type of Anderson
transition have been found for many topological states, making the study of delocalized states between
localized phases an integral part of the theory of Anderson transitions.
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2.4 Localization of highly-excited interacting quantum states
The problem of disordered systems with interactions is much more involved than the single-particle case.
As we mentioned in the previous chapter, we will be interested primarily here on the localization properties
of interacting systems at finite energy density which means that we will focus on highly excited many-body
states.
Before the advent of research on many-body localization, it was not clear whether a localized system
would become delocalized by interactions between particles. In a Hamiltonian system, the possibility that
interactions might destroy localization is intimately related with the question of whether energy can be
transported ergodically through the system. If a system is ergodic, it is expected that it can reach thermal
equilibrium under its own unitary dynamics in the thermodynamic limit. This means that if we study
the density matrix of a subsystem, then such a density matrix takes the usual thermal form of statistical
mechanics.
It was found by Basko, Aleiner and Altshuler that such a result is not necessarily always true in the
presence of disorder [36]. If we write the Hamiltonian of an interacting system of fermions in the basis of
Anderson-localized states, then the Hamiltonian takes the form
H =
∑
α
αc
†
αcα +
1
2
∑
αβγµ
Vαβγµc
†
αc
†
βcγcµ, (2.18)
where the first term describes the localized single-particle states and the second term corresponds to the
interaction between particles in the localized basis. Crucially, since the states are localized and interactions
are weak, the matrix elements Vαβγµ are suppressed if the states are spatially separated beyond a localization
length or if they are spectrally separated by an amount that depends on the interaction strength. Making
these types of approximations and using perturbation theory in the interaction strength, Basko, Aleiner and
Altshuler were able to show that the system remains localized up to a finite many-body energy density.
The immediate implication of this result is that there exists a many-body mobility edge in the energy
spectrum. Below this energy, states are many-body localized, and above it, states are said to be thermal.
This occurs generically even in one dimensional systems, which stands in stark constrast with the non-
interacting case in which there is no metal-insulator transition. These types of Anderson transitions are
relatively new and much of their universal properties remain to be understood.
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2.5 Diagnostic quantities of Anderson transitions
As has been suggested until now, Anderson transitions cover a broad class of systems where disorder leads
to localization physics. It is important to have a set of diagnostic tools that can make it possible to
characterize the particular aspects of each type of Anderson transition. We will now enumerate some of the
basic quantities we will use throughout this thesis to characterize disordered systems that undergo Anderson
transitions.
2.5.1 Localization length
As we mentioned previously, the localization length is a fundamental length scale in the disorder problem.
It is also one of the simplest quantities that can be computed in practice to determine when a system is
either in a localized or in a delocalized state. In principle, we can calculate the localization length for a
given system by computing the disorder-average of the absolute value of the one-particle propagator [11]
ξ = − lim
|r−r′|
ln |G(r, r′;E)|. (2.19)
This type of approach has been used to perform finite-size scaling, for example, in quantum hall systems.
In practice, however, since we will be using tight-binding models, we can extract the localization length by
making use of transfer matrices [71]. This is in the same spirit of the localization problem in one dimension
that we studied in a previous section. To do this, we first compute the matrix Λ given by
Λ = lim
L→∞
[
L∏
n=1
Tn(E)
1∏
n=L
T †n(E)
]1/2L
, (2.20)
where the transfer matrix Tn(E) at the position n and energy E is obtained by expressing the time-
independent Schrodinger equation in the form
 ψn+1
ψn
 = Tn(E)
 ψn
ψn−1
 . (2.21)
The eigenvalue of Λ which is closest to unity can be written as eλ(E). The exponent λ(E) is the so-called
Lyapunov exponent which is related to the localization length by ξ(E) = λ−1(E). For delocalized states
ξ(E) should diverge, or at the very least be of the order of the system size. On the other hand, if a state is
localized, then ξ(E) should be less than the size of the system.
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2.5.2 Spectral signatures
Sensititivity of the energy levels to changes in the boundary conditions
A possible probe of delocalization that can be used is the sensitivity of the ground state energy to a change in
the boundary conditions. This is very much in the same spirit of Thouless’ ideas on localization. Intuitively,
the expectation is that, since delocalized states generically have a nonzero probability everywhere in the
system, their energy should change when there is a change at the boundary, regardless of the size of the
system. By contrast, in the case of localized states, there is always a system size beyond which their
associated energy will not be affected by what happens at the boundary.
In a later chapter we will calculate the change in ground state energy |∆E| when the boundary conditions
change from periodic to antiperiodic. When the state is delocalized, we should get a finite |∆E|, whereas it is
suppressed if the state is localized. This is purely a spectral signature which does not require the eigenstates
of the system.
Energy level statistics
As was mentioned in the previous chapter, the theory of random matrices has played a central role in the
study of Anderson transitions. The study of random matrices in the context of disordered systems allows
one to compute the statistics of eigenvalues and of wave functions. This is an extensive subject for which
there are some excellent reviews [72, 73, 2].
In particular, one useful way to study delocalization is to analyze fluctuations in the energy levels of a
system. The energy levels of a disordered system fluctuate with respect to the change of disorder realizations.
However, if in the energy spectrum there are a range of states which are delocalized, then the fluctuations
in their energy levels are correlated and exhibit level repulsion. Intuitively this is expected because energy
fluctuations have to be consistent with the orthogonality of the associated extended wave function. By
contrast, if the eigenstates are localized, their overlap will be exponentially small, and thus their energy
levels will fluctuate independently.
This argument is made more systematic through the use of random matrix theory. The basic idea is to
think about the probability distribution of Hamiltonians P (H) of the form [73]
P (H) = N e−βTrH2 , (2.22)
where β is an integer that depends on the symmetry of the problem. This particular form of P (H) corre-
sponds the case of the so-called Gaussian ensembles. From the knowledge of this distribution, it is possible
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to obtain the full statistical properties of the energy levels of the system. In this case, such a distribution
takes the form
P ({En}) = N
∏
i<j
|Ei − Ej |β
∏
k
e−βV (Ek), (2.23)
where V (Ek) is a quadratic function of its argument. To understand intuitively what this expression implies,
note that we can think of P ({En}) as the thermal distribution of one-dimensional particles at temperature
β−1 with logarithmic interactions. This interpretation immediately implies the repulsion of the energy levels
{Ei} in the system. Importantly, note that the fluctuations in the energy levels are dependent on the
symmetry of the problem.
For the purposes of this dissertation, it will be sufficient to consider a simple characterization of level
repulsion that has been used extensively in the literature. We calculate the ratios
rn =
min(δn, δn−1)
max(δn, δn−1)
, (2.24)
where δn = n−n−1, and where {n} is assumed to be sorted in ascending order. When a system is localized,
the energy level spacings satisfy [〈r〉] ≈ 0.386, which is the average of a Poisson probability distribution. In
the delocalized phase, the result is dependent on the symmetry of the problem. In the orthogonal ensemble,
for example, which we will encounter in a later chapter, one should obtain [〈r〉] ≈ 0.529. Using these limits
we can determine whether the eigenstates for a given range of energies are delocalized or localized.
2.5.3 Entanglement
We will make extensive use of entanglement throughout this thesis to characterize Anderson transitions.
Because of this, in this section we will discuss in some detail the different ways in which entanglement can
be calculated for many-body systems.
Bipartite entanglement
Suppose we want to compute the entanglement of a given quantum state |Ω〉. One starts by dividing the
Hilbert space of the system into two sets. Let us label these two sets as A and B. We require that: (1) A
and B do not share any states; and (2) the union of A and B yields the original Hilbert space. The choice of
how to perform this partition of the HIlbert space is crucial to be able to access the physics that one wants
to consider.
Once this partitioning has been decided, the entanglement of the quantum state can then be computed
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using the so-called von-Neumann entanglement entropy
SA = −TrA (ρA log ρA) . (2.25)
Here, ρA is the reduced density matrix that describes the physics in set A. It is calculated from the density
matrix of the complete system ρ = |Ω〉〈Ω| by performing a trace with respect to a basis that spans the set
B.
To provide an intuition for Eq.(2.25), it is useful to use the so-called Schmidt decomposition of |Ω〉. For
any given quantum state, it is always possible to write down its Schmidt decomposition which is given by
|Ω〉 =
∑
n
e−Λn/2|φAn 〉|φBn 〉, (2.26)
where the sets of many-body states {|φAn 〉} and {|φBn 〉} span A and B, respectively, and
∑
n e
−Λn = 1. This
expression makes apparent that the numbers {Λn} determine the extent to which |Ω〉 cannot be factorized
into states from the sets A and B i.e. the numbers {Λn} determine the quantum entanglement of the state
|Ω〉.
The expression in Eq.(2.26) can be used to compute the reduced density matrix of subspace A. The
resulting expression is
ρA = TrB [|Ω〉〈Ω|] =
∑
n
e−Λn |φAn 〉〈φAn |. (2.27)
It follows, by making use of Eq.2.25, that
SA =
∑
n
Λne
−Λn . (2.28)
The von-Neumann entanglement entropy is a single number that quantifies entanglement. However, it is
often found that the information offered by the full set of numbers Λn, which is the so-called “entanglement
spectrum,” can provide much more information that is useful to construct a more complete picture of the
entanglement of a quantum state [58]. We next review its single-particle version.
Single-particle entanglement spectrum
For non-interaction fermions, there is a simplification of the expression for the entanglement entropy which is
useful [74, 75]. The simplification arises because in the non-interacting case, the ground state of the system
can always be written as a Slater determinant by using the single-particle eigenstates of the Hamiltonian.
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Because of this, any correlator can be written in terms of the so-called correlation matrix
[C]ij = 〈Ω|c†i cj |Ω〉 = Tr
(
ρc†i cj
)
, (2.29)
by making use of Wick’s theorem. In this expression, the indices i, j correspond to fermion degrees of freedom
such as lattice site, momentum, spin etc. By noting that ρA must necessarily lead to Wick’s theorem when
the degrees of freedom being evaluated are chosen such that i, j ∈ A, one can conclude that the reduced
density matrix ρA is of the exponential form [75, 74]
ρA = Ke−Hent , Hent =
∑
aa′
haa′c
†
aca′ , (2.30)
where K ensures the normalization of the reduced density matrix TrρA = 1, and the labels a, a′ represent
states in A. The Hermitian operator Hent is the so-called entanglement Hamiltonian, and the operator h is
determined by the correlation matrix as
[C]aa′ = Tr
(
ρAc
†
aca′
)
=
[
1
eh + 1
]
aa′
. (2.31)
All of these relations between various operators make it possible to study entanglement using different sets
of eigenvalues. For example, since the correlation matrix C is Hermitian, it follows that h is also Hermitian.
One can then diagonalize C, which yields a set of eigenvalues {ζi}, that are restricted to be between 0
and 1. This set of eigenvalues is called the single-particle entanglement spectrum. From the entanglement
spectrum {ζi}, one can straightforwardly obtain the eigenvalues of h which we denote as {εi}, which, in this
case, can be between −∞ and +∞. These eigenvalues are called the single-particle entanglement energies.
At the same time, the set {εi} can be used to obtain the many-body entanglement energies which are the
eigenvalues of Hent by using the expression χj =
∑
i εin
(j)
i , where j represents a many-body eigenstate of
Hent. The {n(j)i } are occupation numbers for each single-particle entanglement eigenstate.
All of these sets of eigenvalues can be used to obtain the entanglement entropy. For example, we can
write
SA = −
∑
i
Pi logPi, Pi =
e−χi∑
i e
−χi . (2.32)
Using the relations between the χi, εi and {ζi}, the final simplified expression for the entanglement entropy
is [75, 74]
S =
∑
i
{−ζi ln ζi − (1− ζi) ln(1− ζi)} . (2.33)
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The ζi thus determine all of the entanglement properties of a non-interacting ground state |Ω〉. From
Eq.(2.31), the eigenvalues {ζi} are restricted to be between 0 and 1. As a consequence, the closer the ζi get
to 1/2, the higher their contribution will be to the entanglement entropy. In the following sections, we will
primarily use the single-particle entanglement spectrum to study the entanglement of free fermion ground
states. Toward the end, we will discuss briefly the case of an interacting model, for which it is necessary to
resort to the numbers {e−Λn} obtained from the many-body reduced density matrix.
2.5.4 Participation ratios
We will use this quantity solely when we encounter interacting systems. In this case, we calculate the so-
called configuration-basis inverse participation ratio employed in Ref.[76]. This quantity can be computed
by first expanding the many-body state as a linear combination of Slater determinants in the position basis.
This can be written as |Ω〉 = ∑c ψ(c)|c〉, where |c〉 is a state of a particular configuration of fermions on the
lattice, and the sum runs over all possible configurations. We can now define
η =
1
NP , (2.34)
as the normalized configuration-basis participation ratio, where P =
∑
c |ψ(c)|4 and N is the dimension of
the Hilbert space.
Through this definition, we wish to capture the extent to which the state |Ω〉 is spread out among all
possible configurations of the fermions. If the quantum state is delocalized, η is expected to be of order 1
because most coefficients will be nonzero. By contrast, when the state is localized η should be vanishingly
small because particles will be on average frozen and thus the weight P should be biased toward a subset of
the possible states |c〉.
2.6 Summary
In this chapter, we have reviewed some of the basic concepts that will be used throughout this dissertation.
We pointed out the importance of symmetry and dimensionality in the localization problem. We also gave
some basic intuition about how topology and interactions affect the localization problem. We will explore
now in the following chapters the nature of Anderson transitions in various contexts involving entanglement,
topology and interactions.
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Chapter 3
Momentum entanglement structure of
metal-insulator transitions
3.1 Introduction
In the present chapter, we introduce a new type of entanglement for studying metal-insulator transitions
1. As we discussed in Chapter 1, entanglement has been a fruitful concept for understanding the quantum
properties of various phases of matter. In particular, the conventional spatial entanglement methods, which
have been explored for example in Refs.[62, 77, 78, 63, 64], have led to interesting insights into the nature
of disordered systems.
In this chapter, we want to go beyond these conventional approaches. Instead of focusing on the real-
space nature of localized systems, we want to shift our attention to what happens in momentum space. In
particular, we wish to understand how scattering leads to the build-up of momentum entanglement when an
Anderson transition occurs. We will propose the use of the momentum entanglement spectrum as a novel
tool that is able to elucidate very clearly the nature of the metal-insulator transition in a broad class of
disordered models. To achieve this goal, we focus on models that have delocalized states in one dimension
and for which the Anderson transition is well known. This allows us to calibrate and develop an intuition
about how momentum entanglement should behave.
This chapter is organized as follows. In Section 3.2, we discuss on general grounds the difference in
the entanglement of localized and delocalized states. We will point out the dual nature of spatial and
momentum entanglement for disordered systems. After developing this intuition we move on to some explicit
calculations. In Section 3.3, we discuss two types of one-dimensional lattice models (i) the random n-mer
models which have correlated disorder and (ii) the quasi-crystal Aubry-Andre´ model. The localization
transitions in these models have been previously studied and are well understood. We will show that the
momentum entanglement is able to capture very clearly the existence of delocalized states in these models and
their corresponding Anderson transitions. In Section 3.4, we determine the feasibility of using momentum
1The material presented in this chapter was published in: Ian Mondragon-Shem, Mayukh Khan and Taylor L. Hughes, Phys.
Rev. Lett. 110 (4), 046806 (2013); Ian Mondragon-Shem and Taylor L. Hughes, Phys. Rev. B 90 (10), 104204 (2014). Some
of the figures and their captions in this chapter are reprinted from these publications with minor modifications. Copyright by
the American Physical Society (APS). Reuse permitted according to APS copyright policies.
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entanglement in the presence of interactions. In order to do this, we study the many-body entanglement
spectrum of the Aubry-Andre´ model with Hubbard interactions. Finally we end in Section 3.5 with a
summary of our findings.
3.2 Entanglement induced by disorder
3.2.1 Possible entanglement cuts
Throughout this chapter, we will refer to the partitioning of the Hilbert space that we introduced in Chapter
2 as an entanglement cut made on the system. From the form of Eq.(2.26), we saw that the entanglement of
|Ω〉 is dependent on which cut is chosen. There could be cases, for example, in which the sets A and B are
such that all the coefficients e−Λn in the Schmidt-decomposition are zero except for one term, in which case
|Ω〉 = |φA1 〉|φB1 〉. The state |Ω〉 would then be factorizable, and the entanglement entropy would be zero. If
we change the partition to two different sets A′ and B′ it might be possible to find that all of the e−Λn ’s
are equal, which means that |Ω〉 ∝ ∑n |φA′n 〉|φB′n 〉. This state is highly entangled. Thus a given state can
have simultaneously low entanglement under one specific partition and high entanglement under another
partition.
Learning about which choices of partition yield low and high entanglement can be a fruitful way to
understand the quantum properties of a many-body system. In general, the choice of an entanglement cut
should be made on a physical basis. There have been a few types of partitions studied in the literature, in
addition to the standard spatial cut. This includes orbital [79, 80], particle [81], spin [82] and momentum
[83, 84, 65] entanglement cuts.
The Anderson localization problem which we wish to examine in this chapter offers two natural choices of
entanglement cuts. The most obvious possibility is to consider partitioning the system spatially. This type
of entanglement cut is expected to probe localization because it depends on whether the single-particle states
of the system cross the entanglement cut on account of being delocalized. The second type of entanglement
cut, which will be the central point of focus in the present chapter, is momentum entanglement. Anderson
localization fundamentally arises from the interference between forward and backward moving states. Mo-
mentum entanglement is expected to capture the strength with which scattering of propagating states are
able to correlate forward and backward movers. We thus expect that the metal-insulator transition will have
a definite impact on the structure of the momentum entanglement of a quantum state. Finally, Anderson
transitions can also occur in systems where internal degrees of freedom play a fundamental role, such as in
topological states of matter. The entanglement of the internal degrees of freedom can also reveal interesting
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behavior. However, we will not discuss this case in the present chapter. Instead, we will wait until we discuss
disorder-induced topological phase transitions in Chapter 4, and discuss a hybrid type of momentum and
orbital entanglement then.
3.2.2 Intuition about the connection between localization and entanglement
It will be useful to gain some intuition concerning the structure of entanglement of the ground state of
disordered fermions before we delve into the study of specific models. In order to achieve this, we will here
discuss the generic way in which we expect the entanglement spectrum to reflect the localization transition.
There are two types of wave function that we can consider in the localization problem, namely those
which are localized and those which are delocalized. Further distinctions can be made within the set of
delocalized states, for example depending on their multifractal properties. However, for now let us broadly
speak about these two types of states.
When a state is delocalized, we expect that it has an approximately equal probability of being anywhere
throughout the system in the thermodynamic limit. In the case of a system without disorder, the prototypical
example of such a state is a plane-wave: |k〉 = c†k|0〉, which has momentum ~k and for which the wave function
in the position basis is 〈x|k〉 ∼ eikx. As we explained in a previous section, the spatial entanglement can be
extracted by constructing the correlation matrix with the indices restricted to a section of the system:
Crirj = 〈k|c†ricrj |k〉 =
e−ik(ri−rj)
N
. (3.1)
This conventional entanglement cut involves dividing the system spatially in two. This means that in the
correlation matrix, we need to restrict the indices to lie in the range [1, N/2] . This yields a correlation matrix
of size (N/2) × (N/2). Thus, there are N/2 entanglement modes that are the eigenvalues of C. It turns
out that for this simple state, there are only two distinct entanglement modes, namely 1/2 and 0, where the
zero eigenvalue is (N2 − 1)-fold degenerate. This result is independent of k. As per our expression for the
entanglement entropy, we conclude that a plane wave state has a S = ln(2) spatial entanglement entropy
under this type of entanglement partition. This example makes apparent that generically delocalized states
contribute an amount ln(2) to the entanglement entropy, which accounts for the fact that both halves of the
system are correlated.
Let us contrast this with the momentum entanglement. In this case, the result is actually trivial because
the correlation matrix in momentum space for the same delocalized state is given by
Ckikj = 〈k|c†kickj |k〉 = δkikδkjk. (3.2)
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The question now arises concerning the choice of partition. For now, let us simply choose momentum states
within the range k ∈ [0, pi] . One possible motivation for this choice, which we will justify in the following
section, is that the wave vectors in this range correspond to states moving all in the same direction. The
entanglement that is captured in this case thus probes the degree to which particles moving in opposite
directions are correlated. In particular, since the correlation matrix is diagonal, the eigenvalues one obtains
are simply 1 and 0, where the zero eigenvalues are (N2 −1)-fold degenerate. Neither of these eigenvalues con-
tributes to the momentum entanglement entropy. In other words, the momentum entanglement is completely
suppressed.
In this example, the plane wave state we chose is very simple. In the next section, we will analyze
more nontrivial examples of disordered fermions where we also find suppression of momentum entanglement
between plane wave states. It turns out that such suppression can be indicative of the presence of delocalized
states in the energy spectrum. However, this property is not generic for all delocalized states. In fact, in
the next chapter, we will see that there are cases where delocalized states that arise at topological phase
transitions are not necessarily characterized by suppressed momentum entanglement.
Let us now take a look at the entanglement properties of a localized state. We can imagine such a
localized state as arising from a strongly disordered environment. Let us consider the extreme case in which
the state is completely localized to a given position r: |r〉 = c†r|0〉. With this choice of state, the spatial and
momentum correlation matrices are of the form
Criri = 〈r|c†ricrj |r〉 = δrirδrjr, (3.3)
Ckjkj = 〈r|c†kickj |r〉 =
eir(ki−kj)
N
. (3.4)
The functional forms of these matrices are switched with respect to the case we studied with the delocalized
state, as one might have expected. The spatial entanglement entropy vanishes in this case, which is simply
due to the state not crossing the spatial entanglement cut. On the other hand, the momentum space
entanglement leads to a 1/2 entanglement mode. As a consequence, the momentum entanglement entropy
is S = ln(2). It is thus apparent that the spatial and momentum entanglement properties of localized and
delocalized states behave in a dual manner.
We are interested, of course, in a ground state where there is more than one single-particle state filled.
One might then naively expect that adding more delocalized states, for example, leads to an additive
contribution of ln(2) to the spatial entanglement entropy. It turns out, however, that there are quantum
interference effects that lead to more interesting behavior. In particular, when the ground state has n
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fermions forming a Slater determinant of plane-wave states with wave vectors {k1, . . . kn}, then the spatial
correlation matrix takes the form
Crirj =
∑
k∈occ.
e−ik(ri−rj)
N
. (3.5)
As can be seen, we obtain a sum of phases which are functions of the wave vectors {k1, . . . kn}. The
particular way in which the quantum state is filled can lead to either constructive or destructive interference
of these matrix elements. Thus the corresponding eigenvalues can be affected and deviate from the ln(2)
contribution we found for a single delocalized state. Something analogous occurs for the dual case of the
momentum correlation matrix for localized states. Hence, while the connection between localization and
entanglement is at first sight reasonable, there can be more interesting and involved cases that make this an
interesting subject of study.
3.3 Momentum entanglement as a probe of delocalized states
As we discussed in Chapter 2, disordered systems in one dimension will generally be localized for any amount
of disorder. Because of this, it would appear that we cannot study localization transitions at a nonzero
disorder strength in 1D. There are exceptions to this, however, that arise in systems where the disorder has
certain types of spatial correlations. A prototypical example of this is the so-called Random Dimer Model
(RDM) [85, 86] and its generalizations, as well as systems with potentials that are quasi-periodic such as
the Aubry-Andre´ model (AAM) [87]. While the quasiperiodic potentials are not technically random, the
AAM shares some similarities with the RDM that we will point out in the following sections. In both types
of systems, one obtains a metallic ground state even for a nonzero value of the disorder strength, and they
both undergo Anderson transitions for strong enough disorder.
The goal then is to probe the localization transitions for both types of models. As we discussed previously,
there are two possible physically motivated entanglement cuts that we can perform, namely spatial and
momentum entanglement cuts. Due to the underlying mechanism that leads to delocalized states in both
models, we will find that momentum entanglement carries a particularly insightful signature of the delocalized
nature of the ground state.
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3.3.1 The random dimer model and its generalizations
The random n-mer models represent some of the simplest disordered systems that allow a metallic ground
state to exist in one dimension [85, 86]. The Hamiltonian is given by
H = −
N∑
m=1
t
(
c†m+1cm + c
†
mcm+1
)
+
N∑
m=1
Vmc
†
mcm, (3.6)
where m labels the lattice sites, N is the lattice size, and t is the tunneling coefficient between nearest
neighbors. The disorder potential Vm can take only two discrete values: a and b. The random n-mer
model is obtained when we require that Vm is such that the a value appears on n consecutive sites. This
effectively means that we randomly distribute “n-mers” throughout the system. By performing a standard
scattering analysis of a single n-mer impurity, it can be shown that this model has n − 1 resonant energies
at which there is a unit probability of a particle being transmitted through the impurity. These resonant
energies are given by
En(m) = a − 2t cos
(pim
n
)
, (3.7)
where i = 1 . . . n− 1. In the neighbourhood of these resonant energies, there are of order √N single-particle
energy eigenstates whose localization length is of the order of the lattice size. As a result, the resonances
signal the possibility of finite transport when the Fermi level is set at these values. Such extended states
exist up to critical values of the energy difference b − a, given by the expression
−2t
{
1 + cos
(
`pi
n
)}
≤ b − a ≤ 2t
{
1− cos
(
`pi
n
)}
, (3.8)
where ` = 1, · · · , n− 1. In what follows, we will set t = 1 and a = 0, so that the disorder strength will be
measured by b. We will focus on the n=1 (uncorrelated disorder), n=2 (random dimer model), and n=3
(random trimer model) cases. The RDM has an extended state at E = 0 which survives up to the critical
disorder b = ±2. For the random trimer model (RTM) there are two extended-state regions, but we will
focus on the extended state that exists at E = +1 which survives for b ∈ [−3, 1].
These are the basic properties of the n-mer models that we will be interested in for the discussion that
follows. Now, we will show the behavior of the entanglement spectrum in both postion and momentum
space, and we will correlate this with the presence of delocalized states in the system. In what follows, we
will discuss the localization of the ground state as a function of two parameters, namely the Fermi energy Ef
and the disorder strength b. We can tune the system between the metallic and insulating states by varying
either of these two parameters independently.
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Figure 3.1: Fourier components of the scattering potential (black, column 1), the spatial (blue, column 2)
and momentum (red, column 3) entanglement spectrum, and the localization length (green, column 4) for
three models: uncorrelated disorder (a),(b),(c),(d); RDM (e),(f),(g),(h); and RTM (i),(j),(k),(l). For all of
these plots, the disorder strength was fixed at b = −0.5t and the lattice size is N = 1000.
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Figure 3.2: Disorder-averaged scaling of the spatial entanglement entropy for a sub-system region of size `
for the (a) RDM and the (b) RTM . The blue dots denote the numerical calculation when there are extended
states in the system and the Fermi-level is tuned to the delocalized resonance state (with b = −0.5 for the
RDM and b = 1.0 for the RTM), the red line denotes the corresponding analytical expression and the green
dots denote the result when the disorder strength is strong enough to localize all states. The number of sites
for this calculation is N = 200, and the number of disorder realizations used is 100.
3.3.2 Entanglement structure as a function of Fermi energy
We begin our discussion with the case when the Fermi energy is varied. We present in Fig. 3.1 the following
set of results: (i) the Fourier components of the disorder potential, (ii, iii) the spatial and momentum
entanglement spectrum as the Fermi level is varied, and (iv) the localization length as a function of energy.
The rows correspond to the system with uncorrelated disorder (first row), the RDM (second row), and the
RTM (third row).
The reason for showing the Fourier components of the disorder potential will become apparent in the next
section when we discuss the intuition behind the behavior of the momentum entanglement of the ground
state. For now, let us focus on the second, third and fourth columns. For these particular calculations, we
have chosen the disorder strength to be b = −0.5t. For this value of disorder strength, both the RDM and
the RTM will present delocalized states in the energy spectrum.
The spatial entanglement spectrum is the conventional type of entanglement cut discussed in the litera-
ture. In the case of the RDM and RTM, as can be seen in Fig. 3.1f and Fig. 3.1j, we find that the spatial
entanglement modes appear to cluster when the Fermi energy is positioned within the set of delocalized
states. We can tell where extended states should exist in the energy spectrum by noticing the energy at
which the localization length diverges in Fig. 3.1h and Fig. 3.1l, respectively. As a comparison, for the
case of uncorrelated disorder, there are no obvious features in the entanglement and, correspondingly, no
divergence of the localization length.
This type of clustering behavior was also observed in Ref.[77] in the context of disordered Chern insulators,
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where delocalized states were detected when the Fermi-level was scanned through the energy spectrum. The
clustering of entanglement modes can be thought also as level repulsion, which leads to the entire region
between [0, 1] to be filled with entanglement modes. As the Fermi energy leaves the region of extended
states and approaches the edges of the energy band, where eigenstates are more strongly localized, the
spatial entanglement structure does not present any salient features. The entanglement modes seem to be
randomly distributed, without any evidence of clustering.
Although there are some signatures in the spatial entanglement spectrum of the extended states, they are
not particularly clear. By contrast, it turns out that if we compute the entanglement entropy and average
over many disorder configurations, we are able to establish the presence of a delocalized state. A result that
is well known in the study of critical one-dimensional systems is that the scaling of the spatial entanglement
entropy with subsystem size ` takes the functional form
S =
c
3
log
[
N
pi
sin
(
pi`
N
)]
+ s0, (3.9)
where s0 is a non-universal constant, and c is a universal coefficient that depends on the critical properties
of the ground state. We calculated this quantity and averaged over several disorder configurations when
the Fermi energy is precisely at the resonant energy. The resulting calculation for the RDM and RTM is
shown in Fig. 3.2a,b. The red curve corresponds to Eq.4.44 with c = 1, and the blue dots are the numerical
calculation. The green dots correspond to when the disorder strength is increased beyond the transition
point so that every state in the energy spectrum is localized.
There is clear agreement between the analytical expression and the numerical calculation. For the clean
system, we necessarily get c = 1 for all Fermi-energies away from the band-edges, because the low-energy
theory is that of a c = 1 Dirac fermion. Obtaining the same result in the disordered case is not completely
obvious. For example, in the disordered XX spin-1/2 chain, which we will discuss in Chapter 4, it turns out
that this coefficient is multiplied by a log 2 correction [88]. For the RDM and RTM, however, we obtain c = 1
in the disordered case. This conclusion for the spatial entanglement scaling was arrived at as well in Ref.
[64]. In the next section, we will argue why this is an expected result in terms of the Fourier components of
the disorder potential of the random n-mer models.
There is a significant contrast between spatial and momentum entanglement. The momentum entangle-
ment spectra for the RDM and RTM are shown in Fig. 3.1g and Fig. 3.1k, respectively. When the Fermi
energy approaches the resonant energies, the momentum entanglement modes cluster near 0 and 1. On the
other hand, the entanglement modes move toward 1/2 when the Fermi energy enters the region of localized
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Figure 3.3: Momentum entanglement spectrum and entropy of the random dimer model: The momentum
entanglement spectrum is shown in (a) as a function of the disorder strength and (b) (c) (d) (e) as a function
of the Fermi energy for different disorder strengths. The momentum entanglement entropy is shown in (f) as
a function of the disorder strength and (g) (h) (i) (j) as a function of the Fermi energy for different disorder
strengths. The different disorder strengths are correlated with the locations of the horizontal lines in (a),
(f) and the colors of the lower plots correspond to the colored dashed lines in the top plots. For all of these
plots, we used N = 1000.
states. Note in particular that when the Fermi energy is near the edges of the energy band, where states are
most strongly localized, the momentum entanglement modes fill densely the region around 1/2. It is thus
clear that the delocalized states are revealed by a sharp suppression of momentum entanglement. These
signatures are remarkable, given that this is seen for a single disorder realization, with no disorder-averaging
needed. These observations suggest momentum entanglement could be a powerful tool for studying disor-
dered problems. Let us explore further this strong suppression of momentum entanglement as a function of
disorder strength.
3.3.3 Transition to the localized state at strong disorder
Let us now focus only on the momentum entanglement, and discuss the localization transition as a function
of disorder strength b. For simplicity, we will use the RDM and we will choose the Fermi energy to be at
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Ef = 0, which corresponds to the resonant value. In Fig. 3.3a,f we present the momentum entanglement
spectrum and entropy, respectively, as a function of disorder strength. In order to correlate with the results
of the previous section, we also show in Fig. 3.3b,c,d,e the entanglement spectrum as a function of Fermi
energy for each of the disorder strengths denoted by dashed lines in Fig. 3.3a. A similar set of figures
showing the corresponding momentum entanglement entropy is shown in Fig. 3.3f as a function of disorder
strength and Fig. 3.3g,h,i,j as a function of Fermi energy.
In these figures we also see sharp features that are consistent with momentum entanglement serving as an
indicator of delocalized states in the system. In Fig. 3.3a we see that, as the disorder strength b is increased,
there is a smooth spread of entanglement modes and, thus, gradual increase of momentum entanglement.
This spread of entanglement modes speeds up, however, when the disorder strength approaches the transition
point. Correspondingly, we can observe a smooth increase in the momentum entanglement entropy until the
transition point where the delocalized states cease to exist (b = 2).
When the transition point is reached, the vicinity of 1/2 gets filled with entanglement modes which
seemingly leads to a discontinuous change in the slope of the entanglement entropy as a function of disorder
strength. We could thus characterize the Anderson insulator transition by a saturation of momentum
entanglement modes near 1/2 after which the rate of increase of momentum entanglement decreases. It is
quite remarkable that the momentum entanglement spectrum is able to capture all of these features in such
a clean way, even though the system is disordered and there is no need to perform disorder averaging. This
contrasts with the spatial entanglement, where the entanglement spectrum was not particularly clear, and
the entanglement entropy scaling required averaging over many disorder realizations to obtain a clear result.
3.3.4 Connection between the absence of momentum entanglement and
delocalization
So far, we have found that momentum entanglement can detect very accurately the delocalized states of
the random n-mer models. We will now argue why the connection between delocalization and momentum
entanglement suppression is in fact natural.
The fundamental idea that links momentum entanglement suppression and the existence of delocalized
states is the complete suppression of certain scattering events. This is due to the correlated nature of
disorder that we have been using. To be more concrete, let us write out the Fourier components of the
disorder potential Vm:
V∆k = (b − a) [δk,k′ + f (∆k, {ri})S(∆k)] , (3.10)
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where ∆k = k′ − k, the ri label the random positions of the n-mers, f(∆k, {ri}) = 1√N
∑
i e
iri(k−k′) is
a factor that depends on the disorder realization that is generated, and the structure factor Sn(∆k) =
1√
N
∑n−1
m=0 e
im(k−k′) is a fixed factor that does not depend on the disorder realization.
The underlying mechanism of delocalization in the random n-mer models is rooted in the functional form
of Sn(∆k): it has n−1 exact zeroes at the momentum differences ∆k = Qn(m) = 2pim/n, m = 1, · · · , n−1.
These zeroes can be seen in Fig.3.1e,i for the RDM and RTM, respectively. It follows that whenever
∆k = Qn(m), scattering is exactly suppressed.
Now, these momentum exchanges are important primarily when the Fermi points have wave vectors that
differ by Qn(m). Using the clean-limit band structure (k) = 2t cos k, we note that the group velocity of the
Bloch states is given by v(k) = −2t sin k. This implies that the two Fermi points of the ground state will
always have opposite velocities. Thus, the zeroes of Sn(∆k) in effect suppress scattering between left and
right movers. If we use the band structure (k) to find the energies for which the two Fermi wave vectors
differ by an amount Qn(m), then we obtain the energies
En(m) = a − 2t cos
(pim
n
)
. (3.11)
That is, we find precisely the resonant energies that were found through other means for the random n-mer
models. We expect that since the scattering is suppressed (although it is not exacly zero) in the vicinity
of the wave vector differences Qn(m), there should be an enhancement of the localization length for single-
particle states in the vicinity of the energies En(m), which is consistent with the physics of the random
n-mer models.
From these observations, it thus becomes clear that there should be a natural connection between the
existence of delocalized states and the corresponding momentum entanglement of the ground state. A
nonzero value of momentum entanglement is expected to encode correlations between left and right movers
along the one dimensional system. These correlations between left and right movers should naturally arise
when there is scattering induced by impurities in the system. Thus, if the disorder suppresses these scattering
events, then left and right movers become less correlated and, as a consequence, less entangled. In other
words, the delocalized states in these types of models are robust because the disorder potential avoids the
build-up of correlations between left and right movers or, in other words, it supresses their momentum
entanglement.
It is interesting to note that, even though the ground state is usually composed of both localized and
delocalized states, the momentum entanglement continues to be suppressed whenever the Fermi energy is
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at the resonant value. It is as though the filled localized states that are far from the Fermi energy do not
contribute to the entanglement of the system. This seems counter to the intuition we developed in Section
3.2.2. In that section, we found that a single localized state has a momentum entanglement entropy ln 2.
The naive expectation is then that if we have several of these localized states, we should obtain a saturation
of momentum entanglement.
We can actually improve our understanding of this counterintuitive behavior. The suppresed scattering
that characterizes the random n-mer models can be thought of as a mechanism that inhibits hybridization
between states above and below the resonant energies. For example, it can be numerically checked that
in the RDM case, the suppressed scattering is very efficient in forming a ground state where the occupied
single-particle states are linear combinations of Bloch wave states that have energies below the resonant
energy of the original clean system. More precisely, if we label the set of states below the resonant energy
by Γ, then one can say that states in Γ largely hybridize with states in the same set.
Suppose we now construct the ground state, which is a Slater determinant, with Ef = 0. Because of the
restricted form of hybridization, then this ground state should be of the form γ†n ≈
∑
k∈Γ αn(k)c
†
k. Such
restricted form of the single-particle states is sufficient for us to conclude that
|Ω〉 ≈
∏
n∈occ.
γ†n|0〉 =
∏
n∈occ.
(∑
k∈Γ
αn(k)c
†
k
)
|0〉 =
∏
k∈Γ
c†k|0〉 (3.12)
where the last equality holds up to a global phase, which does not affect the calculation of the entanglement
of the system. This form of the ground state is very suggestive. Even though the system is disordered
and composed by a mixture of localized and delocalized states, this result tells us that the ground state
is approximately a state of delocalized states of the clean system in disguise. In terms of the correlation
matrix, this implies that, indeed, the off-diagonal matrix elements are vanishingly small due to intereference
effects, so that it is actually approximately diagonal.
Finally, this discussion allows us to clarify another property of the momentum entanglement spectra we
obtained numerically. Even though we find a sharp suppression of momentum entanglement, it is nevertheless
clear that there are lingering 1/2 entanglement modes that appear even in the delocalized region (see e.g.,
Fig. 3.3b). As it turns out, closer inspection reveals that such modes appear depending on whether the
number of states is even or odd.
We can directly understand these lingering entanglement modes in the weak-disorder limit. In this limit,
scattering will generically hybridize states which are degenerate, even if scattering is strongly suppressed.
Thus, we obtain the states γ†± =
1√
2
(
c†k ± c†−k
)
. It is clear now that if we occupy only one of these states, for
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Figure 3.4: (a) Aubry-Andre´ potential in position space. (b) The corresponding Fourier components. (c)
Momentum entanglement spectrum as a function of the Fermi energy. (d) Localization length as a function
of energy. Subfigures (c), (d) are for W = 1.
example |ψ〉 = γ†−|0〉, then the momentum entanglement spectrum will have a 1/2 mode. This would occur
if we had an odd number of occupied states. In contrast, if we occupy both states, so that the number of
particles is even, then we arrive at the factorized state |ψ〉 = γ†+γ†−|0〉 = c†kc†−k|0〉, which has zero momentum
entanglement. In this manner, we will generically obtain a sequence of 1/2 modes for an odd number of
particle, independent of the form of the potential used.
3.4 The case of quasiperiodic potentials and interaction effects
on the momentum entanglement
3.4.1 The Aubry-Andre´ model
In previous sections, we elucidated the fundamental mechanism linking the existence of delocalized states
and the suppression of momentum entanglement. It will be useful to explore this connection in a different
type of model, namely that of a quasiperiodic lattice known as the Aubry-Andre´ model (AAM). It will turn
out that there are aspects of this model which are similar to the random n-mer models. The advantage here
is that we do not have to perform disorder averaging. This will be convenient when studying the effects of
interactions. It is known that the AAM exhibits a localization transition even in the interacting case [76].
The Hamiltonian of the AAM takes the form
H = −
N∑
m=1
t
(
c†m+1cm + c
†
mcm+1
)
+
N∑
m=1
Wmc
†
mcm, (3.13)
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where the Aubry-Andre´ potential is given by
Wn = W cos (2piαn) . (3.14)
In this expression, α is a free parameter that is chosen as close to an irrational number as possible. Typically,
one chooses the golden ratio. Similar to the case of the random n-mer models, this potential induces a
localization transition at a known value of the potential strength W . One can arrive at this conclusion by
comparing the Hamiltonians in momentum and positions space. For low W , the position space Hamiltonian
is dominated by tunneling, whereas the momentum space Hamiltonian is dominated by an effective potential
term determined by t. The converse is obtained when W is strong enough. There is thus a self-dual point
given by Wc = 2t, which is the critical point that seperates the delocalized and localized ground states.
The objective in this section is to study the impact that interactions could have on the signatures of
momentum entanglement across localization transitions. Since interactions are another source of momentum
exchange between particles, it is expected that momentum entanglement will be affected by their inclusion
into the Hamiltonian. In order keep the physics simple enough, the most basic choice of interactions that
we can add to the Hamiltonian is a nearest neighbour repulsive Hubbard term
Hint =
∑
i
Unˆnnˆi+1, (3.15)
where ni is the particle number on site i. Remarkably, there are not many studies of the interacting AAM
system at half filling. To the best of our knowledge, the interacting model has been studied only with two
particles (see e.g. Ref. [89]), and also in the context of the many-body localization of highly excited states
[76].
For now, we will set U = 0, and turn it on at a later stage. Similar to random n-mer models, when
W = 0 the dispersion relation takes the form E(k) = −2t cos k. We thus again classify the left movers
by momenta in the range k ∈ (−pi, 0), whereas right movers have momenta in the range k ∈ (0, pi). The
entanglement cut is thus the same we used for the random n-mer models. Finally, on a technical note, we
must ask that the potential satisfy Wn+N = Wn due to our use of periodic boundary conditions. Thus, we
have to approximate α consistently by using a fraction of relative prime numbers. In what follows, we will
use a lattice size N = 102 for the non-interacting calculations, so that our approximation of the golden ratio
with periodic boundary conditions will be α = 167/102 ≈ 1.637. When we introduce interactions, we will
use N = 14 at half-filling, and choose α = 24/14 ≈ 1.64.
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Figure 3.5: Entanglement of the Aubry-Andre´ model: (a) and (b) show the spatial and momentum entangle-
ment spectrum as a function of the AAM potential height; (c) and (d) show the corresponding momentum
and spatial entanglement entropy; (e) and (f) show the derivative of the momentum and spatial entanglement
entropies with respect to W , both showing peaks at the phase transition when Wc = 2.
3.4.2 Signatures of the phase transition in the non-interacting Aubry-Andre´
model
Let us examine the potential profile and the corresponding Fourier components. We show this in Figs. 3.4
a,b. We also show Figs. 3.4c,d the momentum entanglement spectrum as a function of Fermi energy and
the localization length as a function of energy, both when W = 1. The Fourier components of the potential
shown in Fig. 3.4b are largely suppressed, except for two prominent peaks. These scattering peaks lead to
energy gaps. This is apparent in Fig. 3.4c. Within each of the bands, we find again that when scattering
is suppressed, the localization length diverges and the momentum entanglement is suppressed. Thus, the
AAM has properties which are similar to those of the random n-mer models. It should be noted, however,
that in the AAM case, all single-particle states are delocalized when W < Wc. It is only when W increases
beyond Wc that a fully localized ground state is obtained.
Before addressing the interacting model, it will be useful to find a way to capture the localization
transition in the momentum entanglement entropy instead of the single-particle entanglement spectrum.
We show in Fig. 3.5a,b both the spatial and momentum entanglement spectra, respectively. We compare
these plots with those of the entanglement entropies in Fig. 3.5c,d as well as their derivatives with respect
to W in Fig. 3.5e,f. It is apparent, specially in the derivative of the spatial entanglement, that there is a
transition point at the value W = Wc.
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Figure 3.6: The top two figures show (a) the log of the configuration-basis inverse participation ratio η and
(b) the change in ground state energy after twisting the boundary conditions |∆E|, both as a function of
disorder strength. Each curve corresponds to a Hubbard interaction U = 0.0, 0.5, 1.0, 2.0, with the arrow
denoting the sense in which the interaction increases. The two lower plots show the corresponding derivative
of each curve so as to highlight the point where the transition occurs and how it shifts as the interaction is
increased.
The spatial entanglement spectrum is largely clustered around 0 and 1, except for a few modes in between
this range, for W below Wc. These entanglement modes correspond to the presence of delocalized states in
the system that correlate both halves of the lattice. As the transition point is reached, the few entanglement
modes that started off between 0 and 1 sharply deviate toward either 0 or 1. This means that the single-
particle states are rapidly becoming localized on either half of the system, and as a consequence are not
crossing the spatial entanglement cut. The sharp behavior of the entanglement modes near Wc translates
into an almost discontinuous behavior of the entanglement entropy. The derivative of the entanglement
entropy captures this discontinuity at Wc through a prominent peak shown in Fig. 3.5e.
On the other hand, similar to what we obtained for the random n-mer models, the momentum entangle-
ment spectrum starts off completely clustered around 0 and 1. As W gradually increases, the entanglement
modes begin to make their way toward 1/2. As the transition point is reached, the entanglement modes
sharply saturate around 1/2. This is manifested in the momentum entanglement entropy as a sharp rise at
Wc. Again, this translates in the first derivative developing a peak at the transition point, as shown in Fig.
3.5f.
With these results at hand, we can now try to take advantage of these observations to study the interacting
case, which we do in the following section.
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Figure 3.7: Many-body entanglement spectrum of the interacting Aubry-Andre´ model for: (top row) a
spatial entanglement cut and (bottom row) a momentum entanglement cut. Each column corresponds to a
Hubbard interaction strength U = 0.0, 0.5, 1.0, 2.0 respectively.
3.4.3 Participation ratio and twisting of boundary conditions
To determine whether the ground state is delocalized in the interacting case, we will make use of two of the
diagnostic quantities we introduced in Chapter 2. We will compute the change in ground state energy ∆E
when the boundary conditions change from periodic to antiperiodic, and will also calculate the normalized
configuration-basis participation ratio η which we defined in Eq.(2.34).
Lets us examine the behavior of these two diagnostic quantities. We show both log η and |∆E| in
Fig. 3.6a,b as a function of disorder strength for several values of the Hubbard interaction, namely U =
0.0, 0.5, 1.0, 2.0. When we turn off interactions U = 0.0, the behavior in both quantities is consistent with
our expectation that they should decrease significantly on the localized side. Interactions do not seem to
change the qualitative behavior appreciably. To better visualize the impact of interactions, we show in
Figs. 3.6c,d, the derivative with respect to W of the quantities log η and |∆E|. The derivative of these
functions have a dip at the transition point. As interactions increase, the dip shifts toward higher values of
the potential strength. This suggests that repulsive interactions favour delocalization of the ground state
so that it takes greater potential strength for the ground state to become localized. We caution that these
conclusions could be affected by significant finite size effects, so that in the thermodynamic limit the trend
might change. It has been found in Ref.[89] that the enhancement of delocalization for the two-particle
AAM model vanishes in the thermodynamic limit [89]. We will nevertheless use the present conclusions of
enhanced delocalization that we see in log η and |∆E| and compare this behavior with both their spatial
and momentum entanglement.
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3.4.4 Impact of interactions on the momentum entanglement of the ground
state
We now finally study the entanglement of the ground state in the presence of interactions. Since the ground
state is no longer a Slater determinant, we cannot use the standard approach we have used so far in terms
of single-particle entanglement spectra. We must in this case compute the full reduced density matrix of the
many-body system and then calculate its eigenvalues from which we can obtain the entanglement entropy.
Let us briefly explain how the reduced density matrix is obtained. We begin by writing the ground state
in the form
|Ω〉 =
∑
KL,KR
ψ(KL,KR)|KL,KR〉, (3.16)
where |KL,KR〉 = |kL1 . . . kLnL , kR1 . . . kRnR〉 =
[∏nL
k∈KL c
†
k
] [∏nR
k′∈KR c
†
k′
]
|0〉, and nL (nR) is the number
of left (right) moving particles for a given Slater determinant built out of momentum states |KL,KR〉. The
full density matrix of the system is ρ = |Ω〉〈Ω| which leads to
[ρ]
K′R,K
′
L
KR,KL
= ψ∗(KR,KL)ψ(K ′R,K
′
L). (3.17)
Using this matrix, we compute the reduced density matrix as
[ρL]
K′L
KL
=
∑
KR
ψ∗(KR,KL)ψ(KR,K ′L). (3.18)
This matrix describes the physics of left-moving states determined by the original ground state |Ω〉. Using
the eigenavlues of ρL, namely the quantities
{
e−Λn
}
as per the Schmidt-decomposition, we can then finally
compute the entanglement entropy. The same type of procedure can be carried out for computing the spatial
entanglement of the ground state.
Let us now compute both the spatial and momentum entanglement using the same values of interaction
strength U we used in Fig. 3.6. Before computing the entanglement entropy, we first analyze the entangle-
ment spectrum {Λn} in Fig. 3.7. Note that, since the contribution to the entanglement entropy of each Λn
is Λne
−Λn , the maximum contribution to the entanglement occurs when Λn = 1. It follows that what we
need to focus on is how close Λn gets to 1.
Concerning spatial entanglement, the spectrum appears qualitatively the same for each value of the
interaction strength: when the system is delocalized W < Wc(= 2), most entanglement modes are shifted
away from Λn = 1, with a few of them near Λn = 1. When the system is localized W > Wc, the entanglement
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Figure 3.8: Entanglement entropies for the interacting Aubry-Andre´ model: (a) and (b) show the spatial and
momentum entanglement entropy, respectively, as a function of disorder strength for U = 0.0, 0.5, 1.0, 2.0.
The arrow shows the direction of increase of the interaction strength. (c) and (d) show the derivative of
both types of entanglement entropy, which illustrate how the transition point shifts as a function of the
interaction strength.
modes move to higher values and, thus, the ground state becomes less entangled. Overall, the basic effect
of interactions is to shift entanglement modes toward Λn = 1 for all potential strengths when the system is
delocalized. This behavior is consistent with the stabilization of the delocalized state we found using log η
and |∆E|. We will compute below the entanglement entropy, and we will find this consistency more clearly
in Fig. 3.8.
Let us now contrast the spatial entanglement with the momentum entanglement spectrum. On the
delocalized side, one encounters a gap in the vicinity of Λn = 1. As the potential strength is increased
and it approaches the transition point, a very significant shift of many-body entanglement modes occurs
toward Λn = 1. This implies a strong increase in the momentum entanglement of the system precisely
when the ground state is expected to become localized. Overall, we see that the effect of interactions is to
systematically increase momentum entanglement for all values of W .
Although it is difficult to see by eye, there is a slight indication in these figures that the gap around
Λn = 1 gets extended toward larger values of W when the interaction strength is increased. This is certainly
consistent with the behavior of log η and |∆E|, where we found that interactions increase the value of W for
which the system remains delocalized. More importantly, this gap could be the many-body generalization
of the suppression of momentum entanglement that correlates with the persistence of delocalized states in
the ground state.
To make it clearer that interactions do not wash out the special signatures in the momentum entanglement
we found for the single-particle case, let us analyze the behavior of the entanglement entropy in position
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and momentum space, which we show in Fig. 3.8a,b. These figures show that there is a drop (rise) in
spatial (momentum) entanglement for each value of U when W crosses the transition point. This is what
we expected, on general grounds, would happen at the localization transition. The derivatives of these
entanglement entropy curves are shown in Fig. 3.8c,d. Each of these curves shows an extremal point from
which we can infer clearly the trend of the transition point as a function of interaction strength. In both
cases, the trend matches the trend we found for the diagnostic quantities log η and |∆E|.
The consistent trend among all of these calculations reassures us that both the spatial and the momentum
entanglement serve to diagnose the localization transition, just as in the single-particle case. In particular,
both the many-body momentum entanglement spectrum as well as the momentum entanglement entropy
continue to carry signatures of delocalization in the ground state, even though interactions induce scattering
between all momentum states. Hence, these results suggest that momentum entanglement can be a useful
and robust tool to study a broad range of disordered systems.
3.5 Summary
In this chapter we have introduced the use of momentum entanglement as a novel tool to characterize
Anderson transitions. We found that momentum entanglement is able to clearly detect the presence of
delocalized states in the energy spectrum of a broad class of disordered systems. Furthermore, it is able
to detect the localization transition as a function of disorder strength. We provided a physical picture of
the connection between suppressed momentum entanglement and the existence of delocalized states. This
picture is based on the absence of scattering between right and left movers in the system. Finally, we
examined the extent to which these signatures survive the addition of interactions, and found that there are
encouraging signs that momentum entanglement is still useful in these cases as well.
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Chapter 4
Localization transitions of disordered
topological wires
4.1 Introduction
In this chapter, we study mechanisms for disorder-induced topological phase transitions 1. As we discussed
in Chapter 1, topological states of non-interacting fermions have been organized within a periodic table
based on symmetry and dimensionality [19, 90, 20]. A particular symmetry class that has been studied
extensively in the context of Anderson transitions is the so-called unitary class A, which is realized when
no symmetry is satisfied. This symmetry class only realizes topological states in even spatial dimensions. A
prime example of a state in this symmetry class is the integer quantum Hall insulator.
Topological states in the unitary class A are characterized by integer topological invariants called Chern
numbers [91]. These topological invariants have been found to remain quantized even in the presence
of disorder [92, 93]. For strong enough disorder, the system should undergo a phase transition into a
trivial state. In the symmetry class A, this phase transition occurs via the so-called levitation-annihilation
mechanism, which we schematically illustrate in Fig. 4.1. In the presence of disorder, all single-particle
states should be localized, except for a few states that remain delocalized and encode the Chern number that
characterizes the topology of the ground state. As the system becomes more disordered, these delocalized
states will gradually approach each other by moving in the energy spectrum, a process which is referred to
as levitation. Eventually, when a critical disorder strength is reached, these delocalized states collide with
each other and become localized, which is referred to as an annihilation process [94, 95]. Beyond this critical
point the ground state becomes trivial. This mechanism is has been confirmed in other symmetry classes in
the periodic table [23, 96, 78, 97].
Interestingly, from the periodic table of topological states one could argue that the AIII symmetry class,
which satisfies chiral symmetry, is the natural complement of the A unitary class in odd spatial dimensions
[19, 98]. One might thus expect that in the AIII class topological states also follow the levitation-annihilation
1The material presented in this chapter was published in: Ian Mondragon-Shem, Juntao Song, Emil Prodan and Taylor L.
Hughes, Phys. Rev. Lett. 113 (4), 046802 (2013); Ian Mondragon-Shem and Taylor L. Hughes, Phys. Rev. B 90 (10), 104204
(2014). Some of the figures and their captions are reprinted in this chapter from these publications with minor modifications.
Copyright by the American Physical Society (APS). Reuse permitted according to APS copyright policies.
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Figure 4.1: Schematic representation of the levitation-annihilation mechanism. The energy bands for a
topological system are shown for increasing disorder strength. The blue regions represent delocalized states,
whereas yellow regions denote Anderson localized states. As disorder strength increases, most states become
localized except for a subset that carry the topological invariant. Such delocalized states levitate and
annihilate at a critical point, after which the system becomes trivial.
mechanism. Remarkably, as we will discuss in this chapter, this is in fact not the case.
To show how the AIII symmetry class is different, we will focus on studying mechanisms for disorder-
induced topological phase transitions in chiral-symmetric wires. We will find that these phase transitions
occur via a special type of delocalized state that emerges at strong disorder. Such a delocalized state is
different from the ones we studied in Chapter 3. The delocalized state in the AIII wire arises from an
unconventional mechanism that is fundamentally different from the levitation-annihilation picture. We will
show that the nature of this topological phase transition is clearly revealed when one examines the topology
of the ground state in real space.
This chapter is organized as follows. In Section 4.2, we discuss basic aspects of chiral symmetric sys-
tems. In Section 4.3, we introduce a minimal two-band model that satisfies chiral symmetry which we use
throughout the chapter. We characterize its topological properties and explain the connection between its
topological invariant and the polarization of the system. In Section 4.4, we study the phenomenology of
the disorder-induced topological phase transition by calculating the localization length and the topological
invariant of the system as a function of disorder strength. In Section 4.5, we present a physical picture
explaining this topological phase transition in real-space. This picture is obtained in terms of a mapping to
a disordered spin chain, from which we can derive an explicit expression for the topological invariant. Section
4.6 is a brief digression in which we apply the momentum entanglement tools from Chapter 3 to study the
topological phase transition of the AIII wire. Finally, we summarize in Section 4.7 the main results from
this chapter.
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4.2 Chiral symmetric systems
Systems with chiral symmetry satisfy the constraint that there exists an operator S that anticommutes with
the Hamiltonian:
{S,H} = 0, S2 = 1. (4.1)
One way in which this constraint can be physically realized is by breaking both time-reversal T and particle-
hole C symmetry while still respecting their product S = TC. The anticommutation condition imposed by
chiral symmetry makes the energy spectrum symmetric around zero. Furthermore, in a basis in which S is
diagonal, the Hamiltonian and, as a consequence, its spectrally flattened version Q take a block off-diagonal
form. The latter operator can be written as
Q = 2P − I =
 0 q
q† 0
 , (4.2)
where P is the projection operator into the occupied states, I is the identity operator, and q is a unitary
matrix.
If translational symmetry is preserved as well, the Hamiltonian is block-diagonal with respect to the
momentum index. The condition for chiral symmetry then becomes {S, h(k)} = 0, where k is the crystal
momentum. In this case, the off-diagonal block q(k) is also labeled by k, and thus it constitutes a mapping
from the Brillouin zone to the group of unitary matrices. This mapping is known in mathematics to be
nontrivial in odd spatial dimensions. It can be characterized by an integer topological invariant, also called
a winding invariant, that is given by
ν2n+1 =
(−1)nn!
(2n+ 1)!
(
i
2pi
)n+1
γ1...γ2n+1
∫
Tr
[
q†∂γ1q . . . q
†∂γ2n+1q
]
d2n+1k, (4.3)
where summation over repeated indices is implied and γ1...γ2n+1 is the Levi-Civita symbol. Thus, similar
to the symmetry class A, topological states in class AIII are classified by a Z invariant. If a system has
a nontrivial value for its topological invariant, then at the boundary of the system there will be gapless
fermions which are protected by the bulk topology.
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4.3 Topology of an AIII wire in the clean limit
4.3.1 Minimal model
In what follows, we will focus primarily on the lowest possible dimension that realizes a topological state in
class AIII, namely in one dimension, both for its simplicity and because the effects of Anderson localization
are strongest. To be concrete, we will base our discussion on the following two-band model
H =
∑
n
{
t
[
c†n
(σ1 + iσ2)
2
cn+1 + h.c.
]
+m c†nσ2cn
}
, (4.4)
where n labels the lattice sites, the σα’s are the Pauli matrices and c
†
n = (c
†
n,A, c
†
n,B) creates fermions of
orbital-type A or B at site n. This two-band model only preserves chiral symmetry SHS−1 = −H, with
S =
∑
n c
†
nσ3cn,. The last term in Eq.(4.4) breaks both particle-hole (C = σ3K) as well as time-reversal
(T = K, K= complex conjugation) symmetries. Although this model is very simple, it captures the main
physics of the AIII class that we want to elucidate. Since there are not generic degeneracies protected by
chiral symmetry, any gapped chiral-symmetric system can be adiabatically deformed into an independent
sum of two-band models like Eq.(4.4).
4.3.2 Topology of the ground state in momentum space
The Bloch Hamiltonian of the two-band model in the AIII class is given by
h(k) = d1(k)σ
1 + d2(k)σ
2 (4.5)
where d1 = t cos k and d2 = (m + t sin k). The chiral symmetry condition is σ3h(k)σ
−1
3 = −h(k). In
accordance with Eq.(4.3), the topological invariant of the AIII wire is given by
ν =
1
2pii
∫ 2pi
0
dkq†∂kq. (4.6)
When we express this in terms of the d1,2 coeficients of the Hamiltonian, we obtain the suggestive expression
ν =
1
2pi
∫ 2pi
0
dk ij dˆi∂kdˆj , (4.7)
where dˆ is the normalized vector (d1, d2). This expression illustrates the manner in which the topology of the
AIII wire is encoded in momentum space, since it counts how many times the unit vector dˆ rotates around
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Figure 4.2: Illustration of how the topology of the AIII wire is encoded in momentum space according to
Eq.4.7. The yellow circle represents the one-dimensional BZ and the green arrows represent the d vector.
In the left figure, the vector does not rotate as the BZ is traversed, so the topological invariant is ν = 0. In
the figure on the right, the vector rotates once, and thus the invariant is ν = 1.
the circle as one traverses the BZ. We schematically show the difference between the trivial and topological
states in Fig. 4.2.
More explicitly, using the model we wrote down in the previous section, we have the Hamiltonian
h(k) =
 0 eik − im
e−ik + im 0
 . (4.8)
Since the chiral operator is already diagonal, the Hamiltonian is automatically in block-off diagonal form.
The q(k) matrix in this case is just a number given by
q(k) =
(eik − im)√
1 +m2 + 2m sin k
. (4.9)
The topological invariant yields ν = +1 for m ∈ (−1, 1) and ν = 0 otherwise. In Fig. 4.3, we show on the
left panel the energy spectrum as a function of momentum for m = 0.5, where it is clear that the system
is gapped. By contrast, on the right panel we show the energy spectrum with open boundary conditions
and the topological invariant as a function of the parameter m. When m is in the topological regime, the
spectrum has zero modes which are spatially localized to the boundary of the system. There is a gapless point
at the values m = ±1, which constitutes the topological phase transition when the system is translationally
invariant. Beyond these gapless points, the zero modes dissappear, which means the system has become
trivial.
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Figure 4.3: Left: energy dispersion as a function of momentum space of the AIII wire when m = 0.5. Right:
topological invariant (top panel) and energy spectrum when the system has open boundary conditions as a
function of m (bottom pannel).
4.3.3 Physical interpretation of the winding invariant
A physical interpretation of the winding invariant in one dimension can be obtained in terms of the polar-
ization of the system. In the study of 1D topological insulators, it is standard to express the polarization in
terms of Berry phases [99, 100, 101]. In particular, the polarization can be expressed as [102, 103, 104]
P =
1
2pi
∑
α∈occ.
∫ 2pi
0
dk Aαα(k), (4.10)
where Aαβ(k) = i〈uα(k)|∂k|uβ(k)〉 are the matrix elements of the Berry connection, and |uα(k)〉 is a Bloch
state of the energy band labeled by α. The polarization can change by an integer under gauge transformations
of the occupied bands. Our physical interpretation of the winding will consist on establishing the relation
2P = ν mod 2. This implies that the parity of the winding invariant determines the nontrivial polarization
of the AIII wire. For the purposes of this proof, we will assume a general one-dimensional chiral symmetric
system with any number of bands.
To show the relationship between winding and polarization, we begin by noting that the winding invariant
can be written in terms of the “skew-polarization:”
ν =
1
pi
∫ 2pi
0
dk A˜(k), A˜(k) = i
∑
α∈occ.
〈Suα(k)|∂k|uα(k)〉. (4.11)
In contrast to the polarization expression, the winding invariant is computed using the off-diagonal elements
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of the Berry connection. The skew-polarization is gauge-invariant because |uα(k)〉 and its chiral-symmetric
partner S|uα(k)〉 are orthogonal. Next, note that
Tr[A(k)] = i
∑
α∈occ.
〈uα(k)|∂k|uα(k)〉 = i
∑
α∈occ.
〈Suα(k)|∂k|Suα(k)〉 = i
∑
α∈unocc.
〈uα(k)|∂k|uα(k)〉. (4.12)
Hence, the polarization of the occupied bands Po must be equal to the polarization of the unoccupied bands
Pu. At the same time, the polarization of all of the bands when they are completely filled must be an integer
because in that case the system is a trivial insulator. Thus, we know that Po + Pu ∈ Z, and hence 2Po ∈ Z.
This means that chiral symmetry quantizes the polarization in units of 1/2, i.e., Po =
n
2 for n ∈ Z.
Now, let us consider a basis in which the chiral operator S is diagonal. Since we are considering gapped
chiral symmetric systems, the Hamiltonian h(k) must necessarily have an even number of bands, since for
each negative energy state there is a corresponding positive energy state. In this diagonal basis, the chiral
operator S generically is of the form S = τz ⊗ IN where the total number of bands is 2N , IN is the N ×N
identity matrix, and τz is the diagonal Pauli matrix. In this basis, we can choose the Bloch functions of the
occupied bands to be of the form
|uα(k)〉 =
 v1α(k)
v2α(k)
 , (4.13)
where α = 1, 2, . . . N and v1α, v2α are N -component spinors. Due to the anticommutation property of S
with the Hamiltonian, the corresponding unoccupied bands are given by
|Suα(k)〉 =
 v1α(k)
−v2α(k)
 . (4.14)
Now, the requirement that states from different bands satisfy orthonormality leads to the constraints
v†1α(k)v1β(k) + v
†
2α(k)v2β(k) = δαβ ,
v†1α(k)v1β(k)− v†2α(k)v2β(k) = 0, (4.15)
where the second constraint comes from 〈Suα(k)|uβ(k)〉 = 0.
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The explicit expressions for the polarization and winding of the occupied bands take the form
2Po =
2i
2pi
∫
dk
∑
α∈occ.
[
v†1α(k)∂kv1α(k) + v
†
2α(k)∂kv2α(k)
]
,
ν =
i
pi
∫
dk
∑
α∈occ.
[
v†1α(k)∂kv1α(k)− v†2α(k)∂kv2α(k)
]
.
Since we know that both 2Po and ν are integers it follows that 2Po ± ν are also integers. We can as a
consequence define the numbers c±
c+ ≡ 2Po + ν = 4i
2pi
∫
dk
∑
α∈occ.
[
v†1α(k)∂kv1α(k)
]
,
c− ≡ 2Po − ν = 4i
2pi
∫
dk
∑
α∈occ.
[
v†2α(k)∂kv2α(k)
]
. (4.16)
From these definitions, we see that
2Po =
c+ + c−
2
, ν =
c+ − c−
2
. (4.17)
Finally, we need to show that c± must always be even. We need only observe that
√
2v1α(k) and
√
2v2α(k) are
normalized to unity from the constraints in Eq. (4.15). Thus, for each band the quantities i2pi
∫
dk
[√
2v†1α∂k
√
2v1α
]
and i2pi
∫
dk
[√
2v†2α∂k
√
2v2α
]
must both be equal to integers. Because there is an additional factor of two
in the definition of c±, this shows that c± are even integers. Since the sum and difference of two integers
must have the same parity, we thus arrive at the desired result:
2Po = ν mod 2. (4.18)
This connection between the topological invariant of the AIII wire and the polarization of the system provides
a physical interpretation for the winding invariant. Whenever ν is odd, the system develops a nontrivial
polarization P0 = 1/2.
4.4 Phenomenology of the disorder-induced topological phase
transition
Let us now consider adding disorder to the AIII wire. There are two types of symmetry-preserving dis-
order that we can consider, namely we can make both the tunneling as well as the mass parameter m
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inhomogeneous:
H =
∑
n
{
tn
[
1/2 c†n(σ1 + iσ2)cn+1 + h.c.
]
+mn c
†
nσ2cn
}
. (4.19)
We assume uncorrelated disorder, so we use tn = 1+W1ωn, mn = m+W2ω
′
n, where ωn, ω
′
n are independent
randomly generated numbers in the uniform range [−0.5, 0.5]. As before, the model in Eq.(4.19) preserves
only chiral symmetry SHS−1 = −H, with S = ∑n c†nσ3cn.
4.4.1 Winding invariant as a function of disorder
Let us study the behavior of the topological invariant as a function of disorder. We first need to obtain an
expression for the topological invariant that does not assume translational invariance. To do this, we will
extrapolate Eq.(4.6) to a real-space representation.
To set up some notation, consider the spectrally flattened version of the Hamiltonian: H → Q ≡
P+−P−, where P± are the projection operators into the positive and negative energy single-particle states,
respectively. Since S† = S and S2 = 1, the eigenvalues of the chiral operator are ±1. We can decompose
this operator as S = S+ − S−, where S± are the projectors for the ±1 eigenvalues. Any operator that
anticommutes with S, and in particular Q, can be written as Q = S+QS− + S−QS+, which is equivalent to
the statement that the Hamiltonian is block-off diagonal.
The generalization of the winding then proceeds by replacing each part of the expression Eq.(4.6) by
its real-space counterpart. First, let us recall that the integral over momentum space
∫ 2pi
0
dk
2pi tr{A(k)} for a
translational invariant operator A corresponds in real-space to a trace per unit volume, which we denote by
T . Furthermore, the derivative ∂k is equal to the commutator −i[X, ] in real-space, where X is the position
operator. We thus obtain the following form for the winding number in real-space:
ν = − T {Q−+[X,Q+−]}. (4.20)
As a consistency check, one can verify that, if translational symmetry is satisfied, this expression gives
back the original momentum-space expression Eq.(4.6). For completeness, we can write down a real-space
representation of Eq.(4.3) as well for the AIII-class in arbitrary (2n + 1)-dimensions by following the same
reasoning:
ν =
−(pii)n
(2n+ 1)!!
∑
ρ
(−1)ρT
{
2n+1∏
i=1
Q−+[Xρi , Q+−]
}
, (4.21)
where the sum runs over all possible permutations ρ of the indices. These real-space formulas are thus
suitable for studying systems with disorder. The passage of expressions for topological invariants from
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Figure 4.4: Winding number as a function of disorder strength obtained by using Eq.(4.20). We used the
parameters W1 = 0.5W and W2 = W . The black dots represent 200 disorder configurations and the solid
line is the average. Inset: the conduction and valence edges as functions of disorder strength, which shows
that the gap closes around W ≈ 3 (marked by the dashed line in the main figure).
momentum to position-space have been studied for systems that have Chern numbers, and they have been
evaluated successfully with very high precision using methods developed in Refs. [92, 105, 106, 107, 108].
For some disordered 1D topological phases one can formulate a topological invariant using transfer matrices
as well [109].
Let us now use Eq.(4.20) to determine how the topological invariant behaves as a function of disorder
strength. To be concrete, we set m = 0.5, which corresponds to ν = 1 (topological) when W1,2 → 0, and
ν = 0 (trivial) when W2 →∞, because the onsite potential commutes with X. We thus expect to encounter
a disorder-induced topological phase transition somewhere in between these two limits. The behavior of ν
as a function of disorder strength is shown in Fig. 4.4.
We find that the winding number remains quantized for a finite disorder strength, showing the robustness
of the topological state. Furthermore, it does not fluctuate even after the energy gap is filled with localized
states. By further increasing the disorder strength, there comes a point where a sharp change occurs from
ν = 1 to ν = 0. Increasing the disorder further keeps the winding invariant equal to zero.
The disorder-induced topological phase transition of the AIII wire must happen when ν changes from 1
to 0. We thus expect to find critical behavior when this occurs. To verify this, we calculate in the following
section the localization length of the disordered system.
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Figure 4.5: Left: Localization length as a function of energy and disorder strength W , where (m,W1,W2) =
(0,W, 0). Right: Localization length at zero energy for various parameter values. (a) The critical surface
(Λ → ∞) in the 3-dimensional phase space (m,W1,W2). The lines (1) and (2) represent the singular
points where the scaling is anomalous (see text). The next panels report maps of the winding number (b,c)
and localization length (d,e) as computed with Eqs. 4.20 and with the numerical transfer matrix method,
respectively, for two sections of the phase space defined by the constraints W2 = 2W1 = W (b,d) and
m = 0.5 (c,e). The analytic critical curves are shown as black/white lines in panels (b,c)/(d,e), respectively.
The computations of ν were done for N = 1000 and averaged over 10 disorder configurations. The transfer
matrix was iterated 108 times.
4.4.2 Divergence of the localization length: breakdown of the
levitation-annihilation picture
In general, we expect that a topological phase transition in an AIII wire should occur due to the presence
of critical states at the Fermi energy. It seems unreasonable for single-particles states that are localized
by disorder to change the topology of the ground state in the thermodynamic limit. We thus compute the
localization length of the single-particle states to track the presence of such delocalized states in the energy
spectrum, and hope to correlate them with the critical point we encountered in the previous section.
To numerically calculate the localization length, we use the transfer matrix approach we discussed in
Chapter 2. In the present case the transfer matrix Tn(E) at the position n and energy E is given by
Tn(E) =
 (γ+)−1 (Eσ0 − wnσ2) − (γ+)−1 γ−
σ0 0
 , (4.22)
where
γ+ = tn
(
1
2
σ1 − i
2
σ2
)
= (γ−)
†
. (4.23)
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In the left subfigure of Fig. 4.5, we show the calculation of the localization length as a function of both
energy and disorder strength W . For this figure, we have set (m,W1,W2) = (0,W, 0). It is apparent from
the behavior of the localization length that, apart from the W = 0 case, delocalization only occurs at zero
energy and at a single value of the disorder strength. This special point should thus be the disorder-induced
topological phase transition we are after. The fact that the critical point occurs at E = 0 is reasonable, as
it is chosen by the chiral symmetry constraint.
To make further progress, we note that due to a simplification that occurs for our model at E = 0, the
localization length can be computed exactly. To show this, note that the Schro¨dinger equation Hψ = 0 is
given by: tnψn−α,α + iαmnψn,α = 0, where α = ±1 corresponds to the orbital A and B site, respectively.
The solution to this equation is
ψn+ξα,α = i
n
n∏
j=1
(
tj
mj
)α
ψξα,α,
where ξα = 0, 1 for α = ±1, respectively. The inverse of the localization length Λ is:
Λ−1 = maxα=±1
[− lim
n→∞
1
n log |ψn+ξα,α|
]
=
∣∣ lim
n→∞
1
n
∑n
j=1(ln |tj | − ln |mj |)
∣∣.
Finally, by making use of Birkhoff’s ergodic theorem, we can use the ensemble average to evaluate the last
expression:
Λ−1 =
∣∣∣∣∣ 1/2∫−1/2 dω
1/2∫
−1/2
dω′ (ln |1 +W1ω| − ln |m+W2ω′|)
∣∣∣∣∣ .
Fortunately, the integration can be done analytically. In the regime of large W ’s where the arguments of
the logarithms can become negative, we obtain:
Λ−1 =
∣∣∣∣∣ln
[
|2 +W1|
1
W1
+ 12
|2−W1|
1
W1
− 12
|2m−W2|
m
W2
− 12
|2m+W2|
m
W2
+ 12
]∣∣∣∣∣ . (4.24)
We can now plot this expression of the localization length as a function of the parameters of the model and
determine for what values it diverges. This results in a surface in the three-dimensional parameter space
(m,W1,W2) which we show in Fig. 4.5a. The surface that is obtained divides the parameter space into two
regions, which we expect to be the topological and trivial states.
To illustrate this, we can take cross-sections of this surface and compare the result with the calculation
of the topological invariant from the previous section. As examples, in Fig. 4.5b and Fig. 4.5c we show
a typical comparison for the case when W2/W1 = 2 and m = 0.5. It is clear that the divergence of the
localization length (which in the figure appears as a black line) matches with the boundary that separates
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the two possible phases of the system. Furthermore, the localization length was also obtained numerically
in Fig. 4.5d and Fig. 4.5e, where we can confirm that it diverges in accordance with the analytic critical
line obtained from Eq. (4.24).
We can use the analytic expression for the localization length to obtain its behavior near the critical
point. Let us denote a point on the critical surface as (mc,W
c
1 ,W
c
2 ). We will choose to vary m in an interval
[mc − ,mc + ]. The inverse of the localization length can be rewritten in the form
Λ−1(m) =
∣∣∣ln [|2 +W c1 | 1Wc1 + 12/|2−W c1 | 1Wc1 − 12 ]+ ( mW c2 − 12) ln |2m−W c2 | − ( mW c2 + 12) ln |2m+W c2 |∣∣∣ .
(4.25)
Except for when mc = ±1/2W c2 , each of the terms inside the absolute value are analytic around mc, and
their sum must add up to zero when m = mc. As a result, we must have that Λ
−1(m) = |m − mc|[c0 +
c1(m−mc)2 . . .], which means that the localization length behaves as Λ(m) ∼ |m−mc|−1.
Let us now examine what happens when mc = ±1/2W c2 , which we show as line (1) in Fig. 4.5. If
mc = 1/2W
c
2 , then we obtain
Λ−1(m) =
∣∣∣ln [|2 +W c1 | 1Wc1 + 12 /|2−W c1 | 1Wc1 − 12 ]+ 1W c2 (m−mc) ln |2(m−mc)| − 1W c2 (m+mc) ln |2(m+mc)|∣∣∣ .
(4.26)
By definition, the complete expression must vanish when m = mc. Now, the second term vanishes on its
own when m = mc. Thus, the first and third term, which are both analytic at m = mc, must cancel each
other. We finally conclude then that
Λ−1(m) =
∣∣∣∣ 1W c2 |m−mc| ln |m−mc|+ c1|m−mc|+ c2(m−mc)2 . . .
∣∣∣∣ . (4.27)
Thus, the localization length behaves as
Λ(m) ∼ W
c
2
|m−mc| ln |m−mc| .
Something similar happens when W c1 = 2, which we show as line (2) in Fig. 4.5.
So far, we have explored the main phenomenological aspects of the disorder-induced topological phase
transition. It is clear by now that the levitation-annihilation picture breaks down completely in this class
of topological states. The next step is then to provide a conceptual understanding for these observations,
which is what we discuss in the next section.
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4.5 Elucidating the topological phase transition in real-space
4.5.1 Heuristic picture
In order to understand the underlying mechanism for the disorder-induced topological phase transition of
the AIII wire, it is useful to consider the ground state when m = 0, deep in the topological phase. In this
limit, the energy bands are flat and one can construct explicitly localized single-particle eigenstates. This
is possible since, in one-dimensional systems, it has been shown that there is no obstruction to defining
localized Wannier functions [110, 111, 112, 113, 114].
In our case, when we set m = 0, the Bloch wavefunctions are given by |u±(k)〉 = 1√2 (d1 + id2, ±1)T ,
where d1 + id2 = e
ik. Recall from Eq.(4.7) that the winding invariant can be interpreted as the number
of times the vector (d1, d2) rotates across the Brillouin zone. Since d1 + id2 = e
ik when m = 0, then the
presence of phase eik in one of the components of |u±(k)〉 determines the topological nature of the ground
state in this particular case.
Now, the Wannier functions in this flat-band limit are also eigenstates of the Hamiltonian and are given by
W
(−)
n =
1√
2
(|n,B〉+ |n+1, A〉), having weight only on two neighboring sites. These dimerized wave functions
can be written in momentum space as W
(−)
n =
1√
2
∑
k e
ikn(eik, −1)T . In other words, the localized states
of the m = 0 topological state are written in terms of the original Bloch wave functions. The crucial point
here is that the phase eik that encodes the topology of the ground state in momentum space has a clear
effect in position space: it makes the Wannier functions dimerize across unit cells. This suggests that the
bulk topology of the ground state in real-space is determined by this dimerizing property between unit cells.
We can take further advantage of this clean dimerized ground state as a starting point to examine the
impact of adding impurities to the system. We show a sequence of drawings in Fig. 4.6, where we add
one impurity at a time. The unit cells are denoted by bold numbers, and the orbitals are shown with two
different colors. The dimerized wave functions are represented as red and gray curves. The numbers above
each curve count the number of unit cells between the end-points of the dimerized wave functions. We call
these quantities dimerization numbers.
The top drawing corresponds to the clean limit with m = 0. If we now add a sufficiently strong impurity,
say m3, then the dimerization pattern will change so as to favour an on-site dimer at the site 3, with a
new longer dimer that connects lattice sites 2 and 4. In this procedure, although the dimerization pattern
has changed, the average dimerization number has stayed constant and equal to one. If we now repeat this
exercise with an impurity at the lattice site 4, something similar happens. These observations suggest that
the effect of disorder is to generate a random configuration of dimers while keeping the average dimerization
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Figure 4.6: Step-by-step illustration of the effect of adding strong impurities to the m = 0 clean topological
state. Unit cells are labeled by bold numbers, and the orbitals within each unit cell are shown with dark and
light blue colors. The dimerized wave functions are represented as red and gray curves. Gray curves are wave
functions that are dimerized within the same unit cell. The numbers above each curve count the number of
unit cells between the end-points of the dimerized wave functions. The top drawing corresponds to the clean
limit with m = 0. By adding an impurity m3, the dimerization pattern changes so as to favour an on-site
dimer at the site 3, with a new longer dimer that connects lattice sites 2 and 4. The average dimerization
number has stayed constant and equal to one. If we now repeat this exercise with an impurity at the lattice
site 4, something similar happens. The dimers gradually grow in size and become weakly coupled. When
the impurities dominate completely, we obtain the bottom figure, where all dimerization occurs within unit
cells.
number constant, equal to one. Since we have noted that the dimerization of single-particle states seems to
be the real-space signature of the topology of the ground state at least near the clean limit, we conjecture
that the average dimerization number is what encodes the topology of AIII wires in the fully disordered
case.
To confirm this conjecture, note that as the dimers become longer, their coupling will become weaker.
At some point it will become favourable for wave functions to dimerize on-site, at the cost of changing
the average dimerization to zero, as illustrated at the bottom of Fig. 4.6. This would correspond to the
topological phase transition where critical behavior should be observed. Such a state of “critical random
dimers” is reminiscent of the type of critical states that are found in disordered spin chains using real-space
strong-disorder renormalization group (RG) methods. Indeed, it will prove insightful to map our model to
one with spins, where we will be able to obtain a very explicit understanding of the real-space topology of
the system.
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4.5.2 Mapping to the random hopping model
We begin by first mapping our Hamiltonian to a model of hopping fermions. This will provide some insight
into the nature of the delocalized state we encountered in previous sections. By treating each orbital as a
lattice site, the AIII two-band Hamiltonian can be written in the form
H =
∑
n
tn
(
f†2nf2n−1 + f
†
2n−1f2n
)
+
∑
n
wn+1
(
f†2nf2n+1 + f
†
2n+1f2n
)
, (4.28)
where f2n = (−i)ncn+1,A, f2n−1 = (−i)ncn,B , and n now labels the sites of a lattice of size 2N . This type of
mapping to a hopping model is possible because chiral symmetry can be viewed as arising from a sublattice
symmetry on a lattice twice the size that of the AIII model. Both coefficients tn and wn are now interpreted
as tunneling coefficients in the Hamiltonian. The topological and trivial states correspond to the strength of
one of these two tunneling terms being dominant over the other. Since this effectively produces staggering in
the system in both cases, a gap necessarily develops and thus the system becomes an insulator. The critical
state that arises at the topological phase transition should thus emerge when both distributions have the
same strength.
To see that there is indeed critical behaviour, let us consider the case m = t = 0. This can be thought of
as the strong disorder limit in which disorder fluctuations dominate over the mean values m and t. The model
that is obtained corresponds exactly to the so-called random hopping model studied by Balents and Fisher
[115]. The random hopping model has an exact zero-energy delocalized state that exists due to particle-hole
symmetry. In the study by Balents and Fisher, their system also trivially respects time-reversal symmetry,
so their model is automatically chiral-symmetric. Importantly, the zero-energy delocalized state was shown
to exhibit multifractal scaling, which is characteristic of a system at criticality.
A simple illustration of the nature of the delocalized state at zero energy was provided by Balents
and Fisher [115]. At low energies, the random hopping model can be described by scattering between left
and right movers at the Fermi level. For slowly varying disordered tunneling, this leads to the low-energy
Hamiltonian
h = (−iσz∂x +m(x)σy) , (4.29)
where the Pauli matrices act on the right and left-moving excitations along the wire. The mass term
m(x) represents scattering between left and right movers and is a random number with zero mean. The
explicit form of the wave function at zero energy can be found straightfowardly from the eigenvalue problem
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hΦ±(x) = 0, which leads to the two solutions
Φ±(x) ∝ e±
∫ x dx′m(x′)
 1
±1
 . (4.30)
If m(x) had a mean value, this solution would be exponentially decaying. This corresponds to having
staggering in the system, and occurs in both the topological and trivial states. However, since m(x) has
vanishing mean value, then the exponent
∫ x
dx′m(x′) will undergo a random walk, so that the exponential
does not actually decay. As a consequence, these zero energy states are delocalized and can be shown to
exhibit multifractal properties [115]. Such a delocalized state is thus realized at the critical point of the
original AIII wire. Although this provides interesting insight for our original problem, we would also like to
understand how the topological state becomes trivial as this critical point is crossed. We will achieve this
understanding by performing a second mapping that takes us to a model in terms of spins.
4.5.3 Strong-disorder renormalization group and the singlet ground state
The dimerized version of the random hopping model that we discussed in the previous section can be
mapped into a spin model. We map Eq.(4.19) to a spin-1/2 Hamiltonian defined on a lattice of size 2N via
the Jordan-Wigner transformation [59]
cn,A = (−i)n+1K(2n)S−2n, cn,B = (−i)nK(2n− 1)S−2n−1,
where Sai are spin-1/2 variables and K(m) = exp
(
ipi
∑m−1
j=1 S
+
j S
−
j
)
is the kink operator. These transfor-
mations lead to the Hamiltonian
H =
∑
i
2ti
(
Sˆx2iSˆ
x
2i+1 + Sˆ
y
2iSˆ
y
2i+1
)
+ 2mi
(
Sˆx2iSˆ
x
2i−1 + Sˆ
y
2iSˆ
y
2i−1
)
,
which is the spin-1/2 XX model with random exchange couplings 2ti (2mi+1) between the even (odd) bonds.
This model has been studied extensively. The main tool that has been used to elucidate the properties of
the ground state is the so-called strong-disorder RG [116, 117].
The RG operation occurs in real space. Let us briefly describe how it is performed. For convenience,
we will relabel the exchange couplings as Jn. For n odd (even), we then have that Jn = tn(mn). The first
step of the renormalization group is to find the strongest exchange coupling Jm of the system. Since the
system is disordered, it is unlikely that Jm−1 and Jm+1 are of the same order as Jm. Hence, one makes the
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approximation of temporarily disregarding all of the spins in the system, except the pair of spins which are
coupled by Jm. The Hamiltonian of this pair is just
Hm = Jm
(
SˆnmSˆ
x
m+1 + Sˆ
y
mSˆ
y
m
)
, (4.31)
which we can diagonalize straightforwardly. The explicit ground state is simply the singlet state |ψ〉 =
1√
2
(| ↑↓〉 − | ↓↑〉). One thus freezes the spins into this singlet state, and proceeds to compute an effective
interaction between the spins Sm−1 and Sm+2 mediated by the frozen singlet. By using second-order
degenerate perturbation theory, the coupling between these spins takes the form
H˜m = J˜m
(
Sˆnm−1Sˆ
x
m+2 + Sˆ
y
m−1Sˆ
y
m+2
)
, (4.32)
where J˜m =
Jm−1Jm+1
J2m
, which is a weaker exchange coupling than we had before. Hence, we have lowered the
overall energy scale of the system. By performing this procedure repeatedly, we will sequentially converge
toward the ground state of the system. The final result is a many-body state in which all spins are paired
up in singlet states of various lengths. Let us associate to the i-th singlet a pair of numbers ri = {ri1, ri2}
which are the lattice sites of the two spins in the singlet. The ground state is then given by
|Ω〉 =
∏
i
1√
2
[
S†2ri1 − S†2ri2−1
]
| ↓ . . . ↓〉. (4.33)
Note that in this ground state, since the Hamiltonian satisfies chiral symmetry, all singlets pairs are composed
of a spin from sublattice A and another spin from sublattice B.
The particular distributions ti and mi determine the pattern formed by the singlets. Since in the original
fermion language there is a topological and a trivial phase, one can ask in what way is this topological
distinction manifested in the pattern of singlets. In order to elucidate this distinction, we will calculate the
topological invariant using the singlet ground state. This will provide us with a clear real-space picture of
the topology of the ground state and the ensuing topological phase transition.
4.5.4 Explicit real-space form of the topological invariant
The objective in this section will be to derive an explicit expression for the topological invariant of an AIII
wire. We will do this by using the dimerized ground state Eq.(4.33) obtained from strong-disorder RG
arguments.
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From spin singlets to dimerized fermions
The first step is to note that, by going back to the fermion operators using the Jordan-Winger transformation,
the singlet ground state becomes
|Ω〉 =
∏
i
1√
2
[
S†2ri1 − S†2ri2−1
]
| ↓ . . . ↓〉, (4.34)
=
∏
i
1√
2
[
(−i)ri1+1c†ri1,AK˜(ri1, 1)− (−i)ri2c
†
di2,B
K˜(ri2, 0)
]
|0〉,
where the operator K˜(m,λ) = eipiλnˆm,B exp
[
ipi
∑m−1
j=1 (nˆjA + nˆjB)
]
. Because chiral symmetry imposes that
the singlets can never cross in the process of going through the strong-disorder RG, the ground state can be
simplified to be of the form
|Ω〉 =
∏
i
1√
2
[
αic
†
ri1,A
− βic†ri2,B
]
|0〉, (4.35)
where the modulus of the coefficients αi and βi is equal to one. The particular value that these coefficients
take depends on the distributions ti and mi and are, as a consequence, not universal.
To show Eq.(4.35), we will proceed in an inductive manner. For convenience, we define the following set
of three operators:
P (F,G) =
G∏
i=F
Z(i),
Z(i) =
1√
2
[
(−i)ri1+1c†ri1,AK˜(ri1, 1)− (−i)ri2c
†
ri2,B
K˜(di2, 0)
]
,
Z˜(i) =
1√
2
[
αic
†
ri1,A
− βic†ri2,B
]
.
Using these definitions, the ground state is written as |Ω〉 = P (1, N)|0〉 = ∏Ni=1 Z(i)|0〉. We wish to transform
this expression so that it becomes |Ω〉 = ∏Ni Z˜(i)|0〉. Since each Z(i) operator is bosonic, we can organize
them in any way that is convenient. Let us organize the operators Z(i) according to the length of the
associated spin-singlet state. We will do this in such a way that the shortest singlets act first on the vacuum.
The ground state can be written in the form
|Ω〉 = P (1, N − 1)Z(N)|0〉,
= P (1, N − 1) 1√
2
[
(−i)rN,1+1c†rN,1,A − (−i)rN,2c
†
rN,2,B
]
|0〉,
= P (1, N − 1)Z˜(N)|0〉.
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Here, we have used the fact that K˜(m,λ)|0〉 = |0〉, since K˜ are exponentials of occupation numbers. We can
now consider the next factor
|Ω〉 = P (1, N − 1)Z˜(N)|0〉,
= P (1, N − 2) 1√
2
[
(−i)rN−1,1+1c†rN−1,1,AK˜(rN−1,1, 1)− (−i)rN−1,2c
†
rN−1,2,BK˜(rN−1,2, 0)
]
Z˜(N)|0〉,
= P (1, N − 2)
× 1√
2
[
(−i)rN−1,1+1c†rN−1,1,AK˜(rN−1,1, 1)Z˜(N)|0〉 − (−i)rN−1,2c
†
rN−1,2,BK˜(rN−1,2, 0)Z˜(N)|0〉
]
,
where in the last step we simply put the Z˜(N) factor inside the square brackets for convenience. There are
only three scenarios that can occur on account of the no crossing rule imposed by chiral symmetry:
1. The dimer rN is placed to the right of the dimer rN−1: This means that the string operators K˜(rN−1,2, 0)
and K˜(rN−1,1, 1) do not include number operators in their exponentials that match fermionic operators
in Z(N). Thus, the K operators necessarily commute Z(N). The ground state then takes the form
|Ω〉 = P (1, N − 2)Z˜(N − 1)Z˜(N)|0〉.
2. The dimer rN is placed inside the dimer rN−1: In this case one, and only one, of the string operators
K˜(rN−1,2, 0) and K˜(rN−1,1, 1) will include number operators that match with both of the fermionic
operators in Z(N). Thus, when acting on the state Z(N)|0〉 with either of the K operators, we will
obtain either ±Z(N)|0〉. Regardless of how this occurs, we can again recover the structure |Ω〉 =
P (1, N − 2)Z˜(N − 1)Z˜(N)|0〉.
3. The dimer rN is placed to the left of the dimer rN−1: In this case, both string operators K˜(rN−1,2, 0)
and K˜(rN−1,1, 1) will have number operators that match with both of the fermionic operators in Z(N).
When acting with both operators on the state Z(N)|0〉 with either of the string operators K, we will
obtain −Z(N)|0〉. As a consequence, we will recover the structure |Ω〉 = P (1, N −2)Z˜(N −1)Z˜(N)|0〉.
We thus see that in all cases, the structure of the ground state is |Ω〉 = P (1, N − 2)Z˜(N − 1)Z˜(N)|0〉. This
is the first step of the inductive process. We now assume the m-th step, namely that the ground state can
be written in the form
|Ω〉 = P (1, N −m)
N−m+1∏
i=N
Z˜(i)|0〉. (4.36)
Assuming this, we would now like to show that the ground state can also be written in the same form for
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the case m→ m+ 1, so that we obtain
|Ω〉 = P (1, N −m− 1)
N−m∏
i=N
Z˜(i)|0〉. (4.37)
To achieve this, we rewrite the m-th case in the form
|Ω〉 = P (1, N −m)
N−m+1∏
i=N
Z˜(i)|0〉,
= P (1, N −m− 1)
×
[
(−i)rN−m,1+1√
2
c†rN−m,1,AK˜(rN−m,1, 1)−
(−i)rN−m,2√
2
c†rN−m,2,BK˜(rN−m,2, 0)
]N−m+1∏
i=N
Z˜(i)|0〉.
For convenience, we arrange the Z factors in the form
∏N−m+1
i=N Z˜(i) = B1B2B3, where the B operators are
defined in the following statements:
• B1 is a product of dimers that are placed to the right of the dimer rN−m: Neither of the string operators
K˜(rN−m,2, 0) and K˜(rN−m,2, 1) cross with the fermionic operators that make up B1. We thus conclude
that the string operators K˜ commute with B1.
• B2 is a product of dimers that are placed inside the dimer rN−m: In this case one, and only one, of
the string operators K˜(rN−m,2, 0) and K˜(rN−m,2, 1) will cross all of the fermionic operators included
in B2. We denote by ρB2 the number of operators in B2.
• B3 is a product of dimers that are placed to the left of the dimer rN−m: In this case, both of the string
operators K˜(rN−m,2, 0) and K˜(rN−m1,2, 1) will cross all of the fermionic operators in B3. We denote
by ρB3 the number of operators in B3.
The end result then depends on which of the two possible cases occur with B2. These two cases are
|Ω〉 = P (1, N −m− 1)(−1)
ρB3√
2
[
(−i)rN−m,1+1c†rN−m,1,A(−1)ρB2 − (−i)rN−m,2c
†
rN−m,2,B
]
B1B2B3|0〉,
or
|Ω〉 = P (1, N −m− 1)(−1)
ρB3√
2
[
(−i)rN−m,1+1c†rN−m,1,A − (−i)rN−m,2c
†
rN−m,2,B(−1)ρB2
]
B1B2B3|0〉.
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Regardless of which of these is actually realized, the overall structure continues to be the same, namely
|Ω〉 = P (1, N −m− 1)
N−m∏
i=N
Z˜(i)|0〉. (4.38)
Having proven the (m+ 1)-th step, this completes the inductive proof. It thus follows that the spin singlet
ground state maps into a dimer ground state of the form
|Ω〉 =
N∏
i=1
Z˜(i)|0〉 =
∏
i
1√
2
[
αic
†
ri1,A
− βic†ri2,B
]
|0〉. (4.39)
With this simplified and explicit ground state in hand, we can now proceed to compute explicitly the
topological invariant of the ground state.
Winding invariant from the pattern of dimerized fermions
The form of the fermion ground state that we have obtained is remarkably simple. It is a Slater determinant
constructed from the single-particle states
|ψi〉 = 1√
2
(
αic
†
ri1,A
− βic†ri2,B
)
|0〉. (4.40)
It is thus a generalization of the dimerized state of the clean AIII wire we discussed previously. When we set
disorder to zero and m = 0, we found in a previous section that the ground state can be thought in real-space
as being a collection of dimers. Furthermore, we found that the momentum space winding that encodes the
topological invariant manifests itself in position space as dimers that cross unit cells. The general ground
state we have arrived at for the disordered case suggests that this basic picture continues to hold. We can
confirm this by computing explicitly the topological invariant.
Let us recall here the form of the topological invariant in real space, namely ν = −T
(
Q−+
[
Xˆ,Q+−
])
.
We can write the Q+− matrix explicitly as Q+− =
∑N
i=1 (−αiβ∗i ) |ri1, A〉〈ri2, B|. By using the dimerized
single-particle states, we find that
Q−+XˆQ+− =
∑
ij
α∗i βiαjβ
∗
j |ri2, B〉〈ri1, A|Xˆ|rj1, A〉〈rj2, B|,
=
∑
ij
α∗i βiαjβ
∗
j |ri2, B〉ri1δij〈rj2, B|,
=
∑
i
ri1|ri2, B〉〈rj2, B|. (4.41)
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To make further progress, we note that the position operator can be expressed as Xˆ =
∑
i ri2|ri2, B〉〈rj2, B|.
We thus obtain
−
(
Q−+XˆQ+− − Xˆ
)
=
∑
i
(ri2 − ri1)|ri2, B〉〈rj2, B|. (4.42)
Finally, by taking the trace over this operator, we obtain an explicit expression of the topological invariant
in terms of the end-points of the dimers
ν = −T
(
Q−+
[
Xˆ,Q+−
])
= −T
(
Q−+XˆQ+− − Xˆ
)
,
= lim
N→∞
1
N
N∑
i=1
(ri2 − ri1). (4.43)
The topological invariant is thus written in terms of the winding of single-particle states. The topological
and trivial phases are differentiated by whether the dimers occur on either the odd or even bonds of the
spin-chain. We can check that this expression is consistent using two of the simplest cases. When the
ground state is topological in the clean limit, dimers form across nearest neighbours, and as a result we
obtain (ri2− ri1) = 1. The winding invariant thus yields ν = 1N
∑N
i 1 = 1. On the other hand, in the trivial
state, dimers are formed from orbitals B and A within the same site, which leads to ν = 1N
∑N
i 0 = 0.
These simple checks reassure us that this expression is sensible. However, our main goal with deriving this
expression is to elucidate the physics of the disordered-induced topological phase transition in AIII wires.
With this revealing expression in hand, we will now discuss this issue in the next section.
4.5.5 Real-space topology and criticality in the AIII wire
One of the main results of this chapter is given by Eq.(4.43). As we discussed earlier, quantum Hall phases
require there to be delocalized states in the bulk to explain their topological properties. For the case of the
AIII wire, Eq.(4.43) demonstrates that there is not a particular single state that encodes the topological
invariant of the ground state. Instead, the topological invariant receives contributions from all occupied
single particle states. By adiabatically deforming the Hamiltonian in a chiral-symmetric manner, we can
map the single-particle eigenstates to the states of the dimerized ground state. Each state will thus carry a
portion 1N (ri2 − ri1) of ν.
At the same time, the mapping to the spin language provides us with a generic real-space picture of the
disorder-induced topological phase transition. The resulting phase diagram is schematically shown in Fig.
4.7. Suppose we disorder a state that is initially dimerized on the odd bonds, which means that the state
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Figure 4.7: Phase diagram of the disordered AIII wire derived from the mapping to the disordered spin
chain. The left and right regions correspond to gapped singlet phases, which in the fermion language are the
topological and trivial phases, respectively. The yellow line is the critical point, which realizes the random
singlet phase in the spin language. In the vicinity of the critical point, the system is in a Griffiths phase
where the gap is filled with states but the correlations of the ground state decay exponentially.
is topological. In Fig. 4.7, this means that we will start from the topological state on the left-hand side
and move toward the trivial state on the right-hand side. Before crossing the critical point, the disorder
will sequentially change the dimerization pattern in such a way that the total winding stays constant. In
particular, disorder will favour dimerization of the even bonds, so that in principle for strong enough disorder
there is coexistence of trivial and topological regions.
As the critical point is approached (which is the yellow line in Fig. 4.7), the dimers that carry the
topological invariant will continue to grow in length. The orbitals involved in such long dimers will eventually
become weakly coupled, leading to their energy approaching E = 0. When this happens the system is said
to be in a Griffiths phase [118, 119]. This phase has exponentially decaying correlations, which implies that
it is not critical. This is consistent with the fact that in the numerics shown in Fig. 4.4, we found that the
topological invariant did not change even when the gap closed.
As we keep increasing disorder, the critical point in Fig. 4.7 is reached. In the spin language, this
critical point realizes the so-called random-singlet phase in which singlets form on all length scales [120].
At this point, there is a proliferation of zero-energy states and, as a result, the localization length and
density of states diverge [115]. Similar behavior was found in Refs. [118, 121] in disordered superconducting
wires, although they discussed different aspects of the disorder problem. Finally, as the disorder strength is
increased further, the critical point is crossed, and we enter the trivial phase, which is the right-hand region
in Fig. 4.7.
We can perform a consistency check to reassure ourselves that the topological phase transition is consis-
tent with random-singlet phase physics. We do this by calculating the scaling of the entanglement entropy
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Figure 4.8: Scaling of the entanglement entropy of a section of size x when the parameters are tuned to
criticality. The blue dots correspond to the numerical calculation, and averaging was done over 200 disorder
realizations for a lattice of size N = 300. The red solid line corresponds to Eq.(4.44).
as a function of subsystem size [122, 123]. As we discussed in Chapter 3, the entanglement entropy of a
clean system at criticality should grow logarithmically with subsystem size. For the particular case of the
random singlet phase, there is a logarithmic factor that multiplies this result, so that we should obtain [88]
S =
c log(2)
3
log
[
N
pi
sin
(pix
N
)]
+ s0 (4.44)
where s0 is a non-universal constant and c is the central charge of the conformal-field theory associated with
the system in the clean limit (c = 1 in our case), N is the total length of the system and x is the length of
the partition size. The key quantity here is the log(2) factor that accompanies the central charge. In Fig.
4.8. we show the numerically obtained entanglement at the critical point of the AIII wire as well as the
curve corresponding to Eq.(4.44). The consistency between both curves gives us confidence that the critical
point of teh AIII wire is indeed characterized by the physics of the random-singlet phase.
4.6 Entanglement properties
In this final section, we will examine the entanglement properties of the AIII wire and take advantage of the
intuition we developed in Chapters 3 as well as in the present one. In addition to spatial entanglent, we wish to
determine signatures of the topological phase transitions on alternative types of entanglement. One of these
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alternatives is of course momentum entanglement, which we used successfully for metal-insulator transitions
in one dimension. The other type of entanglement we can consider in the present case of the AIII wire is
the entanglement of the internal degree of freedom. Since the topology of these systems is fundamentally
encoded in the correlations between momenta and the internal degree of freedom, it is interesting to consider
if entanglement can be used to capture such correlations in the presence of disorder.
As before, we will consider a two-band model with chiral symmetry. However, for convenience, we will
choose a basis in which the AIII Hamiltonian takes the form
h(k) = d1σ
1 + d2σ
3 = t cos kσ1 + (m+ t sin k)σ3.
In this case, the chiral operator is S = σ2. This change of basis does not affect any of the physics we
discussed in the previous section. In particular, it continues to be the case that |m| < 1 (|m| > 1) for
the topological (trivial) state. We will only consider on-site mass disorder, which means that the disorder
Hamiltonian takes the form
Hdis =
∑
n
c†nσ
[
wnσ
3
σσ′
]
cnσ′ . (4.45)
To keep things simple, we will mainly use the Aubry-Andre´ potential we used in Chapter 3. We will also
get a chance to compare results with the case of uncorrelated disorder toward the end of this section.
4.6.1 Spatial, momentum and orbital entanglement cuts
We begin by evaluating the spatial, momentum and orbital entanglement of the AIII wire. We will calculate
these quantities throughout the phase diagram as a function of m and potential strength. Based on these
results, we will propose to perform a hybrid entanglement cut that mixes orbital and momentum degrees of
freedom.
The spatial entanglement of topological states has in fact been investigated extensively in the literature
[124, 125, 126, 127, 128, 129, 130, 77, 131, 132]. One of the main signatures in the spatial entanglement of
non-interacting topological states is the existence of protected 1/2 entanglement modes in the entanglement
spectrum. These arise because the correlation matrix is essentially the spectrally flattened version of the
original Hamiltonian. Since an entanglement cut can be viewed as imposing a boundary on the system, the
spectrum of the truncated correlation matrix will develop topological boundary modes. In what follows we
will use the spatial entanglement as a reference point to compare with the results of momentum and orbital
entanglement.
To begin, we show intensity plots of the spatial, momentum and orbital entanglement entropy in Figs.
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Figure 4.9: Entanglement of the AIII wire in the presence of the Aubry-Andre´ potential. We show the
spatial (left column), momentum (center column) and orbital (right column) entanglement plots. The top
row corresponds to each type of entanglement in the m vs.W parameter space. The overlayed black curves
denote the boundary of the region where the system is topological according to the nontrivial polarization
of the system. The second, third and fourth rows show the entanglement spectra as a function of W , for
three values of the mass parameter which are shown in the top row by the colored lines.
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Figure 4.10: Orbital entanglement spectrum of the AIII wire in the clean limit as a function of the mass
parameter. Each line corresponds to a fixed value of the momentum k in the range [0, 2pi].
4.9a,b,c as a function of potential strength and the parameter m. The thick black line denotes the boundary
between topological and trivial states for the Aubry-Andre´ potential. We obtained it by calculating the
winding invariant of the system numerically.
These figures suggest that the best indicators of the presence of a topological state in the system are the
spatial and orbital entanglement. In both cases, the entanglement appears to be greater inside the phase
boundary. There appear to be some contributions to the spatial entanglement entropy even outside the
topological phase, but these are most likely due to the presence of random states that cross the entanglement
cut. On the other hand, it seems that the momentum entanglement entropy does not carry any observable
signature of the topological state. Instead, there appears to be a monotonous rise of momentum entanglement
as the potential strength is increased. There is however some qualitative difference that is not completely
evident from the entanglement entropy related to the rate of increase of momentum entanglement as a
function of W .
To elucidate the behavior of the three types of entanglement further, we can analyze the structure of the
entanglement spectrum for a few sets of parameters. We show the entanglement spectrum as a function of
potential strength in Figs. 4.9d-l which correspond respectively to the blue, red and green lines indicated in
Figs. 4.9a,b,c.
Let us discuss the blue lines first, which correspond to starting off deep in the topological state with
m = 0 when W is small. The entanglement spectra are shown in Fig.4.9d,e,f. In the topological phase
we encounter the following behavior: the spatial entanglement is almost completely determined by a pair
of 1/2 entanglement modes; the momentum entanglement modes gradually spread out moving away from
0 and 1; and the orbital entanglement modes are spread out evenly between 0 and 1. As the transition
point is approached, we observe clear indications of a change in behavior of the three types of entanglement:
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Figure 4.11: The top plot shows the spatial entanglement spectrum as a function of the mass parameter
when the system is clean, for a lattice size N = 102. The lower red plots show the hybrid momentum-orbital
entanglement spectrum for various mass values shown on the horizontal axis of top figure.
both the spatial and orbital entanglement modes cluster rapidly toward either 0 or 1; and in the momentum
entanglement, there is a sharp collapse of entanglement modes near 1/2, similar to the type of behavior we
found in the metal-insulator transition.
Let us now continue with the red line, for which m = 1.4. This choice is made because, as a function
of potential strength, the system undergoes a transition from trivial to topological and eventually another
transition from topological to trivial. The topological state is obtained approximately in the range between
W1 ≈ 1.2 and W2 ≈ 2.0. The corresponding entanglement spectra are shown in the third row, Fig. 4.9g,h,i.
The behavior of the three regions for the three types of entanglement behave qualitatively the same as the
regions for the m = 0 case.
Finally, the green lines correspond to the m = 2.5 case, for which the entanglement spectra are shown
in the fourth row, Fig. 4.9j,k,l. In this case, the system is trivial for all values of W. The behavior overall is
consistent with the trivial insulator behavior we observed previously. The interesting thing to note here is
that the momentum entanglement shows a sharp rise even along this trivial line, which probably indicates
that what is important here is that the system is transitioning from a trivial band insulator to a trivial
Anderson insulator.
From these results, we note two facts. First, the momentum entanglement, although not a very good
indicator of the topological state, does seem to be able to tell the point at which the trivial Anderson
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Figure 4.12: (a) The large blue plot shows the spatial entanglement spectrum as a function of disorder when
the mass parameter is set at m = 0 for a lattice size N = 102 and for the AA potential. The lower red
plots show the hybrid momentum-orbital entanglement spectrum for various disorder strengths shown on
the horizontal axis of top figure. (b) This set of subfigures correspond to the case when we use uncorrelated
disorder with N = 150 and m = 0.
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insulator is obtained. This seems counterintuitive, since in the topological state, as we found previously, the
single-particle states are actually localized for a finite W .
The second fact that we would like to point out concerns the orbital entanglement. We would like to
argue that the qualitative behavior of the orbital entanglement spectrum is related with the winding of
the ground state. This is most clearly seen in the clean limit. In this case, we can compute the orbital
entanglement explicitly, from which we obtain the expression
ζ(k,m) =
1
2
1− m+ sin k√
cos2 k + (m+ sin k)
2
 . (4.46)
We plot these entanglement modes in Fig. 4.10. It is apparent that the behavior that is observed is
qualitatively the same as what we found for the inhomogeneous case i.e. the behavior found in Figs. 4.9
f,i,l.
The important thing to note here is that the entanglement modes ζ(k,m) undergo spectral flow from 0
to 1 as a function of momentum only when the system is topological. Such a spectral flow property occurs
essentially due to the winding property of the dˆ vector in momentum space. As such, this suggests that the
orbital entanglement shown in Figs.4.9 f,i,l are describing, in some sense, the unwinding of the internal degree
of freedom due to the system transitioning from the topological to the trivial state. These two observations
about the behavior of momentum and orbital entanglement motivate a fourth type of hybrid entanglement
cut which we discuss in the following section.
4.6.2 Hybrid entanglement cut: winding in the momentum entanglement
To define a hybrid type of entanglement cut, let us first consider the system in the clean limit. We will
perform a simultaneous cut in momentum and orbital space. We call kc the momentum state where we
divide the Brillouin zone into the sets [0, kc] and [kc, 2pi], and we keep only the first set for calculating the
correlation matrix. Furthermore, we keep all orbital states within that set of momenta, except for one of the
orbitals associated with the momentum state kc. This means that the subspace A has NA = 2Nkc−1 single-
particle states, with Nkc the number of momentum states in [0, kc]. Subspace B has NB = 2(N −Nkc) + 1
states, where N is the number of lattice sites.
Upon calculating the eigenvalues of the correlation matrix, one obtains {1, 0, ζ(kc,m)}, with 0(1) being
NB-fold ((NA − 1)-fold) degenerate. We plot this entanglement spectrum in Fig. 4.11 as a function of m
and compare it with the behavior of the spatial entanglement spectrum. We observe the expected flow of
entanglement in this clean limit.
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Let us now analyze what happens with this hybrid entanglement as a function of disorder strength. We
begin with the Aubry-Andre´ potential. In Fig. 4.12a, we show the behavior of the hybrid entanglement.
It is apparent that the spectral flow arising from the orbital entanglement continues to be present and
subsists for finite potential strength. At the same time, we observe the gradual spreading of the hybrid
entanglement modes that were initially clustered at 1 and 0. Eventually, when the transition is crossed, the
hybrid entanglement modes saturate the 1/2 region. This behavior suggests that the topological state is lost
when the gap between the modes that were initially clustered at 0 and 1 closes for strong enough W. The
qualitative behavior we have found here is reproduced if we use uncorrelated disorder. We show this case
in Fig. 4.12b. These results give us some assurance that such types of hybrid entanglement cuts could be
useful more generally in the study of topological states.
4.7 Summary
In this chapter, we have described an unconventional mechanism for disorder-induced topological phase
transitions. Contrary to the levitation-annihilation picture that is usually assumed in the study of disordered
topological states, we found that chiral-symmetric wires undergo a fundamentally different type of phase
transition. We arrived at a real-space description of the topological phase transition by deriving an explicit
expression for the ground state and for its topological invariant in terms of random dimers. The topological
state in real space was found to be determined by the particular pattern of dimers that formed for a
given disorder realization. Furthermore, we also found that the phase transition entails the emergence of a
delocalized state that arises out of localized states. The critical point is characterized by a random singlet
phase which has been shown to exhibit multifractality and algebraically decaying correlations. Finally, we
briefly explored the entanglement properties of the AIII wire using some of the concepts we developed in
Chapter 3 for the study of metal-insulator transitions.
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Chapter 5
Symmetry-constrained many-body
localization at strong interactions
5.1 Introduction
In the present chapter, we move our focus away from the ground state and instead examine Anderson
transitions of highly excited states of disordered interacting systems 1. Our main focus will be on the impact
that strong interactions can have on such transitions. As we discussed in Chapter 2, a clean interacting
system is expected to thermalize at finite energy density under its own unitary dynamics. However, as was
first proposed by Anderson [3] and later put on firmer ground by the seminal work of Basko, Aleiner and
Altshuler [36], disorder can block completely the transport of energy. This makes it impossible for a system
to thermalize even in the presence of weak interactions.
A fundamental concept in the study of Anderson transitions is the existence of a mobility edge. If
a system undergoes a many-body localization transition, it is expected that the critical disorder strength
beyond which the system is localized depends on the temperature of the system. As such, a mobility edge
should form, similar to the single-particle case.
We schematically illustrate this picture of a temperature dependent localization transition in Fig. 5.1.
We show three instances of the many-body density states of a system: the clean limit where all eigenstates
at finite energy density are thermal; the case of intermediate disorder, where the states toward the band
edges are many-body localized, but states near infinite temperature are thermal; and the strongly disordered
case, where even the states at infinite temperature are many-body localized. In the intermediate disorder
regime, we expect to find a many-body energy that separates the localized and thermal states, which is the
many-body mobility edge.
An important focus in the research of many-body localization transitions has been to propose ways to
experimentally detect it. The experimental detection is particularly challenging given the fact that the
signatures of single-particle and many-body localization can be difficult to differentiate. However, a sharp
1The material presented in this chapter was published in: Ian Mondragon-Shem, Arijeet Pal, Taylor L. Hughes and Chris
Laumann, Phys. Rev. B 92 (6), 064203 (2015). Some of the figures and their captions are reprinted here from these publications
with minor modifications. Copyright by the American Physical Society (APS). Reuse permitted according to APS copyright
policies.
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Figure 5.1: Schematic representation of how a system undergoes a many-body localization transition. Each
figure shows the density of states as a function many-body energy for increasing values of the disorder
strength. The orange regions correspond to energy densities which are thermal, whereas blue regions corre-
spond to many-body localized. In the middle figure, the limit between MBL and thermal states represents
the many-body mobility edge.
distinction between both types of localization transitions is apparent in one dimension: a mobility edge
can only exist in the many-body case. This implies that the dynamics of the single-particle case will have
signatures of localization for all initial conditions, whereas in the many-body case some configurations will
lead to energy propagation throughout the lattice. Detecting this dependence would be a sharp experimental
signature of the many-body mobility edge and, as a consequence, of the many-body localized phase.
The many-body mobility edge has been a subject of interest for the past few years. For example, it
was shown through perturbative calculations that it arises in models of weakly interacting fermions [36] and
interacting bosons [133]. Numerical calculations have also found concrete evidence of the formation of a
mobility edge in various spin models [67, 134, 135]. In this chapter, we expand on these studies and consider
the effect of strong interactions on the formation of a mobility edge in one dimension.
We will focus on the strongly anisotropic spin-1/2 XXZ model in a random magnetic field. We will find
that due to symmetry constraints and strong interactions, there are two mobility edges that form asymmet-
rically on each side of the infinite temperature states. We arrive at this conclusion both through numerical
calculations and semi-analytical arguments. These observations present advantages for the detection of a
mobility edge in experiments. Furthermore, the mechanism we uncover for the formation of a mobility
edge enables us to propose ways to further stabilize the formation of the mobility edge through the use of
correlated disorder, which can also be potentially useful in experiments [136].
This chapter is organized as follows. In Section 5.2, we introduce the model we will focus on and
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explain the parameter regime in which we will study the many-body localization transition. In Section 5.3
we discuss the importance of interactions in generating ferromagnetic and antiferromagnetic domains. We
further point out a statistical symmetry of domain walls that arises in the limit of no quantum dynamics.
In Section 5.4, we provide semi-analytical arguments of how the quantum dynamics of the model can lead
to an asymmetry between the parent ferromagnetic and anti-ferromagnetic orderings in the system, which
leads to the formation of asymmetric mobility edges. In Section 5.5, we support our physical picture using
diagnostic numerical quantities that help in identifying the mobility edge. With the numerical confirmation
of our physical picture, we argue in Section 5.6, that the use of correlated disorder can help to stabilize the
mobility edge further. Finally, in Section 5.7, we provide a summary of the results from this chapter.
5.2 Model
There are two main models that have been studied numerically in the area of many-body localization,
namely the XXZ model and the tranverse field Ising model. In both cases one can observe the many-body
localization transition. Since we are also interested in the role of symmetry in the many-body localization
transition, we will choose the XXZ model, which has a U(1) symmetry.
The one-dimensional spin-1/2 XXZ model in a random magnetic field with periodic boundary conditions
is given by
H =
L∑
i=1
(
t
[
Sˆ+i Sˆ
−
i+1 + Sˆ
−
i Sˆ
+
i+1
]
+ USˆzi Sˆ
z
i+1 +WwiSˆ
z
i
)
, (5.1)
where L is the number of lattice sites, Sˆx,y,zi are the spin-1/2 operators (~ = 1), Sˆ
±
i = Sˆ
x
i ± iSˆyi are the
raising and lowering operators, and the couplings wi represent a short-ranged disorder potential. The U(1)
symmetry in this model corresponds to the total spin projection Sˆz =
∑
i Sˆ
z
i . Through a Jordan-Wigner
transformation of the type we used in Chapter 4, this model is equivalent to the nearest neighbour Hubbard
model with a random on-site potential.
We will be interested in understanding the impact of having strong interactions on the formation of the
mobility edges of this model. Our strategy will be to focus on the many-body eigenstates. We will find that
in this limit, the U(1) symmetry has an important effect on their thermalization properties. We will first
argue that there is a symmetry between the ferromagnetic and antiferromagnetic regimes of the system. In
particular, domain wall excitations in each type of ordering map into each other. Then we will consider the
quantum dynamics of such domain-wall excitations mediated by a non-vanishing, but small, tunneling which
is controlled by t. We will see that the dynamics is different in the ferromagnetic and antiferromagnetic
regimes due to the conservation of Sˆz, which as a result creates a spectral asymmetry in the XXZ model.
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Figure 5.2: Illustration of the effect of having strong anisotropy in the XXZ model. When U > 0, ferromag-
netic and antiferromagnetic domains form at the top and bottom of the many-body energy spectrum.
Such a spectral asymmetry was noted briefly in [137].
5.3 Disorder-induced domain walls in the classical limit
Since we are interested in the strongly interacting regime, it is useful to start by discussing the extreme limit
when the tunneling coefficient t is set to zero. In other words, we eliminate the quantum dynamics from
the model, and examine the structure of the eigenstates in this classical limit. In this case, the XXZ model
reduces to
H(U,Wwi) = U
∑
i
Szi S
z
i+1 +W
∑
i
wiS
z
i . (5.2)
This corresponds to the one-dimensional classical random-field Ising model, which has been studied ex-
haustively [138, 139]. The Ising term promotes either ferromagnetic or antiferromagnetic ordering as one
approaches either of the edges of the many-body spectrum (we illustrate this in Fig.5.2). Which one of these
orderings is obtained depends on the sign of U . Equivalently, it depends on whether one considers either the
top or the bottom of the many-body energy spectrum, for a fixed value of U . By contrast, the disorder po-
tential favours the formation of domain walls in the system in both the ferromagnetic and antiferromagnetic
cases.
5.3.1 Statistical symmetry
Now, suppose we impose that the disorder ensemble satisfy the statistical symmetry wi → −wi. For example,
if the disorder ensemble we consider has a statistical translational invariance, then a suitable shift can be
introduced so that wi → −wi holds, albeit with the possible addition of a uniform field [w]
∑
i Sˆ
z
i (the
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Figure 5.3: (a) Dynamics in the antiferromagnetic regime: Nee´l domain walls are the lowest energy excita-
tions (represented by green dashed squares) that can propagate because they conserve Sz. They move by
two sites. (b) Dynamics in the ferromagnetic regime: domain walls between ferromagnetic regions (repre-
sented by the purple dashed square) are not able to propagate due to the conservation of Sz. Higher energy
excitations, namely single-spin flips (represented again by the green dashed squares), are the next available
mobile excitations and can move by one site. These excitations are more susceptible to localization due to
the strong disorder potential. In both regimes, the two important length scales associated with the mobile
excitations are the localization length ξ and the mean distance ` that separates them. A mobility edge forms
when these two length scales become comparable.
notation [. . .] corresponds to disorder-averaging, and will be used throughout this chapter). Since such a
uniform field couples to an operator which is conserved, the dynamics of the system will not be affected and,
as a consequence, it can be disregarded. For the numerics in Sec. 5.5, we will take the wi to be uniformly
distributed in the range [−0.5, 0.5]. This choice of disorder clearly possesses such a statistical symmetry.
However, the symmetry wi → −wi holds for more general disorder models, e.g. Gaussian disorder for which
the wi have moments [wi] = 0 and [wiwi′ ] = δi,i′ .
With this statistical symmetry, we can make an interesting observation about the many-body energy
spectrum. By implementing a Nee´l transformation, which consists on the mapping Szi → (−1)iSzi on this
model, we find that H(U,Wwi) → H(−U, (−1)iWwi). Due to the statistical symmetry, the Hamiltonians
H(−U, (−1)iWwi) and H(−U,wi) have the same statistical weight within the disorder ensemble. It follows
that every state of the anti-ferromagnetic model U > 0 can be mapped into a state of a ferromagnetic
model with U < 0 with the same energy and statistical weight. Thus, when performing ensemble averages
of thermodynamic properties, the symmetry U → −U holds, even though for particular realizations it might
not hold necessarily.
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5.3.2 Formation of domain walls in the ferromagnetic and antiferromagnetic
regimes
Let us now gain some intuition about the structure of many-body eigenstates before we add quantum
tunneling. Consider the ferromagnetic case, which corresponds to states near the top (bottom) part of the
many-body energy spectrum when U < 0 (U > 0). When |U | is large, it disfavors the formation of domain
walls in the ground state. In the extreme part of the energy spectrum, we get the two symmetry breaking
ground states of H which are simply the all ↑ and all ↓ configurations. However, such ordering is unstable,
since even an infinitesimally small random field is able to introduce domain walls [140], as usual for d ≤ 2.
Consequently, the random field W lifts the ground state degeneracy, with an energy splitting of the order
E↓ − E↑ = W
∑
i wi ∼
√
LW where L is the length of the chain.
In the more general case, for a given ferromagnetic domain of length l, there will be a random field energy
of order
√
lW . For l large enough, this energy will always exceed the energy |U |/2 that needs to be invested
in forming a domain wall. Thus, eigenstates in the ferromagnetic part of the enegy spectrum will naturally
develop a set of domain walls, the density of which depends on the disorder strength. We can estimate the
density of domain walls by noting that they should be separated by random lengths that are of the order
l0 ∼ (U/W )2.
Next, we need to establish the appearance of domain walls in the antiferromagnetic regime, which cor-
responds to states near the bottom (top) part of the many-body energy spectrum when U < 0 (U > 0).
However, due to the statistical Nee´l symmetry we discussed in the previous section, we can automatically
state that in this regime, domain walls develop in statistically the same way as in the ferromagnetic case.
This is due to the fact that the Nee´l transformation maps between ferromagnetic and antiferromagnetic
domains. The domain walls in the antiferromagnetic regime are phase slips in the Nee´l ordering. Hence,
similar to the ferromagnetic case, states near the bottom of the energy spectrum have a dilute gas of Nee´l
domain walls due to the random field. The density of these domain walls is n0DW = 1/l0 ∼ (W/U)2.
From this discussion, we can conclude that in the limit of vanishing quantum tunneling there is a clear
statistical symmetry between the ferromagnetic and antiferromagnetic regimes. It would thus appear that
the many-body localization transition should occur in a similar way on both sides of the energy spectrum
and that, as a consequence, we should obtain two similar mobility edges. It turns out, however, that the
quantum tunneling breaks this statistical symmetry, as we now discuss in the next section.
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5.4 Spectral asymmetry in the quantum dynamics of domain
wall excitations
Let us now examine the effect of quantum tunneling. It is convenient to consider the quantum dynamics
near the edges of the many-body energy spectrum. We will further assume that 0 < |t|  |W |  |U |, which
is to say that the tunneling is perturbative.
For a given disorder strength, the edge of the spectrum will generically be many-body localized. In
order to determine the onset of thermalization as a function of many-body energy, we need to determine the
active mobile excitations that can propagate and transport energy throughout the system. By comparing
the localization length of the available mobile excitations to their mean separation, we will then be able to
obtain an estimate of the temperatures T± for which a mobility edge forms in the antiferromagnetic and
ferromagnetic regimes, respectively. Obtaining a temperature is equivalent to obtaining an energy density
for the location of the mobility edge.
We will now discuss the ferromagnetic and antiferromagnetic regimes separately. Despite the statistical
symmetry we discussed in the previous section, it turns out that the ferromagnetic and antiferromagnetic
regimes have different types of available mobile excitations essentially due to the conservation of Sz. This
leads to different transition temperatures for the formation of the mobility edge on both sides of the energy
spectrum.
5.4.1 Antiferromagnetic regime
Let us now examine the dynamics of domain walls in the antiferromagnetic regime. This corresponds to
when U > 0, at low energy densities. A single domain wall forms when two Nee´l domains that exist in
different sublattices meet, which we can represent as
| · · · ↑↓↑↓ ... ↓↑↓↑ · · ·〉.
To emphasize the location of the domain wall, we have denoted it here with vertical dots. The quantum
dynamics induced by a nonzero t allows for such Nee´l domain walls to propagate by two lattice sites in the
following manner:
| · · · ↑↓↑↓ ... ↓↑↓↑ · · ·〉 t−→ | · · · ↑↓↑↓↑↓ ... ↓↑ · · ·〉.
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There are two types of domain walls that can form in the system, namely those that form on the even and
odd sublattices. If two domain walls belong to the same sublattice, they can annihilate:
| · · · ↑↓↑↓ ... ↓↑ ... ↑↓ · · ·〉 t−→ | · · · ↑↓↑↓↑↓↑↓ · · ·〉.
Finally, Sz conservation makes it impossible for the two types of domain walls from passing through each
other, which we can illustrate by the following two states that have different values of Sz:
| · · · ↑↓↑↓ ...e ↓
...o ↓↑ · · ·〉 ⇒ Sz = −1,
| · · · ↑↓↑ ...o ↑
...e ↑↓↑ · · ·〉 ⇒ Sz = +3.
It is apparent from these properties that the dynamics of available mobile excitations, i.e. domain walls, is
different from what one would obtain in, for example, the transverse-field Ising model. Such model does not
have a U(1) symmetry, and as a consequence the propagation and interaction of domain walls is different.
By focusing our discussion on domain walls, we are able to reduce the many-body problem to that of a
weakly interacting gas of particles formed by the domain walls. These particles tunnel by two lattice sites
with tunneling coefficient t, and experience a disordered environment which has strength W . There are thus
two relevant length scales in this new localization problem which determine the onset of thermalization: their
localization length and their mean seperation. The localization length of the domain walls is of the order
ξ ≈ 2/ ln(√2W/t). To determine the mean separation between domain walls, we must take into account two
contributions to the density of domain walls in the system: one contribution arising from having a disordered
environment given by n0DW ∼ (W/U)2; and another contribution nexcDW ∼ e−|U |/2T arising from the fact that
as one moves away from the band edges, it becomes energetically favourable to form domain walls, regardless
of the disordered potential. Here, T is the temperature at the given energy density. We thus conclude that
the mean separation between domain walls is
`(T ) =
(
n0DW + n
exc
DW
)−1
. (5.3)
We schematically point out these two length scales in Fig. 5.3a. The condition that estimates the temperature
at which a mobility edge forms should be given by ξ ≈ `(T+). To see that this condition is reasonable, let
us note that if the mean separation between mobile domain walls is smaller than the localization length,
then there is more than one excitation per localization volume. If this happens, then excitations will have
an enhanced chance of interaction with a significant energy U . If this happens, we generically expect the
system to thermalize. By contrast, if the localization length is smaller than the mean separation, then it
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becomes very difficult for interactions to enable transport of energy between domain walls, since they cannot
interact directly. The transition between these two limiting behaviors is thus determined by the estimate
ξ ≈ `(T+). More explicitly, this means that
2
ln
(√
2W/t
) ≈ 1
(W/U)2 + e−|U |/2T+
. (5.4)
For given disorder and interaction strengths, we can solve for the temperature T+ (and by consequence, the
energy density) at which a mobility edge should emerge. In other words, in the antiferromagnetic regime,
there must be a finite-temperature transition at the temperature T+ from a many-body localized phase to
a thermal phase.
5.4.2 Ferromagnetic regime
We now shift our attention to the ferromagnetic regime, which can be realized when U < 0 at low energy
density. This is equivalent to considering the U > 0 case and focusing on the top edge of the many-body
energy spectrum. Similar to the antiferromagnetic regime, in the ferromagnetic regime there will be domain
walls that naturally populate the eigenstates of the system due to the presence of disorder and due to the
increase in temperature. However, while the conservation of Sz is consistent with the propagation of domain
walls in the antiferromagnetic regime, in the ferromagnetic regime this U(1) symmetry completely freezes
its domain walls. To exemplify this, let us consider the three following possible configurations:
| · · · ↓↓ ... ↑↑ · · ·〉 ⇒ Sz = 0,
| · · · ↓ ... ↑↑↑ · · ·〉 ⇒ Sz = +2,
| · · · ↓↓↓ ... ↑ · · ·〉 ⇒ Sz = −2.
As is indicated in each case, there is a net change of Sz. It is thus clear that such domain walls cannot
propagate due to Sz conservaton. The next lowest-order excitation that we can consider coresponds to single
spin flips which are commonly known as magnons. Such excitations move by one lattice site throughout the
system with tunneling energy t. These excitations, however, cost U interaction energy to produce or destroy.
Furthermore, since these spin flips feel a stronger local field, they will become localized more easily.
We can now derive the condition for the mobility edge on the ferromagnetic side. In the limit W  t, the
localization length is approximately ξ ≈ 1ln(W/t) . Correspondingly, the mean separation between magnons
is determined by the thermal expression `(T ) = n−1M ≈ e|U |/T . As before, we again show these length scales
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in Fig. 5.3b. We thus find that the condition for the mobility edge is given by ξ ∼ `(T−), which yields the
equation
1
ln (W/t)
∼ e|U |/T− . (5.5)
From this expression we can extract the temperature T− at which a mobility edge forms. It is clear that
symmetry constraints have affected the type of mobile excitations that can lead to thermalization, and thus
it has produced a criterion that stands in contrast with that obtained for the antifferromagnetic case.
5.4.3 Sharpening the signatures of a single mobilty edge
Suppose we fix the interaction strength to be U > 0. Under these circumstances, the XXZ model will realize
both the antiferromagnetic and ferromagnetic regimes near the bottom and the top of the many-body energy
spectrum, respectively. We should thus be able to observe an asymmetry in the many-body mobility edges
of the system.
The asymmetry in the localization properties of the XXZ model can potentially make it easier to observe
a single sharp many-body mobility edge in the energy spectrum. Usually, the expectation has been that the
states near the edges of the energy spectrum localize approximately equally as disorder strength is increased.
In fact, such a symmetric localization behavior was observed for the XXZ model at the isotropic point t = 2U
[135]. The problem that can arise with such a symmetric formation of mobility edges is that it makes it
difficult to observe well formed thermal and MBL phases simultaneously. The reason for this is that the
thermal phase competes on both sides with MBL phases. Due to finite size effects, it often happens that
either the MBL phases are fully formed but the thermal phase has been degraded, or the thermal phase is
well formed, but the MBL phases are not completely localized.
What we have found with our semi-analytical arguments is that it is possible to break the symmetry
between the mobility edges in order to observe more clearly a single mobility edge in the energy spectrum.
This is made possible by the dynamical differences between the ferromagnetic and antiferromagnetic regimes.
By adjusting apropriately the disorder and interaction strengths one can in principle optimize such dynamical
differences and sharpen the signatures of the mobility edge on the ferromagnetic side. We will explore this
further in the next section where we discuss the numerical results.
5.5 Numerical evidence of the spectral asymmetry
In this section, we numerically study the localization properties of the XXZ model. By thoroughly exploring
the parameter space formed by (U/t,W/t, Sz), we indeed found that the mobility edge on the ferromagnetic
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side of the energy spectrum becomes sharper in the limit that both U and W are much stronger than t,
and when the system has zero magnetization i.e. when Sz = 0. This is consistent with our discussion in
previous sections concerning the stabilizing effect that strong interactions can have on the mobility edge in
the ferromagnetic regime. We can thus use the semi-analytic arguments from previous sections to understand
the numerical results presented in this section.
In order to evaluate the formation of a mobility edge, we diagonalized the XXZ Hamiltonian to obtain
both the many-body energy spectrum and the corresponding eigenstates. Using these, we calculated three
standard diagnostic quantities used for studying many-body localization transitions: energy level statistics,
spin relaxation dynamics and entanglement entropy fluctuations. Since we need spectral resolution in order
to detect a mobility edge, we performed spectral and disorder averages of the diagnostic quantities within a
narrow window of states that have energies close to a given energy density E/L.
For convenience, we shifted and rescaled the many-body energies in the form  = (E − E0) /Ω, where Ω
corresponds to the energy bandwidth, and E0 is the lowest energy of the spectrum [67]. Because of this,
 is defined to be in the range [0, 1]. We truncated this range to [0.1, 0.9] because the density of states
beyond this shorter range was not sufficient to obtain reliable statistical behavior. We selected the 50 energy
eigenvalues that were closest to a given choice of energy 0, and used these eigenvalues and the corresponding
eigenstates to calculate each of the diagnostic quantities. Finally, we performed spectral averages of these
results, and afterwards performed disorder averages over 500 disorder realizations. These two operations are
denoted here by [〈. . .〉].
5.5.1 Energy level statistics
We will begin with the energy-resolved statistics of many-body energy level spacings which we discussed in
Chapter 2. Let us briefly recall that the statistics of energy levels can be captured by the quantity
rn =
min(δn, δn−1)
max(δn, δn−1)
, (5.6)
where δn = n − n−1, and where {n} is assumed to be sorted in ascending order. In the many-body
localized phase, the energy level spacings satisfy [〈r〉]MBL ≈ 0.386, which is the average of a Poisson
probability distribution. In the thermal phase in the orthogonal ensemble, one should obtain [〈r〉]T ≈ 0.529.
In Fig. 5.4a, we plot [〈r〉] as an intensity plot where we vary both the interaction strength and energy
density. We fixed the value of the disorder strength at W = 6.0. Correspondingly, in Fig. 5.4b we plot [〈r〉]
as an intensity plot where we vary both the disorder strength and the energy density. In this case, we fixed
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Figure 5.4: Intensity plots of [〈r〉] as a function of: (a) interaction strength U with fixed W = 6.0, and (b)
disorder strength W with fixed U = 7.0. The magenta points show the fit of the mobility edge c(U,W )
using Eq.(5.11). The vertical blue lines denote the particular case for which the other diagnostic calculations
are performed and shown in Fig. 5.5. We used 500 disorder realizations and L = 14 for both cases. We
caution that the mobility edge is not necessarily the white colored region, but rather we estimate it to be
within the region for which [〈r〉] ∈ (0.42, 0.48). We estimate the variance of the data presented here to be of
the order of the error bars shown in Fig.5.5.
the interaction strength U = 7.0. In both plots, the colors are such that red corresponds to values close to
[〈r〉]T , whereas blue regions denote values close to [〈r〉]MBL. In both cases, we used a system size L = 14,
and we averaged over 500 disorder realizations.
One can roughly infer the existence of a many-body mobility edge in these figures by identifying the
boundary between the red and blue regions. Indeed, these figures corroborate that strong anisotropy has
introduced a spectral asymmetry in the system: toward the lower end of the energy spectrum, the states are
less susceptible to localization than the states at the top end of the energy spectrum. It is important to keep
in mind that the white colored region is not necessarily the exact location of the mobility edge. Instead, one
should think of the mobility edge as existing somewhere in the region where [〈r〉] ∈ (0.42, 0.48).
We can attempt a more quantative comparison between our analytic understanding and the numerical
calculations by estimating the location of the mobility edge on the ferromagnetic side. To do this, we need
to express Eq.(5.5) in terms of energy density instead of temperature. We have that
1
ln (W/t)
= γ1e
U/T , (5.7)
where for convenience we introduced a parameter γ1 which can be interpreted as tuning the density of mobile
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excitations. To translate temperatures into energy density, we use the expression
1
T
=
1
Ω(U,W )
∂S
∂
. (5.8)
Here, the entropy is given by S ∝ ln ρ(), where ρ() corresponds to the disorder-averaged density of states.
Recall also that Ω(U,W ) is the bandwidth of the energy spectrum, which in general is dependent on both
the interaction and disorder strengths. From the numerics, a good fit to the density of states is given by
ρ() = N e−α(U,W )(−0(U,W ))2 , (5.9)
with N a normalization factor, α−1(U,W ) is a factor related with the width of the distribution, and 0(U,W )
is the energy density at infinite temperature. Similar to the band width, in general these quantities will
depend on the interaction and disorder strengths. The link between temperature and energy density is thus
given by
1
T
= −2α(U,W )
Ω(U,W )
(0(U,W )− ) . (5.10)
We multiplied this expression by a minus sign so that it is consistent with our choice of sign for the interaction
strength which makes the ferromagnetic regime occur at negative temperatures. Using both Eq.(5.10) and
Eq.(5.7), we can solve for  to obtain the expression for the mobility edge:
c(U,W ) = 0(U,W )− Ω(U,W )
α(U,W )
[
ln lnW + ln γ1
2U
]
. (5.11)
We extracted the values for 0(U,W ), α(U,W ) and Ω(U,W ) by fitting the numerically obtained density of
states to Eq.(5.9). In the end, we only have to adjust γ1 to optimize the fit of c(U,W ) to the approximate
mobility edge that is obtained from the behavior of the energy level statistics.
Using γ1 ≈ 0.2 and N = 14 we obtain the curve shown in the intensity plots Figs. 5.4a,b. There is
qualitative agreement between the trend of the expected mobility edge inferred from the intensity plots and
the fitting curve Eq.(5.11). The fact that we only used one fitting parameter is notable, specialy since we
have varied both interaction and disorder strengths independently.
It is important to check the consistency of our conclusions by evaluating finite size effects. To check this,
we calculated the energy level statistics for the particular case (U,W,Sz) = (7.0, 6.0, 0), which corresponds
to the blue lines shown in Figs. 5.4a,b. The behavior of [〈r〉] for three system sizes L = 12, 14, 16 is shown
in Fig. 5.5a. We can see more clearly in these figures the many-body localization transition as a function of
energy density. The mobility edge seems to occur in the neighborhood of  ≈ 0.7. The important thing to
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Figure 5.5: Numerical evidence of the mobility edge in the spin-1/2 XXZ model: (a) Statistics of many-body
energy level spacings [〈r〉]. (b) Fraction of initial spin density modulation which is dynamic [〈M〉]. (c)
Variance of the entanglement entropy σ2S . Each of the curves in the figures corresponds to the system sizes
L = 12 (blue), 14 (yellow), 16 (green). The arrows denote the increase in system size. The parameters used
are (U,W,Sz) = (7.0, 6.0, 0). The number of disorder realizations used was 500 for all the curves.
notice here is that the transition is better defined as the size of the system is increased. This trend gives us
some confidence that in the thermodynamic limit there is indeed a mobility edge the forms in the system.
Finally, note that near the very bottom of the energy band, the [〈r〉] value tends to decrease, moving away
from the thermal value. This suggests that a mobility edge is starting to form there, which would correspond
to the antiferromagnetic mobility edge we discussed earlier.
We calculated the error bars in this figure using the expression
√
var(r)/(D − 1). Here, var(r) = [〈(r −
[〈r〉])2〉] and D corresponds to the number of disorder realizations. We use this same type of expression for
the error bars in the other figures presented in this chapter.
5.5.2 Spin relaxation
There is another diagnostic quantity that has been used particularly in the study of many-body localization
transitions. This quantity estimates whether an initial modulation of spin density in the system is able to
relax at long times. In this case, the focus are the eigenstates of the system, instead of the energy spectrum.
To determine the relaxation of a spin density modulation, we define the modulation operator
Mˆ =
∑
j
Sˆzj e
i2pij/L. (5.12)
It has been shown that, for long times, given a many-body eigenstate |Ωm〉, the fraction that remains dynamic
is given by [34]
Mm = 1− 〈Ωm|Mˆ
†|Ωm〉〈Ωm|Mˆ |Ωm〉
〈Ωm|Mˆ†Mˆ |Ωm〉
. (5.13)
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In the MBL phase, as expected, relaxation should not occur, and as a consequence Mm should be suppressed.
On the other hand, when the system is thermal, Mm is expected to tend to unity, which means that the
spin density has relaxed completely.
We show in Fig. 5.5b how [〈M〉] behaves for the model we are considering. In the range 0.25 <  < 0.6,
which is where we know the system is thermal, we find that relaxation occurs. In the region  > 0.6, where
the system should be in an MBL phase, relaxation is indeed suppressed. Finally, the flow of the curves
with system size follows the correct trend, suggesting again that this behavior is valid in the thermodynamic
limit.
5.5.3 Fluctuations in the entanglement entropy
The final quantity we compute is the entanglement of the system. More specifically, we focus on the
fluctuations of the entanglement entropy across disorder realizations. We briefly recall that the spatial
entanglement entropy can be obtained using the von-Neumann entropy
S
(n)
A = −TrL
(
ρ
(n)
L log ρ
(n)
L
)
. (5.14)
Here, TrL corresponds to a trace performed over the degrees of freedom on the left-half of the system and
ρ
(n)
L = TrR (|Ωn〉〈Ωn|) is the reduced density matrix that descibes the physics in the left region. To calculate
the fluctuations in the entanglement entropy, we compute its variance: σ2S = [〈(S − [〈S〉])2〉].
This quantity is expected to reach a maximum at the many-body localization transition. Heuristically,
this is because, in systems of finite size and for the energy range where the mobility edge exists, there should
be both thermal and MBL states. This implies that the entanglement entropy will vary between volume law
and area law, which leads to a variance emerging at the localization transition. The result of calculating σ2S
is shown in Fig. 5.5c as a function of energy density. Consistent with our previous findings and with our
analytical understanding, there is a peak that arises near  ∼ 0.6. This peak becomes better defined as the
system size is increased. This behavior further supports our expectation that a mobility edge forms around
that energy density.
To conclude this section of numerical results, we see that the numerical diagnostics we calculated present a
picture that is consistent with our understanding of how the MBL transition occurs in the XXZ model. There
is a clear asymmetry in the energy spectrum, with a mobility edge arising faster on the ferromagnetic side.
As we discussed earlier, this must be due to the strong effects of symmetry and interactions, which reduce the
number of mobile excitations in the ferromagnetic side of the spectrum with respect to the antiferromagnetic
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Figure 5.6: Intensity plots of [〈r〉] using correlated disorder as a function of: (a) interaction strength U with
fixed W = 3.5, and (b) disorder strength W with U = 5.0. The vertical blue lines denote the particular
case for which the other diagnostic calculations are performed and shown in Fig. 5.5. We used 500 disorder
realizations and L = 14 for both cases. As with the uncorrelated case, we caution that the mobility edge
is not necessarily the white colored region, but rather we estimate it to be within the region for which
[〈r〉] ∈ (0.42, 0.48). We estimate the variance of the data presented here to be of the order of the error bars
shown in Fig.5.7.
side. Having confirmed the physical picture of the underlying mechanisms for delocalization, we will now
proceed to study ways in which appropriate forms of correlated disorder could further sharpen the signature
of a many-body mobility edge .
5.6 Controlling the mobility with correlated disorder
5.6.1 Use of long wave-length disorder
Up until this point we have used uncorrelated disorder to obtain our results, and we have only varied
disorder and interaction strengths. However, given that we have an intuition about the mechanisms that
lead to a many-body mobility edge in the strongly anisotropic XXZ model, we can exploit this to introduce
disorder that can enhance the mobility edge further. This can be an important tuning knob so that we can
compromise on other fronts e.g. by lowering the interaction strength.
The basic idea is to implement disorder that couples more strongly to the ferromagnetic states than to
the antiferromagnetic states. In such a case, we can further freeze excitations in this regime, and make the
MBL phase more stable, while keeping the antiferromagnetic side thermal. We could do the converse of this,
which is to force the antiferromagnetic side to localize faster. Numerical experiments along these lines do
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Figure 5.7: Numerical evidence of the mobility edge in the spin-1/2 XXZ model using correlated disorder:
(a) Statistics of many-body energy level spacings [〈r〉]. (b) Fraction of initial spin density modulation which
is dynamic [〈M〉]. (c) Variance of the entanglement entropy σ2S . Each of the curves in the figures corresponds
to the system sizes L = 12 (blue), 14 (yellow), 16 (green). The arrows denote the increase in system size. The
parameters used are (U,W,Sz) = (5.0, 3.5, 0). The number of disorder realizations used was 500 for all the
curves.
seem to yield expected results, although they are more difficult to stabilize due to finite size effects.
One way in which we can couple more strongly to the ferromagnetic states is to introduce a disorder
potential that varies slowly in space. This can be achieved by adding a set of sinusoidal potentials of the
form:
wn =
2√
L
L
2 −1∑
m=1
w˜m cos
(
2pimn
L
+ φm
)
, (5.15)
where the φm are random shifts that make this a disordered potential. The φm are chosen to be uniformly
distributed in the range [−pi, pi]. The Fourier coefficients w˜m are real parameters that will serve as tuning
knobs. Since we want long wavelength disorder, we choose the particular values
w˜m =
 1 if 0 <
2pim
L < Q,
0 if Q < 2pimL < pi.
(5.16)
Here, the real number Q is the final parameter that we tune in order to improve the signatures of the mobility
edge. We caution the reader that, since the Fourier coefficients are put in by hand, the value of disorder
strength here is not necessarily comparable to the value of the disorder strength in previous sections of this
thesis.
The disorder we used in Sec.5.2 was such that [wnwn′ ] = δn,n′ . In the present case, the spatial correlations
are given by
[wnwn′ ] =
1
L
 sin
(
pi(2M−1)(n−n′)
L
)
sin
(
pi(n−n′)
L
) − 1
 . (5.17)
Here, M corresponds to the maximum integer that leads to w˜m = 1. While the disorder is now spatially
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correlated, the correlations are still short-ranged. As we discussed in Chapter 3, this type of disorder leads
to zeroes of scattering which, for single-particle Anderson localization, are linked to delocalized states in the
energy spectrum. It turns out that for the many-body case the use of correlated disorder also has an impact
on the localization transition. However, the reasons are fundamentally different as we will discuss next.
5.6.2 Stabilization of the mobility edge
To exemplify the effect of this type of correlated disorder, we set Q = 3pi/4. The resulting phase diagram is
shown in Fig. 5.6. If we compare this figure with that of the case of uncorrelated disorder, the sharpening of
the mobility edge is noticeable by eye. The two regions, the MBL and thermal, now appear better defined
and, importantly, the MBL region covers a larger area. This confirms our physical picture that the long-
wave length disorder is coupling more strongly to the ferromagnetic states and further freezes the available
excitations in the system.
We also checked for this case whether an increase in system size sharpened the signatures of localization.
In Fig. 5.7, using the set of parameters (U,W,Sz) = (5.0, 3.5, 0), we show the three diagnostic quantities
for three system sizes. In Figs. 5.6a,b these parameters are shown by the blue lines. Again, we confirm
that increasing the system size improves the localization signatures. More importantly, we can see that
the behavior of all of the curves have become smoother, suggesting that, thanks to the type of correlated
disorder we are using, finite size effects have been reduced.
We can make our understanding of how correlated disorder enhances the spectral asymmetry somewhat
more concrete. Suppose we have some spin configuration {szi }. Then, the Zeeman energy of this spin
configuration is ∆E = W
∑
i wis
z
i . The order of magnitude of this energy depends on the typical length
scale over which the spins vary as well as the length scale of the disorder potential. If the two length scales
are of the same order, this energy shift will be significant. In the case that the shifts are significant, energy
resonances will be destroyed which are responsible for the onset of thermalization.
In the opposite regime, we can consider using short wavelength disorder. In this case, the antiferro-
magnetic states would more strongly couple to the disorder, and localization would be favoured toward the
bottom of the energy spectrum. We performed some numerical tests of this possibility. Indeed, this makes
the spectrum more symmetric. However, since in this case mobility edges form on both sides of the infinite
temperature point, the signatures are more difficult to discern.
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5.7 Summary
In this chapter, we have studied the formation of mobility edges in the strongly anisotropic XXZ model.
The combination of disorder and strong anisotropy induces ferromagnetic and antiferromagnetic domains
separated by domain walls on opposite ends of the many-body energy spectrum. At the classical level, we
found that there is a statistical symmetry that implies that both regimes have an equal density of domain
walls, which are potential excitations for the transport of energy throughout the system. However, we found
that due to the symmetry of the model, domain walls could not propagate in the ferromagnetic regime. We
concluded that the transport of energy in both regimes must thus be carried by different types of excitations.
This leads to two mobility edges that form at different rates as a function of disorder strength, thus making
it easier to observe a many-body mobility edge both in numerics and, potentially, in experiments. We further
found that the use of correlated disorder made it possible to control and further stabilize the signatures of
the many-body mobiliy edge on the ferromagnetic side of the energy spectrum.
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Chapter 6
Conclusions and outlook
In this thesis, we studied mechanisms for delocalization in strongly disordered systems. In the process of
understanding these mechanisms, we gained many new insights into the nature of Anderson transitions. We
proposed a new type of entanglement for the study of the localization problem which exhibits remarkably
sharp signatures of metallic behavior. We also unveiled an unconventional type of disorder-induced topo-
logical phase transition which is different from the standard picture of how such transitions should occur.
Finally, we expanded the study of many-body localization transitions to the case of strong interactions.
There are a few directions in which the present set of results can be expanded further.
It would be interesting, for example, to extend the use of momentum entanglement to higher-dimensional
systems. In 2D and in 3D, there are interesting models that exhibit metal-insulator and topological phase
transitions. Consequently, one might encounter further interesting and useful features in the momentum
entanglement that probe the quantum properties of the ground state. This is not without its challenges
because it is necessary to find a physically motivated extension of the notion of entanglement between left
and right movers, in the case of one dimension, to the case of two and three dimensions where one encounters
a Fermi surface.
Another potentially interesting problem to consider is to understand the nature of topological phase
transitions at finite energy density. It has been argued that many-body localization stabilizes topological
states at finite temperature. From Chapter 4, we learned that such topological states undergo a topological
phase transition via a delocalized state. If this delocalized state emerges at finite energy density, one may
wonder whether it will trigger a thermal phase. It would thus be interesting to consider how this occurs and
how it might affect the behavior of the mobility edge in the system. Furthermore, one could consider the
possibility of using the ideas from Chapter 5 to enhance the signatures of such topological phase transitions.
Finally, the real-space description we obtained of the AIII wire is part of a an effort that seeks to
understand topological states from a real-space perspective. This is particularly important in the study of
disordered topological crystalline states, which are topological states protected by spatial symmetries. It has
been proposed that, although disorder breaks explicitly the spatial symmetry that protects the topological
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state, there is a sense in which the symmetry is sill preserved on average. Extending the approach we used
for the AIII wire to the case of topological crystalline states could prove to be useful for obtaining a concrete
definition of topological states protected by average spatial symmetries. At the same time, it would be
exciting if this real-space approach leads to the discovery of new topological crystalline states that can only
be defined in the absence of translational invariance.
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