In the framework of shape constrained estimation, we review methods and works done in convex set estimation. Some methods are standard in statistics, coming especially from the theory of empirical processes, but we more geometric methods that are specific to convex set estimation. The statistical problems that we review include density support estimation, estimation of the level sets of densities or depth functions, nonparametric regression, etc. We focus on the estimation of convex sets under the Nykodim and the Hausdorff metrics, which require different techniques and, quite surprisingly, lead to very different results, in particular in density support estimation. Finally, we discuss computational issues in high dimension.
Preliminaries

Introduction
In nonparametric inference, the unknown object of interest cannot be described in terms of a bounded number of parameters. Examples include density estimation, nonparametric and high dimensional regression, support estimation, etc.
Since the number of observations is only finite, it is necessary to make assumptions on the object of interest in order to make statistical inference possible. Two types of assumptions are most common. First, smoothness assumptions: If the unknown object is a function, one may assume that it is smooth in a certain sense. If it is a set, a smoothness assumption may be imposed on its boundary. Second, shape constraints, such as monotonicity, convexity, log-concavity, etc.
Smoothness is a quantitative condition, whereas a shape constraint is usually qualitative. Smoothness classes of functions or sets depend on meta parameters, such as the number of existing derivatives or upper bounds on some functional norms. However, in statistical applications, these meta parameters are unlikely to be known to the practitioner. Yet, statistical inference usually requires to choose tuning parameters in a way that depends on them. One way to overcome this issue is to randomize the tuning parameters and apply a data driven adaptive procedure (e.g., cross validation). However, such procedures are often technical and computationally costly. On the other hand, shape constraints usually do not introduce extra parameters: This makes them particularly attractive.
Many different shape constraints can be imposed on sets. For instance, [Tsy94, KST95b, KST95a] consider boundary fragments, which are subgraphs of a positive function defined on a hypercube. Shape constraints on such sets directly translate into shape constraints on their edge functions. For general sets, convexity is probably the most simple shape constraint, and yet it leads to a very rich field in geometry. It has been extended to the notion of r-convexity, where a closed set is r-convex if its complement is the union of open Euclidan balls of radius r, r > 0 (see, e.g., [ML93] and [RC07, PL08] for set estimation under r-convexity). Intuitively, convexity is the limit of r-convexity as r goes to ∞. Such a shape constraint introduces one meta parameter r, which may not be known a priori to the practitioner. Adaptation to r has been tackled, for instance, in [RCSN16] . In the present article, we only focus on convexity, which has brought a lot of attention in the statistical literature. In addition to convexity, the following shape constraints are common:
• Rolling ball condition: A convex set G is said to satisfy the r-rolling ball condition if, for all x on the boundary of G, there is a Euclidean ball B(a, r) such that x ∈ B(a, r) ⊆Ḡ, whereḠ is the closure of G. An equivalent condition is that the complement of G has reach at least r [Thä08, Definition 11].
• Standardness: A convex set G is called ν-standard if for all x on its boundary, Vol (G ∩ B(x, ε)) ≥ νVol (B(x, ε)), for all ε > 0 small enough. This roughly means that the set G does not have peaks.
For more discussion about the different assumptions in set estimation, we refer to [Cue09] . Different models associated with the estimation of convex sets include density support estimation [KT93a, KST95b, KST95a, Bru16, Bru17b, Bru] , density level set estimation [Har87, Pol95, Tsy97] , inverse problem in support estimation [BKY] , estimation of the support of a regression function [KT93b, Tsy94, Bru13] , estimation of the level sets of the Tukey depth [Bru17a] , recovering support functions [GKM06, Gun12] , etc.
Before going more into the details, let us introduce the notation and the main definitions.
Notation and Definitions
In the sequel, d is a positive integer, standing for the ambient dimension. For a positive integer p, the closed p-dimensional Euclidean ball with center a ∈ R p and radius r ≥ 0 is denoted by B p (a, r). If p = d, we may omit the subscript p. The (p − 1)-dimensional unit sphere is denoted by S p−1 and the volume of the p-dimensional unit Euclidean ball is denoted by β p . The Euclidean norm in R d is denoted by ⋅ , the Euclidean distance is ρ and we write ⟨⋅, ⋅⟩ for the canonical dot product.
A convex body G ⊆ R d is a compact and convex set with nonempty interior. We denote by K d the collection of all convex bodies and by K (1) d the collection of all convex bodies included in B(0, 1). The support function h G of a convex body G is defined as h G (u) = max{⟨u, x⟩ ∶ x ∈ G}, for all u ∈ S d−1 : It is the signed distance of tangent hyperplanes to the origin.
For any positive integer p, the p-dimensional volume of a measurable set A ⊆ R p is denoted by A p . When p = d, we may omit the subscript. The Nykodim distance between two measurable sets K, L ⊆ R d is the volume of their symmetric difference:
The cardinality of a finite set A is denoted by #A. When i.i.d. random points X 1 , . . . , X n ∈ R d have a density f with respect to the Lebesgue measure, we denote by P f their joint distribution and by E f the corresponding expectation operator. When f is the uniform density on a compact set G, we simply write P G and E G . The convex hull of X 1 , . . . , X n is denoted byK n . Remark 1. In this article, most, if not all, set-valued estimators are polytopes that depend on a finite random sample. Nonetheless, in order to be consistent with the literature, we reserve the name random polytope forK n only.
Outline
The main goal of this article is to present different techniques that are used in estimation of convex sets. These techniques are essentially borrowed from stochastic and convex geometry.
In Section 2, we review basic properties of random polytopes and connect them to the problem of support estimation under the Nykodim metric. We recall well known results on the covering number of classes of convex bodies and show how these can be used in order to deviation inequalities in convex support estimation. We also review extensions of these results to the estimation of convex level sets and discuss other convex set estimation problems under the Nykodim metric.
In Section 3, we give general insights on the estimation of convex bodies through their support functions. In particular, we review important properties related to support functions and convex bodies and show how they apply to the estimation of convex sets under the Hausdorff metric.
Finally, in Section 4 we discuss the problem of estimation of convex sets in high dimension. We show, through two examples, how to reduce the computational cost without affecting the rate of convergence of convex set estimators.
Estimation of convex sets under the Nykodim metric
Random polytopes and density support estimation
The most common representation of random polytopes consists of taking the convex hull of i.i.d. random points in R d . Stochastic and convex geometry have provided powerful tools to understand the properties of random polytopes, since the seminal works [RS63, RS64] . In these two papers, d = 2 and the random polygon is the convex hull of uniform points in a planar convex body. The expectations of the missing area and of the number of vertices of the random polygon are computed, up to negligible terms, as n goes to infinity. The results depend drastically on the structure of the boundary of the support. Namely, the expected missing area is significantly smaller when the support is itself a polygon than when its boundary has positive curvature everywhere. The missing area is exactly the Nykodim distance between the random polygon and the support of the random points. Hence, [RS63, RS64] give an approximate value of the risk of the random polygon as an estimator of the support of the initial data points. After Renyi and Sulanke's work, much effort has been devoted to extend their results to higher dimensions. Among most general results, one is due to [BL88] . For G ∈ K d and ε > 0, let G(ε) be the ε-wet part of G, i.e., the complement of the ε-floating body of G in G (see [Dup22, Bla23, SW90] for formal definitions).
where c 1 is a universal positive constant, c 2 (d) is a positive constant that depends on d only and n 0 (d) is a positive integer that depends on d only.
As a consequence, computing the expected missing volume ofK n asymptotically reduces to computing the volume of the (1 n)-wet part of G. In addition, it is known that if G has volume one and ε goes to zero, then G(ε) is of the order at least ε ln(1 ε) and at most ε 2 d+1 [BL88] . The former rate is achieved when G is a polytope and the latter when G has a smooth boundary with positive curvature everywhere. In the latter case, a more refined result is available:
Denote by κ(x) the generalized GaussKronecker curvature of ∂G at the point x and by µ the superficial Lebesgue measure on ∂G. Then,
where c(d) is a positive constant that depends only on d.
[ Sch94] give an explicit form for the constant c(d). An interesting result, due to [Gro74] , shows that the quantity
is maximum when G is an ellipsoid. In that case, a simple computation shows that the right hand side in Theorem 2 is of the order d d+o(d) , as d becomes large. As a consequence, when the dimension d becomes too large, the random polytopeK n performs poorly as an estimator of G in the worst case, because it suffers the curse of dimensionality, both in the rate n −2 (d+1) and in the constant factors. Yet, it is known that the rate n −2 (d+1) cannot be improved in a minimax sense. The following result is proven in [Bru16] where, for two sequences a n and b n of positive numbers, we write a n ≲ θ b n if a n ≤ c(θ)b n , ∀n ≥ 1, for some positive constant c(θ) that depends on a parameter θ. In the sequel, we also write ≲ with no subscript if the involved constant is universal.
Theorem 3 ( [Bru16] ). The following inequalities hold:
where the infimum is taken over all estimatorsG n based on n i.i.d. observations.
As a consequence, the random polytopeK n is rate optimal on the class K d in a minimax sense, with respect to the Nykodim metric.
Adaptation to polytopal supports
As we already mentioned earlier, an attractive feature of most shape constraints is that no meta parameters are needed to describe the objects of interest, unlike in smoothness classes. Nonetheless, classes of functions or sets with a shape constraint usually contain parametric subclasses that correspond to simpler structures. For instance, classes of non decreasing functions contain piecewise constant functions with a bounded number of pieces. Classes of convex functions contain piecewise affine functions with a bounded number of pieces. As for sets, the class K d contains polytopes with a bounded number of vertices. Note that the support function of a polytope is piecewise linear with a bounded number of pieces, corresponding to the vertices.
A desirable property of an estimator is adaptation to simpler structures. This means that if the unknown object has a simpler structure, then the rate of convergence of the agnostic estimator should be nearly as good as that of an estimator that would know about the simpler structure in advance. In log-concave density estimation, [KGS16] shows that the maximum likelihood estimator over the class of log-concave densities is adaptive to log-concave densities whose logarithm is piecewise affine with a bounded number of pieces. In univariate isotonic (resp. convex) regression, [CGS15] shows that the least square estimator over the class of non decreasing (resp. convex) sequences is adaptive to sequences that are piecewise constant (resp. affine) with a bounded number of pieces.
When estimating the convex support of a uniform distribution, the random polytopeK n also optimizes a criterion: It is the maximum likelihood estimator on the class
By Theorem 3,K n estimates G at the speed n −2 (d+1) in the worst case, i.e., when G has a smooth boundary, under the Nykodim metric. When G is a polytope, then Theorem 1 implies thatK n estimates G at a much faster speed, namely, n −1 (ln n) d−1 . A more refined result was proven in [BB93] . For a polytope P ⊆ R d , let T (P ) be the number of flags of P , i.e., the number of increasing sequences
In particular, if G is a polytope, then there is a significant gain in the speed of convergence ofK n , which becomes nearly parametric. In other words,K n adapts to polytopal supports. However, it still suffers the curse of dimensionality in its rate, because of the (ln n) d−1 factor. In [Bru16] , it is shown that this rate is not minimax optimal on classes of polytopes. Recall thatK n maximizes the likelihood function over the class of all convex bodies. If G is known to be a polytope with at most r vertices, where r ≥ d + 1 is a known integer, [Bru16] considers the maximum likelihood estimator over the corresponding subclass of polytopes. Namely, denote by P r the class of all convex polytopes with at most r vertices. The maximum likelihood of P in the class P r is defined aŝ
1 Xi∈P : It is a polytope with at most r vertices that contains X 1 , . . . , X n and has minimum volume. Note that, unlikeK n , P (r) n is not always uniquely defined. The rate of this estimator no longer suffers the curse of dimensionality, unlike that ofK n , when G ∈ P r .
It is also shown in [Bru16] 
The estimatorP
is not computable in practice, but it gives a benchmark for the optimal rate in estimation of P ∈ P r , under the Nykodim metric. It is still not clear whether the logarithmic factor could be dropped in the upper bound (see [Bru16, Section 3 
.2]). A drawback ofP
(r) n is that it requires the knowledge of r, whereasK n is completely agnostic of the facial structure of G. [Bru16] proposes a fully adaptive procedure and defines an estimatorP adapt n that is agnostic of the facial structure of G and yet performs at the same rate asP (r) n when G ∈ P r for some integer r ≥ d + 1, and asK n for general supports G (see [Bru16] and [Bru14] for more details).
Convex bodies, covering numbers and empirical processes
Covering numbers provide a powerful tool to describe the complexity of a class. In the theory of empirical processes, it is often used in order to bound the statistical performance of an estimator obtained by optimizing a criterion, such as the likelihood function. In estimation of the support of a uniform distribution, the random polytopeK n maximizes the likelihood over the class K d . Under the Nykodim metric, its risk is measured using the rescaled quantity G ∖K n G , whose distribution is invariant under affine transformations of G. Hence, as shown in [Bru16] , it is sufficient to suppose that G ⊆ B(0, 1) (i.e., G ∈ K
(1)
d ) in the analysis of the risk ofK n . Let ε > 0 and let d(⋅, ⋅) be a metric on K
The ε-covering number of K This theorem implies a similar bound for the covering numbers with respect to the Nykodim distance. Indeed, by [Bru, Lemma 2], the Nykodim distance is dominated by the Hausdorff distance on the class K
d , where α is a positive constant that depends on d only. Hence, using this theorem combined with standard techniques from M-estimation and empirical processes, (see, e.g., [VdV00, VdG98] ), [Bru] proves the following deviation inequality forK n .
Theorem 7 ( [Bru] ). There exist positive constants c 1 , c 2 and c 3 such that the following holds. Let x ≥ 0 and n ≥ 2 be an integer. For all
with P G -probability at least 1 − c 2 e −c3x .
Using the same techniques, more general deviation inequalities are proven in [Bru] , when the density of the X i 's is not uniform, but only supported on a convex body G. For all measurable sets G,
Theorem 8 ( [Bru] ). There exist positive constants C 1 and C 2 , that depend on d only, such that the following holds. Let x ≥ 0 and n ≥ 2 be an integer. Let
and f be a density supported in G, with f ≤ M almost everywhere, for some positive number M . Let X 1 , . . . , X n be i.i.d. random points with density f andK n be their convex hull. Then,
x n with probability at least 1 − C 2 e −x .
When f satisfies some margin condition (cf. below), the above upper bound can be transferred to the Nykodim distance betweenK n and G, with a new rate that depends on the margin condition. We refer to [Bru16] for more details.
Estimation of density level sets under convexity assumptions
The level sets of a density f in R d are the sets
Estimation of density level sets and, more specifically, of convex level sets, has been tackled, e.g., in [Har87, Pol95, Tsy97] . Let λ > 0 such that G λ ≠ ∅. The excess mass of a measurable set
The empirical excess mass of a set C, given a sample X 1 , . . . , X n , is naturally defined as M λ (C) = 1 n ∑ n i=1 1 Xi∈C −λ C . Hence, the main idea to estimate G λ is to maximize M λ (C) over C ∈ C, where C is a given class of measurable sets. In this section, we assume that
d . For instance, convexity of G λ is ensured if f is log-concave. If f is the uniform density on a convex body
In that case, support estimation is equivalent to level set estimation, for small levels λ. In what follows, λ > 0 is a fixed number and we define the estimatorĜ n ∈ argmin
In order to achieve consistency, an assumption is necessary about the behavior of f around the boundary of its level set G λ . Namely, f should not be too flat near the boundary of G λ . The assumption proposed in [Pol95] takes the following form.
Assumption 1. There exist positive constants c, γ such that
for all η > 0 small enough.
Assumption 1, called margin condition, was introduced in [MT99] . It is usually imposed for discriminant analysis [MT99, LM15] , statistical learning [Tsy04] level set estimation or density support estimation [Bru] .
In [Pol95] , the notion of covering number with inclusion, sightly different from that of covering number, is used to prove the main results.
Definition 1 (Covering number with inclusion). Let C be a class of measurable subsets of B(0, 1), µ a probability distribution in R d and ε > 0. The ε-covering number with inclusion with respect to µ is the smallest integer N such that there exists a collection N of measurable sets, with #N = N , satisfying the following: For all C ∈ C, there exist C * , C * ∈ N with C * ⊆ C ⊆ C * and µ(C * ∖ C * ) ≤ ε. It is denoted by N I (ε, C, µ).
The following estimate is available for the class K 
Note thatĜ n is a polytope, and its vertices are sample points. Indeed, for all
, where C * is the convex hull of the sample points contained in C. In the two dimensional case, [Har87] proposed an algorithm to computeĜ n . To the best of our knowledge, there is no algorithm to computê G n or an approximation ofĜ n in higher dimension.
Convex support estimation in nonparametric regression
Let the following model hold:
where X 1 , . . . , X n are deterministic or random points in d . In [Bru13] , the function f is the indicator function of G: f (x) = 1 for x ∈ G, f (x) = 0 otherwise. The design points X 1 , . . . , X n are i.i.d., uniformly distributed in [0, 1] d and the ξ i 's are sub-Gaussian, i.e., E e tξ1 ≤ e σ 2 t 2 2 , for all t ∈ R, where σ > 0 need not be known. [Bru13] considers a least square estimatorĜ n ∈ argmin
where N is a n −2 (d+1) -net of K
d , with respect to the Nykodim metric and
(1 − 2Y i )1 Xi∈C . The following upper bound is shown in [Bru13] , in which P G stands for the joint distribution of the sample with f (⋅) = 1 ⋅∈G .
Theorem 11. There exist two positive constants C 1 , C 2 , C 3 that depend on d and σ 2 and a positive integer n 0 that depends on d only, such that the following holds:
and all x ≥ 0,
with P G probability at least 1 − C 2 e −C3x .
Of course, the estimatorĜ n is not computable in practice, since ε-nets of K
(1) d
are not available. However, we believe that maximizing the functional A over the whole class K
would yield a similar upper bound, whose rate is proven to be minimax optimal. Still, it would be unclear how to compute the resulting estimatorG n . Nonetheless, note that for all C ∈ K
, where C * is the convex hull of all the design points X i ∈ C, implying thatG n can be chosen to be a polytope whose vertices are design points. Another open question is whetherĜ n (orG n ) is adaptive to polytopal supports. In [Bru13] , it is shown that the minimax rate on the class P r of polytopes with at most vertices is of the order (ln n) n: Is the error ofG n of that order when the true support G is a polytope ?
Here, we have only discussed the case when f is an indicator function, but more general models for f are considered in [KT93b] . All these models, though, impose a sharp separation condition on f , e.g., boundedness away from zero on its support, which essentially reduces to the case of indicator functions. To the best of our knowledge, harder cases, e.g., when f satisfies a margin type condition, i.e., {x
γ for all η > 0 small enough, where c and γ are positive constants, have not been tackled in the literature.
Estimation of convex sets under the Hausdorff metric
Support functions and polyhedral representations of convex bodies
Support functions play a central role in estimation of convex bodies under the Hausdorff metric. Indeed, the Hausdorff distance between two convex bodies G 1 and G 2 can be written in terms of their support functions h G1 and h G2 :
Here, we state a few results about support functions that are useful in estimation of convex sets, and we refer to [Sch93] for more details on their account.
Note that a convex body is completely determined by its support function and
A function h ∶ S d−1 → R is the support function of a convex set if and only if it is subadditive, in the following sense.
We say that h is subadditive ifh is convex.
A polyhedral representation of a convex body is a way of writing that convex body as the intersection of closed halfspaces or, equivalently, as a set of affine constraints. For φ ∶ S d−1 → R, we denote by
}. It is easy to see that h G φ (u) ≤ φ(u), for all u ∈ S d−1 . In general, the two functions are not equal, since φ is not necessarily subadditive. This is actually a necessary and sufficient condition (see [Bru17a,  Proposition 1]):
Actually, an interesting consequence of this result is the following.
Then, h G φ is the largest subadditive function that is smaller or equal to φ.
By Lemma 1, the Hausdorff distance between two convex sets G φ and G ψ can be written in terms of h G φ and h G ψ . However, these support functions may not be easy to compute in terms of φ and ψ. The following lemma overcomes this issue when both φ and ψ are continuous.
Lemma 4 ( [Bru17a]). Let φ, ψ ∶ S
d−1 → R be two continuous functions. Assume that G φ and G ψ have nonempty interiors. Moreover, let R > r > 0 and assume that B(a, r)
In this lemma, the mapping ψ plays the role of an estimate of φ. However, in certain cases, it may not be easy to control the accuracy of the estimation of φ(u) for all u ∈ S d−1 simultaneously, but instead, only on a finite subset of
following result is complementary to the previous lemma, when φ = h G φ (i.e., by Lemma 2, when φ is subadditive) and when ψ is only defined on a (fine enough) discretization of S d−1 .
Finally, the next lemma provides a polyhedral representation of the convex hull of a finite collection of points in the space. It is straightforward, given that a linear function defined on a convex body is necessarily maximized at an extreme point, but it yields a useful representation of random polytopes.
Lemma 6. Let x 1 , . . . , x n ∈ R d and let K n be their convex hull. Then,
Of course, this polyhedral representation is not optimal, since K n is a polytope, yielding that only a finite number of affine constraints should be sufficient to describe the set K n : those corresponding to unit vectors u that are normal to (d − 1)-dimensional faces of K n (see Minkowski-Weil's theorem for polyhedra). All other affine constraints are redundant. However, in practice, finding the (d − 1)-dimensional faces of the convex hull of a given finite collection of points is a hard problem (see, e.g., [BFM98] ).
Estimation of support functions
Sometimes, in order to estimate a convex body G, it can be natural to estimate its support function h G . The previous lemmas indicate that if the estimation error are measured with respect to the Hausdorff metric, then it is enough to bound the pointwise or sup-norm error for the estimation of h G .
In this section, G is an unknown convex body and we assume that an estimatorĥ n of h G has been extracted from available data. Then, Gĥ n is a natural estimator of G. We review examples and show how the results and properties stated in the previous section apply, by distinguishing two cases: whenĥ n is subadditive, hence, when it is the support function Gĥ n , and when it is not.
Whenĥ n is subadditive
This is the case, for instance, in density support estimation: A natural estimator of the support G of i.i.d. random points X 1 , . . . , X n isĥ n (u) = max 1≤i≤n ⟨u, X i ⟩, u ∈ S d−1 . By Lemma 6,ĥ n is actually the support function ofK n , hence, it is subadditive.
d . Letĥ n be a subadditive estimator of h G and let
Proof. The proof of this lemma relies on two fundamental facts. First, by a standard volumetric argument, there exists an ε-net of cardinality at most (3 ε) d , for all ε ∈ (0, 1). Second, the following result, which is Lemma 5.2 in [FV14] , is a very elegant tool to work with approximations of the unit sphere.
Lemma 8 ( [FV14]
). Let ε ∈ (0, 1) and let N be an ε-net of S d−1 . Then, for all u ∈ S d−1 , there are sequences (u k ) k≥0 ⊆ N and (ε k ) k≥1 ⊆ R such that
Let ε = η 6 and let N be an ε-net of S d−1 . Denote by −N = {−u ∶ u ∈ N }. Let A be the event when ĥ n (u) − h G (u) ≤ η, simultaneously for all u ∈ N ∪ (−N ).
By a union bound,
Now, assume that A is satisfied and let u ∈ S d−1 . Then, with the notation of Lemma 8, using subadditivity of support functions and the fact that This technique is applied in [Bru17b] for support estimation. The general framework considered in that work is the following. Let G ∈ K • r, L, α are given positive numbers with r < 1; ) is the cap of G in the direction u and with height t, i.e.,
Particular cases of such pairs (G, µ) include uniform distributions on general convex bodies (α = d) or smooth convex bodies (α = (d + 1) 2), uniform distributions on the boundary of smooth convex bodies (α = (d − 1) 2), projections of uniform distributions on higher dimensional smooth convex bodies, distributions with densities supported on a convex body with polynomial decay near the boundary, etc.
It is easy to show that under Assumption 2, for all u ∈ S d−1 and all t ∈ [0, r], ĥ n (u) − h G (u) ≤ t with probability at least 1 − e −Lnt α . Hence, the following theorem is shown, using Lemma 7. Set
Theorem 12 ( [Bru17b] ). Let r ∈ (0, 1) and L, α > 0. There exists a positive constant C such that the following holds. Set a n = C ln n n 1 α
d and µ be a probability measure in R d and let Assumption 2 hold. Then, for all x ≥ 0 such that a n + b n x ≤ r,
with µ-probability at least 1 − 12
As a consequence,
Remark 2.
• [Bru17b] uses a different technique in order to bound the error ofK n when G is a polytope that satisfies a standardness condition. Using the technique shown above would yield the rate ((ln n) n) 1 d (α = d), which is suboptimal. Indeed, the following inequality is shown when G is a polytope with at most p vertices (p ≥ d + 1) and satisfies a standardness condition (i.e, intuitively, has no pointy vertices):
where ν > 0 is a constant coming from the standardness condition.
• Surprisingly, the adaptive feature ofK n disappears under the Hausdorff metric. As discussed in Section 2,K n adapts to polytopal supports under the Nykodim metric. On the contrary, the rate ofK n in the Hausdorff metric deteriorates when the support G is a polytope.
Another model where the same ideas could be applied has been considered in [GKM06, Gun12] . Given independent observations Y i = h G (u i ) + ε i , where u i ∈ S d−1 is either deterministic or random and ε i is a zero mean error term, independent of u i , [Gun12] estimates h G by the least square estimator on the class of all subadditive functions h ∶ S d−1 → R. This produces an estimator h n that is a support function itself. In general, L 2 -type metrics are natural to measure the performance of least square estimators. [GKM06, Gun12] prove rates of convergence of their estimator with respect to the L 2 -distance, with minimax optimality proven in [Gun12] . [GKM06] also translates these error bounds to the L ∞ metric, using elegant norm inequalities for subadditive functions, which show that the L ∞ distance is dominated by the L 2 distance in some sense (see [Gro96, Proposition 2.3 .1] and [GKM06, Proposition 2.2]). Nevertheless, as remarked by [Gun12] , the bounds that they obtain are very loose. The optimal rate of estimation of G ∈ K
(1) d with respect to the Hausdorff distance in that model is still an unsolved problem.
When the estimatorĥ n is not subadditive
As we have already mentioned, the estimatorĥ n is not subadditive in general. Hence, it is not the support function of the corresponding set estimatorĜ n = Gĥ n and the technique of the previous subsection does not apply. Lemmas 4 and 5 are two key results to deal with this case. Lemma 4 is useful whenĥ n is continuous almost surely and its error can be bounded uniformly on the unit sphere
simultaneously, with high probability, then, if G satisfies the assumptions of Lemma 4 and η is small enough, d H (Gĥ n , G) ≤ η ′ with high probability, where η ′ is a small number that depends on η and other parameters. We apply Lemma 5 in two cases: when the true support function h G is not available (e.g., when G = Gφ for a known function φ that is not necessarily subadditive) and when the error ofĥ n can only be controlled pointwise, i.e., for each u ∈ S d−1 separately. Indeed, by a union bound, pointwise deviations transfer to uniform deviations on ε-nets. We give two examples, borrowed from [Bru17a] and [BKY] , where these results are used.
Estimation of the level sets of the Tukey depth [Bru17a] Let µ be a probability measure in R d . The Tukey depth D µ (x) of a point x ∈ R d with respect to µ is defined as the smallest probability mass of a closed halfspace containing x:
where H d is the collection of closed half-spaces in 
where q u is the upper (1 − α)-quantile of ⟨u, X⟩ with X ∼ µ. Let X 1 , . . . , X n be i.i.d. random points with distribution µ and let µ n be the corresponding empirical measure:
1 Xi∈A , for all Borel sets A ⊆ R d . The empirical α-level set of the Tukey depth isĜ n = {x ∈ R d ∶ D µn (x) ≥ α}, which also has a simple polyhedral representation
whereq u = sup{t ∈ R ∶ #{i = 1, . . . , n ∶ ⟨u, X i ⟩ ≥ t} ≥ nα} is the empirical upper (1 − α)-quantile of the sample ⟨u, X 1 ⟩, . . . , ⟨u, X n ⟩, for all u ∈ S d−1 . Note that in general, neither u ↦ q u nor u ↦q u are subadditive. However, the latter is always continuous, as a consequence of [Bru17a, Lemma 15] and the former is continuous under some assumption on µ (see [Bru17a, Lemma 11] ). Using standard results from empirical processes theory, [Bru17a] shows that under some assumption on µ, sup u∈S d−1 q u − q u is small, with high probability. Hence, using Lemma 5, this yields the following result.
Theorem 13. [Bru17a, Corollary 2]
Let µ have a density f with respect to the Lebesgue measure and let 0 < α < max x∈R d D µ (x). Assume that f satisfies one of the following conditions:
1. f is continuous and positive everywhere and there exist C > 0 and
f is supported on a bounded convex set and is uniformly continuous on its support.
More precise deviation inequalities are proven in [Bru17a] but here, we only state the result in this form for simplicity of the development. Note that any log-concave distribution satisfies one of the two conditions imposed on f in this theorem. The uniform distribution on a convex body K satisfies the second condition and, in that case, G is equal to the floating body of K (since it is easy to see that the inclusion in [Bru17a, Lemma 1] is an equality in this case). The estimatorĜ n is a polytope, also called k-hull of X 1 , . . . , X n , for k = ⌈nα⌉ [CSY87] . Such a polytope extends the notion of convex hull, which is just the 1-hull. Computational questions are tackled in Section 4.
Estimation of the convex support of a density from noisy observations [BKY] Let G ∈ K d and X 1 , . . . , X n be i.i.d. random points uniformly distributed in G. Assume that only Y i = X i + ξ i , i = 1, . . . , n, are observed, where the ξ i 's are i.i.d. centered Gaussian vectors with covariance matrix σ 2 I d (I d is the identity matrix and σ 2 > 0 is known), independent of the X i 's. For u ∈ S d−1 , letĥ n (u) = max 1≤i≤n ⟨u, Y i ⟩ − b n , where b n ≈ √ 2σ 2 ln n is a deterministic bias and setĜ n = Gĥ n . It is proved that ĥ n (u) − h G (u) is small with high probability, for each u ∈ S d−1 separately. Hence, using Lemma 5, [BKY] proves that d H (Ĝ n , G) = O P ln ln n √ ln n .
As a corollary, the random polytopeK n can be approximated byK n,M :
Corollary 1 ( [Bru17b] ). Let the assumptions of Theorem 14 hold. Then,
Computing the estimatorK n,M requires sampling M uniform random unit vectors and checking nM affine constraints. Hence, the overall computation cost of computingK n,M is O(dnM ). Hence, the convex hull of i.i.d. uniform points in a general convex body can be approximated in O d operations, without affecting the rate of the statistical accuracy.
Approximating empirical Tukey depth level sets
The empirical Tukey depth level sets are an extension of the convex hull and, in general, it is not known how to compute them in high dimension. Here, we use similar ideas as for the convex hull in order to produce good approximations that do not reduce their statistical accuracy. The main difference is that in the polyhedral representation (1) of the true level sets, the mapping u ↦ q u is not necessarily subadditive. Actually, we refer to [Bru17a, Section 2] for open questions about this mapping.
For M ≥ 1, setĜ n,M = x ∈ R d ∶ ⟨U j , x⟩ ≤q Uj , ∀j = 1, . . . , M , where U 1 , . . . , U M are i.i.d. uniform random variables on S d−1 , independent of X 1 , . . . , X n . Next theorem is proven in [Bru17a] .
Theorem 15 ( [Bru17a] ). Recall all the assumptions of Theorem 13 and assume, in addition, that the mapping u ↦ q u is subadditive. Then, for M > 8
As a consequence, the k-hullĜ n can be approximated byĜ n,M and we have the following corollary. Of course, the computation cost of the estimatorĜ n,M , for the choice of M prescribed in this theorem, drastically suffers the curse of dimensionality, because of the factor n d−1 .
