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Abstract
Title: Real-Time Rendering of Liquid Environments
Author: Rok Cej
This thesis presents a way of rendering scenes that are completely submerged
in liquids, also referred to as liquid environments. Liquids are the source of
unique optical and physical phenomena such as light scattering, light ex-
tinction, turbulent flow, and the presence of foreign particles. Each phe-
nomenon is approached separately, using various techniques to create a visual
effect that approximates it. These effects are then combined into a general-
ized model, which can simulate the appearance of liquid environments with
configurable physical properties. The model is implemented in a platform-
independent manner using JavaScript and WebGL. Additionally, it achieves
interactive performance by heavily utilizing graphical hardware, making it
suitable for real-time applications. A performance evaluation is also done,
comparing the computational cost of each effect, as well as the complete
model in practical situations.
Keywords: liquid rendering, real-time, post-processing, WebGL.

Povzetek
Naslov: Upodabljanje tekocˇinskih okolij v realnem cˇasu
Avtor: Rok Cej
Diplomska naloga predstavi nacˇin za upodabljanje prizorov, ki se v celoti
nahajajo znotraj tekocˇin. Takim prizorom pravimo tekocˇinska okolja. Za
tekocˇine so znacˇilni edinsteveni opticˇni ter fizikalni pojavi, kot so razprsˇevanje
svetlobe, absorpcija svetlobe, turbulenca ter prisotnost tujih delcev. Vsak
posamezni pojav se z uporabno raznih metod modelira kot vizualen efekt.
Efekti se nato zdruzˇijo v posplosˇen model za simulacijo tekocˇinskih okolij
s prilagodljivimi fizikalnimi lastnostmi. Model je implementiran v program-
skem jeziku JavaScript in uporablja tehnologijo WebGL, zato je neodvisen od
platforme sistema. Primeren je za interaktivne aplikacije, saj z izkoriˇscˇanjem
graficˇne strojne opreme dosezˇe delovanje v realnem cˇasu. Izvedena je tudi
performancˇna analiza, ki primerja racˇunske zahtevnosti posameznih efektov
ter celotnega modela v prakticˇnih situacijah.




Doseganje realisticˇnega prikaza sodi med najpomembnejˇse cilje v racˇunalni-
sˇki grafiki. Metode, ki temeljijo na fizikalnih simulacijah svetlobe, obstajajo
zˇe vecˇ desetletij. Kajiya [13] je leta 1986 predstavil nacˇin za fizikalno osno-
vano upodabljanje z uporabo algoritma sledenja poti. Vendar so taki pristopi
racˇunsko zelo zahtevni, zato sinteza ene same slike lahko traja tudi vecˇ ur.
Cˇeprav metode za fizikalno osnovano upodabljanje v realnem cˇasu zˇe obsta-
jajo, niso zelo razsˇirjene, saj zahtevajo drago in napredno strojno opremo. V
interaktivnih aplikacijah moramo zatorej uporabljati priblizˇke, ki ustvarijo
iluzijo naravnih pojavov na bolj ucˇinkovit nacˇin.
Zaradi napredkov na podrocˇju racˇunalniˇstva sˇtevilni efekti kot so sence
ter odsevi v realnem cˇasu zˇe dosegajo nivo realizma in so pogosto prisotni
v video igrah. Vendar pa mediji kot so voda, dim, megla, itd. sˇe vedno
predstavljajo oviro. Ti sestojijo iz mikroskopskih delcev, ki absorbirajo ter
razprsˇujejo svetlobo in s tem povzrocˇajo razne pojave kot so vidni zˇarki
svetlobe ter moder sijaj atmosfere. Zaradi kompleksnosti interakcije svetlobe
s takimi mediji se za upodabljanje le-teh pogosto uporabljajo bolj ucˇinkoviti,
a fizikalno nenatancˇni pristopi.
Cilj diplomskega dela je razvoj posplosˇenega modela za upodabljanje
tekocˇinskih okolij v realnem cˇasu. Tekocˇinska okolja se v tem kontekstu
nanasˇajo na prizore, ki se v celoti nahajajo znotraj tekocˇin. Model mora
omogocˇati prilagajanje fizikalnih lastnosti medija kot so gostota, viskoznost,
prosojnost in presevnost, hkrati pa simulirati lokalne perturbacije.
Za implementacijo sta bila uporabljena programski jezik JavaScript ter
tehnologija WebGL. To omogocˇa dostop do modela preko vseh modernih sple-
tnih brskalnikov in zagotavlja neodvisnost od platforme sistema. V skladu
z WebGL model zavzema obliko sencˇilnikov, ki se uporabljajo v graficˇnem
cevovodu. Uporabljeno je bilo tudi ogrodje RenderCore, ki ga razvija Labo-
ratorij za racˇunalniˇsko grafiko in multimedije1 na Fakulteti za racˇunalniˇstvo
in informatiko. RenderCore nudi uporabne funkcionalnosti kot so matricˇne
operacije ter nalaganje 3D objetkov, hkrati pa posplosˇi uporabo WebGL za
vecˇstopenjsko upodabljanje.
Metode
Upodabljanja tekocˇinskih okolij se lotimo tako, da prikaz razdelimo na vecˇ
locˇenih efektov, ki jih nato zdruzˇimo v koncˇno sliko. S tem razbremenimo
resˇevanje zelo kompleksnega problema z resˇevanjem vecˇih, bolj preprostih
problemov. Diagram celotnega procesa upodabljanja prikazuje slika 3.1.
V prvem koraku ustvarimo efekt megle, ki simulira pojav absorpcije
svetlobe v medijih. Za izdelavo efekta uporabimo globinski pomnilnik v
graficˇnem cevovodu, da dobimo globinske podatke za vsak piksel v prizoru.
Jakost homogene megle nato izracˇunamo kot eksponentno funkcijo globine
posameznega piksla. V primeru vecˇplastne megle [10], kjer se absorpcija
spreminja z viˇsino, jakost izracˇunamo z integriranjem po viˇsinski razliki med
kamero ter pikslom. S tem ustvarimo iluzijo vecˇje gostote medija globje kot
se spustimo. Da naredimo izgled megle bolj dinamicˇen, uporabimo animiran
2D Perlinov sˇum [23, 24] za zamik jakosti megle v posameznem pikslu, kar
priblizˇa efekt pravi heterogeni megli [28]. Primerjava upodobitev razlicˇnih
vrst megle je na sliki 3.4.
V tekocˇinah se pogosto nahajajo tudi prosto plavajocˇi tuji delci. Te simu-
liramo s sistemom delcev, ki temelji na WebGL teksturah in s tem omogocˇa
simulacijo vecˇ milijonov delcev v realnem cˇasu. Informacije o delcih kot so
polozˇaj, starost in zˇivljenjska doba zakodiramo v barvne kanale teksture za
1http://lgm.fri.uni-lj.si/
branje. Nato uporabimo sencˇilnik fragmentov, ki za vsak delec prebere po-
datke iz teksture za branje, opravi simulacijo ter zapiˇse rezultate v teksturo
za pisanje. Po vsakem ciklu se teksturi zamenjata, da se tok simulacije ne
prekine. Za simulacijo gibanja delcev uporabimo curl noise [4], obliko sˇuma,
ki je nadgradnja Perlinovega sˇuma. S tem ustvarimo iluzijo delcev, ki se
gibljejo v nemirni tekocˇini.
V naslednjem koraku dodamo efekt globine polja [18], ki zamegli objekte
izven fokusa. To dosezˇemo tako, da usvarimo virtualni model lecˇe ter mu
dolocˇimo fizikalne lastnosti, kot sta goriˇscˇna razdalja ter velikost lecˇe. Na
podlagi tega modela za vsak pisel izracˇunamo jakost zamegljenosti kot funk-
cijo oddaljenosti piskla od kamere. Glede na izracˇunano jakost nato inter-
poliramo med izvorno sliko ter tremi razlicˇnimi ravnmi zamegljenosti slike.
Slika 3.7 prikazuje primerjavo med prizorom upodobljenim z in brez efekta
globine polja.
Eden najpomembnejˇsih elementov realisticˇnega upodabljanja so sence. Te
smo implementirali z uporabo metode lepljenja senc [7, 21]. Ta deluje tako,
da prizor najprej upodobimo z vidika lucˇi. S tem pridobimo podatke o od-
daljenosti prizora od posamezne lucˇi, ki jih shranimo v teksture. Te podatke
nato uporabimo pri upodabljanju glavnega prizora, da za vsak piksel lahko
ugotovimo, cˇe je z vidika lucˇi osvetljen. Ta metoda ne izboljˇsa le izgleda,
ampak tudi nasˇe zaznavanje globine v prizoru. Primerjavo prizora z in brez
senc prikazuje slika 3.8, razlicˇne metode vzorcˇenja senc pa so predstavljene
na sliki 3.9.
Zadnji efekt je volumetricˇna osvetlitev, ki simulira pojav razprsˇevanja
svetlobe. To smo dosegli z modeliranjem osvetljenih volumnov [1], ki te-
melji na metodi lepljenja senc. Postopek je tak, da za vsako lucˇ konstrui-
ramo model, ki predstavlja neposredno osvetljen prostor. Za to uporabimo
sencˇilnik ogliˇscˇ, ki transformira volumen glede na globinske podatke prizora
z vidika lucˇi. Osvetljen volumen nato upodobimo s sesˇtevanjem analiticˇno
izracˇunanih [26] prispevkov osvetljenih predelov za vsak piksel. Primer iz-
gleda efekta je na sliki 3.10b.
Zakljucˇek
Posamezni efekti so zdruzˇeni v enoten model, ki omogocˇa upodabljanje teko-
cˇinskih okolij s prilagodljivimi lastnostmi. Primera koncˇnih rezultatov sta na
slikah 4.3 ter 4.4, ki prikazujeta isti prizor, upodobljen z razlicˇnimi parametri
modela. Izvedena je performancˇna analiza, ki primerja hitrosti delovanja
modela ter izglede prizorov glede na sˇtevilo vkljucˇenih efektov. Podrobnosti
analize so navedene v tabeli 4.1. Rezultati so pokazali, da tudi ob kombinaciji
vseh efektov, model sˇe vedno dosega vecˇ kot 60 slicˇic na sekundo. Poleg
tega je zahtevnost posameznih efektov tudi mocˇno prilagodljiva. Na manj
zmogljivih sistemih se lahko, na primer, zmanjˇsa sˇtevilo delcev ter resolucija
tekstur senc, kar znatno pohitri model. To dokazuje, da je model primeren
za interaktivno upodabljanje tekocˇinskih okolij. S tem se za model odpirajo




One of the most important goals in computer graphics is achieving realism.
Methods for rendering realistic images have existed for decades. Most of
these methods aim to simulate the behavior of light traveling through space.
In 1986, Kajiya [13] presented the rendering equation, which describes such
simulation and introduced path tracing to generate images by evaluating the
equation numerically. However, the nature of physical simulations makes
them extremely computationally intensive. It can take up to several hours,
depending on the level of realism, to generate a single image.
The demand for realism in interactive applications has been rapidly in-
creasing, one of the most notable examples being video games. Owing to the
recent advancements in computer technology, real-time rendering has come a
long way. While physically-based approaches have been used in real-time ap-
plications, they still have not become mainstream due to requiring expensive
hardware. Therefore, approximations are being used to mimic the appear-
ance of natural phenomena. Effects like realistic shadows and reflections have
gotten to the point of being commonplace in video games. However, partic-
ipating media like water, fog, smoke, etc. still present an obstacle. They
consist of tiny particles that absorb and scatter light, resulting in various
phenomena such as light shafts. While they can provide some of the most
stunning visuals in computer graphics, realism often has to be traded for
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real-time performance due to their complexity.
Liquid environments refer to instances where the entire scene is sub-
merged in a liquid participating medium. In order to avoid rendering liquid
environments directly, we can split the render into several different effects
and later combine them. These effects include, but are not limited to, dy-
namic fog, particle simulations, shadows, light shafts, and depth of field.
Each effect can be individually tweaked according to the properties of the
participating medium so that the end result is as accurate as possible. Due
to the low complexity of each individual effect, we can create a highly com-
plex combined effect while maintaining real-time performance. The idea is to
provide the user with an immersive experience, for example, when exploring
an underwater scene.
1.1 Goals
The main goal of this thesis is to develop a generalized model for rendering
interactive liquid environments. The model should have configurable physical
properties, such as density, viscosity, transparency, and translucency. That
way, it can be easily adjusted to give off the appearance of various different
liquids. It should also simulate local perturbations in the medium since,
in real life, media are almost never homogeneous. Variations in density,
temperature, and pressure can manifest as optical anomalies, giving liquids
a unique look.
The model should mainly be based on post-processing shaders for the
graphics pipeline. That way, it can be easily integrated into existing 3D ap-
plications without having to do many modifications. Furthermore, it should
be implemented in WebGL, so that it is platform-independent and can be
used in a web browser. It should also maintain real-time performance while
providing a degree of realism.
The main focus of the model is recreating the appearance of liquids, so
fluid simulation will not be a part of it. Therefore, the model will assume
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that the liquid has no surface, or that it is infinitely far away. This leaves out
caustics, a subtle effect that occurs due to the refraction of light on an uneven
water surface. The effect manifests itself as a pattern of dark and bright spots
corresponding to varying concentrations of light rays on underwater objects.
Given this assumption, the model will focus on effects that are contained
within the participating medium.
I hope that this model provides a convenient and efficient way of im-
proving user experience when dealing with liquid environments. The most
obvious use cases are underwater scenes, however, the configurability allows
for endless possibilities. In fact, the original idea for this model was created
with the visualization of microscopic biological cell environments in mind.
Cells are filled with intracellular fluid, also known as cytosol. Having a way
to visualize cytosol would add a touch of realism to an app that allows the
user to explore the inside of a cell.
In summary, this thesis strives to develop a model that:
• renders liquid environments with configurable physical properties,
• is based on post-processing shaders,
• achieves an interactive, real-time performance,
• is platform-independent.
1.2 Thesis structure
This thesis consists of 5 chapters. Introductory chapter 1 is followed by
chapter 2, dedicated to presenting the theory behind rendering liquids, as well
as reviewing and comparing existing research done on this topic. Chapter 3
describes which methods were used, as well as how they were implemented
when developing the model. Chapter 4 presents the finished model and
evaluates the results. Finally, chapter 5 summarizes this thesis, considers its




This chapter provides an overview of the background pertaining to the thesis
topic. First, the fundamentals behind rendering liquid environments are
explained. This includes the graphics pipeline model as well as the physics
behind the appearance of liquids. Then, a survey of existing research related
to this thesis is conducted, aiming to compare and evaluate different methods.
2.1 Theory
2.1.1 Graphics pipeline
The graphics pipeline is a conceptual model representing the steps taken to
convert a 3D scene description to a 2D image. A diagram depicting the
graphics pipeline used in OpenGL is shown in figure 2.1. Fixed-function
stages are shown in orange, whereas programmable stages are colored blue.
In the first stage, Vertex Specification, the scene geometry is stored in the
form of vertex arrays. Vertex Shader stage then retrieves vertices from vertex
arrays and individually processes each one. This usually includes matrix
transformations. Optional Tessellation and Geometry Shader stages can
be used for subdividing and generating vertex data. However, those two
stages are not supported in WebGL 2.0. In the Vertex Post-Processing stage,
primitive clipping, perspective divide, and viewport transform are executed.
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Figure 2.1: OpenGL graphics pipeline. Orange labels represent fixed-
function stages, while blue labels represent programmable stages. Dotted
lines indicate optional stages.
This computes the screen-space positions of vertices. Next, the Primitive
Assembly stage converts a sequence of vertices into primitives. These are
most commonly triangles, but other primitives such as points or lines can be
used. The Rasterization stage then converts those primitives into discrete
elements called fragments. In addition, vertex parameters are interpolated
along the primitives and passed to fragments. Each fragment is processed in
the Fragment Shader stage. This usually involves computing the fragment’s
color and illumination, among other properties. Finally, the Per-Sample
Operations stage applies various operations to each fragment. These include,
but are not limited to depth testing, stencil testing, and blending.
Our model makes use of the programmable Vertex Shader and Fragment
Shader stages in order to render liquid environments. Custom vertex and
fragment shader programs are written, each handling a different effect in the
final image.
2.1.2 Participating media
When light travels through participating media, it is subject to three different
processes: absorption, emission, and scattering. The equation of radiative
Bachelor’s thesis 7











L(x, ωi)p(ω, ωi) dωi︸ ︷︷ ︸
in−scattering
− κa(x)L(x, ω)︸ ︷︷ ︸
absorption
−κs(x)L(x, ω)︸ ︷︷ ︸
out−scattering
(2.1)
where L is the radiance, x a point in space and ω a direction.
Absorption describes the loss of radiant energy due to transformation into
other energy forms. In other words, light gets absorbed by the par-
ticipating medium. κa represents the coefficient of absorption. Media
with higher coefficients of absorption appear darker. Absorption can
be seen in real life by looking at deep water.
Emission describes the creation of radiant energy due to particles emitting
light, with Le being the emitted radiance. It is the opposite process
of absorption. Real-life examples of this phenomenon include fire and
neon lights.
Scattering can be divided into in- and out-scattering. In-scattering oc-
curs when light from other directions is deflected onto ω. Conversely,
out-scattering occurs when incoming light is deflected from ω in other
directions. κs is the scattering coefficient and S2 the entire sphere
surrounding the point. p is the phase function, which represents the
probability distribution for scattering in a particular direction. An ex-
ample of scattering in real life is the blue glow of Earth’s atmosphere.
2.1.3 Fluid simulation
Despite not being the focus of this thesis, fluid simulation is often combined
with liquid rendering techniques to achieve realistic results. The motion of
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viscous fluid substances is described by the Navier-Stokes1 equations. Brid-
son [3] describes two main approaches for solving these equations: Eulerian
and Lagrangian. They are both physically accurate, but can also be time-
consuming. Another possibility is the heightfield approach, which trades
realism for efficiency.
The Eulerian approach looks at fixed points in space and determines how
the physical properties of the fluid at those points change in time. In
other words, it utilizes a finite static grid for approximating the Navier-
Stokes equations. The downside to this approach is that the fluid is
constrained to the grid, making it unsuitable for the simulation of free-
flowing fluids. Attempting to increase the grid size can be extremely
costly in terms of memory and computation.
The Lagrangian approach treats fluids as a particle system, thus having
no spatial restrictions. Each point in the fluid is labeled as a sepa-
rate particle with its own velocity and position. One method that is
commonly used in real-time applications is smoothed particle hydro-
dynamics [8]. It approximates the physical properties of fluids using
local neighborhood comparisons of particles. The computational com-
plexity increases linearly with the number of particles, making it highly
efficient.
The heightfield approach reduces 3D fluid simulation to the generation
of a 2D height-map that represents the fluid surface, making it orders
of magnitude faster. It is covered in great detail by Tessendorf et
al. [27]. The method can produce highly realistic and detailed fluid
surfaces. However, it comes at the price of sacrificing complex behaviors
like splashing or wave breaking, as they cannot be represented using
height-maps. Therefore, this method is mostly suitable for less complex





A considerable amount of research has already been done on the topic of
rendering liquids in real-time, especially water. It can generally be divided
into two categories: rendering water as viewed from above and rendering un-
derwater scenes. However, when compared to rendering water from above,
very little research has been done on underwater scenes, which is what this
thesis focuses on. Most optical effects within liquids can be explained by
the radiative transport equation (2.1). This equation can easily be evaluated
with numeric offline methods such as path tracing. However, no exact ana-
lytic solution exists, preventing us from computing the equation in real-time.
Therefore, we have to approach each optical effect individually, then combine
the results in order to approximate the solution. Many different techniques
for creating optical effects within liquids and other participating media have
been developed. This section provides an overview of these techniques along
with their advantages and disadvantages.
2.2.1 Light scattering
Nishita et al. [19] propose a method for calculating shafts of light, caustics,
and color of water by using a depth buffer and an accumulation buffer. It
works by computing and sweeping refraction vectors at each lattice point of
the surface mesh. Each swept triangle then forms an illumination volume.
The light intensity for each illumination volume is calculated based on its
intersection area with different scan planes. Similarly, caustic triangles are
computed and projected to the screen, so that their intensity is computed at
each pixel. The final result is obtained by displaying the combined intensity
from the accumulation buffer. Iwasaki et al. [12] extend this method by
using graphics hardware to accelerate the computation, while also adding
shadows. The illumination volumes are subdivided into sub-volumes, which
are further divided into tetrahedra. Visible triangles of the tetrahedra are
rendered using hardware blending functions in order to display light shafts.
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Caustics are rendered using intersections between illumination volumes and
objects, which are calculated using a Z-buffer and a stencil buffer. This
way, caustics can be displayed not only on flat objects but also on any other
objects. Both techniques produce high-quality images, however, neither is
efficient enough for real-time performance. While the original technique took
several minutes to render an image, the improved version brought the time
down to a few seconds.
Papadopoulos et al. [22] present an alternative algorithm for simulating
god rays and caustics in real-time. It approximates the photon mapping al-
gorithm by utilizing an image-space ray-scene intersection method. Caustics
are modeled as point primitives of variable size at those intersection points.
Similarly, god rays are modeled as line primitives between the same intersec-
tion points and the water surface. The original photon mapping algorithm
computes radiance by gathering the nearest photons. This is approximated
by applying a filtering pass that spreads point and line contributions over a
certain area and reduces aliasing. The contributions of god rays and caus-
tics are then additively blended into the main scene. This method produces
satisfactory results while maintaining real-time performance on commodity
hardware. However, the physical accuracy of this method is highly question-
able.
Dobashi et al. [9] propose a real-time method for rendering the atmo-
spheric scattering effect using sampling planes. The idea is to place sampling
planes in front of the camera and subdivide them into a mesh. In a prepro-
cessing pass, the intensities of light scattered are stored in 2D lookup tables.
Special measures are taken to avoid having to use higher-dimensional lookup
tables, as intensity depends on several different factors. The lookup tables are
then mapped onto the sampling planes as textures. As a result, the scatter-
ing effect is rendered simply by drawing the sampling planes. The method’s
accuracy depends on the number of sampling planes. It can produce realistic
results in real-time, however, in cases where the number of sampling planes
has to be reduced for performance reasons, it suffers from aliasing artifacts.
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Imagire et al. [11] address this issue by introducing sampling hulls. Their ap-
proach works by dividing bounding boxes of volumetric objects into sampling
hulls, then integrating the light intensities within them. This solves the alias-
ing issue, however, it is not suitable for rendering infinitely big volumetric
objects.
Billeter et al. [1] tackle the problem of creating real-time volumetric light-
ing using polygonal light volumes. It utilizes shadow maps to construct polyg-
onal meshes that enclose the volume of space that is directly illuminated by
the corresponding light. The contribution of the volume for each eye-ray can
be computed by adding up the intensities of its intersections with the vol-
ume. This can be done implicitly, without having to manually calculate the
intersections of eye-rays with the volume. The scattered light contribution
from a line segment is given by the integral described by Nishita et al. [20].
Fortunately, Sun et al. [26] present an analytic solution to this integral for
isotropic point light sources in a homogeneous participating medium. Their
solution reduces the original integral into an analytic function that depends
only on physical parameters of the scene, and a numeric function that is
independent of the physical parameters. This means that the numeric func-
tion can be precomputed and stored as a lookup table, implemented as a
2D texture. Thus, the integral can be efficiently computed with almost no
fractional error. The combination of these two methods [1, 26] yields an
incredibly efficient solution for simulating light scattering. Furthermore, it
matches, if not even surpasses, the realism of other techniques mentioned
here. That is why both methods are implemented in the model.
In contrast to the methods mentioned so far, Mitchell [17] proposes a way
of rendering volumetric light scattering entirely in screen-space as a post-
processing effect. It uses 2D ray marching to sample the radiance of points
between each pixel and the screen-space light position. Weighted samples are
then added up to approximate the illumination at each pixel. This method
is extremely fast, but also physically inaccurate. Its biggest drawback is that
it does not work when the light source is not at least partially visible on the
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screen. Despite that, its simplicity, as well as its efficiency, make it suitable
for real-time applications where realism is not of the essence, namely video
games.
2.2.2 Light extinction
Light extinction in a participating medium is the cause of the familiar fog
effect. A method published anonymously [10] describes using a depth buffer
to create fog in real-time as a post-processing effect. First, it reconstructs
3D fragment positions from the depth buffer. Then, assuming constant am-
bient illumination, homogeneous fog intensity can be analytically calculated.
It also introduces the concept of layered fog, which has non-uniform inten-
sity as a function of height. If the function of height can be analytically
integrated, then layered fog can be efficiently computed. Furthermore, by
using functions that are independent in each dimension, layered fog can be
extended to all 3 dimensions to produce heterogeneous fog. Finally, different
fog density functions can be used on different color components in order to
produce color variations within the fog. Since this method relies on analytic
integration, it produces physically accurate results given the assumption of
constant ambient illumination. Its main drawback is that it is restricted
to analytical functions for intensity variation, most of which produce peri-
odic patterns. For non-analytic functions lookup tables can be precomputed,
however, their domain has to be known in advance.
Zdrojewska [28] presents an alternative method for real-time rendering of
heterogeneous fog. It generates animated 2D Perlin noise and uses it to apply
a weight to the depth value of each pixel. Fog intensity is then computed as
either a linear, exponential, or squared exponential function of the modified
depth. Different numbers of noise octaves can be used to achieve the desired
detail of fog perturbations. While this method is not physically accurate at
all, it produces results that appear more natural than homogeneous fog. A
combination of both techniques is implemented in this thesis, in an effort to
create the appearance of a heterogeneous liquid environment.
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2.2.3 Turbulence
Turbulence or turbulent flow is the chaotic and irregular motion of particles
within participating media. It can be modeled using a velocity field that
influences particles within itself. However, such a field can be difficult to
generate. Using completely random noise yields sharp and unnatural results.
Perlin [23, 24] devised a technique for creating natural-looking N-dimensional
noise. The so-called Perlin noise works by generating an N-dimensional grid
of random gradient vectors. Then, for each point, distance vectors to the
edges of its grid cell are computed. Afterwards, the dot products of these
distance vectors with the corresponding gradient vectors are calculated. Fi-
nally, noise intensity is obtained by interpolating between the dot products.
The result is procedurally generated gradient noise, which has become nearly
ubiquitous in computer graphics as a means of creating natural randomness.
However, velocity fields generated using Perlin noise are not divergence-
free. They contain many areas where particles accumulate, also known as
sinks. Bridson et al. [4] address this issue by introducing curl noise. It uses
Perlin noise to generate a 3D potential field. The curl of the potential field
is then used to obtain velocities. This operation describes the infinitesimal
rotation of the potential field and is computed using partial derivatives. The
method also has the option of incorporating solid boundaries, not allowing
particles to flow through arbitrarily specified surfaces. The resulting noise
is divergence-free, meaning it mimics the incompressibility of liquids in real
life. It can be used to produce a natural-looking flow of particles in real-time.




The program is implemented in JavaScript and WebGL so that it can easily
be used on any platform. It is built on top of RenderCore, a framework
that is currently being developed by Laboratory for Computer Graphics and
Multimedia1 at the University of Ljubljana. RenderCore simplifies the use of
multiple render passes as well as the management of shader inputs and out-
puts, making it a good solution for implementing multiple effects. Further-
more, it provides useful functionality such as matrix and vector operations,
model loading, etc.
The diagram in figure 3.1 shows how render passes of individual effects
are combined to create the final image. The rest of this chapter is dedicated
to explaining the implementation of each effect.
3.1 Perlin noise
In order to efficiently generate Perlin noise, it is implemented as a fragment
shader that renders the noise to a texture. Because we do not want the noise
to be static, an extra dimension is added. Time is then used as a position
in the new dimension, causing the noise to become animated. Therefore, 3D




Figure 3.1: High level overview of the model’s rendering process. Blue labels
represent shaders, while grey labels represent texutres.
and 3D Perlin noise respectively.
The algorithm used for generating 3D Perlin noise will be described, as
it can be trivially extended to N dimensions. First, a 3D point p is used
as input. Then, the position of the unit cube containing p is determined.
A random unit-length gradient vector ~gi is generated for each corner of the
cube pi by using the corner’s position as a seed so that the same corner will
always produce the same vector. Then, for each corner, the dot product
~gi · (p − pi) is computed. This results in 8 (generally 2N) weights, one for
each corner. The last step is to interpolate between the weights. For this, the
fade function 6x5 − 15x4 + 10x3 is used. Since it has zero first and second
derivative, it makes changes in noise more gradual, producing a more natural




N − 1) to scale
it to the range [−1, 1]. This factor compensates for the length of gradient
vectors, as in the original Perlin noise implementation [23, 24] vectors to
the centers of the edges of a unit cube are used. The result can be seen in
figure 3.2a.
The output of plain Perlin noise is not always detailed enough for our
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(a) 1 octave. (b) 3 octaves. (c) 6 octaves.
Figure 3.2: Perlin noise with different numbers of octaves.
needs. In such cases, we can add several noise layers together, reducing
the amplitude and increasing the frequency of each subsequent layer. This
produces fractal noise, with each layer being referred to as an octave. The
factors by which amplitude and frequency are multiplied are called persistence
and lacunarity respectively. Given n octaves, the sum of all octaves has to
be multiplied by 2
n−1
2n− 1 to preserve the [−1, 1] output range. Examples of this
can be seen in figures 3.2b and 3.2c.
3.1.1 Generating random numbers
Since GLSL does not provide any random number generation functionality,
we have to implement it ourselves. For this, the Xorshift2 [15] random num-
ber generator was used. While not cryptographically secure, it only fails a
few statistical tests, is extremely efficient and easy to implement. It uses a
state, which at the same time is also the seed. This makes it suitable for
deterministically generating gradient vectors, as the vector’s position can be




Listing 3.1: 32-bit xorshift implementation in GLSL
// s is the state of the RNG
uint xorshift32(uint s) {
s ^= (s << 13u);
s ^= (s >> 17u);
s ^= (s << 5u);
return s;
}
3.1.2 Uniform unit vector sampling
In order to generate gradient vectors, we must be able to randomly sample
an N-dimensional sphere. A naive approach is to repeatedly generate points
in a unit cube until one falls within a unit sphere. However, the probability
of generating such a point scales poorly into higher dimensions (78.6% in 2D,
52.4% in 3D, 30.8% in 4D). Furthermore, this approach has the worst-case
complexity of O(∞) as it uses a while loop.
In 3D, a better approach is to use spherical coordinates, where the posi-
tion of each point is defined by a radius r, polar angle θ, and azimuth angle
φ. These can be converted into Cartesian coordinates as such:
x = sin θ ∗ cosφ
y = sin θ ∗ sinφ
z = cos θ
(3.1)
For unit vectors, we can set r to 1, then randomly generate θ and φ. How-
ever, using uniformly distributed values of θ results in non-uniformly dis-
tributed points as can be seen in figure 3.3a. This is due to points being
closer together for lower values of θ. Simon [25] describes a way to correctly
generate θ. If u is a uniform random variable from the distribution U(0, 1),
then θ = arccos (1− 2u). An example of correctly generated, uniformly dis-
tributed points can be seen in figure 3.3b.
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(a) Non-uniform. (b) Uniform.
Figure 3.3: Different distributions of points on a unit sphere.
In 4D, a method proposed by Marsaglia [14] is used. Given n Gaussian













are uniformly distributed over the surface of an n-dimensional sphere. Gaus-
sian random variables are generated from a uniform random distribution
using the Box-Muller transform3 [2]. Suppose u1 and u2 are independent
samples from U(0, 1), then z1 and z2
z1 =
√
−2 lnu1 cos (2piu2)
z2 =
√
−2 lnu1 sin (2piu2)
(3.3)




The Beer-Lambert law4 describes the attenuation of light as it passes through
a medium with a constant extinction coefficient. Given the extinction coeffi-
cient κt and distance travelled d, the ratio between outgoing radiance Lt and




This equation is used to create the effect of light extinction within liquids
based on depth. Since it only relies on depth, fog is implemented as a post-
processing effect entirely in screen-space.
3.2.1 Correcting the depth buffer
Depth information of the scene is stored in the depth buffer. But before we
can use that information, we have to convert depth buffer values into actual
distances. In WebGL, the depth buffer contains values between 0 and 1. On
top of that, when using a perspective camera, those values are not linear.
Therefore, the first step is to linearize depth buffer values using the camera
properties. This is done with the following equation:
zlinear =
2 · near · far
far + near − (2 · zbuf − 1)(far − near) (3.5)
where near and far are the camera’s near and far plane distances respectively.
This gives us zlinear , the distance to the plane on which the fragment lies.




vˆfrag · vˆcam (3.6)
where vˆfrag is a unit vector between the camera and the fragment, and vˆcam
a unit vector in the direction of the camera. This essentially divides zlinear




(a) Homogeneous fog. (b) Layered fog. (c) Dynamic fog.
Figure 3.4: Different types of fog applied to a scene.
3.2.2 Homogeneous fog
The Beer-Lambert law equation 3.4 makes homogeneous fog extremely simple
to compute. We can use fog intensity not only to attenuate the source color
but also to blend it with the fog color. Given a source color Cin , fog color
Cfog , fog intensity κt and a distance d, the final color can be computed as:
Cout = e
−κtd · Cin + (1− e−κtd) · Cfog (3.7)
Different values of κt can be used for each color channel, adding color varia-
tion to the fog. An example of homogeneous fog can be seen in figure 3.4a.
3.2.3 Non-homogeneous fog
Layered fog is used to create the effect of fog intensity changing with height.
As the camera goes deeper, the fog becomes denser and vice-versa. Since
we do not want the fog intensity to go to infinity or below zero, we define a
piecewise function describing the extinction coefficient in terms of height:
f(y) =

κmax y ≤ ymin
κmin y ≥ ymax
y−ymin
ymax−ymin (κmin − κmax ) + κmin otherwise
(3.8)
In other words, the extinction coefficient will be κmax below ymin, κmin above
ymax and linearly interpolated in-between. Since the fog intensity only de-
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As f is a linear function, the integral from equation 3.9 can be analytically





κmax · (y1 − y0) y0, y1 ≤ ymin
κmin · (y1 − y0) ymax ≤ y0, y1





− ymin · (κmin − κmax )) otherwise
(3.10)
F can then be used to expand the homogeneous fog equation 3.7 to non-
homogeneous extinction coefficients:
Cout = e
−F · Cin + (1− e−F ) · Cfog (3.11)
The result of this can be seen in figure 3.4b.
3.2.4 Dynamic fog
While layered fog is an improvement over homogeneous fog, it still has the
downside of being completely static. In order to capture the turbulent ap-
pearance of real-life liquids, we need to make the fog more dynamic. This is
done by using animated 2D Perlin noise to influence fog intensity. Noise is
brought into the shader as a texture so that it can be sampled by each frag-
ment. Given a noise value, we extend the non-homogeneous fog equation 3.11
to include dynamic fog:
Cout = e
−F ·noise · Cin + (1− e−F ·noise) · Cfog (3.12)
This addition is not inherently realistic, as does not depend on any physical
properties of the scene. Nevertheless, it aims to improve user experience by
introducing a degree of randomness and bringing virtual liquids closer to the




A particle system is used to mimic the appearance of various particles present
in real life liquids, as well as help visualize the turbulent flow present within
them. Since this requires a large number of particles, graphical hardware is
used not only to draw them but also to simulate their behavior.
3.3.1 Texture-driven approach
Because WebGL 2.0 does not support compute shaders, we have to utilize a
fragment shader for particle simulations. This is done by encoding particle
information into a texture. In this model, particles are described with 6
values: (x, y, z) position, lifespan, age, and a seed. Therefore, the RGB
channels of two consequent texels can be used to represent one particle. In
order to store n · n particles, we need to allocate a 2n · n RGB float texture.
To be able to update particle properties, 2 textures are required: a read and
a write texture. Each frame the fragment shader reads particle information
from the read texture, then writes the updated values to the write texture.
Afterwards, the textures are swapped so that the updated values can be read
in the next frame. This approach parallelizes particle processing, allowing us
to use millions of particles in real-time.
3.3.2 Movement
To simulate particle movement, we want to create a velocity field that mimics
the turbulent flow within liquids. Given such a field, the simulation is done
by sampling each particle’s velocity from the field, then updating its position
with that velocity. Animated 3D Perlin noise can be used to generate a
velocity field, however, those fields are not divergence-free. They contain
many sinks, resulting in particles accumulating in various areas. A result of
such simulation can be seen in figure 3.5a.
Instead, curl noise [4] is used for generating a velocity field. First, a 3D
potential field ~ψ is generated by sampling animated 3D Perlin noise at 3
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(a) Using Perlin noise. (b) Using curl noise.
Figure 3.5: Results of simulating the movement of 10242 particles for 3 min-
utes using different methods of generating velocity fields.
offset positions:






Then, velocity ~v can be computed as the curl5 of the potential field ~ψ:
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This method creates a divergence-free velocity field, meaning it correctly
mimics the flow within real life liquids. An example of particles simulated
with curl noise can be seen in figure 3.5b.
The drawback of using this method is that it is quite computationally
intensive. Since we are dealing with 3D/4D Perlin noise on a large scale,
using it as a texture would be too costly in terms of memory. Therefore,
noise is generated along with the simulation. ~ψ has to be sampled a total
of 4 times (once at the source position and once for the offset position in
each dimension), which amounts to 12 noise function calls per velocity. Be-
cause of this, the Perlin noise algorithm described in section 3.1 turned out
to be too much of a bottleneck. As an alternative, McEwan’s [16] highly
optimized implementation of simplex noise6 was used. Simplex noise reduces
the O(2n) complexity of Perlin noise down to O(n2), making it significantly
more efficient as the number of dimensions increases.
3.3.3 Rendering
Particles are rendered as point primitives. Each vertex is given UV coordi-
nates so that the corresponding particle information can be read from the
particle texture. Particle size is multiplied by the projection matrix, creating
an illusion of distance. Lighting, depth of field, and fog intensity also have
to be manually calculated for each particle to improve their integration with
the rest of the scene. In the fragment shader, particles are displayed as soft
circular blobs whose opacity decreases with distance from their center. They
are rendered using additive blending, as depth testing cannot be used due to
their transparency.
3.4 Depth of field
Depth of field (DOF) is defined as the distance between the nearest and the
farthest objects that are in focus. In real life, objects that are out of focus
6https://github.com/ashima/webgl-noise
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Figure 3.6: Diagram showing circles of confusion for a point that is too close,
in focus, and too far. (Source: https://en.wikipedia.org/wiki/Circle_
of_confusion)
appear blurry. However, in rendering, pinhole cameras are typically used.
Since the aperture size of pinhole cameras is zero, they always produce sharp
images. One way to recreate the DOF effect is by using an accumulation
buffer. The scene is rendered from various slightly offset positions, each rep-
resenting light rays passing through different parts of the lens aperture. This
produces a realistic blur for objects that are out of focus, but it requires the
scene to be rendered many times, making it extremely inefficient. Instead,
a technique described by Hammon [18] is used. While not being physically
accurate, it focuses on efficiency and producing an aesthetically pleasing re-
sult, as it was developed with video games in mind. The comparison between
before and after applying this effect is shown in figure 3.7.
3.4.1 Circle of confusion
When a point is not in focus, it creates a spot on the camera’s imaging plane,
as shown in figure 3.6. The more out of focus the point is, the larger the spot.
This spot is called a circle of confusion (CoC). In order to figure out how
blurry a pixel is, we need to compute its CoC. The size of a CoC depends
on the distance, as well as the physical properties of the camera. Given a
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(a) DOF disabled. (b) DOF enabled.
Figure 3.7: Comparison of a scene without and with the DOF effect applied.
camera’s focal length f , aperture radius a and the distance in focus v0, the
CoC for a point at a distance vp is given by the equation:
CoC = a ·
∣∣∣∣ fv0 − f
∣∣∣∣ · ∣∣∣∣1− v0vp
∣∣∣∣ (3.16)
3.4.2 Blur
The blur effect is created in several steps. Because we do not want back-
ground objects to be blurred over foreground objects, we have to handle
foreground objects separately. The first step is to compute the CoC of nearby
objects for each pixel. Then, a two-pass Gaussian blur is applied, blurring
the near CoC values. These two steps are combined to compute the actual
CoC of foreground objects:
CoC near = max(CoC near source , 2 · CoC near blurred − CoC near source) (3.17)
This ensures that the blurred CoC sizes will transition smoothly at the
boundaries between objects with different CoCs. Afterwards, the CoC of
each pixel can be computed:
CoC = max(CoC near ,CoC source) (3.18)
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This creates the effect of nearby objects being blurred over distant objects
and not the other way around. Finally, three levels of blurriness are pre-
pared: small, medium, and large. The CoC size is then used as a weight to
interpolate between the source image and different levels of blurriness. The
result of this effect is shown in figure 3.7b.
3.5 Shadows
Shadows are a key component of realistic images. One of the most com-
mon techniques for creating shadows is called shadow mapping [7, 21]. It
is relatively cheap in terms of performance, making it suitable for real-time
applications. Shadow mapping is used to add frustum-shaped light sources
to our model. It works by rendering the scene from the light’s point of view
and storing the depth values in a shadow map. Then, when rendering the
main scene, each fragment is transformed into the light’s coordinate space.
The light space position is used to sample the shadow map. If the value from
the shadow map is smaller than the distance between the fragment and the
light, then the fragment is in shadow. Otherwise, the fragment is directly
illuminated by the light. However, this approach produces an artifact called
shadow acne, as can be seen in figure 3.8b. This happens because shadow
maps are limited by resolution, so multiple fragments can sample the same
depth value from the shadow map. This issue becomes especially prominent
as the angle between the light direction and the surface normal increases.
We can remedy this issue by adding a small depth offset to each depth value,
also known as a shadow bias. Given the angle θ between the light direction
and surface normal, we can adaptively calculate the shadow bias:
bias = c · depth · tan θ (3.19)
where depth is the distance from the light and c a scene-specific constant
(0.004 in the case of this model). The result of applying shadow bias is
shown in figure 3.8c.
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(a) No shadow. (b) Shadow without bias. (c) Shadow with bias.
Figure 3.8: Adding a 4096× 4096 shadow map to the scene.
3.5.1 Smooth shadows
The shadow in figure 3.8c looks good, however, a very high-resolution shadow
map was used (4096 × 4096). Such shadow maps are extremely costly to
generate, resulting in poor performance. The same shadow with a more
practical shadow map resolution (1024×1024) can be seen in figure 3.9a. The
result looks extremely sharp and low-quality. This is because each fragment
only samples the shadow map once, causing shadows to become more blocky
the farther they are from the light. To improve shadow quality without
increasing the shadow map resolution, multiple shadow map samples can be
taken for each fragment.
One such method is called percentage-closer filtering (PCF). It works
by sampling the surrounding texels of the shadow map and averaging the
result. Figure 3.9b shows the result of sampling a 3x3 block of texels for
each fragment. The improvement is obvious, however, the shadow is still too
blocky for our liking.
Another possible method is Poisson disk sampling. Poisson disk samples
are random points on a square/circle that are guaranteed to be a certain
distance apart. A list of such points can be precomputed, then samples can
be randomly selected from the list. Figure 3.9c shows a shadow generated
using this method.
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(a) 1 sample. (b) PCF, 9 samples.
(c) Poisson disk sampling, 9 samples. (d) Jittering, 9 samples.
Figure 3.9: Different methods of sampling a 1024× 1024 shadow map.
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An upgraded version of the PCF method is jittering. Instead of sampling
the centers of surrounding texels, a random point can be chosen within each
texel. This combines the randomness of Poisson sampling and the consistency
of PCF. The result of using jittering is shown in figure 3.9d. It looks very
similar to Poisson disk sampling, however, it is slightly smoother. Jittering
is, therefore, the main method used for creating shadows in our model.
3.6 Volumetric lights
Volumetric lights are implemented using polygonal light volumes [1]. This
technique is an extension of shadow maps. It works by using shadow maps
to construct polygonal meshes that represent directly illuminated space by
the corresponding light. Those meshes can then be additively blended into
the main scene.
3.6.1 Constructing light volumes
In order to efficiently construct the light volume mesh, graphical hardware
is utilized. Before rendering, a rectangular mesh is prepared, where each
vertex corresponds to a pixel on the shadow map. Then, for each frame, a
vertex shader is used to displace the mesh based on the values in the shadow
map. Finally, the outer edges of the rectangular grid are connected to the
light source position, forming a frustum-shaped mesh. The advantage of this
method is that it is completely dynamic, being able to generate arbitrarily
shaped light volumes in real-time.
3.6.2 Rendering light volumes
To render the light volume, only the contributions of lit regions along the
view ray must be computed. This can be done implicitly by rendering both
back- and front-facing polygons of the mesh. For each polygon, we compute
its contribution as if the whole area between the camera and the polygon
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(a) Numerically. (b) Analytically.
Figure 3.10: Rendering light volumes using different methods and a 1024 ×
1024 shadow map.
is lit. If the polygon is back-facing, it means the view ray is exiting the
light volume, thus the contribution is added to the sum. Otherwise, if the
polygon is front-facing, the view ray is entering the light volume, thus the
contribution is subtracted from the sum. This causes the shadowed regions
to cancel out, resulting in the sum of lit regions along the view ray.
Light contribution of a lit region can be computed analytically using the
method proposed by Sun et al. [26]. They split the computation into two
parts: an analytic function that depends only on physical parameters of the
scene, and a numeric function that is independent of the physical parameters.
The numeric function is given by:
F (u, v) =
∫ v
0
exp(−u tan ξ) dξ (3.20)
Since it does not depend on any parameters of the scene, it can be precom-
puted and used as a lookup table. This is done by storing function values in




The analytic part is computed as:




A1(Tsv, γ) = Tsv sin γ
(3.21)
where β is the extinction coefficient and γ the angle between the viewing ray
and the direction from the camera to the light source. Tsv is equal to the
light source distance multiplied by β.
Both parts are then combined into the final equation giving the light










Tvp − Tsv cos γ
Tsv sin γ





where Tvp is equal to closest surface point distance multiplied by β. An ex-
ample of a light volume generated using this method is shown in figure 3.10b.
Light volume intensity can also be computed numerically using ray march-
ing. However, such an approach is extremely inefficient and was only imple-
mented for comparison purposes. An example of a light volume rendered
using ray marching is shown in figure 3.10a. We can see that the results of
numeric and analytic computations are almost identical once their parame-




This chapter shows the results of combining all the methods implemented in
chapter 3. First, a benchmark is executed to measure the performance of the
model. Afterwards, examples of images that can be created with the model
are shown.
4.1 Benchmark
In order to see the cost of each effect, the model’s performance is evaluated
with different effects enabled. One thing to mention is that browsers cap
the framerate of WebGL to the refresh rate of the monitor. In our case,
this sets the maximum framerate to 144. The benchmark was performed
on Firefox 80.0.1, using an Intel Core i7-4770k CPU and an Nvidia GTX
1060 GPU. Two lights were used in the scene. The results of the benchmark
can be seen in table 4.1. Images generated by the benchmark are shown in
figure 4.1. This shows that the model still achieves an interactive performance
(66 FPS) when all effects are enabled. Furthermore, the number of particles
and shadow map resolution can be easily configured, allowing us to adapt
the accuracy of the model to the capabilities of our hardware.
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Fog Particles DOF Shadow maps Light volumes FPS Figure
144 4.1a
X 144 4.1b
X 5122 122 4.1c
X 10242 72
X 5122 X 112 4.1d
X 5122 X 1024× 1024 76 4.1e
X 5122 X 1024× 1024 X 66 4.1f
X 10242 X 1024× 1024 X 46
X 10242 X 2048× 2048 X 39
Table 4.1: Benchmark of the model with different effects enabled and varying
parameters. The framerate (FPS) is capped to 144.
(a) (b) (c)
(d) (e) (f)
Figure 4.1: Images created by the benchmark.
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Figure 4.2: Reference image without any effects.
4.2 Results
For comparison purposes, a reference image of a scene without any effects
is given in figure 4.2. Figure 4.3 shows an example of that scene rendered
underwater using the model. With just a few parameter tweaks, the appear-
ance of the liquid can be drastically changed. The same scene, but in dirtier,
more viscous swamp water can be seen in figure 4.4. The model can be used
for rendering not only liquid environments but also any type of participating
medium. An example of this is depicted in figure 4.5, where the same scene is
rendered in a foggy, snowy environment. Examples of other scenes rendered
in various environments can be seen in figures 4.6 and 4.7.
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Figure 4.3: Clear water.
Figure 4.4: Dirty water.
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Figure 4.5: Snowy fog.
Figure 4.6: Dragon guarded by bunnies in smoke.
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Figure 4.7: Angel statues underwater.
Chapter 5
Conclusion
This thesis presented various methods for rendering visual phenomena that
are present within liquids. The problem was approached by handling each
phenomenon separately and creating a visual effect that approximates it.
First, light extinction within liquids was implemented as a form of fog with
non-homogeneous properties. This was done by analytically computing fog
intensity that varies with height. Then, Perlin noise was used to displace the
computed fog in screen-space, creating an illusion of realistic non-homoge-
neous light extinction. Next, a particle system was used for adding imperfec-
tions to liquids, as well as visualizing the turbulent flow present within them.
Curl noise, an extension of Perlin noise, was used to simulate the random
movement of particles within turbulent liquids. Afterwards, a depth of field
effect was added, causing objects that are out of focus to become blurry. This
was done by creating a virtual lens and computing the circle of confusion of
each pixel based on the lens’ properties. Then, a blur was applied to each
pixel based on its circle of confusion size. Finally, realistic lighting was im-
plemented in the form of shadows and light scattering. Shadows were created
using shadow mapping, a technique where the scene has to be rendered from
each light’s point of view. This effect not only improves realism but also our
depth perception of the scene. Light scattering was simulated with polygo-
nal light volumes, a technique based on shadow maps. It uses each shadow
41
42 Rok Cej
map to construct a mesh representing the volume directly illuminated by the
corresponding light. Light volumes can then be rendered by computing their
airlight contribution analytically, creating a realistic light scattering effect.
All these effects are combined to create a generalized model for rendering liq-
uid environments with configurable physical properties. Examples of images
that can be created with this model were shown in chapter 4.
One of the advantages of this model is that it can achieve interactive,
real-time performance. A benchmark was performed in chapter 4, showing
that even with all effects enabled simultaneously, the model still achieved
framerates over 60 FPS in a practical scenario. Furthermore, when used
on less capable hardware, certain computationally expensive effects can be
adjusted to trade realism for performance. For example, particle simulations
are incredibly costly, thus, by reducing the number of particles, an increase in
performance can be achieved. Similarly, the resolution of shadow maps can
be reduced, making them cheaper to generate as well as making light volumes
more simple to render. This can be done when a large number of lights is
used, trading shadow and light volume quality for quantity. Another big
advantage of this model is that it is completely platform-independent. The
model was developed in JavaScript and WebGL 2.0, making it usable through
a modern browser regardless of the platform. A framework called RenderCore
was used, which provided a lot of useful functionality, such as model and
texture loading, vector and matrix operations, etc. More importantly, it also
provided a wrapper for the WebGL API, simplifying the creation of a multi-
pass rendering pipeline. This proved to be an important asset, as the model
heavily relies on performing several separate render passes, then combining
them in a final pass. The interactivity, as well as the accessibility of this
model, make it a suitable solution for practical applications.
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5.1 Future work
While the model lived up to the expectations of this thesis, it is not perfect
by any means. One of the first things that can be addressed is light sources.
Currently, only frustum-shaped light sources are supported. In the future,
different, more complex light sources such as point and area light sources
can be implemented. Furthermore, scene lighting could be improved with an
environment map. Not only would this present an improvement over using
a uniform ambient light, but it would also open up possibilities for adding
reflective materials to the model. These features would provide the model
with the ability to create more complex and realistic lighting. Another draw-
back of the model is that it is not user-friendly, as it requires programming
knowledge to customize and modify. A possible improvement would be to
implement a graphical interface, allowing non-programmers to use the model
to its full potential.
The model can be used in a variety of 3D applications that deal with
liquids. Video games are a prime example of that, as they often contain
underwater scenes. Integrating the model into games would provide users
with a more immersive experience, which is something most video games
strive to achieve. However, the model is not limited to video games. One
such possible application is a program for visualizing biological cells. Since
cells are filled with intracellular fluid, the model could be used to simulate
its appearance. Users would then be able to interact with cellular structures
under the illusion of navigating a real cell. But it does not end here. Potential
uses of the model are limited only by the human imagination.
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