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and Jan Nekovář for a useful discussion. I am grateful to my mother Martina for
her support.
ii
Title: Imaginary quadratic fields with class number 1
Author: Ondrej B́ınovský
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The Fundamental Theorem of Arithmetic states that the ring Z is a unique fac-
torization domain, meaning that except for zero and the units of Z, every element
of Z can be written as a product of irreducible elements of Z in exactly one way,
apart from reordering of the factors and multiplication by units.
Let K be a number field, that is, a finite extension of Q. The subring OK of
K, consisting of those elements of K that satisfy a monic polynomial equation
over Z, plays the same role as Z when viewed as a subring of Q. We can now ask
the question whether the ring OK is a unique factorization domain.
It turns out that this is in general not the case. Nonetheless, the ideals of OK
still enjoy the property of unique factorization. By this we mean that every ideal
of OK can be expressed as a product of prime ideals in exactly one way, apart
from reordering of the factors.
The failure of the unique factorization of the elements of OK is measured by
the ideal class group ClK of K which is defined as follows. Define an equivalence
relation on the set of all nonzero ideals of OK by saying that two ideals a and
b are equivalent if (α)a = (β)b for some nonzero α, β ∈ OK . Then it can be
shown that the equivalence classes of this relation form an abelian group with
multiplication coming from multiplication of ideals, the identity element being
the equivalence class of principal ideals.
The ring OK is a unique factorization domain if and only if the group ClK is
trivial. The order of ClK is called the class number of K, and it is denoted by
hK . The class number hK is always finite.
For a given number field K it is relatively easy to compute its class number.
However, it is very hard to determine the general properties of hK as a function
of K. For example, it is not known whether there exists infinitely many number
fields K such that hK = 1.
Let us now restrict our attention on the number fields of degree 2 over Q.
These come in two types: either having two embeddings into R, or none. In the
former case, they are called real quadratic fields, and in the latter, imaginary
quadratic fields. It is conjectured that there are infinitely many real quadratic
fields with class number one.
By contrast, there are only 9 imaginary quadratic fields with class number
one. More precisely, there are given by
Q(
√
−n), where n ∈ {1, 2, 3, 7, 11, 19, 43, 67, 163}.
This was first proved by Kurt Heegner [Hee52] in 1952 (150 years after it was
surmised by Gauss in [GC86]). It is perhaps surprising that his proof (and also
similar ones due to Baran, Chen, Kenku, and Siegel) involves little arithmetic of
quadratic fields themselves. The formulation of this problem actually gives no
indication of the crucial tools and objects used in its solution, which are class field
theory, complex multiplication of elliptic curves, modular functions, and rational
points on modular curves.
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The object of this work is an exposition of the main ideas of Heegner’s proof.
This was done before in [Cox11], [Kez], [Boo], [Sha14], [Sch10], [Bir11], [Mey70],
[Deu68], and [Sta69]. We have followed Stark’s paper [Sta69] which is exceptional
in that it does not use any unproved assertions from class field theory. Stark
points out that Heegner’s proof actually does not even require any algebraic
number theory.
Kurt Heegner
Photo of Kurt Heegner taken at the terrace of mother’s house in Berlin in the
1930s. Taken from [cva] where it is attributed to Fritz Heegner.
Heegner’s solution of the class number one problem was at first thought to be
incorrect because of the unclear way his paper was written, apparent dependence
on an unproved result of Weber, and perhaps even unwillingness of other math-
ematicians to read an article by a nonprofessional mathematician. Stark writes
in the first appendix to [Sta11] that
“I believe I am the modern rediscoverer of Heegner’s paper. I came
across it in Math Reviews somewhere in academic 1962-63 while work-
ing on my PhD thesis. The last sentence of the review [of the Heeg-
ner’s paper] is a thesis killer!”
He further states that
“Fortunately for me and my thesis, my thesis advisor, DH Lehmer,
vaguely remembered that Heegner was incorrect, but that he was go-
ing to attend a conference in Boulder in the summer of 1963 and verify
with the experts that was the case. He returned and confirmed once
again that ”the experts” said Heegner’s proof was incorrect. Lehmer
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did not tell me who ”the experts” were and I never found out. How-
ever, two of my three main suspects in the whole affair were at the
Boulder meeting.”
J.-P. Serre write in his article [Ser85, p. 8], titled ∆ = b2 − 4ac, that
“The next progress came in 1952 when K. Heegner published a proof
that [the tenth imaginary quadratic field with class number 1] does not
exist. However, this proof used properties of modular functions which
he stated without enough justification. People could not understand
his work, and did not believe it (I tried myself once to follow his
arguments, but got nowhere .. ). Hence, the question of the existence
of [the tenth imaginary quadratic field with class number 1] was still
considered as open.”
S. Chowla in his chapter in the Seminar on Complex Multiplication [BCH66,
VI-2] writes, without giving any reason or argument, that
“It should also be remarked here that a recent claim by Kurt Heegner,
(M.Z. 1954) to have solved this problem, seems unjustified.”
The website of the Foundation for German communication and related technolgies
[cva] states that
“Kurt Heegner was born on 16 December 1893 and he died in 1965.
In the year 1920 he received his Ph.D. at Jena University on: Über
den Zwischenkreisröhrensender. Particularly in the 1920s and
1930s he published quite some papers on valve oscillators. He even
jointly prepared a paper with Watanabe of Japan.”
This website also describes Heegner’s work in electronics, especially in oscillators,
giving a list of his patents. It states that he was mainly a private tutor (Privat
Dozent) in Mathematics, and detailing Heegner’s struggles to obtain revenue
from his patents. The website further cites certain Bechmann (according to the
website, Germany’s leading experts on quartz resonators) as saying: “Herr Dr.
Heegner redete unklar und unverständlich wie immer . . . ”.
Birch [Bir04, 3.] says of Heegner that “Heegner was a fine mathematician,
with a rather low-grade post in a gymnasium in East Berlin”, and that
“In his famous, very eccentrically written, paper he begins with a
historical introduction concerning the congruence number problem,
then he quotes various things from Weber and proves some highly
surprising theorems showing that the congruence number problem is
soluble for certain families of [positive integers]; and then he suddenly
(correctly but over succinctly) solves the classical class number one
problem. Unhappily, in 1952 there was noone left who was sufficiently
expert in Weber’s Algebra to appreciate Heegner’s achievement.”
But Birch says also that
“Heegner’s paper was written in an amateurish and rather mystical
style, so perhaps it was not surprising that at the time noone tried
very hard to understand it.”
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In the report of the 2008 Oberwolfach conference on history of mathematics
[DCS09, p. 1354], Patterson, Schappacher, and Opolka note
“Heegner appears from the records as a not very socially adept but
upright person. He was known around Steglitz where, especially in
his later years his appearance became somewhat eccentric. He had
a long white beard, a long white pigtail and clothes which had been
once good but had become old and worn. He was apparently known
as the ‘Jesus of Steglitz’ and, because of his character and his courage
during the war, generally respected.”
Here, Steglitz is the part of Berlin where Heegner have lived since 1932. After he
became ill in 1950, he have lived in poverty, helped out by his sister Lotte. He
died in 1965, “alone and it may have been three days or so before he was found”,
according to [DCS09, p. 1356].
Later, Birch, building on Heegner’s ideas, introduced the important notion
of Heegner points. These are points on modular curves obtained as images of
quadratic irrationalities in the upper half-plane. By the Modularity Theorem,
every elliptic curve over rational numbers is an image of a modular curve by a
rational map, so we can consider the images of Heegner points on elliptic curves.
These have sometimes infinite order, or are at least exceptionally large. Heegner
points were used in Kolyvagin’s work on the Birch–Swinnerton-Dyer conjecture.
For more information on Heegner points see [Gro84].
To give an illustration, Heegner in his article proved that if p ≡ −1 (mod 8)
is a prime, then the equation y2 = −p(x4 − 64) has infinitely many rational
solutions. This implies that the elliptic curve y2 = x(x2 + p2) has rank 1. Using
similar ideas, Satgé proved in [Sat87] that if n/2 is a prime and n ≡ 4 (mod 9),
then n = x3 + y3 for some x, y ∈ Q.
For additional information on Heegner see Schappacher’s presentations [Schb]
and [Scha] from talks given in Paris and Madrid, respectively.
This work
In the mentioned article [Sta69], titled On the ”gap” in a theorem of Heegner,
Stark claims that, in fact, the only problem with Heegner’s proof is reliance on a
theorem in Weber’s Lehrbuch der Algebra [Web08] whose proof is incomplete. For-
tunately, this can remedied very easily, even using the original Weber’s method,
as Stark indeed does in his paper. We will look at Weber’s methods in detail in
Chapter 3.
The contested result of Weber concerns the Schläfli’s modular function f. This
function is defined by f(τ) = e−πiτ/24∏︁n≥1(1 + eπiτ(2n−1)) for τ in the upper half-
plane H. Let τ now be such that K = Q(τ) is an imaginary quadratic field
and τ ∈ H. Weber ”proves” that f(τ)2 ∈ K(j(τ)), and conjectures that actually
f(τ) ∈ K(j(τ)), under certain congruence conditions on the minimal polynomial
of τ . (Here j is the modular invariant.) Heegner uses only the former result in his
solution of the class number one problem. However, in his article, he also proves
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other things (which are of independent interest), and there he uses the stronger
result that f(τ) ∈ K(j(τ)).
Weber’s conjecture was proved by Birch [Bir69b] in 1969. Note that Weber
published his conjecture at the end of 19th century. However, it was Shimura who
developed a fully satisfactory formalism for dealing with this type of questions. In
his book Introduction to the Arithmetic Theory of Automorphic Functions [Shi94]
he proved what is now known as the Shimura’s reciprocity law.
Alice Gee in her PhD thesis [Gee99] deduced from the Shimura’s reciprocity
law an explicit criterion, which, given a modular function f and a point τ ∈ K∩H,
allows us to decide whether f(τ) ∈ K(j(τ)) by a simple calculation.
In Chapter 3 we give a direct and elementary proof of Gee’s criterion (under
certain minor restriction on the point τ). Our proof is based on the formalism
used by Lang [Lan87] in his proof of the Shimura’s reciprocity law. We have also
used a simple but important result from the appendix of [Ser90] (appearing also
in [Che99] and [Bar10]) which restricts the image of the Galois representation of
an elliptic curve (over C) with complex multiplication.
This proof of Gee’s criterion is author’s contribution to the thesis. Note that
there is no connection explicitly pointed out in the literature, between Gee’s cri-
terion and the approach taken in [Che99] and [Bar10]. While Gee uses Shimura’s
results, Baran and Chen use the so-called modular interpretation of the points
on modular curves. We have just worked with function fields. The second con-
tribution of the author is a systematic treatment of the Weber’s transformation
equations for modular functions, and subsequent exposition of Weber’s method
of determining a class invariant in two particular cases.
In Chapter 4 we give an exposition of the main ideas of Siegel’s solution of
the class number problem. Siegel’s proof is a variation of Heegner’s proof, but
Siegel uses modular functions of level 5, while Heegner uses modular functions of
level 24. Siegel’s proof is also, in a certain respect, easier to understand. This
is because we get the resulting diophantine equation directly from the relation
between modular functions (that is, the modular curve). By contrast, in Heegner’s
proof we must perform additional contortions, real understanding of which would




Let A be a ring. We denote by A× the group of units of A. We denote by M2(A)
the ring of 2-by-2 matrices with entries in A. We define GL2(A) = M2(A)× and
SL2(A) = {α ∈ GL2(A) : det(α) = 1}. If A ⊂ R then we define GL+2 (A) = {α ∈
GL2(A) : det(α) > 0}. We denote the 2-by-2 identity matrix by 1.
We define the upper half-plane by H = {τ ∈ C : ℑ(τ) > 0} and we let q = e2πiτ
for τ ∈ H. We denote the n-th root of unity e2πi/n by ζn. Let k be a field. We
denote by k((X)) the field of formal Laurent series in the variable X.
1.2 Imaginary quadratic fields
An imaginary quadratic field K is an extension of Q of degree 2 having no
embedding into R. When K is viewed as a subfield of C, then the latter condition
is equivalent to requiring that K ∩R = Q. Next we define the ring of integers
of K as
OK = {α ∈ K : α2 + sα + t = 0 for some s, t ∈ Z}.
In other words OK is the integral closure of Z in K, and so it is indeed a subring of
K. For α ∈ K we define its norm by N(α) = αα and its trace by tr(α) = α+α.
For a detailed discussion of the rings of integers, norms, and traces see [Con,
2.,3.].
Proposition 1.2.1. Let K = Q(
√
−m) be an imaginary quadratic field, where








2 m ≡ 3 (mod 4).
Alternatively, we may take ω = m+
√
−m
2 which works in both cases.
Proof. See [Con, 3., Theorem 3.4., p. 2].
Proposition 1.2.2. Let K be an imaginary quadratic field. Write K = Q(
√
−m)
with m squarefree. Let OK = Z[ω], where ω is as in Proposition 1.2.1. Let f(X)
be the minimal polynomial of ω over Q, so that
f(X) =
⎧⎨⎩X2 +m if m ̸≡ 3 (mod 4),X2 −X + 1+m4 m ≡ 3 (mod 4).
Let f(X) be the reduction of f(X) modulo p. Then
(1) If f(X) is irreducible in (Z/pZ)[X], then (p) is a prime ideal in OK, and
we say that p is inert in K.
(2) If f(X) = (X − c)(X − c′), where c, c′ ∈ Z/pZ are distinct, then (p) = pp,
where p and p are distinct prime ideals, and we say that p splits in K.
(3) If f(X) = (X − c)2, where c ∈ Z/pZ, then (p) = p2 for some prime ideal p,
and we say that p is ramified in K.
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Proof. See [Con, 8., Theorem 8.3., p. 20].
Proposition 1.2.3. Let K be an imaginary quadratic field such that hK = 1.
Write K = Q(
√
−m) with m squarefree.
(1) Let p be a prime which splits or ramifies in K. Then p ≥ m/4.
(2) If m > 8 then m ≡ 3 (mod 8).
(3) If m ≥ 16 then m is a prime.
Proof. Let p be a prime which splits or ramifies in K. Then (p) = p1p2, where
p1, p2 are prime ideals in OK . Since hK = 1, every ideal in OK is principal, so
p1 = (π1) and p2 = (π2) for some π1, π2 ∈ OK . We have either π1 = π2 or π1 = π2,
according to whether p splits or ramifies. In any case we have N(π1) = N(π2).
From (p) = (π1π2) we see that p = π1π2u, where u is a unit in OK . Taking




OK = [ω, 1]. Write π1 = a+ bω, where a, b ∈ Z. We have
p = N(π1) = (a+ bω)(a+ bω) = a2 + (ω + ω)ab+ ωωb2,









and, since b ̸= 0, (1) follows. By (1) the prime 2 is inert in K if m > 8. Since
the polynomial X2 + m is always reducible modulo 2, by Proposition 1.2.2 we
must have m ≡ 3 (mod 4), and moreover the polynomial X2−X + 1+m4 must be
irreducible modulo 2. This means that m ≡ 3 (mod 8). Finally, if m is composite,
then m has a prime divisor p such that p <
√
m. Proposition 1.2.2 tells us that
p ramifies, so we have p ≥ m/4. Therefore
√
m > m/4, proving (3).






for all primes 2 < p < m/4.
Proposition 1.2.5. Let K be an imaginary quadratic field. Then the class num-
ber hK is equal to the number of triples (a, b, c) ∈ Z3 satisfying the following
properties:
(1) a, b, c are relatively prime.
(2) dK = b2 − 4ac.
(3) −a < b ≤ a < c or 0 ≤ b ≤ a = c.
Proof. See [Cox11, §2.,A., Theorem 2.13., p. 29].
Proposition 1.2.5 gives us an algorithm for computing the class number. The
following proposition provides an “explicit formula” for the class number of an
imaginary quadratic field. It is apparently hopeless to get a lower bound from
this formula.












Proof. See [Zag81, §9, Satz 4, p. 82]. Zagier also considers the other cases modulo
8. The proof is rather involved; one needs to compute the value of certain L-series
at 1 in two ways.
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By a lattice Λ we mean a set of the shape
Λ = [ω1, ω2] = {mω1 + nω2 : m,n ∈ Z},
where ω1, ω2 are complex numbers whose ratio is not real. We call (ω1, ω2) a
basis for Λ. Two lattices Λ and Λ′ are said to be homothetic if Λ′ = µΛ for
some µ ∈ C×.
Proposition 1.2.7. Let Λ = [ω1, ω2] and Λ′ = [ω′1, ω′2] be lattices. Assume that


















Proof. Easy. See [DS05, 1.3, Lemma 1.3.1., p. 25].
Consider a lattice Λ and let
OΛ = {λ ∈ C : λΛ ⊂ Λ}.
The set OΛ is called the order of the lattice Λ. It is clear that homothetic
lattices have the same orders. Consequently we may restrict ourselves to lattices
of the form [τ, 1], where usually τ ∈ H. We use the following notation: Λτ = [τ, 1]
and Oτ = OΛτ .
Proposition 1.2.8. Let τ, ω ∈ H. The lattices Λτ and Λω are homothetic if and
only if τ = γω for some γ ∈ SL2(Z). Let τ, ω ∈ C. Then Λτ = Λω if and only if
τ ± ω ∈ Z.
Proof. Easy calculation.
Let us now investigate the structure of the orders Oτ . One can embed Oτ
into M2(Z) as follows. Define a map by
ϵτ : Oτ −→ M2(Z),
λ ↦−→ ϵτ (λ),
where the matrix ϵτ (λ) is determined by the action of λ on the basis (τ, 1) of the












We say that τ ∈ H is a CM point if Q(τ) is an imaginary quadratic field. If
Aτ 2 + Bτ + C = 0, where A,B,C are integers such that (A,B,C) = 1, then we
call this equation the minimal equation for τ .
Proposition 1.2.9. Let τ ∈ H be a CM point with minimal equation
Aτ 2 +Bτ + C = 0.
Then














Proof. Let λ ∈ Oτ and write ϵτ (λ) = ( a bc d ). Eliminating λ from (1.1) yields
cτ 2 + (d− a)τ − b = 0. (1.2)










for some t ∈ Z. This is the desired result.
The proof of Proposition 1.2.9 shows that if τ ∈ H is not a CM point, then
necessarily Oτ = Z. On the other hand, if τ is a CM point with minimal equation





we see that Oτ = [α, 1]. By the
second part of Proposition 1.2.8 we have Oτ = [β, 1] if and only if β = ±α + s,
where s ∈ Z.
Writing ϵτ (λ) = ( a bc d ) in (1.1) we can express λ as follows
λ2 − (a+ d)λ+ ad− bc = 0.
Therefore we always have Oτ ⊂ OK , where K = Q(τ). Consider now an arbitrary
subring O of OK . Then O is a free Z-module of rank 1 or 2. In the former case
we have O = Z. In the latter case, the ring O is called a quadratic order (or
simply an order) in K. proposition 1.2.9 shows that the order of a lattice is a
quadratic order in the corresponding imaginary quadratic field. Conversely any
quadratic order is an order of some lattice (for example itself).
Proposition 1.2.10. Let O be an order in an imaginary quadratic field K. Write
OK = [ω, 1]. Then there exists a unique positive integer f such that O = [fω, 1].
Proof. See [Cox11, §7.,A., Lemma 7.2., p. 133].
The integer f of Proposition 1.2.10 is called the conductor of the order O.
If we view OK and O as Z-modules, then we have (OK : Oτ ) = f .
Let τ ∈ H be a CM point. We define the discriminant Dτ of the order Oτ
by Dτ = (fω− fω)2. The second part of Proposition 1.2.8 shows that Dτ is well
defined.
Proposition 1.2.11. Let Aτ 2 + Bτ + C = 0 be the minimal equation for CM
point τ ∈ H. Then Dτ = B2 − 4AC.





so that Oτ = [α, 1]. Now we use (1.1) with λ = α to
obtain
α2 −Bα + AC = 0.
Therefore Dτ = (α− α)2 = (α + α)2 − 4αα = B2 − 4AC.
1.3 Elliptic functions
Let Λ be a lattice. We say that a meromorphic function f on C is an elliptic
function with respect to the lattice Λ, if f(z + ω) = f(z) whenever z ∈ C and
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The function ℘Λ is holomorphic on C \Λ and has a pole of second order at every
point of Λ. We define G2n(Λ) =
∑︁
0̸=ω∈Λ ω
−2n for n ≥ 2, and g2(Λ) = 60G4(Λ),
g3(Λ) = 140G6(Λ).
Proposition 1.3.1. Let Λ be a lattice.








(2) The function ℘Λ satisfies the differential equation
℘′2Λ = 4℘3Λ − g2(Λ)℘Λ − g3(Λ).
(3) Let ∆(Λ) = g2(Λ)3 − 27g3(Λ)2. Then ∆(Λ) ̸= 0.
(4) The field of all elliptic functions with respect to Λ is equal to C(℘Λ, ℘′Λ).
The field of all even elliptic functions with respect to Λ is equal to C(℘Λ).
(5) Let n ≥ 2 be an integer. Then G2n(Λ) is a polynomial in g2(Λ) and g3(Λ)
with rational coefficients.
(6) Let z, w ∈ C. We have ℘Λ(z) = ℘Λ(w) if and only if z ≡ ±w (mod Λ).
Proof. See [Cox11, §10., p. 181] or [Lan87, Chapter 1].
Proposition 1.3.2. Let Λ be a lattice corresponding to an order O in an imagi-
nary quadratic field K. Let L be a subfield of C containing g2(Λ) and g3(Λ). Then
for every α ∈ O we have ℘Λ(αz) = Rα(℘Λ(z)), where Rα is a rational function
with coefficients in K · L.
Proof. Let ℘ = ℘Λ and ℘α(z) = ℘Λ(αz). We know that an even elliptic function
with respect to the lattice Λ is expressible rationally via ℘. Because OΛ ⊂ Λ
and ℘ is even, there is a rational function Rα ∈ C(X) such that ℘α = Rα(℘). We














where Pn+1(X, Y ) ∈ Q[X.Y ] for every n ≥ 1. Therefore ℘α ∈ (K · L)((z)) and
℘ ∈ L((z)). Now let σ ∈ Aut(C/K · L). Then σ extends to an automorphism
C((z))→ C((z)) by acting on the coefficients of the formal Laurent series. Every
such automorphism σ fixes ℘ and ℘α. Consequently, we have Rσα = Rα for every
σ ∈ Aut(C/K · L). Therefore the coefficients of Rα must lie in K · L.
In general, an elliptic curve is a smooth projective curve of genus 1. For us
an elliptic curve E will we be the curve given by an equation of the form
y2 = 4x3 − g2x− g3, g2, g3 ∈ C, g32 − 27g23 ̸= 0, (1.3)
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together with a point at infinity. In other words,
E = {[x, y, z] ∈ P2(C) : y2z = 4x3 − g2xz2 − g3z3}.
We see from this, that the point at infinity of E is [0, 1, 0]. Let Λ be a lattice and
let EΛ be the curve defined by the equation
y2 = 4x3 − g2(Λ)x− g3(Λ).
Proposition 1.3.1 shows that EΛ is an elliptic curve and there is a bijection
Φ: C/Λ −→ EΛ
z + Λ ↦−→
⎧⎨⎩[℘Λ(z), ℘′Λ(z), 1] if z ̸∈ Λ,[0, 1, 0] if z ∈ Λ. (1.4)
Conversely, if E, g2, g3 are as in (3.25), then there exists a lattice Λ such that
g2 = g2(Λ) and g3 = g3(Λ) and we have a bijection Φ: C/Λ → E as in (1.4).
This is the content of the Uniformization Theorem for elliptic curves. See [Sil09,
VI.5.].
It is well known that an elliptic curve can be given the structure of an abelian
group in such a way that the group operations are rational maps of the curve.
If the elliptic curve EΛ is considered as a group, then the bijection Φ of (1.4)
becomes an isomorphism of groups.
We let E[N ] be the subgroup of an elliptic curve E consisting of points of E












The j-invariant of an elliptic curve E : y2 = 4x3 − g2x− g3 is defined as





Let τ ∈ H and Λτ = [τ, 1] and let Eτ = EΛτ be the corresponding elliptic curve.
We set
j(τ) = j(Λτ ) = j(Eτ ).
Thus the j-invariant can be viewed as a function on the upper-half plane, lattices,
or elliptic curves.
Proposition 1.3.3. Let Λ1 and Λ2 be lattices. Then Λ1 and Λ2 are homothetic
if and only if j(Λ1) = j(Λ2). Similarly, if E1 and E2 are elliptic curves, then E1
and E2 are isomorphic if and only if j(E1) = j(E2).
Proof. see [Cox11, §14., A., 14.4.].
Let Λ be a lattice. Then the complex torus C/Λτ is both a Riemann surface
and an abelian group. Therefore we can consider holomorphic homomorphisms
between such tori. If Λ1 and Λ2 are lattices, then the holomorphic homomorphism
from Λ1 to Λ2 are given by multiplication by λ such that λΛ1 ⊆ Λ2. Isomorphism
occurs if and only if λΛ1 = Λ2. For proofs see for example [Sil09, VI.4.].
Holomorphic homomorphisms and isomorphisms of complex tori correspond
to isogenies and isomorphisms of elliptic curves. Let λ be such that λΛτ ⊆ Λz








where Rλ is the corresponding isogeny (that is, a homomorphism which is a
rational map). Conversely, for an isogeny we get a multiplication map of lattices.
Suppose now that Eτ has an endomorphism which is not multiplication by an
integer. Then for some λ ̸∈ Z we have λΛτ ⊆ Λτ , or
λτ = aτ + b,
λ = cτ + d,
where a, b, c, d ∈ Z. Thus
cτ 2 + (d− a)τ − b = 0, τ ∈ H,
meaning that Q(τ) is an imaginary quadratic field. Note that λ is an algebraic
integer. By Section 1.2 we have End(Eτ ) ∼= O for some order O in Q(τ). By
the Uniformization Theorem the same is true for any elliptic curve over C with
a nontrivial endomorphism.
Theorem 1.3.4. Let E be an elliptic curve with complex multiplication by a
quadratic order O. Then j(E) is an algebraic number of degree at most h(O).
Proof. We may assume that E = Eτ for some τ ∈ H. Suppose that
Eτ : y2 = 4x3 − g2(τ)x− g3(τ)
has CM by O. Let σ be any automorphism of C. Then the elliptic curve
Eστ : y2 = 4x3 − g2(τ)σx− g3(τ)σ
has also CM by O, because the map
End(Eτ ) −→ End(Eστ )
ϕ ↦→ σ ◦ ϕ ◦ σ−1
is an isomorphism. By the Uniformization Theorem we can find ω ∈ H such that
Eστ
∼= Eω. The corresponding lattices Λτ and Λω are proper ideals of the order
O. They are homothetic if and only if j(Eτ ) = j(Eω). We have j(Eω) = j(Eστ ) =
j(Eτ )σ. There are exactly h(O) classes of proper ideals of O, implying that there
are exactly h(O) distinct values of the corresponding j-invariants. Therefore
j(Eτ ) has at most h(O) conjugates.
It can be shown that the degree of j(E) is exactly h(O) if E has CM by the
order O. In fact, the value j(Eτ ) generates the Hilbert class field of the imaginary
quadratic field Q(τ). See for example [Deu58, 10.,11.].
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2. Modular functions
In this chapter we describe the basic theory of modular functions. The references
are [Lan87, 6.], [Shi94, 6.], and [DS05, 7.].
2.1 The modular group
The group GL+2 (R) acts on the upper half-plane H as follows. Let τ ∈ H and
γ = ( a bc d ) ∈ GL
+
2 (R). Then the action of γ is given by
(γ, τ) ↦−→ γτ, where γτ = aτ + b
cτ + d.
The formula ℑ(γτ) = det(γ)/|cτ + d|2 shows that γτ ∈ H, so that this action is
well defined.
The subgroup SL2(Z) of GL+2 (R) is called the modular group. Let Γ be a
subgroup of GL+2 (R). We define the stabilizer of a point τ ∈ H in the subgroup










Proposition 2.1.1. (1) SL2(Z) is generated by the matrices T and S.
(2) We have SL2(Z)i = ⟨S⟩ and SL2(Z)ζ3 = ⟨ST ⟩.
(3) We have SL2(Z)τ = {±1} for τ ∈ H, ̸∈ SL2(Z)i, ̸∈ SL2(Z)ζ3.
(4) Let F = {τ ∈ H : |ℜ(τ)| < 1/2 and |τ | > 1}. Then for every τ ∈ H there
exist γ ∈ SL2(Z) such that γτ lies in F , the closure of F in H. No two
points of F are equivalent, and if τ1, τ2 ∈ F are such that τ1 = γτ2 for
some γ ∈ SL2(Z), then either γ = ±T and τ1 − τ2 = ±1, or γ = ±S and
|τ1| = |τ2| = 1.
Let N be a positive integer. We define Γ(N) to be the kernel of the natural
map SL2(Z) → SL2(Z/NZ). The group Γ(N) is called the principal congru-
ence subgroup of level N . A subgroup Γ of SL2(Z) is called a congruence
subgroup if Γ(N) ⊂ Γ for some N .
Let Γ be a congruence subgroup of SL2(Z). We let Γ\H = {Γτ : τ ∈ H}.
Quotients of this form are called modular curves, and they are denoted by
Y (Γ). A modular curve Y (Γ) can be given the structure of a Riemann surface.
We may compactify Y (Γ) by adding a finite number of points which are called
cusps of Y (Γ) (or of Γ). The resulting compact Riemann surface is denoted by
X(Γ) (and is also called a modular curve).
We define X(N) = X(Γ(N)). The meromorphic functions on X(N) are called
modular functions of level N . One may apply the general theory of compact
Riemann surfaces to conclude that the field of modular functions of level N has
transcendence degree 1 over C, thus determining a smooth projective algebraic
curve over C. This justifies the latter part of the name modular curve.
The arithmetic interest in modular curves comes from the fact that the equa-
tions of modular curves can be defined over Q (or possibly over a finite extension
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of Q). Therefore it makes sense to consider rational points on modular curves.
Further, modular curves serve as a moduli space for elliptic curves, meaning that
there is a bijection between the points of a modular curve and certain isomor-
phism classes of elliptic curves.
However, we shall not use modular curves here. In the next two sections
we will consider modular functions as meromorphic functions on H which are
invariant under the action of some congruence subgroup of SL2(Z).
2.2 Modular functions
We first define modular functions. Let f be a meromorphic function on H. Sup-
pose that f is invariant under the action of SL2(Z) on H, that is, f(γτ) = f(τ)
for all γ ∈ SL2(Z) and all τ ∈ H. Then, in particular, f(τ + 1) = f(τ) for every
τ ∈ H. Therefore we may write f(τ) = f̃(q), where q = e2πiτ and f̃ is meromor-
phic inside the unit disc, except possibly at the origin. Let the Laurent series
expansion about the origin of the function f̃ be f̃(q) = ∑︁n≥−∞ anqn. We say that
f is a modular function (or more precisely a modular function of level 1)
if the Laurent series expansion of the associated function f̃ contains only a finite
number of polar terms, that is f̃(q) = ∑︁n≥n0 anqn, where n0 ∈ Z.
We call ∑︁n≥n0 anqn the Fourier expansion of the modular function f , and
the coefficients an the Fourier coefficients of f .
Proposition 2.2.1. The map
H −→ {lattices} −→ {elliptic curves over C}





{elliptic curves over C}
isomorphism over C .
Proposition 2.2.2. (1) The Fourier coefficients of j are integers.
(2) The map τ ↦→ j(τ) induces a bijection SL2(Z)\H→ C. In other words, the
function j maps H onto C, and we have j(τ1) = j(τ2) for some τ1, τ2 ∈ H
if and only if τ1 = γτ2, where γ ∈ SL2(Z).
(3) Every modular function is a rational function in j.
(4) Every modular function that is holomorphic on H is a polynomial in j.
(5) If a modular function is holomorphic on H and also holomorphic at infinity,
then it is constant.
2.3 Modular functions of higher level
Definition 2.3.1. A function f : H→ C is called modular of level N if
(1) f is meromorphic on H,
(2) f(Aτ) = f(τ) for every A ∈ Γ(N),
(3) The function f ◦ γ is meromorphic at infinity for every γ ∈ SL2(Z).
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Definition 2.3.2. Let N be a positive integer, and let r and s be integers not












The functions f (r,s)N are called the Fricke functions (after Robert Fricke). It is
easy to see that the function f (r,s)N depends only on the residue of (r, s) modulo
N .
Proposition 2.3.3. Let τ ∈ H be not congruent to i or ζ3 modulo SL2(Z). Sup-
pose that f (r1,s1)N (τ) = f
(r2,s2)
N (τ). Then (r1, s1) ≡ ±(r2, s2) (mod N).
Proposition 2.3.4. The functions f (r,s)N are modular of level N . The modular
group acts on them as a group of permutations: f (r,s)N (γτ) = f
(r,s)γ
N (τ) for every
γ ∈ SL2(Z).
Proposition 2.3.5. Let N be a positive integer. There is a natural exact sequence
1 −→ Γ(N) −→ SL2(Z) −→ SL2(Z/NZ) −→ 1.
Proof. See for example [DS05, Exercise 1.2.2., p. 21] or [Lan87, §1.,p. 61].















nqmn(Q−rnζ−snN +QrnζsnN − 2)
)︄
,
where P is a power series with integer coefficients.
Lemma 2.3.7. Let α ∈ GL2(Z/NZ) be such that uα = εuu for every u ∈ sN ,
where εu = ±1. Then α = ±1.
Lemma 2.3.8. Let τ ∈ H1, and let α ∈ GL2(Z/NZ) be such that fuαN (τ) = fuN(τ)
for all u ∈ sN . Then α = ±1.
Lemma 2.3.9. Let α ∈ GL2(Z/NZ) be such that fuαN = fuN for all u ∈ sN . Then
α = ±1.
We define
FN,C = C(j, f (r,s)N : (r, s) ∈ sN),
FN = Q(j, f (r,s)N : (r, s) ∈ sN).
Theorem 2.3.10. The field extension FN,C/C(j) is Galois, and
Gal(FN,C/C(j)) ∼= SL2(Z/NZ)/{±1}.
Moreover, the field FN,C coincides with the field of all modular functions of level
N .
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Proof. Let RN,C be the field of modular functions of level N , and consider the
homomorphism
θ : SL2(Z) −→ Aut(RN,C),
γ ↦−→ θ(γ),
where the automorphism θ(γ) acts on RN,C by f ↦→ f ◦ γ. To show that this is a
well defined homomorphism, we must show that f ◦ γ is an element of RN,C. The
group Γ(N) is a normal subgroup of SL2(Z), so if α ∈ Γ(N), then there exists
α′ ∈ Γ(N) such that γα = α′γ, and thus f ◦ γ ◦ α = f ◦ α′ ◦ γ = f ◦ γ. The other
conditions for f ∈ to be in RN,C are satisfied automatically.
Now we determine the kernel of the homomorphism θ. By the definition of
RN,C we have ±1Γ(N) ⊂ ker θ. To prove the opposite inclusion, suppose that
γ ∈ ker θ. Let γ be the image of γ in SL2(Z/NZ). We know that f (r,s)N ∈ RN,C
and f (r,s)N ◦γ = f
(r,s)γ
N for all (r, s) ∈ sN . We apply Lemma 2.3.9 to obtain γ = ±1.
Therefore ker θ = ±Γ(N), and there is an injection
SL2(Z/NZ)/{±1} ∼= SL2(Z)/± Γ(N) ↪−→ Aut(RN,C).
Let GN denote the image SL2(Z/NZ)/{±1} in Aut(RN,C). Then GN is a finite
group of automorphisms of RN,C whose fixed field is the field of modular functions
of level N invariant under the full SL2(Z), that is, the field C(j). Therefore the
extension RN,C/C(j) is Galois and the corresponding Galois group is GN (see
[Mil18, Theorem 3.10 (c), p. 38]).
It remains to prove that FN,C = RN,C. By Lemma 2.3.9 every automorphism
fixing the functions f (r,s)N for all (r, s) ∈ sN must be induced by a matrix in
±Γ(N). Therefore the subgroup corresponding to the subextension RN,C/FN,C is
trivial, and so FN,C = RN,C as asserted.
Theorem 2.3.11. The field extension FN/Q(j) is Galois, and
Gal(FN/Q(j)) ∼= GL2(Z/NZ)/{±1}.
Proof. Every automorphism of the field Q(ζN) extends to an automorphism of
Q(ζN)((q1/N)) by acting on the coefficients of the formal Laurent series. We
know that Gal(Q(ζN)/Q) ∼= (Z/NZ)× (see [Mil18, Theorem 5.10, p. 63]). For
d ∈ (Z/NZ)× let σd denote the automorphism of Q(ζN) determined by ζσdN = ζdN .
Proposition 2.3.6 implies that the extension of σd to Q(ζN)((q1/N)) (which we
will denote by the same symbol) acts on the functions {f (r,s)N : (r, s) ∈ sN} by
(f (r,s)N )σd = f (r,ds). Since the Fourier coefficients of j lie in Q, the automorphism
σd restricts to an automorphism FN → FN which we will again denote by σd.
Consequently, we get an injection
(Z/NZ)× ↪−→ Aut(FN/Q(j)),
d ↦−→ σd.
On the other hand, the group SL2(Z/NZ) acts on {f (r,s)N : (r, s) ∈ sN} by f
(r,s)
N ◦
γ = f (r,s)γ, where γ ∈ SL2(Z/NZ) and γ is a lift of γ ∈ SL2(Z/NZ) to SL2(Z).
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We can now use the exact sequence of Proposition 2.3.5 to combine these two
actions, obtaining an injection
GL2(Z/NZ)/{±1} ↪−→ Aut(FN). (2.1)
More precisely, if A ∈ GL2(Z/NZ) then the matrix A can be uniquely represented
as A = ( 1 00 a )α, where a = detA and α ∈ SL2(Z/NZ). Hence the automorphism
corresponding to the matrix A is σa ◦ α.
Let GN be the image of GL2(Z/NZ)/{±1} in Aut(FN) (see (2.1)). Then GN
is a finite group of automorphisms of FN . The fixed field of GN consists of those
functions f in FN which are invariant both under the action of SL2(Z/NZ) and
the action of (Z/NZ)×. The former condition requires f to be of level one. The
latter requires f to lie in Q(j) by virtue of Proposition 2.2.2, (1). Therefore the
fixed field of GN is Q(j), implying that the extension FN/Q(j) is Galois with
Galois group GN ∼= GL2(Z/NZ)/{±1} (see [Mil18, Theorem 5.10, p. 63]).
Proposition 2.3.12. We have C ∩ FN = Q(ζN). In particular ζN is an element
of FN .
Proof. Let k = C ∩ FN . We have C(j) · FN = FN,C because FN,C = C(j, f (r,s)N :
(r, s) ∈ sN). Note that k(j) = C(j) ∩ FN . Therefore (see [Mil18, Proposition
3.18, p. 40])
Gal(FN/k(j)) ∼= Gal(FN,C/C(j)) ∼= SL2(Z/NZ)/{±1}.
In particular [FN : k(j)] = # SL2(Z/NZ)/{±1}, and so
[k(j) : Q(j)] = # GL2(Z/NZ)/ SL2(Z/NZ) = # (Z/NZ)× .
Consequently, [k : Q] = # (Z/NZ)× = [Q(ζN) : Q]. On the other hand, we have
k ⊂ Q(ζN) because FN ⊂ k((q1/N)). Thus k = Q(ζN) as asserted.
Proposition 2.3.13. The field FN consists of all modular functions of level N
whose Fourier coefficients lie in the field Q(ζN).
Proof. Since the extension FN,C/C(j) is finite and separable there exists an el-
ement gN ∈ FN,C such that FN,C = C(j, gN) (see [Mil18, Theorem 5.1, p. 59]).
Moreover, we can choose the function gN to be a linear combination of f (r,s)N
with rational coefficients, assuring that gN has Fourier coefficients in Q(ζN) (see
[Mil18, Remark 5.2, p. 60]). Now let h ∈ FN,C and suppose that the Fourier coef-
ficients of h lie in ζN . We can write h = R(j, gN), where R is a rational function.
All three functions h, j, and gN have Fourier coefficients in Q(ζN). Therefore
comparing the coefficients of each power of q1/N in the relation h = R(j, gN), we
obtain a system of linear equations with coefficients in Q(ζN) whose solution are
the coefficients of R. Thus R has coefficients in Q(ζN), so h ∈ Q(ζN , j, gN) = FN












The set Mm is a set of representatives for the left action of SL2(Z) on the set
of 2-by-2 matrices with integer entries and determinant equal to m. If f is a
modular function, let Γ(f) be the exact subgroup of SL2(Z) under which the
function f is invariant. Let α be a 2-by-2 matrix with positive determinant. We
define
Rα,Γ(f) = {AαB : A,B ∈ Γ(f)}.
The group Γ(f) acts on the set Rα,Γ(f) from right and left. We denote by
Γ(f)\Rα,Γ(f)
any set of representatives for the left action.
Theorem 2.4.1. Let f ∈ FN,C be such that C(j) ⊂ C(f), and let α ∈Mm. The
minimal polynomial of the function f ◦ α over the field C(f) is∏︂
M∈Γ(f)\Rα,Γ(f)
(X − f ◦M) . (2.2)
Proof. From the definition of the set Rα,Γ(f) we see that the Galois group
Gal(FmN,C/C(f)) ∼= ΓN(f)
acts on the roots of the polynomial (2.2). We must show that it acts transi-
tively. Let M1,M2 ∈ Rα,Γ(f). Write M1 = A1αB1 and M2 = A2αB2, where
A1, A2, B1, B2 ∈ Γ(f). We observe that the automorphism given by the ma-
trix B−11 B2 ∈ ΓN(f) maps the function f ◦ M1 = f ◦ α ◦ B1 to the function
f ◦M2 = f ◦ α ◦B2. This concludes the proof.
Lemma 2.4.2. Let f ∈ FN and γ ∈ SL2(Z). Let σd ∈ Gal(FN/Q(j)) be the
automorphism induced by d ∈ (Z/NZ)×. Let D = ( 1 00 d ). Let γ be the image of γ
in SL2(Z/NZ). Let γ′ be a lift of the matrix D−1γD to SL2(Z). Then we have
(f ◦ γ)σd = fσd ◦ γ′. (2.3)
Proof. Since the field FN is generated over Q(j) by the Fricke functions f (r,s)N , it
is sufficient to prove the relation (2.3) for them. Let (r, s) ∈ sN . By Proposi-
tion 2.3.4 and Theorem 2.3.11 we have






N )σd ◦ γ′.
This completes the proof.
Lemma 2.4.3. Suppose that f ∈ FN has rational Fourier coefficients. Suppose
that (m,N) = 1. Let M ∈ Mm be a diagonal matrix. Let M be the image of
M in GL2(Z/NZ). Then the group ΓN(f) is stable under conjugation by M . In
other words, we have M−1ΓN(f)M ⊂ ΓN(f).
Proof. Write M = ( a 00 b ), where a, b ∈ (Z/NZ)
×. Since M = a ( 1 00 a )
−1 ( 1 00 b ), it is
sufficient to prove the lemma for matrices of the type ( 1 00 d ) where d ∈ (Z/NZ)
×.
Let A ∈ ΓN(f). As the matrix A′ = ( 1 00 d )
−1
A ( 1 00 d ) has determinant equal to 1,
it is an element of SL2(Z/NZ). Furthermore, since the function f has rational
Fourier coefficients, it is fixed, for every d ∈ (Z/NZ)×, by the automorphism
σd in Gal(FN/Q(j)) corresponding to the matrix ( 1 00 d ), (see Theorem 2.3.11).
Therefore A′ ∈ ΓN(f).
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Theorem 2.4.4. Let f ∈ FN and α ∈ Mm. Assume that (N,m) = 1 and that
both f and f ◦ α have rational Fourier coefficients. The minimal polynomial of
the function f ◦ α over the field Q(f) is∏︂
M∈Γ(f)\Rα,Γ(f)
(X − f ◦M) . (2.4)
Proof. By Theorem 2.4.1 the polynomial (2.4) is the minimal polynomial of f ◦α
over C(f). Therefore to show that it is defined over Q(f) we must show that the
set
{f ◦M : M ∈ Rα,Γ(f)}
is stable under the Galois action induced by (Z/mNZ)×. Let d ∈ (Z/mNZ)×,
D = ( 1 00 d ), and let σd ∈ Gal(FmN/Q(j)) be the corresponding automorphism.
Take M ∈ Rα,Γ(f). Then M = AαB for some A,B ∈ Γ(f). Since the function
f ◦ α has rational Fourier coefficients, Lemma 2.4.2 applies to it, and we obtain
(f ◦M)σd = (f ◦ α ◦B)σd
= (f ◦ α)σd ◦B′ where B′ is a lift of D−1BD to SL2(Z),
= f ◦ α ◦B′ because f ◦ α has rational Fourier coefficients.
But according to Lemma 2.4.3 the matrix B′ is an element of Γ(f). Therefore
αB′ ∈ Rα,Γ(f), and we are done.
2.5 Examples of modular functions
Definition 2.5.1. We define
γ2(τ) = j(τ)1/3,
the cube root being chosen in such a way that γ2 has rational Fourier coefficients.
It is easy to see that the function γ2 is well-defined because all zeros of the
j-invariant have order 3. The function γ2 is called the Weber modular function.
For more details see [Cox11, §12,A, p. 249].
Proposition 2.5.2. Let S = ( 0 −11 0 ) and T = ( 1 10 1 ). We have
γ2 ◦ S = γ2, γ2 ◦ T = ζ−13 γ2.
Proof. See [Cox11, §12,A, Proposition 12.3. p. 250].
Definition 2.5.3. We define
η(τ) = 1(2π)1/2 ∆(τ)
1/24,
the 24-th root being chosen in such a way that η(τ) is positive for τ ∈ H purely
imaginary. The function η is called the Dedekind eta function.
Proposition 2.5.4. Let S = ( 0 −11 0 ) and T = ( 1 10 1 ). We have
η(Sτ) = (−iτ)1/2η(τ), η(Tτ) = ζ24η(τ).
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Proof. See [Cox11, §12,B, Corollary 12.19, p. 259].
Definition 2.5.5. We define
f = ζ−148
η ◦ ( 1 10 2 )
η
, f1 =









These functions are called the Schläfli’s modular functions (after Ludwig
Schläfli). Note that they are holomorphic and nonzero on H.
Proposition 2.5.6. Let S = ( 0 −11 0 ) and T = ( 1 10 1 ). We have
(f, f1, f2) ◦ S = (f, f2, f1),
(f, f1, f2) ◦ T = (ζ−148 f1, ζ−148 f, ζ248f2).
Proof. See [Cox11, §12,B, Corollary 12.19, p. 259].












Proof. See [Cox11, §12,A, Proposition 12.3. p. 250].












Proof. See [Web08, §40, p. 134].





Proof. See [Cox11, §12,B, Theorem 12.17., p. 257].




Proof. See [Cox11, §12,B, Exercise 12.9].
Proposition 2.5.11. Let τ, ω ∈ H and a ∈ {3, 24}. We have f(τ)a = f(ω)a if
and only if τ = Aω where A ∈ Γ(fa).
Using the above general transformation formulas, we can easily compute the
exact subgroups of SL2(Z) under which the functions γ2, f3 and f24 are invariant.



















for some t (mod 3)
}︄
.






∈ Γ(f24) : a+ d ≡ 0 (mod 16) or b ≡ c (mod 16)
}︄
.
























3.1 Integrality of the j-invariant
In this section we prove that j(τ) is an algebraic integer whenever τ is a CM
point. We give the classical analytic proof. There are also at least two different
algebraic proofs, but they are more difficult. See [Rob73, III,3.], and especially
[Sil11, II.,§6., p. 140]. We have followed [Lan87, 5,§2, Theorem 3 and 4, p. 55-57]
and [Shi94, 4.6., p. 107].
Lemma 3.1.1. Let f be a modular function of level one holomorphic on H. Write
f = ∑︁n=−N anqn. Suppose that the Fourier coefficients an are algebraic integers.
Then f = P (j), where P is a polynomial whose coefficients are algebraic integers.








where the coefficients cn are integers. Subtracting a suitable multiple of a power
of the j-invariant from the function f we obtain














+ · · · ,
where the coefficients dn are algebraic integers. Continuing in this manner we
eliminate all polar terms contained in the Fourier expansion of f . Thus there
is a polynomial P , whose coefficients are algebraic integers, and such that the
function f − P (j) is holomorphic at infinity. Since f was assumed holomorphic
on H, Proposition 2.2.2, (5) implies that f − P (j) = c for some c ∈ C. The
number c must be algebraic because it is equal to the constant coefficient of the
Fourier expansion of the function f − P (j).
Let m > 1 be an integer. There is only one orbit in SL2(Z)\Mm/ SL2(Z),
namely SL2(Z) (m 00 1 ) SL2(Z). Therefore for every α ∈ Mm the minimal polyno-
mial of the function j◦α over the field Q(j) is the same as the minimal polynomial
of j ◦ (m 00 1 ). Consequently, for a fixed m, there is only one modular polynomial
for j of order m. We denote it by Φjm(X, Y ).








: r > 0, rt = m, 0 ≤ s < t, (r, s, t) = 1
}︄




(X − j ◦M) .
22
We see that the coefficients of the polynomial Φjm(X, j) are the elementary sym-





r2n, where the cn
are integers. This reveals to us that the Fourier coefficients of the coefficients
of Φjm(X, j) are algebraic integers. Thus Lemma 3.1.1 shows that Φjm(X, Y ) has
algebraic coefficients. However, the function j ◦ (m 00 1 ) has rational Fourier coeffi-
cients, and so by Theorem 2.4.4 the polynomial Φjm(X, Y ) has rational coefficients.
Therefore they must be in fact integers.
Proposition 3.1.3. Suppose that m is not a square. Then the leading coefficient
of the polynomial Φjm(X,X) is ±1.
Proof. The leading coefficient of Φjm(X,X) is equal to the coefficient of the lowest




(j − j ◦M) ,
and the polar part of the Fourier expansion of j − j ◦ ( r s0 t ) is q−1 − ζrsn q−r
2/n.
Since m is not a square, cancellation cannot occur, and so the leading Fourier
coefficient of j−j ◦( r s0 t ) is a root of unity. Consequently the leading coefficient of
Φjm(X,X) is also a root of unity. By Proposition 3.1.2 it is an integer. Therefore
it must be ±1.
Theorem 3.1.4. Let τ be a CM point. Then j(τ) is an algebraic integer.
Proof. Let K = Q(τ). First, we prove the theorem in the case when Oτ is the
maximal order of K. Then one can choose an element µ of Oτ such that its norm
N(µ) is a squarefree integer m > 1. Indeed, if K = Q(i), then take µ = 1 + i,
and if K = Q(
√
−m) with m > 1 squarefree, then take µ =
√
−m. Since















where the matrix M = ( a bc d ) has integral entries. A little calculation shows that
µ2 − (a+ d)µ+ ad− bc = 0.
In other words detM = m. Moreover, because m is squarefree, the matrix M is
primitive. Now (3.1) implies Mτ = τ . Therefore j(Mτ) = j(τ), and consequently
Φjm(j(τ), j(τ)) = 0. By the effect of Proposition 3.1.2 and Proposition 3.1.3 the
polynomial Φjm(X,X) has integer coefficients while the leading one is ±1. This
shows that j(τ) is an algebraic integer.
Now we resolve the case when Oτ is not the maximal order of K. Let Oω be
the maximal order of K. Then since (ω, 1) is a basis for K over Q, there exists
a matrix α ∈ GL+2 (Q) such that τ = αω. We may assume that α has integral
entries and that it is primitive. Accordingly we have Φjn(j(τ), j(ω)) = 0 and
n = detα is not a square. Therefore by Proposition 3.1.2 and Proposition 3.1.3
j(τ) is integral over Z[j(ω)]. But we already proved the theorem for maximal
orders, so j(ω) is integral over Z, implying the integrality of j(τ).
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3.2 Weber’s determination of class invariants
In this section we show how to prove Weber’s theorems on class invariants. We
follow Weber’s book Lehrnuch der Algebra [Web08] and Stark’s article [Sta69].
From Section 2.4 we know that if both the modular functions f and f ◦ α have
rational coefficients Fourier and Q(j) ⊂ Q(f), then the minimal polynomial of




(X − f ◦M) .
We will always take α = (m 1 ). Write
ϕ(X) = Xd − s1(f)Xd−1 + · · · (−1)dsd(f),
where the coefficients si are rational functions in f . If f is holomorphic on H,
then si are polynomials in f . This is the case for functions which we will be
interested in. We may therefore consider the polynomial in two variables and
with rational coefficients
Φf (X, Y ) = ϕ(X) = Xd − s1(Y )Xd−1 + · · · (−1)dsd(Y ).
We have in particular
ϕf (X, f(τ)) =
∏︂
M∈Γ(f)\Rα,Γ(f)
(X − f(Mτ)) .
The important thing now is that Φf (f(τ), f(τ)) = 0 for some τ if and only if
f(τ) = f(Mτ) for some M ∈ Rα,Γ(f). For functions which we will be interested
in, the latter statement is equivalent to τ = AMτ for some A ∈ Γ(f),M ∈ Rα,Γ(f).
What this injectivity means is that the function f is a uniformizer of a modular
curve of genus 0, that is, it gives a bijection between the modular curve and the
projective line.
For the modular functions γ2 and f24 the transformation polynomials can be






: r > 0, rt = n, (r, t, s) = 1, d | s, 0 ≤ s < dt
}︄
.








(X − f(Mτ)) .
We give two proofs of Weber’s theorem concerning f24.
Theorem 3.2.1. Let p be a positive integer and let θp =
√
−p. Then f(θp)24 ∈
Q(j(θp)).
Proof. Let T = ( 1 10 1 ) and S = ( 0 −11 0 ). The numbers
f(θp)24, f(Tθp)24, f(TSTθp)24
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are the roots of the equation
















, we obtain another equa-












and Mθp = θp shows that there are integers s and u such that M = ( s −puu s ).
Consequently detM = s2 + pu2. But we assumed that detM = p, so we must
have s = 0 and u = ±1. Therefore there is only one matrix (modulo ±1) in Mp
fixing θp.
We contend that the numbers f(Tθp)24 and f(TSTθp)24 cannot be roots of the
equation Φf24(X,X) = 0. To prove this, it is sufficient to demonstrate that there





Γ(f24) fixing Tθp or TSTθp.
The relation NTθp = Tθp leads to
T−1NTθp = θp. (3.3)
Similarly, NTSTθp = TSTθp implies
T−1S−1T−1NTSTθp = θp. (3.4)





Γ(f24), we have N ≡ ( 1 00 1 ) or ( 0 11 0 ) (mod 2). Therefore
the matrices in (3.3) and (3.4) are congruent to ( 1 00 1 ) or ( 1 10 1 ) modulo 2. However,







Consequently, the equations (3.2) and Φf24(X,X) = 0 have only the root
f(θp)24 in common. Because they have both coefficients in Q(j(θp)) we must have
f(θp)24 ∈ Q(j(θp)).
Lemma 3.2.2. Let n be a positive integer such that n ≡ −1 (mod 3). Suppose
that the number ω ∈ H satisfies ω2 + Bω + C = 0, where B,C are integers. If
γ2 (ω) ̸= 0 is a root of the polynomial Φγ2(X,X), then B ≡ 0 (mod 3).
Proof. If Φγ2(γ2 (ω) , γ2 (ω)) = 0 and γ2 (ω) ̸= 0 then by our observations above






formula for γ2 implies
aω + b




with ad− bc = 1, and
ab− ac+ cd− a2cd ≡ 0 (mod 3). (3.5)
This gives us a second quadratic equation
rcω2 + (dr − ta+ cs)ω + (sd− bt) = 0
Comparing it with ω2 +Bω + c = 0, we obtain
cr =u, (3.6)
dr − ta+ cs =Bu, (3.7)
sd− bt =Cu, (3.8)
25
where u is an integer. Since (r, 3) = 1, the number u is divisible by 3 if and only
if c is.
Suppose that this were the case. The determinant condition implies ad ≡
1 (mod 3). In particular, the numbers a and d are not divisible by 3. Because s
is divisible by 3, we see from (3.7) that dr ≡ ta (mod 3). Therefore ad ≡ rt =
n ≡ −1 (mod 3), a contradiction.
Hence the numbers c, u are not divisible by 3. Multiplying the congruence
(3.5) by c, we obtain
a(ad− 1)− a+ d− a2d ≡ 0 (mod 3),
a+ d ≡ 0 (mod 3).
Since rt ≡ −1 (mod 3) we have also t ≡ −r (mod 3). Consequently
Bu = dr − ta+ cs ≡ r(a+ d) + cs ≡ 0 (mod 3).
But u is not divisible by 3 so B ≡ 0 (mod 3).
Theorem 3.2.3. Suppose that the negative discriminant D = −p is not divisible
by 3. Then γ2 (
√
−p) ∈ Q (j(√−p)).
Proof. Let θ = √−p.





θ = ( 0 −11 0 ) θ.





∈ S(p, 3). We cannot have
θ ≡ e2πi/3 (mod Γ(γ2)) because θ pertains to a discriminant not divisible by
3 and the discriminant corresponding to e2πi/3 is −3. Therefore the number
z = γ2 (θ/p) = γ2 (θ) is a root of the equation Φγ2 (X,X) = 0, where the matrix
is ( p 1 ).
The three roots of the polynomial
S(X) = X3 − j(θ)
are given by
γ2 (θ) , e−2πi/3γ2 (θ) = γ2 (θ + 1) , e2πi/3γ2 (θ) = γ2 (θ − 1) .
We claim that the numbers γ2 (θ + 1) , γ2 (θ − 1) cannot be roots of the polyno-
mial Φγ2 (X,X). Since θ + 1, θ − 1 ≡ θ (mod Γ(γ2)), the values
γ2 (θ + 1) , γ2 (θ − 1)
do not vanish. The quadratic equations for θ + 1 and θ − 1 are
(θ + 1)2 − 2(θ + 1) + p+ 1 = 0,
(θ − 1)2 + 2(θ − 1) + p+ 1 = 0.
By Lemma 3.2.2, the numbers γ2 (θ + 1) , γ2 (θ − 1) cannot be roots of the
polynomial Φγ2 (X,X). Thus the polynomials S(X) and Φγ2 (X,X) with coeffi-
cients in Q(j(θ)) have only the root γ2 (θ) in common. Therefore, by Euclidean
algorithm, γ2 (θ) ∈ Q(j(θ)).
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On the other hand, when p ≡ 1 (mod 3) we cannot use the transformation
polynomial with n = p. In this case, however, we may set n = p+4 ≡ −1 (mod 3).
Since θ2 + p = 0 we also have(︃1 p+ 2
0 p+ 4
)︃
θ = θ + p+ 2
p+ 4 =
θ + 1










∈ S(p + 4, 3). We know that the function γ2 is invariant under the





= γ2 (θ) is a root of the
polynomial Φγ2(X,X). Now we proceed as in the first part of the proof.
Theorem 3.2.4. Suppose that the negative discriminant D = −p is not divisible
by 3. Set τ = −3+
√
−p
2 . Then γ2 (τ) ∈ Q (j(τ)).
Proof. Set N = 9+p4 . The quadratic equations for the numbers τ, τ + 1, τ − 1 are
τ 2 + 3τ +N = 0, (3.9)
(τ + 1)2 + (τ + 1) +N = 0, (3.10)
(τ − 1)2 + 5(τ − 1) +N + 4 = 0. (3.11)




τ = τ + 1
τ + 2 =
τ +N − 1
N − 2 =
(︃1 N − 1
0 N − 2
)︃
τ.





∈ S(N − 2, 3). The function γ2 is invariant under





is a root of the
transformation equation Φγ2(X,X) (with determinant N − 2), since N − 2 ≡
−1 (mod 3). By Lemma 3.2.2 we can exclude the roots τ + 1 and τ − 1. Now we
complete the argument as in the proof of Theorem 3.2.3.




τ = 3τ + 24τ + 3 =
τ + 12N − 18
16N − 27 =
(︃1 12N − 18
0 16N − 27
)︃
τ.
In this case we observe that the function γ2 is invariant under the transformation





∈ S(16N − 27, 3). Since 16N − 27 ≡ −1 (mod 3) we
can use the transformation equation with n = 16N −27 as in the first part of the
proof.































∈ S (p, 16). Now we the transformation equation Φf24(X,X) with determi-
nant n = p to find that f (θ)24 is a root of
Φf24(X,X) = 0. (3.12)
On the other hand, the roots of the cubic equation
(x− 16)3 − j (θ)x = 0 (3.13)
are given by






The equations (3.12) and (3.13) share the root f (θ)24 and we will now demonstrate
that this is their only common root, i.e. f (θ + 1)24 , f (1− 1/θ)24 are not roots of
Φf24(X,X) = 0. For this purpose, we need the following lemma.
Lemma 3.2.6. Let ω ∈ H satisfy the quadratic equation Aω2 + Bω + C = 0
with integral coefficients. Suppose further that (A,B,C) = 1, and that B,C
are divisible by 2. Then the number f (ω)24 cannot be a root of the equation
Φf24(X,X) = 0 = 0, where p ≡ 3 (mod 4) is the determinant.
Proof. Assume on the contrary, that Φf24(f (ω)24 , f (ω)24) = 0. According to the
remarks below the definition of the polynomial Φf24(X,X), we have





with rt = p, and s divisible by 16. Since f 24 is injective modulo Γ(f24) we have,















In this way we get another quadratic equation for ω
crω2 + (cs+ dr − at)ω + ds− bt = 0.
If we now compare this equation with Aω2 +Bω+C = 0, taking into account
that (A,B,C) = 1, we receive
cr =Au, (3.14)
cs+ dr − at =Bu, (3.15)
ds− bt =Cu, (3.16)
where u is an integer. Since s is divisible by 16, C is even and t is odd, we
infer from (3.16) that b is even. By the characterization of the group Γ(f24),
the number c must be also even and the numbers d, a must be odd. Because
A is odd, we see from (3.14) that 2 | u. Therefore appealing to (3.15), we now
have dr ≡ at (mod 4). But the numbers d, r, a, t are all odd, so that this is the
same as rt ≡ ad (mod 4). The determinant condition ad − bc = 1 implies that
ad ≡ 1 (mod 4). Hence p = rt ≡ ad ≡ 1 (mod 4). This is a contradiction.
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The quadratic equations satisfied by the numbers θ + 1 and 1− 1/θ are











+ p+ 1 = 0.
Thus the requirements of Lemma 3.2.6 are fulfilled and therefore θ+1 and 1−1/θ
cannot be roots of the equation Φf24(X,X) = 0.
Consequently the equations (4.1.5) and (3.13) with coefficients in Q (j(θ))
have only the root f (θ)24 in common. Therefore using the Euclidean algorithm the
number f (θ)24 may be expressed rationally in terms of j(θ), i.e. f (θ)24 ∈ Q (j(θ)),
and the theorem is hereby proved.






















∈ S(p, 16). There-





= f (θ)3 and
Φf24(f (θ)3 , f (θ)3) = 0, determinant being p. Recall that f (θ + 2) = e−
πi
12 f (θ).
This means that the roots of the polynomial
S(X) = X8 − f (θ)24
are given by x = f (θ + 2k)3 = e− πik4 f (θ)3, for k = 0, . . . , 7. Next we investigate
the common roots of the polynomials S(x) and Φp24 (x, x). In other words, the
question is, for which 0 ≤ k ≤ 7 it is true that
Φf24(f (θ + 2k)3 , f (θ + 2k)3) = 0. (3.17)
Suppose that for some 0 ≤ k ≤ 7 the equation (3.17) is true. Let θk = θ + 2k.
Then by definition of the transformation equation we have





with ( r so t ) ∈ S(p, 16) so that rt = p and 16 | s. By injectivity we obtain
aθk + b
cθk + d
= rθk + s
t
, (3.18)
where ( a bc d ) ∈ Γ(f24) has the following property
ac+ bd+ 2d2 − 2ad− 2cd ≡ 0 (mod 16). (3.19)
The relation (3.18) can be rewritten as
crθ2k + (cs+ dr − at)θk + ds− bt = 0. (3.20)
On the other hand, since θ2 + p = 0, the number θk = θ + 2k also satisfies
θ2k − 4kθk + p+ 4k2 = 0. (3.21)
29
We claim that k must be divisible by 4. Comparing the coefficients of the
equations (3.20) and (3.21) we get
cr =u, (3.22)
cs+ dr − at =4ku, (3.23)
ds− bt =(p+ 4k2)u. (3.24)
where u is an integer. By the characterization of Γ(f24) we have
( a bc d ) ≡ ( 1 00 1 ) or ( 0 11 0 ) (mod 2).
Suppose that the numbers a, d are both odd. Then, since s is divisible by 16, from
(3.23) we have dr ≡ at (mod 4). Because rt = p ≡ 3 (mod 4) and, in this case,
ad ≡ 1 (mod 4), this leads to a contradiction. Therefore ( a bc d ) ≡ ( 0 11 0 ) (mod 2).
The determinant condition ad − bc = 1 implies b ≡ −c (mod 4). Now we use
(3.19) to deduce










2 − cd ≡ 0 (mod 4),
a− d− 2d ≡ 0 (mod 8).
Hence a+ d ≡ 0 (mod 8). Next p = rt ≡ 3 (mod 8) whence t ≡ 3r (mod 8).
Consequently
dr − at ≡ dr − 3ar = r(a+ d− 4a) ≡ 0 (mod 8).
Now s is divisible by 16 and u is odd, therefore we infer from (3.23) that k is even.
Combining (3.22) and (3.24) we obtain −bt ≡ pcr (mod 8) or −bc ≡ 1 (mod 8).
Thus b ≡ −c (mod 8) and ad ≡ 0 (mod 8). But we also have ac+ bd ≡ 0 (mod 4)










2 − dbc ≡ 0 (mod 8),
−a2 +
d
2 + d ≡ 0 (mod 8).
3d− a ≡ 0 (mod 16).
Write t = 3r + 8ℓ, where ℓ is an integer. Then
dr − at = r(d− 3a)− 8ℓa ≡ 0 (mod 16).
Subsequently, since u is odd, k is divisible by 4 and the claim is thereby proved.
This means that the number f (θk)3 = f (θ + 2k)3 can be a root of the equation
Φf24 (x, x) = 0 only for k = 0, 4. We know that f (θ)3 is a common root of the




. If this is their




⊆ Q(j(θ)) and we are done. If
not, then the common roots of S(x) and Φf24(X,X) are precisely the numbers
f (θ)3 and f (θ + 8)3 = −f (θ)3. In consequence their greatest common divisor is






Theorem 3.2.8. Let D = −p ≡ 5 (mod 8) be a negative discriminant not divis-
ible by 3. Then f (√−p)2 ∈ Q (j (√−p)).
Proof. Let θ = √−p. The premises of Theorems 3.2.3, 3.2.5, and 3.2.7 are
fulfilled. Therefore the numbers
γ2 (θ) , f (θ)24 , f (θ)6
lie in the field Q (j (θ)). But γ2 (θ) does not vanish, and we have




Therefore f (θ)8 ∈ Q (j (θ)). Consequently f (θ)2 = f (θ)8 /f (θ)6 ∈ Q (j (θ)).
3.3 A sufficient criterion for class invariants
Let ℘τ be the Weierstrass elliptic function corresponding to the lattice Λτ = [τ, 1].
Consider the elliptic curve




j(τ)− 123 . (3.25)
We have the following analytic isomorphism
Φτ : C/Λτ −→ Eτ : z + Λτ ↦−→
⎧⎨⎩(0, 1, 0), if z ∈ Λτ ,(℘(z), ℘′(z), 1), otherwise.
Consequently












End(Eτ [N ]) ∼= M2 (Z/NZ) ,
Aut(Eτ [N ]) ∼= GL2(Z/NZ).
The choice of basis
P1 = Φτ (τ/N + Λτ ),
P2 = Φτ (1/N + Λτ ),
(3.26)
for Eτ [N ], gives us a representation
ρN,τ : End(Eτ [N ]) −→ M2 (Z/NZ) ,


























for (r, s) ∈ sN . Conversely, the x-coordinate of every point in Eτ [N ] arises in this
way because the function ℘τ is even.
Proposition 3.3.1. Let R be an integral domain integrally closed in its field of
fractions K. Let L be a Galois extension of K with group G. Let S be the integral
closure of R in L. Let m be a maximal ideal in R and M a maximal ideal of S
lying above m. Let
DM = {σ ∈ G : σM = M}
be the decomposition group of M. Let R = R/m and S = S/M. Suppose that
the extension S/R is separable. Then the extension S/R is Galois, and there is
a surjective homomorphism
G −→ Gal(S/R) : σ ↦−→ σ.
Here is
σ : S −→ S : s+ M ↦−→ sσ + M.
Proof. See [Lan87, 8, §3, Proposition 4, p. 103].
Let k be a subfield of C. Then the extension k · FN/k(j) is Galois, and,
denoting its group by GN , we see that GN is isomorphic to a subgroup of
GL2(Z/NZ)/{±1}. Now let
oτ = {f ∈ k(j) : f analytic at τ},
Oτ = {f ∈ k · FN : f analytic at τ}.
Let τ be a CM point and Sτ = ∩γOγτ .
Lemma 3.3.2. (1) The integral closure of oτ in k · FN is equal to Sτ .
(2) Let Mγτ = {f ∈ Sτ : f(γτ) = 0}, where γ ∈ SL2(Z). Then Mγτ is a
maximal ideal in Sτ .
Proof. Let f ∈ Sτ . Then fn + an−1fn−1 + . . .+ a0 = 0 for some ai ∈ oτ . Hence
(f ◦ γ)n = −an−1(f ◦ γ)n−1 − . . .− a0
for all γ ∈ SL2(Z). Consequently the functions f ◦ γ cannot have a pole at τ
because all coefficients ai are analytic at τ . Thus Sτ ⊂ ∩γOγτ . Conversely, let
f ∈ ∩γOγτ . Then the functions f ◦ γ are all analytic at τ , hence they lie in oτ .
This means that the coefficients of the minimal polynomial of f over k(j), which
is given by ∏︁γ(X − f ◦ γ), actually lie in oτ . This proves (1).
We will prove that the ideal Mγτ is maximal. Let g ∈ Sτ \Mγτ . Let v1, . . . , vt
be the nonzero values of g attained at the points ατ , where α runs through
SL2(Z). Note that there is at least one such value because g(γτ) ̸= 0. Let L be






(g − vσi ),
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where σ runs through all automorphisms in Gal(L/k · Q(ζN)). Then G ∈ Mγτ
and for every α ∈ SL2(Z) we have
(G+ g)(ατ) =
⎧⎨⎩vj, if g(ατ) = vj,±∏︁ti=1∏︁σ vσi , if g(ατ) = 0.
In particular (G + g)(ατ) ̸= 0 for all α ∈ SL2(Z). Therefore the function G + g
is invertible in Sτ . Consequently Mγτ + Sτg = Sτ and so the ideal Mγτ is
maximal.
We are now in a position to apply Proposition 3.3.1 with maximal ideals
Mτ = {f ∈ Sτ : f(τ) = 0},
mτ = {f ∈ oτ : f(τ) = 0},
and corresponding residue fields
Sτ/Mτ ∼= k(f(τ) : f ∈ Sτ ),
oτ/mτ ∼= k(j(τ)).
Finally, let
RN,τ = k(f(τ) : f ∈ Sτ ),
GN,τ = Gal(RN(τ)/k(j(τ))),
and
FN(τ) = k(j(τ), f (r,s)N (τ) : (r, s) ∈ sN),
DN,Mτ = {σ ∈ GN : σMτ = Mτ}.
The following commutative diagram illustrates our situation.
RN,τ Sτ/Mτ Sτ k · FN
FN,τ
k(j(τ)) oτ/mτ oτ k(j)
Proposition 3.3.1 provides a surjective homomorphism
DN,Mτ −→ GN,τ : σ ↦−→ σ.
We will now show that actually RN,τ = FN,τ . We need two simple lemmas.
Lemma 3.3.3. Let α ∈ GL2(Z/NZ) be such that uα = εuu for every u ∈ sN ,
where εu = ±1. Then α = ±1.
Lemma 3.3.4. Let τ ∈ H1, and let α ∈ GL2(Z/NZ) be such that fuαN (τ) = fuN(τ)
for all u ∈ sN . Then α = ±1.
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Proposition 3.3.5. Let τ ∈ H1. Then RN,τ = FN,τ .
Proof. Let H = Gal(RN,τ/FN,τ ). Take σ ∈ H. Then (fuN(τ))σ = fuN(τ) for all
u ∈ SN . Let σ be the inverse image of σ in DN,Mτ , and let ασ be the matrix
representing the automorphism σ of k · FN in GL2(Z/NZ). We have (fuN(τ))σ =
(fuN)σ(τ) = fuασN (τ) for all u ∈ sN . It follows therefore that fuN(τ) = fuασN (τ) for
all u ∈ SN . Thus, according to Lemma 3.3.3, we have ασ = ±1. Consequently,
σ is the identity automorphism, and so is σ. Therefore H is trivial, and so
RN,τ = FN,τ .
The next proposition shows that the representations ρN and ρN,τ are compat-
ible.






Proof. Let σ ∈ DN,Mτ . We see that





















= f (r,s)ρN,τ (σ)N (τ).
On the other hand we have
(f (r,s)N (τ))σ = (f
(r,s)
N )σ(τ) = f
(r,s)ρN (σ)
N (τ).
Therefore f (r,s)ρN,τ (σ)N (τ) = f
(r,s)ρN (σ)
N (τ) for all (r, s) ∈ sN . Lemma 3.3.3 now
implies that ρN,τ (σ) = ±ρN(σ) which completes the proof.
Let us return to the elliptic curve Eτ defined in (3.25). Choose τ ∈ H1 such
that K = Q(τ) is an imaginary quadratic field, and let O be the order in K
corresponding to the lattice Λτ = [τ, 1]. We know that the Eτ has complex multi-
plication by O meaning that End(Eτ ) ∼= O. For λ ∈ O denote the corresponding
multiplication map on C/Λτ by [λ], so that [λ](z + Λ) = λz + Λ. For every such







is commutative. According to Proposition 1.3.2, we have ℘(λz) = R(℘(z)), where
R is a rational function depending on λ and with coefficients in K(j(τ)). Differ-
entiating we get ℘′(λz) = λ−1℘′(z)R′(℘(z)). Therefore
Φ ◦ [λ](z + λ) = (R(℘(z)), λ−1℘′(z)R′(℘(z)), 1),
and
[λ]E(x, y) = (R(x), λ−1yR′(x), 1).
Now we have the commutative diagram
O End(Eτ )
O/NO End(Eτ [N ])
Consequently we get a homomorphism (O/NO)× −→ Aut(Eτ [N ]). This homo-
morphism is easily seen to be injective. The choice of basis in (3.26) gives us
therefore an embedding of (O/NO)× into GL2(Z/NZ). Let us denote by WN,τ
its image.
We will now assume that the point τ ∈ H1 satisfy the following properties:
Q(τ) = K, the order of Λτ is O, and Aτ 2 + Bτ + C = 0 with A,B,C ∈ Z
relatively prime.
Proposition 3.3.7. We have










: s, t ∈ Z/NZ
}︄
.












where Mλ ∈ M2(Z). Let ( a bc d ) be the image of Mλ in GL2(Z/NZ). Then
λτ
N








[λ]Eτ (P1) = Φ ◦ [λ] ◦ Φ−1(P1)












= aP1 + bP2.
Similarly, [λ]Eτ (P2) = cP1 + dP2. Therefore ρN,τ ([λ]Eτ ) = ( a bc d ). Now from (3.27)
we compute that Mλτ = τ . Thus cτ 2 + (d − a)τ − b = 0. Comparing this with
Aτ 2 +Bτ + C = 0 we obtain the desired form for our matrix.
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Let CN,τ be the centralizer of WN,τ in GL2(Z/NZ), that is,
CN,τ = {α ∈ GL2(Z/NZ) : αM = Mα for all M ∈ WN,τ}.
Proposition 3.3.8. We have ρN,τ (GN,τ ) ⊂ CN,τ .
Proof. Let σ ∈ GN,τ . We have
σ ◦ [λ]Eτ (x, y) = σ(R(x), λ−1yR′(x)) = (R(xσ), λ−1yσR′(xσ))
[λ]Eτ ◦ σ(x, y) = [λ]Eτ (xσ, yσ) = (R(xσ), λ−1yσR′(xσ))
Therefore σ ◦ [λ]Eτ = [λ]Eτ ◦ σ and so
ρN,τ (σ)ρN,τ ([λ]Eτ ) = ρN,τ ([λ]Eτ )ρN,τ (σ).
Hence ρN,τ (σ) lies in CN,τ .
Proposition 3.3.9. We have CN,τ = WN,τ .
Proof. We will prove the proposition under the assumption that (A,N) = 1. Let














Consequently, bA = −cC and aA+ cB = dA. Since A is invertible modulo N ,
b = −C c
A
, d = a+B c
A
, c = A c
A
.






Theorem 3.3.10. Suppose that f ∈ FN is analytic at a CM point τ ∈ H1. Let
K = Q(τ) be the corresponding imaginary quadratic field. Then f(τ) ∈ K(j(τ))
provided that the group WN,τ acts trivially on f .
Proof. Let σ ∈ GN,τ . Let σ be the inverse image of σ in GN . By Proposition 3.3.6
we have ρN,τ (σ) = ±ρN(σ). On the other hand, Proposition 3.3.8 and Proposi-
tion 3.3.9 imply that ρN,τ (σ) ∈ WN,τ . Suppose that WN,τ acts trivially on f . We
see that
f(τ)σ = fσ(τ) = fρN (σ)(τ) = fρN,τ (σ)(τ) = f(τ).
Thus f(τ) ∈ K(j(τ)) as asserted.
This criterion can be used to prove Weber’s results on class invariants. See
[Gee99, 6.,8.] for details.
3.4 Heegner’s proof
Proposition 3.4.1. Let p be a positive integer and let
τp =
−1 +√−p
2 , θp =
√
−p.
Suppose that the class number of Oτp is equal to 1. Then the number j(θp) is
algebraic of degree 3.
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Proof. Note that j(θp) = j(2τp). Consider the modular polynomial Φj2(X, Y ) ∈
Z[X, Y ]. We have













Because the class number of Oτp is 1, the number j(τp) is a rational integer. Since
Φ2(j(θp), j(τp)) = 0, we see that j(θp) is a root of a cubic polynomial with integer
coefficients. Therefore to prove that j(θp) is of degree 3, we must prove that j(θp)
is neither rational or quadratic.
If j(θp) were quadratic, then one of the remaining roots of Φ2(X, j(τp)) would
be rational. However, for p > 16 the arguments (±1 +√−p)/4 lie inside the fun-
damental domain for SL2(Z), and so the corresponding values of the j-invariant
are not even real (the j-invariant is a bijection mapping the imaginary axis and
the boundary of the fundamental domain onto the real axis; this is easy to see
directly from the Fourier expansion of j, see [Apo, 2.7, p. 40]).
If j(θp) were rational, then by Theorem 3.1.4 it would actually be a rational








+ 744 + 196884t2 +O(t4).
Eliminating polar and constant terms we obtain
j(τp)2 − 1488j(τp) + 160512− j(θp) = 42987520t+O(t2). (3.28)
The left hand side of (3.28) is supposedly a rational integer. However, for p
sufficiently large, the right hand side of (3.28) is strictly between 0 and 1.
According to Stark, p > 60 is large enough. If we wanted to verify this,
we would need some explicit bound on the coefficients of the j-invariant. Write
j = ∑︁n≥−1 cnqn. Then it is easy to show that cn < e4π√n for n ≥ 1 (see [hde]).
This provides a bound of a required type.
Theorem 3.4.2 (Heegner). Let K be an imaginary quadratic field such that
h(OK) = 1, DK ≡ 5 (mod 8), DK ̸≡ 0 (mod 3).
Then
DK ∈ {−11,−19,−43,−67,−163}.












To see this recall that
f1(τ + 1) = ζ−148 f(τ),





for every τ ∈ H. Consequently








thus proving (3.29). Let
Kp = Q(j(θp)).
By Proposition 3.4.1 the extension Kp/Q is of degree 3. Weber’s theorem on the
function f now implies that Kp = Q(f(θp)2). Therefore by (3.29) Kp = Q(αp).
Note that Kp = Q(α4p).
From Proposition 2.5.9 and the fact that the j-invariant is a cube follows that
the minimal equation of the number α4p over Q is
x3 − γ2(τp)x− 16 = 0. (3.30)
Let
x3 + ax2 + bx+ c = 0, a, b, c ∈ Z, (3.31)
be the minimal equation of αp over Q. Transposing the terms of even degree and
squaring, we get
(x3 + bx)2 = (−c− ax2)2,
x6 + (2b− a2)x4 + (b2 − 2ac)x2 − c2 = 0.
Consequently, the number α2p is a solution to the cubic equation
x3 + sx2 + tx+ u = 0,
where
s = 2b− a2,
t = b2 − 2ac,
u = −c2.
(3.32)
Repeating this process, we find that α4p satisfies the cubic equation
x3 + (2t− s2)x2 + (t2 − 2su)x− u2 = 0. (3.33)
But the minimal polynomial for α4p is unique, and from (3.30) we already know
it to be
x3 − γ2(τp)x− 16 = 0. (3.34)
Comparing the coefficients of (3.33) and (3.34) we obtain
0 = 2t− s2,




Since c4 = 16, it follows that c = ±2. Replacing αp by −αp preserves α4p, and
by (3.31) takes (a, b, c) to (−a, b,−c). Therefore we may assume that c = 2.
Substituting into (3.35) from (3.32) yields
0 = 2(b2 − 4a)− (2b− a2)2, (3.36)
−γ2(τp) = (b2 − 4a)2 + 8(2b− a2). (3.37)
From the first equation of (3.35) we see that s and t are even. Therefore by (3.32)
so are a and b. We let
X = −a2 , Y =
b− a2
2 .
Equation (3.36) can now be rewritten as
2X(X3 + 1) = Y 2. (3.38)
This equation can be easily solved in integers (see [Kez, Proposition 6.6., p.
34] and [Cox11, §12.,E, Proposition 12.37., p. 273]). The only solutions are
(X, Y ) = (0, 0), (−1, 0), (1,±2), and (2,±6).
In the following table we list the corresponding values of a, b, and γ2(τp) (using
(3.37)).
X Y a = −2X b = 2Y + 4X2 γ2(τp) = (b2 − 4a)2 − 8(2b− a2)
0 0 0 0 0
−1 0 2 4 −96
1 2 −2 8 −5280
1 −2 −2 0 −32
2 6 −4 28 −640320
2 −6 −4 4 −960
We have thus proved that j(τp) can attain only 6 distinct values. By virtue of
Proposition 2.2.2, (2) the point τp is therefore restricted to 6 orbits of SL2(Z)\H.
Consequently there are only 5 possibilities for K, one being disqualified because
we assumed that the discriminant is not divisible by 3. But we already know that
the imaginary quadratic fields corresponding to the listed discriminants have class
number equal to 1. The proof is complete. For the actual computation of the
values of γ2(τp) see [Kez, Theorem 6.5., p. 32] and [Cox11, §12.,D, p. 263].
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4. Siegel’s proof
In this chapter we will give an exposition of Siegel’s proof that there are exactly
9 imaginary quadratic fields with class number 1. We follow the article [Sie68].
For an approach using covering relations between Riemann surfaces and moduli
spaces of elliptic curves see Imin Chen’s article [Che99].
4.1 The Dirichlet-Kronecker formula






, Re(s) > 1,
Here the sum is over all (0, 0) ̸= (m,n) ∈ Z2. The function E(τ, s) has analytic
continuation as a function of s to the entire complex plane except for a simple
pole at s = 1, and it satisfies a functional equation similar to that of the Riemann
zeta function. The next theorem determines the residue and the constant term of
the Laurent expansion of E(τ, s) at s = 1. Recall that the Dedekind eta function




(1− qn), q = e2πiτ . (4.1)
Theorem 4.1.1 (Kronecker first limit formula). Let τ = x+ iy ∈ H and let γ be
the Euler’s constant. Then for s near 1 we have
E(τ, s) = π
s− 1 + 2π
(︂
γ − log 2− log(y1/2 |η(τ)|2)
)︂
+O(s− 1).
Proof. See [Web08, §141., p. 526], [DIT18], [Lan87, 20.], [SR80, 1.], and also
[DS05, 4.10.].
As the first application of the Kronecker limit formula we will prove the func-
tional equation of the Dedekind η-function.






= ε(a, b, c, d)
√





∈ SL2(Z), c ≥ 0,
where ε(a, b, c, d) is a 24-th root of unity, and the square root is positive on the
positive real axis.
Proof. We claim that E(γτ, s) = E(τ, s) if γ ∈ SL2(Z). Recall that
Im(γτ) = Im(τ)
|cτ + d|2






























Im(τ)s |cτ + d|−2s
|(ma+ nc)τ + (mb+ nd)|2s |cτ + d|−2s
The map (m,n) ↦−→ (m,n)γ is a bijection of Z2 preserving (0, 0). For Re(s) > 1
the sum defining E(τ, s) converges absolutely (see [DS05, 4.10, p. 148]) and so
we can rearrange the terms in the sum as we like. Hence E(γτ, s) = E(τ, s). Let
h(τ) = y1/2 |η(τ)|2 , τ = x+ iy, y > 0.
Comparing constant coefficients of the Laurent expansions in E(γτ, s) = E(τ, s)
we get by Theorem 4.1.1 the relation h(γτ) = h(τ), or
|cτ + d|−1 y1/2 |η(γτ)|2 = y1/2 |η(τ)|2 ,
|η(γτ)| = |cτ + d|1/2 |η(τ)| . (4.2)
Let
f(τ) = η(γτ)(cτ + d)1/2η(τ) .
Then f is analytic on H, and (4.2) implies that |f(τ)| = 1 for all τ ∈ H. The
maximum modulus principle states that an analytic function cannot attain its
local maximum on its domain, unless it is locally constant. Therefore f is constant
on H:
f(τ) = ε(a, b, c, d), |ε(a, b, c, d)| = 1.
We have proved
η(γτ) = ε(a, b, c, d)
√
cτ + d η(τ),
where ε(a, b, c, d) is a constant with absolute value equal to 1. To prove that
ε(a, b, c, d) is actually a 24-nth of unity we can restrict ourselves to T = ( 1 10 1 ) and
−S = ( 0 −11 0 ), because the modular group is generated by those two matrices. By
definition (4.1) we have η(Tτ) = ζ24η(τ), so ε(T ) = ζ24. Next put τ = it, t > 0
and γ = S in (4.2) to obtain
|η (i/t)| = t1/2 |η(it)| .
By definition (4.1) the η-function is real and positive on the positive imaginary
axis, hence
η (i/t) = t1/2η(it), t > 0. (4.3)
But the η-function is analytic on H, so (4.3) is true for all t such that Im(i/t) > 0,
Im(it) > 0, and Re(t) > 0. On setting t = −iτ we get ε(S) = 1. Therefore
ε(a, b, c, d) is a 24-root of unity and the proof is complete. This proof is due to
Siegel (see [SR80, 1.1, p. 15]). For other proofs see [SR80, 1.1, p. 17], [Apo, 3.],
[Cox11, 12.19., p. 236], [Web08, §38., p. 124], [DS05, 1.2.5, p. 20], and [Ser12,
VII, Thm. 6].
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Let K be a imaginary quadratic field, dK its discriminant. Let f be a positive
integer and consider the order Of = Z + fOK in K. With Of are associated the
following groups:
I(Of ) = the group generated by proper ideals of Of ,
P (Of ) = the group generated by principal ideals of Of ,
I(Of , f) = the group generated by ideals of Of prime to f ,
P (Of , f) = the group generated by principal ideals of Of prime to f ,
IK(f) = the group generated by ideals of OK prime to f ,
PK(f) = the group generated by principal ideals of OK prime to f ,
PK,Z(f) = the group generated by principal ideals of the form αOK ,
where α ∈ OK satisfies α ≡ t (mod fOK) for some t ∈ Z prime to f ,
Clf = I(Of )/P (Of ) the class group of Of .
We have the isomorphisms
Clf ∼=
I(Of , f)





The first isomorphism is induced by the inclusion I(Of )←↩ I(Of , f), the second
is induced by the isomorphism I(Of , f) ∼= IK(f) : af ↦−→ afOK . Let f ′ be a








This gives us a surjective homomorphism
ψf,f ′ : Clf −→ Clf ′ .
For proofs of these statements, see [Cox11, §7.,C. ,D.].
When τ ∈ H is CM point we can relate the Eisenstein series to the partial
zeta function corresponding to the ideal class of the fractional ideal [τ, 1] in Clf ∼=
IK(f)/PK,Z(f). The partial zeta-function is defined as






This defines an analytic function in some half-plane. We shall not deal here with
convergence issues.
Proposition 4.1.3. Let Of be the order of K with conductor f , τC ∈ H be a CM
point representing the ideal class C of Clf , and wf the number of units in Of .
We have
E(τC , s) =




wf ′(f ′/f)2sζf ′(s, ψf,f ′(C−1)).
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Proof. Let cf = [α, β] be a proper ideal of Of = Oτ which is prime to f , where
f is the conductor of τC , such that α/β = τC and [c] = C. In the following sums
we shall always omit the terms with zero denominator. We have






Let 0 ̸= γ ∈ cf . Since γ ∈ Of = Z + fOK , we have γ ≡ t (mod fOK) for
some t ∈ Z. Let d ≥ be the greatest common divisor of f and t in Z. Then
dOK = fOK + tOK = fOK + γOK . Write γ = γ′d, f = f ′d, t = t′d, where
f ′, t′ ∈ Z and γ ∈ Of ′ . We now rearrange the sum over 0 ̸= γ ∈ cf according to


































Since γ ∈ cf , we have γOf = cfaf for some Of -ideal af depending on γ. Multiply-
ing by OK we obtain γOK = ca, where c = cfOK and a = afOK are ideals in OK .
The ideal cf is prime to f and so c is also prime to f . Consequently c is prime to
d, a divisor of f . Since d divides γ, the ideal dOK divides ca. Therefore dOK di-
vides a. Write a = dOKa′. Then γ′OK = ca′, and a′ is prime to f ′ since γ′ is. We
can write γ′ ≡ t′ (mod f ′OK) because γ ≡ t (mod fOK). Thus, as (t′, f ′) = 1, we
have γ′OK ∈ PK,Z(f ′). It follows that [a′] = C−1 in IK(f ′)/PK,Z(f ′). Conversely,
if a′ ∈ IK(f) and [a′] = C−1 in IK(f ′)/PK,Z(f ′), then there exists γ′ ∈ PK,Z(f ′)























We have proved that











It remains to calculate the factor in the front. The norm N(c) can be calculated










































f s |dK |s/2⃓⃓⃓
αβ − αβ
⃓⃓⃓s Im(α/β)s |β|2s = f s |dK |s/22s .
This proof is based on [Mey57, II.,§4.].
Now consider a homomorphism χ : IK(f) −→ C× which is trivial on PK,Z(f),
or equivalently a homomorphism χ : Clf −→ C×. Thus if C is the ideal class of
a in IK(f)/PK,Z(f), then χ(C) = χ([a]) = χ(a). We can extend χ to all ideals
of OK by setting χ(a) = 0 if a is not prime to f . The L-series of conductor f
associated with χ is defined as






This series converges absolutely and locally uniformly in some half-plane, and the
function Lf (s, χ) has analytic continuation to the entire complex plane, except
for a simple pole at s = 1 when χ is the trivial character. Arranging the ideals
in the sum according to their ideal class we obtain




Let f ′ be a divisor of f . Consider a character χ : Clf −→ C×. The character χ
factors through ψf,f ′ if and only if χ is trivial on kerψf,f ′ . A character χ : Clf −→
C× is called primitive if it does not factor through ψf,f ′ for any divisor f ′ of f ,
except for f ′ = f .
Proposition 4.1.4. Let wf be the number of units in Of and let χ : Clf −→ C×
be a primitive character. We have
wf
f s |dK |s/2















































If f ′ = f then ψf,f ′ is the identity map, and so Sf,f ′ = χ(C). We claim that if
1 ≤ f ′ < f then Sf ′,f = 0. Let C0 ∈ ψ−1f,f ′(C ′). We have




Since χ is a primitive character of Clf , there exists D0 ∈ kerψf,f ′ such that
χ(D0) ̸= 1. On multiplying (4.4) by χ(D0) we obtain






χ(D1) = Sf,f ′ .
It follows that (χ(D0) − 1)Sf,f ′ = 0. But χ(D0) ̸= 0, so Sf,f ′ = 0, proving our
claim. If we now look at our sum, we see that the only nonzero contribution
comes from f ′ = f . This completes the proof. This proof is based on [Mey57,
II.,§4.]. Meyer in turn credits Dedekind [Ded00].
Proposition 4.1.5. Let χ be a primitive character of Clf . In the case f = 1
suppose also that χ is nontrivial. In a neighbourhood of s = 1 we have
1
2πwf
f s |dK |s/2















2 f |dK |











Proof. By Proposition 4.1.4 we have
wf
f s |dK |s/2










s− 1 + 2π
(︂






Since χ is a nontrivial character, we have ∑︁C∈Clf χ(C) = 0. Therefore
wf
f s |dK |s/2





This is the first relation. Note that the character sum does not cause the error
terms to cancel, because each of them depends on the corresponding ideal class.
We obtain the second relation by letting s tend to 1.







, p odd prime,
χD(2) =
⎧⎪⎪⎨⎪⎪⎩
0, if D ≡ 0 (mod 4),
1, if D ≡ 1 (mod 8),
−1, if D ≡ 5 (mod 8),
χD(pα11 · · · p
αk
k ) = χD(p1)α1 · · ·χD(pk)αk .
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Theorem 4.1.6. The function χD is periodic modulo |D|, so we can extend it to
a real Dirichlet character χD : Z −→ {±1}. The character χD is primitive, and
conversely every every real primitive Dirichlet character is of this form. We have
χD(−1) =
⎧⎨⎩1, if D > 0,−1, if D < 0.
The value of the character χD at a prime p determines the decomposition of the





−1 if pOK = p,
1 if pOK = pp, p ̸= p,
0 if pOK = p2.
If D1 and D2 are relatively prime discriminants of quadratic fields, then D1D2 is
also a discriminant of a quadratic field and χD1D2 = χD1χD2.
Proof. See [Zag81, §5., Satz 4; §11., Satz 1].






, Re(s) > 0.




















Now we use the Kronecker symbol χD to define certain real characters of Clf ∼=
IK(f)/PK,Z(f), the so called genus characters. First we restrict ourselves to the
case of ClK = IK/PK . Write dK = gt, where g > 0 and t < 0 are either
discriminants of quadratic fields, or g = 1 and t = dK . For a nonzero prime ideal
p of OK define
χg,t(p) =
⎧⎨⎩χg(N(p)) if (N(p), g) = 1,χt(N(p)) if (N(p), t) = 1.
Theorem 4.1.7. Let K be an imaginary quadratic field and dK its discriminant.
(1) The function χg,t is a well defined real character of ClK.
(2) There is a bijective correspondence between the real characters of ClK and
the decompositions of the discriminant dk of the form dK = gt, where g > 0
and t < 0 are either discriminants of quadratic fields, or g = 1 and t = dK.
The decomposition dK = gt corresponds to the character χg,t.
(3) We have the following decomposition of L-series
L(s, χg,t) = Lg(s)Lt(s).
Proof. See [Zag81, §21., Satz 2].
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Now we need a generalization of the character χg,t. Let f be a positive integer
and write f 2dk = (fg)(ft), where g and t are as above. Then we define for prime
ideals p of OK prime to f
χfg,ft(p) =
⎧⎨⎩χfg(N(p)) if (N(p), g) = 1,χft(N(p)) if (N(p), t) = 1.
Note that the norm N(p) is prime to at least one of the discriminants g, t. See
[Zag81, p. 40].
Proposition 4.1.8. The function χfg,ft is a primitive character of the class group
Clf ∼= IK(f)/PK,Z(f).
Proof. (1) χfg,ft is well defined. We must prove that χfg(N(p)) = χft(N(p))
where p is a prime ideal which is prime to both of the discriminants g and
t. If N(p) = p2 then
χfg(N(p)) = χfg(p2) = χfg(p)2 = 1 = χft(p)2 = χft(p2) = χft(N(p)),
so in this case the definition is valid. If N(p) = p, then since p is prime to
























or χfg(N(p)) = χfg(p) = χft(p) = χft(N(p)).
(2) χfg,ft is trivial on PK,Z(f). Let αOK ∈ PK,Z(f). Then N(αOK) = N(α) =
αα. By definition of PK,Z(f), we have α ≡ a (mod fOK) for some a ∈ Z
prime to f . Hence N(αOK) ≡ a2 (mod f). Next, we have
α = x+ y
√
gt
2 , x, y ∈ Z, N(αOK) =
x2 + y2 |gt|
4 ≡
x2
4 (mod g, t).
Since (f, gt) = 1, there exists t ∈ Z such that
t ≡ a (mod f),
t ≡ x/2 (mod g, t).
Using the fact that (f, gt) = 1 one more time, we get
N(αOK) ≡ t2 (mod fg, ft).
Without loss of generality we may suppose that α and g are relatively prime.
Then
χfg,ft(αOK) = χfg(N(αOK)) = χfg(t2) = χfg(t)2 = 1.
(3) χfg,ft is primitive. We will prove this only in the case when f is a prime inert
in K, as this is the only case which we will use. We must exhibit an element
αOK ∈ PK,Z(1) = PK such that χfg,ft(αOK) = −1. Take α = f +
√
gt.
Then N(α) = f 2 − gt, and
χfg,ft(αOK) = χfg(N(α)) = χf (N(α))χg(N(α)) = χf (f 2 − gt)χg(f 2 − gt)
= χf (−1)χf (gt)χg(f 2) = χf (gt),
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because by Theorem 4.1.6 we have χfg = χfχg and χf (−1) = 1. Since





















⎧⎨⎩1 if f ≡ 1 (mod 8),−1 if f ≡ 5 (mod 8). (4.5)
If gt = 2αpα11 · · · pαkk is the prime factorization of gt, then according to the
































= χgt(f) = −1.
as f is inert in K. Therefore χfg,ft(αOK) = −1, meaning that the character
χfg,ft is primitive. For the general case, see Siegel’s remarks in [Sie68].
Proposition 4.1.9. We have the decompostion
Lf (s, χfg,ft) = Lfg(s)Lft(s).
Proof. We compare the local factors in




















Here we set χfg,ft(p) = 0 if p and f are not relatively prime. Let K = Q(
√
gt)
and write pZ = p∩Z. For every local factor in the Euler product there are three
possibilities for the value of χfg,ft(p):
(1) χfg,ft(p) = −1. We know that p does not divide f and at least one of the
discriminants g and t. We may suppose that p does not divide g, as the
other case is dealt with similarly. Next N(p) = p or p2, but it cannot be
p2, because χfg(N(p)) = −1. Therefore N(p) = p, and so either pOK = pp
with p ̸= p or pOK = p2.
(a) pOK = pp and p ̸= p. We have χfg,ft(p) = χfg(N(p)) = χfg(p) = −1.













On the other hand, since p does not divide t, we have χft(p) = χfg(p) =
























Since p is ramified and p does not divide g, p must divide t, and so














(2) χfg,ft(p) = 1. We have two possibilities for the norm N(p):
(a) N(p) = p. In this case the proof is the same as in the case (1),(a), but
the contributions will have minus sign.











































which shows that the contribution of p and p to the respective products
(4.6) and (4.7) is the same.
(3) χfg,ft(p) = 0. In this case p divides f so χfg(p) = χft(p) = 0. Consequently
the contribution to the products (4.6) and (4.7) is 1.
Note that the Euler product representations are valid for Re(s) > 1, as are our
manipulations with the individual factors because of absolute convergence. By
analytic continuation our decomposition is valid for all s, except possibly for
s = 1, this occurs when χfg,ft is the trivial character and its L-series has a simple
pole at s = 1.
Theorem 4.1.10 (Dirichlet class number formula). Let K be a quadratic field












where εK is a fundamental unit in OK such that εK > 1.
Proof. See [Zag81, §8., Satz 5].
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Theorem 4.1.11 (Dirichlet-Kronecker formula). Let K = Q(
√
gt) be an imag-
inary quadratic field with discriminant dK. Consider the decomposition f 2dK =
fgft, where f > 0 and g > 0 are either discriminants of real quadratic fields, or
f = 1 and g = 1 (in the case f = 1, we suppose that g ̸= 1 to prevent χfg,ft from
being the trivial character), and t < 0 is a discriminant of an imaginary quadratic





ft), respectively. Further let wgt,f be the number of units in the order Of of
conductor f in K = Q(
√
gt), and wft,1 the number of units in the maximal order



























Proof. As the character χfg,ft is primitive and in the case f = 1 nontrivial, we
































The right-hand side, according to the Dirichlet class number formula (Theo-














Taking the exponential we get the desired formula.
4.2 Class number 1 and an inert conductor f
Theorem 4.2.1. Let K be an imaginary quadratic field, dK its discriminant, Of
the order of conductor f in K, and hf the class number of Of . Then
hf =
hKf








In particular, if f is a prime which is inert in K, hK = 1, and dK < −4, then
we have hf = f + 1.
hf =
⎧⎪⎪⎨⎪⎪⎩
f + 1 if dK < −4,
1
2(f + 1) if dK = −4,
1
3(f + 1) if dK = −3.
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Proof. See [Cox11, §7., D., Thm. 7.24., p. 132]. The second statement follows
from Theorem 4.1.6 which says that a prime p is inert in K if and only if χdK (p) =
−1, and from the fact that a proper order can contain only the trivial units
±1.
From now on we shall assume that K = Q(√−p), where p ≡ 3 (mod 4) is a
prime, that f is a prime inert in K, and that the class number of K is equal to 1.
Our decomposition f 2dK = fgft is therefore necessarily f 2(−p) = f · 1 · f(−p),












Rf = {αk : k mod f} ∪ {α∞}.
The set Rf is a set of representatives for the left action of SL2(Z) on the set
M f2 (Z) of 2-by-2 matrices with integral entries and determinant equal to f :
SL2(Z)\M f2 (Z) = {SL2(Z)α : α ∈ Rf}.
Note that #Rf = f + 1.
Proposition 4.2.2. Let τ ∈ H ∩ K. Then the fractional ideals [ατ, 1], where
α ∈ Rf , are proper ideals of Of .
Proof. We may assume that OK = [τ, 1], for otherwise, as hK = 1, there exists
γ ∈ SL2(Z) and ω ∈ H such that τ = γω and OK = [1, ω], so our fractional ideals
are [αγω, 1] = [γ′α′ω, 1] = λ[α′ω, 1], where γ′ ∈ SL2(Z), α′ ∈ Rf , and λ ∈ K×.
We have accordingly [α∞τ, 1] = [fτ, 1] = Of and this is trivially a proper ideal
of Of . Define
Mk = {λ ∈ K : λ[αkτ, 1] ⊆ [αkτ, 1]}.
We want to show that Mk = Of . To show that Of ⊆Mk, it suffices to show that
fτ ∈Mk. The fractional ideal [αkτ, 1] is proper if and only if the ideal [τ + k, f ]
is proper. Let τ 2 +Bτ + C = 0 be the minimal equation of τ . We have
(fτ)f = f 2(τ + k)− (kf)f,
fτ(τ + k) = (fk −Bf)(τ + k)− (C + k2 − kB)f,
meaning that fτ ∈Mk. Conversely, let λ ∈Mk. We know that λ is an algebraic
integer, so we can write λ = a+ bτ , where a, b ∈ Z. We have
(a+ bτ)(τ + k) = x(τ + k) + yf, x, y ∈ Z,
(a− x+ bτ)(τ + k) ≡ 0 (mod fOK).
Since fOK is a prime ideal, f must divide τ + k or a − x + bτ . But f cannot
divide τ + k, because otherwise τ = −k + fα, for some α ∈ OK , or τ ∈ Of , a
contradiction. Therefore a − x + bτ ≡ 0 (mod fOK). Again, because fOK is
a prime ideal, b is either invertible modulo f , or it is divisible by f . If b were
invertible modulo f , then τ ≡ (x− a)b−1 (mod fOK), and we have contradiction
as before. Thus b is divisible by f , and so λ ∈ Of , proving that Mk ⊆ Of .
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Proposition 4.2.3. Let τ ∈ H ∩ K. Further let αk, αr ∈ Rf , and λ ∈ K× be
such that λ[αkτ, 1] = [αrτ, 1]. Then λ ∈ O×K.
Proof. As before we may assume that OK = [τ, 1]. By symmetry, it is sufficient




= aτ + r
f
+ b,
λ = cτ + r
f
+ d,
where a, b, c, d ∈ Z, ad− bc = 1, implying
(c(τ + r) + df)(τ + k) = ((τ + r) + bf)f,
c(τ + r)(τ + k) ≡ 0 (mod fOK).
Since fOK is a prime ideal, we have c = ft for some t ∈ Z, similarly as in the
proof of Proposition 4.2.2. Therefore λ = t(τ + r) + d is an element of OK .
Proposition 4.2.4. Let τ ∈ H ∩K. Let αk, α∞ ∈ Rf . Let λ ∈ K× be such that
λ[αkτ, 1] = [α∞τ, 1]. Then λ ∈ O×K ∪ fO×K. If dK < −4 then the lattices [αkτ, 1]
and [α∞τ, 1] are not homothetic.
Proof. As before we may assume that OK = [τ, 1]. Let λ ∈ K× be such that




= afτ + b,
λ = cfτ + d, (4.8)
where a, b, c, d ∈ Z, ad− bc = 1, implying
(cfτ + d)(τ + k) = (afτ + b)f,
d(τ + k) ≡ 0 (mod fOK).
Since fOK is a prime ideal, we have, as before, d = ft for some t ∈ Z. Now (4.8)
implies that λ = fλ′ for some λ′ ∈ OK . On the other hand, we have
λ−1fτ = dτ + k
f
− b,
λ−1 = −cτ + k
f
+ a,
or f = (−c(τ + k) + a)λ, meaning that λ divides f . Therefore either λ = uf
for some u ∈ O×K , or λ ∈ O×K , because of the first part of the proof, or because
fOK is a prime ideal. If dK < −4 then λ is a nonzero integer. Consequently,
f = (−c(τ + k) + a)λ is a linear equation for τ , unless c = 0. But if c = 0, then
1 = ad− bc = aft, a contradiction.
Proposition 4.2.5. Let τ ∈ H∩K and let αk, α∞ ∈ Rf . Then [αkτ, 1] = [αrτ, 1]
if and only if k ≡ r (mod f).
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Proof. If k ≡ r (mod f) then clearly [τ + k, f ] = [τ + r, f ]. If [αkτ, 1] = [αrτ, 1]
then
τ + k = a(τ + r) + bf,
f = c(τ + r) + df.
for some a, b, c, d ∈ Z, ad − bc = 1. Since τ ∈ H, we must have c = 0, and so
d = 1. The condition ad− bc = 1 implies that a = 1. Therefore the first equation
is k = r + bf .
The four previous propositions give together the following theorem.
Theorem 4.2.6. Let dK < −4. The fractional ideals [ατ, 1], α ∈ Rf form a
complete set of representatives of the f + 1 ideal classes in Clf .
We have g = 1 and t = −p, so our genus character is χf,−fp. Let ck = [αkτ, 1]
and c∞ = [α∞τ, 1]. We want a way to calculate the values of χf,−fp([ck]) and
χf,−fp([c∞]). The character χf,−fp was defined using norms of ideals in IK(f),
that is, norms relatively prime to f . According to [Cox11, §7., C., 7.20.] these
are the same norms as the norms of ideals in I(Of , f). Again, by [Cox11, §7., B.,
7.17.], the norms of ideals in I(Of , f) are exactly the numbers relatively prime
to f represented by the quadratic forms corresponding to these ideals. We have
fck = [τ + k, f ] and c∞ = [fτ, 1]. let A2τ +Bτ +C = 0 be the minimal equation
for τ , that is, A,B,C ∈ Z and (A,B,C) = 1. Suppose that A is not divisible by
f . The corresponding quadratic forms are
Qk(x, y) = (x(τ + k) + yf)(x(τ + k) + yf)
≡ x2(k2 −BA−1k + CA−1) (mod f),
Q∞(x, y) = (xfτ + y)(xfτ + y) ≡ y2 (mod f).
Let Q(k) = A(Ak2 −Bk + C). We have
χf,−fp([ck]) = χf (Q(k)),
χf,−fp([c∞]) = χf (y2) = 1.
Note that Q(k) is not divisible by f , because
4Q(k) = (2Ak −B)2 − (B2 − 4AC),
and f is inert in K, so χf (B2 − 4AC) = χf (dK) = −1. Note also that we have












Theorem 4.2.7. Let K = Q(√−p) be an imaginary quadratic field, where p ≡
3 (mod 4) is a prime such that p > 3. Suppose that hK = 1. Let τ ∈ H∩K, and
let Aτ 2 + Bτ + C = 0 be the minimal equation for τ , that is, A,B,C ∈ Z and
(A,B,C) = 1. Let f ≡ 1 (mod 4) be a prime inert in K and not dividing A. Let


































is multiplied by the factor
f−1/2 Im(τ)−1/2 |η(fτ)|−2 f 1/2
∑︁f−1
k=0 χf (Q(k)) Im(τ)−1/2
∑︁f−1
k=0 χf (Q(k)).
But ∑︁f−1k=0 χf (Q(k)) = −1, so this is equal to
f−1/2 Im(τ)−1/2 |η(fτ)|−2 f−1/2 Im(τ)1/2 = f−1 |η(fτ)|−2 .
Taking the positive square roots we obtain our formula.
Note that, since f and p are distinct primes, the class number h−fp is even.
This follows from the existence of genus characters. See [Zag81, §12.] for details.
Note also that if f divides B, then, since f is inert in K, C is a quadratic
nonresidue modulo f , and so Q(0) = −1, meaning that the factor |η(α0τ)| =
|η(τ/f)| is in the numerator of the product in (4.9).
The formula (4.9) leads us to consider the modular function









It is easy to see that the 24-th power








is a modular function of level f . Note that the function ϕf has no zeros and no
poles in the upper half-plane. Modular functions of this type are called modular
units. They are the subject of the book of Kubert and Lang titled Modular Units
[KL81]. According to their Theorem 1.1 [KL81, 4., §1., p. 82], if ℓ > 3 is a prime
and g is a modular function such that gk is a modular unit of level ℓa, then g is a
modular function of level ℓa. Applying this to our function ϕf , we conclude that
ϕf is a modular function of level f . It is not clear (to the author) whether there
is a more direct proof of this. The theorem of Kubert and Lang was pointed out
by J. Rouse.
In the case of f = 5 it is possible to prove a weaker version of the formula (4.9)
directly without using the Kronecker limit formula or the class number formula.
The function ϕ5 has Fourier coefficients in Q(
√
5) (see the proof of Theorem 4.4.3),
so a minor modification of the criterion for class invariants (Theorem 3.3.10)
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implies that the value ϕ5(τ) is an element of K(
√
5) if the coefficients of the
minimal equation for τ have suitable reduction modulo 5. If τ has suitable real
part, then the value ϕ5(τ) will be real, so ϕ5(τ) ∈ Q(
√
5). Now by an elementary
theorem of Deuring [Deu58, 22., p. 42] the values at τ of the eta-quotients
occurring in (4.9) are algebraic units. But all units in OQ(√5) are generated by
ε5, so ϕ5(τ) = εm5 for some integer m. Since ε5 > 1, if a lower bound on |ϕ5(τ)|
was to be obtained, for example coming from the known Fourier expansion of the
eta function, we could show that m is positive. This weaker version would be
sufficient for the application in the class number problem.
Serre in the appendix to his book Lectures on the Mordell-Weil Theorem
[Ser90, A.7., p. 197] gives an abstract way of constructing the function ϕ24f . Serre
writes that sometimes the 24-th root ϕf can be used, but he does not specify
what sometimes means.
Another question is, for which f does the function ϕf have Fourier coefficients
in Q(
√
f)? If they are not in Q(
√
f) then in which extension they lie?
4.3 Specialization to f = 5
In the following sections we will as before assume that K = Q(√−p) is an imagi-
nary quadratic field with class number 1, p being a prime such that p ≡ 3 (mod 4).
We shall now specialize f = 5. The assumption that 5 is inert in K means










implying that p ≡ 2, 3 (mod 5). Note that this in agreement with Proposi-
tion 1.2.3 which says that primes q such that 2 ≤ q < p/4 are inert in K =





We have ωω = (f 2p2 + p)/4, so the function Qω(k) of the previous section is












Note that it does not matter which set of representatives modulo f we choose in
(4.9); we choose −2,−1, 0, 1, 2 following Siegel. We have
Qω(1) = Qω(4) = 1 Qω(0) = Qω(2) = Qω(3) = −1 if p ≡ 2 (mod 5),
Qω(2) = Qω(3) = 1 Qω(0) = Qω(1) = Qω(4) = −1 if p ≡ 3 (mod 5).
























































)︂ , if p ≡ 3 (mod 5). (4.10)
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Here mp = h−5p/2 is a positive integer, because as remarked above, the class






is the fundamental unit of OQ(√5) normalized in such a way that ε5 > 1. It
remains to justify the discarding of the absolute values. Let
zk =
z + k
5 , z∞ = 5z.




ω − 5p− k
5 =
ω − k
5 − p = ω−k − p.






η(τ + 1) = ζ24η(τ),
η(τ) = η(−τ).
Therefore
η(ωk) = η(−ωk) = η(ω−k − p) = ζ−p24 η(ω−k).
Next we have
2πiω0 = πip− 5−1πp1/2,
2πiω∞ = πi25p− 5πp1/2,
implying that
1− e2πiω0n = 1− (−1)ne−5−1πp1/2n > 0,
1− e2πiω∞n = 1− (−1)ne−5πp1/2n > 0.








The argument of the exponential factor is equal to
2πi















Hence the exponential factor is negative, meaning that we are done with absolute
values. In the case of p ≡ 2 (mod 5) the proof is identical.
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4.4 Modular functions of level 5
Following Siegel we now define two modular functions by
φ(τ) = −5−1/2 η(τ0)η(τ1)η(τ−1)
η(τ∞)η(τ2)η(τ−2)




τk = α5τ =
τ + k
5 , τ∞ = α∞τ = 5τ.
In the previous section we have proved the following theorem.
Theorem 4.4.1. Let K = Q(√−p) be an imaginary quadratic field with class










⎧⎨⎩ψ(ω) if p ≡ 2 (mod 5),φ(ω) if p ≡ 3 (mod 5),
where mp is a positive integer depending on p.
According to Siegel, the functions φ and ψ are modular of level 5. He writes
“Es ist auch leicht festzustellen, daß die Funktionen [φ, ψ] bei der Kongruenz-
gruppe fünfter Stufe sämtlich invariant sind[.]”. However, we will not use this
fact in this section.
Now we will investigate the behaviour of the functions φ and ψ under the




















It is easily computed that
αkT = αk+1, Tαk = αk+5, α∞T = T 5α∞,
α0S = Sα∞, Sα0 = α∞S,
α1S = −ST 5Sα−1, α−1S = ST−5Sα1,
α2S = −ST 2ST−2Sα2, α−2S = −ST−2ST 2Sα−2,


















Using these relations we further compute that
−
√




























φ ◦ T 5 = φ.
The transformation by S is pain in the neck, due to the transformation formula
η(Sτ) =
√
−iτ η(τ). We compute that






































η(α0Sτ) = η(Sα∞τ) =
√


































η(α2Sτ) = η(ST 2ST−2Sα2τ) = ζ224
√︂















−i 5τ2τ + 1
√︄
−i 2τ + 1
−τ + 2
√︄





τ · η(α2τ) = ζ−324
√
τ · η(α2τ),
η(α−2Sτ) = η(ST−2ST 2Sα−2τ) = ζ−224
√︂






























We now use the formulas just obtained to determine how the function φ trans-












































































We now define 10 functions as follows. For 0 ≤ k ≤ 4 set
φk(τ) = φ(T kτ),
φk+4(τ) = φ(ST 4τ).
The calculations above and some little more work show how the matrices T and
S act on the functions φ = φ0, . . . , φ9. We have recorded the corresponding
permutations of these functions in the following table.
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φ0 φ1 φ2 φ3 φ4 φ5 φ6 φ7 φ8 φ9
S φ5 φ8 φ3 φ2 φ7 φ0 φ6 φ4 φ1 φ9
T φ1 φ2 φ3 φ4 φ0 φ6 φ7 φ8 φ9 φ5
Next step is to determine the values φk(ζ3) for 0 ≤ k ≤ 9. Note that






T ζ3 = ζ3 + 1 = −ζ23 = ζ12+1624 = ζ424.
We substitute τ = Tζ3 into the following formulas which were obtained earlier,
η(α−1Sτ) = ζ−524
√

















ζ424 · η(α1Tζ3) = ζ−324 η(α1Tζ3) = ζ−324 η(α0ζ3),
η(α1ζ3) = ζ−124
√︂
ζ424 · η(α−1Tζ3) = ζ24η(α−1Tζ3) = ζ24η(α−2ζ3),
η(α0ζ3) = ζ−324
√︂
5ζ424 · η(α∞Tζ3) = ζ−124
√

















ζ424 · η(α2Tζ3) = ζ−124 η(α2Tζ3) = ζ−124 η(α1ζ3),
η(α−2ζ3) = ζ−324
√︂
ζ424 · η(α−2Tζ3) = ζ−124 η(α−2Tζ3) = η(α2ζ3).
Following Siegel we now set
η(α0ζ3) = ζ224a, η(α−2ζ3) = b, ba−1 = c,
so that
η(α1ζ3) = ζ24b, η(α2ζ3) = b,
η(α−1ζ3) = ζ−124 a, η(α∞ζ3) = ζ−224 5−1/2a.





























The remaining values are calculated in similar way. We record them in the fol-
lowing table.
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ϕ0(ζ3) ϕ1(ζ3) ϕ2(ζ3) ϕ3(ζ3) ϕ4(ζ3)
ζ−13 c
−1 ζ3c
−1 c c3 c






To calculate the value of c we use the case of p = 3. For p = 3 we have
ω = 15 +
√
−3
2 = ζ3 + 8.
We would now like use Theorem 4.2.7 or Theorem 4.4.1, but these theorems are
not quite true when p = 3 due to additional units. However, the formula of Theo-
rem 4.1.11 remains valid. According to Theorem 4.2.1 there are 2 ideal classes, so
there will be one eta-factor in the numerator and one in the denominator. After
taking the third powers and a little calculation, we get our function on the right
hand side, that is, ε3m3 = φ(ω). We therefore have
ε3m3 = φ(ω) = φ0(ζ3 + 8) = φ0(ζ3 + 3) = φ3(ζ3) = c3.
Next h−15 = 2m−3 and h−15 = 2, so ε3 = c3. To prove that ε = c, it suffices to





























































































Therefore the number φ8(ζ3) = c is real, and so c = ε. We have thus determined




(X − φk(ζ3)) = (X − ε3)
(︂








(φ(τ)− ε)(φ(τ)2 + ε−1φ(τ) + ε−2)
)︂3
+ 5−5/2j(τ)φ(τ)5 = 0,
(ψ(τ)− ε−3)
(︂
(ψ(τ)− ε−1)(ψ(τ)2 + εψ(τ) + ε2)
)︂3
+ 5−5/2j(τ)ψ(τ)5 = 0.
Proof. Consider the polynomial
9∏︂
k=0
(X − φk(τ)) = X10 − Φ1(τ)X9 + · · ·+ Φ10(τ).
The functions Φi(τ), being the elementary symmetric polynomials in φk(τ), are
modular functions of level 1 holomorphic on H. In particular, the functions Φi(τ)






On the other hand, from the definition of φk(τ) we see that












(1 +∑︁∞n=1 c(k)n qn/5),
where c(k)n ∈ Q(ζ5), vk ∈ {0,±4,±6,±10}. The numbers d(k)r , d(k)∞ ∈ {±1} indicate
if the corresponding factor η(αrτ), or η(α∞τ), is in the numerator or in the






























τ = dk + 245 τ if 5 ≤ k ≤ 9,
where dk is a constant. This is because if 0 ≤ k ≤ 4 then the factor η(α∞τ) is in
the denominator and there are three factors of the type η(αrτ) in the numerator,
and two in the denominator. Similarly if 5 ≤ k ≤ 9 then η(α∞τ) is in the
numerator, and there are two remaining factors in the numerator, and three in
the denominator. Therefore we have






according to whether 0 ≤ k ≤ 4 or 5 ≤ k ≤ 9. We claim that Φi(τ) is a constant


















where ck0,...,ki−1 ∈ C, and by (4.12), akj ∈ {±1}. Consider the term in the
sum above with minimal m = M . If M were nonnegative, then Φi(τ) would be
holomorphic at infinity and consequently constant. Therefore we may assume that
M < 0. Since the Fourier expansion is uniquely determined, (4.11) shows that
M is divisible by 5. Since 1 ≤ i ≤ 10 and akj ∈ {±1}, we have M ∈ {−5,−10}.
If M = −10, then i = 10, and akj = −1 for all 1 ≤ j ≤ 10, which is impossible,
because akj = 1 for 5 values of j. We must therefore have M = −5. This means
that among the akj , the value −1 must occur at least 5 times. But there cannot
be more than 5 terms in the sum for M , because any other term would make the
















The exponent of ζ24 is easily calculated to be
4∑︂
k=0












Φ5(τ) = −5−5/2q−1 +O(1),
55/2Φ5(τ) + j(τ) = O(1).
Hence the function 55/2Φ5(τ) + j(τ) is constant, let us say C. Then −Φ5(τ) =
5−5/2C + 5−5/2j(τ). We can now write
9∏︂
k=0
(X − φk(τ)) = P (X) + 5−5/2j(τ)X5,
where P ∈ C[X]. Setting τ = ζ3, we obtain
9∏︂
k=0
(X − φk(ζ3)) = P (X) + 5−5/2j(ζ3)X5.




(X − φk(ζ3)) = (X − ε3)
(︂






(X − φk(τ)) = (X − ε3)
(︂
(X − ε)(X2 + ε−1X + ε−2)
)︂3
+ 5−5/2j(τ)X5.
We now substitute X = φ(τ) = φ0(τ) to find that
0 = (φ(τ)− ε3)
(︂




This is the first desired relation. We claim that the functions








have Fourier coefficients in Q(
√
5). We have





(1− ζn5 qn/5)(1− ζ−n5 qn/5)(1− qn/5)






(1− (ζn5 + ζ−n5 )qn/5 + q2n/5)(1− qn/5)
(1− (ζ2n5 + ζ−2n5 )qn/5 + q2n/5)(1− q5n)
.
Write (X − ζ5)(X − ζ45 ) = X2 +−X + 1 and (X − ζ25 )(X − ζ35 ) = X2 − bX + 1.
Then
X4 +X3 +X2 +X + 1 = (X2 − aX + 1)(X2 − bX + 1)
= X4 − (a+ b)X3 + (ab+ 2)X2 − (a+ b)X + 1.
Comparing coefficients, we see that a and b are roots of Y 2+Y−1, so {a, b} = {ζ5+
ζ45 , ζ
2
5 +ζ35} = {−1±
√
5
2 }. Therefore Q(
√
5) ⊂ Q(ζ5), and in fact Q(
√
5) = R∩Q(ζ5).
Because the automorphism σ of Q(ζ5) determined by σ(ζ5) = ζ25 interchanges a




5. The numbers ζn5 + ζ−n5 and ζ2n5 + ζ−2n5 are fixed
under complex conjugation, so they are real, and consequently lie in Q(
√
5). This
proves that φ(τ) ∈ Q(
√
5)((q1/5)). Next we show that φ(τ)σ = −ψ(τ). We have

















There exists a sequence of polynomials Pn ∈ Z[X1, . . . , Xn] such that
cn = Pn(ζ5 + ζ−15 , . . . , ζn5 + ζ−n5 ),
dn = Pn(ζ25 + ζ−25 , . . . , ζ2n5 + ζ−2n5 ),
for all n ≥ 1. Thus σ(cn) = dn for all n ≥ 1. Consequently, f(τ)σ = g(τ),
which in turn implies that φ(τ)σ = −ψ(τ). We now apply the automorphism σ





j(τ)σ = j(τ), we obtain
0 = (−ψ(τ) + ε−3)
(︂
(−ψ(τ) + ε−1)(ψ(τ)2 − εψ(τ) + ε2)
)︂3
− 55/2j(τ)(−ψ(τ))5.
This is the second desired relation.
4.5 The diophantine equation
Since hK = 1, we have j(ω) ∈ OK (we know already that j(ω) is a cube in Z, but
we follow Siegel’s reasoning). We know that j(ω) = −q3, where q ∈ OK . We also
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know that j(ω) is real, so that q3 = q3. Since K is an imaginary quadratic field,
complex conjugation is an automorphism of K, and so q ∈ OK , meaning that
q/q ∈ K is a third root of unity. If p > 3, which we will assume from now on, then
K does not contain
√
−3, meaning that q/q = 1, q = q. Therefore q is real and
therefore a rational integer. The function j(τ) attains every negative real value
exactly once on the border of the fundamental domain for SL2(Z). Consequently,
to distinct values of p will correspond distinct positive values of q.





5(εm − ε±1)(ε2m + εm∓1 + ε∓2)
)︂3
= q3ε5m, (4.13)
according to whether p ≡ 3 (mod 5) or p ≡ 2 (mod 5). If p ≡ 3 (mod 5), then,
since the right-hand side is positive, so must be the left-hand side, and as ε > 1






5(ε−m + ε∓1)(ε−2m − ε−m±1 + ε±2)
)︂3
= q3ε−5m,
and therefore also ε−2m− ε−m±1 + ε±2 < 0, a contradiction in both cases. We set
m = 2ℓ±3 according to the sign in p ≡ ±3 (mod 5), where ℓ is a positive integer.
Let v√5 be the valuation corresponding to the irreducible element
√
5 of the ring
of integers of Q(
√
5) (which is a UFD). Then, from (4.13) we have
v√5(ε−m + ε∓3)− 1 + 3v√5
(︂
5(ε−m + ε∓1)(ε−2m − ε−m±1 + ε±2)
)︂
= 3v√5(q).
Therefore v√5(ε−m + ε∓3) ≡ 1 (mod 3), and since v√5(ε−m+ε∓3) ≥ 0, this implies
v√5(ε−m+ε∓3) ≥ 1 Thus the first factor in (4.13) is divisible by
√
5. Now multiply





5(εm − ε±1)(ε2m + εm∓1 + ε∓2)
)︂3
= q3ε3(3ℓ±4).
Therefore the number 1√5(ε
ℓ − ε−ℓ) is a cube in OQ(√5) and is positive. We
have ε2ℓ − 1 = ε∓3(εm − ε±3) ≡ 0 (mod
√
5), or ε2ℓ ≡ 1 (mod
√




5)2 = 14(10− 4 + 2
√
5) ≡ −1 (mod
√
5). So (−1)ℓ ≡ 1 (mod
√
5), meaning
that ℓ is even. Let ℓ = 2L and εL = 12(x + y
√
5), where x, y, L ∈ Z. We have
N(εL) = N(ε)L = (−1)L. On the other hand, N(εL) = εLεL = 14(x
2− 5y2). Here
the horizontal line denotes the nontrivial automorphism of Q(
√
5). Therefore
x2 − 5y2 = (−1)L4. (4.14)
Note that ε−2L = (−1)2Lε2L. It follows that
1√
5
(εℓ − ε−ℓ) = 1√
5













Since the integer xy is a cube in α ∈ OQ(√5) it is also a cube in Z. This can
be seen as follows. Let α ∈ OQ(√5) be a root of the T 3 − xy. Then α is also a
root of this polynomial. Therefore T 3 − xy has a quadratic factor with rational
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coefficients. Consequently, it has a linear factor with rational coefficients. But
Z is integrally closed, so we get a root in Z. The equation (4.14) implies that
gcd(x, y) = 1 or gcd(x, y) = 2. Note that if gcd(x, y) = 2, then exactly one of x
and y is divisible by 4. We therefore have three cases, according to the greatest
common divisor of x and y, and from (4.14) we get the corresponding equations:
I. (x, y) = (u3, v3) u6 − 5v6 = ±4,
II. (x, y) = (4u3, 2v3) 4u6 − 5v6 = ±1,
III. (x, y) = (2u3, 4v3) u6 − 20v6 = ±1,
with u, v odd. Note that since xy is positive, u and v have equal sign.
Proposition 4.5.1. The element 2 is irreducible in OQ(√5). The set
{0, ε, ε2 = 1 + ε, ε3 = 1 + 2ε}
is a complete set of representatives for OQ(√5)/(2).
Proposition 4.5.2. Let u, v be odd integers having equal sign such that u6−5v6 =
−4. Then u = v = 1.






The two factors on the left side are relatively prime. For if a irreducible π ∈
OQ(√5) divides them both, it divides also their sum 4, and so π = 2. But then√
5v3 ≡ 0 (mod 2), which is impossible, because v is odd, and
√
5 ≡ 0 (mod 2)
implies 5 ≡ 0 (mod 4). (Alternatively, since u was assumed to be odd, so must
be the factors on the left side). Therefore, since OQ(√5) is a UFD, we have
2 +
√
5v3 = εgµ3, µ = r +
√
5s
2 where g, r, s ∈ Z.
The numbers v, µ are relatively prime to 2, so by Proposition 4.5.1, v3, µ3 ≡
1 (mod 2). Thus εg ≡ 2 +
√
5 ≡ 1 (mod 2). Therefore by Proposition 4.5.1
g ≡ 0 (mod 3). We may assume that g = 0. Then
16 + 8
√
5v3 = r3 + 3
√




16 = r(r2 + 15s2),
8v3 = s(3r2 + 5s2).
Therefore r = s = 1 and v = 1. Consequently u6 = 1, or u = 1.
Let
εn = xn + yn
√
5
2 xn, yn ∈ Z, xn ≡ yn (mod 2), n ≥ 1.
If dn = (xn, yn), then xn = dnun and yn = dnvn, so taking norm we get 4(−1)n =
d2nN(un + vn
√




(ε2n − ε−2n), x2n − 5y2n = (−1)n4.
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Proposition 4.5.2 tells us that if (xn, yn) = 1, n is odd, and xnyn is a cube,
then n = 1, εn = ε, and xn = yn = 1.
Now consider n = 2k even, so that

















2x2k = x2k + 5y2k, y2k = xkyk.
Suppose that (x2k, y2k) = 1 and that x2ky2k is a cube. Then (xk, yk) = 1, and
xkyk is a cube. Repeating this procedure, we must arrive at some n0 = 2k0, where
k0 is odd. But then k0 = 1, and n0 = 2. This is a contradiction, because by our
assumption xn0 is a cube; but on the other hand, εn0 = ε2 = 3+
√
5
2 , so xn0 = 3
which is not a cube in OQ(√5) (we have already shown that if a rational integer
is a cube in OQ(√5) then it is a cube in Z).
Now consider the case of (xn, yn) = 2, xnyn cube, and xn = 4u3n yn = 2v3n,
with un and vn odd. Then 4u6n − 5v6n = (−1)n, and reducing modulo 4, we see





5v3n) = −1. (4.15)
Since ε is a fundamental unit we have 2u3n +
√
5v3n = εk for some k. Using
(4.15) we obtain −1 = εkεk = (−1)kε−kεk = (−1)k, meaning that k is odd. Also
εk = 2u3n +
√
5v3n ≡ 1 (mod 2), so k = 3r, r ∈ Z by Proposition 4.5.1. Then














5v3n = −ε−3r, 2u3n +
√
5v3n = ε3r,











r + (x2r + 4)) + 1
)︃
= xr(x2r + 3),
2
√




















Thus 4u3n = xr(x2r + 3) and 2v3n = yr(5y2r − 3). Since un and vn are odd, we
have (xr, yr) ∈ {1, 2}. We claim that xr, yr are not divisible by 3. Otherwise,




2 ≡ −1 (mod 3), so ε
4r ≡ (−1)r ≡ −1 (mod 3), because r is odd, which
is a contradiction. Therefore xr, yr are not divisible by 3. It follows that either
(xr, yr) = 1 and xr, yr are odd, or (xr, yr) = 2 and xr = 4ur, yr = 2vr, where
ur, vr are odd. In the former case, xr and yr are cubes, so r = 1, xr = 1, yr = 1,
ε3 = 2 +
√
5, so un = vn = 1, xn = 4, yn = 2. In the latter case, ur, vr are cubes.
If r is smallest such r, then r = 3 and k = 9. But ε9 = 38 + 17
√
5, which is a
contradiction, because 17 is not a cube in OQ(√5).
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In the last case we have (xn, yn) = 2, xnyn is a cube, and xn = 2u3n, yn = 4v3n,
with un and vn odd. This is resolved similarly, for more details see Siegel’s article
[Sie68].
Alternatively and more succinctly, we may reduce the solving of the diophan-
tine equation (4.13) to the determination of cubes in the Fibonacci sequence. Let




(εℓ − (−ε−1)ℓ) = 1√
5
(εℓ − ε−ℓ).
We are interested for which positive even ℓ the number Fℓ is a cube. According
to the results of [LF69], this is the case only for ℓ = 2, 6. Hence
mp = m = 2ℓ− 3 = 1, 9 if p ≡ 2 (mod 5),
mp = m = 2ℓ+ 3 = 7, 15 if p ≡ 3 (mod 5),
We have therefore proved the following result.
Theorem 4.5.3. Let p > 3 be a prime such that p ≡ 3 (mod 4). Suppose that




Then ψ(ωp) = ε, ε9 if p ≡ 2 (mod 5), and φ(ωp) = ε7, ε15 if p ≡ 3 (mod 5).
Now it is easy to prove that there are exactly 9 imaginary quadratic fields
with class number 1. By Theorem 4.4.3 the j-invariant is rationally expressible
via both of the functions φ and ψ. Therefore, by Theorem 4.5.3, there are 4
possible values for j(wp). On the other hand, the function j is injective modulo
SL2(Z), so the value j(ωp) uniquely determines p and the corresponding imaginary
quadratic field. Of the 9 discriminants
{−3,−4,−7,−8,−11,−19,−43,−67,−163}
corresponding to quadratic imaginary quadratic fields with class number 1, only
4 primes p > 3 satisfy p ≡ 2 (mod 3), namely 7, 43, 67, 163. Therefore these are
the discriminants of the quadratic imaginary fields corresponding to the values
ε, ε9 and ε7, ε15. We can also calculate the corresponding values of the j-invariant
using the relations of Theorem 4.4.3.
To conclude, we mention the final remark of Siegel.
“Es ist bemerkenswert, daß den sämtlichen Lösungen der diophantine Gle-
ichung (4.13) auch wieder imaginär quadratische Körper mit der Klassenzahl
1 entsprechen; man mag in einer solchen Tatsache je nach Temperament etwa
wie Leibniz und Hilbert einen Ausdruck prästabilierter Harmonie oder wie
Dedekind eine schöne Sparsamkeit erblicken.”
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