The human subcortex contains multiple nuclei that govern the transmission of information to and among cortical areas. In the visual domain, these nuclei are organized into retinotopic maps. Because of their small size, these maps have been difficult to precisely measure using phase-encoded functional magnetic resonance imaging, particularly in the eccentricity dimension. Using instead the population receptive field model to estimate the response properties of individual voxels, we were able to resolve two previously unreported retinotopic maps in the thalamic reticular nucleus and the substantia nigra. We measured both the polar angle and eccentricity components, receptive field size and hemodynamic response function delay, in the these nuclei and in the lateral geniculate nucleus, the superior colliculus, and the lateral and intergeniculate pulvinars. The anatomical boundaries of these nuclei were delineated using multiple averaged proton density-weighted images and were used to constrain and confirm the functional activations. Deriving the retinotopic organization of these small, subcortical nuclei is the first step in exploring their response properties and their roles in neural dynamics.
Introduction
The subcortex of the brain contains multiple nuclei that play critical roles in brokering the exchange of information among cortical areas (Sherman, 2007) . For example, the subcortical visual system, including the lateral geniculate nucleus (LGN) and pulvinar nuclei in the thalamus and the superior colliculus (SC) in the brainstem, contains important hubs that regulate the flow of visual information from the retina to cortex and are implicated in visual attention (O'Connor et al., 2002; Schneider and Kastner, 2009; Schneider, 2011; Arcaro et al., 2015) . However, the human subcortical visual system remains poorly understood.
Using the phase-encoding retinotopic mapping approach, functional magnetic resonance imaging (fMRI) experiments have corroborated the existence of detailed maps in the human LGN (Schneider et al., 2004; Schneider and Kastner, 2009; Schneider, 2011) , SC (Schneider and Kastner, 2005, 2009; Katyal et al., 2010; Schneider, 2011) , and pulvinar (Cotton and Smith, 2007; Smith et al., 2009; Schneider, 2011) . In these cases, the polar angle maps were most easily detected while the eccentricity measures were weak and the maps incomplete with respect to the electrophysiological results. In recent years, the population receptive field (pRF) model has been offered as a powerful alternative to the phase-encoding method for obtaining expressive and detailed maps of multiple visual areas throughout cortex (Dumoulin and Wandell, 2008; Amano et al., 2009 ). The pRF model is a voxelwise forward-encoding approach that uses a spatially and temporally dynamic stimulus to derive RF properties from the blood oxygen level-dependent (BOLD) signal of a population of neurons contained within a single voxel. The pRF model is able to provide retinotopic maps containing information about both the location and dispersion of an RF with a single dataset, whereas the phase-encoding approach requires separate datasets for the polar angle and eccentricity measures and cannot provide information about the RF size of each voxel.
Here we used the pRF model to precisely measure the retinotopic organization, spatial tuning, and hemodynamic response function (HRF) delay parameters of known subcortical visual nuclei and to seek additional unreported maps.
Materials and Methods
Subjects. Three subjects participated in the study (26 -32 years of age; two males, one female). One subject was left-handed. The subjects were in good health with no history of psychiatric or neurological disorders, had normal or corrected-to-normal visual acuity, gave their informed written consent, and were compensated for their participation. The study was approved by the York University Human Participants Review Committee. All of the subjects participated in four scanning sessions, including one anatomical and three functional.
Display and response hardware. The stimuli were generated on an iMac Intel i7 computer (Apple) using MATLAB software (The MathWorks) and Psychophysics Toolbox 3 functions (Brainard, 1997; Pelli, 1997) . Stimuli were projected with a frame rate of 60 Hz from an SV-6011 projector (Avotec) inside the scanner room onto a translucent screen located at the end of the scanner bore. Subjects viewed the screen at a total viewing distance of 38 cm through a mirror attached to the head coil. The screen subtended 36°of visual angle horizontally and 28°vertically. A fiber optic response box (Current Designs) was used to collect subject responses. A trigger pulse from the scanner, which was translated into a key press by the response box, was used to synchronize the start of the stimulus presentation to the beginning of the image acquisition.
Visual stimuli and procedure. Visual stimuli consisted of a checkerboardpatterned bar whose elements reversed contrast with a full-cycle frequency of 4 Hz. The bars subtended 13°of visual angle across their width and extended beyond the boundaries of the screen along their length. During a single run, the bar appeared at four orientations (0, 45, 90, and 135°) and transited across 26°of the visual field along a trajectory perpendicular to the bar orientation, passing through the fixation point at the center of the display. Thus, each run was comprised of eight 30 s bar sweeps with 30 s meanluminance blank periods at the beginning and end of each run. Throughout each 5 min run, subjects engaged in an attention task at fixation. Subjects were instructed to respond via button press whenever the fixation dot changed color between red and green.
Data acquisition. Data were acquired in the York University Neuroimaging Laboratory with a 3 T Siemens Trio MRI scanner using a 32-channel head coil. Thirty functional series of 200 volumes each were acquired with 14 coronal slices (1.5 mm isotropic voxels with 0.5 mm gap between slices) and a gradient echo, echo planar sequence with a 128 square matrix, leading to an in-plane resolution of 1.5 ϫ 1.5 mm 2 (TR ϭ 1.5 s, TE ϭ 42 ms, flip angle ϭ 90°). A partial Fourier factor of 7/8 was used to acquire an asymmetric fraction of k-space to reduce acquisition time. The posterior edge of the acquisition volume was aligned in the mid-sagittal plane with the posterior edge of the SC. The subjects' heads were surrounded by foam padding to reduce head movements.
In addition to the functional scanning sessions, each subject submitted to an anatomical scanning session. During the anatomical session, a high-resolution T 1 -weighted MPRAGE (spin-echo, TR ϭ 685 ms, TE ϭ 8.6 ms, flip angle ϭ 75°, 256 square matrix) and 40 coronal proton density (PD) volumes (TR ϭ 3 ms, TE ϭ 26 ms, flip angle ϭ 120°, 19 -48 slices, 1-2 mm thick, 256 square matrix, 192 mm field view, 0.75 ϫ 0.75 mm 2 in-plane resolution) were acquired. Each PD image was registered to a single PD image, from which a mean PD image was computed and upsampled by a factor of 2. These images were aligned to the MPRAGE and used for drawing regions of interest (ROIs).
pRF estimation. The first four volumes of each run were discarded. To compensate for subject head movement, the remaining volumes were registered to the eighth volume obtained during the session. In addition to motion correcting the functional imaging data, we also used a volumecensoring procedure (Power et al., 2012) . The frame-wise displacement is an aggregate measure of the translational and rotational head movement gleaned from the motion-correction transformation for each volume in the functional series. Volumes with a frame-wise displacement Ͼ0.35 mm were flagged for censoring and so were not included in the mean functional series.
We modeled the response of each voxel in terms of a Gaussian pRF (Dumoulin and Wandell, 2008) . The model yields two-dimensional Gaussians that vary in visuotopic location and extent from voxel to voxel. In addition to the three parameters of the Gaussian, we also included model parameters for capturing the delay of the HRF and the baseline of the BOLD signal. The delay parameter captures the time to peak and time to undershoot of the HRF. The HRF delay can be estimated simultaneously with the three spatial tuning parameters since each bar sweep was paired with a bar sweep in the opposite direction. The baseline model parameter ensures that both the modeled and the measured BOLD signal vary about the same global mean. The goodness of fit between the model prediction and the measured BOLD signal was assessed via the residual sum of squared error (RSS). The time series of each voxel was fitted in a two-phase procedure. The first phase of the parameter estimation was a sparse and coarse global grid search that adaptively constrained the search boundaries. The effective stimulus was downsampled to a resolution of 5% of the original, using a two-dimensional bilinear interpolation. An adaptive brute force search strategy was used to sparsely sample the model parameter space and the best fit of this was used as the seed point for a fine-tuned gradient-descent error minimization using the non-resampled stimulus. The gradient-descent procedure used was a downhill simplex algorithm (Fletcher and Powell, 1963) to fine-tune the parameter estimates. A linear regression between the predicted and actual fMRI signal was used to determine the activation threshold. To ensure the reliability of our model estimation results, we also performed a split-half analysis. Two mean time series were computed from 15 randomly assigned and mutually exclusive runs from the 30 total runs collected from each subject. Model fits were estimated for each of these independent mean time series.
Neural RF simulation. Each voxel in fMRI data may contain over a million individual neurons, each with its own visual RF. The pRF model is meant to approximate the aggregate population response of the underlying neural RFs contained within a voxel. Thus, a pRF size estimate emanates from both the sizes of the neural RFs within a voxel and the distribution of RF centers along the local visuotopic gradient. If a voxel contained an impossibly homogenous population of neurons with RFs all of the same size and centered on the same visuotopic location, then the pRF would be equivalent to neural RF. In reality, a voxel contains a population of neurons whose RFs vary in terms of extent and location. We sought to measure the influence of the local visuotopic gradient on the pRF size. The distribution of RF centers and sizes within a pRF has been discussed previously (Smith et al., 2001; Jancke et al., 2004; Dumoulin and Wandell, 2008; Haak et al., 2012) , but no one has attempted to infer the relative contributions of the intrinsic RF size and the visuotopic scatter to the pRF size. Here we use the local visuotopic gradient to estimate the distribution of RF centers within a voxel and, through simulation, to estimate the RF size that best accounts for the observed pRF size. Such an approach effectively deconvolves the local visuotopic gradient from the pRF size estimate. The local visuotopic gradient was estimated to be one-half of the mean visuotopic distance between the pRF center of a given voxel and the centers of its six nearest neighbors in brain volume space. The simulated neural RF size was estimated by iteratively minimizing the RSS between the measured pRF and the sum of each set of simulated neural RFs. At each iteration, 1000 neural RFs were sampled from a uniform distribution spanning the measured local visuotopic gradient. Subject eye and head movements may also contribute to the pRF size estimates (Dumoulin and Wandell, 2008 ), but we do not consider these two factors beyond the volume-censoring procedure described in a previous section.
ROI drawing. ROIs were hand-drawn for each subject using a combination of anatomical and functional data and with the guidance of a histological human brain atlas (Mai et al., 2007) . ROIs for the LGN, SC, and the thalamic reticular nucleus (TRN) were drawn using only the PD anatomical data (Devlin et al., 2006) . ROI for the intergeniculate pulvinar (IP) and lateral pulvinar (LP) were drawn using a combination of anatomical landmarks and functional topography. The ROIs for the SN were drawn using the functional data thresholded at r Ն 0.25 and guided by anatomical landmarks. Table 1 shows the mean volumes for the ROI among our subjects, divided by hemisphere. Anatomically guided tracings of the LGN, SC, and TRN are shown in the second columns of Figures 1 and 2 for two different subjects overlaid on the PD image. The use of PD images to guide the drawing of the LGN ROI was critical, as the T1-weighted anatomical images did not offer sufficient contrast to identify the boundaries of the LGN. We found clear, bilateral retinotopic maps in the LGN of all our subjects using the pRF estimation method. Figure 3 shows the activation maps for two subjects. Activated voxels whose fMRI time series correlated with the modeled time series, r Ն 0.25, are shown. The zoomed activation maps are overlaid on PD scans, with the LGN highlighted with a red square. The top and bottom show four coronal slices from each hemisphere arranged anterior to posterior. The columns in Figure 3 show the sliced-wise maps for each of the pRF model parameters (polar angle, eccentricity, pRF size, and HRF delay). The polar angle and eccentricity mea- sures were calculated using the pRF location estimates initially derived in Cartesian coordinates. In both subjects shown, the polar angle maps had the same anatomical orientation-representations of the upper vertical meridian were represented in the inferior and lateral portions of the LGN, the lower vertical meridian was represented in the superior and medial portion of the LGN-and the horizontal meridian was oriented at a ϳ45°angle, dividing the upper and lower visual field representations. The eccentricity maps among our subjects showed a similar consistency in the pattern of activation. Here, we found an anteroposterior gradient where foveal representations were found near the posterior end of the LGN and more peripheral representations were found near the anterior end. Likewise, the pRF size maps showed a similar anteroposterior gradient with small pRF sizes near the posterior end of the LGN and large pRF sizes near the anterior end. We also found robust, retinotopically organized activations maps in the SC. Figure 4 shows the zoomed activation maps for each of the pRF model parameters in successive coronal slices of the brainstem of two representative subjects. Again, we found orthogonal representations of polar angle and eccentricity along the SC of each of our subjects, which were best viewed in the coronal plane. There was a consistent medial representation of the upper vertical meridian and a lateral representation of the lower vertical meridian, with a representation of horizontal meridian oriented at ϳ45°, dividing the upper and lower contralateral hemifield representations. We found a foveal-to-periphery representation gradient for eccentricity along the anteroposterior anatomical direction. Again, the pRF size approximately followed the same representation orientation as the eccentricity; that is, smaller pRF sizes were found toward the superolateral portion of the SC while larger pRF sizes were found toward the inferomedial portion.
Results

pRF estimate in the LGN and SC
pRF estimates in other subcortical nuclei
In addition to the LGN and SC, we found a number of other subcortical nuclei whose functional time series was driven by the moving bar stimulus and from which we could compute reliable pRF estimates across subjects. Figures 1 and 2 show the activation maps of each of the four pRF model estimates from two representative subjects, with the displayed maps spanning a series of nonconsecutive coronal slices and overlaid on a broader anatomical window. The two leftmost columns show, respectively, the unlabeled anatomical images and the overlaid ROIs.
The IP and LP shared a foveal eccentricity representation running along an inferolateral to superomedial direction oriented at ϳ45°to the mid-sagittal plane. In addition, these two pulvinar nuclei showed an anteroposterior eccentricity representation gradient where foveal representations were found more anterior and peripheral representation more posterior. The polar angle maps in the IP and LP were found to be orthogonal to the corresponding eccentricity maps. For both the IP and LP, the upper vertical meridian was represented inferior and lateral while the lower vertical meridian was represented superior and medial. The topography of the eccentricity and polar angle maps was found bilaterally among our three subjects.
We also found retinotopic maps in the TRN among our subjects, as shown magnified in two subjects in Figure 5 . The TRN runs along the transverse length of the thalamus and wraps around the lateral surface of a number of thalamic structures including the pulvinar and the LGN. The structure of the TRN was identified anatomically on the PD images. The TRN showed an anteroposterior and mediolateral gradient of polar angle representation, with the upper vertical meridian represented anterior and medial and the lower vertical meridian represented posterior and lateral. The eccentricity map of the TRN was oriented along an inferosuperior axis with a foveal representation near the inferior end of the TRN and a peripheral representation near the superior end. Only a small subset of voxels in the anatomically defined TRN ROI showed a retinotopic organization. The portions of the TRN that did show retinotopic maps were clustered around the other visually evoked nuclei of the thalamus including the LGN and the pulvinar.
We also found bilateral retinotopically organized maps, shown magnified for two subjects in Figure 6 , which we determined to be part of the SN by comparison of our PD images with a histological atlas (Mai et al., 2007) . The SN polar angle representations were organized mediolaterally with the upper vertical meridian represented medial and the lower vertical meridian represented lateral. The eccentricity maps were organized anteroposteriorly with foveal representations in the anterior SN and peripheral representations in the posterior SN. The retinotopic map we found in the SN is most likely the pars reticulata of the SN (Hikosaka and Wurtz, 1983a) . Figure 7 shows a comparison of the pRF model parameter estimates pooled across the three subjects for each of the six subcortical nuclei. Figure 7A shows the polar angle representations among the various subcortical visual nuclei. Here, we plot the fractional volume as a function of polar angle for each hemisphere separately, using 16 22.5°radial segments. All subcortical nuclei activated bilaterally and showed a strong contralateral representation of the visual space. Additionally, all areas showed a representational bias such that the horizontal meridians were over-represented and the vertical meridians were under-represented. The TRN showed the most ipsilateral representation of polar angle among the six subcortical nuclei sampled. Figure 7B illustrates the fractional volume of each ROI as a function of eccentricity. The LGN, SC, SN, and TRN all have ϳ50% of their volumes representing the central 5°of the visual field, with the remaining ROI volume representing the next 10°of eccentricity. The IP and LP showed slightly steeper curves where ϳ50% of their volumes represented the central 2-3°of the visual field.
The structure of the retinotopic maps among the six subcortical nuclei is further illustrated in Figure 7C . Here, the pRF sizes among the voxels of each ROI are plotted as a function of eccentricity. Each filled black circle represents the mean (black bars show the SEM) pRF size binned at 1°annuli of eccentricity. Eccentricities with fewer than five pRF measures were excluded. The HRF delay estimates are shown for each of the six subcortical nuclei in Figure 7D . For each voxel, the HRF delay parameter was computed as the time to peak (and time to undershoot; data not shown) of the canonical double-gamma HRF (Friston et al., 1998; Glover, 1999; Worsley et al., 2002) . The SC was found to have a mean HRF delay of 4.20 s, while the means of the other ROIs were all Ͼ5 s. Notably, the TRN exhibited a mean HRF delay of 7.02 s. Figure 8 shows the results of the split-half model estimation. Two mean time series were computed from 15 randomly assigned, mutually exclusive runs drawn from the 30 total runs collected from each subject. Model fits were estimated for each of these independent mean time series and compared withFigure 7. The results of the model estimation for first (black) and second (red) halves of the data are very similar across ROI and metrics. The most notable difference between these results from each 15 run half of the dataset and the results for all 30 runs in Figure 7 is the TRN polar angle plot. Reducing the number of runs to onehalf the total data collected resulted in a loss of the TRN representation in the left visual field. This suggests that the signal-tonoise ratio in the TRN is lower than in the other five ROIs.
Neural RF simulation
The results of the neural RF simulation are shown in Figure 9 . Here, we plot the estimated pRF size versus simulated RF size for each voxel across the six subcortical nuclei. Points falling below the line of identity (red) have neural RF sizes that are smaller than the pRF size, which indicates a significant effect of the local visuotopic gradient in inflating the pRF size. Voxels with pRF sizes Ͻ5°e xhibited the largest effects.
Discussion
Here, we have demonstrated that the pRF model can be used to estimate the spatial tuning properties of multiple subcortical nuclei. We were able to verify the retinotopic organization of the LGN and SC as described previously both with electrophysiology in nonhuman primates (Cynader and Berman, 1972; Goldberg and Wurtz, 1972; Kaas et al., 1972; Malpeli and Baker, 1975; Wurtz and Albano, 1980; Sparks, 1986 Sparks, , 2002 Moschovakis et al., 1996) and in humans with fMRI (Schneider et al., 2004; Schneider and Kastner, 2005, 2009; Katyal et al., 2010; Schneider, 2011) . The pRF sizes we measured in the LGN were approximately equivalent to the neural RF sizes in the macaque for parafoveal locations; however, at eccentric- ities of 10°and greater, our measured pRF sizes were approximately double that of previous reports using neurophysiological techniques in the monkey (Xu et al., 2001 (Xu et al., , 2002 . The pRF sizes we found in the SC were in agreement with the neural RF sizes measured in the cat (Berman and Cynader, 1972) . postmortem human (Andrews et al., 1997) . This overestimation of the anatomical boundaries of the LGN most likely emanated from the inclusion of similarly entrained voxels sampling from nearby blood vessels and subcortical structures such as the triangular area, pulvinar nuclei, and the TRN. Such an approach will lead to inaccuracies in determining the properties of the LGN, especially when attempting to measure variations throughout the structure of the LGN as might be expected from its anatomical subdivisions (Schneider et al., 2004; Denison et al., 2014; Zhang et al., 2015) . In addition to the LGN and SC, we discovered a number of subcortical nuclei, across all three subjects, that displayed an orderly retinotopic organization. Surprisingly, we found contralateral hemifield representations in the pars reticulata of the SN. In the macaque, the pars reticulata of the SN receives direct projections from the striatum and possibly indirect projections through the caudate nucleus from the frontal eye fields and the thalamus (Hikosaka and Wurtz, 1983a) . Neurons of the pars reticulata in turn project onto the intermediate and deep layers of the SC (Hikosaka and Wurtz, 1983a,d) and are retinotopically organized and discharge in response to the presentation of visual stimuli (Hikosaka and Wurtz, 1983b,d) and during visually and memory guided saccades (Hikosaka and Wurtz, 1983a,c) . Furthermore, antidromic activation from the SC showed that the RFs of neurons in the pars reticulata of the SN and the movement fields of neurons in the intermediate layers of the SC were visuotopically aligned (Hikosaka and Wurtz, 1983a) . These response characteristics, along with evidence for the interconnectivity of the pars reticulata with the striatum and the SC, suggest that the pars reticulata is critical for representing the spatial location of a saccadic target and may even play a role in the initiation of the saccade itself (Hikosaka and Wurtz, 1983a) . While the encoding stimulus in the present study included an attention task at fixation, it is possible that the sweeping bar stimulus constituted a highly salient visual stimulus that the SN represented as a potential target for a saccade. The signal in the pars reticulata signal could, in turn, project to the SC for the purpose of orienting attention and behavior. Degeneration of the pars reticulata of the SN has been associated with Parkinson's disease (Tseng et al., 2000) and epilepsy (Deransart et al., 2003) . The pRF model as described here may offer an avenue for determining the functional viability of the SN and should be considered by researchers investigating these pathologies. We also found a retinotopic map in the TRN. The TRN is a thin layer of GABA-releasing cells abutting the dorsolateral and anterior segments of the thalamus (Jones, 1975) . The TRN receives topographic inputs, and drives inhibitory feedback, to thalamic relay cells via GABA receptors (Kim et al., 1997) , and is known to contain visually responsive regions (Montero et al., 1977; Pinault et al., 1995; Wang et al., 2001) . The TRN has topographically preserved reciprocal connections with both the LGN (Harting et al., 1991) and visual cortex (Sherman and Guillery, 1996) . It is thought to play a role in visuospatial attention through the coordination of activity in the LGN and pulvinar, and has been described as a candidate for the seat of the "attentional spotlight" in the early visual system (Crick, 1984) . This suggests that adding a spatial attention component to the encoding stimulus may aid in retinotopically mapping the TRN and other thalamic nuclei with which the TRN has an antagonistic relationship. The encoding stimulus in this study included an attention task at fixation, which may have resulted in a nonspatially specific amplification of the BOLD signal in the TRN. A recent functional imaging study of the human TRN showed that the bilateral TRN activation can be measured by modulating visual flicker (Viviano and Schneider, 2015) . Likewise, we found the polar angle representation of the TRN to be more ipsilateral than in any of the other subcortical nuclei. The TRN also differed from the other nuclei in that the distribution of HRF delays across the TRN was relatively uniform whereas other structures followed a more Gaussian distribution. The pRF sizes in the TRN were found to be approximately equivalent to those reported in the macaque at the eccentricities we stimulated (McAlonan et al., 2006) .
The retinotopic organization of the pulvinar in nonhuman primates has been measured using electrophysiology (Bender, 1981; Li et al., 2013) , demonstrating two separate retinotopic representations of the visual field. Using the pRF model, we identified two separate retinotopic maps in the human pulvinar, which we have determined to be the LP and IP based on an anatomic atlas (Mai et al., 2007) . The LP and IP have a similar polar angle representation where the upper vertical meridian is represented inferior and lateral while the lower vertical meridian is represented more superior and medial. The orientations of our pRF maps correspond well with previous imaging experiments in the human pulvinar (Cotton and Smith, 2007; Smith et al., 2009; Schneider, 2011; Arcaro et al., 2015) . We also found that the IP shares a foveal representation with the LP and a positive relationship between pRF size and eccentricity in both nuclei.
Among all the subcortical nuclei, we found a consistent under-representation of the vertical meridians and an overrepresentation of the horizontal meridians. This bias has been previously reported in the LGN, SC, IP, and LP (Schneider et al., 2004; Schneider and Kastner, 2005, 2009; Schneider, 2011) . This is unlikely to be caused by partial volume effects, as previous work in our lab has shown that the vertical meridians, located at the edges of the LGN, could not be recovered by dilating the LGN mask to also include a one-voxel shell around the functionally defined ROI (Schneider et al., 2004) . Furthermore, we are confident that we sampled the entire LGN volume in the present study since the ROIs were defined anatomically using PD images.
In addition to deriving the spatial tuning of each voxel, we also estimated the voxelwise HRF delay. We estimated the delay of the peak and undershoot per voxel concomitantly with the spatial tuning parameters. Other approaches have estimated the voxelwise HRF using an independent dataset (Dumoulin and Wandell, 2008) or an iterative fitting procedure where the spatial tuning is first derived using the canonical double-gamma HRF (Friston et al., 1998; Glover, 1999; Worsley et al., 2002) , after which the HRF is modeled from a fixed spatial tuning estimate (Harvey and Dumoulin, 2011) . The advantages of estimating the HRF delay are twofold. First, it may help offset inter-regional and intersubject variability in hemodynamics that could obfuscate the spatial tuning among voxels in various subcortical nuclei (Handwerker et al., 2004). Second, it may offer insight into the network dynamics in the visual system. For instance, we measured the HRF delay in the SC to be ϳ1.5 s shorter than in the other five subcortical nuclei. High-field imaging in the rat during brief visual presentation has also shown that the time to peak in the SC is earlier than in the LGN (Lau et al., 2011) . Accounting for differences in the HRF among subcortical nuclei may be critical for estimating their other functional properties, such as spatial tuning or the flow of information through the visual system. Neurons in the macaque SC have been shown to discriminate stimulus features before the initiation of a saccade and with very short latencies (Horwitz and Newsome, 1999) , suggesting that the SC maintains an early representation for visual stimuli. Our HRF delay estimates in the SC lend further support to the dual pathway model of visual processing, where information flows from retina to cortex both through a geniculostriate and an early collicular-pulvinar route (Berman and Wurtz, 2010, 2011) . The relationship between eccentricity and pRF size in the subcortex closely resembles that found in cortex (Dumoulin and Wandell, 2008) ; however, the pRF sizes measured in the LGN are somewhat larger than those measured in the monkey with electrophysiology techniques (Xu et al., 2001 (Xu et al., , 2002 . There are at least three possible sources of pRF size misestimation that may be particular to subcortex. First, due to the deep anatomical location of the subcortical nuclei, the BOLD signal in these brain areas has a relatively low signal-to-noise ratio. To maximize the signal strength, the duty cycle of the sweeping bar stimulus was set to one-half. This ensures that any given location in the visual field is stimulated for approximately half the duration of a given bar sweep and of a scanning run. While this has the effect of making the most of scanner time, it may also have the effect of diminishing the precision of the pRF model in estimating the pRF size. Ideally, the stimulation run should vary the width of the sweeping bar to optimize the relationship between BOLD signal saturation and duty cycle for better estimation of the pRF size. Second, since these subcortical nuclei are small compared with their cortical counterparts, the entirety of the contralateral hemifield is represented in a relatively small amount of tissue, resulting in a steep local visuotopic gradient per MRI voxel. We estimated the local retinotopic gradient and deconvolved it from the pRF size, finding that the measured pRF size approximates the simulated neural RF size well, and that the local visuotopic gradient plays a small role in inflating the pRF size. Third, the point spread function of the BOLD signal at 3 T has been estimated to be 3-4 mm FWHM (Parkes et al., 2005) . In cortex this approximates the voxel size, but in subcortex where smaller voxels are used it introduces a sizeable and implicit spatial smoothing factor that could inflate the pRF size.
