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CHAPTER I
INTRODUCTION

Based on the National Hurricane Center (NHC) and Statistical Hurricane Intensity
Prediction Scheme (SHIPS) databases, 31% of all tropical cyclones, 60% of all
hurricanes, 83% of all major hurricanes, and all Category 4 and 5 hurricanes undergo
rapid intensification (hereafter referred to as RI; Park et al. 2009). This includes such
famous storms as hurricanes Camille (1969), Andrew (1992), Opal (1995), Mitch (1998),
Charley (2004), Katrina (2005), and Wilma (2005). While not all rapidly intensifying
hurricanes have made landfall, the threat against lives and property is apparent.
Forecasting tropical-cyclone track has improved over the last two decades, but
forecasting intensification still remains a challenge (DeMaria et al. 2007; Elsberry et al.
2007). The forecasts of RI are limited by two key issues. First, researchers lack a clear
definition for RI. The NHC defines RI as a sustained wind-speed increase of 30-kts over
a 24-hour period (Park et al. 2009), while the National Weather Service defines it as a
decrease in the minimum sea-level pressure of 42-hPa over a 24-hour period. These are
related in that the changes in the density field (and therefore pressure) will result in
changes to the wind. As a result, the eyewall contains the fastest winds, accelerating to
conserve angular momentum, and the eye contains the lowest central pressures. Pressure
and wind are related; however, pressure for a tropical cyclone is taken as a direct
measurement, but the winds are based on proxies as the dropsonde falls through the
1

tropical cyclone. The second issue is the limited understanding of which meteorological
processes are the best at predicting RI. Statistical techniques, such as multiple regression
analyses (DeMaria et al. 2005), have been used to try to distinguish the best method to
forecast RI, based on localized environmental influences and dynamic and
thermodynamic parameters.
Previous literature has suggested a need for future research to implement more
sophisticated statistical techniques in predicting RI (DeMaria and Kaplan 1999; Kaplan
and DeMaria 2003; Gao and Chiu 2010). In response to this, the primary objective of
this research is to identify the synoptic variables that yield the largest, statistically
significant differences between an RI and non-RI tropical cyclone through the use of
spatial statistical analysis techniques. Once identified, the variables that exhibit these
statistically significant differences in composite RI and non-RI fields are used as
predictors for RI with a support vector machine (SVM – Cristianini and Shawe-Taylor
2000) classification scheme.

2

CHAPTER II
LITERATURE REVIEW

2.1
2.1.1

Dynamic and Thermodynamic Variables Important in Rapid Intensification
Dynamic Variables
Tropical cyclone RI is complex; however, it is believed there are substantial

changes in a few dynamic and thermodynamic parameters when a tropical cyclone
undergoes RI (Simon et al. 2010). Previous research suggests that large-scale influences
from the environment interacting with a tropical cyclone through the outflow layer,
where the inertial stability is the lowest, are best for producing RI (Molinari and Vollaro
1990; Wang and Zhou 2008; Rappin et al. 2011). Merrill (1988) found that vertical shear
is less for intensifying tropical cyclones, over warm water the mean radial outflow is
stronger, the anti-cyclonic flow is weaker, and the flow speeds associated with the
principal outflow is weaker. Also, when the tropical cyclone moves over warm water,
there is an increase in the inflow energy into the eyewall, which reduces the vertical shear
of the horizontal wind, enhances upper-level divergence, and creates greater subsidence
warming in the eye (Sitkowski and Barnes 2009). This increases convection in the
eyewall which contributes to RI. DeMaria (1996) found vertical wind shear may alter the
thermal structure near the storm-center, resulting in differential advection of potential
vorticity. The author noted that the potential vorticity becomes tilted in the vertical
structure which affects mid-level temperature and reduces convection in the storm center
3

(DeMaria 1996). The vertical distribution of heating can also impact the potential
vorticity, which can increase relative vorticity, resulting in intensification of the tropical
cyclone (Simon et al. 2010). Zhang et al. (2012), found vorticity reached a maximum
after RI.
Rappin et al. (2011), found weak inertial stability would allow for more intense,
divergent, upper-tropospheric outflow which would intensify the eyewall. Oppositely, if
there is strong inertial stability, the outflow expands against the environment and
subsidence is forced and consumes energy (Rappin et al. 2011). This inhibits RI because
the tropical cyclone cannot overcome these processes (Rappin et al. 2011). Rozoff and
Kossin (2011) found increasing the inertial stability of an intensifying tropical cyclones
inner-core will allow for efficient release of latent heat by precipitation and convective
processes which would lead to intensification. Tangential wind speed also decreases with
height, since the absolute angular momentum and equivalent potential temperature
expand outwards with height, and varies within the radius of maximum winds (Smith and
Montgomery 2012).
At the low-levels of the storm, air flowing towards the radius of maximum winds
meets air flowing from the eye, forcing a strong updraft near the surface (the eyewall)
(Vigh and Schubert 2009). Studies have shown that the radius of maximum winds is the
boundary between two dynamically disparate regions of a tropical storm (Kieu and Zhang
2009; Vigh and Schubert 2009). Outside the radius of maximum winds, convergence and
high winds are dominant; inside the radius of maximum winds there is subsidence, high
winds, and high vorticity (Vigh and Schubert 2009). Also, the mean inner-core vertical
velocity is maximized prior to RI, and the divergence in the convective region shows
4

low-level convergence and upper-level divergence (Rogers 2010; Zhang et al. 2012).
However, Zhang et al. (2012) also found an increase in vertical velocity after RI. The
eyewall replacement cycle is thought to also play a role in governing RI leading to
intensity and structure changes (Sitkowski et al. 2012). During an eyewall replacement
cycle, the inner-eyewall is replaced as the outer-eyewall contracts and collapses, resulting
in storm growth (Sitkowski et al. 2012).
2.1.2

Thermodynamic Variables
There is a contrast in the 10-m field between air-sea temperature and humidity

suggesting strong sensible and latent heat fluxes before RI (Zhang et al. 2012). Studies
have shown that latent heat release in a weak shear environment, with warm ocean waters
allowing for an increase in convection and rainfall, resulted in rapid deepening of tropical
cyclones (Kieu and Zhang 2009; Vigh and Schubert 2009; Rogers 2010). Sitkowski and
Barnes (2009), showed that RI of Hurricane Guillermo (1997) had increased deep-layer
tropospheric shear, defined from 200–850-hPa and calculated at 200–800-km from the
tropical-cyclone center, warmer SSTs, and high relative humidity between 850–750-hPa.
It was noted that there was not a considerable difference in the temperature and specific
humidity in the stages of RI; but, the mixed layer was slightly shallower and the relative
humidity was higher in the eyewall during RI (Zhang et al. 2012). Inner-core diabatic
heating increased toward the storm-center on average, becoming more responsive to
heating as intensity increased (Vigh and Schubert 2009). Gao and Chiu (2010) found that
surface latent heat flux is at a maximum to the right of the tropical-cyclone track (Gao
and Chiu 2010) and the principal energy source comes from the extraction of latent heat
5

from the ocean in the inflow and its release through the upward branch of the secondary
circulation with the eyewall (Simon et al. 2010).
The role sea surface temperatures (SSTs) play on tropical cyclone intensification
has been examined extensively over the past 50+ years. It has been found that the system
is much more complex than SSTs alone, but SSTs do provide an upper bound on the
storm intensity (Evans 1993; DeMaria and Kaplan 1994). Evans (1993) suggested SSTs
are not a dominant factor for determining either instantaneous or actual maximum
intensity, while DeMaria and Kaplan (1994) suggested factors such as vertical shear or
response of the ocean to the storm are probably more important. The relationship is due
to pressure reduction resulting in lifting moist air adiabatically to the tropopause in the
eyewall, and then subsiding back to the surface in the eye (DeMaria and Kaplan 1994).
The upper-bound on intensity is based on SST, relative humidity in the boundary layer,
and the temperature in the outflow layer of the tropical cyclone (DeMaria and Kaplan
1994). Previous studies also showed the relationship is non-linear as the maximum
intensity increases rapidly for increasing SSTs (DeMaria and Kaplan 1994).
The previous dynamic and thermodynamic studies have shown that divergence
and vorticity, diabatic heating or vertical motion within the core, vertical shear, inertial
stability, and surface sensible and latent heat flux are important for RI of tropical
cyclones. When upper-level divergence increases, it results in surface convergence and
upward vertical velocity increasing. They lead to increased convection and rainfall
within the core, suggesting an increase in subsidence within the eye, resulting in faster
wind speeds and lower central pressures, resulting in RI. Near-surface equivalent
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potential temperature, high surface moisture, and an increase in mixing ratio, have also
been found to increase during RI (Smith and Montgomery 2012).
2.2
2.2.1

Forecast Methods
Statistical Multivariate Linear Regression Techniques
In 1991, the statistical hurricane prediction sheme (SHIPS) was presented,

combining SSTs and synoptic information with climatology and persistence, to produce
an intensity forecast for the Atlantic basin. The model uses a standard multivariate linear
regression technique. SHIPS forecasts are verified at the end of every hurricane season
and changes to the predictors are made almost ever year (DeMaria et al. 2005). The
changes to the predictors are based on statistical significance from an F-test on an
ANOVA of each predictor (DeMaria et al. 2005). All the predictors must have been
significant at the 1% level for at least one forecast period (DeMaria et al. 2005). New
predictors are added if they pass the same significance test and there is a physical reason
for the need to add them (DeMaria et al. 2005). According to the National Weather
Service Southern Region’s overview of the National Hurricane Center (NHC) prediction
models (2006), there are 12 primary predictors. These include: current storm intensity,
day of the year, intensity change in the previous 12 hours (persistence), east–west
component of storm motion, divergence at 200-hPa, difference between current storm
intensity and an estimate of the maximum possible intensity (intensification potential),
vertical shear of horizontal wind in the 850–200-hPa layer, average 200-hPa temperature,
average 850-hPa vorticity, average 500–300-hPa relative humidity, and predictors from
satellite observations from the GOES infrared imagery.

7

Kaplan and DeMaria (2003), attempted to determine if the RI mechanisms
proposed from previous studies could be confirmed for a larger dataset. Results showed
that RI cases, in both the Atlantic and Pacific Basins, were further from their maximum
potential intensity, developed in warmer waters, had high lower-tropospheric relative
humidity, low vertical shear, and a more easterly upper-tropospheric flow (Kaplan and
DeMaria 2003; Shu et al. 2012). A statistical technique for estimating the probability of
RI was developed comparing the magnitudes of persistence, sea surface temperatures,
low-level relative humidity, vertical shear, and intensification potential to previously
determined RI thresholds (Kaplan and DeMaria 2003). Kaplan et al. (2010) revised the
RI index (RII) and found the upper-level divergence, vertical wind shear, and persistence
was more important in the Atlantic basin (Kaplan et al. 2010).
Dynamical models used to forecast tropical-cyclone intensity are available, but
their resolution constraints, poor initialization, and insufficient parameterizations of
small-scale processes do not allow them to simulate the inner-core of a tropical cyclone
effectively (Sampson et al. 2011). Statistical forecast aids for tropical cyclone intensity
are available. Sampson et al. (2011) constructed a deterministic RI aid based on the RI
index probability thresholds (RAPID) and a five member consensus of the GFDI, DSHP,
LGEM, HWFI, and GFNI models (IVCN). The sample size was limited but did
outperform other consensus aids (Sampson et al. 2011). The research determined that
when using a 40% probability threshold for RI, a 4% reduction in mean forecast errors is
produced when the IVCN and RAPID are combined (Sampson et al. 2011).

8

2.2.2

Forecast Trends
DeMaria et al. (2007) examined the long-term trends in intensity forecasts for the

active tropical-cyclone basins to determine if any area has had improvement in the last
two decades. The intensity forecasts are evaluated in terms of mean absolute error
(MAE). MAE is the difference between forecasted 1-min maximum sustained winds and
from the post-analysis “best track” (DeMaria et al. 2007). To help account for year-toyear variability in forecast difficulty, a new metric, variance reduction, based on reducing
the variance of the observed intensity changes was introduced to evaluate intensity
forecasts (DeMaria et al. 2007). Using variance reduction resulted in marginal
improvement in the MAE for the Atlantic and western North Pacific basins (DeMaria et
al. 2007). For the operational intensity forecasts for a 5-year period, errors with the
statistical models were compared with the input from climatology and persistence
(DeMaria et al. 2007). This showed there has been modest improvement for the Atlantic,
and the predictors were skillful out to around 72-hrs, but the MAE forecast skill for
intensity is below 30% (DeMaria et al. 2007).
A similar study was done by Elsberry et al. (2007), which documented intensity
guidance errors for the Atlantic and eastern North Pacific tropical cyclones during the
2003–2004 seasons. The storms were evaluated during three intensity phases to provide
guidance to forecasters: the accuracy of the forecasting of formation stage to a named
tropical storm; early intensification after becoming a tropical storm (subcategory of decay
and reintensification); and the decay phase (Elsberry et al. 2007). For the intensification
forecast, the SHIPS and DSHIPS (dynamical model) did not predict the RI cases in
advance; however, the Geophysical Fluid Dynamics Interpolated model (GFDI) did
9

predict some (Elsberry et al. 2007). The GFDI and Geophysical Fluid Dynamics ModelNavy Interpolated model (GFNI) had large numbers of decaying storms when the tropical
cyclones were actually intensifying (Elsberry et al. 2007). The errors with the models
suggest the models do not forecast the life-cycle of the RI tropical cyclone well (Elsberry
et al. 2007).
Rozoff and Kossin (2011) suggested models should try to capture when a storm
is beginning to get sufficient inner-core organization. They presented two new prediction
models based on logistic regression and Bayesian principles for RI and evaluated their
skill in comparison to the SHIPS-RII model. Dependent testing suggested that both
models had forecast skill similar, but superior to the SHIPS-RII model (Rozoff and
Kossin 2011). When the models were combined into a 3-member ensemble, the forecast
skill was superior to any of the models examined individually (Rozoff and Kossin 2011).
The highest Brier skill score in the Atlantic basin for the RI threshold ensemble of 25-kts
in a 24-hr period was about 25%, 30-kts in a 24-hr period was about 20%, and 35-kts in a
24-hr period was about 18% (Rozoff and Kossin 2011).
2.3

Research Objectives
DeMaria and Kaplan (1994) suggested that while estimates of large-scale

predictors during a forecast period could be improved, a statistical model would never be
able to adequately resolve storm-scale effects. This is due to coarse predictors using the
geostationary satellite channels (Rozoff and Kossin 2011). Although the RII uses largescale predictors, this model has a Pierce skill score below 20%, suggesting that more
detailed inner-core information is necessary to improve the skill of intensity models
(Kaplan et al. 2010). However, a study done by Rozoff and Kossin (2011) found that the
10

coarse predictors using passive microwave imagery from geostationary satellites were
able to improve statistical intensity forecasting with preliminary results using a logistic
regression model. This indicates that the microwave-based predictors add skill to
predicting RI (Rozoff and Kossin 2011). Thus, it is believed that simple statistical
techniques, with the data available, provide the capability of enhancing RI prediction
(Rozoff and Kossin 2011). Literature has also suggested a need for more advanced
statistics, such as an artificial intelligence technique (DeMaria and Kaplan 1999; Kaplan
and DeMaria 2003; Gao and Chiu 2010).
In response to the contradiction of using large-scale predictors and forecast
techniques in previous literature, this research aims to identify the large-scale synoptic
variables, using spatial statistical techniques, to distinguish RI and non-RI tropical
cyclones, as well as implement an artificial intelligence technique, support vector
machine classification, to:
1. resolve differences among the RI versus non-RI tropical cyclones and
2. enhance prediction of RI in the Atlantic Basin.

11

CHAPTER III
METHODOLOGY

3.1

Data
NASA Modern Era-Retrospective Analysis for Research and Applications

(MERRA) data was obtained for the tropical cyclone cases from 1979–2009. The data
are open-source and were acquired as part of the activities of NASA's Science Mission
Directorate, and are archived and distributed by the Goddard Earth Sciences (GES) Data
and Information Services Center (DISC) (Rienecker et al. 2011). The MERRA model
uses a GEOS-5 data assimilation system that includes modern observing systems in a
climate framework (Rienecker et al. 2011; Lucchesi 2012). The GEOS-5 data
assimilation system implements Incremental Analysis Updates (IAU), which adjusts the
model states toward the observed state (Rienecker et al. 2011; Lucchesi 2012). The
model physical parameterizations have also been tested and evaluated in a data
assimilation context, which reduces the shock of adjusting the model (Rienecker et al.
2011; Lucchesi 2012). The NASA MERRA data are global and available over oceans
where RI occurs. Since this research focuses on variables at the synoptic scale, this
model has reasonable resolution. The surface data are provided on a 1/2° x 2/3°
(latitude/longitude) global grid and the pressure-level data are provided on a 1.25° x
1.25° (latitude/longitude) grid. The data includes 25 vertical pressure levels from
1000- to 100- hPa for geopotential height (m), temperature (K), horizontal (u) and
12

vertical (v) wind components (ms-1), specific humidity (kg kg-1), and pressure vertical
velocity (ω) (Pa s-1). Additionally, one-dimensional variables including SST (skin
temperature) (K), 10-m winds (ms-1), 2-m winds (ms-1), 2-m specific humidity (kg kg-1),
2-m temperature (K), MSLP (Pa), tropopause pressure (Pa), and tropopause specific
humidity (kg kg-1) were obtained. These variables allowed for calculation of the
thermodynamic variable potential temperature, and synoptic variables divergence and
vorticity.
Variables were extracted on a 15 x 11 latitude/longitude grid centered on the
lowest mean sea-level pressure grid point in each storm (hence the data were stormcentric). The area of interest covers a large area of the North Atlantic basin (figure 3.1).
RI is defined as a decrease in pressure of 25-hPa in 24-hrs which is based on 95% biascorrected and accelerated bootstrap confidence intervals using the largest 24-hr pressure
changes (Mercer and Dyer 2011). The greatest intensity of each storm in the NHC
database from 1979–2009 was identified, and the data were obtained for 24 hours prior to
the maximum intensification of each storm. Using the previously discussed definition,
storms were separated into RI and non-RI classes, yielding 76 RI events and 265 non-RI
events (one non-RI was removed due to boundary issues). The distribution of maximum
intensification found for each storm type (RI and non-RI) is shown in figure 3.2 below.
Once these events were established, the MERRA grid point nearest the NHC-defined
storm center of each event (24-hrs prior to greatest intensification) was used as the center
of the study domain for the given event.

13

Figure 3.1

North Atlantic Basin Domain.

Dimensions on MERRA website: -118W, 58N, -10S, -11E
(http://disc.sci.gsfc.nasa.gov/mdisc)

Figure 3.2

Distribution of the maximum intensity for both RI (left) and non-RI (right)
datasets.

As expected, the non-RI dataset did not contain any category 4 or 5 storms. Category 0
represents tropical storms.
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3.2
3.2.1

Methods
Interpolation
Since the MERRA surface and upper-level data were on different grids, and

composite analysis required individual storms to maintain the same magnitude and
consistency throughout the atmospheric column, interpolation was needed. Barnes’
analysis method was performed to get the surface data on the same grid as the upper-level
data (Barnes 1964). Barnes’ method takes the old data points and creates a new data
point using great circle distance from the old point:
𝜑2− 𝜑1

d(λ, φ) = √𝑠𝑖𝑛2 (

2

) + cos(𝜑1 ) cos(𝜑2 )𝑠𝑖𝑛2 (

𝜆2 −𝜆1
2

)

(3.1)

Once these distances have been established, they can be weighted using an inverse
distance equation:

𝑥𝑛𝑒𝑤 =

2
∑𝑒 (−𝑑 (𝜆,𝜑)/κ)𝑥𝑜𝑙𝑑
2
𝑒 −𝑑 (𝜆,𝜑)/κ

(3.2)

where κ is based on the average distance between the grid points. This standardization
included normalizing by variable and by vertical level.
3.2.2

PCA
This study is divided into two phases. The first phase determined the large-scale

synoptic variables that yield the largest, statistically significant differences between an RI
and non-RI tropical cyclone through the use of spatial statistical analysis techniques. It
began with an elegant approach to capture variability within the synoptic-scale variables,
rotated PCA (RPCA) (Mercer et al. 2012). RPCA is a linear analysis technique that
reduces the dimensionality by transforming the original dataset into a new dataset of
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linear combinations in order of decreasing variability explained. The rotated principal
components (RPC’s) are uncorrelated and represent the largest variances within the
dataset where the linear combinations of the original data (new variables) are the PC’s
(Wilks 2011).
PCA is often used to identify the most common patterns of the dataset based on
observations. The PCA equation is:
𝒁 = 𝑭𝑨𝑇

(3.3)

where Z is the standardized anomaly matrix of the data, F is the PC scores matrix, and A
is the PC loadings matrix (Mercer et al. 2012).
In order to evaluate the RPCA model, the standardized anomaly matrix, Z, was
formulated for both the full RI and non-RI datasets (Mercer et al. 2012). Second, a
correlation matrix on the anomaly matrix was found via:

𝑹=

𝒁𝑇 𝒁
𝑛−1

(3.4)

which correlates the RI and non-RI events within Z with themselves. This means all the
standardized variables have equal variance. A correlation matrix was used over a
covariation matrix since the units of the different MERRA variables used were largely
dissimilar (Wilks 2011). This study was interested in relationships among the time
observations (events), so the correlation matrix was formulated using a T-mode approach
as outlined in Richman (1986).
Third, to achieve decreasing variance, the new uncorrelated data were projected
onto a coordinate system that is orthogonal and points in the direction of maximum
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variability found in the individual datasets. The eigenvalues and eigenvectors were
computed using:
𝑹 = 𝑽𝑫𝑽−1

(3.5)

where V is the eigenvector matrix; and D is an eigenvalue matrix, which represents the
degree to which each new eigenvector contributes to the total variability of R (Mercer et
al. 2012). The resulting eigenvector matrix, V, created a new coordinate system that
points to the maximum variability in individual RI and non-RI datasets (Mercer et al.
2012). Only the eigenvalues with the most variability were used to create the loading
matrix using:
𝑨 = 𝑽𝑫0.5

(3.6)

The largest eigenvalue represents the greatest variability explained of the original RI and
non-RI datasets and becomes the first PC (Mercer et al. 2012). The loadings are the
patterns of variation (Wilks 2011). They represent the spatial patterns (exhibited by the
eigenvectors) of the RI and non-RI datasets. The subsequent eigenvalues decrease in
magnitude and describe lower variability. Because of the strict orthogonality of
eigenvectors, the exact orientation of those associated eigenvectors (spatial patterns) may
not truly point in the direction that has the most physically meaningful depiction of the RI
and non-RI datasets (Mercer et al. 2012).
Fourth, to achieve the desired locality, the PC coordinate system was rotated
using varimax PC rotation, which is a commonly used method for PC analysis conducted
for the purpose of interpretation (Richman 1986). Rotating the loadings allows the
coordinate system to be pivoted to a more optimal system that better matches the physical
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nature of the data. The caveat, however, is the resulting loadings matrix (still a linear
combination of the original RI and non-RI datasets) now has the largest variations
distributed among the loadings, so that they are no longer in decreasing order of variance
explained (Wilks 2011). Some of the strict orthogonality and un-correlation is lost.
Several studies have shown RPCA’s relevance over traditional unrotated PCA (Richman
1986, Mercer et al. 2012, others). To determine the number of RPC’s to keep (truncation
point), a congruence test was performed. A congruence test is a way to quantitatively
compare the spatial patterns of the loading matrix (Richman and Lamb 1985). It
measures pattern and magnitude similarity of the two datasets which corresponds to the
cosine of the angular separation between the loadings (Richman and Lamb 1985). This is
done to try to maximize the dissimilarity of the two loading patterns, which cannot
always be represented by a correlation coefficient (Richman and Lamb 1985). For this
research, the congruence coefficient was marked as presenting a strong relationship for
any value greater than 0.81. Using this truncation point, 4 RPC’s were kept for the RI
dataset and 3 RPC’s for the non-RI dataset, with the variance explained for each dataset
shown in Table 3.1.
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Table 3.1

Variance explained for each RPC for the RI and non-RI datasets.
RPC
1
2
3
4

RI Loadings

Variance Explained
0.14
0.12
0.064
0.048

Non-RI Loadings

RPC
Variance Explained
1
0.16
2
0.085
3
0.063
Variance explained represents how much each spatial pattern for each storm type is
represented within the individual datasets.
3.2.3

Cluster Analysis
The loadings provide a measure of match between the uncorrelated RPC score

matrix and the original anomaly matrix Z, so that events with similar loading vectors
should have similar spatial characteristics. However, these patterns can be difficult to
interpret when doing T-mode RPCA, so the events were clustered based on their RPC
loading vectors (Mercer et al. 2012). Cluster analysis is a quantitative way to separate
data into groups based on the degree of similarity or differences within each individual RI
and non-RI dataset (the spatial patterns) (Wilks 2011). The groupings provide physical
bases for the observed structures in the two datasets, becoming a more representative
profile of the atmosphere (Mercer et al. 2012). Hierarchical clustering was utilized in the
formation of the groups by merging one pair from the collection of previously defined
groups (Wilks 2011). This is done by finding two groups that are closest in hierarchical
space and combining them into a new group (Wilks 2011). The goal is to minimize the
difference between clusters of similar structure and maximize the difference between
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clusters different in structure (Wilks 2011). To achieve the goal, complete-, single-,
centroid-, and average- linkage were all tested; however, Ward’s minimum variance
method ended up producing the best results as the others were strangely grouped. This
may be because complete-, single-, centroid-, and average- linkage use Euclidean
distance measures, but literature has suggested Euclidean distance could be a poor choice
if the elements of the data vectors contain unlike variables with different units (Wilks
2011). Since both the RI and non-RI RPC loadings were scaled, perhaps the results
shown in figure 3.3 and 3.4 are simply just a reflection of the Euclidean distance structure
of the loadings.

Figure 3.3

Dendrograms for the loadings produced using average-linkage for RI (a)
and non-RI (b) as well as single-linkage for RI (c) and non-RI (d).

No clear clustering pattern emerged.
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Figure 3.4

Dendrograms for the loadings produced using complete-linkage for RI (a)
and non-RI (b) as well as centroid-linkage for RI (c) and non-RI (d).

No clear clustering pattern emerged.
Ward’s method, however, does not use the Euclidean distance matrix; instead, it
starts with n single-member groups, and merges two groups at each step until all the data
are in a single group after n-1 steps (Wilks 2011). The pair merging is based on the
minimum sum of squared differences between points and the centroids of their respective
groups, summed over the resulting groups (Wilks 2011). The total number of clusters
represented the total number of RI and non-RI composites (Mercer et al. 2012).
Figure 3.5 shows the dendrograms produced using Ward’s method for the RI and non-RI
datasets. There were found to be 4 RI clusters and 8 non-RI clusters. These events were
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averaged, to yield composite maps of different types of RI and non-RI scenarios. This
process was done for both the RI and non-RI datasets, yielding fully three-dimensional
atmospheric composites of the synoptic-scale structure for each type of intensification
scenario.

Figure 3.5

Dendrograms for the loadings produced using Ward’s method for RI (left)
and non-RI (right).

Arrows are drawn to point out clear clustering patterns that emerged for both datasets,
resulting in 4 RI clusters and 8 non-RI clusters.
Using the Grid Analysis and Display System (GrADS) (Doty 1995), each
composite was subjectively analyzed to determine how the RI and non-RI storms
appeared synoptically different. The composites were analyzed for differences in
structure, organization, value and the appearance of common tropical-cyclone features
(such as the inflow and outflow regions). The analysis was to determine whether RI and
non-RI tropical cyclones were different synoptically, and visualize how different they
actually were. Latitudinal cross-sections for relevant variables were also made to allow
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for the full 3-D visual over the storm-center. This allowed for better structural features to
be seen.
3.2.4

Hypothesis testing
Once the variables that appeared synoptically different were found, to determine

those which were most relevant for RI, hypothesis testing was performed on the variables
to determine statistical significance. The subject of the test used the raw NASA MERRA
data. The null hypothesis, H0, was the means from the two datasets (RI and non-RI) are
equal. The alternative hypothesis, HA, was that H0 is not true, and the RI and non-RI
datasets are statistically different for a given variable. A permutation test was used in this
study as it is distribution dependent. The permutation test resample’s the two datasets by
placing them into one dataset; then compares the differences from within this new dataset
to differences within the individual RI and non-RI datasets. These differences were
considered similar if the datasets have similar means (close to the true values of the
individual RI and non-RI datasets). The pooled groupings (permutations) are taken as
samples from the pool and are drawn with replacement. For each of the pairs of samples,
the test statistic was computed and the results formed a null distribution against the
observed test statistic (Wilks 2011). The number of times the permutation mean
difference (the pooled difference) exceeded the original mean difference was divided by
the number of permutations (2000), yielding a p-value. If the p-value was less than the
rejection threshold of 5% (0.05), the null hypothesis was rejected. This gave a 95%
confidence that the null hypothesis could be rejected.
Results from the hypothesis test showed which of the meteorological variables are
statistically significant and represent good distinguishers between RI and non-RI cases.
23

The prediction variables chosen from the results of the permutation test were used as
input in phase two of this research.
3.2.5

Support Vector Machines
Phase two of this research tried to generate a forecast of RI with an artificial

intelligence model using the results of phase one as input. Support vector machines
(SVM) are learning systems that use a hypothetical space of linear functions in a high
dimensional space (Cristianini and Shawe-Taylor 2000). Using support vector
classification allows for a way to separate classes of data by optimizing the margin of
separation (generalization) bounds (Cristianini and Shawe-Taylor 2000). SVM tries to
maximize the margin (hyperplanes) between groups which is similar to a decision line in
linear regression (Mercer et al. 2009). The system learns and adjusts the margin as you
input more data into the system. For higher dimensional spaces that are non-linear, the
SVM uses a non-linear kernel function to project the original data (in this case the raw
MERRA data of the variables chosen from the composite analysis) to a new hyperspace;
where the data have a linear relationship, and then separate the variables by hyperplane.
In this new hyperspace, points used in the formulation of the margin of separation are the
support vectors. The fewer support vectors, the more separation capability the data
theoretically posses.
To begin the process of generating a SVM algorithm, the edges of the prediction
variables dimensional space had to be cut so that the variables matched the dimensions of
the 500-hPa vorticity which were extracted from GrADS. GrADS uses centered finite
differencing when estimating derivatives (e.g. for computing divergence and vorticity).
The vorticity derivative cannot be calculated directly; therefore, it is estimated by
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comparing the slope. Along the edges, the algorithm does not have enough data for
calculating the slope, so it shows up as missing data and is removed. The variables are
storm-centric and on a 13 x 9 (latitude/longitude) grid. To keep the other variables on the
same grid, they were manually cut by removing the 1st and 15th column and the 1st and
11th row for each variable dataset.
After the prediction variables dimensional space matched, another RPCA was
performed on the raw data of the prediction variables. The variables of both RI and nonRI events were combined to produce one large dataset in order to represent variability
structure of both types simultaneously (for prediction purposes). The research is now
focused on choosing the values of decreasing variance in the dataset. First, the
standardized anomaly matrix, Z, was formulated and a correlation matrix was computed
using a S-mode approach (based on the gridpoints). This is due to the desire to represent
the entire spatial field of each variable as a predictor for the SVM. The eigenvalue and
eigenvector matrices, D and V respectively, were computed to find the new coordinate
system pointing in the direction of maximum variability. The coordinate system was
rotated using varimax PC rotation to achieve the desired locality and optimize the
direction of maximum variability that truly represents the predictor dataset. Last, the
score matrix, F, was found. The score matrix relates the RPC loading maps to the
original cases, effectively representing three dimensional fields as single values based on
their match with the underlying RPC loadings. There were 7 PC scores which were used
in two models: logistic regression and support vector machine classification.
Bootstrapping is another non-parametric test, used to maximize the results of the
statistical modeling. A bootstrap method is a resampling procedure that resample’s with
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replacement (Wilks 2011). The original data are placed into a pool, pulled, and placed
back into the pool, which was completed 1000 times (for this research), allowing for a
true sampling distribution of the dataset (Wilks 2011). For both types of models, the
models were trained on the data and not the cases, leading to the dataset being broken
down into 85% for training (290 cases) and 15 % for testing (51 cases). The training and
testing sets used were both bootstrapped to provide the confidence intervals for different
contingency statistics.
Since the dataset is non-linear by nature, a logistic regression model was used
first. Traditional (linear regression models), probability forecasts are produced by
transforming the predictand to binary variables (Wilks 2011). For logistic regression, the
regressions are fit to binary predictands using the log-odds link function (Wilks 2011).
This allows for properly bounded probability estimates (Wilks 2011).
Second, the SVM model was generated. A series of experiments were needed,
using different kernel and cost functions, to determine which provides the largest
discrimination ability (Mercer et al. 2009). In order to use the non-linear variables in a
linear machine, going from a seven dimensional space into an infinite hyperspace, a
kernel function is needed (Cristianini and Shawe-Taylor 2000). The kernel function
introduces non-linearity by projecting the original dataset into the higher dimensional
hyperspace (Cristianini and Shawe-Taylor 2000). After projection, the optimal margin of
separation is determined using a quadratic programming optimization method. This
computation is modified by the cost function by changing the weight of each observation
on the formulation of the margin based on its proximity to the margin. This in turn can
affect the number of support vectors. Generally speaking, the better the model is at
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separating the two inputs, the smaller the number of support vectors (Mercer et al. 2009).
For this research, several kernel and cost functions were tested to try to find the best
hyperspace and margin to separate the two types of cases (RI and non-RI) for the specific
variables being used as the predictor variables. The same dataset was used for prediction
to ensure that only the kernel and cost functions were being altered and not the variables
during the bootstrap. Two common kernel functions used are polynomial and radial
basis. Both were experimented with. For the polynomial:
𝑘(𝑥, 𝑦) = (𝛾𝑥 ′ 𝑦 + 𝑐𝑜𝑒𝑓(0))

𝑑𝑒𝑔𝑟𝑒𝑒

(3.7)

different degrees were tested including ½, 1, 2, 3, and 4. The radial kernel:
2)

𝑘(𝑥, 𝑦) = 𝑒 (−𝛾|x−y|

(3.8)

has a default degree of 1. Each kernel was tested against four different costs: 1, 10, 100,
and 1000.
The output of both algorithms produced a contingency table. Probabilities less
that 0.5 were assigned a 0, everything else was assigned a 1. The contingency table was
used to obtain the false alarm ratio (FAR), Heidke skill score (HSS), probability of
detection (POD), and the Bias statistic reports for the 25 testing options (Wilks 2011).
The results of these experiments are provided in Chapter 4.
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CHAPTER IV
RESULTS

4.1

RI and non-RI Composites
After running cluster analysis, the map types of RI’s and non-RI’s were

subjectively analyzed for differences in their synoptic-scale structures. Using previous
literature as support for decisions on which variables to assess, Table 4.1 shows those that
were chosen. Additionally, cross sections, keeping latitude constant, of the entire
atmospheric column, 1000–100 hPa, were made for ω and 1000–850 hPa cross sections
were made for potential temperature and specific humidity, since these levels are
considered the most crucial for tropical-cyclone sustenance and formation.
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Table 4.1

Variables chosen for composite analysis.

Variable

Level(s)
(hPa)

MSLP

1000

Temperature
Potential
temperature
Pressure
Vertical
Velocity
U and V
Winds

1000–200
1000–200
1000–200
1000–200

Specific
Humidity

1000–200

Vorticity

700–200

Divergence

200

References
Kaplan and DeMaria 2003, DeMaria et al. 2005, Sitkowski and
Barnes 2009, Vigh and Schubert 2009, Rappin et al. 2011, Shu et. al
2012
Evans 1993, DeMaria and Kaplan 1994, DeMaria 1996, Kieu and
Zhang 2009, Sitkowski and Barnes 2009, Vigh and Schubert 2009,
Rogers 2010, Simon et al. 2010, Zhang et al. 2012
Sitkowski and Barnes 2009, Mercer and Dyer 2012, Smith and
Montgomery 2012
Merrill 1988, Sitkowski and Barnes 2009, Vigh and Schubert 2009,
Rogers 2010, Simon et al. 2010, Rappin et al. 2011, Zhang et al. 2012
Kaplan and DeMaria 2003, DeMaria et al. 2005, Kaplan 2010, Mercer
and Dyer 2012, Smith and Montgomery 2012
Kaplan and DeMaria 2003, DeMaria et al. 2005, Sitkowski and
Barnes 2009, Simon et al. 2010, Shu et. al 2012, Smith and
Montgomery 2012, Zhang et al. 2012
DeMaria 1996, DeMaria et al. 2005, Vigh and Schubert 2009, Rogers
2010, Simon et al. 2010, Zhang et al. 2012
Merrill 1988, Molinari and Vollaro 1990, DeMaria et al. 2005, Wang
and Zhou 2008, Sitkowski and Barnes 2009, Kaplan et al. 2010,
Rogers 2010, Simon et al. 2010, Rappin et al. 2011, Zhang et al. 2012

The variables selected, in combination with the number of clusters of each
intensification type, yielded over 200 possible composite fields. To summarize some of
the key results, the results from cluster 3 of RI and non-RI are provided. The remaining
results are summarized in the text below. Occasionally, to clarify results, an additional
cluster composite is provided.
For divergence at 200 hPa (figure 4.1), both RI and non-RI storms had gradients;
however, the majority of the RI clusters had tighter gradients and slightly higher values.
For the majority of the RI clusters, the outflow was positioned over the storm-center, with
maximum values ranging from 2x10-5 to 2.5x10-5 s-1; and for the non-RI clusters, the
outflow was positioned over the top-right section of the composites with maximum
values ranging from 5x10-6 to 2.5x10-5 s-1 (two of the clusters had values this high).
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These results were expected, even though they do not follow the previous literature,
because the data are from 24-hrs prior to RI (a majority of the previous literature looked
at RI while or after it occurred). Divergence is an effect of intensification and not a
cause; therefore, a time-delay is to be expected, especially for RI, due to eyewall
replacement. In cases where non-RI values are comparable, they are not necessarily
weak tropical cyclones, but are just not undergoing intensification rapidly; therefore, they
may have strong values of divergence (as seen in the right panel of figure 4.2).

Figure 4.1

Divergence at 200 hPa for RI cluster 3 (left) and non-RI cluster 3 (right).

Highest value and stronger gradient for RI cluster.
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Figure 4.2

Divergence at 200 hPa for RI cluster 2 (left) and non-RI cluster 5 (right).

Both have values around 2.5x10-5 s-1 suggesting an intense non-RI.
For ω (figure 4.3 and 4.4) at 700-, 500-, and 200- hPa, the RI cases are dominated
by upward vertical velocity (UVV), where the non-RI cases have greater areas of
subsidence. RI cluster composites show tighter gradients in the mid-levels. Also, around
700 hPa, the non-RI’s composites begin showing signs of shifting from storm-center
towards the right. This is more evident in cross sections (e.g. Fig. 4.5). The specific
values of UVV were comparable in the majority of the levels. At 1000 hPa (figure 4.3),
the maximums ranged from -0.022 to -0.03 Pa s-1 for both the RI and non-RI. At
700 hPa, the max values ranged from -0.14 to -0.3 Pa s-1 for both the RI and non-RI.
At 500 hPa, the maximum values ranged from -0.2 to -0.35 Pa s-1 for both RI and non-RI
storms. At 200 hPa, the greatest differences in UVV were present with the max values
ranging from -0.05 to -0.15 Pa s-1 for non-RI and from -0.2 to -0.35 Pa s-1 for RI. Cross
sections, keeping latitude constant, revealed the structure remains vertically stacked for
RI storms (figure 4.5). UVV values are weaker for the majority of non-RI clusters and all
of the structures are vertically tilted. This would result in inhibition of the moisture
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source through the inflow region, and could indicate shear is present for the non-RI
tropical storms.

Figure 4.3

Pressure vertical velocity cluster 3 1000 hPa RI (a) non-RI (b), 700 hPa RI
(c) non-RI (d).

UVV in storm-center for RI and non-RI tropical cyclones near the surface with shifting
beginning at 700 hPa.
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Figure 4.4

Pressure vertical velocity cluster 3 500 hPa RI (a) non-RI (b), 200 hPa RI
(c) non-RI (d).

There is UVV in storm-center for RI tropical cyclones, whereas the non-RI cases are
showing shifting towards the right of storm-center.

Figure 4.5

Pressure vertical velocity cluster 3 1000–100 hPa RI (left) non-RI (right).

A tilted structure for the non-RI cluster composites, while the RI’s are vertically stacked
and have stronger values of UVV over storm centers.
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For specific humidity (figure 4.6) at 1000 hPa, a dry slot can be found in the
center of three of the four RI clusters, while only cluster 6 had the dry slot for the non-RI
clusters. The non-RI’s maximum values ranged from 0.015 to 0.018 kg kg-1, while all
RI’s have values greater than 0.018 kg kg-1. At 700 hPa, both the RI and non-RI cases
show organization around the storm-center, where the highest values are over the stormcenter, and a steady inflow of moisture is present. Maximum values for both ranged from
0.0075 to 0.0085 kg kg-1. At 500 hPa (figure 4.7), non-RI values range from 0.0025 to
0.0045 kg kg-1; but for RI, all 4 clusters are approximately 0.004 kg kg-1. RI did exhibit
tighter gradients around the storm-center and strong moisture inflow, while the non-RI’s
has shifted from the storm-center towards the right of the composite. This could be an
indication of vertical tilting inhibiting the moisture source from the center of the storms.
This is also seen at 200 hPa. Maximum values range from 8x10-5 to 9x10-5 kg kg-1 for RI
and 5.5x10-5 to 9.5x10-5 kg kg-1 for non-RI. The dry slot, seen at the surface for RI
storms, could also be found in the latitudinal cross sections (figure 4.8). This may be
explainable by eyewall replacement processes.
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Figure 4.6

Specific Humidity cluster 3 1000 hPa RI (a) non-RI (b) and 700 hPa RI (c)
non-RI (d).

More moisture is available over storm-centers for RI tropical cyclones.
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Figure 4.7

Specific Humidity cluster 3 500 hPa RI (a) non-RI (b) and 200 hPa RI (c)
non-RI (d).

More moisture is available over storm-centers for RI tropical cyclones and shifting is
most noticeable beginning at 500 hPa.

Figure 4.8

Specific humidity cluster 3 1000–850 hPa RI (left) non-RI (right).

A dry slot for RI at the surface, and there are higher values of moisture available
throughout the atmospheric column.
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For temperature and winds at 1000 hPa, the RI cases show cooler temperatures
near the center of circulation, while non-RI cases show a similar feature, but are not as
well defined around the storm-center. This, also, could be explained by eyewall
replacement. At 700- and 500- hPa, both the RI and non-RI cases are similar in structure
and temperature, with maximum values at 700 hPa ranging from 279 to 283 K.

At

500 hPa, the non-RI range from 264 to 269 K and the RI clusters remain between 268 and
269 K. The winds, however, have a greater magnitude for the RI storms near the center
of circulation for nearly all levels. At 200 hPa, in 3 of the 4 RI clusters, there is slightly
more heat for the RI storms to access compared to the non-RI, with max values ranging
around 221 K for RI and 218 to 221 K for non-RI.
For potential temperature, many of the patterns are similar to that of temperature.
Figure 4.9 and 4.10 represent how these two variables’ composites show similar
synoptic-scale structure. Therefore, temperature is not considered for the models as
potential temperature is a function of temperature and is more representative of the
potential energy available to the tropical cyclones. There is less available energy in the
storm-center for the RI cases. This is in agreement with the composites seen for specific
humidity and temperature. Again, this may be due to eyewall replacement processes.
Since this research focuses on the synoptic scale, the eye cannot be fully resolved;
however, the process of eyewall replacement is larger than the eye itself, allowing for
evidence of this process to appear in the cluster composites. At 1000 hPa, values range
from 298 to 300 K, for both RI and non-RI with a cooler center for 3 of the 4 RI clusters,
while only cluster 6 for the non-RI’s showed this feature. At 700 hPa (figure 4.11),
values for non-RI range from 309 to 312 K and all of the RI’s are approximately 312 K.
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Differences can be seen, however, at 500 hPa. There was notable shifting from the
storm-center occurring for at least two of the non-RI cases (not shown), with the RI cases
remaining storm-centered for all four clusters. At 500 hPa, the RI’s are all approximately
327 K, while the non-RI’s range from 322 to 328 K. At 200 hPa, the non-RI’s range
from 345 to 351 K and the RI’s are approximately 351 K.

Figure 4.9

Temperature and Winds cluster 3 1000 hPa RI (a) non-RI (b); Potential
temperature cluster 3 1000 hPa RI (c) non-RI (d).

Cooler air and thus less potential energy available at the surface for RI tropical cyclones.
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Figure 4.10

Temperature and Winds cluster 3 200 hPa RI (a) non-RI (b), Potential
temperature cluster 3 200 hPa RI (c) non-RI (d).

There are warmer temperatures and more available energy for a RI tropical cyclone to
access in the upper-levels.
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Figure 4.11

Potential temperature cluster 3 700 hPa RI (a) non-RI (b), 500 hPa RI (c)
non-RI (d).

There is slightly more available energy for a RI tropical cyclone to access in the midlevels.
The cross sections (figure 4.12) also reveal there is a lower value of potential
temperature for all of the RI cases near the storm-center, suggesting eyewall replacement.
However, majority of non-RI cases also have weaker values of potential temperature and
the gradient of changing potential temperature throughout the atmospheric column is
weak or non-existent. This could suggest an RI storm has more energy available. In
cluster 3 however, the gradient does appear for the RI and non-RI cases.
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Figure 4.12

Potential temperature cluster 3 1000–850 hPa RI (left) non-RI (right).

Areas of lower potential temperature near the RI storm center that could be indicative of
eyewall replacement processes. Consistent higher values of potential temperature
throughout the vertical structure for RI storms.
For vorticity (figure 4.13), both RI and non-RI cases showed a strong organization
in the cluster composites around the storm-center. Vorticity at the 700- and 500- hPa
levels had higher values of positive vorticity for the RI cases. At the 700 hPa level, the
RI cases revealed tighter gradients around the storm-center with maximum values
ranging from 0.001 to 7x10-5 s-1. The non-RI values of positive vorticity were between
3x10-5 and 9x10-5 s-1. At 500 hPa, RI values were around 9x10-5 s-1 while the majority of
the non-RIs were around 5x10-5 s-1. This suggests the RI tropical cyclones are
strengthening 24 hours prior, since vorticity is a cause of intensification. Potential
vorticity at 200 hPa had RI values around -4x10-5 s-1and the non-RI ranging from -2x10-5
to -4x10-5 s-1. In general, vorticity at 500 hPa showed the greatest distinction between the
two types of storms.
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Figure 4.13

Vorticity cluster 3 700 hPa RI (a) non-RI (b), 500 hPa RI (c) non-RI (d),
200 hPa RI (e) non-RI (f).

Higher values of positive vorticity in the center for RI cases.
For MSLP, figure 4.14, values and structure were similar for the majority of the
RI and non-RI cluster composites. The non-RI maximum values ranged from 1006 to
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1016 hPa and the RI values ranged from 1006 to 1008 hPa. Although the RI composite
for cluster 3 shows more organization and lower pressure around the storm-center, cluster
three was not the best representation of the RI and non-RI composites having similar
structures, but does provide a good representation of how the non-RI clusters looked
when they were not of similar structure. There were three total non-RI clusters of similar
synoptic structure to the one featured in the figure (right panel of figure 4.15) with a
pressure gradient around the storm-center. Five non-RI cluster composites had values of
the same magnitude.

Figure 4.14

MSLP cluster 3 RI (left) and non-RI (right).

The RI is more organized around the storm center.
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Figure 4.15

MSLP cluster 4 RI (left) and cluster 7 non-RI (right).

The RI and non-RI storms are both organized around the storm center with similar
magnitudes.
4.2

Permutation Test Results
Based on the results of the cluster analysis, divergence at 200 hPa, ω, specific

humidity, temperature, potential temperature, and vorticity were used in a permutation
test to determine which were the most statistically significantly different between the RI
and non-RI tropical cyclones. The results of the permutation test revealed which
variables should be used as predictors in the support vector machine algorithm. For
divergence 200 hPa, the areas of statistical significance remained to the left of the stormcenter (figure 4.17). This variable was not chosen as a predictor. Since the outflow is an
effect of any tropical system, and this research is trying to predict 24-hrs before RI, it was
believed this variable was not the best due to the time-lag influencing the results.
Figure 4.16 represents a RI and non-RI cluster composite and how these compare to the
permutation test results. Values for both composites had maximum values of
approximately 2.5x10-5s-1. The permutation test reveals the storm-center is not of great
statistical significance, but more towards the left. This could be a sign that divergence is
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increasing 24-hrs before RI, but the magnitude of the intensity has not quite caught up to
the storm-center.

Figure 4.16

Divergence at 200 hPa for RI cluster 4 (left) and non-RI cluster 2 (right).

Both have high values of outflow, but the non-RI is shifted from the storm-center. For
the RI, higher values of outflow to the left of the storm-center.

Figure 4.17

Permutation test results for divergence at 200 hPa.

P-values less than 0.05, gray/black, are considered statistically significantly different.
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When looking at vorticity at 500 hPa (figure 4.18) there were statistically
significant regions in the center of the composite. This would suggest that an RI storm is
spinning faster prior to RI compared to a non-RI’s spin staying at the same rate, or
slowing. Potential vorticity at 200 hPa also showed regions of statistical significance;
however, a shrinking diameter of the eyewall is known to cause intensification
(Sitkowski and Barnes 2009); therefore, only vorticity at 500 hPa was chosen as a
predictor for the SVM since the eyewall expands throughout the atmospheric column.

Figure 4.18

Permutation test results for vorticity at 200 hPa (left) and 500 hPa (right).

P-values less than 0.05, gray/black, are considered statistically significantly different.
To be thorough and confirm potential temperature and temperature were too
similar to both be used potential temperature and temperature were used in the
permutation test. Latitudinal cross sections further reveal the variables are nearly
identical (figure 4.19). Temperature was officially thrown out and potential temperature
was considered a predictor since it is more representative of the potential energy
available for the tropical cyclone to access.
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Figure 4.19

Permutation test results for temperature cross section 1000–900 hPa (left)
and potential temperature (right).

P-values less than 0.05, gray/black, are considered statistically significantly different.
It can be seen in the permutation test that in the upper-levels for potential
temperature (figure 4.20), the whole area is statistically significant in distinguishing
between the RI and non-RI cases, while in the lower levels, there are great areas of
statistical significance, except directly over the storm-center at 700 hPa. While at the
surface, both the RI and non-RI cases are similar. This variable was chosen as a predictor
in the SVM model for the lower levels. Taking into consideration previous literature,
cluster analysis composites, and results of the permutation test led to this decision. The
low-levels is where this energy enters the hurricane through the inflow, thus, it is
believed these differences are enough to distinguish between the RI and non-RI cases.
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Figure 4.20

Permutation test results for potential temperature at 200 hPa (a), 500 hPa
(b), 700 hPa (c), and 1000 hPa (d).

P-values less than 0.05, gray/black, are considered statistically significantly different.
Pressure vertical velocity (figure 4.21) had high statistical significance in the
center of the storm. This was expected based on the cluster composites having all of the
non-RI cases with vertically tilted structures, compared to the RI cases being vertically
stacked and exhibiting stronger UVV (figure 4.22). The areas where the two meet could
indicate the weaker areas of RI storms lining up with the strongest areas of non-RI
storms. This variable was also chosen as a predictor in the SVM model.
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Figure 4.21

Permutation test results for ω at 200 hPa (a), 500 hPa (b), 700 hPa (c), and
1000 hPa (d).

P-values less than 0.05, gray/black, are considered statistically significantly different.

Figure 4.22

Permutation test results for ω cross section 1000–100 hPa.

P-values less than 0.05, gray/black, are considered statistically significantly different.
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Specific humidity (figure 4.23) revealed the majority of the low-level structure to
be statistically significant. This variable is another cause of tropical cyclone formation.
The permutation test revealed the dry slot to not be statistically significant between an RI
and non-RI storm. The small area to the right in the latitudinal cross section (figure 4.24)
could represent the inflow location which would be common among all tropical cyclones;
however higher values are likely associated with an RI storm allowing for this area to be
statistically significant.

Figure 4.23

Permutation test results for specific humidity at 200 hPa (a), 500 hPa (b),
700 hPa (c), and 1000 hPa (d).

P-values less than 0.05, gray/black, are considered statistically significantly different.
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Figure 4.24

Permutation test results for specific humidity cross section 1000–900 hPa.

P-values less than 0.05, gray/black, are considered statistically significantly different.
Table 4.2

Permutation test results showing the percentage of significance for each
variable.

Variables
% Significance
Specific Humidity
46.0
Potential temperature
81.4
Divergence at 200hPa
11.1
Vorticity at 200hPa
17.9
Vorticity at 500hPa
33.3
Pressure Vertical Velocity
17.8
Temperature
81.5
Larger percentages suggest better discrimination ability regardless of height.
Table 4.2 shows the percent significance for all the variables, regardless of the
height, used in the permutation test. Combining the results of the cluster analysis and the
permutation test led to the variables chosen as predictors in the prediction models. The
variables believed to have the best discrimination ability were potential temperature at
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1000-, 925-, 850-, and 700- hPa, ω at 850-, 700-, 500-, and 200- hPa, specific humidity at
1000-, 925-, 850-, and 700- hPa, and vorticity at 500 hPa.
4.3

Support Vector Machines
The results of the SVM cross-validation experiments identified a kernel-cost

combination that yielded the greatest overall discrimination ability. Confidence intervals
provided the ability to compare the medians of the results. The best combination was
chosen if that confidence interval’s upper (or lower) limit was lower (or higher) than the
median of another confidence interval for a different test. For the POD confidence
intervals (figure 4.25), the median of both the 18th and 24th combination remained
around 0.4 compared to the logistic regression near 0.2. The upper limit for the 24th
combination was slightly below 0.8 and for the 18th around 0.5, comparing to the logistic
regression that is slightly above 0.4. The lower limit for both the 24th and the 18th was
slightly below 0.2 compared to the logistic at 0. This suggests the SVM may be doing
better at detecting RI tropical cyclones over the logistic regression model. For the FAR
(figure 4.26), looking at the 18th and 24th combinations, both medians were about 0.6,
compared to the logistic regression that is approximately 0.4. The upper limit for both
the 18th and 24th combination were approximately 0.8, while the logistic regression was
1. The lower limit for both the 18th and 24th combination were around 0.4, compared to
the logistic regression at 0. The HSS confidence intervals also confirmed (figure 4.27)
the 18th and the 24th combinations as the front runners. Both combinations had a HSS
median at or slightly above 0.3, compared to the logistic regression at 0.2. The upper
limits for the 18th and 24th were approximately at or above 0.5 and the logistic was
slightly below. For the lower limit, the 18th combination stayed right above 0, the 24th
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combinations lower-limit dipped below. This suggests the 18th combination would very
rarely have a negative skill score, while the 24th combination and logistic regression
would, which is preferred, but the 18th combination still under-predicts RI events. For
the Bias (figure 4.28), the 18th and 24th combination showed the median close to 1
which is ideal for this type of test; compared to the logistic regression near 0.3. The
upper limit is approximately 2.5 for the 24th combination and 1.75 for the 18th
combination, compared to the logistic regression near 0.75. The lower limit is
approximately 0.5 for the 18th and 24th combination, compared to the logistic regression
near 0. The 18th combination was chosen as the best prediction combination. The 18th
combination used a radial kernel and a cost of 100. Table 4.3 gives a breakdown of all
the model combinations and the associated confidence interval number. The 18th
combination was chosen over the 24th combination based on the lower and upper limits
of the HSS results. The 18th combination stayed above the 0 line and still had a BIAS
close to 1. The 24th combination used a radial kernel and a cost of 1000.
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Table 4.3

Model combinations represented by different kernel and cost functions.
Model
Combination
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Table to help decipher the CI’s below.

Kernel Type
Logistic
Regression
Polynomial
Polynomial
Polynomial
Polynomial
Radial
Polynomial
Polynomial
Polynomial
Polynomial
Polynomial
Radial
Polynomial
Polynomial
Polynomial
Polynomial
Polynomial
Radial
Polynomial
Polynomial
Polynomial
Polynomial
Polynomial
Radial
Polynomial
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Degree

Cost

Na
2
3
4
0.5
1
1
2
3
4
0.5
1
1
2
3
4
0.5
1
1
2
3
4
0.5
1
1

1
1
1
1
1
1
10
10
10
10
10
10
100
100
100
100
100
100
1000
1000
1000
1000
1000
1000

Figure 4.25

SVM Results: POD confidence intervals.

First interval represents the logistic regression model. All other intervals represent
different kernel and cost combinations.

Figure 4.26

SVM Results: FAR confidence intervals.

First interval represents the logistic regression model. All other intervals represent
different kernel and cost combinations.
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Figure 4.27

SVM Results: HSS confidence intervals.

First interval represents the logistic regression model. All other intervals represent
different kernel and cost combinations.

Figure 4.28

SVM Results: BIAS confidence intervals.

First interval represents the logistic regression model. All other intervals represent
different kernel and cost combinations.
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Further discussion of all the results can be found in Chapter 5.
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CHAPTER V
DISCUSSION/CONCLUSION

Trying to forecast RI is challenging due to the complexity of tropical cyclones.
This work tried to find common synoptic patterns that distinguish RI versus non-RI
events. RPCA was performed on a raw dataset collected from the NASA MERRA
database. The RPC’s found the spatial patterns within the two types of cases. Using
hierarchical clustering techniques, the patterns were grouped for each of the RI and nonRI cases providing a visual tool to distinguish how different these two storm-types really
are.
While analyzing the composites, a few variables at different height levels began
to stand out. At the surface for a RI storm, dry air and cooler temperatures were a
common feature (in contrast to previous research (Kaplan and DeMaria 2003)), as well as
decreases in potential temperature over the storm-center. This verifies that eyewall
replacement cycles are ongoing 24-hrs prior to RI, and is another good process to give an
operational forecaster a visual clue that a tropical cyclone is about to undergo RI. These
findings also suggest that while storm-scale features are not able to be resolved using
coarse satellite data, larger-scale processes indicative of storm-scale features are when
using satellite data and statistical techniques, which is somewhat in contrast to DeMaria
and Kaplan (1994).
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At the mid-levels for the RI cases, the composites for positive vorticity showed
higher values with tighter gradients over the storm-center indicating a faster spin. The
mid-levels also revealed shifting of potential temperature and specific humidity from the
storm-center. For divergence at the upper-levels, composites showed some of the RI
cases have stronger outflows than the non-RI; however, some of the non-RI also
exhibited strong outflows. A shift from the storm-center was also noticed to be different
for the non-RI cases compared to the RI cases. When looking at ω, the shifting that was
observed in the mid-levels became apparent. All RI cases remained vertically stacked,
while all the non-RI cases were tilted. This is believed to be inhibiting the inflow of
moisture and the heat source which is needed to keep the storm going. RI cases, being
vertically stacked, allows for the storms to have full access to moisture, heat, and thus,
potential energy.
After analyzing cluster composites, a permutation test was done on specific
humidity, potential temperature, temperature, pressure vertical velocity, vorticity at 200and 500- hPa, and divergence at 200 hPa. The test provided the statistical significance
needed to confirm which variables would be used in the model algorithms. The
permutation test revealed potential temperature and specific humidity exhibited statistical
significance in the storm-centers from 700–200 hPa. The dry slot in the storm-center, at
the surface for specific humidity and potential temperature, were not statistically
significant when viewed in a cross-section, but a region just to the right of the stormcenter. RI cases are receiving more moisture and heat through the inflow of the tropical
cyclone. Zhang et al. (2012) had suggested that below 18 km, the relative humidity was
higher during RI and the mixed layer was slightly shallower (the mixed-layer is this case
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is viewable by the vertical profile of potential temperature). The results found in this
study were in contrast to what their research suggested that there was not a considerable
difference in the specific humidity fields. Vorticity showed greater regions of statistical
significance in the storm-center at 500 hPa than in the upper-levels at 200 hPa. This is
expected since vorticity is a cause of intensification and the spin in the mid-levels should
be increasing prior to RI (as suggested by Zhang et al. 2012, where vorticity becomes
stronger before RI). When looking at ω, especially for the cross-section, the permutation
test confirmed vertical stacking was statistically significant in distinguishing the two
types of cases. Over the storm centers, based on the cluster composites, the RI and nonRI’s are not exhibiting the same UVV magnitude. It is thought that the weakest parts of
the RI storms are aligned with strongest parts of the non-RI storms explaining the shift in
the areas of statistical significance towards to left of the storm-center. Lastly, for
divergence at 200 hPa, the areas of statistical significance were to the left of the stormcenter. This could be due to the time-lag associated with divergence being a result of
intensification and not a cause. However, for this particular region showing signs of
statistical significance, it is thought that the outflow is beginning to strengthen for the RI
tropical cyclones, but has not fully reached the maximum potential yet (as suggested by
Zhang et. al 2012, where the study observed the divergence was strong during RI and not
prior to). Ultimately, potential temperature and specific humidity at the surface, vorticity
at the mid-levels, and ω were used as prediction variables in two prediction algorithms
(logistic regression and SVM classification).
While there is a distinct difference synoptically between RI and non-RI tropical
cyclones, based on cluster analysis and permutation test results, the results of the models
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are not fully resolving these differences. The SVM model was able to outperform the
logistic regression model, and since it is a learning model, should improve as more data is
input into the system. One of the NHC’s current models used for forecasting RI is the
SHIPS RI index (RII) model, which has a different RI threshold defined as an increase in
wind-speed of 25-kts in 24-hrs, 30-kts in 24-hrs, 35-kts in 24-hrs, and 40-kts in 24-hrs.
Kaplan et al. 2011, (figure 5.1) provided the experimental skill scores compared to the
current RII skill score for the 2008–2010 hurricane season. The best experimental
version produced a skill relative to climatology of around 19% for the 25-kts threshold.
The skill score declined as the threshold increased.

Figure 5.1

RII skill relative to climatology for the 2008-2010 hurricane seasons.

Current operational version less than 11%, while best experimental version below 20%
(Kaplan et al. 2011).
The current operational SHIPS RII, for the 2008-2010 hurricane seasons in the
Atlantic, produced a Pierce skill score (PSS or TSS) near 0.36 or 36%. The PSS is
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similar to the HSS in that they both measure the success of the forecast relative to what it
would be by chance; however, the HSS does not assume the change distribution is the
same as the forecast distribution. The FAR results were 60% and the POD slightly above
50% (Rogers et al. 2013). As the RI thresholds of 30-kts, 35-kts, and 40-kts in 24-hrs
increased, the FAR decreased. SVM produced a POD of 0.4 (40%) and FAR of 0.6
(60%). The SVM produced a skill score of 30%, which outperforms the current SHIPS
RII skill relative to climatology. The skill relative to climatology is what the SVM
should be compared to, since the SVM model is not at an operational stage yet.
More research is needed in this area to further improve forecasting of RI since the
SVM model and the SHIPS RII are still performing inadequately. For this study alone,
the different variables at different levels could still be experimented with. For example,
specific humidity and potential temperature were statistically significantly different for
RI versus non-RI cases in the upper-levels, but were not used in the model; however, this
could be a result of the current geostationary satellites not being able to fully resolve
surface features due to the current IR and microwave channels. The data would improve
with the new GOES-R satellite, but this new data would not solve the problem with the
older data (Goodman et al. 2012). Also, SVM allows for experimentation with the ε
functions, or the error rates and margins of tolerances. Other shortcomings of this study
are the use of other types of variables. While this study specifically focused on synopticscale variables, tropical cyclones are complex in that they are driven by both dynamic
and thermodynamic processes, but are also influenced by the surrounding environment.
Improvement to forecasting RI may require more implementation of environmental
effects, for example, such as the jet-stream’s proximity to developing tropical cyclones.
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While there were shortcomings in this research, overall the SVM model’s skill,
using synoptic-scale variables as predictors did outperform the current experimental
forecast models used by the NHC. Using SVM, or any artificial intelligence technique,
would only improve with more data input into the system; therefore, these techniques are
thought to be an improvement over the regression models and future research should
continue to focus on their improvement for forecasting. The next step would be to adjust
the variables to try to improve the model using synoptic-scale variables. Experimenting
with this model, or other types of artificial intelligence techniques, such as neural
networks, could be the solution to a daunting problem in the area of forecasting these
potentially devastating storms. The last step would be to transform it for use in an
operational environment.
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