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This paper is concerned with the diffusive expansion for solutions
of the rescaled Boltzmann equation in the whole space
∂t F
 + v · ∇x F  = 1

Q
(
F  , F 
)
, x ∈ RN , v ∈ RN , t > 0,
(0.1)
with prescribed initial data
F (t, x, v)|t=0 = F 0 (x, v), x ∈ RN , v ∈ RN . (0.2)
Our main purpose is to justify the global validity of the diffusive
expansion
F (t, x, v) = μ+ √μ{ f1(t, x, v) + 2 f2(t, x, v) + · · ·
+ n−1 fn−1(t, x, v) + n f n (t, x, v)
}
(0.3)
for a solution F (t, x, v) of the rescaled Boltzmann equation (0.1) in
the whole space RN for all t 0 with initial data F 0 (x, v) satisfying
the initial expansion
F 0 (x, v) = μ+
√
μ
{
 f1(0, x, v) + 2 f2(0, x, v) + · · ·
+ n−1 fn−1(0, x, v) + n f n (0, x, v)
}
, (x, v) ∈ R2N .
(0.4)
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Under the assumption that the ﬂuid components of the coeﬃ-
cients fm(0, x, v) (1  m  n) of the initial expansion F 0 (x, v)
have divergence-free velocity ﬁelds u0m(x) as well as temperature
ﬁelds θ0m(x), if we assume further that the velocity-temperature
ﬁelds [u01(x), θ01 (x)] of f1(0, x, v) have small amplitude in Hs(RN )
(s 2(N + n + 2)), we can determine these coeﬃcients fm(t, x, v)
(1m n) in the diffusive expansion (0.3) uniquely by an itera-
tion method and energy method. The hydrodynamic component of
these coeﬃcients fm(t, x, v) (1m n) satisﬁes the incompress-
ible condition, the Boussinesq relations and/or the Navier–Stokes–
Fourier system respectively, while the microscopic component of
these coeﬃcients is determined by a recursive formula. Compared
with the corresponding problem inside a periodic box studied in
Y. Guo (2006) [18], the main diﬃculty here is due to the fact that
Poincaré’s inequality is not valid in the whole space RN and this
diﬃculty is overcome by using the Lp–Lq-estimate on the Riesz
potential. Moreover, by exploiting the energy method, we can also
deduce certain the space–time energy estimates on these coeﬃ-
cients fm(t, x, v) (1m n).
Once the coeﬃcients fm(t, x, v) (1  m  n) in the diffusive ex-
pansion (0.3) are uniquely determined and some delicate estimates
have been obtained, the uniform estimates with respect to  on the
remainders f n (t, x, v) are then established via a uniﬁed nonlinear
energy method and such an estimate guarantees the validity of the
diffusive expansion (0.3) in the large provided that
N > 2n+ 2. (0.5)
Notice that for m 2, um(t, x) is no longer a divergence-free vector
and it is worth to pointing out that, for m 3, it was in deducing
certain estimates on pm(t, x) by the Lp–Lq-estimate on the Riesz
potential that we need to require that N > 2n+ 2.
© 2010 Elsevier Inc. All rights reserved.
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1.1. The problem
This paper is concerned with the diffusive expansion for solutions of the following rescaled Boltz-
mann equation
∂t F
 + v · ∇x F  = 1

Q
(
F , F 
)
, x ∈ Ω ⊂ RN , v ∈ RN , t > 0, (1.1)
with prescribed initial data
F (t, x, v)|t=0 = F 0 (x, v), x ∈ Ω ⊂ RN , v ∈ RN . (1.2)
Here Ω is a subset of RN and N  3 is the space dimension. Although the physical space is three-
dimensional, we consider in this paper the general space dimension N  3 to show how the space
dimension plays in the analysis.
Our main purpose is to justify the global validity of the diffusive expansion
F (t, x, v) = μ+ √μ{ f1(t, x, v) + 2 f2(t, x, v) + · · ·
+ n−1 fn−1(t, x, v) + n f n (t, x, v)
}
(1.3)
for a solution F (t, x, v) of the rescaled Boltzmann equation (1.1) for all x ∈ Ω , v ∈ RN , and t  0 with
initial data F 0 (x, v) satisfying the initial expansion
F 0 (x, v) = μ+
√
μ
{
 f1(0, x, v) + 2 f2(0, x, v) + · · ·
+ n−1 fn−1(0, x, v) + n f n (0, x, v)
}
, x ∈ Ω, v ∈ RN . (1.4)
Here
μ(v) = (2π)− N2 exp
(
−|v|
2
2
)
is a normalized global Maxwellian.
Before stating our main results, let’s recall that in recent years the study on limiting process
leading from the rescaled Boltzmann equation (1.1) of the classical kinetic theory of gases to the
Navier–Stokes equations of incompressible ﬂuids has been observed by many mathematicians and a
lot of good results have been obtained (a complete literature in this direction is beyond the scope
of this paper; however, we want to mention [2–5,7,8,10,11,18,21–24,26] and the references cited
therein). To go directly to the main points of the present paper, in what follows we only review
some former results which are closely related to our main results:
• This limit was ﬁrst discussed by Y. Sone in [26] in the steady case on the basis of formal
asymptotic expansions and later by C. Bardos, F. Golse, and C.D. Levermore in [2,3] in the time-
dependent case by a systematic moment-closure method. The ﬁrst complete mathematical proof
of this limit is due to C. Bardos and S. Ukai [4] in the case of small initial data leading to smooth
solutions; K. Asano [1] studied independently the same limit for short times.
• The rigorous proofs of convergence of DiPerna–Lions’ renormalized solutions of (1.1) to the
Leray–Hopf’s weak solutions of the incompressible Navier–Stokes–Fourier equations were given
by F. Golse and L. Saint-Raymond in [11].
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celebrated paper [18]. For the normalized global Maxwellian μ deﬁned above, Y. Guo established
the global-in-time validity of the diffusive expansion (1.3) for the solutions to the rescaled Boltz-
mann equation (1.1) inside a periodic box in three dimensions, i.e., Ω = TN and N = 3. For a
solution to the rescaled Boltzmann equation (1.1), such an expansion yields a set of dissipative
new partial differential equations such as the incompressible Navier–Stokes–Fourier system, etc.
Moreover the uniform estimate on the remainders is also obtained which guarantees the global-
in-time validity of such an expansion up to any order.
Even so, since the analysis in [18] relies heavily on the Poincaré inequality which does not hold
in the whole space, i.e. for the case of Ω = RN , the problem on whether the global validity of the
diffusive expansion (1.3) holds for the solutions of the rescaled Boltzmann equation (1.1) with given
initial data (1.2) in the whole space Ω = RN or not, to the best of our knowledge, seems to be
unknown and this manuscript is devoted to this problem.
Roughly speaking, as in [18], we will be concentrated on the following two types of problems
• The ﬁrst is to determine the coeﬃcients f1(t, x, v), . . . , fn−1(t, x, v) in the diffusive expansion
(1.3) by their initial data.
• The second is to prove boundedness of the remainder f n (t, x, v) in terms of its initial value,
uniformly in  and t . Such an estimate guarantees the validity of the diffusive expansion (1.3) in
the large.
In order to determine the coeﬃcients of f1(t, x.v), . . . , fn−1(t, x.v) in (1.3), as in [18], we plug the
formal diffusive expansion (1.3) into the rescaled equation (1.1) to obtain
(∂t + v · ∇x)
{
 f1 + · · · + n f n
}
= 1

√
μ
Q
(
μ+ √μ{ f1 + · · · + n fn},μ + √μ{ f1 + · · · + n fn}). (1.5)
To expand the right-hand side of Q , we deﬁne the well-known linearized collision operator L and
nonlinear collision operator Γ respectively as
Lg = − 1√
μ
{
Q (μ,
√
μg) + Q (√μg,μ)}
and
Γ (g,h) = 1√
μ
Q (
√
μg,
√
μh).
Now letting f−1(t, x, v) = f0(t, x, v) = 0, we equate the coeﬃcients on both sides of (1.5) in front
of different powers of the parameter  to obtain
∂t fm + v · ∇x fm+1 + L fm+2 =
∑
i+ j=m+2
i, j1
Γ ( f i, f j). (1.6)
Here −1m n − 3. We note, however, that by suitably deﬁning fn(t, x, v) and fn+1(t, x, v) similar
to that of Lemma 4.1 in [18], m can reach to n−2 and n−1. Since all the m+1th-order terms vanish
for m n − 3 because of (1.6), we get the equation for the remainder f n (t, x, v)
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
n + v · ∇x f n + L f n
=
{
−∂t fn−2 − v · ∇x fn−1 +
∑
i+ j=n
i, j1
Γ ( f i, f j)
}
+ 
{
−∂t fn−1 +
∑
i+ j=n+1
1i, jn−1
Γ ( f i, f j)
}
+ nΓ ( f n , f n )
+
n−1∑
i=1
 i
{
Γ
(
f n , f i
)+ Γ ( f i, f n )}
+
∑
i+ jn+2
 i+ j−n
{
Γ ( f i, f j) + Γ ( f j, f i)
}
. (1.7)
There is a remarkable connection between (1.6) and the ﬂuid (hydrodynamic) equations. In fact,
the ﬂuid equation can be obtained through the condition (1.6). Recall that the linearized operator L is
nonnegative and for any ﬁxed (t, x), N (L), the null space of L, is generated by [√μ, v√μ, v2√μ].
Thus for any function g(t, x, v), we can decompose it as follows
g = Pg + (I− P)g,
where Pg is the L2v -projection of g on N (L) for given (t, x) and we can further denote Pg by
Pg =
{
ρg(t, x) + v · ug(t, x) +
( |v|2
2
− N
2
)
θg(t, x)
}√
μ.
Here ρg(t, x),ug(t, x), and θg(t, x) represent the density, velocity, and temperature ﬂuctuation phys-
ically respectively. For the velocity ﬁeld ug(t, x), we further deﬁne its divergence-free part as P0ug
and it is easy to see that ∇ · P0ug ≡ 0. Here
⎧⎪⎨
⎪⎩
P0u =F−1
[
p0(ξ)F [u](ξ)
]
,
p0(ξ) =
(
δ j,k − ξ jξk|ξ |2
)
N×N
,
and F , F−1 denote the Fourier transform and inverse Fourier transform respectively.
It is easy to see, cf. [27], that the operator P0 satisﬁes
• P0∇ku = ∇kP0u,
• ‖P0u‖Lp  cp‖u‖Lp (1< p < ∞).
Similarly, we deﬁne [ρm(t, x),um(t, x), θm(t, x)] to be the corresponding hydrodynamic ﬁeld of the
mth-coeﬃcient fm(t, x, v). From (1.6) we know that for the ﬁrst coeﬃcient f1(t, x, v) contains only
the macroscopic (or ﬂuid) component, i.e.,
(I− P) f1 = 0, (1.8)
628 S. Liu, H. Zhao / J. Differential Equations 250 (2011) 623–674its velocity ﬂuctuation u1(t, x) is incompressible,
∇ · u1 ≡ 0 or u1 = P0u1 (1.9)
and its density and temperature ﬂuctuation ρ1(t, x), θ1(t, x) satisfy the Boussinesq relation
ρ1 + θ1 ≡ 0. (1.10)
Moreover [u1(x), θ1(x)] satisﬁes the celebrated incompressible Navier–Stokes–Fourier equations
∂tu1 + u1 · ∇u1 + ∇p1 = η
u1, (1.11)
∂tθ1 + u1 · ∇θ1 = κ
θ1. (1.12)
Here p1(t, x) is the pressure, η the viscosity and κ the heat conductivity.
As to the coeﬃcients fm(t, x, v) for m  2, by (1.6) the microscopic component of fm(t, x, v) is
determined by
(I− P) fm = L−1
{
−∂t fm−2 − v · ∇x fm−1 +
∑
i+ j=m
i, j1
Γ ( f i, f j)
}
. (1.13)
By employing the same arguments as in Section 4 of [18], we can deduce an mth-order incom-
pressibility condition
∇ · (I− P0)um = −∂tρm−1, (1.14)
mth-order Boussinesq relation
ρm + θm = 
−1∇ ·
{−u1 · ∇{P0um−1} − P0um−1 · ∇u1 + Rum−1}
+ 2− δ1,(m−1)
N
um−1 · u1, (1.15)
and an m-order linear Navier–Stokes–Fourier system for [P0um(t, x), θm(t, x)]
(∂t + u1 · ∇ − η
)P0um + P0um · ∇u1 + ∇pm = Rum, (1.16)
(∂t + u1 · ∇ − κ
)θm + P0um · ∇θ1 = Rθm. (1.17)
Here
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Rum =
〈
v · ∇xL−1
{
∂t{I− P} fm−1 −
∑
i+ j=m
i, j>1
Γ ( f i, f j)
}
, v
√
μ
〉
+ 〈v · ∇xL−1{I− P}(v · ∇x(I− P) fm), v√μ〉
− 〈v · ∇xL−1{Γ ( f1, {I− P} fm)+ Γ ({I− P} fm, f1)}, v√μ〉
− (∂t + u1 · ∇ − η
){I− P0}um − {I− P0}um · ∇u1
− (∇ · {I− P0}um)u1 + N − 2
N
∇(∇ · {I− P0}um),
Rθm =
〈
v · ∇xL−1
{
∂t{I− P} fm−1 −
∑
i+ j=m
i, j>1
Γ ( f i, f j)
}
,
|v|2√μ
N + 2
〉
+
〈
v · ∇xL−1{I− P}
(
v · ∇x(I− P) fm
)
,
|v|2√μ
N + 2
〉
−
〈
v · ∇xL−1
{
Γ
(
f1, {I− P} fm
)+ Γ ({I− P} fm, f1)}, |v|2√μ
N + 2
〉
− 2
N + 2∂t{ρm + θm} −
(∇ · {I− P0}um)θ1 − {I− P0}um · ∇θ1,
pm = ρm+1 + θm+1 − 2− δ1,m
N
(um · u1),
(1.18)
and
δi, j =
{
0, if i = j,
1, if i = j.
It is easy to see that Rum and θ
θ
m depend only on f j(t, x, v) for j m − 1 since (I − P) fm(t, x, v),
(I− P0)um(t, x), as well as ρm(t, x) + θm(t, x) have been determined by (1.13), (1.14), and (1.15).
Before stating our main results, we ﬁrst collect some notations which are used throughout this
paper.
First Q ( f , g) is the collision operator taking the following form
Q ( f , g) =
∫
RN
∫
SN−1
|v − u|γ f (u + ((v − u) ·ω)ω)g(v − ((v − u) · ω)ω)B(θ)du dω
−
∫
RN
∫
SN−1
|v − u|γ f (u)g(v)B(θ)du dω, (1.19)
where γ and B(θ) are assumed to satisfy
−N < γ  1, 0 B(θ) c|cos θ |, cos θ = (u − v) ·ω|u − v| . (1.20)
Clearly, this is satisﬁed by the hard sphere gas with γ = 1 and by the inverse power law potential
case under the Grad’s cutoff assumption with γ = 1− 2(N−1)s satisfying s > 2(N−1)N+1 . The case 0 γ  1
is called hard potential, while the case −N < γ < 0 is called soft potential. Throughout this paper, we
will only discuss the case of hard potential.
Recall that the linearized Boltzmann collision operator L satisﬁes (cf. [6,9,14,16,30])
Lg = ν(v)g − K g,
630 S. Liu, H. Zhao / J. Differential Equations 250 (2011) 623–674where ν(v) is called the collision frequency which is given by
ν(v) =
∫
RN
|v − u|γ μ(u)B(θ)du dω = c
∫
RN
|v − u|γ μ(u)du, (1.21)
for some constant c > 0 and the operator K = K2 − K1 is deﬁned as in the following (cf. [16])
[K1g](v) =
∫
|u − v|γ μ 12 (u)μ 12 (v)g(u)B(θ)du dω, (1.22)
[K2g](v) =
∫
|u − v|γ μ 12 (u){μ 12 (u′)g(v ′)+ μ 12 (v ′)g(u′)}B(θ)du dω. (1.23)
Here u′ = u − [(u − v) ·ω]ω, u′ = v + [(u − v) ·ω]ω.
Moreover, as in [16], we can deﬁne the (non-symmetric) bilinear form Γ [g1, g2] as
Γ [g1, g2] = μ− 12 (v)Q
[
μ−
1
2 g1,μ
− 12 g2
]= Γgain[g1, g2] − Γloss[g1, g2]
=
∫
RN
∫
SN−1
|u − v|γ B(θ)μ 12 (u)g1
(
u′
)
g2
(
v ′
)
du dω
− g2(v)
∫
RN
∫
SN−1
|u − v|γ B(θ)μ 12 (u)g1(u)du dω. (1.24)
For notational simplicity, we use 〈·,·〉 to denote the L2v -inner product in RNv with its L2 norm given
by | · | and (·,·) stands for L2-inner product either in RNx × RNv or in RNx with corresponding L2 norm
denoted by ‖ · ‖. Lp is the usual Lebesgue space with its norm denoted by ‖ · ‖p and Hs represents
for the usual Sobolev space.
It is natural to deﬁne the following weighted L2 norm to characterize the dissipation rate
|g|2ν =
∫
RN
g2(v)ν(v)dv, ‖g‖2ν =
∫
RN×RN
g2(x, v)ν(v)dxdv,
and a weight function w(v) is deﬁned as
w(v) = (1+ |v|2) 12 .
To be consistent with the hydrodynamic equations, we deﬁne
∂
β
α = ∂α1x1 · · · ∂αNxN ∂β1v1 · · · ∂βNvN
and
∂τ = ∂τ0t ∂τ1x1 · · · ∂τNxN .
Here α = [α1, . . . ,αN ] is related to the space derivatives, while β = [β1, . . . , βN ] is related to the
velocity derivatives, and τ = [τ0, τ1, . . . , τN ] is related to the space–time derivatives.
For the sake of capturing the structure of the rescaled Boltzmann equation (1.1) and getting the
uniform estimates on the remainder term, we introduce the instant energy functionals Es,l and the
dissipate rate Ds,l as follows
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energy functional Es,l(g) satisﬁes
1
C
Es,l(g)
∑
|α|s
‖∂α g‖2 +
∑
|α|+|β|s
∥∥wl∂βα g∥∥2  CEs,l(g) (1.25)
for all function g(t, x, v).
Deﬁnition 1.2 (Dissipation rate). For s N + 1, 0 γ  1, l 0 and some constant C > 0, the dissipa-
tion rate Ds,l(g) is deﬁned as
Ds,l(g) =
∑
0<|α|s
‖∂αPg‖2 +
∑
|α|s
1
2
∥∥∂α(I− P)g∥∥2ν + 12
∑
|α|+|β|s
∥∥wl∂βα (I− P)g∥∥2ν . (1.26)
Furthermore in order to get the estimates on the diffusive coeﬃcients in (1.3), we deﬁne the
following norms and semi-norms
Deﬁnition 1.3. For s N + 1, 0 γ  1, l 0, and some constant C > 0, if E˜s,l(g) satisﬁes
1
C
E˜s,l(g)
∑
|τ |s
‖∂τPg‖2 +
∑
|τ |s
∥∥wl∂βτ (I− P)g∥∥2  C E˜s,l(g),
then E˜s,l(g) is called an instant energy functional and the corresponding entropy dissipation rate
D˜s,l(g) is deﬁned as
D˜s,l(g) =
∑
0<|τ |s
‖∂τPg‖2 +
∑
|τ |s
∥∥wl∂βτ (I− P)g∥∥2ν .
Moreover, for T  t  0, we deﬁne
Zs,l(g)(T ) = ‖g‖Zs,l = sup
0tT
E˜s,l(g)(t) +
T∫
0
D˜s,l(g)(t)dt.
And we denote E˜s,0 = E˜s , D˜s,0 = D˜s , Zs,0 = Zs .
If g is independent of v , we can deﬁne similar norms or semi-norms as in the following
Deﬁnition 1.4. For s N + 1 and some constant C > 0, E˜s(g) and D˜s(g) satisfy
1
C
E˜s(g)
∑
|τ |s
‖∂τ g‖2  C E˜s(g)
and
D˜s(g) =
∑
0<|τ |s+1
‖∂τ g‖2
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Zs(g)(T ) = ‖g‖Zs = sup
0tT
E˜s(g)(t) +
T∫
0
D˜s(g)(t)dt.
Remark 1.1. Some remarks concerning the instant energy and dissipation rate are listed below
(i) For the case of hard sphere model, it is unnecessary to introduce the weight function w(v), while
for hard potential case with 0 < γ < 1 the weight function w(v) must be introduced since it is
impossible to control v-derivatives ∂β of the linear streaming term v j∂ j f in term of the weaker
term ‖∂β f ‖ν .
(ii) Noticing that, unlike the corresponding problem inside the periodic box discussed in [18], the
zeroth-order term of macroscopic part Pg doesn’t appear in (1.26) and consequently we cannot
compare the instant energy with the dissipation rate, which cause some diﬃculties to perform
the energy estimates for the remainder and to study the large time behaviors of the solutions. It
is the very reason why we cannot deduce a decay estimate in our main result.
(iii) There is no 1
2
in front of hydrodynamic component Pg in the dissipate rate Ds,l , since only the
microscopic component (I− P)g should vanish as  → 0.
We next introduce function spaces in which we will look for solutions of the Navier–Stokes–Fourier
system (1.9)–(1.12) and (1.14)–(1.18). For a Banach space X , we denote by C([0, T ]; X) the set of all
continuous functions on [0, T ] with values in X . Cm([0, T ]; X) and Hm([0, T ]; X) are deﬁned similarly.
For a positive number T and a positive integer σ , we deﬁne the Banach space
Xσ (T ) =
[ σ2 ]⋂
j=0
C j
([0, T ]; Hσ−2 j(RN)),
Y˜ σ (T ) =
[ σ2 ]⋂
j=0
C j
([0, T ]; Hσ−2 j(RN))∩
{ [ σ+12 ]⋂
j=0
H j
([0, T ]; Hσ+1−2 j(RN))
}
,
and the subset of Y˜ σ (T )
Y σ (T ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(u, θ)
∣∣∣∣∣∣∣∣∣∣∣∣
(u, θ) ∈
[ σ2 ]⋂
j=0
C j
([0, T ]; Hσ−2 j(RN))
∩
{ [ σ+12 ]⋂
j=1
H j
([0, T ]; Hσ+1−2 j(RN))∩ L2([0, T ]; H˙σ+1(RN))
}
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
,
where H˙ s(RN ) denotes the homogeneous Sobolev space.
The corresponding norms or semi-norms of the above spaces are deﬁned as
‖u‖Xσ (T ) = sup
0tT
∣∣[u(t)]∣∣
σ
, ‖u‖Y˜ σ (T ) =
(
‖u‖2Xσ (T ) +
T∫ ∣∣[u]∣∣2
σ+1 dt
) 1
20
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‖u‖Y σ (T ) =
(
‖u‖2Xσ (T ) +
T∫
0
∣∣[∂tu]∣∣2σ−1 + ‖u‖2H˙σ+1 dt
) 1
2
.
Here
∣∣[u(t)]∣∣
σ ,k =
(
k∑
j=0
∥∥∂ jt u(t)∥∥2Hσ−2 j
) 1
2
,
∣∣[u(t)]∣∣
σ
= ∣∣[u(t)]∣∣
σ ,[ σ2 ].
For M > 0, we also deﬁne the following subsets:⎧⎪⎨
⎪⎩
Xσ (T ,M) = {u ∈ Xσ (T ) ∣∣ ‖u‖Xσ (T )  M},
Y σ (T ,M) = {u ∈ Y σ (T ) ∣∣ ‖u‖Y σ (T )  M},
Y˜ σ (T ,M) = {u ∈ Y˜ σ (T ) ∣∣ ‖u‖Y˜ σ (T )  M}.
Finally, throughout this manuscript, s  N + 1, and the Einstein’s summation convention is used
for repeated indices from time to time. ∇k or Dk = ∇kx (k  1) stands for the set of all kth-order
derivatives with respect to x and c or C denotes a generic positive constant independent of  which
may vary from line to line.
1.2. Main results
Now we turn to state our main results. The ﬁrst result is on how to determine the coeﬃcients
f1(t, x, v), . . . , fm(t, x, v) in the diffusive approximation (1.3).
Theorem 1.1. Let M0 > 0, given m divergence-free, vector-valued functions [u01(x), . . . ,u0m(x)] and m scalar
functions [θ01 (x), . . . , θ0m(x)] such that{∥∥u01∥∥H2s1 + ∥∥θ01∥∥H2s1  M0, s1  N +m,
u0r (x) ∈ H2sr+2(m−r)
(
RN
)
, θ0r (x) ∈ H2sr+2(m−r)
(
RN
)
, sr  N + 1, 2 r m.
(1.27)
Then if we assume further that N > 2m − 4 (m > 2) and M0 is suﬃciently small, there exist unique functions
f1(t, x, v), . . . , fm(t, x, v) such that
P0ur(0, x) = u0r (x), θr(0, x) = θ0r (x),
and f1(t, x, v) satisﬁes (1.8), (1.9), (1.10), (1.11), and (1.12), fr(t, x, v) satisﬁes (1.13), (1.14), (1.15), (1.16),
(1.17) and (1.18) for 2 r m.
Moreover, for 1 r m, sr  N + 1, and each l 0, there exists a polynomial Ur,sr with Ur,sr (0) = 0 such
that
∥∥ fr(t, x, v)∥∥Zsr ,l  Ur,sr
( ∑
1 jr
(∥∥u0j∥∥H2sr+2(r− j) + ∥∥θ0j ∥∥H2sr+2(r− j))
)
. (1.28)
In addition, if N > 4k + 2r − 2|α| − 4 (k = 1,2, . . .), k′  k, we have
Zs2k+r
(
−k∂αx ∂k′t (ρr,ur, θr)) Ur,s2k+r
(
r∑∥∥(u0i , θ0i )∥∥H2s2k+r+2k′+2(r−i)
)
. (1.29)i=1
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In order to deduce the desired estimates on the higher order coeﬃcients fr(t, x, v) for r  3 by
exploiting the Lp–Lq-estimate on the Riesz potential, we need to ask that N , the spatial dimension,
is suitable large, i.e. N > 2r − 4. Since we have to determine the fn+1(t, x, v), fn+2(t, x, v) and to get
the estimates on 
−1∇∂t(ρn+2,un+2, θn+2) (see (6.7)) in order to obtain the uniform estimates on
f n (t, x, v), we thus require that N > 2(n + 2) − 2= 2n + 2.
Remark 1.3. Notice that there is a loss of derivatives in this theorem, in order to construct fr(t, x, v)
for r  2, more regularity assumption should be imposed on u01(x), θ01 (x). From (1.28), we can see that
s1  N + n + 2.
Remark 1.4. Interestingly, the coeﬃcients f1(t, x, v), f2(t, x, v), . . . , fm(t, x, v) that satisfy (1.6) are de-
termined uniquely by the divergence-free part of the velocity ﬁeld only and by the temperature ﬁeld
of the initial distribution function fr(0, x, v). Except for [u01(x), θ01 (x)], [u0r (x), θ0r (x)] can have arbitrar-
ily large amplitude for r  2.
Now we turn to the problem on the uniform estimates on the remainder f n (t, x, v). For this
purpose, we ﬁrst study the classical case for the ﬁrst-order remainder f (t, x, v) = f 1 (t, x, v) which
satisﬁes the nonlinear Boltzmann equation
∂t f
 + 1

v · ∇x f  + 1
2
L f  = 1

Γ
(
f , f 
)
. (1.30)
For the uniform estimates on f (t, x, v), we have
Theorem 1.2. Let s N + 1 and assume that
{
f (0, x, v) = f 0 (x, v),
F (0, x, v) = μ + √μ f 0 (x, v) 0.
Moreover, we suppose that there exists a suﬃciently small positive constant M1 > 0 such that
Es,l
(
f 
)
(0) M1,
then (1.1) admits a unique global solution F (t, x, v) = μ+ √μ f (t, x, v) 0 which satisﬁes
sup
0t∞
Es,l
(
f 
)
(t) Es,l
(
f 
)
(0). (1.31)
For results concerning the corresponding uniform estimates on the higher-order remainder
f n (t, x, v) with n 2, we have
Theorem 1.3. Let s N + 1, N > 2n+ 2, given f1(t, x, v), . . . , fn(t, x, v) as constructed in Theorem 1.1, and
assume
F (0, x, v) = μ+ √μ{ f1(0, x, v) + · · · + n−1 fn−1(0, x, v) + n f n (0, x, v)} 0.
If there is a suﬃciently small positive constant M2 > 0 such that
Es,l
(
f n − fn
)
(0) M2,
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F (t, x, v) = μ + √μ( f1(t, x, v) + · · · + n−1 fn−1(t, x, v) + n f n (t, x, v)) 0,
and
sup
0t∞
Es,l
(
f n − fn
)
(t) eCUn
(Es,l( f n − fn)(0) + 2Un). (1.32)
Here C > 0 is a positive constant independent of t and x,
Un = Un,s
( ∑
1 jn
∥∥(u0j , θ0j )∥∥H2s+2(n− j)+4
)
,
and as in Theorem 1.1, Un,s(z) is a polynomial satisfying Un,s(0) = 0.
Before concluding this section, we outline the main ideas used in this paper. The derivation of
the Navier–Stokes–Fourier system (1.9), (1.10), (1.11), (1.12), (1.14), (1.15), (1.16), and (1.17) from the
rescaled Boltzmann equation (1.1) follows essentially the same way as in the celebrated paper of
Y. Guo [18] for the case of N = 3 provided that f1(t, x, v), . . . , fn−1(t, x, v) and f n (t, x, v) satisfy
certain a priori estimates. To construct the diffusive coeﬃcients f1(t, x, v), . . . , fn−1(t, x, v) rigor-
ously, since (ρ1(t, x),u1(t, x), θ1(t, x)) solves the incompressible Navier–Stokes–Fourier equations (1.9),
(1.10), (1.11), (1.12), from the well-established results concerning the global smooth solvability of small
amplitude solutions to the incompressible Navier–Stokes–Fourier equations (1.9), (1.10), (1.11), (1.12)
(cf. [20] and [29] and the references cited therein), we can therefore determine f1(t, x, v) easily in
Theorem 1.1. But for m 2, um(t, x) is no longer a divergence-free vector, i.e.
∇ · (I− P0)um = −∂tρm−1 = 0
for m  2. Thus to deduce the desired estimates on (I − P0)um(t, x) in the energy space, one had to
deal with the problem on deducing the gradient estimate on solutions to the Poisson equation. For
the periodic initial-boundary value problem considered in [18], such an estimate is easy to deduce
since the Poincaré inequality holds. For the corresponding problem in the whole space discussed in
this paper, since the Poincaré type inequality does not hold any longer, it is diﬃcult to get the desired
L2-estimates on (I− P0)um(t, x) for m 2. To overcome this diﬃculty, we use the iteration argument
to replace the term ∂tρm−1 (m 2) by the summation of some nonlinear terms and some terms with
higher regularity (see the proof of (3.27) for details). Consequently, we have to deal with the operator

−k∂α (k > 0) which has high singularity and such a problem can be overcome by applying the
Lp–Lq-estimate on the Riesz potential, which seems to be an effective tool to avoid the singularities.
But as a compensation, the above analysis requires that the spatial dimension N should be large
enough. It is worth to pointing out that, for m  3, it was to deduce certain desired estimates on
pm(t, x) by the Lp–Lq-estimate on the Riesz potential that we need to assume that N > 2n + 2.
Our analysis is also based on a nonlinear energy method for the Boltzmann equation developed
recently in [13–17,24,28,33,34] with a slight modiﬁcation. The most important analytical diﬃculty
lies in deriving the uniform estimates on f (t, x, v) independent of  and time variable t . For this
purpose, the positivity of the collision operator L plays an essential role. We note, however, that
due to the singular behavior of the time derivative in our problem, the positivity estimate for purely
spatial derivative is invoked, see Lemma 4.1. For the periodic initial-boundary value problem discussed
in [18], macroscopic equations and local conservation laws are proven to be the key tools to build the
crucial positivity of the collision operator L with respect to the solution of the Boltzmann equation but
not just the microscopic component only. But for the corresponding Cauchy problem, it seems that we
cannot hope such a strong positivity estimate on L holds since the Poincaré’s inequality does not hold
any longer. In fact for the space–time L2-estimates on the macroscopic component P f  of f (t, x, v),
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the corresponding dissipation rate Ds,l( f ) is weaker than that in the periodic box. In such a case, to
use the energy method to deduce certain estimates on the remainder f n (t, x, v), we need to estimate
the nonlinear term Γ ( f , f ) carefully via such a weaker Ds,l( f ) which does not contain the space–
time L2-norm of P f  . Motivated by [17,32,28], we split f (t, x, v) as f  = P f  + (I− P) f  and then
try to bound the nonlinear term Γ ( f , f ) by the L
2N
N−2 -norm of (a(t, x),b(t, x), c(t, x)) and some
other estimates on (I− P) f  . Here we have used the following projection
P f  = {a(t, x) + b(t, x) · v + c(t, x)|v|2}√μ.
Note that Sobolev’s inequality tells us that∥∥(a(t, x),b(t, x), c(t, x))∥∥
L
2N
N−2 (RN )

∥∥∇x(a(t, x),b(t, x), c(t, x))∥∥L2(RN ),
and ﬁnally the nonlinear term can be suitably controlled by the entropy dissipation Ds,l( f ).
The remaining parts of this paper is arranged as follows. In Section 2, we derive the Navier–
Stokes–Fourier systems and give some basic estimates. Section 3 is devoted to the construction of
the diffusive coeﬃcients f i(t, x, v) (1 i m). The uniform spatial energy estimates are presented in
Section 4 and the proofs of Theorems 1.2 and 1.3 will be given in Sections 5 and 6 respectively.
2. Preliminaries
In this section, we collect some basic results which will be used in the rest of this paper. Firstly, we
illustrate the derivation of the Navier–Stokes–Fourier system from the rescaled Boltzmann equation,
then we list some basic estimates on the Boltzmann collision operators and cite the result concern-
ing the Lp–Lq-estimate on the Riesz potential, and ﬁnally we give a result concerning the global
solvability and the space–time energy estimates on the solutions of some linear Navier–Stokes–Fourier
system.
2.1. Navier–Stokes–Fourier system
For the derivation of the Navier–Stokes–Fourier system (1.9), (1.10), (1.11), (1.12), (1.14), (1.15),
(1.16), (1.17), and (1.18) from the rescaled Boltzmann equation (1.1), we have
Lemma 2.1. Assume that F (t, x, v) = μ+√μ( f1(t, x, v)+· · ·+n−1 fn−1(t, x, v)+n f n (t, x, v)) which
satisﬁes (1.1) and
n−1∑
m=1
∥∥wl∂βτ fm∥∥+ ∥∥wl∂βτ f n ∥∥< ∞
for 1 m  n, l  1, |τ | + |β|  N + 1, then there exist fn(t, x, v) and fn+1(t, x, v) such that (1.6) is valid
for −1m n− 1. Moreover we have following results:
(i) f1(t, x, v) satisﬁes (1.8), the incompressible condition (1.9), the Boussinesq relation (1.10), and the clas-
sical Navier–Stokes–Fourier system (1.11), (1.12). Furthermore, we deﬁne φ(v) = (φi j(v)) and ψ(v) =
(ψ j(v)) with 〈
φi j,
[
1, v,
|v|2
2
]√
μ
〉
= 0
and 〈
ψ j,
[
1, v,
|v|2
2
]√
μ
〉
= 0,
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Lφ(v) =
{
v ⊗ v − 1
N
|v|2 I
}√
μ = φ′(v), Lψ(v) =
( |v|2
2
− N + 2
2
)
v
√
μ = ψ ′(v).
In addition there exist positive functions a(r) and b(r) deﬁned on (0,∞) such that (cf. [2,3])
φ(v) = a(|v|)φ′(v), ψ(v) = b(|v|)ψ ′(v),
then we set
η = 1
(N − 1)(N + 2)
(
Lφ(v) : φ(v)), κ = 2
N(N + 2)
(
Lψ(v) · ψ(v)).
Here (∗ : ∗) denotes the trace of the product of two matrices and (∗ · ∗) is the inner product of two vectors.
Clearly, η and κ are positive constants.
(ii) For m  2, fm(t, x, v) satisﬁed the microscopic equation (1.13), the mth-order incompressible condi-
tion (1.14), the mth-order Boussinesq relation (1.15) and the mth-order Navier–Stokes–Fourier system
(1.16)–(1.18).
The proof of (i) can be found in [2,3], while the proof of (ii) is similar to that of Section 4 in [18]
which deals with the case N = 3.
2.2. Some basic estimates
We ﬁrst cite an elementary lemma which generalizes the result of Lemma 2 in [13].
Lemma 2.2. Let θ > −N, l(v) ∈ C∞(RN ) and k(v) ∈ C∞(RN\{0}). For any β , assume that there is Cβ > 0
such that
∣∣∂βk(v)∣∣ Cβ |v|θ−|β|, ∣∣∂β l(v)∣∣ Cβe−τθ |v|2
for some τθ > 0, then there is a positive constant C∗β > 0 such that
∣∣∂β [k ∗ l](v)∣∣ C∗β(1+ |v|)θ−|β|.
This result together with the analysis in Section 3.3.1 of [9] imply the following results.
Lemma 2.3. Let 0  γ  1, then there exist positive constants c1 > 0 and c2 > 0 such that the collision
frequency ν(v) deﬁned in (1.21) satisﬁes
c1
(
1+ |v|)γ  ν(v) c2(1+ |v|)γ . (2.1)
For the positivity of the linearized collision operator L, we have
Lemma 2.4. There exists a positive constant δ > 0 such that
〈L f , f 〉 δ∣∣(I− P) f ∣∣2
ν
. (2.2)
Recall that we are concerned with the hard potential case, the proof of Lemma 2.4 can be found
in [12] for N = 3 and [25] for N > 3.
As a direct corollary of Lemma 2.4, we have
638 S. Liu, H. Zhao / J. Differential Equations 250 (2011) 623–674Lemma 2.5. (See [31].) For any smooth function h(v) ∈ N (L)⊥ , there exists a positive constant c > 0 such
that ∫
RN
ν(v)
∣∣L−1h∣∣2dv  c ∫
RN
[
ν(v)
]−1[
h(v)
]2
dv. (2.3)
We now collect some estimates on the x, v-derivatives of the linearized collision operators L and
the nonlinear term Γ (g,h). The ﬁrst one is on the linearized collision operators L.
Lemma 2.6. (See [18].) For the hard potential with 0 γ  1, let β > 0, l  0, there exists positive constant
C|β|,l > 0 such that
(
w2l∂βα Lg, ∂
β
α g
)
 1
2
∥∥wl∂βα g∥∥2ν − C|β|,l∥∥wl∂α g∥∥2ν . (2.4)
Although (2.4) is proved in [18] for N = 3, its generalization to the case of N  4 is straightforward,
we thus omit the details for brevity.
Remark 2.1. If |β| = 0, (2.4) can be improved as
(
w2l∂αLg, ∂α g
)
 1
2
∥∥wl∂α g∥∥2ν − Cl‖∂α g‖2ν . (2.5)
The next lemma is concerned with certain estimates on the nonlinear collision term Γ ( f , g).
Lemma 2.7. For the hard potential with 0  γ  1, let f , g,h be smooth functions and assume that
|α| + |β| s, β1 + β2  β , then for each l 0, there exists a positive constant C > 0 such that
(
w2l∂βαΓ ( f , g), ∂
β
αh
)
 C
∑
α1+α2=α
(β1,β2)β
∫
RN
(∣∣wl∂β1α1 f ∣∣ · ∣∣wl∂β2α2 g∣∣ν + ∣∣wl∂β1α1 f ∣∣ν · ∣∣wl∂β2α2 g∣∣)∣∣wl∂βαh∣∣ν dx. (2.6)
The proof of (2.6) is similar to that of Lemma 2.3 and Theorem 3.1 in [14], we thus omit the details
here for brevity.
Remark 2.2. If |α| > 0, then at least one of α1 and α2 is not zero. Therefore, in this case, if α1 = 0,
by splitting f into P f + (I − P) f , we can see that the right-hand side of (2.6) can be bounded by
C{E
1
2
s ( f )D
1
2
s (g)D
1
2
s (h) + D
1
2
s ( f )E
1
2
s (g)D
1
2
s (h)}. Similar result holds for the case α2 = 0.
The following lemma will be useful when deducing the uniform spatial energy estimates.
Lemma 2.8. Let ζ(v) be a smooth function that decays exponentially and assume further for |α| s that
∂αΓ ( f , g) =
∑
α1+α2=α
Γ (∂α1 f , ∂α2 g),
then there is a positive constant Cζ > 0 such that
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∫
Γ (∂α1 f , ∂α2 g)ζ(v)dv
∥∥∥∥ Cζ ∑
|α′1|s
‖∂α′1 f ‖‖∂α2 g‖, if |α1|
|α|
2
, (2.7)
∥∥∥∥
∫
Γ (∂α1 f , ∂α2 g)ζ(v)dv
∥∥∥∥ Cζ ∑
|α′2|s
‖∂α′2 g‖‖∂α1 f ‖, if |α1|
|α|
2
. (2.8)
Remark 2.3. Since ζ(v) decays exponentially, the additional weight function ν(v) might not appear
in the right-hand side of (2.7) or (2.8).
In order to estimate the remainder terms (1.18), we need the following results, cf. [31].
Lemma 2.9. Assume f , g ∈ C∞0 , for the hard potential case with 0  γ  1, there exists a positive constant
c > 0 such that ∣∣ν− 12 Γ ( f , g)∣∣ c{∣∣ν 12 f ∣∣|g| + ∣∣ν 12 g∣∣| f |}. (2.9)
Combining Lemma 2.5 with 2.9 yields
Lemma 2.10. Let ζ(v) be a smooth function that decays exponentially, |α1| + |α2| = |α| s, |α1| |α|2 and
assume 1 p  2, then for hard potential, we have
∥∥〈L−1[Γ (∂α1 f , ∂α2 g)], ζ(v)〉∥∥Lpx
 c
∑
|α′1|s
∥∥ν 12 ∂α′1 f ∥∥‖∂α2 g‖ + c ∑
|α′1|s
‖∂α′1 f ‖
∥∥ν 12 ∂α2 g∥∥. (2.10)
Proof. If p = 1, by Lemmas 2.5, 2.9, and Hölder’s inequality, we have
∥∥〈L−1[Γ (∂α1 f , ∂α2 g)], ζ(v)〉∥∥L1x
 c
∥∥∣∣ν− 12 Γ (∂α1 f , ∂α2 g)∣∣L2v∥∥L1x
 c
∥∥∣∣ν 12 ∂α1 f ∣∣L2v ∣∣∂α2 g∣∣L2v + ∣∣ν 12 ∂α2 g∣∣L2v |∂α1 f |L2v∥∥L1x
 c
∥∥∣∣ν 12 ∂α1 f ∣∣L2v |∂α2 g|L2v∥∥L1x + c∥∥∣∣ν 12 ∂α2 g∣∣L2v |∂α1 f |L2v∥∥L1x
 c
∥∥ν 12 ∂α1 f ∥∥‖∂α2 g‖ + c∥∥ν 12 ∂α2 g∥∥‖∂α1 f ‖. (2.11)
If p = 2, noticing that |α1| |α|2 , applying Sobolev’s imbedding theorem, we can show that∥∥〈L−1[Γ (∂α1 f , ∂α2 g)], ζ(v)〉∥∥L2x
 c
∥∥∣∣ν− 12 Γ (∂α1 f , ∂α2 g)∣∣L2v∥∥L2x
 c
∥∥∣∣ν 12 ∂α1 f ∣∣L2v |∂α2 g|L2v + ∣∣ν 12 ∂α2 g∣∣L2v |∂α1 f |L2v∥∥L2x
 c
∥∥∣∣ν 12 ∂α1 f ∣∣L2v |∂α2 g|L2v∥∥L2x + c∥∥∣∣ν 12 ∂α2 g∣∣L2v |∂α1 f |L2v∥∥L2x
 c
{ ∑
|α′ |s
∥∥ν 12 ∂α′1 f ∥∥
}
‖∂α2 g‖ + c
{ ∑
|α′ |s
‖∂α′1 f ‖
}∥∥ν 12 ∂α2 g∥∥. (2.12)1 1
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verify that (2.10) is true for any 1 p  2. Thus the proof of Lemma 2.10 is completed. 
By employing the argument used in the proof of Lemma 2.10, we can get the following results.
Lemma 2.11. Assume |α1| + |α2| = |α| s, β1 + β2  β and |α1| |α|2 , l 0, if 1 p  2, we have
∥∥∣∣wl∂βΓ (∂α1 f , ∂α2 g)∣∣L2v∥∥Lpx
 c
∑
|α′1|s
∥∥wl+1∂β1
α′1
f
∥∥∥∥∂β2α2 g∥∥+ c ∑
|α′1|s
∥∥∂β1
α′1
f
∥∥∥∥wl+1∂β2α2 g∥∥. (2.13)
Now for 0< α < N , we recall that, cf. [27], (−)− α2 f is deﬁned by the Riesz potential
(−)− α2 f = Iα f
with
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Iα f ≡ 1
γ (α)
∫
RN
f (y)
|x− y|α−N dy,
γ (α) = π
N
2 2αΓ
(
α
2
)
Γ
( N
2 − α2
) .
The following Lp–Lq-estimate on the Riesz potential which will be used in Section 3.
Lemma 2.12. Assume f ∈ Hs(RN ), deﬁne
Nα( f ) = 
− α2 ∂βx f ,
if |β| α < N, p > 1, then we have
∥∥Nα( f )∥∥Lq  c(N)‖ f ‖Lp .
Here 1q = 1p − α−|β|N .
Next, we list the following Sobolev inequalities for our later use.
Lemma 2.13. Let N  3, u ∈ HN−1(RN ), then
‖u‖L∞  C
∥∥∇N−1u∥∥ 12 ‖∇u‖ 12  C‖∇u‖HN−2 , ‖u‖
L
2N
N−2
 C‖∇u‖.
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system and to deduce certain space–times energy estimates on the corresponding global solutions. For
this purpose, we consider the following Cauchy problem⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂t
(
P0u
χ
)
+
(
Θ1 · ∇P0u
Θ1 · ∇χ
)
+
(
P0u · ∇Θ1
P0u · ∇Θ2
)
+
(∇p
0
)
−
(
λ1 0
0 λ2
)(
P0u

χ
)
= F (t, x) =
(
F1(t, x)
F2(t, x)
)
, x ∈ RN , t > 0,(
P0u
χ
)
(0, x) = G(x) =
(
G1(x)
G2(x)
)
, x ∈ RN .
(2.14)
Here Θ1(t, x), F1(t, x), and G1(x) are given vector functions, while Θ2(t, x), F2(t, x) and G2(x) are
known scale functions, and λ1, λ2 are positive constants.
For the Cauchy problem (2.14), we can get the following result.
Lemma 2.14. Assume that ‖(Θ1,Θ2)‖Y s(∞) is suitably small and that G(x) ∈ Hs with ∇ · G1(x) = 0. If for
any T  t  0, F (t, x) ∈ ⋂[ s2 ]j=0 H j([0, T ]; Hs−1−2 j), then the Cauchy problem (2.14) has a unique smooth
solution Ψ (t, x) = (P0u(t, x),χ(t, x)) ∈ Y s(T ) and there exists a positive constant C independent of T such
that Ψ (t, x) satisﬁes
sup
0tT
∑
02τ0+|α|s
∥∥∂τ0t ∂αx Ψ ∥∥2 +min
{
λ1
2
,
λ2
2
} T∫
0
∑
0<2τ0+|α|s+1
∥∥∂τ0t ∂αx Ψ ∥∥2 dt
 C
[ s2 ]∑
j=0
∥∥G( j)∥∥2Hs−2 j + C
T∫
0
∑
02τ0+|α|s
(
∂
τ0
t ∂
α
x F (t, x), ∂
τ0
t ∂
α
x Ψ
)
dt. (2.15)
Here G( j) (0 j  [ s2 ]) are deﬁned as
G(0) = G(x),
G(1) = F (0, x) +
(
λ1 0
0 λ2
)

G(0) −
(∇ p(0)(x)
0
)
−
(
Θ1(0, x) · ∇G(0)1
Θ1(0, x) · ∇G(0)2
)
−
(
G(0)1 · ∇Θ1(0, x)
G(0)1 · ∇Θ2(0, x)
)
, (2.16)
· · · · · · · · · ,
G( j) = d
j−1F
dt j−1
(0, x) +
(
λ1 0
0 λ2
)

G( j−1) −
(∇p( j−1)(x)
0
)
−
∑
1i j−1
(
j − 1
i
){( diΘ1
dti
(0, x) · ∇G( j−i−1)1
diΘ1
dti
(0, x) · ∇G( j−i−1)2
)
+
(
G( j−i−1)1 · ∇ d
iΘ1
dti
(0, x)
G( j−i−1)1 · ∇ d
iΘ2
dti
(0, x)
)}
, (2.17)
where
p(0) = p(0, x) = 
−1∇ · {F1(0, x) + λ1
G(0)1 − G(0)1 · ∇Θ1(0, x) − Θ1(0, x) · ∇G(0)1 },
· · · · · · · · · ,
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−1∇ ·
{
d j F1
dt j
(0, x) + λ1
G( j)1 −
j∑
i=1
(
j
i
){
G( j−i)1 · ∇
diΘ1
dti
(0, x)
+ d
iΘ1
dti
(0, x) · ∇G( j−i)1
}}
. (2.18)
Lemma 2.14 can be proved by employing the Galerkin method and the standard energy method.
Thus we omit the details for brevity.
3. Estimates on the coeﬃcients
In this section, we show how to determine the diffusive coeﬃcients f1(t, x, v), . . . , fm(t, x, v) by
the initial temperature ﬁeld θ0r (x) (1 r m) and the divergence-free velocity ﬁeld u0r (x) (1 r m).
To make the presentation easy to read, we hereafter assume that Ui,s j (i, j  1) is a polynomial with
Ui,s j (0) = 0 which may be different from line to line. We divide our analysis into the following four
subsections in order to streamline the presentation.
3.1. The estimates on f1(t, x, v)
In this subsection, we show how to determine the ﬁrst-order coeﬃcient f1(t, x, v) by the initial
data [u01(x), θ01 (x)] and to deduce certain the space–time energy estimates on f1(t, x, v).
Lemma 3.1. Suppose that ‖u01‖H2s1 and ‖θ01 ‖H2s1 are suﬃciently small, then there exists a unique f1(t, x, v)
which satisﬁes (1.8)–(1.12) and
(i) If N  2, we have
Zs1,l( f1) U1,s1
(∥∥(u01, θ01 )∥∥H2s1 ), (3.1)
Zs2(p1) U1,s2
(∥∥(u01, θ01 )∥∥H2s2 ), (3.2)
Zs2,l
(
(I− P) f2
)
 U1,s2
(∥∥(u01, θ01 )∥∥H2s2+2). (3.3)
(ii) If N > 4k − 2|α| 0 (k = 1,2, . . . , ), we get for any k′  1 that
Zs2k+2
(
−k∂αx ∂k′t p1) U1,s2k+2(∥∥(u01, θ01 )∥∥H2s2k+2+2k′ ). (3.4)
If k′  k 1, then we can deduce that
Zs2k+2,l
(
−k∂αx ∂k′t (I− P) f2) U1,s2k+2(∥∥(u01, θ01 )∥∥H2s2k+2+2k′+2). (3.5)
If N > 4k − 2|α| − 2 0 (k = 1,2, . . . , ), we obtain for k′  k 1 that
Zs2k+1
(
−k∂αx ∂k′t (ρ1,u1, θ1)) U1,s2k+1(∥∥(u01, θ01 )∥∥H2s2k+1+2k′ ). (3.6)
Proof. Since
f1 =
{
ρ1 + v · u1 +
( |v|2
2
− N
2
)
θ1
}√
μ =
{
v · u1 +
( |v|2
2
− N + 2
2
)
θ1
}√
μ,
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⎪⎪⎪⎪⎩
∂tu1 + u1 · ∇u1 + ∇p1 = η
u1,
∇ · u1 = 0,
∂tθ1 + u1 · ∇θ1 = κ
θ1,
u1(0, x) = u01(x),
θ1(0, x) = θ01 (x).
(3.7)
It is easy to show that for s N + 1, if (u01(x), θ01 (x)) ∈ Hs(RN ) with ‖u01‖Hs small enough, then (3.7)
has a global smooth solution [u1(t, x), θ1(t, x)] and there is a polynomial U1,s with U1,s(0) = 0 such
that
‖u1‖2Y s + ‖θ1‖2Y s  U1,s
(∥∥u01∥∥Hs + ∥∥θ01∥∥Hs). (3.8)
From (3.8), we have for any s1  N + 1, l 0 that
Zs1,l( f1) C Zs1,0(u1, θ1) U1,s1
(∥∥(u01, θ01 )∥∥H2s1 ).
As to the estimate on p1, noticing that (3.7) yields
p1 = −
−1∇ · (u1 · ∇u1) = −
−1
(∑
i, j
∂i j
(
ui1u
j
1
))
, (3.9)
we have from Lemmas 2.12 and 2.13 that
‖p1‖ C
∑
i, j
∥∥ui1u j1∥∥ C∑
i, j
{∥∥∇ui1∥∥HN−2∥∥u j1∥∥}. (3.10)
On the other hand, let 0 < |τ |  s2, (3.9) together with Lemma 2.12 and Sobolev’s inequality imply
that
∑
0<|τ |s2
‖∂τ p1‖ C
∑
i, j
{ ∑
0<|τ1|+|τ2|s2
τ1τ2
∥∥∂τ1u j1∂τ2ui1∥∥+ ∑
0<|τ1|+|τ2|s2
τ1>τ2
∥∥∂τ1u j1∂τ2ui1∥∥
}
 C
∑
i, j
{ ∑
0<|τ1|+|τ2|s2
τ1τ2
∥∥∂τ1u j1∥∥H s22 ∥∥∂τ2ui1∥∥
+
∑
0<|τ1|+|τ2|s2
τ1>τ2
∥∥∂τ1u j1∥∥∥∥∂τ2ui1∥∥H s22
}
. (3.11)
For T  t  0, we have from (3.10), (3.11) and (3.8) that
E˜s2(p1) +
T∫
0
D˜s2(p1)dt  U1,s2
(∥∥(u01, θ01 )∥∥H2s2 ),
which implies that (3.2) is true.
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L(I− P) f2 = −v · ∇x f1 + Γ ( f1, f1),
for each |τ |  s2, we have by taking ∂βτ on both sides of above equation, multiplying the resulting
identity by w2l∂βτ (I− P) f2, and integrating the ﬁnal result with respect to x and v over R2N that
(
∂
β
τ L(I− P) f2,w2l∂βτ (I− P) f2
)
= (−∂βτ (v · ∇x f1) + ∂βτ Γ ( f1, f1),w2l∂βτ (I− P) f2).
From which and Lemma 2.6, if |β| 1, we conclude that
1
2
∥∥wl∂βτ (I− P) f2∥∥2ν − C|β|,l∥∥wl∂τ (I− P) f2∥∥2ν
 C
(−wl∂βτ (v · ∇x f1) + wl∂βτ Γ ( f1, f1),wl∂βτ (I− P) f2)
 C
{∥∥wl+1∂βτ ∇x f1∥∥+ ∥∥wl∂β−β1τ ∇x f1∥∥}× ∥∥wl∂βτ (I− P) f2∥∥
+ C(wl∂βτ Γ (P f1,P f1),wl∂βτ (I− P) f2), (3.12)
where |β1| = 1.
When |β| = 0, we get from Remark 2.1 that
1
2
∥∥wl∂τ (I− P) f2∥∥2ν − Cl∥∥∂τ (I− P) f2∥∥2ν
 C
(−wl∂τ (v · ∇x f1) + wl∂τΓ ( f1, f1),wl∂τ (I− P) f2)
 C
∥∥wl+1∂τ∇x f1∥∥∥∥wl∂τ (I− P) f2∥∥+ C(wl∂τΓ (P f1,P f1),wl∂τ (I− P) f2). (3.13)
Furthermore, if l = 0, Lemma 2.4 yields
∥∥∂τ (I− P) f2∥∥2ν  C(−∂τ (v · ∇x f1) + ∂τΓ ( f1, f1), ∂τ (I− P) f2)
 C‖w∂τ∇x f1‖
∥∥∂τ (I− P) f2∥∥+ C(∂τΓ (P f1,P f1), ∂τ (I− P) f2). (3.14)
Thus for any l 0 and 0 |τ | s2, a suitable linear combination of (3.12)–(3.14) yields
∑
β0
∥∥wl∂βτ (I− P) f2∥∥2ν  C ∑
β0
(−wl∂βτ (v · ∇x f1) + wl∂βτ Γ ( f1, f1),wl∂βτ (I− P) f2)
 C
∑
ββ10
{∥∥wl+1∂βτ ∇x f1∥∥+ ∥∥wl∂β1τ ∇x f1∥∥}× ∥∥wl∂βτ (I− P) f2∥∥
+ C
∑
β0
(
wl∂βτ Γ (P f1,P f1),w
l∂
β
τ (I− P) f2
)
. (3.15)
Consequently
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β0
∥∥wl∂βτ (I− P) f2∥∥2ν  C ∑
β0
∥∥wl+1∂βτ ∇x f1∥∥2
︸ ︷︷ ︸
I1
+C
∑
β10
∥∥wl∂β1τ ∇x f1∥∥2
︸ ︷︷ ︸
I2
+ C
∑
β0
(
wl∂βτ Γ (P f1,P f1),w
l∂
β
τ (I− P) f2
)
︸ ︷︷ ︸
I3
. (3.16)
Now we turn to estimate Ii (1 i  3) term by term. For I1, I2, we have by utilizing (3.1) that
I1 + I2 +
T∫
0
(I1 + I2)dt  Zs2+1,l( f1) U1,s2+1
(∥∥(u01, θ01 )∥∥H2s2+2). (3.17)
As to I3, if |τ | = 0, we can get from Lemmas 2.7 and 2.13 that
I3  C
∥∥(ρ21 ,u21, θ21 )∥∥∥∥wl∂βτ (I− P) f2∥∥ν
 C
∥∥∇(ρ1,u1, θ1)∥∥HN−2∥∥∥∥(ρ1,u1, θ1)∥∥∥∥wl∂βτ (I− P) f2∥∥ν
 C E˜
1
2
s2,l
( f1)D˜
1
2
s2,l
( f1)
∥∥wl∂βτ (I− P) f2∥∥ν . (3.18)
If |τ | 1, applying Lemmas 2.7 and 2.13, we obtain
I3  C
∑
τ1τ2
∫
RN
∥∥∂τ1(ρ1,u1, θ1)∥∥∥∥∂τ2(ρ1,u1, θ1)∥∥∣∣wl∂βτ (I− P) f2∣∣ν dx
 C E˜
1
2
s2,l
( f1)D˜
1
2
s2,l
( f1)
∥∥wl∂βτ (I− P) f2∥∥ν . (3.19)
Putting (3.16)–(3.19) together, we have
E˜s2,l
(
(I− P) f2
)+ T∫
0
D˜s2,l
(
(I− P) f2
)
dt  U1,s2+1
(∥∥(u01, θ01 )∥∥H2s2+2),
which means that (3.3) holds.
Now we turn to the estimates (3.4)–(3.6) which deal with certain terms with high singularities.
When N > 4k − 2|α| (k = 1,2, . . .), if |τ | s2k+2, we have from (3.9) and Lemma 2.12 that
∑
|τ |s2k+2
∥∥∂τ
−k∂αx ∂k′t p1∥∥
 C
∑
i, j
{ ∑
|τ1|+|τ2|s2k+2+k′
τ τ
∥∥∂τ1u j1∂τ2ui1∥∥ 2N
N+4k−2|α|
+
∑
|τ1|+|τ2|s2k+2+k′
τ1>τ2
∥∥∂τ1u j1∂τ2ui1∥∥ 2N
N+4k−2|α|
}
1 2
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∑
i, j
{ ∑
|τ1|+|τ2|s2k+2+k′
τ1τ2
∥∥∂τ1u j1∥∥ N
2k−|α|
∥∥∂τ2ui1∥∥+ ∑
|τ1|+|τ2|s2k+2+k′
τ1>τ2
∥∥∂τ1u j1∥∥∥∥∂τ2ui1∥∥ N
2k−|α|
}
 C
∑
i, j
{ ∑
|τ1|+|τ2|s2k+2+k′
τ1τ2
∥∥∂τ1u j1∥∥
H
s2k+2
2
∥∥∂τ2ui1∥∥+ ∑
|τ1|+|τ2|s2k+2+k′
τ1>τ2
∥∥∂τ1u j1∥∥∥∥∂τ2ui1∥∥
H
s2k+2
2
}
.
From which and (3.1), we have
E˜s2k+2
(
−k∂αx ∂k′t p1) U1,s2k+2(∥∥(u01, θ01 )∥∥H2s2k+2+2k′ )
and
T∫
0
D˜s2k+2
(
−k∂αx ∂k′t p1)dt  U1,s2k+2(∥∥(u01, θ01 )∥∥H2s2k+2+2k′ ),
which imply that (3.4) is true.
As to the proof of (3.6), due to (3.7), to estimate 
−k∂αx ∂k′t (u1, θ1), we need to estimate

−k∂αx ∂k
′−1
t (u1 · ∇u1), 
−k∂αx ∂k
′−1
t ∇p1, and 
−k∂αx ∂k
′−1
t (u1 · ∇θ1) respectively. For brevity, we only
estimate I4 = 
−k∂αx ∂k
′−1
t (u1 · ∇u1) in details since the estimates for other two terms can be treated
similarly. Since N > 4k − 2|α| − 2 (k = 1,2, . . .), we can get from Lemma 2.12 that
‖I4‖ =
∥∥∥∥
−k∂αx ∂k′−1t
(∑
j
∂ j
(
u j1u
i
1
))∥∥∥∥ C∑
i, j
∥∥∂k′−1t (u j1ui1)∥∥ 2N
N+4k−2|α|−2
 C
∑
i, j
∑
|τ1+τ2|=k′−1
∥∥∂τ1u j1∥∥ N
2k−|α|−1
∥∥∂τ2ui1∥∥
 C
∑
i, j
∑
|τ1+τ2|=k′−1
∥∥∂τ1u j1∥∥
H
s2k+1
2
∥∥∂τ2ui1∥∥
and if 0< |τ | s2k+1, we have
∥∥∥∥ ∑
0<|τ |s2k+1
∂τ I4
∥∥∥∥
=
∥∥∥∥ ∑
0<|τ |s2k+1
∂τ
−k∂αx ∂k
′−1
t
(∑
i, j
∂ j
(
u j1u
i
1
))∥∥∥∥
 C
∥∥∥∥∑
i, j
∑
0<|τ |s2k+1
∂τ ∂
k′−1
t
(
u j1u
i
1
)∥∥∥∥ 2N
N+4k−2|α|−2
 C
∑
i, j
∑
0<|τ1|+|τ2|=|τ |+k′−1
{ ∑
τ1τ2
∥∥∂τ1u j1∥∥ N
2k−|α|−1
∥∥∂τ2ui1∥∥+ ∑
τ1>τ2
∥∥∂τ1u j1∥∥∥∥∂τ2ui1∥∥ N
2k−|α|−1
}
 C
∑
i, j
∑
0<|τ |+|τ |=|τ |+k′−1
{ ∑
τ τ
∥∥∂τ1u j1∥∥
H
s2k+1
2
∥∥∂τ2ui1∥∥+ ∑
τ1>τ2
∥∥∂τ1u j1∥∥∥∥∂τ2ui1∥∥
H
s2k+1
2
}
.1 2 1 2
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‖I4‖Zs2k+1 = E˜s2k+1(I4) +
T∫
0
D˜s2k+1(I4)dt

∑
|τ1|+|τ2|=|τ |+k′−1
τ1τ2
{
E˜|τ1|+ s2k+12 (u1)E˜|τ2|(u1) + E˜|τ1|+ s2k+12 (u1)
T∫
0
D˜|τ2|(u1)dt
}
 U1,s2k+1
(∥∥(u01, θ01 )∥∥H2s2k+1+2k′ ).
Hence (3.6) holds.
Finally, for |τ | s2k+2, similar to that of (3.12)–(3.16), we have∑
β0
∥∥wl∂βτ 
−k∂αx ∂k′t (I− P) f2∥∥2ν
 C
∑
β0
∥∥wl+1∂βτ 
−k∂αx ∂k′t ∇x f1∥∥2
︸ ︷︷ ︸
I5
+C
∑
β10
∥∥wl∂β1τ 
−k∂αx ∂k′t ∇x f1∥∥2
︸ ︷︷ ︸
I6
+ C
∑
β0
(
wl∂βτ 
−k∂αx ∂k
′
t Γ ( f1, f1),w
l∂
β
τ 
−k∂αx ∂k
′
t (I− P) f2
)
︸ ︷︷ ︸
I7
.
Now we turn to deal with I5, I6, and I7 term by term. Firstly, I5 and I6 can be estimated as in
the following: For T  t  0, since N > 4k − 2|α| − 2 (k = 1,2, . . .), we have by exploiting (3.6) that
I5 + I6 +
T∫
0
(I5 + I6)dt  Zs2k+2+k′+1,l+1( f1) U1,s+1
(∥∥(u01, θ01 )∥∥H2s2k+2+2k′+2).
As to I7, noticing N > 4k−2|α| (k = 1,2, . . .) and setting k′1+k′2 = k′ , k′1  k′2, we have by applying
Lemmas 2.12 and 2.11 that
I7  C
∥∥∣∣wl∂βτ ∂k′t Γ ( f1, f1)∣∣L2v∥∥ 2NN+4k−2|α| ∥∥wl∂βτ 
−k∂αx ∂k′t (I− P) f2∥∥ν
 C E˜
1
2
s2k+2,l+1
(
∂
k′1
t f1
)E˜ 12s2k+2,l+1(∂k′2t f1)∥∥wl∂βτ 
−k∂αx ∂k′t (I− P) f2∥∥ν
 C E˜
1
2
s2k+2k′1+2
,l+1( f1)D˜
1
2
s2k+2k′2+2
,l( f1)
∥∥wl∂βτ 
−k∂αx ∂k′t (I− P) f2∥∥ν .
Putting the above estimates together, we can conclude that (3.5) is true. This completes the proof of
Lemma 3.1. 
Remark 3.1. Since the equation θ1(t, x) satisﬁed is linear, the results of Lemma 3.1 hold for any θ01 (x) ∈
H2s1 (RN ).
Assume that f1(t, x, v), . . . , fr(t, x, v) have been constructed to satisfy (1.8)–(1.12) and (1.13)–(1.18)
up to the order r  1, then we can construct fr+1(t, x, v) by the induction method. Roughly speaking,
the construction is divided into two steps:
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tion (1.13). In order to solve (I− P) fr+1(t, x, v), we need to show that〈
∂t fr−1 + v · ∇x fr,
[
1, v, |v|2]√μ 〉= 0, (3.20)
By the induction hypothesis, the rth-incompressibility condition (1.14), the rth-order Boussinesq
relation (1.15) and (r − 1)th-order Navier–Stokes–Fourier equations are valid, which implies that
(3.20) is true. Therefore (I− P) fr+1 can be deﬁned by
(I− P) fr+1 = L−1
{
−∂t fr−1 − v · ∇x fr +
∑
i+ j=r+1
i, j1
Γ ( f i, f j)
}
.
• The second step is to determine the macroscopic part P fr+1(t, x, v), i.e. ρr+1(t, x), ur+1(t, x),
θr+1(t, x). Notice that for r  2, ur(t, x) is not a divergence free vector, i.e. ∇ · ur(t, x) = 0 for
r  2. Similar to the case inside a periodic box discussed in [18], we can show that the non-
divergence free part of ur(t, x) (r  2) satisﬁes ∇ · (I − P0)ur(t, x) = −∂tρr−1(t, x). But since we
consider the problem in the whole space, Poincaré’s inequality does not hold any longer and
consequently L2-estimates on (I − P0)ur(t, x) cannot be obtained directly. To overcome this dif-
ﬁculty, we have by Helmholtz decomposition that (I− P0)ur(t, x) = −
−1∇∂tρr−1(t, x) and then
try to use the Lp–Lq-estimates on the Riesz potential to deduce an estimate on ‖
−1∇∂tρr−1‖.
Our main observation is that through iteration step by step, we can convert ∂tρr−1(t, x) into the
summation of some nonlinear terms and some linear terms with higher regularity. Thus to use
the Lp–Lq-estimates on the Riesz potential to deduce the desired estimates, we need to ask that
the space dimension N to be suitably large.
The rest of this section is devoted to the construction of f1(t, x, v), . . . , fr(t, x, v). To make our
presentation easy to read, we will show how to determine f2(t, x, v) in the next subsection.
3.2. The estimates on f2(t, x, v)
This section is devoted to deducing certain estimates on f2(t, x, v) and for results in this direction,
we have
Lemma 3.2. Under the conditions listed in Theorem 1.1, there exists a unique f2(t, x, v) such that (1.13)–(1.18)
is valid for m = 2 and the following results hold:
(i) If N  2, we have
Zs2(ρ2,u2, θ2) U2,s2
(∥∥(u02, θ02 )∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2), (3.21)
Zs3,l
(
(I− P) f3
)
 U2,s3
(∥∥(u02, θ02 )∥∥H2s3+2 + ∥∥(u01, θ01 )∥∥H2s3+4). (3.22)
(ii) If N > 2, we can get that
Zs3(p2) U2,s3
(∥∥(u02, θ02 )∥∥H2s3 + ∥∥(u01, θ01 )∥∥H2s3+2). (3.23)
(iii) If N > 4k − 2|α| + 2 0 (k = 1,2, . . .), we have for k′  k 1 that
Zs2k+3
(
−k∂αx ∂k′t p2) U2,s2k+3(∥∥(u02, θ02 )∥∥H2s2k+3+2k′ + ∥∥(u01, θ01 )∥∥H2s2k+3+2k′+2). (3.24)
If k′  k, then we can deduce that
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(
−k∂αx ∂k′t (I− P) f3)
 U2,s2k+3
(∥∥(u02, θ02 )∥∥H2s2k+3+2k′ + ∥∥(u01, θ01 )∥∥H2s2k+3+2k′+2). (3.25)
If N > 4k − 2|α| 0 (k = 1,2, . . .), we have for k′  k that
Zs2k+2
(
−k∂αx ∂k′t (ρ2,u2, θ2))
 U2,s2k+2
(∥∥(u02, θ02 )∥∥H2s2k+2+2k′ + ∥∥(u01, θ01 )∥∥H2s2k+2+2k′+2). (3.26)
Proof. To prove (3.21), we estimate u2(t, x) ﬁrst. Noticing that u2(t, x) = (I − P0)u2(t, x) + P0u2(t, x)
and due to the fact that (I− P0)u2 solves
∇ · (I− P0)u2 = −∂tρ1, (3.27)
then
(I− P0)u2 = −
−1∇∂tρ1.
Consequently, by (3.6) with k = 1, |α| = 1, k′ = 1, we have
Zs2
(
(I− P0)u2
)= Zs2(
−1∇∂tρ1) U2,s2(∥∥(u01, θ01 )∥∥H2s2+2). (3.28)
If N > 4k − 2|α|, we directly apply (3.6) to get
Zs2k+2
(
−k∂αx ∂k′t (I− P0)u2)= Zs2k+2(
−k−1∂αx ∂k′+1t ∇ρ1)
 U2,s2k+2
(∥∥(u01, θ01 )∥∥H2s2k+2+2k′+2). (3.29)
As to (P0u2(t, x), θ2), we consider the following Cauchy problem of the 2nd-order Navier–Stokes–
Fourier system
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(∂t + u1 · ∇ − η
)P0u2 + P0u2 · ∇u1 + ∇p2 = Ru2,
∇ · P0u2 = 0,
(∂t + u1 · ∇ − κ
)θ2 + P0u2 · ∇θ1 = Rθ2,
P0u2(t, x)|t=0 = u02(x), θ2(t, x)|t=0 = θ02 (x).
(3.30)
It is easy to see that the above system is a special case of (2.14) and Lemma 3.1, (3.28) and
(3.29) tell us that (I− P0)u2(t, x), (I− P) f2(t, x, v), f1(t, x, v) ∈ Zs , thus we can deduce by applying
Lemma 2.14 to the Cauchy problem (3.30) that
sup
0tT
∑
|τ |s2
∥∥∥∥
(
∂τP0u2
∂τ θ2
)∥∥∥∥2 +min
{
η
2
,
κ
2
} ∑
0<τs2+1
T∫
0
∥∥∥∥
(
∂τP0u2
∂τ θ2
)∥∥∥∥2 dt
 C
s2∑
j=0
∥∥∥∥
(
(u02)
( j)
(θ02 )
( j)
)∥∥∥∥2
H2s2−2 j
+ C
∑
|τ |s2
T∫ (
∂τ Ru2
∂τ Rθ2
)
·
(
∂τP0u2
∂τ θ2
)
dt, (3.31)0
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( j), (θ02 )
( j)) (0  j  s2) are similarly deﬁned as G( j) in (2.16). To get the estimates like
those of (3.21), it suﬃce to verify that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
I8 =
s2∑
j=0
∥∥(u02)( j)∥∥2H2s2−2 j  U2,s2(∥∥u02∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2),
I9 =
∑
|τ |s2
T∫
0
(
∂τ R
u
2, ∂τP0u2
)
dt  η
4
T∫
0
∑
0<|τ |s2
‖∂τP0u2‖2 dt
+ U2,s2
(∥∥u02∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2),
I10 =
s2∑
j=0
∥∥(θ02 )( j)∥∥2H2s2−2 j  U2,s2(∥∥(u02, θ02 )∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2),
I11 =
∑
|τ |s2
T∫
0
(
∂τ R
θ
2, ∂τ θ2
)
dt  κ
4
T∫
0
∑
0<|τ |s2
‖∂τ θ2‖2 dt
+ ε sup
0tT
‖θ2‖2 + U2,s2
(∥∥u02∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2),
(3.32)
where ε is a positive constant and can be chosen as small as we wanted.
The estimates on I8 and I10 are straightforward and thus we omit the details here for brevity. Now
we turn to deal with I10 and I11, we only treat the case τ = 0 since the case τ > 0 is much easier.
According to (1.18), Lemmas 2.5, 2.10, 2.13 and 3.1, we have
I9 =
T∫
0
(〈
v · ∇xL−1{I− P}
(
v · ∇x(I− P) f2
)
, v
√
μ
〉
,P0u2
)
dt
−
T∫
0
(〈
v · ∇xL−1
{
Γ
(
f1, {I− P} f2
)+ Γ ({I− P} f2, f1)}, v√μ〉,P0u2)dt
−
T∫
0
((
u1 · ∇{I− P0}u2 + {I− P0}u2 · ∇u1 + ∇ · {I− P0}u2u1
)
,P0u2
)
dt
 η
4
T∫
0
∑
j
‖∂ jP0u2‖2 dt + C
T∫
0
∑
j
∥∥∂ j(I− P) f2∥∥2ν dt + C
T∫
0
E˜s2( f1)D˜s2
(
(I− P) f2
)
dt
+ C
∑
i, j
T∫
0
∥∥({I− P0}u2) j∥∥2∥∥∇ui1∥∥2HN−2 dt
 η
4
T∫ ∑
j
‖∂ jP0u2‖2 dt + U2,s2
(∥∥u02∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2) (3.33)0
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I11 =
T∫
0
(〈
v · ∇xL−1{I− P}
(
v · ∇x(I− P) f2
)
,
|v|2√μ
N + 2
〉
, θ2
)
dt
−
T∫
0
(〈
v · ∇xL−1
{
Γ
(
f1, {I− P} f2
)+ Γ ({I− P} f2, f1)}, |v|2√μ
N + 2
〉
, θ2
)
dt
−
T∫
0
(({I− P0}u2 · ∇θ1 + ∇ · {I− P0}u2θ1), θ2)dt −
T∫
0
(
2
N + 2∂t(ρ2 + θ2), θ2
)
dt
 κ
4
∑
0|τ |s2
T∫
0
(∑
j
‖∂ jθ2‖2 + ‖∂tθ2‖2
)
dt + C
T∫
0
∑
j
∥∥∂ j(I− P) f2∥∥2ν dt
+ C
T∫
0
E˜s2( f1)D˜s2
(
(I− P) f2
)
dt + C
∑
j
T∫
0
∥∥({I− P0}u2) j∥∥2‖∇θ1‖2HN−1 dt
+ C
T∫
0
∥∥∥∥
(
p1 − 1
N
u21
)∥∥∥∥2 dt + sup
0tT
C(ε)
∥∥∥∥
(
p1 − 1
N
u21
)∥∥∥∥2 + ε sup
0tT
‖θ2‖2
 κ
4
T∫
0
(∑
j
‖∂ jθ2‖2 + ‖∂tθ2‖2
)
dt + ε sup
0tT
‖θ2‖2
+ U2,s2
(∥∥u02∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2). (3.34)
Thus (3.32) holds.
Putting (3.31) and (3.32) together, one can see that (P0u2(t, x), θ2(t, x)) satisfy (3.21).
As to the corresponding estimates on ρ2(t, x), for any T  t  0, we have from ρ2 = p1 − θ2 + 1N u21
that
‖ρ2‖2  C
(‖p1‖2 + ‖θ2‖2)+ ‖u1‖2
H
s2
2
‖u1‖2
 U2,s2
(∥∥(u02, θ02 )∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2),
∑
0<|τ |s2
T∫
0
‖∂τ ρ2‖2 dt  C
∑
0<|τ |s2
T∫
0
{‖∂τ p1‖2 + ‖∂τ θ2‖2}dt
+ C
∑
τ1τ2
‖∂τ1u1‖2
H
s2
2
T∫
0
‖∂τ1u2‖2 dt
 U2,s2
(∥∥(u02, θ02 )∥∥H2s2 + ∥∥(u01, θ01 )∥∥H2s2+2),
and (3.21) follows immediately from the above estimates.
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p2 = −
−1∇ · {u1 · ∇P0u2 + P0u2 · ∇u1} + 
−1∇ · Ru2 . (3.35)
For simplicity of presentation, we only deal with the most delicate term 
−1∇ · ∂t(I − P0)u2 in

−1∇ · Ru2 . In fact for |τ | s3, if N > 2, by (3.6) with k = 1, k′ = 2, α = 0 we have∥∥−∂τ
−1∇ · ∂t(I− P0)u2∥∥2 = ∥∥∂τ
−1∂2t ρ1∥∥2  U2,s3(∥∥(u01, θ01 )∥∥H2s3+2).
The estimates for other terms in (3.35) can be easily obtained, thus (3.23) is true.
Following the arguments used in the proof of (3.3) and (3.5), we can very that (3.22) and (3.25)
are true.
From (3.35), we have for |τ | s2k+3 that
∥∥
−k∂αx ∂k′t ∂τ p2∥∥2  ∥∥
−k∂αx ∂k′t ∂τ {−
−1∇ · {u1 · ∇P0u2 + P0u2 · ∇u1}∥∥2︸ ︷︷ ︸
I12
+ ∥∥
−k∂αx ∂k′t 
−1∇ · Ru2}∥∥2︸ ︷︷ ︸
I13
,
and I12 and I13 can be estimates as in the following: For I12, noticing N > 4k − 2|α|, we have from
Lemmas 3.1, 2.12 and (3.21) that
I12  C
∑
i, j
∥∥
−k∂αx ∂k′t ∂τ {u j1(P0u2)i}∥∥2  C∥∥∂k′t ∂τ {u j1(P0u2)i}∥∥2
L
2N
N+4k−2|α|
 C
∑
|τ1|+|τ2|=|τ |+k′
τ1τ2
‖∂τ1u1‖2
L
N
2k−|α|
‖∂τ2P0u2‖2L2 + C
∑
|τ1|+|τ2|=|τ |+k′
τ1τ2
‖∂τ1P0u2‖2
L
N
2k−|α|
‖∂τ2u1‖2L2
 C
∑
|τ1|+|τ2|=|τ |+k′
τ1τ2
‖∂τ1P0u2‖2
H
s2k+3
2
‖∂τ2u1‖2 + C
∑
|τ1 |+|τ2 |=|τ |+k′
τ1τ2
‖∂τ1u1‖2
H
s2k+3
2
‖∂τ2P0u2‖2
 U2,s2k+3
(∥∥u02∥∥H2s2k+3+2k′ + ∥∥(u01, θ01 )∥∥H2s2k+3+2k′+2).
Moreover if k′  1, we can also get that
T∫
0
I12 dt  U2,s2k+3
(∥∥u02∥∥H2s2k+3+2k′ + ∥∥(u01, θ01 )∥∥H2s2k+3+2k′+2)
holds for T  t  0.
As to I13, it is easy to see that
I13  C
{∥∥
−k∂αx ∂k′t ∂τ
−1∇ · 〈v · ∇xL−1{I− P}(v · ∇x(I− P) f2), v√μ〉∥∥2︸ ︷︷ ︸
I113
+ ∥∥
−k∂αx ∂k′t ∂τ
−1∇ · 〈v · ∇xL−1{Γ ( f1, {I− P} f2)+ Γ ({I− P} f2, f1)}, v√μ〉∥∥2︸ ︷︷ ︸
I213
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−k∂αx ∂k′t ∂τ
−1∇ · ∂t{I− P0}u2∥∥2︸ ︷︷ ︸
I313
+∥∥
−k∂2kt ∂τ
−1∇ · 
{I− P0}u2∥∥2︸ ︷︷ ︸
I413
+ ∥∥
−k∂αx ∂k′t ∂τ
−1∇ · ∇(∇ · {I− P0}u2)∥∥2︸ ︷︷ ︸
I513
+ ∥∥
−k∂αx ∂k′t ∂τ
−1∇ · (u1 · ∇{I− P0}u2)∥∥2︸ ︷︷ ︸
I613
+ ∥∥
−k∂αx ∂k′t ∂τ
−1∇ · ({I− P0}u2 · ∇u1 + (∇ · {I− P0}u2)u1)∥∥2︸ ︷︷ ︸
I713
}
.
Now we turn to deal with I i13 term by term. First noticing N > 4k − 2|α| − 2, we get from
Lemma 2.5 and (3.5) that
I113  C
∑
|α′|=3
∥∥
−k−1∂αx ∂k′t ∂τ ∂α′x (I− P) f2∥∥2  U2,s2k+3(∥∥(u01, θ01 )∥∥H2s2k+3+2k′+2).
For I213, without loss of generality, we can assume that τ1  τ2, |τ1| + |τ2| = |τ | + k′ and we have
from Lemmas 3.1, 2.10 and 2.12 that
I213  C
∥∥∂k′t ∂τ 〈v j L−1{Γ ( f1, {I− P} f2)+ Γ ({I− P} f2, f1)}, vi√μ〉∥∥2
L
2N
N+4k−2|α|
x
 C
∥∥∣∣ν 12 ∂τ1 f1∣∣L2v∥∥2H s2k+32 ∥∥∂τ2{I− P} f2∥∥2 + ∥∥|∂τ1 f1|L2v∥∥2H s2k+32 ∥∥ν 12 ∂τ2{I− P} f2∥∥2
+ C∥∥∣∣ν 12 ∂τ1{I− P} f2∣∣L2v∥∥2H s2k+32 ‖∂τ2 f1‖2 + ∥∥∣∣∂τ1{I− P} f2∣∣L2v∥∥2H s2k+32 ∥∥ν 12 ∂τ2 f1∥∥2
 U1,s2k+3
(∥∥(u01, θ01 )∥∥H2s2k+3+2k′+2).
Since N > 4k − 2|α| + 2, in view of (3.6) and (3.27), we can deduce that
I313  C
∥∥
−k∂αx ∂k′t ∂τ
−1∂2t ρ1∥∥2  U1,s2k+3(∥∥(u01, θ01 )∥∥H2s2k+3+2k′+4).
Similarly
I413 + I513  C
∥∥
−k∂αx ∂k′t ∂τ ∂tρ1∥∥2  U1,s2k+3(∥∥(u01, θ01 )∥∥H2s2k+3+2k′+2).
Finally for the last two terms, we have
I613 + I713  C
∥∥∂k′t ∂τ {ui1({I− P0}u2) j}∥∥2
L
2N
N+4k−2|α|
 C
∑
τ1τ2
{∥∥∂τ1ui1∥∥2
H
s2k+3
2
∥∥∂τ2({I− P0}u2) j∥∥2 + ∥∥∂τ1({I− P0}u2) j∥∥2
H
s2k+3
2
∥∥∂τ2ui1∥∥2}
 U1,s2k+3
(∥∥(u01, θ01 )∥∥H2s2k+3+2k′+2).
Combining all the estimates above, we have already shown that (3.24) is true.
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∥∥
−k∂αx ∂k′t ∂τP0u2∥∥ C{∥∥
−k∂αx ∂k′−1t ∂τ {u1 · ∇P0u2 + P0u2 · ∇u1 + ∇p2}∥∥
+ ∥∥
−k+1∂αx ∂k′t ∂τP0u2∥∥+ ∥∥
−k∂αx ∂k′−1t ∂τ Ru2∥∥}.
The ﬁrst and third terms in the right-hand side of the above inequality can be estimated similar
to that of I12 and I13. As to the second term, since k′  k, we can get the desirable estimates by using
(3.30) k − 1 times.
With the estimate (3.26) in hand and from Lemma 3.1, (3.25) can be obtained similar to that of
(3.22). This completes the proof of Lemma 3.2. 
Remark 3.2. It is worth to pointing out that the key point to prove Lemma 3.2 is to establish the
estimate on p2 while the estimates on other terms such as (I−P0) f2(t, x, v), P0u2(t, x), etc. are fairly
routine. In fact, if we want to get the desired estimates on ρr+1(t, x), θr+1(t, x), we must determine
pr(t, x) ﬁrst. Since the most subtle problem is on how to deduce an estimates on pr(t, x), to make our
analysis clear, we ﬁrst show how to determine p2 and p3 and then use the principle of mathematical
induction to deduce an estimate on pr . As mentioned before, our analysis is based on the Lp–Lq-
estimates on the Riesz potential, which leads to the assumption that the space dimension N should
be suitably large.
3.3. The estimates on f3(t, x, v)
For f3(t, x, v), we have the following results.
Lemma 3.3. Under the conditions listed in Theorem 1.1, there exists a unique f3(t, x, v) such that (1.13)–(1.18)
is valid for m = 3 and the following estimates hold
(i) If N > 2, we have
Zs3(ρ3,u3, θ3) U3,s3
(
3∑
i=1
∥∥(u0i , θ0i )∥∥H2s3+2(3−i)
)
, (3.36)
Zs4,l
(
(I− P) f4
)
 U3,s4
(
3∑
i=1
∥∥(u0i , θ0i )∥∥H2s4+2(3−i)+2
)
. (3.37)
(ii) If N > 4, we can get that
Zs4,0(p3) U3,s4
(
3∑
i=1
∥∥(u0i , θ0i )∥∥H2s4+2(3−i)+2
)
. (3.38)
(iii) If N > 4k − 2|α| + 4 (k = 1,2, . . .), we can obtain for k′  k 1 that
Zs2k+4
(
−k∂αx ∂k′t p3) U3,s2k+4
(
3∑
i=1
∥∥(u0i , θ0i )∥∥H2s2k+4+2k′+2(3−i)
)
. (3.39)
If k′  k, then we can deduce that
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(
−k∂αx ∂k′t (I− P) f4) U3,s2k+4
(
3∑
i=1
∥∥(u0i , θ0i )∥∥H2s2k+4+2k′+2(3−i)
)
. (3.40)
If N > 4k − 2|α| + 2 (k = 1,2, . . .), we have for k′  k that
Zs2k+3
(
−k∂αx ∂k′t (ρ3,u3, θ3)) U3,s2k+3
(
3∑
i=1
∥∥(u0i , θ0i )∥∥H2s2k+3+2k′+2(3−i)
)
. (3.41)
Proof. Noticing
∂τ (I− P0)u3 = −∂τ
−1∇∂tρ2,
and N > 2, we can deduce from (3.26) with k = k′ = |α| = 1 that
Zs3
(
(I− P0)u3
)
 U2,s3
(
2∑
i=1
∥∥(u0i , θ0i )∥∥H2s3+2(2−i)+2
)
.
For (P0u3(t, x), θ3), since they solve the following Cauchy problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(∂t + u1 · ∇ − η
)P0u3 + P0u3 · ∇u1 + ∇p3 = Ru3,
∇ · P0u3 = 0,
(∂t + u1 · ∇ − κ
)θ3 + P0u3 · ∇θ1 = Rθ3,
P0u3(t, x)|t=0 = u03(x), θ3(t, x)|t=0 = θ03 (x),
(3.42)
we have by employing the same argument used to estimate (P0u2(t, x), θ2(t, x)) that
Zs3,0
(
(P0u3, θ3)
)
 U2,s3
(
2∑
i=1
∥∥(u0i , θ0i )∥∥H2s3+2(2−i)+2
)
.
As to ρ3(t, x), due to
ρ3 = p2 − θ3 + 2
N
u2 · u1,
we have from Lemma 3.2 and the above estimates on θ3(t, x) that
Zs3(ρ3) U2,s3
(
2∑
i=1
∥∥(u0i , θ0i )∥∥H2s3+2(2−i)+2
)
.
Putting the above estimates on ρ3(t, x), θ3(t, x), and u3(t, x) together, we can easily deduce that
(3.36) holds.
Now we turn to prove (3.38). For this purpose, since
p3 = −
−1∇ · {u1 · ∇P0u3 + P0u3 · ∇u1} + 
−1∇ · Ru3, (3.43)
we have for |τ | s4 that
‖∂τ p3‖ =
∥∥∂τ {−
−1∇ · {u1 · ∇P0u3 + P0u3 · ∇u1}+ 
−1∇ · Ru3}∥∥.
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−1∂τ∇ · ∂t{I− P0}u3 = −
−1∂τ ∂2t ρ2. To do so, if N > 4,
we can indeed show by employing (3.6) with k = 1, k′ = 2, and |α| = 0 that (3.38) holds.
Having obtained the above estimates, the rest estimates stated in Lemma 3.3 can be obtained
similar to that of Lemma 3.2. Thus the proof for Lemma 3.3 is completed. 
3.4. The estimates on higher order coeﬃcients
In this subsection, we determine the coeﬃcients fr(t, x, v) for r  3 by the method of mathemati-
cal induction. Suppose that r m (m 3) and the following estimates hold
(i) If N > 2r − 4, we have
Zsr (ρr,ur, θr) Ur,sr
(
r∑
i=1
∥∥(u0i , θ0i )∥∥H2sr+2(r−i)
)
, (3.44)
Zsr+1,l
(
(I− P) fr+1
)
 Ur,sr+1
(
r∑
i=1
∥∥(u0i , θ0i )∥∥H2sr+1+2(r−i)+2
)
. (3.45)
(ii) If N > 2r − 2, we obtain
Zsr+1(pr) Ur,sr+1
(
r∑
i=1
∥∥(u0i , θ0i )∥∥H2sr+1+2k′+2(r−i)+2
)
. (3.46)
(iii) If N > 4k + 2r − 2|α| − 2 (k = 1,2, . . .), we get for k′  k 1 that
Zs2k+r+1
(
−k∂αx ∂k′t pr) Ur,s2k+r+1
(
r∑
i=1
∥∥(u0i , θ0i )∥∥H2s2k+r+1+2k′+2(r−i)+2
)
. (3.47)
If k′  k, then we can deduce that
Zs2k+r+1,l
(
−k∂αx ∂k′t (I− P) fr+1) Ur,s2k+r+1
(
r∑
i=1
∥∥(u0i , θ0i )∥∥H2s2k+r+1+2k′+2(r−i)+2
)
. (3.48)
If N > 4k + 2r − 2|α| − 4 (k = 1,2, . . .), we have for k′  k that
Zs2k+r
(
−k∂αx ∂k′t (ρr,ur, θr)) Ur,s2k+r
(
r∑
i=1
∥∥(u0i , θ0i )∥∥H2s2k+r+2k′+2(r−i)
)
, (3.49)
then to prove Theorem 1.1, it is suﬃce to prove that (3.44)–(3.49) is valid for r =m + 1. The proof is
divided into three steps.
The ﬁrst step is to construct the hydrodynamic ﬁeld P fm+1(t, x, v), i.e. to determine ρm+1(t, x),
um+1(t, x), θr+1(t, x). First of all, (I− P0)um+1(t, x) is determined by (1.14) so that
(I− P0)um+1 = −
−1∇∂tρm,
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Zsm+1
(
(I− P0)um+1
)= Zsm+1,0(
−1∇∂tρm) Um,sm+1
(
m∑
i=1
∥∥(u0i , θ0i )∥∥H2sm+1+2(m−i)+2
)
,
and it is worth to pointing out that it was in deducing this estimate that we require the space
dimension N to satisfy N > 2m − 2.
Now we determine (P0um+1(t, x), θm+1(t, x)) by solving the (m+ 1)th-order Navier–Stokes–Fourier
equations
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(∂t + u1 · ∇ − η
)P0um+1 + P0um+1 · ∇u1 + ∇pm+1 = Rum+1,
∇ · P0um+1 = 0,
(∂t + u1 · ∇ − κ
)θm+1 + P0um+1 · ∇θ1 = Rθm+1,
P0um+1(t, x)|t=0 = u0m+1(x), θm+1(t, x)|t=0 = θ0m+1(x).
(3.50)
Based on the induction hypothesis (3.44)–(3.49), we can see that the Cauchy problem (3.50) satisﬁes
the conditions listed in Lemma 2.14, thus there is a unique smooth solution (P0um+1, θm+1) to (3.50)
such that
sup
0tT
∑
|τ |sm+1
∥∥∥∥
(
∂τP0um+1
∂τ θm+1
)∥∥∥∥2 +min
{
η
2
,
κ
2
} ∑
0<τsm+1+1
T∫
0
∥∥∥∥
(
∂τP0um+1
∂τ θm+1
)∥∥∥∥2 dt
 C
sm+1∑
j=0
∥∥∥∥
(
(u0m+1)( j)
(θ0m+1)( j)
)∥∥∥∥2
H2sm+1−2 j
+ C
∑
|τ |sm+1
T∫
0
(
∂τ Rum+1
∂τ Rθm+1
)
·
(
∂τP0um+1
∂τ θm+1
)
dt. (3.51)
Here ((u0m+1)( j), (θ
0
m+1)( j)) (0 j  sm+1) are deﬁned similar to that of G( j) given by (2.16).
Similar to the proof of Lemma 3.2, we only need to treat the last term in (3.51) and we can show
that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
I14 =
∑
|τ |sm+1
T∫
0
(
∂τ R
u
m+1, ∂τP0um+1
)
dt  η
4
T∫
0
∑
0<|τ |sm+1
‖∂τP0um+1‖2 dt
+ Um,sm
(
m∑
i=1
∥∥(u0m, θ0m)∥∥H2sm+2(m−i)
)
,
I15 =
∑
|τ |sm+1
T∫
0
(
∂τ R
θ
m+1, ∂τ θm+1
)
dt  κ
4
T∫
0
∑
0<|τ |sm+1
‖∂τ θm+1‖2 dt
+ ε sup
0tT
‖θm+1‖2 + Um,sm+1
(
m∑
i=1
∥∥(u0i , θ0i )∥∥H2sm+1+2(m−i)
)
.
(3.52)
Here ε is a positive constant which can be chosen suﬃciently small.
To verify (3.52), as mentioned before, we only need to estimate I14, I15 for the case τ = 0. For
this purpose, by utilizing Lemmas 2.5, 2.10, 2.13 and the induction hypothesis (3.44)–(3.49) for r =
1,2, . . . ,m, we have
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T∫
0
(〈
v · ∇xL−1
{
∂t{I− P} fm −
∑
i+ j=m+1
i, j>1
Γ ( f i, f j)
}
, v
√
μ
〉
,P0um+1
)
dt
+
T∫
0
(〈
v · ∇xL−1{I− P}
(
v · ∇x(I− P) fm+1
)
, v
√
μ
〉
,P0u2
)
dt
−
T∫
0
(〈
v · ∇xL−1
{
Γ ( f1, {I− P} fm+1) + Γ
({I− P} fm+1, f1)}, v√μ〉,P0u2)dt
−
T∫
0
((
u1 · ∇{I− P0}um+1 + {I− P0}um+1 · ∇u1 + ∇ · {I− P0}um+1u1
)
,P0um+1
)
dt
 η
4
T∫
0
∑
j
‖∂ jP0um+1‖2 dt + C
T∫
0
∥∥∂t(I− P) fm∥∥2ν dt + C
T∫
0
∑
j
∥∥∂ j(I− P) fm+1∥∥2ν dt
+ C
∑
i+ j=m+1
i, j>1
T∫
0
E˜sm+1( f i)D˜sm+1( f j) + E˜sm+1( f j)D˜sm+1( f i)dt
+ C
T∫
0
E˜sm+1( f1)D˜sm+1
(
(I− P) fm+1
)
dt + C
∑
i, j
T∫
0
∥∥({I− P0}um+1) j∥∥2∥∥∇ui1∥∥2HN−2 dt
 η
4
T∫
0
∑
j
‖∂ jP0um+1‖2 dt + Um,sm+1
(
m∑
i=1
∥∥(u0i , θ0i )∥∥H2sm+2(m−i)
)
(3.53)
and
I15 =
T∫
0
(〈
v · ∇xL−1
{
∂t{I− P} fm −
∑
i+ j=m+1
i, j>1
Γ ( f i, f j)
}
,
|v|2√μ
N + 2
〉
, θm+1
)
dt
+
T∫
0
(〈
v · ∇xL−1{I− P}
(
v · ∇x(I− P) f2
)
,
|v|2√μ
N + 2
〉
, θm+1
)
dt
−
T∫
0
(〈
v · ∇xL−1
{
Γ
(
f1, {I− P} fm+1
)+ Γ ({I− P} fm+1, f1)}, |v|2√μ
N + 2
〉
, θm+1
)
dt
−
T∫
0
(({I− P0}um+1 · ∇θ1 + ∇ · {I− P0}um+1θ1), θm+1)dt
−
T∫ (
2
N + 2∂t(ρm+1 + θm+1), θm+1
)
dt0
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4
∑
0|τ |sm+1
T∫
0
(∑
j
‖∂ jθm+1‖2 + ‖∂tθm+1‖2
)
dt + C
T∫
0
∑
j
∥∥∂ j(I− P) fm+1∥∥2ν dt
+ C
∑
i+ j=m+1
i, j>1
T∫
0
E˜sm+1( f i)D˜sm+1( f j) + E˜sm+1( f j)D˜sm+1( f i)dt
+ C
T∫
0
E˜sm+1( f1)D˜sm+1
(
(I− P) fm+1
)
dt + C
∑
j
T∫
0
∥∥({I− P0}um+1) j∥∥2‖∇θ1‖2HN−1 dt
+ C
T∫
0
∥∥∥∥
(
pm − 2
N
um · u1
)∥∥∥∥2 dt + sup
0tT
C(ε)
∥∥∥∥
(
pm − 2
N
um · u1
)∥∥∥∥2 + ε sup
0tT
‖θm+1‖2
 κ
4
T∫
0
(∑
j
‖∂ jθm+1‖2 + ‖∂tθm+1‖2
)
dt + ε sup
0tT
‖θm+1‖2
+ Um,sm+1
(
m∑
i=1
∥∥(u0i , θ0i )∥∥H2sm+2(m−i)
)
. (3.54)
(3.53), (3.54) and together with the estimates on the initial data, we can see that (3.44) is true for
(P0ur(t, x), θr(t, x)) with r =m+ 1.
As to ρm+1(t, x), due to the Boussinesq relation (1.15), i.e. ρm+1 = pm − θm+1 + 2N um · u1, when
N > 2m − 2, by the above estimate for θm+1 and (3.46), (3.44) with r =m, we have
‖ρm+1‖2 
{
‖pm‖2 + ‖θm+1‖2 +
∥∥∥∥ 2N um · u1
∥∥∥∥2
}
 Um+1,sm+1
(
m+1∑
i=1
∥∥(u0i , θ0i )∥∥H2sm+1+2(m+1−i)
)
and for 0< |τ | sm+1, T  t  0, we get that
T∫
0
‖∂τ ρm+1‖dt  C
∑
0<|τ |sm+1
T∫
0
{‖∂τ pm‖ + ‖∂τ θm+1‖ + ∥∥∂τ (um · u1)∥∥}dt
 C
∑
0<|τ |sm+1
T∫
0
{‖∂τ pm‖ + ‖∂τ θm+1‖}dt
+
∑
τ1+τ2=τ
τ1τ2
T∫
0
{‖∂τ1um‖
H
sm+1
2
‖∂τ2u1‖ + ‖∂τ1u1‖
H
sm+1
2
‖∂τ2um‖
}
dt
 Um+1,sm+1
(
m+1∑∥∥(u0i , θ0i )∥∥H2sm+1+2(m+1−i)
)
.i=1
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that ρm+1(t, x) satisﬁes the estimate (3.44) for r =m+ 1.
The second step is to construct the microscopic component (I − P) fm+2(t, x, v) from the micro-
scopic equation (1.6). Since
(
∂
β
τ L(I− P) fm+2,w2l∂βτ (I− P) fm+2
)
=
(
−∂βτ ∂t fm − ∂βτ (v · ∇x fm+1) +
∑
i+ j=m+2
∂
β
τ Γ ( f i, f j),w
2l∂
β
τ (I− P) fm+2
)
.
Exactly as in the proof of (3.3) in Lemma 3.1, for any l 0 and 0 |τ | sm+1, we have
∑
β0
∥∥wl∂βτ (I− P) fm+2∥∥2ν
 C
∑
β0
(
−wl∂βτ (∂t fm + v · ∇x fm+1) +
∑
i+ j=m+2
i, j>1
wl∂βτ Γ ( f i, f j),w
l∂
β
τ (I− P) fm+2
)
 C
∑
ββ10
{∥∥wl∂βτ ∂t fm∥∥+ ∥∥wl+1∂βτ ∇x fm+1∥∥+ ∥∥wl∂β1τ ∇x fm+1∥∥}× ∥∥wl∂βτ (I− P) fm+2∥∥
+ C
∑
β0
∑
i+ j=m+2
i, j>1
(
wl∂βτ Γ ( f i, f j),w
l∂
β
τ (I− P) fm+2
)
. (3.55)
Furthermore, from Lemma 2.7, Remark 2.2 and by splitting
Γ ( f i, f j) = Γ (P f i,P f j) + Γ
(
P f i, (I− P) f j
)+ Γ ((I− P) f i,P f j)+ Γ ((I− P) f i, (I− P) f j),
we can get the upper bound of the last term in the right-hand side of (3.55)
C E˜
1
2
sm+2,l ( f i)D˜
1
2
sm+2,l ( f j)
∥∥wl∂βτ (I− P) fm+2∥∥ν + C E˜ 12sm+2,l ( f j)D˜ 12sm+2( f i)∥∥wl∂βτ (I− P) fm+2∥∥ν .
Therefore, by Cauchy’s inequality and the induction hypothesis (3.44)–(3.49), we can see that (3.45) is
valid for r =m+ 1.
The last step is to determine pm+1(t, x). Noticing that
pm+1 = −
−1∇ ·
{
u1 · ∇P0um+1 + P0um+1 · ∇u1
}+ 
−1∇ · Rum+1,
to get the desired estimate on pm+1(t, x), we only need to deal with the term 
−1∇ · ∂t(I− P0)um+1
since the rest terms are less complicated. To this end, (1.14) tells us that

−1∇ · ∂t(I− P0)um+1 = −
−1∂2t ρm,
and if N > 2m, we have from (3.49) with r =m, k = 1, α = 0 and k′ = 2 that
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(
−1∇ · ∂t(I− P0)um+1) Um+1,sm+1
(
m+1∑
i=1
∥∥(u0i , θ0i )∥∥H2sm+1+2(m+1−i)+2
)
.
Thus, if N > 2m, we can obtain (3.47) for r = m + 1 by performing the same analysis as in deduc-
ing (3.23).
Having obtained the above estimates, the estimates (iii) can be proved by repeating the arguments
used to prove Lemma 3.2. We thus conclude our results by combing all the estimates obtained above.
4. Uniform spatial energy estimate
In this section, we consider the following model problem
∂t f
 + v

· ∇x f  + 1
2
L f  = h, (4.1)
where h(t, x, v) will be given later. Our main purpose is to establish a uniform space–time energy
estimate for f (t, x, v).
For this purpose, recall ﬁrst that
(Lg, g) δ
∥∥(I− P)g∥∥2
ν
, (4.2)
and we will use a different representation for the hydrodynamic ﬁeld part P f (t, x, v) as
P f  = {a(t, x) + b(t, x) · v + c(t, x)|v|2}√μ.
In light of (4.2), it suﬃces to show that the macroscopic part of the solution, i.e. a(t, x),b(t, x), and
c(t, x) are bounded by its microscopic part (I − P) f (t, x, v), the heart of the proof of such a fact
is a careful analysis of the macroscopic equations. Some what surprisingly, as pointed out in [18],
the macroscopic equations behave like an elliptic system for a(t, x),b(t, x), and c(t, x), so that it
is straightforward to deduce the L2 space–time estimates on their derivatives. As to the L2 space–
time estimate on a(t, x),b(t, x), and c(t, x), for the case inside a periodic box, conservation of
mass, momentum as well as energy implies average of a(t, x),b(t, x), c(t, x) is zero and this fact
together with the Poincaré inequality leads to the control of P f (t, x, v). But for the problem in the
whole space considered in this paper, however, only the L2 space–time estimates on the derivatives
of a,b , c but not a,b , c themselves, can be suitably controlled by the macroscopic equations,
cf. [17,24,28,32,33]. For the results in this direction, we have
Lemma 4.1. Assume f  is a solution to Eq. (4.1), then there exists a constant C1 > 0 such that
∑
0<|α|s
∥∥∂αP f ∥∥2   dG(t)
dt
+ C1
2
∑
|α|s
∥∥∂α(I− P) f ∥∥2ν + 2 ∑
|α|s−1
∥∥∂αh⊥∥∥ (4.3)
holds provided that  is chosen suﬃciently small. Here G(t) is deﬁned as
−
∑
|α|s−1
∫
RN
{〈
(I− P)∂α f , ζc
〉 · ∇x∂αc − 〈(I− P)∂α f , ζi j 〉 · ∂ j∂αb}dx
−
∑
|α|s−1
∫
N
{〈
(I− P)∂α f , ζa
〉 · ∇x∂αa − ∂αb · ∇x∂αa}dx, (4.4)
R
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μ, vi
√
μ, vi v j
√
μ, vi|v|2√μ
]
,
1 i, j  N, and ∂αh⊥ is the L2v projection of ∂αh(t, x, v) onto the subspace generated by the same basis.
Now we proceed to deduce the basic energy estimate, for results in this direction, we have
Lemma 4.2. Assume that f (t, x, v) is a solution to Eq. (4.1), then there exists a constant C1 > 0 such that the
following energy estimate is valid
d
dt
{
C1
∑
|α|s
∥∥∂α f ∥∥2 − δG(t)}+ δ{ 1
2
∑
|α|s
∥∥∂α(I− P) f ∥∥2ν + ∑
0<|α|s
∥∥∂αP f ∥∥2}
 2C1
∑
|α|s
(
∂αh
, ∂α f

)+ 2δ ∑
|α|s−1
∥∥∂αh⊥∥∥2. (4.5)
Proof. We take ∂α (|α| s) of (4.1) and then make the inner product with ∂α f  to get
1
2
d
dt
∥∥∂α f ∥∥2 + δ
2
∥∥∂α(I− P) f ∥∥2ν  (∂αh, ∂α f ). (4.6)
Returning now to Lemma 4.1, we ﬁnd that
δ
2
∑
|α|s
∥∥∂α(I− P) f ∥∥2ν  1C1
{
δ
∑
0<|α|s
∥∥∂αP f ∥∥2 − δG ′(t) − 2δ ∑
|α|s−1
∥∥∂αh⊥∥∥
}
. (4.7)
Inserting (4.7) into (4.6) and adjusting constants, we deduce that (4.5) is true. This completes the
proof of Lemma 4.2. 
5. Proof of Theorem 1.2
This section is devoted to proving Theorem 1.2, we study the solution to the kinetic equation (1.30).
We ﬁrst establish a pure spatial energy estimate in Lemma 5.1. For results in this direction, we have
Lemma 5.1. Let f (t, x, v) be a solution to (1.30), then for any instant energy functional E1/2s,0 ( f ), there is a
constant C > 0 such that
d
dt
{
C1
∑
|α|s
∥∥∂α f ∥∥2 − δG(t)}+ δ{ 1
2
∑
|α|s
∥∥∂α(I− P) f ∥∥2ν + ∑
0<|α|s
∥∥∂αP f ∥∥2}
 C
{E1/2s ( f )+ Es( f )}Ds( f ). (5.1)
Proof. We apply Lemma 4.2 with
h = 1

Γ
(
f , f 
)
.
It suﬃces to estimate the right-hand side of (4.5), that is we only need to estimate (∂αh, ∂α f ) and
2‖∂αh⊥‖2. For this purpose, if α = 0, we split f  = P f  + (I−P) f  and 2‖∂αh⊥‖2 is converted into
S. Liu, H. Zhao / J. Differential Equations 250 (2011) 623–674 6632
∥∥h⊥∥∥2 = ∥∥〈Γ ( f , f ), ζ 〉∥∥2 = ∥∥〈Γ (P f ,P f ), ζ 〉∥∥2 + ∥∥〈Γ ({I− P} f ,P f ), ζ 〉∥∥2
+ ∥∥〈Γ ( f , {I− P} f ), ζ 〉∥∥2. (5.2)
Since the dissipation rate includes ‖{I−P} f ‖2ν , by applying Lemma 2.7, we deduce that the second
and the third terms are bounded by Es( f )Ds( f ).
On the other hand, we plug P f  = {a(t, x)+b(t, x) · v + c(t, x)|v|2}√μ into the ﬁrst term to get
∥∥〈Γ (P f ,P f ), ζ 〉∥∥2  O (1)∥∥a2 + b2 + c2∥∥2.
Since N−22N + 1N = 12 , it is therefore bounded by the generalized Hölder inequality that
∥∥a2 + b2 + c2∥∥2  c{∥∥a(t, x)∥∥2
L
2N
N−2 +
∥∥b(t, x)∥∥2
L
2N
N−2 +
∥∥c(t, x)∥∥2
L
2N
N−2
}
× {∥∥a(t, x)∥∥2LN + ∥∥b(t, x)∥∥2LN + ∥∥c(t, x)∥∥2LN }. (5.3)
From Sobolev’s inequality, the ﬁrst factor can be bounded by
C
{∥∥∇xa(t, x)∥∥2 + ∥∥∇xb(t, x)∥∥2 + ∥∥∇xc(t, x)∥∥2} CDs( f ),
while the second factor can estimated as
C
{∥∥a(t, x)∥∥2Hs + ∥∥b(t, x)∥∥2Hs + ∥∥c(t, x)∥∥2Hs} CEs( f ).
As to (h, f ), by employing the same argument as above, we have
(
h, f 
)= 1

(
Γ
(
f , f 
)
, {I− P} f )= 1

(
Γ
(
P f ,P f 
)
, {I− P} f )
+ 1

(
Γ
({I− P} f ,P f ), {I− P} f )+ 1

(
Γ
(
f , {I− P} f ), {I− P} f ). (5.4)
Lemma 2.7 implies that the second and the third terms in the right-hand side of (5.4) are easily
bounded by E1/2s,0 ( f )Ds,0( f ).
For the ﬁrst term, we insert P f  = {a(t, x)+b(t, x) · v + c(t, x)|v|2}√μ into the ﬁrst term in the
right-hand side of (5.4) to get
1

(
Γ
(
P f ,P f 
)
, {I− P} f ) C∥∥a2 + b2 + c2∥∥ · 1 ∥∥{I− P} f ∥∥.
Clearly, the second factor is bounded by D1/2s ( f ) and from (5.3), we can see that the ﬁrst factor is
no more than E1/2s ( f )D1/2s ( f ).
Next we will show that if α > 0, (∂αh, ∂α f ) and 2‖∂αh⊥‖2 can also be bounded by the right-
hand side of (5.1). To see this, let us assume ﬁrst that |α1|  |α|2 . For such a case, we get from
Lemma 2.8 that
2
∥∥∂αh⊥∥∥2  ∑
α1+α2=α
C
∥∥〈Γ (∂α1 f , ∂α2 f ), ζ 〉∥∥2
 CEs
(
f 
) ∑
α >0
∥∥∂α2 f ∥∥2ν  CEs( f )Ds( f ),
2
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(
∂αh
, ∂α f

)= ∑
α1+α2=α
1

(
Γ
(
∂α1 f
, ∂α2 f

)
, (I− P)∂α f 
)
 CE1/2s
(
f 
){ ∑
α2>0
∥∥∂α2 f ∥∥ν
}
1

∥∥(I− P)∂α f ∥∥ν
 CE1/2s
(
f 
)Ds( f ).
Combing all the estimates above together, we conclude our Lemma 5.1. 
In order to prove Theorem 1.2, it remains to estimate the velocity derivatives. For this purpose, we
ﬁrst notice that for the hydrodynamic part P f  ,
∥∥wl∂βαP f ∥∥ c∥∥∂αP f ∥∥,
which has been estimated in Lemma 5.1. It suﬃces to estimate the remaining microscopic part
wl∂βα (I− P) f  for |α| + |β| s.
We apply ∂βα to (4.1) and sum over |α| + |β| s, |β| 1 to get
∂t∂
β
α (I− P) f  + 1

v · ∇x∂βα (I− P) f  + 1
2
∂
β
α L(I− P) f 
+
{
∂t∂
β
αP f
 + 1

v · ∇x∂βαP f  + 1

Cβ1β ∂
β1 v · ∇x∂β−β1α f 
}
= 1

∂
β
αΓ
(
f , f 
)
.
Here |β1| = 1.
Taking the inner product with w2l∂βα (I− P) f  , we get
d
dt
{
1
2
∥∥wl∂βα (I− P) f ∥∥2}+ 1
2
(
w2l∂βα L(I− P) f , ∂βα (I− P) f 
)
+
(
∂t∂
β
αP f
 + 1

v · ∇x∂βαP f  + 1

Cβ1β ∂
β1 v · ∇x∂β−β1α f ,w2l∂βα (I− P) f 
)
 1

(
w2l∂βαΓ
(
f , f 
)
, ∂
β
α (I− P) f 
)
. (5.5)
From the estimates on L in Lemma 2.6, we know
1
2
(
w2l∂βα L(I− P) f , ∂βα (I− P) f 
)
 1
22
∥∥wl∂βα (I− P) f ∥∥2ν − c2 ∥∥wl∂α(I− P) f ∥∥2ν .
We now turn to deal with the terms appearing in the second line in (5.5). For this purpose, we
have from Section 6 in [18] and (5.2) that
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|α|+|β|s
∥∥wl∂t∂βαP f ∥∥ ∑
|α|s−1
{∥∥∂t∂αa∥∥+ ∥∥∂t∂αb∥∥+ ∥∥∂t∂αc∥∥}
 c

{ ∑
0<|α|s
∥∥∂α(I− P) f ∥∥+  ∑
|α|s−1
∥∥∂αh⊥∥∥
}
 c

{ ∑
0<|α|s
∥∥∂α(I− P) f ∥∥+ E1/2s ( f )D1/2s ( f )},
while for the second term in the above inequality, we have
∑
|α|+|β|s
∥∥w2l v · ∇x∂βαP f ∥∥ c ∑
|α|s−1
∥∥∇x∂αP f ∥∥ c ∑
0<|α|s
∥∥∂αP f ∥∥.
Hence Cauchy’s inequality yields the estimate(
∂t∂
β
αP f
 + 1

v · ∇x∂βαP f ,w2l∂βα (I− P) f 
)
 1
82
∑
|α|s
∥∥wl∂βα (I− P) f ∥∥2ν + C
{ ∑
0<|α|s
∥∥∂α f ∥∥2ν + Es( f )Ds( f )
}
.
Finally, the last term appearing in the second line in (5.5) can be bounded by∣∣∣∣Cβ1β
(
1

∂β1 v · ∇x∂β−β1α f ,w2l∂βα (I− P) f 
)∣∣∣∣
 C
∣∣∣∣
(
1

∂β1 v · ∇x∂β−β1α (I− P) f ,w2l∂βα (I− P) f 
)∣∣∣∣
+ C
∣∣∣∣
(
1

∂β1 v · ∇x∂β−β1α P f ,w2l∂βα (I− P) f 
)∣∣∣∣

∥∥wl∇x∂β−β1α (I− P) f ∥∥2ν + 182 ∥∥wl∂βα (I− P) f ∥∥2ν + C
∑
0<|α|s−1
∥∥∂α∇P f ∥∥2
 2Ds,l
(
f 
)+ 1
82
∥∥wl∂βα (I− P) f ∥∥2ν + C ∑
0<|α|s−1
∥∥∂α∇P f ∥∥2.
Now we turn to the nonlinear term in (5.5), our goal is to show that
1

(
w2l∂βαΓ
(
f , f 
)
, ∂
β
α (I− P) f 
)
 E1/2s,l
(
f 
)Ds,l( f ). (5.6)
To verify (5.6), if α = 0, we have by splitting f  = P f  + (I− P) f  that
1

(
w2l∂βΓ
(
f , f 
)
, ∂β(I− P) f )= 1

(
w2l∂βΓ
(
P f ,P f 
)
, ∂β(I− P) f )
+ 1

(
w2l∂βΓ
(
(I− P) f , P f ), ∂β(I− P) f )
+ 1 (w2l∂βΓ ( f , (I− P) f ), ∂β(I− P) f ).

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E1/2s,l ( f )Ds,l( f ).
Furthermore, by plugging P f  = {a + b · v + c |v|2}√μ into the ﬁrst term, we obtain
1

(
w2l∂βΓ
(
P f ,P f 
)
, ∂β(I− P) f ) C∥∥a2 + b2 + c2∥∥ · 1 ∥∥wl∂β(I− P) f ∥∥.
The second factor is obviously dominated by D1/2s,l ( f ). Employing (5.3) to the ﬁrst factor, we thus
conclude that (5.6) holds.
As to the general case |α| 1, let 0< α′  α, we have by employing Remark 2.2 that
1

(
w2l∂βαΓ
(
f , f 
)
, ∂
β
α (I− P) f 
)
 CE1/2s,l
(
f 
){ ∑
α′>0,β ′β
∥∥wl∂β ′α′ f ∥∥ν
}
×
{
1

∥∥wl∂βα (I− P) f ∥∥ν
}
 CE1/2s,l
(
f 
)Ds,l( f ).
Collecting the above estimates, we ﬁnally arrive at
∑
|α|+|β|s
(
d
dt
{
1
2
∥∥wl∂βα (I− P) f ∥∥2}+ 142 ∥∥wl∂βα (I− P) f ∥∥2ν
)
 C
∑
0<|α|s
∥∥∂α f ∥∥2 + C{E1/2s,l ( f )+ Es,l( f )+ 2}Ds,l( f ).
A suitable combination of the above inequality with (5.1) yields
d
dt
{
K
{
C1
∑
|α|s
∥∥∂α f ∥∥2 − δG(t)}+ 2 ∑
|α|+|β|s
∥∥wl∂βα (I− P) f ∥∥2}+ Ds,l( f )
 C1
{E1/2s,l ( f )+ Es,l( f )+ 2}Ds,l( f ).
Recall that ∥∥wl∂βαP f ∥∥2  C∥∥∂βαP f ∥∥2  C∥∥∂α f ∥∥2,
we have from (4.4) that
G(t) C
∑
|α|s
∥∥∂αP f ∥∥{∥∥(I− P)∂α f ∥∥+ ∥∥∂αP f ∥∥}.
Thus we can deﬁne an instant energy by
Es,l
(
f 
)= K{C1 ∑
|α|s
∥∥∂α f ∥∥2 − δG(t)}+ 2 ∑
|α|+|β|s
∥∥wl∂βα (I− P) f ∥∥2, (5.7)
then if  > 0 is chosen suﬃciently small, we can deduce that
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dt
Es,l
(
f 
)+ Ds,l( f ) C{E1/2s,l ( f )+ Es,l( f )+ 2}Ds,l( f ). (5.8)
Suppose that there is M3 > 0 such that
M
1
2
3 + M3 + 2 =
1
2C
,
then we set M = min{M3,M1} and choose initial data so that Es( f )(0) M42 < M1.
Choose T > 0 such that
T = sup{t ∣∣ Es,l( f )(t) M4}> 0,
since Es,l( f )(t) is continuous, for 0 t  T , from (5.8) we get
Es,l
(
f 
)
(t) + 1
2
t∫
0
Ds,l
(
f 
)
 Es,l
(
f 
)
(0) M4
2
< M4.
Thus T = ∞, we therefore complete the proof of Theorem 1.2.
6. Proof of Theorem 1.3
This section is devoted to proving Theorem 1.3. As pointed out in [18], the remainder equation
(1.7) contains singular terms, such as zeroth-order terms or ﬁrst-order terms in  which make it hard
to apply the energy estimate directly. Similar to that of [18], such a diﬃculty can be overcome by
introducing a new unknown function g , which comes from further construction of the (n + 1)th
and (n + 2)th coeﬃcients fn+1(t, x, v), fn+2(t, x, v) in the diffusive expansion (1.3). The compatibility
conditions (1.6) will then eliminate such severe singularity in  .
Now we turn to reformulate the problem. Given f1(t, x, v), . . . , fn(t, x, v) determined by the initial
data, we can further construct artiﬁcial fn+1(t, x, v) and fn+2(t, x, v) by Theorem 1.1 with zero initial
conditions
u0n+1 = u0n+2 = θ0n+1 = θ0n+2 = 0.
Let us introduce a new unknown g(t, x, v) by
g = f n − fn −  fn+1 − 2 fn+2. (6.1)
Plugging (6.1) into the remainder equation (1.7) and applying (1.6) up to m = n + 2, we get
∂t g
 + 1

v · ∇xg + 1
2
Lg = n−2Γ (g, g)+ n+2∑
i=1
 i−2
{
Γ
(
g, f i
)+ Γ ( f i, g)}
+
∑
i+ jn+3
 i+ j−n−2
{
Γ ( f i, f j) + Γ ( f j, f i)
}
− (∂t fn+1 + v · ∇x fn+2) + 2∂t fn+2
= h . (6.2)
Notice that we can conveniently split h as h = h(g) + h( f ) with
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(
g
)= Γ (g, g)+ n+2∑
i=1
 i−2
{
Γ
(
f n , f i
)+ Γ ( f i, f n )} (6.3)
and
h( f ) =
∑
i+ jn+3
 i+ j−n−2
{
Γ ( f i, f j) + Γ ( f j, f i)
}− (∂t fn+1 + v · ∇x fn+2) − 2∂t fn+2. (6.4)
Our goal is to study g instead of f n and the procedure is closely related to discussions in the last
section.
We ﬁrst establish pure spatial energy estimates in the following lemma.
Lemma 6.1. Assume that
F (t, x, v) = μ + √μ
{
n−1∑
r=1
r fr + n f n
}
is a solution to the kinetic equation (1.1), let l 1, then there is C > 0 such that for any η > 0
d
dt
{
C1
∑
|α|s
∥∥∂α g∥∥2 − δG(t)}+ δ{ 1
2
∑
|α|s
∥∥∂α(I− P)g∥∥2ν + ∑
0<|α|s
∥∥∂αPg∥∥2}

(
n+1∑
i=1
D˜s+2( f i) + D˜s+2,l( fn+2)
){
2 + Es
(
g
)}
+
{
E1/2s
(
g
)+ Es(g)+ E˜ 12s+1( f1) +  n+2∑
i=2
E˜s+1( f i) + η
}
Ds
(
g
)
. (6.5)
Proof. We apply Lemma 4.2 to (6.2). It suﬃces to estimate
∑
|α|s(∂αh, ∂α g) and∑
|α|s−1 2‖∂αh⊥‖2, where h is deﬁned by (6.2).
We ﬁrst estimate (∂αh, ∂α g), which can be decomposed into two parts: (∂αh(g), ∂α g) and
(∂αh( f ), ∂α g).
Recalling (6.4) and (6.3), we have
(
∂αh

(
g
)
, ∂α g

)= (∂αΓ (g, g), ∂α g)︸ ︷︷ ︸
I16
+
n+2∑
i=1
 i−2
(
∂α
{
Γ
(
g, f i
)+ Γ ( f i, g)}, ∂α g)
︸ ︷︷ ︸
I17
. (6.6)
Following the same arguments used in Lemma 5.1, we can deduce that I16 is bounded by
E1/2s (g)Ds(g). As to I17, if α > 0, we can suppose without loss of generality that α = α1 + α2
and |α2| > 0. In this case, let |α′1| s, Lemma 2.7 and Remark 2.2 tell us that
I17  C
n+2∑
i=1
∑
|α′1|s, |α2|>0
 i−1
(∥∥∂α′1 g∥∥ν‖∂α2 f i‖ + ∥∥∂α2 g∥∥‖∂α′1 f i‖ν
+ ∥∥∂α′1 g∥∥‖∂α2 f i‖ν + ∥∥∂α2 g∥∥ν‖∂α′1 f i‖) · 1∥∥∂α(I− P)g∥∥ν
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n+2∑
i=1
∑
|α2|>0
 i−1E1/2s
(
g
)D˜1/2s ( f i) · 1

∥∥∂α(I− P)g∥∥ν︸ ︷︷ ︸
I117
+ C
n+2∑
i=1
∑
|α2|>0
 i−1E˜1/2s ( f i)D1/2s
(
g
) · 1

∥∥∂α(I− P)g∥∥ν︸ ︷︷ ︸
I217
.
Let η is positive and small enough, we ﬁnd that
I117  C
n+2∑
i=1
 i−1D˜1/2s ( f i)E1/2s
(
g
)D1/2s (g) C(η) n+2∑
i=1
D˜s( f i)Es
(
g
)+ ηDs(g),
and
I217  C
n+2∑
i=1
∑
|α2|>0
 i−1E˜1/2s ( f i)D1/2s
(
g
)× {1

∥∥∂α(I− P)g∥∥ν
}
 E˜1/2s ( f1)Ds
(
g
)+  n+2∑
i=2
E˜1/2s ( f i)Ds
(
g
)
.
Consequently
I17 
(
η + E˜1/2s ( f1)
)Ds(g)+  n+2∑
i=2
E˜1/2s ( f i)Ds
(
g
)+ C(η) n+2∑
i=1
D˜s( f i)Es
(
g
)
.
As to the case of α = 0, we have
I17 =
n+2∑
i=1
 i−2
({
Γ
(
g, f i
)+ Γ ( f i, g)}, g).
In light of Lemma 2.7, we can deduce that
 i−2
(
Γ
(
g, f i
)
, g
)=  i−2(Γ (Pg,P f i), g)+  i−2(Γ (Pg, (I− P) f i), g)
+  i−2(Γ ((I− P)g,P f i), g)+  i−2(Γ ((I− P)g, (I− P) f i), g)
 C(η)D˜s( f i)Es
(
g
)+ ηDs(g)+ E˜ 12s ( f i)Ds(g).
Utilizing Lemma 2.7 and Theorem 1.1 again, let l  1, we can then estimate the second part
(∂αh( f ), ∂α g) as follows
(
∂αh
( f ), ∂α g

)
 c(η)
{
2D˜s+1( fn+1) + 2D˜s+1,l( fn+2) + 2
n+2∑
i, j=1
E˜s( f i)D˜s( f j)
}
+ ηDs
(
g
)+ 2(∂t∂α fn+2, ∂α g).
Here the weight function wl(v) is designed to treat the term v · ∇x fn+2.
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bounded by D˜
1
2
s+1( fn+2)D
1
2
s (g
), if α = 0 and N > 2n+ 2, by splitting fn+2 = P fn+2 + (I− P) fn+2, we
get from (1.29) in Theorem 1.1 that
(
∂t fn+2, g
)= (∂tP fn+2,Pg)+ (∂t(I− P) fn+2, (I− P)g)
 C
∫
RN
∂t(ρn+2,un+2, θn+2) · (ρg ,ug , θg )dx+ D˜
1
2
s+1( fn+2)D
1
2
s
(
g
)
 C
∑
j
∫
RN
∂t
−1∂ j(ρn+2,un+2, θn+2) · ∂ j(ρg ,ug , θg )dx+ D˜
1
2
s+1( fn+2)D
1
2
s
(
g
)
 CD˜
1
2
s+1( fn+2)D
1
2
s
(
g
)
. (6.7)
Therefore, we complete the estimate for (∂αh, ∂α g) by combing all estimates above.
Now we turn to 2‖∂αh⊥‖2. We still separate it into two parts, for the ﬁrst part ∂αh(g), by using
the argument used to deduce Lemma 2.7 once more, we have
2
∥∥∂αh⊥(g)∥∥2  c1Es(g)Ds(g)+ c22 n+2∑
i=1
E˜s( f i)Ds
(
g
)+ c3 n+2∑
i=1
D˜s( f i)Es
(
g
)
.
As to the case of α = 0, by exploiting the argument to derive the estimates on I17, we can deduce
the desired estimates.
Finally, from Lemma 2.8, one can easily deduce that
2
∥∥∂αh⊥( f )∥∥2  2 n+2∑
i, j=1
E˜s( f i)D˜s( f j) + 2D˜s+1( fn+1) + 2D˜s+1( fn+2).
Adjusting constants and collecting terms, we conclude our Lemma 6.1. 
In order to prove Theorem 1.3, it remains to estimate the velocity derivatives. It suﬃces to estimate
just the remaining wl∂βα (I− P)g . To this end, we have by performing ∂βα to (6.2) to get
∂t∂
β
α (I− P)g + 1

v · ∇x∂βα (I− P)g + 1
2
∂
β
α L(I− P)g
+
{
∂t∂
β
αPg
 + 1

v · ∇x∂βαPg + 1

Cβ1β ∂
β1 v · ∇x∂β−β1α g
}
= ∂βαh .
Here |β| > 0, |β1| = 1.
Taking the inner product with w2l∂βα (I − P)g , we ﬁnd that to follow the same arguments as
in the proof of Theorem 1.2 to deduce the desired estimate, it suﬃces to estimate just the term
(∂
β
αh
,w2l∂βα (I− P)g).
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(
∂
β
αh
( f ),w2l∂βα (I− P)g
)
 
n+2∑
i, j=1
E˜
1
2
s,l( f i)D˜
1
2
s,l( f j)D˜
1
2
s,l
(
g
)+ D˜ 12s+1,l( fn+1)D˜ 12s,l(g)
+ D˜
1
2
s+1,l+1( fn+2)D˜
1
2
s,l
(
g
)
 c(η)2
{
D˜s+1,l+1( fn+2) + D˜s+1,l( fn+1) +
n+2∑
i, j=1
E˜s,l( f i)D˜s,l( f j)
}
+ ηDs,l
(
g
)
.
On the other hand, for h(g) in (6.3), in light of Lemma 2.7, we obtain
(
∂
β
αh

(
g
)
,w2l∂βα (I− P)g
)
 E1/2s,l
(
g
)Ds,l(g)+  i−1 n+2∑
i=1
{E1/2s,l (g)D˜1/2s,l ( f i) + E˜1/2s,l ( f i)D1/2s,l (g)} · 1 ∥∥wl∂βα (I− P)g∥∥ν
 E˜1/2s,l
(
g
)Ds,l(g)+ n+2∑
i=1
D˜
1
2
s,l( f i)E
1
2
s,l
(
g
)D 12s,l(g)+ n+2∑
i=1
 i−1E˜1/2s,l ( f i)Ds,l
(
g
)
 E1/2s,l
(
g
)Ds,l(g)+ c(η) n+2∑
i=1
Es,l
(
g
)D˜s,l( f i) +  n+2∑
i=2
E˜
1
2
s,l( f i)Ds,l
(
g
)
+ E˜
1
2
s,l( f1)Ds,l
(
g
)+ ηDs,l(g).
And the case α = 0 can be treated as in Section 5 to deduce the desired estimates.
Let
Un = Un,s
( ∑
1 jn
{∥∥u0j∥∥H2s+2(n− j)+4 + ∥∥θ0j ∥∥H2s+2(n− j)+4}
)
,
for any η > 0, we have by collecting all the estimates obtained above that
d
dt
{
K
{
C1
∑
|α|s
∥∥∂α g∥∥2 − δG(t)}+ 2 ∑
|α|+|β|s
∥∥wl∂βα (I− P)g∥∥2}+ Ds,l(g)

(
n+1∑
i=1
D˜s+1,l( f i) + D˜s+1,l+1( fn+2)
){
2 + Es,l
(
g
)}
+ C{E1/2s,l (g)+ Es,l(g)+ U1 + Un + η}Ds,l(g).
Now deﬁne an equivalent instant energy functional Es,l(g) as in (5.7), we can get that
d
dt
Es,l
(
g
)+ Ds,l(g)
(
n+1∑
i=1
D˜s+1,l( f i) + D˜s+1,l+1( fn+2)
){
2 + Es,l
(
g
)}
+ C{E1/2(g)+ Es,l(g)+ U1 + Un + η}Ds,l(g).s,l
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Es,l
(
g
)
 M
with M > 0 being suﬃciently small, we can assume that the coeﬃcient in front of Ds,l(g) satisﬁes
C
{E1/2s,l (g)+ Es,l(g)+ U1 + Un + η}< 12 .
Consequently we obtain
d
dt
Es,l
(
g
)+ Ds,l(g) C
(
n+1∑
i=1
D˜s+1,l( f i) + D˜s+1,l+1( fn+2)
){
2 + Es,l
(
g
)}
. (6.8)
The above estimate yields
d
dt
{
exp
(
−C
t∫
0
(
n+1∑
i=1
D˜s+1,l( f i) + D˜s+1,l+1( fn+2)
)
ds
)
Es,l
(
g
)}
 C exp
(
−C
t∫
0
(
n+1∑
i=1
D˜s+1,l( f i) + D˜s+1,l+1( fn+2)
)
ds
)
2
n+2∑
i=1
D˜s+1,l( f i).
Integrating the above inequality with respect to t , we can deduce that
sup
0t∞
Es,l
(
g
)
(t) exp
(
C
∞∫
0
(
n+1∑
i=1
D˜s+1,l( f i) + D˜s+1,l+1( fn+2)
)
ds
){Es,l(g)(0) + 2Un}.
Thus for  and Es,l(g)(0) suitably small, we have
sup
0t∞
Es,l
(
g
)
(t) exp
(
C
∞∫
0
(
n+1∑
i=1
D˜s+1,l( f i) + D˜s+1,l+1( fn+2)
)
ds
){Es,l(g)(0) + 2Un}
<
M
2
. (6.9)
Having obtained the above estimates, a standard continuation argument shows that the hypothesis
Es,l(g)  M is valid and then (6.9) holds. Recalling that g = f n − fn −  fn+1 − 2 fn+2 and by
Theorem 1.1
Es,l
(
 fn+1 + 2 fn+2
)
 C2Un,
we can thus deduce that (1.32) holds for f n − fn .
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In our main result Theorem 1.3, for n 2, the space dimension N is assumed to satisfy N > 2n+2,
which exclude the physical case N = 3. We note, however, that for N = 3, the argument used above
implies the following result
Theorem 7.1. Similar results hold for N  3,n = 2.
We now sketch the proof of the above result. First, f1(t, x, v) and f2(t, x, v) can be constructed
exactly as in Section 3.
With f1(t, x, v) and f2(t, x, v) in hand, in order to avoid the zeroth-order term of the hydrody-
namic part of f3(t, x, v) and f4(t, x, v) in (6.2), we can construct f3(t, x, v) and f4(t, x, v) as in the
following
f3 = (I− P) f3 = L−1
{
−∂t f1 − v · ∇ f2 +
∑
i+ j=3
i, j1
Γ ( f i, f j)
}
(7.1)
and
f4 = (I− P) f4 = L−1
{
−∂t f2 − v · ∇ f3 +
∑
i+ j=4
i, j1
Γ ( f i, f j)
}
. (7.2)
Since f3(t, x, v) and f4(t, x, v) contain only the microscopic component, we can then use the
energy method employed in the last section to prove Theorem 7.1.
Before concluding this manuscript, we list some problems which are now under our considera-
tions:
• How about the case n > 2, N  3?
• Does similar result hold for the Boltzmann equation with external forces such as the Vlasov–
Maxwell–Boltzmann system? Note that the corresponding problem inside a periodic box was
studied in [19].
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