Thanks to the simplicity and robustness of its calculation methods, algorithmic (or Kolmogorov) complexity appears as a useful tool to reveal chaotic dynamics when experimental time series are too short and noisy to apply Takens' reconstruction theorem. We measure the complexity in chaotic regimes, with and without extreme events (sometimes called optical rogue waves), of three different all-solid-state lasers: Kerr lens mode locking femtosecond Ti: Sapphire ("fast" saturable absorber), Nd:YVO4 + Cr:YAG ("slow" saturable absorber) and Nd:YVO4 with modulated losses. We discuss how complexity characterizes the dynamics in an understandable way in all cases, and how it provides a correction factor to the horizon of predictability given by Lyapunov exponents. This approach may be especially convenient to implement schemes of chaos control in real time.
Introduction.
Chaotic dynamics of lasers has been intensively investigated both theoretical and experimentally. A standard approach to describe a complex nonlinear system is based on solving numerical simulations of the full set of differential equations. Other approaches study an associated discrete time system, the iterative, stroboscopic or Poincaré map. The experimental approach attempts to reconstruct the attractor from time series with appropriate time delay [1] and it relies mostly on the embedding theorem due to Takens and Mane [2] . These calculations are difficult and timeconsuming. They are impractical to determine on the spot (f.ex., for chaos control purposes), if the laser behavior is complex, or simply noise. On the other hand, Kolmogorov [3] , Chaitin [4] and Solomonoff [5] defined a powerful tool to distinguish randomness from chaos. Kolmogorov defines complexity of a finite binary string N as the length K of the shortest binary program which, when run in some Universal Turing Machine, causes that machine to output the N string and then halt. A sequence is "algorithmically random" if K ≈ N. There is no way of expressing the sequence using less bits that the sequence itself, so that the sequence is said to be incompressible. This definition is intuitive and appealing, but it has two main drawbacks. One: it is possible to demonstrate that all series are (partially) compressible; hence, the precise condition K  N cannot be reached. In the practice this problem is solved by appropriately rescaling the definition. Two: K cannot be actually computed, for one can never be sure that there is no shorter program able to generate the sequence. The reconstruction methods involve an a priori hypothesis (i.e., that there is an underlying attractor). Besides, it is not always possible to obtain the embedding dimension (dE) from an experimental time series. The reason, in a particular time series, is often that the system has been observed in a small volume only, so sampling is too scarce to reconstruct the underlying attractor. This kind of series is called noisy in the jargon. Instead, Kolmogorov complexity makes no assumption on the origin of the time series.
Recently, Kolmogorov complexity was applied to reveal chaotic and random behaviors from measurements in fields such as quantum-based random number generators [6] , earth [7] and computer sciences [8] . Surprisingly, this powerful tool has not been applied to study nonlinear laser dynamics. In this paper, we compute the algorithmic complexity of time series generated in chaotic lasers by using the realization of the Lempel and Ziv [9] algorithm (LZA) developed by Kaspar and Schuster [10] . In particular, a relevant behavior of some chaotic regimes is the occurrence of extreme events (EE). In lasers, an EE is defined as a pulse whose amplitude is larger than a certain threshold. This threshold has often been defined as twice the average value of the amplitude of the largest one-third maxima in the total distribution [11] . It is recognized that general EE may have different causes. They are observed in fields such different as hydrodynamics [12] , nonlinear fiber optics [13] and Bose Einstein condensates [14] . Here we show that Kolmogorov complexity is an accurate tool to detect chaos in three different chaotic lasers (with and without EE) even if working with series with a large amount of noise. We also show how it can be used to correct the usual horizon of predictability given by the maximum Lyapunov exponent. Section 2 describes the fundamentals of the algorithm as well as its implementation. Section 3 defines predictability in practical terms. Section 4 is devoted to present the results obtained in three different lasers: Kerr lens mode locking (KLM) femtosecond Ti:Sapphire ( laser + fast saturable absorber), diode pumped Nd:YVO4 with Cr:YAG (laser + slow saturable absorber) and Nd:YVO4 with active modulation of the losses
Algormith Complexity.
The LZA is a code for lossless data compression. It is actually not a single code, but a whole family of codes, stemming from the one proposed by Jacob Ziv and Abraham Lempel in their landmark paper in 1976 [9] . LZA are widely used in compression utilities such as gzip and GIF image compression standards [15] . The original LZA proposes to evaluate the complexity of a finite sequence from the point of view of a simple selfdelimiting learning machine which, as it scans a given n-digit sequence S = {s 1 ,s 2 ...s n } from left to right, adds a new word to its memory every time it discovers a substring of consecutive digits not previously encountered. The size of the compiled vocabulary, and the rate at which new words are encountered along the sequence, serve as the basic ingredients in the evaluation of the complexity of the sequence. In the practical realization of the algorithm, the time series is encoded by constructing a sequence consisting of the characters 0 (1), if each element is smaller (larger) than some threshold. The mean value of the series is often used as that threshold [21] . In this way a balanced binary string is produced. Then the complexity counter c(N), which is defined as the minimum number of distinct words in a given sequence of length N, is calculated. As N  c(N) N/log 2 (N) in a random series. The normalized complexity measure KC is then defined as:
The value of KC(N) is near to 0 for a periodic or regular time series, and 1 for a random one, assuming the value of N is large enough. For a chaotic series it is typically between 0 and 1.
Predictability of time series.
One of the most remarkable results of the study of (chaotic) dynamical systems is that, although the evolution is ruled by deterministic equations, its state can be unpredictable beyond some point. This leads to the idea of a prediction horizon, usually estimated as H  1/ λ max where λ max is the largest positive Lyapunov exponent. The Lyapunov exponent is a global parameter that measures the sensibility to initial conditions, based on the nonlinear interactions of few degrees of freedom. In this analysis noise or intrinsic randomness (relevant when experimental time series are studied) is not taken into account. Hence, H is, in general, an overestimation of the actual value of predictable time ahead. To correct this effect, the Kolmogorov time K T  1/KC (in units of the recorded series) has been introduced [16] . It is estimated to be proportional to the randomness of the series, and quantifies the size of the time window within which complexity remains unchanged. In this way, the effective prediction horizon is shortened in presence of a narrow K T window. Determinism and randomness seem opposite concepts. Yet, when dealing with finite experimental time series, they can be seen as the extremes of the same property: partial determinism. As a practical criterion, an experimental time series is considered random beyond the effective prediction horizon.
Results.
Time series of lasers' outputs are recorded with a fast pin photodiode (100ps risetime) connected to a PC oscilloscope (PicoScope6403B, 500-MHz bandwidth, 5 GS/s, memory 1 GS). From this raw material we can build two types of time series: one from the peak pulse intensities between consecutive pulses and other from the time separation between consecutive pulses. In the Ti:Sapphire laser, we consider peak pulse intensities only, because the peak to peak time is fixed by the cavity length.
a. KLM Ti :Saphhire laser (fast saturable absorber).
This laser is the most widespread source of ultrashort pulses nowadays. It is used in a number of applications, both academic and commercial. Selfpulsing is the consequence of a Kerr nonlinearity in the active medium, which can be considered as a fast saturable absorber. Our laser cavity is the standard seven-element design, (Fig.1) which uses a pair of prisms to introduce negative group-velocity dispersion (GVD) as the main control parameter. Our prototype emits trains of light pulses of duration between 20 and 200 fs at a rate of 87MHz. Two coexistent pulsed modes of operation exist, named P1 (transform limited output pulses) and P2 (chirped output pulses). [17] They are easily recognizable in the experiment, and were described in detail in [18] [19] . The laser spontaneously passes from one mode to the other. A remarkable feature is that P2 displays EE, while P1 does not. [20] . We calculate the Kolmogorov complexity for several time series both from P1 and P2 (Table 1) . In all cases KC is able to distinguish periodic behavior (KC close to 0, as when P 1 Δ(-150 fs 2 )) from chaotic one (KC intermediate between 0 and 1), even for noisy time series like P 1 Δ(-37fs
2 ), where it is impossible to calculate the embedding dimension and hence the Lyapunov exponent. Note that in this case K T is the only prediction horizon available. In the coexistence zone between transform limited pulses and chirped pulses, P 1 -P 2 Δ(-40 fs 2 ) as well as in the P 1 Δ(-90 fs 2 ) time series, the window given by K T almost coincides with the inverse of the largest Lyapunov exponent. Hence, the effective prediction horizon is unaffected by intrinsic randomness or noise in this case. EE in this laser arise from a modulation instability-like mechanism. Nevertheless, the periodical orbits of the "cold cavity" survive as a quasi-periodicity in the separation between two consecutive EE. Measured in number of round trips, this separation turns out to be a simple combination of the numbers 11 and 12 (in our setup). In other words, we know that the next EE will arrive after a number of round trips given by:
This does not imply complete predictability, because we do not know the time of the first EE in the series or the values of n and m. Yet, it means an increase in the information we have about the system. We calculate KC of two time series, with and without EE, P 2 Δ(-27 fs 2 ) and P 2 Δ(-32 fs 2 ). There is a sudden drop from 0.5280 to 0.1289, that reflects the regularity in Δτ or, in other words compressible Lyapunov ex larger value and H we se narrowed for Δ(-27 fs 2 ), t than H, and unaffected 0.
0. 
Conclusion.
By using KC as a guide, the description of the effects of changes in the control parameter on the dynamics of the considered laser systems is greatly simplified. Because KC is computationally easier and faster to calculate than, say, dE, it is a practical quantity to diagnose the state of the system in a scheme of realtime control of chaos. We have shown this for experimental time series obtained from three different dynamical systems of interest. The origin of chaos and EE are different in each case, but in all cases KC can be reliably used to identify chaotic and EE outputs, and to get a glimpse of the underlying causes of the observed phenomena. Such a tool can then be useful, as the feedback control signal, in the development of a real time control system of the laser output.
