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Mining Weakly Labeled Web Facial Images
for Search-Based Face Annotation
Dayong Wang, Steven C.H. Hoi, Member, IEEE, Ying He, and Jianke Zhu
Abstract—This paper investigates a framework of search-based face annotation (SBFA) by mining weakly labeled facial images that
are freely available on the World Wide Web (WWW). One challenging problem for search-based face annotation scheme is how to
effectively perform annotation by exploiting the list of most similar facial images and their weak labels that are often noisy and
incomplete. To tackle this problem, we propose an effective unsupervised label refinement (ULR) approach for refining the labels of
web facial images using machine learning techniques. We formulate the learning problem as a convex optimization and develop
effective optimization algorithms to solve the large-scale learning task efficiently. To further speed up the proposed scheme, we also
propose a clustering-based approximation algorithm which can improve the scalability considerably. We have conducted an extensive
set of empirical studies on a large-scale web facial image testbed, in which encouraging results showed that the proposed ULR
algorithms can significantly boost the performance of the promising SBFA scheme.
Index Terms—Face annotation, content-based image retrieval, machine learning, label refinement, web facial images, weak label
Ç
1 INTRODUCTION
DUE to the popularity of various digital cameras and therapid growth of social media tools for internet-based
photo sharing [1], recent years have witnessed an explosion
of the number of digital photos captured and stored by
consumers. A large portion of photos shared by users on the
Internet are human facial images. Some of these facial
images are tagged with names, but many of them are not
tagged properly. This has motivated the study of auto face
annotation, an important technique that aims to annotate
facial images automatically.
Auto face annotation can be beneficial to many real-
world applications. For example, with auto face annotation
techniques, online photo-sharing sites (e.g., Facebook) can
automatically annotate users’ uploaded photos to facilitate
online photo search and management. Besides, face annota-
tion can also be applied in news video domain to detect
important persons appeared in the videos to facilitate news
video retrieval and summarization tasks [2], [3].
Classical face annotation approaches are often treated as
an extended face recognition problem, where different
classification models are trained from a collection of well-
labeled facial images by employing the supervised or
semi-supervised machine learning techniques [2], [4], [5],
[6], [7]. However, the “model-based face annotation”
techniques are limited in several aspects. First, it is usually
time-consuming and expensive to collect a large amount of
human-labeled training facial images. Second, it is usually
difficult to generalize the models when new training data
or new persons are added, in which an intensive retraining
process is usually required. Last but not least, the
annotation/recognition performance often scales poorly
when the number of persons/classes is very large.
Recently, some emerging studies have attempted to
explore a promising search-based annotation paradigm for
facial image annotation by mining the World Wide Web
(WWW), where a massive number of weakly labeled facial
images are freely available. Instead of training explicit
classification models by the regular model-based face
annotation approaches, the search-based face annotation
(SBFA) paradigm aims to tackle the automated face
annotation task by exploiting content-based image retrieval
(CBIR) techniques [8], [9] in mining massive weakly
labeled facial images on the web. The SBFA framework
is data-driven and model-free, which to some extent is
inspired by the search-based image annotation techniques
[10], [11], [12] for generic image annotations. The main
objective of SBFA is to assign correct name labels to a
given query facial image. In particular, given a novel facial
image for annotation, we first retrieve a short list of top K
most similar facial images from a weakly labeled facial
image database, and then annotate the facial image by
performing voting on the labels associated with the top K
similar facial images.
One challenge faced by such SBFA paradigm is how to
effectively exploit the short list of candidate facial images
and their weak labels for the face name annotation task. To
tackle the above problem, we investigate and develop a
search-based face annotation scheme. In particular, we
propose a novel unsupervised label refinement (URL)
scheme by exploring machine learning techniques to
enhance the labels purely from the weakly labeled data
without human manual efforts. We also propose a cluster-
ing-based approximation (CBA) algorithm to improve the
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efficiency and scalability. As a summary, the main contribu-
tions of this paper include the following:
. We investigate and implement a promising search-
based face annotation scheme by mining large
amount of weakly labeled facial images freely
available on the WWW.
. We propose a novel ULR scheme for enhancing
label quality via a graph-based and low-rank
learning approach.
. We propose an efficient clustering-based approxi-
mation algorithm for large-scale label refinement
problem.
. We conducted an extensive set of experiments, in
which encouraging results were obtained.
We note that a short version of this work had appeared in
SIGIR2011 [13]. This journal article has been significantly
extended by including a substantial amount of new content.
The remainder of this paper is organized as follows: Section 2
reviews the related work. Section 3 gives an overview of the
proposed search-based face annotation framework. Section 4
presents the proposed unsupervised label refinement
scheme. Section 5 shows our experimental results of
performance evaluation, and Section 6 discusses the limita-
tion of our work. Finally, Section 7 concludes this paper.
2 RELATED WORK
Our work is closely related to several groups of research
work.
The first group of related work is on the topics of face
recognition and verification, which are classical research
problems in computer vision and pattern recognition and
have been extensively studied for many years [14], [15].
Recent years have observed some emerging benchmark
studies of unconstrained face detection and verification
techniques on facial images that are collected from the web,
such as the LFW benchmark studies [16], [17], [18], [19].
Some recent study had also attempted to extend classical
face recognition techniques for face annotation tasks [7].
Comprehensive reviews on face recognition and verifica-
tion topics can be found in some survey papers [15], [20],
[21] and books [22], [23].
The second group is about the studies of generic image
annotation [24], [25], [26], [27]. The classical image annota-
tion approaches [28], [29], [30] usually apply some existing
object recognition techniques to train classification models
from human-labeled training images or attempt to infer the
correlation/probabilities between images and annotated
keywords. Given limited training data, semi-supervised
learning methods have also been used for image annotation
[31], [32], [33]. For example, Wang et al. [31] proposed to
refine the model-based annotation results with a label
similarity graph by following random walk principle [34].
Similarly, Pham et al. [32] proposed to annotate unlabeled
facial images in video frames with an iterative label
propagation scheme. Although semi-supervised learning
approaches could leverage both labeled and unlabeled data,
it remains fairly time-consuming and expensive to collect
enough well-labeled training data to achieve good perfor-
mance in large-scale scenarios. Recently, the search-based
image annotation paradigm has attracted more and more
attention [10], [35], [36]. For example, Russell et al. [36] built
a large collection of web images with ground truth labels to
facilitate object recognition research. However, most of
these works were focused on the indexing, search, and
feature extraction techniques. Unlike these existing works,
we propose a novel unsupervised label refinement scheme
that is focused on optimizing the label quality of facial
images towards the search-based face annotation task.
The third group is about face annotation on personal/
family/social photos. Several studies [37], [38], [39], [40]
have mainly focused on the annotation task on personal
photos, which often contain rich contextual clues, such as
personal/family names, social context, geotags, timestamps
and so on. The number of persons/classes is usually quite
small, making such annotation tasks less challenging. These
techniques usually achieve fairly accurate annotation
results, in which some techniques have been successfully
deployed in commercial applications, for example, Apple
iPhoto, Google Picasa, Microsoft easyAlbum [38], and
Facebook face autotagging solution.
The fourth group is about the studies of face annotation
in mining weakly labeled facial images on the web. Some
studies consider a human name as the input query, and
mainly aim to refine the text-based search results by
exploiting visual consistency of facial images. For example,
Ozkan and Duygulu [41] proposed a graph-based model for
finding the densest sub-graph as the most related result.
Following the graph-based approach, Le and Satoh [42]
proposed a new local density score to represent the
importance of each returned images, and Guillaumin et al.
[43] introduced a modification to incorporate the constraint
that a face is only depicted once in an image. On the other
hand, the generative approach like the gaussian mixture
model was also been adopted to the name-based search
scheme [5], [43] and achieved comparable results. Recently,
a discriminant approach was proposed in [44] to improve
over the generative approach and avoid the explicit
computation in graph-based approach. By using ideas from
query expansion [45], the performance of name-based
scheme can be further improved with introducing the
images of the “friends” of the query name. Unlike these
studies of filtering the text-based retrieval results, some
studies have attempted to directly annotate each facial
image with the names extracted from its caption informa-
tion. For example, Berg et al. [46] proposed a possibility
model combined with a clustering algorithm to estimate the
relationship between the facial images and the names in
their captions. For the facial images and the detected names
in the same document (a web image and its corresponding
caption), Guillaumin et al. [43] proposed to iteratively
update the assignment based on a minimum cost matching
algorithm. In their follow-up work [44], they further
improve the annotation performance by using distance
metric learning techniques to achieve more discriminative
feature in low-dimension space.
Our work is different from the above previous works in
two main aspects. First of all, our work aims to solve the
general content-based face annotation problem using the
search-based paradigm, where facial images are directly
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used as query images and the task is to return the
corresponding names of the query images. Very limited
research progress has been reported on this topic. Some
recent work [47] mainly addressed the face retrieval
problem, in which an effective image representation has
been proposed using both local and global features. Second,
based on initial weak labels, the proposed unsupervised
label refinement algorithm learns an enhanced new label
matrix for all the facial images in the whole name space;
however, the caption-based annotation scheme only con-
siders the assignment between the facial images and the
names appeared in their corresponding surrounding-text.
As a result, the caption-based annotation scheme is only
applicable to the scenario where both images and their
captions are available, and cannot be applied to our SBFA
framework due to the lack of complete caption information.
The fifth group is about the studies of purifying web
facial images, which aims to leverage noisy web facial
images for face recognition applications [5], [48]. Usually
these works are proposed as a simple preprocessing step in
the whole system without adopting sophisticated techni-
ques. For example, the work in [5] applied a modified k-
means clustering approach for cleaning up the noisy web
facial images. Zhao et al. [48] proposed a consistency
learning method to train face models for the celebrity by
mining the text-image cooccurrence on the web as a weak
signal of relevance toward supervised face learning task
from a large and noisy training set. Unlike the above
existing works, we employ the unsupervised machine
learning techniques and propose a graph-based label
refinement algorithm to optimize the label quality over
the whole retrieval database in the SBFA task.
Finally, we note that our work is also related to our
recent work of the WLRLCC method in [49] and our latest
work on the unified learning scheme in [50].1 Instead of
enhancing the label matrix over the entire facial image
database, the WLRLCC algorithm [49] is focused on
learning more discriminative features for the top retrieved
facial images for each individual query, which thus is very
different from the ULR task in this paper. Last but not least,
we note that the learning methodology for solving the
unsupervised label refinement task are partially inspired by
some existing studies in machine learning, including graph-
based semi-supervised learning and multilabel learning
techniques [51], [52], [53].
3 SEARCH-BASED FACE ANNOTATION
Fig. 1 illustrates the system flow of the proposed framework
of search-based face annotation, which consists of the
following steps:
1. facial image data collection;
2. face detection and facial feature extraction;
3. high-dimensional facial feature indexing;
4. learning to refine weakly labeled data;
5. similar face retrieval; and
6. face annotation by majority voting on the similar
faces with the refined labels.
The first four steps are usually conducted before the test
phase of a face annotation task, while the last two steps are
conducted during the test phase of a face annotation task,
which usually should be done very efficiently. We briefly
describe each step below.
The first step is the data collection of facial images as
shown in Fig. 1a, in which we crawled a collection of facial
images from the WWW by an existing web search engine
(i.e., Google) according to a name list that contains the
names of persons to be collected. As the output of this
crawling process, we shall obtain a collection of facial
images, each of them is associated with some human
names. Given the nature of web images, these facial images
are often noisy, which do not always correspond to the right
human name. Thus, we call such kind of web facial images
with noisy names as weakly labeled facial image data.
The second step is to preprocess web facial images to
extract face-related information, including face detection
and alignment, facial region extraction, and facial feature
representation. For face detection and alignment, we adopt
the unsupervised face alignment technique proposed in
[54]. For facial feature representation, we extract the GIST
168 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 26, NO. 1, JANUARY 2014
1. These two works were proposed and published after the conference
version of this study [13].
Fig. 1. The system flow of the proposed search-based face annotation scheme. (a) We collect weakly labeled facial images from WWW using web
search engines. (b) We preprocess the crawled web facial images, including face detection, face alignment, and feature extraction for the detected
faces; after that, we apply LSH to index the extracted high-dimensional facial features. We apply the proposed ULR method to refine the raw weak
labels together with the proposed clustering-based approximation algorithms for improving the scalability. (c) We search for the query facial image to
retrieve the top K similar images and use their associated names for voting toward auto annotation.
texture features [55] to represent the extracted faces. As a
result, each face can be represented by a d-dimensional
feature vector.
The third step is to index the extracted features of the
faces by applying some efficient high-dimensional indexing
technique to facilitate the task of similar face retrieval in the
subsequent step. In our approach, we adopt the locality-
sensitive hashing (LSH) [56], a very popular and effective
high-dimensional indexing technique.
Besides the indexing step, another key step of the
framework is to engage an unsupervised learning scheme
to enhance the label quality of the weakly labeled facial
images. This process is very important to the entire search-
based annotation framework since the label quality plays a
critical factor in the final annotation performance.
All the above are the processes before annotating a query
facial image. Next, we describe the process of face
annotation during the test phase. In particular, given a
query facial image for annotation, we first conduct a similar
face retrieval process to search for a subset of most similar
faces (typically top K similar face examples) from the
previously indexed facial database. With the set of top K
similar face examples retrieved from the database, the next
step is to annotate the facial image with a label (or a subset
of labels) by employing a majority voting approach that
combines the set of labels associated with these top K
similar face examples.
In this paper, we focus our attention on one key step of
the above framework, i.e., the unsupervised learning
process to refine labels of the weakly labeled facial images.
4 UNSUPERVISED LABEL REFINEMENT BY
LEARNING ON WEAKLY LABELED DATA
4.1 Preliminaries
We denote by X 2 IRnd the extracted facial image features,
where n and d represent the number of facial images and
the number of feature dimensions, respectively. Further we
denote by  ¼ fn1; n2; . . . ; nmg the list of human names for
annotation, where m is the total number of human names.
We also denote by Y 2 ½0; 1nm the initial raw label matrix
to describe the weak label information, in which the ith row
Yi represents the label vector of the ith facial image
xi 2 IRd. In our application, Y is often noisy and incomplete.
In particular, for each weak label value Yij, Yij 6¼ 0 indicates
that the ith facial image xi has the label name nj, while
Yij ¼ 0 indicates that the relationship between ith facial
image xi and jth name is unknown. Note that we usually
have kYik0 ¼ 1 since each facial image in our database was
uniquely collected by a single query.
Following the terminology of graph-based learning
methodology, we build a sparse graph by computing the
weight matrix W ¼ ½Wij 2 IRnn, where Wij represents the
similarity between xi and xj.
4.2 Problem Formulation
The goal of the unsupervised label refinement problem is to
learn a refined label matrix F  2 IRnm, which is expected to
be more accurate than the initial raw label matrix Y . This is
a challenging task since we have nothing else but the raw
label matrix Y and the data examples X themselves. To
tackle this problem, we propose a graph-based learning
solution based on a key assumption of “label smoothness,”
i.e., the more similar the visual contents of two facial
images, the more likely they share the same labels. The label
smoothness principle can be formally formulated as an
optimization problem of minimizing the following loss
function EsðF;WÞ:
EsðF;WÞ ¼ 1
2
Xn
i;j¼1
WijkFi  Fjk2F ¼ trðF>LF Þ; ð1Þ
where k  kF denotes the Frobenius norm, W is the weight
matrix of a sparse graph constructed from the n facial
images, L ¼ DW denotes the Laplacian matrix where D
is a diagonal matrix with the diagonal elements as
Dii ¼
Pn
j¼1Wij, and tr denotes the trace function.
Directly optimizing the above loss function is proble-
matic as it will yield a trivial solution. To overcome this
issue, we notice that the initial raw label matrix usually,
though being noisy, still contains some correct and useful
label information. Thus, when we optimize to search for F ,
we shall avoid the solution F being deviated too much from
Y . To this end, we formulate the following optimization
task for the unsupervised label refinement by including a
regularization term EpðF; Y Þ to reflect this concern:
F  ¼ argmin
F0
EsðF;WÞ þ   EpðF; Y Þ; ð2Þ
where  is a regularization parameter and F  0 enforces F
is nonnegative. Next, we discuss how to define an
appropriate function for EpðF; Y Þ.
One possible choice of EpðF; Y Þ is to simply set
EpðF; Y Þ ¼ kF  Y k2F . This is, however, not appropriate as
Y is often very sparse, i.e., many elements of Y are zeros
due to the incomplete nature of Y . Thus, the above choice is
problematic since it may simply force many elements of F
to zeros without considering the label smoothness. A more
appropriate choice of the regularization should be applied
only to those nonzero elements of Y . To this end, we
propose the following choice of EpðF; Y Þ:
EpðF; Y Þ ¼ kðF  Y Þ  Sk2F ; ð3Þ
where S is a “sign” matrix S ¼ ½signðYijÞ where signðxÞ ¼ 1
if x > 0 and 0 otherwise, and  denotes the Hadamard
product (i.e., the entrywise product) between two matrices.
Finally, we notice that the solution of the optimization in
(3) is generally dense, which is again not desired since the
true label matrix is often sparse. To take the sparsity into
consideration, we introduce a sparsity regularizer EeðF Þ by
following the “exclusive lasso” technique [57]:
EeðF Þ ¼
Xn
i¼1
kFik12; ð4Þ
where we introduce an ‘1 norm to combine the label
weights for the same person with respect to different
names, and an ‘2 norm to combine the label weights of
different persons together. Combining this regularizer and
the previous formulation, we have the final formulation
as follows:
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F  ¼ argmin
F0
gðF Þ;
gðF Þ ¼ EsðF;WÞ þ EpðF; Y Þ þ EeðF Þ;
ð5Þ
where   0 and   0 are two regularization parameters.
The above formulation combines all the terms in the objective
function, which we refer it to as “soft-regularization
formulation” or “SRF” for short.
Another way to introduce the sparsity is to formulate the
optimization by including some convex sparsity constraints,
which leads to the following formulation:
F  ¼ argmin
F0
EsðF;WÞ þ EpðF; Y Þ
s:t: kFik1 	 "; i ¼ 1; . . . ; n;
ð6Þ
where   0 and " > 1. We refer to this formulation as
“convex-constraint formulation” or “CCF” for short.
It is not difficult to see that the above two formulations
are convex, which, thus, can be solved with global optima
by applying convex optimization techniques. Next, we
discuss efficient algorithms to solve the above optimiza-
tion tasks.
4.3 Algorithms
The above optimization tasks belong to convex optimization
or more exactly quadratic programming (QP) problems. It
seems to be possible to solve them directly by applying
generic QP solvers. However, this would be computation-
ally highly intensive since matrix F can be potentially very
large, for example, for a large 400-person database of totally
40,000 facial images, F is a 40,000 400 matrix that consists
of 16 million variables, which is almost infeasible to be
solved by any existing generic QP solver.
4.3.1 Algorithm for Soft-Regularization Formulation
We First adopt an efficient algorithm to solve the problem
in (5), then propose a coordinate descent-based approach to
improve the scalability. By vectorizing matrix F 2 IRnm
into a column vector ~f ¼ vecðF Þ 2 IRðnmÞ1, we can refor-
mulate gðF Þ as follows:
gðF Þ ¼ trðF>LF Þ þ kðF  Y Þ  Sk2F þ kF  1k2F
¼ ~f>Q~f þ c>~f þ h;
ð7Þ
where  denotes the Hadamard product, 
 denotes the
Kronecker product, ~y ¼ vecðY Þ, ~s ¼ vecðSÞ, 1 is all one
column vector, U ¼ Im 
 L>, V ¼ ð1> 
 InÞ, R ¼ diagð~sÞ,
Q ¼ U þ Rþ V >V , c ¼ 2R>~y, h ¼ ~y>R~y and Ik is an
identity matrix with dimension k k.
As shown in the vectorizing result, the optimization is
clearly a QP problem. To efficiently solve this problem, we
propose an accelerated multistep gradient algorithm, which
converges at Oð 1
k2
Þ, k is the iteration step.
First of all, we reformulate the QP problem as follows:
x? ¼ argmin
x
qðx j Q; cÞ ¼ x>Qxþ c>x s:t: x  0: ð8Þ
We then define a linear approximation function ptðx; zÞ for
the above function q at point z:
ptðx; zÞ ¼ qðzÞþ < x z;rqðzÞ > þ t
2
kx zk2F ; ð9Þ
where t is the Lipshitz constant of rq. To achieve the
optimal solution x?, we will update two sequences fxðkÞg
and fzðkÞg, recursively. Commonly at each iteration k, the
variance zðkÞ is named as search point and used for
combining the two previous approximate solutions xðk1Þ
and xðk2Þ. The approximation xðkÞ is achieved by solving
the following optimization:
xðkþ1Þ ¼ argmin
x
ptðx; zðkÞÞ s:t: x  0: ð10Þ
After ignoring terms that do not depend on x, the former
optimization problem (10) could be equally presented as
min
x0
g>xþ t
2
kx zðkÞk2 ¼ t
X
i
1
2

xi  zðkÞi
2 þ gi
t
xi
 
;
ð11Þ
where g ¼ 2QzðkÞ þ c. The solution could be shown directly
as follows:
xi ¼ max

z
ðkÞ
i  gi=t; 0

; ð12Þ
Finally, Algorithm 1 summarizes the optimization progress.
To further improve the scalability, we propose a
coordinate descent approach to solving the optimization
iteratively. This can take advantages of the power of parallel
computation when solving a very large-scale problem.
For the proposed coordinate descent approach, at each
iteration, we optimize only one label vector Fi by leaving
the other vectors fFjjj 6¼ ig intact. Specifically, at the
ðtþ 1Þth iteration, we define the following optimization
problem for updating F
ðtþ1Þ
i with F
ðtÞ:
F
ðtþ1Þ
i ¼ argmin
f>
ðf j F ðtÞ; iÞ s:t: f  0; ð13Þ
where the objective function  is defined as follows:
ðf j F; iÞ ¼ Liikfk2 þ 2L^iF^ f þ z>Rzþ f>T f
¼ f>Q^f þ c^>f þ h^;
where L^i 2 IR1ðn1Þ is the ith row of Laplacian matrix Li
by removing the ith element Lii, F^ 2 Rðn1Þm is a submatrix
of F by removing its ith row Fi; z ¼ f  Y >i , R ¼ diagðSiÞ,
T ¼ 1  1>, Q^ ¼ LiiIM þ Rþ T , c^ ¼ 2ðL^iF^  YiRÞ>,
and h^ ¼ YiRY >i .
The (13) is also a smooth QP problem, but much smaller
than the original (7). Similarly, it could be solved efficiently
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by Algorithm 1. The pseudocode of the coordinate descent
algorithm is summarized in Algorithm 2.
4.3.2 Algorithm for Convex-Constraint Formulation
For the convex-constraint formulation, by doing vectoriza-
tion, we can reformulate (6) into the following:
min
x0
x>Qyxþ c>x s:t:
Xm1
k¼0
xknþi 	 "; i ¼ 1; . . . ; n; ð14Þ
where Qy ¼ U þ R, "  1, and all the other symbols are the
same as (7). We also apply the multistep gradient scheme to
solve (14), however the constraint for the subproblem is
slightly different from (11), which is defined:
min
x0
ty
2
kx vk2 s:t:
Xm1
k¼0
xknþi 	 "; i ¼ 1 . . . ; n; ð15Þ
where v ¼ zðkÞ  1
ty g
y, gy ¼ 2QyzðkÞ þ c.
We can split x into a series of subvectors xi ¼ ½xi; . . . ;
xðm1Þnþi>, and similarly we can split vector v. Thus, (15)
could be reformulated as
min
x0;x1;...;xn
ty
2
Xn
i¼1
kxi  vik2 s:t:kxik1 	 "; xi  0: ð16Þ
The above optimization can be decoupled for each
subvector xi and solved separately in linear time by
following the euclidean projection algorithm proposed in
[58]. Specifically, we can obtain the optimal solution xi? for
xi with the following problem:
xi? ¼ argmin
xi
kxi  vik2 s:t: kxik 	 "; xi  0; ð17Þ
where xi? has a linear relationship with the optimal
Lagrangian variable ?, which is introduced by the inequal-
ity constrain kxik 	 ":
xi?j ¼ sign

vij
maxjvijj  ?; 0; j ¼ 1; 2; :::m; ð18Þ
where signðÞ is the previously defined sign function.
Suppose S ¼ fjjvij  0g, the optimal ? could be obtained
as follows:
? ¼
0;
X
k2S
jvikj 	 ";
;
X
k2S
jvikj > ";
8><
>: ð19Þ
where  is the unique root of function fðÞ:
fðÞ ¼
X
k2S
max
jvikj  ; 0 "; ð20Þ
where fðÞ is a continuous and monotonically decreasing
function in ð1;1Þ. The root  could be achieved with a
bisection search in linear time. An improved searching
scheme is also proposed in [58] by using the characteristic
of function fðÞ, which is out of the scope of this paper.
Similar to the soft-regularization formulation, we can also
adopt the coordinate descent scheme to further improve the
scalability. In particular, we define a new update function y
similar to the aforementioned formula in (13):
F
ðtþ1Þ
i ¼ argmin
f>
yðf j F ðtÞ; iÞ s:t: kfk1 	 "; f  0; ð21Þ
where yðf j F; iÞ ¼ f>Q^yf þ c^>f and all symbols are the
same as (13) except Q^y ¼ LiiIM þ R. Equation (21) is a
special case of the optimization problem in (14), and can be
solved efficiently by the same algorithm. Finally, the
pseudocodes of the algorithm for the convex-constraint
formulation are similar to the previous, as shown in
Algorithms 1 and 2, respectively.
4.4 Clustering-Based Approximation
The number of variables in the previous problem is n m,
where n is the number of facial images in the retrieval
database and m is the number of distinct names (classes).
For a small problem, we can solve it efficiently by the
proposed MGA-based algorithms (SRF-MGA or CCF-
MGA). For a large problem, we can adopt the proposed
CDA-based algorithms (SRF-CDA or CCF-CDA), where the
number of variables in each subproblem is n. However,
when n is extremely large, the CDA-based algorithms still
can be computationally intensive. One straightforward
solution for acceleration is to adopt parallel computation,
which can be easily exploited by the proposed SRF-CDA or
CCF-CDA algorithms since each of the involved subopti-
mization tasks can be solved independently. However, the
speedup of the parallel computation approach quite
depends on the hardware capability. To further enhance
the scalability and efficiency in algorithms, in this paper,
we propose a clustering-based approximation solution to
speed up the solutions for large-scale problems.
In particular, the clustering strategy could be applied in
two different levels: 1) one is on “image-level,” which can
be used to directly separate all the n facial images into a set
of clusters, and 2) the other is on “name-level,” which can
be used to First separate the m names into a set of clusters,
then to further split the retrieval database into different
subsets according to the name-label clusters. Typically, the
number of facial images n is much larger than the number
of names m, which means that the clustering on “image-
level” would be much more time-consuming than that on
“name-level.” Thus, in our approach, we adopt the “name-
level” clustering scheme for the sake of scalability and
efficiency. After the clustering step, we solve the proposed
ULR problem in each subset, and then merge all the
learning results into the final enhanced label matrix F .
According to the name labels fn1; n2; . . . ; nmg, we could
divide all the facial images X 2 IRnd into m classes:
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X ¼ ½X1; X2; . . . ; Xm. We denote by C 2 IRmm the class
similarity matrix for all the m classes (names). Consider the
variety of facial images and the noisy nature of web images,
traditional hierarchical clustering algorithms (such as
“Single-Link,” “Complete-Link,” and “Average-Link”) are
not suitable to our problem. In our framework, following
the terminology of shared nearest neighbors, we proposed a
cooccurrence likelihood in (22) to compute the similarity value
Cij, which measures the likelihood that instances from the
two classes Xi,Xj are cooccurred together in the retrieval
results by some particular web search engine (e.g., Google):
Cij ¼
X
8xi2Xi
X
xp2NK ðxiÞ
IIðxp2XjÞ; ð22Þ
where NKðxiÞ is the set of top K nearest facial images w.r.t.
xi in the whole retrieval database (we use the nearest facial
set NKðxjÞ with K ¼ 50 in our experiments), IIðxp2XjÞ is an
indicator function which outputs 1 if xp 2 Xj and 0
otherwise. According to this definition, a large value of
Cij means that the instances in class Xi are more likely to be
similar to the instances in class Xj. In other words, the
instances in Xi and Xj should be put together for joint class
label refinement in our proposed label enhancement step.
To normalize the elements in the matrix C, we divide each
column C?j by its maximum value except Cjj:
Cij ¼
Cij
maxk 6¼iCkj
; if j 6¼ i;
vmax; if j ¼ i;
8<
: ð23Þ
where vmax is a constant value and set as vmax ¼ 1 in our
experiment. Fig. 2 shows an example to demonstrate the
calculation of matrix C among three classes X1, X2, and X3
with K ¼ 1. After the normalization, the cooccurrence
likelihood vectors for the three classes are ½110, ½110, and
½001, which are consistent to our observation that instances
from class C1 and C2 are more likely to be mixed together.
For the proposed solution, there is an important practical
assumption for the clustering step, i.e., the sizes of different
clusters should be similar, which aims to avoid the
undesired case where one cluster significantly dominates
the others. In our CBA framework, we propose two kinds of
solutions: one is the Bisecting K-means clustering based
algorithm referred to as “BCBA” for short, and the other is
the divisive clustering based algorithm referred to as
“DCBA” for short.
In the BCBA scheme, the ith row Ci? is used as the
feature vector for class Xi. In each step, the largest cluster is
bisected for Iloop times and the clustering result with the
lowest sum-of-square-error (SSE) value is used to update
the clustering lists. In our framework, we set Iloop to 10. The
details of the BCBA scheme are illustrated in Algorithm 3,
where qc is the cluster number. In the DCBA scheme, the
symmetrical matrix C^ ¼ CþC02 is used for building a
minimum spanning tree (MST). Instead of performing the
complete hierarchical clustering, in our framework, we
directly separate the classes into the qc clusters. To balance
the cluster sizes, the bisection scheme is also employed.
Specifically, in each iteration step, we partition the largest
cluster into two parts by cutting its largest MST edge to
ensure the size of the smaller cluster in the cutting result is
larger than a predefined threshold value Tthreshold. We set
Tthreshold ¼ m2qc in our framework. The details of the DCBA
scheme are shown in Algorithm 4.
We denote by Llist ¼ fM1;M2; . . . ;Mqcg the clustering
result, where Mi¼1;2;...;qc  . Using the clustering result, we
first split the whole retrieval database X into qc subsets
fS1;S2; . . . ;Sqcg, where Si ¼
S
nj2Mi Xj. Then the proposed
ULR problem is conquered on each subset individually. For
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Fig. 2. Illustration of computing class similarity matrix between three
classes X1, X2, and X3. The symbol
N
denotes the class center. C1?,
C2?, and C3? are the similarity vectors of the three classes, which are
computed according to (22) with K ¼ 1. For example, the second
value of vector C1?, i.e., C12, refers to the total number of examples in
class X2 belonging to the top K ¼ 1 nearest neighbors of examples
from class X1.
each subset Si, the number of classes is around Mqc on average
and the number of facial images is around Nqc on average,
which means that the number of variables to be optimized by
ULR on each subset Si has been reduced to NMq2c , which is
much smaller than the original number of variables on the
entire database. As a result, each small subproblem could be
solved efficiently. Besides, as the subproblems on different
subsets are independent, a parallel computation framework
could also be adopted for further acceleration.
5 EXPERIMENTS
5.1 Experiment Testbed
In our experiments, we collected a human name list
consisting of popular actor and actress names from the
IMDb website: http://www.imdb.com. In particular, we
collected these names with the billboard: “Most Popular
People Born In yyyy” of IMDb, where yyyy is the born
year. For example, the webpage2 presents all the actor and
actresses who were born in 1975 in the popularity order.
Our name list covers the actors and actresses who were
born between 1950 and 1990. To enlarge the retrieval
database, we extended the name number in [13] from 400 to
1,000. We submitted each name from the list as a query to
search for the related web images by Google image search
engine. The top 200 retrieved web images are crawled
automatically. After that we used the OpenCV toolbox to
detect the faces and adopt the DLK algorithm [54] to align
facial images into the same well-defined position. The no-
face-detected web images were ignored. As a result, we
collected over 100,000 facial images in our database. We
refer to this database as the “retrieval database,” which will
be used for facial image retrieval during the auto face
annotation process. To evaluate varied number of persons
in database, we divided our database into two scales: one
contains 400 persons and about 40,000 and the other
contains 1,000 persons and about 100,000 images. We
denote them by “DB0400” and “DB1000,” respectively.
For the “test data set,” we used the same testset in [13].
Specifically, we randomly chose 80 names from our name
list. We submitted each selected name as a query to Google
and crawled about 100 images from the top 200th to 400th
search results. Note that we did not consider the top 200
retrieved images since they had already appeared in the
retrieval data set. This aims to examine the generalization
performance of our technique for unseen facial images. Since
these facial images are often noisy, to obtain ground truth
labels for the test data set, we request our staff to manually
examine the facial images and remove the irrelevant facial
images for each name. As a result, the test database consists
of about 1,000 facial images with over 10 faces per person on
average. The data sets and code of this work can be
downloaded from http://www.stevenhoi.org/ULR/.
5.2 Comparison Schemes and Setup
In our experiments, we implemented all the algorithms
described previously for solving the proposed ULR task.
We finally adopted the soft-regularization formulation of
the proposed ULR technique in our evaluation since it is
empirically faster than the convex-constraint formulation
according to our implementations. To better examine the
efficacy of our technique, we also implemented some
baseline annotation method and existing algorithms for
comparisons. Specifically, the compared methods in our
experiments include the following:
. “ORI”: a baseline method that simply adopts the
original label information for the search-based
annotation scheme, denoted as “ORI” for short.
. “CL”: a consistency learning algorithm [48] pro-
posed to enhance the weakly labeled facial image
database, denoted as “CL” for short.
. “MKM”: a modified K-means clustering algorithm
[5] proposed to cluster web facial images associated
with the extracted names from the surrounding
captions, denoted as “MKM” for short. We note that
the original MKM algorithm was proposed to
address a similar noisy label enhancement problem,
but slightly different from our setting in that the
number of raw noisy labels of each facial image in
their problem setting can be more than 1, which is,
however, exactly equal to 1 in our problem setting.
. “LPSN”: a label propagation through sparse neigh-
borhood algorithm [59] proposed to propagate label
information among the neighborhoods achieved by
sparse coding, denoted as “LPSN” for short.
. “ULR¼0”: the proposed ULR algorithm (soft-reg-
ularization formulation in (5)) without the sparsity
regularizer EeðF Þ.
. “ULR”: the proposed unsupervised label refinement
method, denoted as “ULR” for short.
To evaluate their annotation performances, we adopted
the hit rate at top t annotated results as the performance
metric, which measures the likelihood of having the true
label among the top t annotated names. For each query
facial image, we retrieved a set of top K similar facial
images from the database set, and return a set of top T
names for annotation by performing a majority voting on
the labels associated with the set of top K images.
Further, we discuss parameter settings. For the ULR
implementation, we constructed the sparse graph W by
setting the number of nearest neighbors to 5 for all cases. In
addition, for the two key regularization parameters  and 
in the proposed ULR algorithm, we set their values via cross
validation. In particular, we randomly divided the test data
set into two equally-sized parts, in which one part was used
as validation to find the optimal parameters by grid search,
and the other part was used for testing the performance.
This procedure was repeated 10 times, and their average
performances were reported in our experiments.
5.3 Evaluation of Facial Feature Representation
In this experiment, we evaluate the face annotation
performance of five types of facial features for the baseline
ORI algorithm. Table 1 shows the annotation performance.
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TABLE 1
The Performance of the Baseline ORI Algorithm
with Different Facial Feature Representations
All of these features are extracted from the aligned facial
images by the DLK algorithm [54], as shown in Fig. 3.
The “Gist,” “Edge,” “Color,” and “Gabor” features are
generated by the FElib toolbox.3 For the “LBP” feature,
the aligned facial image is divided into 7 7 windows
[60] resulting a 2,891-dimension feature. From our
experimental results, it is clear to observe that GIST is
much or at least slightly better than the other common
features. The “LBP” feature is highly closed to the “Gist”
feature; however, its feature dimension is much higher. If
we projected the original “LBP” feature into a low-
dimensional space that is the same with the “GIST”
feature, denoted as “LBP-PCA512,” the performance
nevertheless decreases significantly. In the following
experiments, for a fair comparison, we adopted the same
GIST features to represent the facial images.
5.4 Evaluation of Auto Face Annotation
In this experiment, we aim to evaluate the auto face
annotation performance based on the search-based face
annotation scheme. Without loss of generality, we First
evaluated the proposed ULR algorithm from different
aspects on database “DB0400,” and then verified its
performance on large-scale database “DB1000.” Table 2
and Fig. 4 show the average annotation performance (hit
rates) at different T values, in which both mean and
standard deviation were reported. Several observations can
be drawn from the results.
First of all, it is clear that ULR which employs
unsupervised learning to refine labels consistently performs
better than the ORI baseline using the original weak label,
the existing CL algorithm, MKM algorithm, and the LPSN
algorithm. The promising result validates that the proposed
ULR algorithm can effectively exploit the underlying data
distribution of all data examples to refine the label matrix
and improve the performance of the search-based face
annotation approach. Second, we note that the ULR
algorithm outperforms its special case “URL¼0” without
the sparsity regularizer in the SRF formulation, which
validates the importance of the sparsity regularizer. Finally,
when T is small, the hit rate gap, i.e., the hit rate difference
between ORI and ULR is more significant, and the
annotation performance increases slowly when T is large.
In practice, we usually focused on the small T value since
users typically would not be interested in a long list of
annotated names.
5.5 Evaluation on Varied Top K Retrieved Images
and Top T Annotated Names
This experiment aims to examine the relationship between
the annotation performance of varied values of K and T ,
respectively, for topK retrieved images and top T annotated
names. To ease our discussion, we only show the results of
the ULR algorithm. The face annotation performance of
varied K and T values are illustrated in Fig. 5.
Some observations can be drawn from the experimental
results. First of all, when fixing K, we found that increasing
T value generally leads to better hit rate results. This is not
surprising since generating more annotation results cer-
tainly gets a better chance to hit the relevant name. Second,
when fixing T , we found that the impact of the K value to
the annotation performance fairly depends on the specific T
value. In particular, when T is small (e.g., T ¼ 1), increasing
the K value leads to the decline of the annotation
performance; but when T is large (e.g., T > 5), increasing
the K value often boosts the performance of top T
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TABLE 2
Evaluation of Auto Face Annotation Performance
in Terms of Hit Rates at Top T Annotated Names
Fig. 3. The examples of web facial images and the corresponding
alignment results with the DLK algorithm.
Fig. 4. Evaluation of auto face annotation performance in terms of hit
rates at top T annotated names.
Fig. 5. Annotation performance w.r.t. varied K and T values.
annotation results. Such results can be explained as follows:
When T is very small, for example, T ¼ 1, we prefer a small
K value such that only the most relevant images will be
retrieved, which, thus, could lead to more precise results at
top-1 annotated results. However, when T is very large, we
prefer a relatively large K value since it can potentially
retrieve more relevant images and thus can improve the hit
rate at top T annotated results.
5.6 Evaluation on Varied Numbers of Images per
Person in Database
This experiment aims to further examine the relationship
between the annotation performance and the number of
facial images per person in building the facial image
database. Unlike the previous experiment with top 100
retrieval facial images per person in the database, we
created three variables of varied-size databases, which
consist of top 50, 75, and 100 retrieval facial images per
person, respectively. We denote these three databases as
P050, P075, and P100, respectively.
Fig. 6 shows the experiment results of average annota-
tion performance. It is clear that the larger the number of
facial images per person collected in our database, the
better the average annotation performance can be
achieved. This observation is trivial since more potential
images are included into the retrieval database, which is
beneficial to the annotation task. We also noticed that
enlarging the number of facial images per person in
general leads to the increases of computational costs,
including time and space costs for indexing and retrieval
as well as the ULR learning costs.
5.7 Evaluation on a Larger Database: DB1000
This experiment aims to verify the annotation performance of
the proposed SBFA framework over a larger retrieval
database: “DB1000.” As the test database is unchanged, the
extra facial images in the retrieval database are definitely
harmful to the nearest facial retrieval result for each query
image. A similar result could also been observed in [47],
where the mean average precision became smaller for a larger
retrieval database. As a result, the final annotation perfor-
mance of DB1000 would be worse than the one over DB0400.
More details of the experiment are presented in Fig. 7.
Some observations can be drawn from the experimental
results. First of all, the proposed ULR algorithm also could
efficiently enhance the initial noisy label and achieve the
best performance over the other algorithms. Second, all the
algorithms perform slightly worse on the larger retrieval
database. In detail, the ULR annotation performance on
DB1000 is about 0.83 percent of the one on DB0400.
To further improve the system performance, we adopt a
simple weighted majority voting scheme in the third step of
Fig. 1. Specifically, we assign a weighting value to each
facial image in the short list of similar faces according to its
ranking position: wðn; q; Þ ¼ eðn1Þ
q
 , where n is the ranking
position and q > 0,  > 0 are two positive parameters.
Obviously the larger n is, the smaller the weighting
wðn; q; Þ is, which means less contribution is introduced
for the label annotation. The improved performance is also
presented in Fig. 7. The main observation is the annotation
performance can be significantly improved, for example,
the performance of ULR is boosted to 65.2 percent from
59.3 percent. This experiment also illustrates that the
performance of our current SBFA system can be further
improved by adopting other more sophisticated techniques
in different stages of the proposed solution, which is out of
the scope of our focus in this paper.
5.8 Evaluation of Optimization Efficiency
This section aims to conduct extensive evaluations on the
running time cost by the four different algorithms. We refer
the four algorithms with the following abbreviations:
. SRF-MGA: Soft-regularization formulation solved by
the multistep gradient algorithm.
. SRF-CDA: soft-regularization formulation solved by
the coordinate decent algorithm.
. CCF-MGA: Convex-constraint formulation solved
by the multistep gradient algorithm.
. CCF-CDA: Convex-constraint formulation solved by
the coordinate decent algorithm.
We first compared two algorithms: SRF-MGA and CCF-
MGA, which adopt the same gradient-based optimization
scheme for two different formulations, as shown in
Algorithm 1. We used an artificial data set with varied
numbers of classes m ¼ 20; 40; 60; 80; 100 where each class
corresponds to a unique Gaussian distribution. We set the
number of examples generated from each class as P ¼ 100,
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Fig. 6. The annotation performance on three different databases, which
have different numbers of images per person. Specifically, P050, P075,
and P100 denote the databases have the top 50, 75, and 100 retrieval
images per person, respectively.
Fig. 7. Face annotation performance on Database: DB1000. The
algorithms that end up with “-wm” denote the improved perfor-
mances achieved by weighted majority voting method in the name
annotation step.
and the total number of examples n ¼ 2K; 4K; 6K; 8K; 10K.
The goal of our ULR optimization task is to optimize the
refined label matrix F 2 IRnm, which has the total number
of unknown variables V would be 40K, 160K, 360K, 640K,
and 1M, respectively for each of the above cases. For the
iteration number, we set it to 50 for both algorithms.
We randomly generated the artificial data set and run the
algorithms over the data set. This procedure was repeated
five times. The first two columns of Table 3 show the
average running time cost obtained by both SRF-MGA and
CCF-MGA algorithms, respectively. We observed that the
time cost growth rate of SRF-MGA is always slower than
that of CCF-MGA, which indicates that SRF-MGA runs
always more efficiently than CCF-MGA. To further com-
pare the difference of their growth rates, we try to fit the
running time costs T with respect to the number of
variables V by a function T ¼ a V b, where a; b 2 IR are
two parameters. By fitting the functions, we obtained a ¼
9:04E  7 and b ¼ 1:45 for SRF-MGA, and a ¼ 3:70E  8
and b ¼ 1:74 for CCF-MGA.
Next, we compare running time cost of RF-CDA and
CCF-CDA by adopting the similar settings as the previous
experiment. For the iteration number, we set the outer-loop
iteration number for CDA to 30 and fix the inner iteration
number with respect to their subproblems to 30. The
average running time cost is illustrated in the last two
columns of Table 3.
First, we found that the SRF-based algorithm SRF-CDA
spent less time cost than the CCF-based algorithm CCF-
CDA. Second, the running time cost grows almost linearly
with respect to the number of variables for both the CDA-
based algorithms. More specifically, by fitting the time cost
function T ¼ a V b with respect to the number of variables
V , we have a ¼ 3:93E  3 and b ¼ 0:90 for SRF-CDA, and
a ¼ 1:50E  2 and b ¼ 0:83 for CCF-CDA, which showed
that the time cost growth rates of both algorithms are
empirically sublinear. This encouraging result indicates that
both CDA based algorithms are efficient and scalable for
large-scale data set.
5.9 Evaluation of Clustering-Based Approximation
In this experiment, we aim to evaluate the acceleration
performance of the two proposed clustering-based approx-
imation schemes (BCBA and DCBA) on the large database
DB1000. A good approximation is expected to achieve a
high reduction in running time with a small loss in
annotation performance. Thus, this experiment evaluates
both running time and annotation performance.
The running time of CBA scheme mainly consists of three
parts : 1) the time of constructing the similarity matrix C;
2) the time of clustering; and 3) the total time of running
ULR algorithm in each subset. The running time costs of
different clustering algorithms with different cluster num-
bers (qc ¼ 02; 04; 08; 16) are illustrated in Table 4. As a
comparison, the running time of directly adopting the ULR
algorithm on the whole retrieval database is also presented
in the second column of Table 4, denoted as “URL (qc ¼ 01).”
Some observations can be drawn from these results.
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TABLE 3
The Average Running Time (Seconds) of the
Four Proposed Algorithms
TABLE 4
Evaluation of Running Time Used by Clustering-Based Approximation
TABLE 5
Evaluation of Annotation Performance Archived by Clustering-Based Approximation with Different Methods
(BCBA, DCBA) and Different Group Numbers qc
First of all, the proposed CBA scheme could significantly
decrease the running time for the label refinement task. For
example, for BCBA and DCBA schemes with qc ¼ 02, the
total running time could reduced from about 26,629 seconds
to 7,131 (27 percent) seconds and 7,130 (27 percent) seconds,
respectively. Second, increasing the value of cluster number
qc generally leads to less running time, however, the
reduction becomes marginal where qc is larger than some
threshold (e.g., qc ¼ 08). Third, the running time of the
division clustering algorithm is a bit smaller than the one of
bisecting the K-mean algorithm. The reasons leading to this
phenomenon are twofold: one is there is no need for
multiloops in each bisection step of DCBA, another is the
similarity matrix C^ is directly used for MST building
without extra computation.
For the annotation performance, the weighted majority
annotation result of the two CBA schemes (BCBA and
DCBA) with different cluster number qc are presented in
Table 5 and Fig. 8. Two observations can be drawn from
the results.
First, although the approximation algorithms (BCBA,
DCBA) slightly degrade the final annotation performance,
their performances are still much better than the other
compared algorithms for small T value. Considering the
reduction in running time, the proposed clustering-based
approximation scheme is a good approximation for the ULR
algorithm, which could significantly improve the scalability
of search-based face annotation framework. Second, the
performance difference between BCBA and DCBA are
statistically marginal, but the average performance of BCBA
is a bit better than DCBA.
5.10 Label Refinement on Artificial Data Set
In this experiment, we aim to evaluate the label refinement
performance of different algorithms. We built an artificial
data set that consists of nine classes (persons) in 2D space
with 20 samples for each class. To introduce noise into the
label matrix, we randomly mislabeled half of the whole data
set. All the data points are illustrated in Fig. 9a, and the
original noisy label matrix is shown as the leftmost one in
Fig. 9b. Given the data set and the noisy label matrix, we
computed the enhanced label matrixes using the four
algorithms mentioned in Section 5.2 (see Fig. 9b).
Several observations can be drawn from the above
results: first, the MKL and CL algorithms work well for
the classes with less noise (e.g., Person 1 and Person 9), but
they fail for the classes where more samples are mislabeled
and widely distributed (e.g., Person 4 and Person 5).
Second, by adopting the graph information, both LPSN
and ULR could handle all the classes better. Obviously, by
finding the maximum value in each label vector, we can
recover the ideal label matrix from the refined label matrix
FULR. Third, for the proposed ULR algorithm, we also
consider the distortion with the original label matrix
(EpðF; Y Þ in (5)) and the sparsity of each label vector
(EeðF Þ in (5)). As a result, ULR can achieve more stable and
sparse refined label matrix that is more suitable for our face
annotation problem.
6 LIMITATIONS
Despite the encouraging results, our work is limited in
several aspects. First, we assume each name corresponds to a
unique single person. Duplicate name can be a practical issue
in real-life scenarios. One future direction is to extend our
method to address this practical problem. For example, we
can learn the similarity between two different names
according to the web pages so as to determine how likely
the two different names belong to the same person. Second,
we assume the top retrieved web facial images are related to
a query human name. This is clearly true for celebrities.
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Fig. 8. Evaluation of annotation performance archived by clustering-
based approximation with different methods (BCBA, DCBA) and different
group numbers K; K ¼ 1 is the intact scheme without acceleration.
Fig. 9. The label refinement experiment over an artificial data set. (a) The demo data set with nine classes (persons), half of them are mislabeled.
(b) The original noisy label matrix and the refined ones achieved by various algorithms. The distances of the refined label matrix to the ideal label
matrix (Ytrue) are shown at the bottom of each figure.
However, when the query facial image is not a well-known
person, there may not exist many relevant facial images on
the WWW, which thus could affect the performance of the
proposed annotation solution. This is a common limitation of
all existing data-driven annotation techniques. This might be
partially solved by exploiting social contextual information.
7 CONCLUSIONS
This paper investigated a promising search-based face
annotation framework, in which we focused on tackling
the critical problem of enhancing the label quality and
proposed a ULR algorithm. To further improve the
scalability, we also proposed a clustering-based approx-
imation solution, which successfully accelerated the
optimization task without introducing much performance
degradation. From an extensive set of experiments, we
found that the proposed technique achieved promising
results under a variety of settings. Our experimental
results also indicated that the proposed ULR technique
significantly surpassed the other regular approaches in
literature. Future work will address the issues of duplicate
human names and explore supervised/semi-supervised
learning techniques to further enhance the label quality
with affordable human manual refinement efforts.
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