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Abstract
We prove that if R is a left Noetherian and left regular ring then the same is true for any bijective
skew PBW extension A of R. From this we get Serre’s Theorem for such extensions. We show that
skew PBW extensions and its localizations include a wide variety of rings and algebras of interest
for modern mathematical physics such as PBW extensions, well known classes of Ore algebras, oper-
ator algebras, diffusion algebras, quantum algebras, quadratic algebras in 3-variables, skew quantum
polynomials, among many others. We estimate the global, Krull and Goldie dimensions, and also
Quillen’s K-groups.
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1 Definitions and elementary properties
In this section we recall the definition of skew PBW (Poincare´-Birkhoff-Witt) extensions defined firstly
in [30], and also some elementary properties about the polynomial interpretation of this kind of non-
commutative rings. Skew PBW extensions are a generalization of PBW extensions introduced in [8],
and include a wide variety of rings and algebras of interest for modern mathematical physics as we will
show in Section 3.
Definition 1.1. Let R and A be rings. We say that A is an skew PBW extension of R (also called a
σ − PBW extension of R) if the following conditions hold:
(i) R ⊆ A.
(ii) There exist finite elements x1, . . . , xn ∈ A such A is a left R-free module with basis
Mon(A) := {xα = xα11 · · ·x
αn
n | α = (α1, . . . , αn) ∈ N
n}.
In this case we say also that A is a left polynomial ring over R with respect to {x1, . . . , xn} and
Mon(A) is the set of standard monomials of A. In addition, x01 · · ·x
0
n := 1 ∈ Mon(A).
(iii) For every 1 ≤ i ≤ n and r ∈ R− {0} there exists ci,r ∈ R− {0} such that
xir − ci,rxi ∈ R. (1.1)
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(iv) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R − {0} such that
xjxi − ci,jxixj ∈ R+Rx1 + · · ·+Rxn. (1.2)
Under these conditions we will write A := σ(R)〈x1, . . . , xn〉.
The following proposition justifies the notation and the alternative name given for the skew PBW
extensions.
Proposition 1.2. Let A be an skew PBW extension of R. Then, for every 1 ≤ i ≤ n, there exists an
injective ring endomorphism σi : R→ R and a σi-derivation δi : R→ R such that
xir = σi(r)xi + δi(r),
for each r ∈ R.
Proof. We present the proof given in [30] Proposition 3: for every 1 ≤ i ≤ n and each r ∈ R we
have elements ci,r, ri ∈ R such that xir = ci,rxi + ri; since Mon(A) is a R-basis of A then ci,r and
ri are unique for r, so we define σi, δi : R → R by σi(r) := ci,r, δi(r) := ri. It is easy to check
that σi is a ring endomorphism and δi is a σi-derivation of R, i.e., δi(r + r
′) = δi(r) + δi(r
′) and
δi(rr
′) = σi(r)δi(r
′) + δi(r)r
′, for any r, r′ ∈ R. Moreover, by Definition 1.1 (iii), ci,r 6= 0 for r 6= 0. This
means that σi is injective.
A particular case of skew PBW extension is when all derivations δi are zero. Another interesting
case is when all σi are bijective and the constants cij are invertible. We recall the following definition
(cf. [30]).
Definition 1.3. Let A be a skew PBW extension.
(a) A is quasi-commutative if the conditions (iii) and (iv) in Definition 1.1 are replaced by
(iii’) For every 1 ≤ i ≤ n and r ∈ R− {0} there exists ci,r ∈ R− {0} such that
xir = ci,rxi. (1.3)
(iv’) For every 1 ≤ i, j ≤ n there exists ci,j ∈ R− {0} such that
xjxi = ci,jxixj . (1.4)
(b) A is bijective if σi is bijective for every 1 ≤ i ≤ n and ci,j is invertible for any 1 ≤ i < j ≤ n.
Definition 1.4. Let A be an skew PBW extension of R with endomorphisms σi, 1 ≤ i ≤ n, as in
Proposition 1.2.
(i) For α = (α1, . . . , αn) ∈ N
n, σα := σα11 · · ·σ
αn
n , |α| := α1 + · · ·+ αn. If β = (β1, . . . , βn) ∈ N
n, then
α+ β := (α1 + β1, . . . , αn + βn).
(ii) For X = xα ∈Mon(A), exp(X) := α and deg(X) := |α|.
(iii) If f = c1X1 + · · ·+ ctXt, with Xi ∈Mon(A) and ci ∈ R− {0}, then deg(f) := max{deg(Xi)}
t
i=1.
The skew PBW extensions can be characterized in a similar way as was done in [14] for PBW rings.
Theorem 1.5. Let A be a left polynomial ring over R w.r.t. {x1, . . . , xn}. A is an skew PBW extension
of R if and only if the following conditions hold:
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(a) For every xα ∈ Mon(A) and every 0 6= r ∈ R there exist unique elements rα := σ
α(r) ∈ R − {0}
and pα,r ∈ A such that
xαr = rαx
α + pα,r, (1.5)
where pα,r = 0 or deg(pα,r) < |α| if pα,r 6= 0. Moreover, if r is left invertible, then rα is left
invertible.
(b) For every xα, xβ ∈Mon(A) there exist unique elements cα,β ∈ R and pα,β ∈ A such that
xαxβ = cα,βx
α+β + pα,β , (1.6)
where cα,β is left invertible, pα,β = 0 or deg(pα,β) < |α+ β| if pα,β 6= 0.
Proof. See [30] Theorem 7.
We remember also the following facts from [30] Remark 8.
Remark 1.6. (i) A left inverse of cα,β will be denoted by c
′
α,β. We observe that if α = 0 or β = 0, then
cα,β = 1 and hence c
′
α,β = 1.
(ii) Let θ, γ, β ∈ Nn and c ∈ R. Then we have the following identities:
σθ(cγ,β)cθ,γ+β = cθ,γcθ+γ,β,
σθ(σγ(c))cθ,γ = cθ,γσ
θ+γ(c).
(iii) We observe that if A is quasi-commutative, then pα,r = 0 and pα,β = 0 for every 0 6= r ∈ R and
every α, β ∈ Nn.
(iv) If A is bijective, then cα,β is invertible for any α, β ∈ N
n.
(v) In Mon(A) we define
xα  xβ ⇐⇒

xα = xβ
or
xα 6= xβ but |α| > |β|
or
xα 6= xβ , |α| = |β| but ∃ i with α1 = β1, . . . , αi−1 = βi−1, αi > βi.
It is clear that this is a total order onMon(A). If xα  xβ but xα 6= xβ , we write xα ≻ xβ . Each element
f ∈ A can be represented in a unique way as f = c1x
α1 + · · · + ctx
αt , with ci ∈ R − {0}, 1 ≤ i ≤ t,
and xα1 ≻ · · · ≻ xαt . We say that xα1 is the leader monomial of f and we write lm(f) := xα1 ; c1 is
the leader coefficient of f , lc(f) := c1, and c1x
α1 is the leader term of f denoted by lt(f) := c1x
α1 . We
observe that
xα ≻ xβ ⇒ lm(xγxαxλ) ≻ lm(xγxβxλ), for every xγ , xλ ∈Mon(A).
A natural and useful result that we will use later is the following property.
Proposition 1.7. Let A be a bijective skew PBW extension of a ring R. Then, AR is free with basis
Mon(A).
Proof. First note that AR is a module where the product f · r is defined by the multiplication in A:
f · r := fr, f ∈ A, r ∈ R. We prove next that Mon(A) is a system of generators of A. Let f ∈ A,
then f is a finite summa of terms like rxα, with r ∈ R and xα ∈ Mon(A), so it is enough to prove
that each of these terms is a right linear R-combination of elements of Mon(A). From Theorem 1.5,
rxα = xασ−α(r)− pα,σ−α(r), with deg(pα,σ−α(r)) < |α| if pα,σ−α(r) 6= 0, so by induction on |α| we get the
result.
Now we will show thatMon(A) is linearly independent: let xα1r1+· · ·x
αtrt = 0, with x
α1 ≻ · · · ≻ xαt
for the total order  on Mon(A) defined in the previous remark, then σα1(r1)x
α1 + pα1,r1 + · · · +
σαt(rt)x
αt + pαt,rt = 0, with deg(pαi,ri) < |αi| if pαi,ri 6= 0, 1 ≤ i ≤ t; hence, σ
α1(r1) = 0 and from this
r1 = 0. By induction on t we obtain the result.
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2 Key theorems
In this section we prove some key results of the paper. We start with the following proposition that
establishes that one can construct a quasi-commutative skew PBW extension from a given skew PBW
extension of a ring R.
Proposition 2.1. Let A be an skew PBW extension of R. Then, there exists a quasi-commutative skew
PBW extension Aσ of R in n variables z1, . . . , zn defined by
zir = ci,rzi, zjzi = ci,jzizj , 1 ≤ i, j ≤ n,
where ci,r, ci,j are the same constants that define A. Moreover, if A is bijective then A
σ is also bijective.
Proof. We consider n variables z1, . . . , zn and the set of standard monomials M := {z
α1
1 · · · z
αn
n | αi ∈
Nn, 1 ≤ i ≤ n}. Let Aσ be the free R-module with basis M (i.e., A and Aσ are isomorphic R-modules).
We define the product in Aσ by the distributive law and the rules
rzαszβ := rσα(s)cα,βz
α+β,
where the σ’s and the constants c’s are as in Theorem 1.5. The identities of Remark 1.6 show that
this product is associative, moreover note that R ⊆ Aσ since for r ∈ R, r = rz01 · · · z
0
n. Thus, A
σ is a
quasi-commutative skew PBW extension of R, and also, each element fσ of Aσ corresponds to a unique
element f ∈ A, replacing the variables x’s by the variables z’s. The last assertion of the proposition is
obvious.
The first key theorem computes the graduation of a general skew PBW extension of a ring R.
Theorem 2.2. Let A be an arbitrary skew PBW extension of R. Then, A is a filtered ring with filtration
given by
Fm :=
{
R if m = 0
{f ∈ A | deg(f) ≤ m} if m ≥ 1
(2.1)
and the corresponding graded ring Gr(A) is a quasi-commutative skew PBW extension of R. Moreover,
if A is bijective, then Gr(A) is a quasi-commutative bijective skew PBW extension of R.
Proof. Let A := σ(R)〈x1, . . . , xn〉, with σi as in Proposition 1.2, and let cij be the system of constants as
in Definition 1.3. Let Aσ the associated quasi-commutative skew PBW extension defined in Proposition
2.1.
Associated to filtration (2.1) we define the graded ring Gr(A) by
Gr(A) :=
⊕
m≥0
Fm/Fm−1
with product given by
Fn/Fn−1 × Fm/Fm−1 → Fn+m/Fn+m−1
(a+ Fn−1, b+ Fm−1) 7→ ab+ Fn+m−1.
We will prove next that
Gr(A) ∼= Aσ. (2.2)
Let a ∈ Gr(A), then a = ⊕m≥0am, where am = am + Fm−1, am ∈ Fm and am 6= 0 only for a finite
subset of integers m; without loss of generality we can assume that if am 6= 0 then am is an homogeneous
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polynomial of degree m presented in the standard form, i.e., am =
∑
α∈Nn cαx
α, where |α| = m for such
α with cα 6= 0. Then, we define
φ : Gr(A)→ Aσ
⊕m≥0am 7→
∑
am 6=0
am,
φ is well defined : suppose that a = ⊕m≥0am = ⊕m≥0a′m, let m such that am 6= 0 6= a
′
m, since
am = a′m then am − a
′
m ∈ Fm−1; if am − a
′
m 6= 0 then 0 ≤ deg(am − am′) ≤ m− 1 but this is impossible
since am and a
′
m are homogeneous of degree m, so am = a
′
m and
∑
am 6=0
am =
∑
a′m 6=0
a′m.
φ is additive: let a = ⊕am, b = ⊕bm ∈ Gr(A), then a+ b = ⊕am +⊕bm = ⊕am + bm; so
φ(a+ b) = φ(⊕am + bm) =
∑
am+bm 6=0
am + bm =
∑
am 6=0
am +
∑
bm 6=0
bm = φ(a) + φ(b).
φ is surjective: let f ∈ Aσ, then f = f0 + f1 + · · · + fk, where k := deg(f) and fi is an homogeneous
polynomial of degree i, 0 ≤ i ≤ k (if f = 0, then φ(0) = 0). Let a = ⊕am, with am := fm if 0 ≤ m ≤ k
and am = 0 otherwise. Then
φ(⊕am) =a0 + a1 + · · ·+ ak = f0 + f1 + · · ·+ fk = f.
φ is injective: let a = ⊕am ∈ Gr(A) such that φ(a) = 0, then we can represent a as a = ai1+ai2+· · ·+ais ,
with aij ∈ Fij \ Fij−1 for 1 ≤ j ≤ s. Thus,
0 = φ(a) = ai1 + ai2 + · · ·+ ais ,
and hence aij = 0 for every 1 ≤ j ≤ s, i.e., a = 0.
φ is multiplicative: By Remark 1.6 (iii), we have
zαr = σα(r)zα for all α ∈ Nn and r ∈ R, (2.3)
zαzβ = cα,βz
α+β for all α, β ∈ Nn. (2.4)
Let a = ⊕m≥0am and b = ⊕m≥0bm in Gr(A), then ab = ⊕k≥0ck, where
ck =
∑
i+j=k
aibj
= a0bk + a1bk−1 + · · ·+ akb0
is in Fk/Fk−1 and ai, bj are homogeneous polynomials of degree i and j respectively. Since φ is additive
we only need to establish that φ(ab) = φ(a)φ(b) with a and b homogeneous polynomials of degree l and
m respectively. Let
a = cα1x
α1 + cα2x
α2 + · · ·+ cαrx
αr
b = dβ1x
β1 + dβ2x
β2 + · · ·+ dβsx
βs
with |αi| = l y |βj | = m for 1 ≤ i ≤ r and 1 ≤ j ≤ s. Then, ab ∈ Fl+m and
ab =cα1σ
α1(dβ1)cα1,β1x
α1+β1 + cα1σ
α1(dβ2)cα1,β2x
α1+β2 + · · ·+
cα1σ
α1(dβs)cα1,βsx
α1+βs + · · ·+ cαrσ
αr (dβ1)cαr ,β1x
αr+β1+
cαrσ
αr (bβ2)cαr ,β2x
αr+β2 + · · ·+ cαrσ
αr (bβs)cαr ,βsx
αr+βs + q,
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where q ∈ A with q = 0 or deg(q) < l +m. From (2.3) and (2.4) we obtain
φ(a)φ(b) =(cα1z
α1 + · · ·+ cαrz
αr)(dβ1z
β1 + · · ·+ dβsz
βs)
=cα1z
α1dβ1z
β1 + · · ·+ cα1z
α1dβsz
βs + · · ·+
cαrz
αrdβ1z
β1 + · · ·+ cαrz
αrbβsz
βs
=cα1σ
α1(dβ1)cα1,β1z
α1+β1 + · · ·+ cα1σ
α1(dβs)cα1,βsz
α1+βs + · · ·+
cαrσ
αr (dβ1)cαr ,β1z
αr+β1 + · · ·+ cαrσ
αr (bβs)cαr ,βsz
αr+βs
=φ(a b).
Finally, we observe that φ(1) = 1. The last statement of the lemma follows from Proposition 2.1.
The next theorem characterizes the quasi-commutative skew PBW extensions.
Theorem 2.3. Let A be a quasi-commutative skew PBW extension of a ring R. Then,
(i) A is isomorphic to an iterated skew polynomial ring of endomorphism type.
(ii) If A is bijective, then each endomorphism is bijective.
Proof. (i) Let A := σ(R)〈x1, . . . , xn〉, with σi as in Proposition 1.2 (recall that for quasi-commutative
extensions each δi = 0), and let cij be the system of constants as in Definition 1.3. Using the uni-
versal property of skew polynomial rings (see [33]), we will construct the skew polynomial ring B :=
R[z1; θ1] · · · [zn; θn], where
θ1 := σ1;
θj : R[z1; θ1] · · ·R[zj−1; θj−1]→ R[z1; θ1] · · ·R[zj−1; θj−1],
θj(zi) := ci,jzi, 1 ≤ i < j ≤ n, θj(r) := σj(r), for r ∈ R,
(2.5)
and we will see that A ∼= B.
For n = 1, A ∼= R[z1; θ1], with θ1 := σ1. In fact, in A we have the element y := x1 that satisfies
yg1(r) = g1(θ1(r))y, where g1 : R → A is the ring homomorphism defined by g1(r) := r, for each r ∈ R.
By the universal property of R[z1; θ1] there exists a ring homomorphism
g˜1 : R[z1; θ1]→ A, g˜1(z1) := y = x1, g˜1(r) := g1(r) = r, r ∈ R, i.e., g˜1(p(z1)) = p(x1).
Since A is a free R-module, then g˜1 is an isomorphism.
Let n = 2. We have the ring homomorphism
f2 : R→ R[z1; θ1], f2(r) := σ2(r)
and we set y := c1,2z1 ∈ R[z1; θ1]; note that yf2(r) = f2(θ1(r))y, for each r ∈ R. In fact, yf2(r) =
c1,2z1σ2(r) = c1,2θ1(σ2(r))z1 = c1,2σ1σ2(r)z1 and f2(θ1(r))y = σ2(σ1(r))c1,2z1 = σ2σ1(r)c1,2z1 but
c1,2σ1σ2(r) = σ2σ1(r)c1,2 since (x2x1)r = x2(x1r): indeed, (x2x1)r = (c1,2x1x2)r = c1,2x1σ2(r)x2 =
c1,2σ1σ2(r)x1x2 and x2(x1r) = x2σ1(r)x1 = σ2σ1(r)x2x1 = σ2σ1(r)c1,2x1x2.
By the universal property of R[z1; θ1], there exists a ring homomorphism
θ2 : R[z1; θ1]→ R[z1; θ1], θ2(z1) := y = c1,2z1, θ2(r) =: f2(r) = σ2(r), r ∈ R.
To complete the proof for the case n = 2 we consider the ring homomorphism g′2 : R → A, g
′
2(r) := r
and let y := x1 ∈ A; note that yg
′
2(r) = g
′
2(θ1(r))y. In fact, yg
′
2(r) = x1r = σ1(r)x1 and g
′
2(θ1(r))y =
g′2(σ1(r))x1 = σ1(r)x1. By the universal property of R[z1; θ1] there exists a ring homomorphism
g2 : R[z1; θ1]→ A, g2(z1) := y = x1, g2(r) := g
′
2(r) = r, r ∈ R, i.e., g2(p(z1)) = p(x1).
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We consider in A the element y := x2, note that yg2(p(z1)) = g2(θ2(p(z1)))y. In fact, we consider
first p(z1) = r ∈ R, then yg2(r) = x2r = σ2(r)x2 and g2(θ2(r))y = g2(σ2(r))x2 = σ2(r)x2. Let now
p(z1) = z1, so yg2(z1) = x2x1 = c1,2x1x2 and g2(θ2(z1))y = g2(c1,2z1)x2 = c1,2x1x2. Suppose by
induction that yg2(z
k
1 ) = g2(θ2(z
k
1 ))y, then
yg2(z
k+1
1 ) = yg2(z
k
1 )g2(z1) = g2(θ2(z
k
1 ))yg2(z1) =
g2(θ2(z
k
1 ))g2(θ2(z1))y = g2(θ2(z
k+1
1 ))y.
Finally,
yg2(rz
k
1 ) = yg2(r)g2(z
k
1 ) = g2(θ2(r))yg2(z
k
1 ) = g2(θ2(r))g2(θ2(z
k
1 ))y = g2(θ2(rz
k
1 )),
and since g2 is additive, then yg2(p(z1)) = g2(θ2(p(z1))).
By the universal property of (R[z1; θ1])[z2; θ2], there exists a ring homomorphism
g˜2 : (R[z1; θ1])[z2; θ2]→ A, g˜2(z2) := y = x2, g˜2(p(z1)) := g2(p(z1)) = p(x1), i.e.,
g˜2(p(z1, z2)) = p(x1, x2).
Since A is a free R-module, then g˜2 is an isomorphism.
Before the final induction step, we comment, without all details, the case n = 3. We define the ring
homomorphism f ′3 : R → R[z1; θ1][z2; θ2] by f
′
3(r) := σ3(r), r ∈ R, we set y := c1,3z1 ∈ R[z1; θ1][z2; θ2]
and note that yf ′3(r) = f
′
3(θ1(r))y; the universal property of R[z1; θ1] induce the ring homomorphism
f3 : R[z1; θ1]→ R[z1; θ1][z2; θ2], f3(z1) := y = c1,3z1, f3(r) := f
′
3(r) = σ3(r), r ∈ R.
In order to define θ3, let y := c2,3z2 ∈ R[z1; θ1][z2; θ2], then note that yf3(p(z1)) = f3(θ2(p(z1))). In fact,
as before, we assume first that p(z1) = r, then yf3(r) = c2,3σ2σ3(r)z2 and f3(θ2(r)) = σ3σ2(r)c2,3z2, but
c2,3σ2σ3(r) = σ3σ2(r)c2,3 since (x3x2)r = x3(x2r). For p(z1) = z1 we have yf3(z1) = c2,3σ2(c1,3)c1,2z1z2
and f3(θ2(z1))y = σ3(c1,2)c1,3σ1(c2,3)z1z2, but c2,3σ2(c1,3)c1,2 = σ3(c1,2)c1,3σ1(c2,3) since (x3x2)x1 =
x3(x2x1). The rest of the proof is as before by induction and using that f3 is additive. The universal
property of (R[z1; θ1])[z2; θ2] induces the ring homomorphism
θ3 : R[z1; θ1][z2; θ2]→ R[z1; θ1][z2; θ2], θ3(z2) := y = c2,3z2, θ3(p(z1)) := f3(p(z1)).
Now we will complete the proof for the case n = 3. We have the ring homomorphism g′′3 : R → A,
g′′3 (r) := r, we set y := x1 ∈ A and note that yg
′′
3 (r) = g
′′
3 (θ1(r))y, so the universal property of R[z1; θ1]
induces the ring homomorphism g′3 : R[z1; θ1] → A, g
′
3(z1) := y = x1, g
′
3(r) := g
′′
3 (r) = r, r ∈ R, i.e.,
g′3(p(z1)) = p(x1). Next we set y := x2 ∈ A and observe that yg
′
3(p(z1)) = g
′
3(θ2(p(z1))) (the proof is
rutine as before). Then, the universal property of (R[z1; θ1])[z2; θ2] induces the ring homomorphism
g3 : R[z1; θ1][z2; θ2]→ A, g3(z2) := y = x2, g3(p(z1)) := g
′
3(p(z1)) = p(x1), i.e., g3(p(z1, z2)) = p(x1, x2).
Finally, we set y := x3 ∈ A and note that yg3(p(z1, z2)) = g3(θ3(p(z1, z2)))y (the proof is as above
using double induction, for z1 and for z2, and using that g3 is additive). By the universal property of
(R[z1; θ1][z2; θ2])[z3; θ3] we get the ring homomorphism
g˜3 : (R[z1; θ1][z2; θ2])[z3; θ3]→ A, g˜3(z2) := y = x3, g˜3(p(z1, z2)) := g3(p(z1, z2)) = p(x1, x2), i.e.,
g˜3(p(z1, z2, z3)) = p(x1, x2, x3).
Since A is a free R-module, then g˜3 is an isomorphism.
We will conclude the proof of the part (i) of the lemma. By induction we can construct the ring
homomorphism
θn : R[z1; θ1] · · · [zn−1; θn−1]→ R[z1; θ1] · · · [zn−1; θn−1], θn(zn−1) := cn−1,nzn−1,
θn(p(z1, . . . , zn−2)) := fn(p(z1, . . . , zn−2)),
where
fn : R[z1; θ1] · · · [zn−1; θn−2]→ R[z1; θ1] · · · [zn−1; θn−1], fn(zj) := cj,nzj , 1 ≤ j ≤ n− 2, fn(r) := σn(r),
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for r ∈ R, is also defined by induction. With this we will construct g˜n. By induction we will assume that
there exists a ring homomorphism
g′n : R[z1; θ1] · · · [zn−2; θn−2]→ A, g
′
n(zj) := xj , 1 ≤ j ≤ n− 2, g
′
n(r) := r, i.e.,
g′n(p(z1, . . . , zn−2)) = p(x1, . . . , xn−2).
We set y := xn−1 ∈ A and note that
yg′n(p(z1, . . . , zn−2)) = g
′
n(θn−1(p(z1, . . . , zn−2)))y.
In fact, yg′n(r) = xn−1r = σn−1(r)xn−1 and
g′n(θn−1(r))y = g
′
n(fn−1(r))xn−1 = g
′
n(σn−1(r))xn−1 = σn−1(r)xn−1.
For each j we have, yg′n(zj) = xn−1xj = cj,n−1xjxn−1 and g
′
n(θn−1(zj))y = g
′
n(fn−1(zj))xn−1 =
g′n(cj,n−1zj)xn−1 = g
′
n(cj,n−1)g
′
n(zj)xn−1 = cj,n−1xjxn−1. By induction, and in a similar way as we
saw above, we get that yg′n(rz
k1
1 · · · z
kn−2
n−2 ) = g
′
n(θn−1(rz
k1
1 · · · z
kn−2
n−2 ))y, and since g
′
n is additive we con-
clude that yg′n(p(z1, . . . , zn−2)) = g
′
n(θn−1(p(z1, . . . , zn−2)))y. By the universal property of the iterated
ring (R[z1; θ1] · · · [zn−2; θn−2])[zn−1; θn−1] there exists a ring homomorphism
gn : (R[z1; θ1] · · · [zn−2; θn−2])[zn−1; θn−1]→ A, gn(zn−1) := xn−1,
gn(p(z1, . . . , zn−2)) := g
′
n(p(z1, . . . , zn−2)), i.e., gn(p(z1, . . . , zn−1)) = p(x1, . . . , xn−1).
Finally, we set y := xn ∈ A and we can prove as before that
ygn(p(z1, . . . , zn−1)) = gn(θn(p(z1, . . . , zn−1)))y.
The universal property of (R[z1; θ1] · · · [zn−1; θn−1])[zn; θn] induces a ring homomorphism g˜n defined by
g˜n(zn) := xn, g˜n(p(z1, . . . , zn−1)) := gn(p(z1, . . . , zn−1)) = p(x1, . . . , xn−1), i.e.,
g˜n(p(z1, . . . , zn)) = p(x1, . . . , xn).
Since A is a free R-module, then g˜n is an isomorphism.
(ii) We will prove first that each θj is surjective: if r ∈ R then r = θj(σ
−1
j (r)); let 1 ≤ i ≤ j − 1 and
let c := σ−1j (c
−1
i,j ), then θj(σ
−1
j (c
−1
i,j )zi) = σj(σ
−1
j (c
−1
i,j ))ci,jzi = c
−1
i,j ci,jzi = zi.
Let p(z1, . . . , zj−1) ∈ R[z1; θ1] · · · [zj−1; θj−1] such that θj(p(z1, . . . , zj−1)) = 0. Then p(z1, . . . , zj−1) is
a finite summa of terms as rzα11 · · · z
αj−1
j−1 . If we prove that each coefficient r es zero, then p(z1, . . . , zj−1) =
0 and θj is injective. For this we will show that θj(rz
α1
1 · · · z
αj−1
j−1 ) = σj(r)uz
α1
1 · · · z
αj−1
j−1 , where u ∈ R
∗,
and from this we get σj(r)u = 0, i.e., σj(r) = 0, and hence, r = 0.
Thus, θj(zi) = ci,jzi and u = ci,j ∈ R
∗; θj(z
α+1
i ) = θj(z
α
i zi) = θj(z
α
i )θj(zi) = u
′zαi ci,jzi, where u
′ is
invertible and constructed by induction for the case θj(z
α
i ); hence θj(z
α+1
i ) = u
′σαi (ci,j)z
α+1
i = uz
α+1
i ,
where u := u′σαi (ci,j) ∈ R
∗. Finally, by induction on the number of factors, there exists u′ ∈ R∗ such
that
θj(rz
α1
1 · · · z
αj−1
j−1 ) = σj(r)θj(z
α1
1 · · · z
αj−2
j−2 )θj(z
αj−1
j−1 ) = σj(r)u
′zα11 · · · z
αj−2
j−2 u
′′z
αj−1
j−1 =
σj(r)u
′σα11 · · ·σ
αj−2
j−2 (u
′′)zα11 · · · z
αj−1
j−1 , with u
′′ ∈ R∗.
Then, u := u′σα11 · · ·σ
αj−2
j−2 (u
′′) ∈ R∗. This complete the proof.
From the above theorems we can get some interesting consequences.
Corollary 2.4 (Hilbert Basis Theorem). Let A be a bijective skew PBW extension of R. If R is a left
Noetherian ring then A is also a left Noetherian ring.
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Proof. According to Theorem 2.2, Gr(A) is a quasi-commutative skew PBW extension, and by the
hypothesis, Gr(A) is also bijective. By Theorem 2.3, Gr(A) is isomorphic to an iterated skew polynomial
ring R[z1; θ1] · · · [zn; θn] such that each θi is bijective, 1 ≤ i ≤ n. This implies that Gr(A) is a left
Noetherian ring, and hence, A is left Noetherian (see [33]).
Remark 2.5. If A is a PBW extension of a ring R, then Corollary 2.4 extends the result in [31] since
A is bijective (see also [18] and [43]). Moreover, Aσ = R[x1, . . . , xn] is the habitual polynomial ring since
in this case ci,r = r and ci,j = 1 for any r ∈ R and every 1 ≤ i, j ≤ n. Thus, Gr(A) ∼= R[x1, . . . , xn].
Now we can consider the regularity of bijective skew PBW extensions
Corollary 2.6. Let A be a bijective skew PBW extension of a ring R. If R is a left regular and left
Noetherian ring, then A is left regular.
Proof. Theorems 2.2 and 2.3 say that Gr(A) is isomorphic to a iterated skew polynomial ring of auto-
morphism type with coefficients in R, then the result follows from [33], Theorem 7.7.5. and Proposition
7.7.4.
Another interesting consequence of the main theorems is Serre’s Theorem for skew PBW extensions.
Definition 2.7. A ring B is PSF if each finitely generated projective module is stably free.
Corollary 2.8 (Serre’s theorem). Let A be a bijective skew PBW extension of a ring R such that R is
left Noetherian, left regular and PSF . Then A is PSF .
Proof. By Theorem 2.2, A is filtered, A0 = R, and Gr(A) is a quasi-commutative bijective skew PBW
extension of R; Corollary 2.4 says that Gr(A) is left Noetherian, and Corollary 2.6 implies that Gr(A)
is left regular. Moreover, Gr(A) is flat as right R-module (see Proposition 1.7), then assuming that R is
PSF we get from [33], Theorem 12.3.2 that A is PSF .
3 Examples of bijective skew PBW extensions
In this section we present and classify many remarkable examples of bijective skew PBW extensions. From
the results of the previous sections we can conclude that all rings presented next are left Noetherian, left
regular and PSF . In every example below we will highlight in bold the ring of coefficients. However, it
is important to remark that there are different ways to choose this ring as well as the subclass to which
each example belongs; k will represent a field.
3.1 PBW extensions
Any PBW extension (cf. [8]) is a bijective skew PBW extension since in this case σi = iR for each
1 ≤ i ≤ n, and ci,j = 1 for every 1 ≤ i, j ≤ n. Thus, for PBW extensions we have A = i(R)〈x1, . . . , xn〉.
Examples of PBW extensions are the following (see [30]):
(a) The habitual polynomial ring A = R[t1, . . . , tn].
(b) Any skew polynomial ring of derivation type A = R[x;σ, δ], i.e., with σ = iR. In general, any Ore
extension of derivation type R[x1;σ1, δ1] · · · [xn;σn, δn], i.e., such that σi = iR, for any 1 ≤ i ≤ n.
In particular, any Ore algebra of derivation type, i.e., when R := k[t1, . . . , tm], m ≥ 0.
(c) The Weyl algebra An(k) := k[t1, . . . , tn][x1; ∂/∂t1] · · · [xn; ∂/∂tn]. The extended Weyl algebra
Bn(k) := k(t1, . . . , tn)[x1; ∂/∂t1] · · · [xn; ∂/∂tn], where k(t1, . . . , tn) is the field of fractions of
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k[t1, . . . , tn], is also a PBW extension. These algebras are also known as algebras of linear par-
tial differential operators, see Subsection 3.3 below. The Weyl algebra An(k) can be generalized
assuming that R is an arbitrary ring, i.e., we have the Weyl ring
An(R) := R[t1, . . . , tn][x1; ∂/∂t1] · · · [xn; ∂/∂tn].
(d) Let k be a commutative ring and G a finite dimensional Lie algebra over k with basis {x1, . . . , xn};
the universal enveloping algebra of G, U(G), is a PBW extension of k (see [31]), [33] and [43]). In
this case, xir − rxi = 0 and xixj − xjxi = [xi, xj ] ∈ G = k + kx1 + · · · + kxn, for any r ∈ k and
1 ≤ i, j ≤ n.
(e) Let k, G, {x1, . . . , xn} and U(G) be as in the previous example; let R be a k-algebra containing k.
The tensor product A := R ⊗k U(G) is a PBW extension of R, and it is a particular case of a more
general construction, the crossed product R ∗ U(G) of R by U(G), that is also a PBW extension of
R (cf. [33]).
In the following subsections we consider a lot of skew PBW extensions that are not PBW extensions.
3.2 Ore extensions of bijective type
Any skew polynomial ring R[x;σ, δ] of bijective type, i.e., with σ bijective, is a bijective skew PBW
extension (see also [30]). In this case we have R[x;σ, δ] ∼= σ(R)〈x〉. If additionally δ = 0, then R[x;σ] is
quasi-commutative. More generally, let R[x1;σ1, δ1] · · · [xn;σn, δn] be an iterated skew polynomial ring of
bijective type, i.e., the following conditions hold:
• for 1 ≤ i ≤ n, σi is bijective;
• for every r ∈ R and 1 ≤ i ≤ n, σi(r), δi(r) ∈ R;
• for i < j, σj(xi) = cxi + d, with c, d ∈ R and c has a left inverse;
• for i < j, δj(xi) ∈ R+Rx1 + · · ·+Rxn,
then, R[x1;σ1, δ1] · · · [xn;σn, δn] is a bijective skew PBW extension. Under these conditions we have
R[x1;σ1, δ1] · · · [xn;σn, δn] ∼= σ(R)〈x1, . . . , xn〉.
In particular, any Ore extension R[x1;σ1, δ1] · · · [xn;σn, δn] of bijective type, i.e., for 1 ≤ i ≤ n, σi is
bijective, is an skew bijective PBW extension. In fact, in Ore extensions for every r ∈ R and 1 ≤ i ≤ n,
σi(r), δi(r) ∈ R, and for i < j, σj(xi) = xi and δj(xi) = 0. An important subclass of Ore extension of
bijective type are the Ore algebras of bijective type, i.e., when R = k[t1, . . . , tm], m ≥ 0. Thus, we have
k[t1, . . . , tm][x1;σ1, δ1] · · · [xn;σn, δn] ∼= σ(k[t1, . . . , tm])〈x1, . . . , xn〉.
Some concrete examples of Ore algebras of bijective type are the following.
(a) The algebra of q-differential operators Dq,h[x, y]: let q, h ∈ k, q 6= 0; consider k[y][x;σ, δ], σ(y) := qy
and δ(y) := h. By definition of skew polynomial ring we have xy = σ(y)x + δ(y) = qyx + h, and
hence xy − qyx = h. Therefore, Dq,h[x, y] ∼= σ(k[y])〈x〉.
(b) The algebra of shift operators Sh: let h ∈ k. The algebra of shift operators is defined by Sh :=
k[t][xh;σh, δh], where σh(p(t)) := p(t− h), and δh := 0. Thus, Sh ∼= σ(k[t])〈xh〉.
(c) The mixed algebra Dh: let h ∈ k, the algebra Dh is defined by Dh := k[t][x; ik[t],
d
dt ][xh;σh, δh],
where σh(x) := x. Then Dh ∼= σ(k[t])〈x, xh〉.
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(d) The algebra for multidimensional discrete linear systems is defined by
D := k[t1, . . . , tn][x1;σ1] · · · [xn;σn],
where
σi(p(t1, . . . , tn)) := p(t1, . . . , ti−1, ti + 1, ti+1, . . . , tn), σi(xi) = xi, 1 ≤ i ≤ n.
Thus, D is a quasi-commutative bijective skew PBW extension of k[t1, . . . , tn].
3.3 Operator algebras
In this subsection we recall some important and well-known operator algebras (cf. [16], [39]).
(a) Algebra of linear partial differential operators. The nth Weyl algebra An(k) over k coincides with
the k-algebra of linear partial differential operators with polynomial coefficients k[t1, . . . , tn]. As
we have seen, the generators of An(k) satisfy the following relations
titj = tjti, ∂i∂j = ∂j∂i, 1 ≤ i < j ≤ n, (3.1)
∂jti = ti∂j + δij , 1 ≤ i, j ≤ n, (3.2)
where δij is the Kronecker symbol. Similarly, let k(t1, . . . , tn) be the field of rational functions
in n variables. Then the k-algebra of linear partial differential operators with rational function
coefficients is the algebra Bn(k) = k(t1, . . . , tn)[∂1, . . . , ∂n] where the generators satisfy the same
relations above.
(b) Algebra of linear partial shift operators. The k-algebra of linear partial shift (recurrence) operators
with polynomial coefficients, respectively with rational coefficients, is k[t1, . . . , tn][E1, . . . , Em],
respectively k(t1, . . . , tn)[E1, . . . , Em], n ≥ m, subject to the relations:
tjti = titj , 1 ≤ i < j ≤ n,
Eiti = (ti + 1)Ei = tiEi + Ei, 1 ≤ i ≤ m,
Ejti = tiEj , i 6= j,
EjEi = EiEj , 1 ≤ i < j ≤ m.
(c) Algebra of linear partial difference operators. The k-algebra of linear partial difference opertors
with polynomial coefficients, respectively with rational coefficients, is k[t1, . . . , tn][∆1, . . . ,∆m],
respectively k(t1, . . . , tn)[∆1, . . . ,∆m], n ≥ m, subject to the relations:
tjti = titj , 1 ≤ i < j ≤ n,
∆iti = (ti + 1)∆i + 1 = ti∆i +∆i + 1, 1 ≤ i ≤ m,
∆jti = ti∆j , i 6= j,
∆j∆i = ∆i∆j , 1 ≤ i < j ≤ m.
(d) Algebra of linear partial q-dilation operators. For a fixed q ∈ k − {0}, the k-algebra of linear
partial q-dilation operators with polynomial coefficients, respectively, with rational coefficients,
is k[t1, . . . , tn][H
(q)
1 , . . . , H
(q)
m ], respectively k(t1, . . . , tn)[H
(q)
1 , . . . , H
(q)
m ], n ≥ m, subject to the
relations:
tjti = titj , 1 ≤ i < j ≤ n,
H
(q)
i ti = qtiH
(q)
i , 1 ≤ i ≤ m,
H
(q)
j ti = tiH
(q)
j , i 6= j,
H
(q)
j H
(q)
i = H
(q)
i H
(q)
j , 1 ≤ i < j ≤ m.
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(e) Algebra of linear partial q-differential operators. For a fixed q ∈ k − {0}, the k-algebra of linear
partial q-differential operators with polynomial coefficients, respectively with rational coefficients
is k[t1, . . . , tn][D
(q)
1 , . . . , D
(q)
m ], respectively the ring k(t1, . . . , tn)[D
(q)
1 , . . . , D
(q)
m ], n ≥ m, subject
to the relations:
tjti = titj , 1 ≤ i < j ≤ n,
D
(q)
i ti = qtiD
(q)
i + 1, 1 ≤ i ≤ m,
D
(q)
j ti = tiD
(q)
j , i 6= j,
D
(q)
j D
(q)
i = D
(q)
i D
(q)
j , 1 ≤ i < j ≤ m.
Note that if n = m, then this operator algebra coincides with the additive analogue An(q1, . . . , qn)
of the Weyl algebra An(q) (Example 3.5).
3.4 Diffusion algebras
Following [25], a diffusion algebra A is generated by {Di, xi | 1 ≤ i ≤ n} over k with relations
xixj = xjxi, xiDj = Djxi, 1 ≤ i, j ≤ n. (3.3)
cijDiDj − cjiDjDi = xjDi − xiDj , i < j, cij , cji ∈ K
∗. (3.4)
Thus, A ∼= σ(k[x1, . . . , xn])〈D1, . . . , Dn〉.
3.5 Quantum algebras
(a) Additive analogue of the Weyl algebra. The k-algebra An(q1, . . . , qn) is generated by x1, . . . , xn,
y1, . . . , yn subject to the relations:
xjxi = xixj , 1 ≤ i, j ≤ n, (3.5)
yjyi = yiyj , 1 ≤ i, j ≤ n, (3.6)
yixj = xjyi, i 6= j, (3.7)
yixi = qixiyi + 1, 1 ≤ i ≤ n, (3.8)
where qi ∈ k− {0}. From the relations above we have
An(q1, . . . , qn) ∼= σ(k)〈x1, . . . , xn; y1, . . . , yn〉 ∼= σ(k[x1, . . . , xn])〈y1, . . . , yn〉.
(b) Multiplicative analogue of the Weyl algebra. The k-algebra On(λji) is generated by x1, . . . , xn
subject to the relations:
xjxi = λjixixj , 1 ≤ i < j ≤ n,
where λji ∈ k− {0}. We note that On(λji) ∼= σ(k)〈x1 , . . . , xn〉 ∼= σ(k[x1])〈x2, . . . , xn〉.
(c) Quantum algebra U ′(so(3, k)) (cf. [21] and [24]). It is the k-algebra generated by I1, I2, I3 subject
to relations
I2I1 − qI1I2 = −q
1/2I3, I3I1 − q
−1I1I3 = q
−1/2I2, I3I2 − qI2I3 = −q
1/2I1,
where q ∈ k− {0}. In this way, U ′(so(3, k)) ∼= σ(k)〈I1, I2, I3〉.
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(d) 3-dimensional skew polynomial algebra A. It is given by the relations
yz − αzy = λ, zx− βxz = µ, xy − γyx = ν, (3.9)
such that λ, µ, ν ∈ k + kx + ky + kz, and α, β, γ ∈ k − {0}. Thus, A ∼= σ(k)〈x, y, z〉. There are
fifteen 3-dimensional skew polynomial algebras not isomorphic. The complete list can be found in
[10] or [35].
(e) Dispin algebra U(osp(1, 2)). It is generated by x, y, z over the commutative ring k satisfying the
relations
yz − zy = z, zx+ xz = y, xy − yx = x.
Thus, U(osp(1, 2)) ∼= σ(k)〈x, y, z〉.
(f) Woronowicz algebra Wν(sl(2, k)). This algebra was introduced by Woronowicz in [40] and it is
generated by x, y, z subject to the relations
xz − ν4zx = (1 + ν2)x, xy − ν2yx = νz, zy − ν4yz = (1 + ν2)y,
where ν ∈ k− {0} is not a root of unity. Then Wν(sl(2, k)) ∼= σ(k)〈x, y, z〉.
(g) The complex algebra Vq(sl3(C)). Let q be a complex number such that q
8 6= 1. Consider the complex
algebra generated by e12, e13, e23, f12, f13, f23, k1, k2, l1, l2 with the following relations (cf. [41]):
e13e12 = q
−2e12e13, f13f12 = q
−2f12f13,
e23e12 = q
2e12e23 − qe13, f23f12 = q
2f12f23 − qf13,
e23e13 = q
−2e13e23, f23f13 = q
−2f13f23,
e12f12 = f12e12 +
k21 − l
2
1
q2 − q−2
, e12k1 = q
−2k1e12, k1f12 = q
−2f12k1,
e12f13 = f13e12 + qf23k
2
1 , e12k2 = qk2e12, k2f12 = qf12k2,
e12f23 = f23e12, e13k1 = q
−1k1e13, k1f13 = q
−1f13k1,
e13f12 = f12e13 − q
−1l21e23, e13k2 = q
−1k2e13, k2f13 = q
−1f13k2,
e13f13 = f13e13 −
k21k
2
2 − l
2
1l
2
2
q2 − q−2
, e23k1 = qk1e23, k1f23 = qf23k1,
e13f23 = f23e13 + qk
2
2e12, e23k2 = q
−2k2e23, k2f23 = q
−2f23k2,
e23f12 = f12e23, e12l1 = q
2l1e12, l1f2 = q
2f12l1,
e23f13 = f13e23 − q
−1f12l
2
2, e12l2 = q
−1l2e12, l2f12 = q
−1f12l2,
e23f23 = f23e23 +
k22 − l
2
2
q2 − q−2
, e13l1 = ql1e13, l1f13 = qf13l1,
e13l2 = ql2e13, l2f13 = qf13l2, e23l1 = q
−1l1e23,
l1f23 = q
−1f23l1, e23l2 = q
2l2e23, l2f23 = q
2f23l2,
l1k1 = k1l1, l2k1 = k1l2, k2k1 = k1k2,
l1k2 = k2l1, l2k2 = k2l2, l2l1 = l1l2.
We can see from these relations that this algebra is a bijective skew PBW extension of the poly-
nomial ring k[l1, l2, k1, k2], that is, Vq(sl3(C)) ∼= σ(k[l1, l2, k1, k2])〈e12, e13, e23, f12, f13, f23〉.
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(h) The algebra U. Let U be the algebra generated over the field k = C by the set of variables xi, yi, zi,
1 ≤ i ≤ n subject to the relations:
xjxi = xixj , yjyi = yiyj , zjzi = zizj , 1 ≤ i, j ≤ n,
yjxi = q
δijxiyj, zjxi = q
−δijxizj, 1 ≤ i, j ≤ n,
zjyi = yizj , i 6= j, ziyi = q
2yizi − q
2x2i , 1 ≤ i ≤ n,
where q ∈ k − {0}. From the relations above we see that the algebra U is a is a bijective skew
PBW extension of k[x1, . . . , xn], that is, U ∼= σ(k[x1, . . . , xn])〈y1, . . . , yn; z1, . . . , zn〉.
(i) The coordinate algebra of the quantum matrix space Mq(2). This algebra is also known as Manin
algebra of 2 × 2 quantum matrices (cf. [31] and [32]). By definition, Oq(M2(k)), also denoted
O(Mq(2)), is the coordinate algebra of the quantum matrix space Mq(2), it is the k-algebra gener-
ated by the variables x, y, u, v satisfying the relations
xu = qux, yu = q−1uy, vu = uv, (3.10)
and
xv = qvx, vy = qyv, yx− xy = −(q − q−1)uv, (3.11)
where q ∈ k−{0}. Thus, O(Mq(2)) ∼= σ(k[u])〈x, y, v〉. Due to the last relation in (3.11), we remark
that it is not possible to consider O(Mq(2)) as an skew PBW extension of k. This algebra can be
generalized to n variables, Oq(Mn(k)), and coincides with the coordinate algebra of the quantum
group SLq(2), see [15] for more details.
(j) q-Heisenberg algebra. The k-algebraHn(q) is generated by the set of variables x1, . . . , xn, y1, . . . , yn,
z1, . . . , zn subject to the relations:
xjxi = xixj , zjzi = zizj , yjyi = yiyj, 1 ≤ i, j ≤ n, (3.12)
zjyi = yizj , zjxi = xizj , yjxi = xiyj , i 6= j, (3.13)
ziyi = qyizi, zixi = q
−1xizi + yi, yixi = qxiyi, 1 ≤ i ≤ n, (3.14)
with q ∈ k− {0}. Note that
Hn(q) ∼= σ(k)〈x1, . . . , xn; y1, . . . , yn; z1, . . . , zn〉 ∼= σ(k[y1, . . . , yn])〈x1, . . . , xn; z1, . . . , zn〉.
(k) Quantum enveloping algebra of sl(2, k). Uq(sl(2, k)) is defined as the algebra generated by x, y, z, z
−1
with relations
zz−1 = z−1z = 1, (3.15)
xz = q−2zx, yz = q2zy, (3.16)
xy − yx =
z − z−1
q − q−1
, (3.17)
where q 6= 1,−1. The above relations show that Uq(sl(2, k)) = σ(k[z, z
−1])〈x, y〉. This example can
be extended to the quantized enveloping algebra Uq(L) of a complex semisimple finite-dimensional
Lie algebra L with Cartan matrix [aij ], such that aij = 0 for i 6= j (see [13], and also [27]).
(l) Hayashi algebra Wq(J). T. Hayashi in [22] defined the quantized k-algebra Wq(J) generated by
xi, yi, zi, 1 ≤ i ≤ n, subject to the relations (3.12)-(3.14) replacing zixi = q
−1xizi + yi by
(zixi − qxizi)yi = 1 = yi(zixi − qxizi), i = 1, . . . , n, (3.18)
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with q ∈ k− {0}. Note that Wq(J) is a σ − PBW extension of k[y
±1
1 , . . . , y
±1
n ]. In fact,
xiy
−1
j = y
−1
j xi, ziy
−1
j = y
−1
j zi, yjy
−1
j = y
−1
j yj = 1, zixi = qxizi + y
−1
i , 1 ≤ i, j ≤ n. (3.19)
Hence, Wq(J) ∼= σ(k[y
±1
1 , . . . , y
±1
n
])〈x1, . . . , xn; z1, . . . , zn〉.
(m) The algebra of differential operators Dq(Sq) on a quantum space Sq. Let k be a commutative ring
and let q = [qij ] be a matrix with entries in k
∗ such that qii = 1 = qijqji for all 1 ≤ i, j ≤ n. The
k-algebra Sq is generated by xi, 1 ≤ i ≤ n, subject to the relations
xixj = qijxjxi. (3.20)
The algebra Sq is regarded as the algebra of functions on a quantum space (see also Section 3.7).
The algebra Dq(Sq) of q-differential operators on Sq is defined by
∂ixj − qijxj∂i = δij for all i, j. (3.21)
The relations between ∂i, are given by
∂i∂j = qij∂j∂i, for all i, j. (3.22)
Therefore, Dq(Sq) ∼= σ(σ(k)〈x1, . . . , xn〉)〈∂1, . . . , ∂n〉. More exactly, Dq(Sq) is a bijective skew
PBW extension of a quasi-commutative bijective skew PBW extension of a commutative ring k.
(n) Witten’s deformation of U(sl(2, k). E. Witten introduced and studied a 7-parameter deformation
of the universal enveloping algebra U(sl(2, k)) depending on a 7-tuple of parameters ξ = (ξ1, . . . , ξ7)
and subject to relations
xz − ξ1zx = ξ2x, zy − ξ3yz = ξ4y, yx− ξ5xy = ξ6z
2 + ξ7z.
The resulting algebra is denoted by W (ξ). In [29] it is assumed that ξ1ξ3ξ5 6= 0. Note that that
W (ξ) ∼= σ(σ(k[x])〈z〉)〈y〉.
(o) Quantum Weyl algebra of Maltsiniotis Aq,λn . Let k be a commutative ring and q = [qij ] a matrix
over k such that qijqji = 1 and qii = 1 for all 1 ≤ i, j ≤ n. Fix an element λ := (λ1, . . . , λn) of
(k∗)n. By definition, this algebra is generated by the variables xi, yj , 1 ≤ i, j ≤ n subject to the
relations
(a) For any 1 ≤ i < j ≤ n,
xixj = λiqijxjxi, yiyj = qijyjyi,
xiyj = qjiyjxi, yixj = λ
−1
i qjixjyi.
(b) For any 1 ≤ i ≤ n,
xiyi − λiyixi = 1 +
∑
1≤j<i
(λj − 1)yjxj .
From relations above we have that Aq,λn is isomorphic to a bijective skew PBW extension,
Aq,λn
∼= σ(σ(· · ·σ(σ(k)〈x1, y1〉)〈x2, y2〉) · · · )〈xn−1, yn−1〉)〈xn, yn〉.
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(p) Quantum Weyl algebra An(q, pi,j). The ring An(q, pi,j) arising in [19] as An(R) for the “standard”
multiparameter Hecke symmetry. This ring can be viewed as a quantization of the usual Weyl
algebra An(k). By definition, An(q, pi,j) is the ring generated over the field k by the variables xi, ∂j
with i, j = 1, . . . , n and subject to relations
xixj = pijqxjxi, for all i < j,
∂i∂j = pijq
−1∂j∂i, for all i < j,
∂ixj = p
−1
ij qxj∂i, for all i 6= j,
∂ixi = 1 + q
2xi∂i + (q
2 − 1)
∑
i<j
xj∂j , for all i.
When q = 1 and each pij = 1, these relations give the usual Weyl algebra An(k). From relations
above we have that An(q, pi,j) is a bijective skew PBW extension,
An(q, pi,j) ∼= σ(σ(· · ·σ(σ(k)〈xn, ∂n〉)〈xn−1, ∂n−1〉) · · · )〈x2, ∂2〉)〈x1, ∂1〉.
(q) Multiparameter quantized Weyl algebra AQ,Γn (k). Let Q := [q1, . . . , qn] be a vector in k
n with
no zero components, and let Γ = [γij ] be a multiplicatively antisymmetric n × n matrix over k.
The multiparameter Weyl algebra AQ,Γn (k) is defined to be the algebra generated by k and the
indeterminates y1, . . . , yn, x1, . . . , xn subject to the relations:
yiyj = γijyjyi, 1 ≤ i, j ≤ n,
xixj = qiγijxjxi, 1 ≤ i < j ≤ n,
xiyj = γjiyjxi, 1 ≤ i < j ≤ n,
xiyj = qjγjiyjxi, 1 ≤ j < i ≤ n, ,
xjyj = qjyjxj + 1 +
∑
l<j
(ql − 1)ylxl, 1 ≤ j ≤ n.
From relations above we have that AQ,Γn (k) is isomorphic to a bijective skew PBW extension,
AQ,Γn (k)
∼= σ(σ(· · ·σ(σ(k)〈x1, y1〉)〈x2, y2〉) · · · )〈xn−1, yn−1〉)〈xn, yn〉.
(r) Quantum symplectic space Oq(sp(k
2n)). For every nonzero element q in k, one defines this quantum
algebra Oq(sp(k
2n)) to be the algebra generated by k and the variables y1, . . . , yn, x1, . . . , xn subject
to the relations
yjxi = q
−1xiyj , yjyi = qyiyj, 1 ≤ i < j ≤ n,
xjxi = q
−1xixj , xjyi = qyixj , 1 ≤ i < j ≤ n,
xiyi − q
2yixi = (q
2 − 1)
i−1∑
l=1
qi−lylxl, 1 ≤ i ≤ n.
From relations above we have that Oq(sp(k
2n)) is isomorphic to a bijective skew PBW extension,
Oq(sp(k
2n)) ∼= σ(σ(· · ·σ(σ(k)〈x1, y1〉)〈x2, y2〉) · · · )〈xn−1, yn−1〉)〈xn, yn〉.
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3.6 Quadratic algebras in 3 variables
Quadratic algebras in 3 variables are considered as a class of G-algebras in 3 variables which relations
are homogeneous of degree 2 (cf. [29] for more details). More exactly, a quadratic algebra in 3 variables
A is a k-algebra generated by x, y, z subject to the relations
yx = xy + a1z + a2y
2 + a3yz + ξ1z
2,
zx = xz + ξ2y
2 + a5yz + a6z
2,
zy = yz + a4z
2.
Note that these algebras are examples of bijective σ-PBW extensions. In fact, consider the bijective skew
PBW extension σ(k[z])〈y〉 of k[z] defined by the relation yz− zy = −a4z
2. Then A ∼= σ(σ(k[z])〈y〉)〈x〉.
Remark 3.1. (i) From Corollaries 2.4, 2.6, 2.8, and assuming that R and k are left Noetherian, left
regular and PSF rings, we can conclude that all rings and algebras presented above are left Noetherian,
left regular and PSF rings. Li ([31]) shows that linear solvable polynomial algebras are left Noetherian,
left regular and PSF rings (all these algebras considered over a field k). We want to remark that the
results obtained in the present paper generalized the results of Li because we deal with extensions of
rings more general than fields.
(ii) Viktor Levandovskyy has defined in [29] the G-algebras; let k be a field, a k-algebra A is called
a G-algebra if k ⊂ Z(A) (center of A) and A is generated by a finite set {x1, . . . , xn} of elements that
satisfy the following conditions: (a) the collection of standard monomials of A is a k-basis of A. (b)
xjxi = cijxixj + dij , for 1 ≤ i < j ≤ n, with cij ∈ k − {0} and dij ∈ A. (c) There exists a total order
<A on Mon(A) such that for i < j, lm(dij) <A xixj . According to this definition, G-algebras appear like
more general than skew PBW extensions since dij is not necessarily linear, however, in G-algebras the
coefficients of polynomials are in a field and they commute with the variables x1, . . . , xn. However, note
that the class of G-algebras does not include the class of skew PBW extensions over fields. For example,
consider the k-algebra A generated by x, y, z subject to the relations
yx− q2xy = x, zx− q1xz = z, zy = yz, q1, q2 ∈ k.
Then A is not a G-algebra in the sense of [29]. Note that if q1, q2 6= 0, then A ∼= σ(k)〈x, y, z〉.
Another interesting and non trivial example is related to Witten’s algebras: In [29] it is shown that
the only possible G-algebra with all three q-commutators being nonzero is of the form
xz − qzx = ξ2x, zy − qyz = ξ2y, yx− ξ5xy = ξ6z
2 + ξ7z,
that is, considering q = ξ1 = ξ3 and ξ2 = ξ4 with q, ξ2, ξ5 ∈ k− {0} and ξ6, ξ7 ∈ k.
(iii) A similar remark can be done with respect to PBW rings and algebras defined by Bueso, Go´mez-
Torrecillas and Verschoren in [15]. For any 0 6= q ∈ k, let R be an algebra generated by the variables
a, b, c, d subject to the relations
ba = qab, db = qbd, ca = qac, dc = qcd
bc = µcb, ad− da = (q−1 − q)bc.
for some µ ∈ k. Then R is not a PBW ring (and hence is not a PBW algebra) unless µ = 1 (see [15]).
Note that this algebra is a bijective skew PBW extension of k[b], that is, isomorphic to σ(k[b])〈a, c, d〉.
3.7 Skew quantum polynomials over rings
In this subsection we define the skew quantum polynomials over rings and we will show that the algebra of
quantum polynomials defined in [1] and [2] is a particular case of this kind of non-commutative rings. We
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will see also that the ring of skew quantum polynomials is a localization of a quasi-commutative bijective
skew PBW extension. From this, and using the results of the previous sections, we can conclude that
these rings are left Noetherian, left regular and PSF .
Example 3.2. Let R be a ring with a fixed matrix of parameters q := [qij ] ∈ Mn(R), n ≥ 2, such
that qii = 1 = qijqji = qjiqij for every 1 ≤ i, j ≤ n, and suppose also that it is given a sys-
tem σ1, . . . , σn of automorphisms of R. The ring of skew quantum polynomials over R, denoted by
Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], is defined as follows:
(i) R ⊆ Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn];
(ii) Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is a free left R-module with basis
{xα11 · · ·x
αn
n |αi ∈ Z for 1 ≤ i ≤ r and αi ∈ N for r + 1 ≤ i ≤ n}; (3.23)
(iii) the variables x1, . . . , xn satisfy the defining relations
xix
−1
i = 1 = x
−1
i xi, 1 ≤ i ≤ r,
xjxi = qijxixj , xir = σi(r)xi, r ∈ R, 1 ≤ i, j ≤ n.
When all automorphisms are trivial, we write Rq[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], and this ring is called
the ring of quantum polynomials over R. If R = k is a field, then kq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is
the algebra of skew quantum polynomials. For trivial automorphisms we get the algebra of quantum
polynomials simply denoted by Oq (see [1]).
Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] can be viewed as a localization of an skew PBW extension. In fact,
we have the quasi-commutative bijective skew PBW extension
A := σ(R)〈x1, . . . , xn〉, with xir = σi(r)xi and xjxi = qijxixj , 1 ≤ i, j ≤ n.
If we set
S := {rxα | r ∈ R∗, xα ∈Mon{x1, . . . , xr}},
then S is a multiplicative subset of A and
S−1A ∼= Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn].
In fact, if f ∈ A and rxα ∈ S are such that frxα = 0, then 0 = frxα = fxα[(σα)−1(r)], so 0 = fxα
since (σα)−1(r) ∈ R∗, and hence, f = 0. From this we get that rxαf = 0. S satisfies the left (right)
Ore condition: if f = c1x
β1 + · · · + ctx
βt , then grxα = xαf , where g := d1x
β1 + · · · + dtx
βt with
di := σ
α(ci)cα,βic
−1
βi,α
σβi(r−1), and cα,βi , cβi,α are the elements of R that we obtain when we applying
Theorem 1.5 to A (for the right Ore condition g is defined in a similar way). This means that S−1A
exists (AS−1 also exists, and hence, S−1A ∼= AS−1).
Finally, note that the function
h′ : A→ Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], h
′(f) := f
is a ring homomorphism and satisfies h′(S) ⊆ Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]
∗ (in fact, [rxα]−1 =
(σα)−1(r−1)(xα)−1), so h′ induces the ring homomorphism
h : S−1A→ Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], h(
f
rxα ) := h
′(rxα)−1h′(f) = (rxα)−1f.
It is clear that h is injective; moreover, h is surjective since xi = h(
xi
1 ), 1 ≤ i ≤ n, x
−1
j = h(
1
xj
), 1 ≤ j ≤ r,
r = h(r), r ∈ R.
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When r = 0, Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] = Rq,σ[x1, . . . , xn] is the n-multiparametric skew quan-
tum space over R, and when r = n, it coincides with Rq,σ[x
±1
1 , . . . , x
±1
n ], i.e., with the n-multiparametric
skew quantum torus over R. In this case, if n = 1, Rq,σ[x
±1
1 , . . . , x
±1
n ] = R[x
±1;σ], i.e., this ring coincides
with the skew Laurent polynomial ring over R.
Remark 3.3. If R is a left Noetherian, left regular and PSF , then Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is
left Noetherian, left regular and PSF : this is consequence also of Corollaries 2.4, 2.6, 2.8, Example 3.2
and also from the behavior of the noetherianity, regularity and PSF condition under the ring of fractions
(see [9] and [33]). Compare this result with [1] and [2].
4 Dimensions
In this section we estimate the global, Krull and Goldie dimensions of bijective skew PBW extensions.
A preliminary elementary property of skew PBW extensions is needed.
Proposition 4.1. Let A be an skew PBW extension of a ring R. If R is a domain, then A is a domain.
Proof. This follows from Theorem 2.2, Theorem 2.3, and Theorem 1.2.9 and Proposition 1.6.6 in [33].
However, we can give also a direct proof. Let f = cxα + p, g = dxβ + q be non zero elements of A, with
cxα = lt(f), dxβ = lt(g), so c, d 6= 0, xα ≻ lm(p) and xβ ≻ lm(q). We get
fg = (cxα + p)(dxβ + q) = cxαdxβ + cxαq + pdxβ + pq = c(dαx
α + pα,d)x
β + cxαq + pdxβ + pq,
with 0 6= dα = σ
α(d) ∈ R, pα,d ∈ A, pα,d = 0 or deg(pα,d) < |α|. Hence,
fg = cdαx
αxβ + cpα,dx
β + cxαq + pdxβ + pq = cdα(cα,βx
α+β + pα,β) + cpα,dx
β + cxαq + pdxβ + pq
= cdαcα,βx
α+β + cdαpα,β + cpα,dx
β + cxαq + pdxβ + pq,
where 0 6= cα,β ∈ R, pα,β ∈ A, pα,β = 0 or deg(pα,β) < |α + β|. Moreover cdαcα,β 6= 0 and h :=
cdαpα,β + cpα,dx
β + cxαq + pdxβ + pq ∈ A is such that h = 0 or xα+β ≻ lm(h). This means that
fg 6= 0.
Theorem 4.2. Let A be a bijective skew PBW extension of a ring R. Then
(i)
lgld(R) ≤ lgld(A) ≤ lgld(R) + n, if lgld(R) ≤ ∞. (4.1)
If A is quasi-commutative, then
lgld(A) = lgld(R) + n.
In particular, if R is semisimple, then lgld(A) = n.
(ii) If R is left Noetherian, then
lKdim(R) ≤ lKdim(A) ≤ lKdim(R) + n. (4.2)
If A is quasi-commutative, then
lKdim(A) = lKdim(R) + n.
In particular, if R = k is a field, then lKdim(A) = n.
(iii) If R is a left Noetherian domain, then the Goldie dimension of A is 1, that is, ludim A = 1.
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Proof. (i) Since A is a filtered ring, then by [33] Corollary 7.6.28
lgld(A) ≤ lgld(Gr(A)).
According to Theorems 2.2 and 2.3, Gr(A) is isomorphic to an iterated skew polynomial ring of automor-
phism type. From [33] Theorem 7.5.3 we get the right inequalities. By Proposition 1.7, AR is free, and
hence projective and faithfully flat. From [33] Theorem 7.2.6 we get the left inequalities. If A is quasi-
commutative, from Theorem 2.3 we get the equalities. Finally, if R is semisimple, lgld(R) = 0 = lgld(R).
(ii) From Corollary 2.4 we know that A is a left Noetherian ring. Now, using the fact that AR is free,
and hence faithfully flat, from [33] Corollary 6.5.3 and Lemma 6.5.6 we get
lKdim(R) ≤ lKdim(A) ≤ lKdim(Gr(A)). (4.3)
Again, by Theorems 2.2 and 2.3, we have the first assertion. Now, if A is quasi-commutative we apply
directly Theorem 2.3 and [33] Proposition 6.5.4.
(iii) By Corollary 2.4 and Proposition 4.1, A is a left Noetherian domain, but it is well known that
every left Noetherian domain is a left Ore domain ([33]). The assertion follows from the fact that for a
domain S, ludim S = 1 if and only if S is a left Ore domain (cf. [33], Example 2.2.11).
Theorem 4.3. Let R be a ring and Qr,nq,σ(R) := Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]. Then,
(i)
lgld(R) ≤ lgld(Qr,nq,σ(R)) ≤ lgld(R) + n, if lgld(R) <∞,
lgld(Rq[x1, . . . , xn]) = lgld(R) + n.
If R is semisimple, then lgld(Rq[x1, . . . , xn]) = n and lgld(R[x
±1;σ]) = 1.
(ii) If R is a left Noetherian, then
lKdim(R) ≤ lKdim(Qr,nq,σ(R)) ≤ lKdim(R) + n,
lKdim(Rq[x1, . . . , xn]) = lKdim(R) + n.
If R = k is a field,
lKdim(kq[x1, . . . , xn]) = n, lKdim(kq[x
±1
1 , . . . , x
±1
n ]) ≤ n and lKdim(k[x
±1;σ]) = 1.
(iii) If R is a left Noetherian domain, then ludim(Qr,nq,σ(R)) = 1.
Proof. (i) Qr,nq,σ(R) is left free over R, but Q
r,n
q,σ(R) is right free over R, also with basis (3.23): rx
α =
xα(σα)−1(r) and xαr = σα(r)xα; note that in Qr,nq,σ(R) holds the identity x
−1
i r = σ
−1
i (r)x
−1
i , for 1 ≤ i ≤
r. Then the result follows from [33] Theorem 7.2.6 and Corollary 7.4.3, and Theorem 4.2.
From Theorem 4.2 we get also that lgld(Rq[x1, . . . , xn]) = lgld(R) + n, but if R is semisimple, then
lgld(Rq[x1, . . . , xn]) = n.
For R semisimple, 0 ≤ lgld(R[x±1;σ]) ≤ 1, but R[x±1;σ] is not left Artinian, so lgld(R[x±1;σ]) = 1.
Note that this result coincides with [33], Theorem 7.5.3.
(ii) As we saw above Qr,nq,σ(R) is left and right free over R, then the result follows from Corollary 2.4,
[33] Corollary 6.5.3 and Lemma 6.5.3, [20] Exercise 15U, and Theorem 4.2.
If k is a field, 0 ≤ lKdim(k[x±1;σ]) ≤ 1, but k[x±1;σ] is not left Artinian, so lKdim(k[x±1;σ]) = 1.
Compare these results with [33], Proposition 6.5.4, [20], Corollary 15.20 and [2], Theorem 3.1.4.
(iii) This follows from [33] Lemma 2.2.12, and Theorem 4.2.
Remark 4.4. The estimations of dimensions that we presented above agree with some exactly compu-
tations that we found in the literature, see [1], [2], [4], [5], [6], [17], [19], [28], [37].
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5 K-theory
In this section we compute Quillen’s K-groups for bijective skew PBW extensions, in particular, we
compute Grothendieck, Bass and Milnor’s groups for these extensions. For this we use the following deep
result due Quillen ([34], see also [23]): Let B be a filtered ring with filtration {Bp}p≥0 such that B0 and
Gr(B) are left Noetherian left regular rings. Then the functor B ⊗B0 induces isomorphisms
Ki(B) ∼= Ki(B0), for all i ≥ 0.
Theorem 5.1. Let R be a left Noetherian left regular ring. If A is a bijective skew PBW extension of
R, then Ki(A) ∼= Ki(R) for all i ≥ 0.
Proof. Theorem 2.2 describes explicitly the filtration of A with F0 = R. The proof of Corollary 2.4 shows
that Gr(A) is left Noetherian and the proof of Corollary 2.6 guarantees that Gr(A) is left regular. The
assertion follows from Quillen’s result.
According to Theorem 5.1, to effective calculate Quillen’sK-groups for bijective skew PBW extensions
we have to compute Ki(R), but for many of remarkable examples of bijective skew PBW extensions the
ring R of coefficients is an iterated Laurent polynomial ring. Thus, Theorem 5.1 can be complemented
with the next proposition that can be used to effective compute Quillen’s K-groups for the examples
considered in Section 3.
Proposition 5.2. Let B be a left Noetherian left regular ring. Then
Km(B[x
±1
1 , . . . , x
±1
n ])
∼=
m⊕
j=0
[Kj(B)]n
Cm−j , where nCm−j :=
(
n
m− j
)
. (5.1)
In particular, Grothendieck, Bass and Milnor’s groups of B[x±11 , . . . , x
±1
n ] are given by
(i) K0(B[x
±1
1 , . . . , x
±1
n ])
∼= K0(B);
(ii) K1(B[x
±1
1 , . . . , x
±1
n ])
∼= [K0(B)]
n ⊕K1(B);
(iii) K2(B[x
±1
1 , . . . , x
±1
n ])
∼= [K0(B)]
n(n−1)
2 ⊕ [K1(B)]
n ⊕K2(B).
Proof. With the conditions on B, the proof is by induction on m and n and using the following well
known identity ([34] Theorem 8 or [38] Corollary 5.5):
Ki(B[x
±1]) ∼= Ki(B)⊕Ki−1(B), where K−1(B) := 0. (5.2)
Next we compute the Quillen’s K-groups for skew quantum polynomials, we will see that this com-
putations generalize the results presented in [2].
Lemma 5.3. If R is a left Noetherian left regular ring, then
Ki(Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn])
∼= Ki(Rq,σ[x
±1
1 , . . . , x
±1
r ]), i ≥ 0. (5.3)
Proof. Note that Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] is as a quasi-commutative bijective skew PBW exten-
sion of the r-multiparametric skew quantum torus over R, i.e.,
Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]
∼= σ(T )〈xr+1, . . . , xn〉, with T := Rq,σ[x
±1
1 , . . . , x
±1
r ].
Then the result follows from Theorem 5.1 since T is left Noetherian left regular (see Remark 3.3).
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This lemma says that computing Quillen’s K-groups is reduced to compute Ki(Rq,σ[x
±1
1 , . . . , x
±1
r ])
for i ≥ 0, but note that
Rq,σ[x
±1
1 , . . . , x
±1
r ]
∼= R[x±11 ;σ1] · · · [x
±1
r ;σr], xjr = σj(r)xj , 1 ≤ j ≤ r, σj(xi) := qijxi, 1 ≤ i < j ≤ r,
so
Ki(Rq,σ[x
±1
1 , . . . , x
±1
r ])
∼= Ki(R[x
±1
1 ;σ1] · · · [x
±1
r ;σr]), i ≥ 0. (5.4)
In other words, to calculate Quillen’s K-groups we need to compute Ki(R[x
±1
1 ;σ1] · · · [x
±1
r ;σr ]), i ≥ 0.
With this purpose in mind, we present the following proposition which is a generalization of (5.2) for
skew Laurent polynomial rings.
Proposition 5.4. Let B be a left Noetherian left regular ring. If σ is an automorphism of B that acts
trivially on the K-theory of B, then
Ki(B[x
±1;σ]) ∼= Ki(B)⊕Ki−1(B), where K−1(B) := 0.
Proof. The idea is to apply the following long exact sequence of K-groups (see [42] Corollary 2.2.):
· · · → Ki(B)
1−σ∗−−−→ Ki(B)→ Ki(B[x
±1;σ])→ Ki−1(B)→ · · · . (5.5)
The assumption σ acts trivially on the K-theory of B implies that from the long exact sequence (5.5) we
can extract a short exact sequence
0→ Ki(B)→ Ki(B[x
±1;σ])→ Ki−1(B)→ 0
(c.f. [34], [38] or [42]), and hence Ki(B[x
±1;σ]) ∼= Ki(B)⊕Ki−1(B).
Proposition 5.5. Suppose that R is left Noetherian left regular and that σj , 1 ≤ j ≤ r− 1, acts trivially
on the K-theory of the j − 1-multiparametric skew quantum torus R[x±11 ;σ1] · · · [x
±1
j−1;σj−1]. Then
Km(R[x
±1
1 ;σ1] · · · [x
±1
r ;σr])
∼=
m⊕
j=0
[Kj(R)]r
Cm−j . (5.6)
Proof. Similar to the proof of Proposition 5.2 and using Proposition 5.4.
Proposition 5.6. If R is left Noetherian left regular, then for the r-multiparametric skew quantum torus
Rq,σ[x
±1
1 , . . . , x
±1
r ] we have
K1(Rq,σ[x
±1
1 , . . . , x
±1
r ])
∼= [K0(R)]
r ⊕K1(R).
Proof. Similar to the proof of Proposition 5.2 and using the fact that if B is a left Noetherian left regular
ring with an automorphism σ and i : B → B[x±1;σ] is the natural embedding, then the sequence
1→ K1(B)
i∗−→ K1(B[x
±1;σ])
∂
−→ K0(B)→ 0
is exact (see [34], p. 122 and [3], Ch. 9. Theorem 6.3).
Corollary 5.7. If R is left Noetherian left regular then for the skew quantum polynomial we have
K1(Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn])
∼= [K0(R)]
r ⊕K1(R).
Proof. Follows from Lemma 5.3 and Proposition 5.6.
Now we can establish the main result in this section.
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Theorem 5.8. Under the same conditions of Proposition 5.5, we have
Km(Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn])
∼=
m⊕
j=0
[Kj(R)]r
Cm−j .
In particular,
K0(Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn])
∼= K0(R);
K1(Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn])
∼= [K0(R)]
r ⊕K1(R);
K2(Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn])
∼= [K0(R)]
r(r−1)
2 ⊕ [K1(R)]
r ⊕K2(R).
Proof. Follows from Lemma 5.3 and Proposition 5.5.
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