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On the Study of Network Coding with Diversity
Zhiguo Ding, Member, IEEE, Kin K. Leung, Fellow, IEEE, Dennis L. Goeckel, Senior Member, IEEE,
and Don Towsley, Fellow, IEEE
Abstract—Recently proposed physical-layer network coding
(PNC) [1] has demonstrated the promise to signiÞcantly improve
the throughput of wireless networks whose links can be modeled
as additive white Gaussian noise (AWGN) channels. However,
the extension to multipath channels is problematic, since the
technique would then require both amplitude and phase compen-
sation at each transmitter. Phase compensation requires accurate
distributed phase tracking, whereas the required amplitude
compensation is even more troubling, as it leads to an inefÞcient
system that yields no diversity even in the presence of perfect
channel estimates. Here, a system that avoids these limitations is
obtained by reaching up one level higher in the network hierarchy
and performing distributed relay selection with cognizance of the
PNC technique that we will employ at the physical layer. Since
the resulting scheme will achieve a form of selection diversity,
we term it “network coding with diversity” (NCD). To facilitate
performance evaluation, two information-theoretic metrics, the
outage and ergodic capacity, are studied. Our analytical and
simulation results show that the proposed protocol achieves
more robust performance and higher system throughput than
comparable schemes. Finally, the proposed network coding is
extended to the context of cooperative multiple access channels,
which yields a new cooperative protocol with larger outage and
ergodic capacity compared with existing transmission schemes.
Index Terms—Cooperative diversity, network coding, two-way
relaying channels, multiple access channels.
I. INTRODUCTION
NETWORK coding has emerged as a potentially powerfultool in the design of communication networks and has
been widely studied since its introduction in [2]. Unlike
traditional approaches to error control coding in networks,
where coding was performed at the edges (i.e. “end-to-end”)
or on individual packets on a given link, network coding
employs intermediate nodes to combine and code packets.
Originally considered extensively in the context of wired
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communications, there has recently been extreme interest in
applying network coding to wireless communication scenarios
[3]–[6]. In fact, the broadcast nature of the wireless channel
allows for the exploitation of some of the particular features
of network coding. The prototypical framework is that of
two wireless transceivers exchanging information through a
relay that lies geographically between them [7]. With standard
network coding, the two transceivers each employ one time
slot to transmit a packet to the relay in a conventional time-
division multiple access (TDMA) scheme. Next, the relay
takes the exclusive-or of these two packets and broadcasts
the result during the third time slot. Armed with the packet it
sent to the relay, each of the transceivers can then recover the
data originating at the other relay, with the network having
only used three slots rather than the traditional four [8].
Physical-layer network coding (PNC), as proposed in [1],
is able to be even more efÞcient by reaching down into the
physical layer. In particular, when two transceivers wish to
communicate through an intermediate relay and the interven-
ing channels can be assumed to be additive white Gaussian
noise (AWGN), accurate distributed transmitter phase com-
pensation, if achievable, allows the PNC scheme to have both
transceivers transmit simultaneously during a single time slot.
Rather than attempting to decode both of the packets, the relay
only decodes the exclusive-or of the packets, which it then
broadcasts during the second time slot. As in the network
coding example above, each of the transceivers is then able
to decode the information sourced at the other transceiver, but
now the network only required two time slots for such an
information exchange.
Hence, physical-layer network coding provides an idea
with the potential for signiÞcant throughput gains in the
wireless environment. However, due to the large scale path
loss and multi-path fading generally encountered on wireless
links [9], there are signiÞcant problems that need to be
overcome. In particular, the key step of PNC is to decode the
sum received by the relay. To accomplish such, the received
signals from the two transceivers must be both precisely
phase-matched and have identical received powers. This re-
quires not only that each of the transmitters have precise
(amplitude and phase) channel estimates, but also that each
of the transceivers performs a form of pre-equalization - a
gain compensation to invert the amplitude of the interven-
ing channel from that transceiver to the relay. Whereas the
former issue is problematic due to implementation difÞculty,
the latter is problematic because channel inversion is well-
known to be quite inefÞcient. In particular, under standard
frequency-nonselective Rayleigh fading channel assumptions,
the average transmission power of the PNC scheme given by∫∞
0
1
xfX(x)dx → ∞, where x = is exponentially distibuted
1536-1276/09$25.00 c© 2009 IEEE
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and fX(x) is the density function of x, is unbounded.
The main aim of this paper is to design a new form of
network coding which can exploit the core idea of PNC
to realize its signiÞcant throughput gain, but which avoids
the difÞcult synchronization contraints and large transmission
power required to realize the pre-equalization. The solution we
propose is arrived at by viewing the problem more generally in
the overall network context. In particular, rather than assuming
that we are tasked with using a pre-selected relay, we instead
focus on exchanging the messages from the two transceivers
in a dense network where multiple relays are available for
selection as the intermediate relay. By proper distributed relay
selection, not only is the throughput gain of PNC realized, but
a form of multi-user diversity is provided. This leads to quite
promising results in terms of outage and ergodic capacity, as
demonstrated here.
The contributions of this paper are as follows. First, a
distributed relay selection strategy is provided that selects
the relay whose resulting wireless links are best suited for
physical-layer network coding. The operation of the dis-
tributed strategy will be similar to that of the strategy in [10],
and our focus here is how to determine the appropriate metric
for relay selection in the context of PNC. Second, an exact
expression for the outage capacity for the proposed NCD,
as well as a simpliÞed approximation for the high signal-to-
noise (SNR) region, are developed. Third, upper and lower
bounds on the ergodic capacity are provided for the NCD
scheme, and it is subsequently shown that these bounds are
relatively tight. Finally, the proposed network coding with
diversity is extended to the context of cooperative networks.
In particular, a new protocol is proposed in this paper for
cooperative multiple access channels (CMA) by exploring
the features of network coding. It is well known that many
existing cooperative protocols, such as those of [11] and [12],
can yield large outage capacity, but suffer a loss in ergodic
capacity compared with direct transmission. By exploring
the throughput merit of network coding, the proposed CMA
can achieve larger ergodic capacity than existing cooperative
protocols and direct transmission, which has not been reported
before.
This paper is organized as follows. The proposed network
coding protocol is described in Section II. For performance
evaluation, two types of information-theoretic metrics, out-
age and ergodic capacity are developed in Section III, and
numerical results are shown in Section IV for performance
comparison. Then the proposed network coding with diversity
is extended to the context of cooperative multiple access
channels in Section V. Finally, concluding remarks are given
in Section VI.
II. PROTOCOL DESCRIPTION
Consider a sensor network with N + 2 nodes, where two
source nodes try to exchange information with the help of
the N relaying nodes. As shown in Fig. 1, the information
exchange consists of two stages or time slots. During the
Þrst stage, both source nodes broadcast their information to
the whole network simultaneously. Unlike the PNC in [1],
our proposed protocol does not rely on the assumption of
Rbest 
R1 
 RN 
S1 S2 
Time slot 1 Time slot 2 
Fig. 1. A diagram for the addressed information exchanging scenario and
the transmission strategy for the proposed network coding with diversity.
precise phase synchronization1. And note that no mechanism
of channel pre-equalization is required at the transmitters
here. The transmitted signals arrive the relays corrupted by
additive Gaussian noise, large-scale path loss, Raleigh fading
distortion, and inter-channel interference. Hence at the Þrst
time slot, the observation of the relay Rn can be denoted as
yRn =
√
Ph1Rns1 +
√
Ph2Rns2 + wRn , (1)
where P is the source transmission power, si denotes the unit-
power signal transmitted from the source i, wRn denotes the
additive Gaussian noise with power Pw, and hiRn denotes
the gain from the source i to the relay Rn. We employ a
propagation model which includes path loss, shadow fading
and frequency-nonselective Rayleigh fading [13]–[15], and
can be modeled as
hiRn =
giRn√
dαiRn
, (2)
where diRn denotes the distance between the source i and the
relay Rn, 1dα
iRn
depicts the large-scale behavior of the channel
gain, α is the path loss exponent and giRn captures the channel
fading characteristics due to the rich scattering environment.
By using training symbols, it is reasonable to assume that
each relay can obtain the knowledge of two the incoming
channels, h1Rn and h2Rn (i.e. we make the standard assump-
tion that the receiveas have channel state information). Due to
the symmetry of time division duplex systems, the incoming
channel and the return channel are assumed to be symmetric,
hiRn = hRni. Hence it is safe to conclude that each relay node
will have the access to its local channel information without
employing too much overhead. By using such local channel
information, a distributed strategy of relay selection can be
carried out to ensure the quality of the relayed transmission,
where the detailed discussion of the strategy will be provided
at the end of this section. Consider that the node R has been
chosen as the best relay. To simplify the notations denote the
channels between the two sources and the best relay as h1 and
h2, respectively.
During the second stage, the best relay employs the amplify-
forward strategy and broadcasts the compressed mixture,√
Ph1s1+
√
Ph2s2+wR√
P |h1|2+P |h2|2+Pw
√
P , to the two source nodes. Since si is
the information known for source i, this part can be removed
1Although we do need time synchronization, the use of time division duplex
systems can ensure that time synchronization is a minor difÞculty compared
with phase synchronization.
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TABLE I
PERFORMANCE LOSS DUE TO THE USE OF A SUBOPTIMAL RELAY
C \ SNR 5 10 15 20 25
C21,optimal, N = 2 0.2580 0.6899 1.5452 2.7370 4.2098
C21,suboptimal,N = 2 0.2549 0.6744 1.5115 2.6687 4.1068
C21,optimal, N = 10 0.8953 1.9070 3.2431 4.8207 6.4140
C21,suboptimal,N = 10 0.8722 1.8572 3.1434 4.7216 6.2969
from the observation at the source i, which yields
yi =
√
Phi√
P |h1|2 + P |h2|2 + Pw
(
√
Phjsj + wR) + wi, (3)
where wi denotes the additive noise at the source i. After al-
gebraic manipulations, the mutual information that the source
i can receive from the source j can be shown as
Iij,NCD = log
[
1 +
ρ2|h1|2|h2|2
2ρ|hi|2 + ρ|hj |2 + 1
]
,
∀ i 6= j & i, j ∈ [1, 2], (4)
where ρ = P/Pw denotes the signal-to-noise ratio. As a
comparable scheme, the mutual information achieved by the
direct transmission scheme is
IDR = log
[
1 + ρ|h|2] , (5)
where h = g√
dα
12
and d12 is the distance between the two
sources.
A. Physical Network Coding
It is difÞcult to extend physical-layer network coding (PNC)
to the multipath environment, which is the key motivation for
this paper. However, we desire some logical extension as a
standard of comparison for our proposed scheme, and thus
we employ the scheme from [1] with a few modiÞcations that
make it functional. In particular, we assume that the PNC
scheme of [1] is able to obtain perfect transmitter channel
state information (CSI) to do its required distributed phase
synchronization, but we also assume that it uses such CSI to do
pre-equalization of the amplitude. Obviously, one immediately
imagines that such pre-equalization will lead to inefÞcient
signaling and loss of diversity gain, as noted above, but it
is required for the operation of the scheme. Note that the
extended scheme is only one of operable solutions to extend
PNC to multipath fading environments, and its purpose is to
provide a comparable scheme for the proposed transmission
scheme.
If the pre-equalization is perfect, the observation at the relay
can be written as
yR =
√
Ps1 +
√
Ps2 + wR, (6)
which will then be broadcast to the two source nodes. To be
precise, the PNC scheme proposed in [1] utilizes the decode-
forward strategy, where the received mixture is decoded and
mapped to a particular constellation. As discussed in [11], the
use of decode-forward or amplify-forward strategy only results
in a slight difference for the outage capacity and diversity
order. Hence, to facilitate analytical analysis, an amplify-
forward version of the original PNC scheme is proposed here.
Unlike the Þrst stage, pre-equalization at the second stage
will be impossible since different destination node requires
different equalizer coefÞcients. Hence, the broadcasted mix-
ture will arrive the receivers corrupted by path loss and fading
distortion. After removing the known information, the source
i will observe
yi =
√
Phi√
2P + Pw
(
√
Psj + wR) + wi, (7)
whose mutual information can be shown as
Iij,PNC = log
[
1 +
ρ2|hi|2
ρ|hi|2 + 2ρ+ 1
]
,
∀ i 6= j & i, j ∈ [1, 2]. (8)
Comparing (4) and (8), one observation is that the proposed
NCD can yield larger mutual information than the modiÞed
PNC scheme. Considering the large SNR region, it can be
expected that both mutual information can be written as
log(1+ρx), where x = |h1|
2|h2|2
2|hi|2+|hj|2 for NCD and x =
|hi|2
|hi|2+2
for PNC. Provided that there are large number of relaying
candidates, the use of relay selection can make it possible
that x ≥ 1 for NCD. But x will be always less than 1 for
PNC with or without relay selection, which illustrates that
wireless diversity gain is not fully utilized (as expected) by
PNC. This is due to the fact that PNC must treat the fading
as a negative factor and uses the technique of pre-equalization
to pre-cancel channel fading. In the following sections, we
will provide more detailed analytical and numerical results to
compare the performance of the two network coding schemes.
B. A distributed strategy of relay selection
The distributed strategy is carried out at the medium access
layer to select the best relaying node. To be speciÞc, the
backoff period of each relay for carrier sensing is inversely
proportional to the quality of its local channel information,
where the detailed description for such a distributed relay-
selection strategy can be found at [10]. Our focus here is
how to determine the criterion for the link quality, which
is crucial to the implementation of the selection strategy.
From (4), it is observed that the two destinations have different
preferences. Fortunately, these two preferences do not tend
to contradict each other. The relay whose channels I12,NCD
also has channels that yield a large value for I21,NCD, if not
exactly the maximum.Although we currently do not have a
formal proof for this claim, which appears to be difÞcult to
establish with any reasonable utility, simulations show that it
is the case, as is provided Table I.
Consider two types of parameter setups. There are N = 2
relaying candidates for the Þrst setup and N = 10 relays for
the second setup. The channel factor is generated according to
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(2) where the distance between the relay Rn and the source i,
diRn , is random chosen from the range [1m 10m]. For each
experiment, the best relay is chosen according to the following
criterion
|h1|2|h2|2
2ρ|h1|2 + ρ|h2|2 + 1
which maximizes the value of I12,NCD. Then using this
chosen relay, the mutual information for the second source,
I21,NCD, is calculated. Ergodic capacity is then obtained by
implementing Monte Carlo simulation. Since such the chosen
relay is suboptimal for the second source, it can be expected
that there will some performance penalty for the capacity
of the second source. However, as shown in Table I, such
performance loss due to the use of the suboptimal relay is
neglectable.
III. INFORMATION-THEORETIC METRICS: OUTAGE AND
ERGODIC CAPACITY
In this section, we aim to study two different information-
theoretic metrics in order to evaluate the performance of
the proposed network coding protocol. The Þrst is termed
as outage capacity, or outage probability, which shows the
robustness of a communication system and measures the data
rate that can be supported with a certain error probability.
The other is termed as ergodic capacity, which is intended
to measure the long-term system throughput and obtained by
averaging the mutual information over all possible channel
realizations. In the following, the expression of the two kind
of capacity will be developed for the proposed network coding
protocol and compared with some existing schemes.
A. Outage capacity
First the deÞnition of the outage capacity is given here.
DeÞnition 1: α% outage capacity is the data rate that can
be supported with α%, i.e.,
P (I < R) ≤ α%.
From its deÞnition, the outage capacity can be obtained from
the cumulative distribution function (CDF) of the mutual
information INCD. Provided the relay selection strategy is
not applied, a random relay Rn is used for relaying. From
(4), the mutual information achieved by such a random relay
can be written as
In = log
[
1 +
1
2
xnyn
xn + yn + 1
]
, (9)
where xn = 2ρ|h1Rn |2 and yn = ρ|h2Rn |2. Due to the system
symmetry, here we only focus on the mutual information
I12,NCD and the subscription {12} will be omitted to simplify
notations.
As can be seen from (2), |hiRn |2 will be exponentially dis-
tributed with the parameter dαiRn . So xn will be exponentially
distributed with the parameter λxn =
dα1Rn
2ρ and yn will be
exponentially distributed with the parameter λyn =
dα2Rn
ρ .
For the simplicity of analytical development, similar to [15],
it is assumed the the distance between relays is far less
than the distance din, which implies that din = dik = di,
∀n 6= k. Hence the N mutual information will be identically
independent distributed, which can be ordered as
I(1) ≤ I(2) ≤ · · · ≤ I(N). (10)
And the relay corresponding to the largest value of the mutual
information will be chosen according to the description of
relay selection, which means that I(N) = INCD.
Hence it is desirable to Þrst Þnd the density function of In,
and then the order statistics can be applied to Þnd the CDF
of I(N). DeÞne zn = xnynxn+yn+1 , and it is desirable to Þnd the
distribution function of zn, which is provided in the following
lemma.
Lemma 1: Provided that x is exponentially distributed
with λx and y is exponentially distributed with λy , the CDF
of the variable z = xyx+y+1 can be shown as
P (z < z)
= 1− e−(λx+λy)z
√
4λxλyz(z + 1)K1(
√
4λxλyz(z + 1))
(11)
where K1(x) is the modiÞed bessel function of the second
kind.
Proof: See Appendix.
From Lemma 1, it is interesting to remark that Lemma 1 in
[11] can be easily proved by using the following approxima-
tion
K1(x) ≈
x→0
1
x
. (12)
Furthermore, we can have the following theorem about the
outage probability of the proposed protocol.
Theorem 2: The exact expression of the outage probabil-
ity for the proposed NCD can be shown as
P (INCD < R) = (1− e−(λxn+λyn)γ
√
θnK1(
√
θn))
N . (13)
where θ = 4λxnλynγ(γ+1) and γ = 2(2R−1). And, at high
SNR region, the outage probability of the NCD can be shown
as
P (INCD < R) ≈ [(d
α
1 + 2d
α
2 )(2
R − 1)]N
ρN
. (14)
Proof: See Appendix.
From DeÞnition 1, the outage capacity of the proposed
protocol can be easily calculated by using Theorem 2. Fur-
thermore, an important conclusion from Theorem 2 is that the
proposed network coding protocol can achieve the diversity
gain N , which is due to its superior ability to explore the
diversity of wireless multipath fading. Provided the existence
of multiple relays, it is possible that we can Þnd one relay
which has good connection with both two sources, which
yields the so-called multi-user/relay diversity. As a comparable
scheme, the PNC scheme can achieve the outage probability
as
P (IPNC < R) = 1− exp
{
−2λi 2
R − 1
ρ
/(
1− 2
R − 1
ρ
)}
≈ dαi
2R − 1
ρ
, (15)
and the direct transmission scheme can have the outage
probability
P (IDR < R) ≈ dα12
2R − 1
ρ
, (16)
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where λi = dαi and the last equality of (15) follows from
the approximation e−x ≈
x→0
1 − x. As can be seen from (15)
and (16), both the PNC scheme and the direct transmission
can only achieve the diversity gain 1. Hence, provided that
SNR is large enough, it is safe to conclude that the proposed
NCD scheme can have larger outage capacity than the PNC
scheme, which demonstrates that the proposed NCD is much
more robust than the two comparable schemes.
Since the addressed scenario can be seen as a special case
of distributed multiple-input multiple-output system, to which
the diversity-multiplexing tradeoff is also of interest. We recall
the deÞnition of the diversity gain and multiplexing gain from
[16], [17] as
d , − lim
ρ→∞
log[Pe(ρ)]
log ρ
, r , lim
ρ→∞
R(ρ)
log ρ
, (17)
where Pe is the ML probability of detection error and R is
the data rate in bits per symbol period. By using Theorem 2,
we can obtain the following corollary for the tradeoff.
Corollary 3: The diversity-multiplexing tradeoff for the
proposed network coding protocol can be expressed as
d(r) = N(1− r). (18)
Proof: See Appendix.
Again Corollary 3 conÞrms our claim that the proposed
NCD protocol can achieve the diversity gain orderN . Another
important remark implied by Corollary 3 is that the NCD
protocol can have the same multiplexing gain as the direct
transmission scheme, whereas many exiting diversity schemes,
such as the ones in [11], [18], can only achieve the fraction
of the multiplexing gain 1. Such property is valuable be-
cause higher multiplexing gain typically yields higher ergodic
capacity which will be discussed in detail in the following
subsection.
B. Ergodic Capacity
Recall that having larger outage capacity does not nec-
essarily ensure a system to have larger ergodic capacity.
For example, cooperative protocols typically yield the larger
outage capacity than direct transmission, but smaller ergodic
capacity, which is due to that relaying transmission could
cost the extra use of bandwidth resource. Recall that the
proposed NCD only requires two time slots to accomplishing
information exchanging, the same amount bandwidth resource
required by the direct transmission scheme. Hence an intuition
tells us that the proposed NCD protocol should be able to
avoid the loss of ergodic capacity, which will be conÞrmed
by the following developed results. First the deÞnition for the
ergodic capacity can be written as
DeÞnition 2: Ergodic capacity is the long-term data rate
that a system can support, i.e.,
Ce =
∫ ∞
0
IfI(I)dI,
where fI(·) is the probability density function (PDF) of the
mutual information I.
Hence the calculation of the ergodic capacity requires the
expression of the PDF of the mutual information INCD.
As can be seen from (11), the CDF of the In includes the
bessel function, which makes that the exact expression of
its PDF difÞcult to be obtained. So it will be valuable for
performance evaluation to develop the lower and upper bounds
of the ergodic capacity. As a Þrst step, the following theorem
provides the upper and lower bounds for the CDF of the
variable zn.
Lemma 4: Provided that x is exponentially distributed
with λx and y is exponentially distributed with λy , the CDF
of the variable z = xyx+y+1 can be bounded as
1− e−(λx+λy)z ≤ P (z < z) ≤ 1− e−(
√
λx+
√
λy)
2
z. (19)
Proof: See Appendix.
It can be expected that there are many other forms of bounds
for P (z < z), however, the two bounds in Lemma 4 are
chosen because of the similarity of their expression. It is
interesting to observe that both two bounds are exponentially
distributed, which will simplify the the following derivation.
The development of the upper and lower bounds of the ergodic
capacity will be exactly same, just with different parameters.
By using Lemma 4, we can obtain the following theorem about
the upper and lower bounds of the ergodic capacity.
Theorem 5: The ergodic capacity of the proposed net-
work coding protocol can be bounded as the following
log ρ− 2 log(
√
dα1
2
+
√
dα2 ) +D ≤ CNCD
≤ log ρ− log(d
α
1
2
+ dα2 ) +D (20)
where C denotes the Euler’s constant and D =∑N−1
k=0 C
k+1
N (−1)k+1 log(k + 1) − C log e − 1 is a constant
not related with SNR.
Proof: See Appendix.
It can be easily to be obtained that the ergodic capacity for
direct transmission can be expressed as
CDR =
∫ ∞
0
log(1 + x)λe−λxdx (21)
= eλ log e [−Ei(−λ)]
≈ − log e [C + ln(λ)] = log ρ− log dα12 −C log e
where λ = d
α
12
ρ , Ei(·) denotes the exponential-integral function
and d12 denotes the distance between the two source nodes.
When SNR approximates to inÞnity, both two schemes will
achieve the same ergodic capacity CDR ≈ CNCD ≈ log(ρ).
However, for moderate SNR, there will a constant difference
between the ergodic capacity achieved by two schemes, which
can be bounded as
CNCD − CDR ≥ log dα12 − 2 log(
√
dα1
2
+
√
dα2 )
+
N−1∑
k=0
Ck+1N (−1)k+1 log(k + 1)− 1. (22)
Assume that the all relays are situated at the middle of the
two sources, we can have d12 = 2di, and then the difference
1252 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 8, NO. 3, MARCH 2009
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Fig. 2. Mutual information complementary cumulative distribution functions. The distance of the two sources is 2m. Solid line represents the results obtained
by using the Monte-Carlo simulations, and the dotted line represents the results calculated by using the proposed analytical formulations.
of the two types of capacity can be simpliÞed as
CNCD − CDR ≥ α− 2 log(
√
1
2
+ 1)
+
N−1∑
k=0
Ck+1N (−1)k+1 log(k + 1)− 1. (23)
Note that for N ≥ 2, we can have∑N−1
k=0 C
k+1
N (−1)k+1 log(k + 1) ≥ 1. Recall the typical
value of the path loss parameter α is larger than 2. Hence we
can obtain
CNCD − CDR ≥ 0, (24)
which demonstrates that the proposed NCD protocol can
always achieve larger ergodic capacity than the direct trans-
mission scheme. Unfortunately, the closed-form expression of
the ergodic capacity for the PNC protocol can not be found,
but we will provide simulation results for detailed comparison
in the next section.
IV. NUMERICAL RESULTS
In this section, we will provide detailed simulation results to
compare the performance of the proposed network coding pro-
tocol with the two compared schemes, the direct transmission
and modiÞed physical network coding scheme. As discussed in
Section II-A, the adopted PNC scheme is only one of feasible
solutions to extend PNC to wireless fading environments, and
its purpose is to serve as a comparable scheme and facilitate
performance evaluation. Since both the outage capacity and
ergodic capacity are equally important information-theoretic
measures, we will provide two subsections in the following
for the two types of capacity respectively.
A. Outage Capacity
Consider that the two sources are separated with the dis-
tance d12 = 2m, and all relays are situated at the center
of the two sources, d1n = d2n, for n ∈ [1, · · · , N ]. The
path loss factor is set as α = 2. Fig. 2 shows the outage
capacity of the three transmission schemes at different SNR.
As can be seen from the two sub-Þgures, the proposed protocol
can achieve larger outage capacity than the two compared
schemes. For example, at SNR = 20 dB, 10% outage capacity
of the proposed scheme with the use of two relays is 3.5
bits/s/Hz whereas the physical network coding achieves only
2.5 bits/s/Hz and the direct transmission scheme achieves even
less, only 1.9 bits/s/Hz (see Fig. 2). The capacity achieved by
the proposed network coding can be furthermore improved
with the use of more relays. In Fig. 2, the results obtained by
using the developed analytical formulations are also shown
to be close to the Monte-Carlo simulation results, which
demonstrates the accuracy of our developed analytical results.
When the distance of the two sources is enlarged, the
performance of all schemes will be reduced as expected. As
shown in Fig. 3, it is interesting to observe that the PNC
can achieve larger outage capacity than the proposed NCD at
low SNR. But by increasing SNR, eventually the PNC will
be outperformed by the proposed scheme. The reason for this
phenomenon can be clariÞed as the following. Recall from
Theorem 1, the outage probability of the proposed protocol
is proportional to 1ρN multiplied by a constant. For low SNR,
the constant multiplier could dominate the outage probability,
and hence the difference of the diversity gain is not much
important. But at the high region of SNR, 1ρN becomes the
dominant factor, and eventually a scheme with higher diversity
gain should achieve large outage capacity than the one with
lower diversity gain.
B. Ergodic Capacity
Recall that the ergodic capacity provides us the long-term
throughput a system can achieve. In Fig. 4, the ergodic
capacity achieved by the three schemes is shown as a function
of SNR. As can be seen from the two sub-Þgures, the proposed
protocol can achieve larger ergodic capacity than the direct
transmission scheme at all SNR and the source separation
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Fig. 3. Mutual information complementary cumulative distribution functions. The distance of the two sources is 10m. Solid line represents the proposed
network coding scheme, dot-dot line represents direct transmission and dash-dash line represents the physical network coding.
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Fig. 4. Ergodic capacity vs SNR. Solid line represents the proposed network coding scheme, dot-dot line represents direct transmission and dash-dash line
represents the physical network coding.
distance, which is consistent to the analytical results developed
at the end of Section III. One interesting observation from
Fig. 4 is that the physical network coding is possible to
outperform the proposed protocol for the large distance d12.
One reason for this is that large scale path loss becomes
the dominant factor compared with the small scale multipath
fading. But a more important reason is that the PNC utilizes
the higher transmission power due to the use of the pre-
equalization technology. For example, the signal transmitted
by the source i can be written as
√
Pdα
i
si
hi
, which means the
average transmission power of the source is dαi times of the
power used by the proposed protocol. Furthermore, Fig. 5 is
provided to show the relationship of the two developed bounds
and the actual value of the ergodic capacity for the proposed
protocol. As can be seen from the Þgure, the capacity of the
propose scheme is accurately bounded within the area deÞned
by the upper and lower bounds.
C. PNC with Diversity
The results provided previously show that our proposed
can outperform the modiÞed PNC and direct transmission
schemes. Note that the discussed relay selection can be also
applied to the PNC scheme. Hence it is an interesting question
how the proposed network coding protocol compares with the
PNC scheme with diversity, which is answered by Fig. 6.
Recall that the mutual information for the PNC scheme can
be written as
Iij,PNC = log
[
1 +
ρ2|hRni|2
ρ|hRni|2 + 2ρ+ 1
]
,
∀ i 6= j & i, j ∈ [1, 2]. (25)
which implies that I12,PNC prefers the relay with the largest
value of |hRn1|2, but I21,PNC prefers the relay with the largest
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value of |hRn2|2. As one possible tradeoff, we choose the
relay Rn maximizing |hRn1|
2|hRn2|2
|hRn1|2+|hRn2|2 during the simulation,
which will pick up the relay with the largest value of both two
|hRni|2 with constraint |hRn1|2/|hRn2|2 = 1. As can be seen
from the Þgure, the performance of the PNC scheme could
be improved by increasing the number of relaying candidates.
However, the proposed scheme can achieve better performance
than the PNC with diversity, specially for the large number of
relays N . For different source separation distance, the PNC
scheme is possible to outperform the proposed scheme. But the
PNC scheme will always suffer the following two drawbacks.
Firstly it requires the perfect synchronization. Furthermore,
the PNC scheme typically requires larger transmission power
than our proposed protocol, specially for the long distance
between the two sources.
V. EXTENSION TO COOPERATIVE MULTIPLE ACCESS
CHANNELS
The network coding protocol discussed previously is only
suitable for the scenario that two sources are exchanging infor-
mation with each other. In this section the idea of the network
coding with diversity is extended to the cooperative multiple
access channels. Consider a centralized communication system
with 2 single-antenna sources, one relaying node and a central
node, where the described protocol can be extended to the
multi-user scenarios straightforward. Examples of such com-
munication scenario could be a cellular system with multiple
users communicating to a base station, or a sensor network
controlled by a data-fusion center.
Similar to the scheme discussed previously, the cooperative
transmission consists of two stages. During the Þrst stage, both
two sources are broadcasting their messages simultaneously,
where both the relay and the common destination are listing.
For the addressed centralized system, the strategy of relay
selection can be easily implemented, which will be omitted
due to the space limitation. The question of how to choose the
criterion for relay quality comparison will be discussed later.
Denote R as the relay which is chosen as the best relaying.
Hence the observation at the best relay can be written as
yr = h1Rs1 + h2Rs2 + nR, (26)
and the observation at the central node is
yD,1 = h1Ds1 + h2Ds2 + n1, (27)
where hix denotes the coefÞcient of the channel from the
source i to the node x.
During the second stage, the relay will compress its obser-
vation and forward it to the central node. Hence at the second
time slot, the the destination will receive
yD,2 =
hRD
β
yr + n2. (28)
where β =
√|h1,R|2 + |h2,R|2 + 1/ρ is the factor to meet
the power constraint. And combining (27) and (28), the signal
model for such cooperative multiple access can be expressed
as
yD = Hs + nD, (29)
where yD =
[
yD,1 yD,2
]T
, nD =
[
n1 n2 +
hR,D
β nR
]T
and
H =
[
h1,D h2,D
hR,Dh1,R
β
hR,Dh2,R
β
]
.
Provided that a symmetric system is assumed here, the mutual
information each use is able to achieve can be written as
ICMA = 1
2
log det
[
I2 + H
HCn
−1H
]
, (30)
where Cn−1 = E{nnH} = σ2
[
1 0
0 α
]
, α =
1
/(
1 +
|hR,D|2
β2
)
, σ2 is the noise power and the factor 12
is due to the fact that communication happens in 2 successive
channel uses.
After some algebraic manipulations, the mutual information
can be written as shown in (31), which provides the criterion
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ICMA = 1
2
log[1 + ρα|hR,D|2 + ρ(|h1,D|2 + |h2,D|2) + ρ
2|hR,D|2
|h1,R|2 + |h2,R|2 + |hR,D|2 (31)
×(|h1,D|2|h2,R|2 + |h2,D|2|h1,R|2 − 2R{h∗1,Dh2,Dh1,Rh∗2,R})]
E{ICMA} ≥ 1
2
log E{[1 + ρα|hR,D|2 + ρ(|h1,D|2 + |h2,D|2) + ρ
2|hR,D|2
|h1,R|2 + |h2,R|2 + |hR,D|2 (32)
×(|h1,D|2|h2,R|2 + |h2,D|2|h1,R|2 − 2R{h∗1,Dh2,Dh1,Rh∗2,R})]}
≈ 1
2
log E{[1 + ρα|hR,D|2 + ρ(|h1,D|2 + |h2,D|2) + ρ
2|hR,D|2
|h1,R|2 + |h2,R|2 + |hR,D|2
×(|h1,D|2|h2,R|2 + |h2,D|2|h1,R|2)]}
for the relay quality comparison. According to Jensen’s in-
equality, the ergodic capacity of such a system can be shown
as in (32).
On the other hand, recall the signal model for direct
transmission can be written as
yD =
[
h1,D 0
0 h2,D
]
s + nDR, (33)
which results the mutual information
IDR ≥ 1
2
log[1 + ρ(|h1,D|2 + |h2,D|2) + 2ρ2|h1,D|2|h2,D|2].
(34)
Assuming that there are sufÞcient candidates for relaying
nodes, it is possible that we can Þnd a relay with good-quality
incoming and outgoing channels to satisfy
|h1,D|2(|h2,R|2 − γ|h2,D|2) ≥ 0
& |h2,D|2(|h1,R|2 − γ|h1,D|2) ≥ 0 (35)
where γ = 1
/
|hR,D |2
|h1,R|2+|h2,R|2+|hR,D|2 . Now combining (34),
(32) and (35), with sufÞcient candidates of relays, we can
obtain
E{ICMA} > E{IDR}. (36)
Such superior performance is due to the spectrally efÞciency
of the proposed CMA. The whole transmission process for
the proposed scheme only requires two time slots, whereas
relaying transmission for most existing cooperative schemes
requires the extra use of time slots. For performance evalu-
ation, it will be desirable to obtain the exact expression of
the outage probability and ergodic capacity for the proposed
protocol. However, the expression of ICMA in (30) is quite
complex, and hence the performance of the proposed CMA
will be examined by using Monte-Carlo simulations.
Consider an indoor rich-scattering environment which is
typically assumed by existing cooperative schemes as in
[11], [12]. Hence all addressed channels can be treated as
identically independent Raleigh distributed. The performance
of the direct transmission scheme as well as the classical
cooperative scheme in [11], termed as the LTW scheme, is
shown as the two comparable schemes. To be fair for the
comparison, the strategy of relay selection is also applied to
the LTW scheme. In Fig. 7, the ergogic capacity of the three
schemes is shown as a function of SNR. As can be seen from
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Fig. 7. Ergodic capacity vs SNR. Solid lines represent the results for the
proposed cooperative protocol, the dashed line denotes the results for the LTW
scheme, and the dotted line represents for the direct transmission scheme.
the Þgure, the LTW protocol can only realize a fraction of
the capacity achieved by direct transmission. The reason for
such phenomenon is that the LTW scheme requires the extra
use of one channel use to increase the reception reliability.
However, the proposed cooperative protocol does not suffer
such loss of ergodic capacity as shown by the Þgure. The
last Þgure, Fig. 8, shows the density function of the mutual
information for the three schemes. In general, the proposed
cooperative scheme can achieve the largest outage probability
for any outage probability, whereas the LTW scheme can only
ensure the larger capacity than direct transmission at small
outage provability.
VI. CONCLUSION
Physical layer network coding (PNC) has demonstrated the
promise to provide signiÞcant throughput gains in wireless
networks [1], but signiÞcant problems in extending the tech-
nique to multipath fading channels have motivated questions
about its widespread utility. Here, by reaching up to higher
layers of the network and selecting a relay resulting in channel
characteristics matched to the PNC approach, we are able
to achieve the promise of physical-layer network coding
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and also to couple it with multi-user diversity gains. Two
information-theoretic metrics, the outage and ergodic capacity,
have been evaluated for the proposed scheme. The analytical
and conÞrming simulation results show that the proposed
protocol can achieve better performance than comparable
schemes. Furthermore, by using the proposed approach to
network coding, a new protocol of cooperative multiple access
channels has been developed, which is shown to achieve more
robust performance and higher system throughput than a direct
transmission scheme and a classical cooperative protocol.
APPENDIX
Proof for Lemma 1 : Recall that both two variables x an
y are exponentially distributed. From the deÞnition, the CDF
function can be written as
P (z < z) =
∫ ∫
xy
x+y+1
<z
λxe
−λxxλye−λyydxdy (37)
Since x ≥ 0, the integral area can be separated into two parts,
and we can have
P (z < z) =
∫ z
0
λye
−λyy
∫ ∞
0
λxe
−λxxdxdy (38)
+
∫ ∞
z
λye
−λyy
∫ zy+z
y−z
0
λxe
−λxxdxdy.
The Þrst part at the left side of (38) can be easily calculated
as ∫ z
0
λye
−λyy
∫ ∞
0
λxe
−λxxdxdy = 1− e−λyz . (39)
For the second part of (38), we can simplify it as∫ ∞
z
λye
−λyy
∫ zy+z
y−z
0
λxe
−λxxdxdy (40)
=
∫ ∞
z
λye
−λyy
[
1− e−λx zy+zy−z
]
dy
=
t=y−z
e−λy − λye−λxze−λyz
∫ ∞
0
e−αt−
β
4t dt, (41)
where α = λy and β = 4λxz(z+1). Unfortunately, the closed-
form of the integral in (41) does not exist, and we have to rely
on the bessel function. From Eq. (3.324.1) in [19], (41) can
be written as∫ ∞
z
λye
−λyy
∫ zy+z
y−z
0
λxe
−λxxdxdy (42)
= e−λy − λye−λxze−λyz
√
4λxz(z + 1)
λy
K1(
√
4λxλxz(z + 1)).
Then combining (39) and (42), the lemma can be proved after
some algebraic manipulations.

Proof for Theorem 2 : First the CDF of the mutual informa-
tion In is obtained as the following
P (In < R) = P ( xnyn
xn + yn + 1
< 2(2R − 1)). (43)
By using Lemma 1, we can obtain
P (In < R) = 1− e−(λxn+λyn)γ
√
θnK1(
√
θn) (44)
where θn = 4λxnλynγ(γ + 1) and γ = 2(2R − 1).
By using the order statistics, the density function of the
largest value can be expressed as [20]
P (I(N) < R) = (P (In < R))N (45)
= (1− e−(λxn+λyn)γ
√
θnK1(
√
θn))
N .
Since θn = 4λxnλynγ(γ+1), we can have θ → 0 for ρ→∞
and a Þxed value of the data rate R. Hence by using the
approximation in (12), the CDF of the outage probability can
be approximated as
P (I(N) < R) ≈ (1− e−(λxn+λyn)γ)N (46)
≈ γN(λxn + λyn)N ,
where the last inequality follows from the approximation
e−x ≈
x→0
1 − x. And the high-SNR approximation of the
outage capacity is proved. 
Proof for Corollary 3 : As pointed out in [16], [17], the
optimal error probability can be tightly bounded by the outage
probability, provided that the block length is long enough. So
in the following, we will develop the diversity-multiplexing
tradeoff by using the outage probability.
Following the similar steps in [12], [16], [17], the diversity-
multiplexing tradeoff for the proposed PNC can be obtained
by substituting R = r log ρ into the expression of the outage
capacity (45) as
P (INCD < r log ρ)
= (1− e−2(λxn+λyn)(ρr−1)
√
θ˜nK1(
√
θ˜n))
N . (47)
where θ˜n = 8λxnλyn(ρr − 1)(2(ρr − 1) + 1). So from the
deÞnition of the diversity gain, we can have
d(r) = − lim
ρ→∞
logP (I(N) < r log ρ)
log ρ
(48)
= − lim
ρ→∞
log(1− e−2(λxn+λyn)(ρr−1)
√
θ˜nK1(
√
θ˜n))
N
log ρ
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Recall that λxn =
dα1Rn
2ρ and λyn =
dα2Rn
ρ , which results θ˜n =
4
dα1Rnd
α
2Rn
ρ2 (ρ
r − 1)(2(ρr − 1)+ 1). From the deÞnition of the
multiplexing gain, we can have that r ≤ 1, which means that
θ˜n → 0 for ρ→∞. So again using the property of the bessel
function, we can obtain
d(r) = − lim
ρ→∞
log(1− e−2(λxn+λyn)(ρr−1))N
log ρ
(49)
= − lim
ρ→∞
log(ρr−1)N
log ρ
= N(1− r).
And the proof for the corollary is completed. 
Proof for Lemma 4 : Recall that the CDF of the variable z
can be written as
P (z < z)
= 1− e−(λx+λy)z
√
4λxλyz(z + 1)K1(
√
4λxλyz(z + 1)).
(50)
First of all, the upper and lower bounds of the bessel function
are found. Recall from 8.432.3 in [19], the modiÞed bessel
function of the second kind can have the following integral
representation
K1(z) =
zΓ(12 )
2Γ(32 )
∫ ∞
1
e−zt(t2 − 1)1/2dt, [z ≥ 0], (51)
where Γ(x) denotes the Gamma function. Since t ≥ 0, we can
have the following inequality
K1(z) ≥
zΓ(12 )
2Γ(32 )
∫ ∞
1
e−zt(t− 1)dt (52)
=
y=t−1
e−z
∫ ∞
0
e−zydy
=
e−z
z
.
The upper bound of the bessel function can be found from its
another integral representation from 8.432.6 in [19] as
K1(z) =
z
4
∫ ∞
0
e−t−
z2
4t
t2
dt, [z ≥ 0]. (53)
Since t ≥ 0, we can have e−t ≤ 1, and hence
K1(z) ≤ z
4
∫ ∞
0
e−
z2
4t
t2
dt (54)
=
1
z
.
Combining (52) and (54), the modiÞed bessel function of the
second kind can be bounded as
e−z
z
≤ K1(z) ≤ 1
z
. (55)
Applying the two bounds to the expression in (50), we can
have
1− e−(λx+λy)z ≤ P (z < z)
≤ 1− e−(λx+λy)ze−
√
4λxλyz(z+1)
≤ 1− e−(λx+λy+2
√
λx
√
λy)z. (56)
And the lemma is proved.

Proof for Theorem 5 : Recall that the the mutual information
INCD can be written as
INCD = log
[
1 +
1
2
z(N)
]
, (57)
where z(N) is the largest value of the N variables zn =
xnyn
xn+yn+1
. By using the order statistics and Lemma 4, the CDF
of z(N) can be bounded as(
1− e−(λx+λy)z
)N
< P (z(N) < z) <
(
1− e−(
√
λx+
√
λy)
2
z
)N
.
(58)
Hence the ergodic capacity of the proposed network coding
protocol can be bounded as
f(2
(√
λx +
√
λy
)2
) ≤ CNCD ≤ f(2(λx + λy)) (59)
where f(·) is deÞned as
f(λ) =
∫ ∞
0
Nλe−λz(1− e−λz)N−1 log(1 + z)dz. (60)
The justiÞcation from (58) to (59) will be provided after the
proof for Theorem 5. DeÞne z = y − 1 and use the binomial
coefÞcients to have
f(λ) = log eNλ
N−1∑
k=0
C
k
N−1(−1)
k
e
λ(k+1)
∫ ∞
1
e
−λ(k+1)y ln ydy
= log eNλ
N−1∑
k=0
C
k
N−1(−1)
k
e
µ
[
−
1
µ
Ei(−µ)
]
, (61)
where µ = λ(k + 1), Ei(·) denotes the exponential-integral
function and the second equality follows from Eq. 4.331.2 in
[19]. Recall that the exponential-integral function can have the
following series representation
Ei(x) = C + ln(−x) +
∞∑
k=1
xk
k · k! , (62)
which means that the exponential-integral function can be
approximated as
Ei(x) = C + ln(−x), for x→ −0. (63)
Recall that both 2(λx + λy) and 2
(√
λx +
√
λy
)2
will
be close to zero for large SNR, which results the following
approximation
f(λ) ≈ log eN
N−1∑
k=0
CkN−1(−1)k+1
ln eC[λ(k + 1)]
k + 1
. (64)
where the approximation of e−x ≈
x→0
1−x has also be applied.
After some mathematics manipulations, the expression of the
function f(λ) can be written as
f(λ) ≈ log e
N−1∑
k=0
Ck+1N (−1)k+1 ln[eCλ(k + 1)]
= log e
N−1∑
k=0
Ck+1N (−1)k+1 ln[eC(k + 1)]
+ lnλ log e
N−1∑
k=0
Ck+1N (−1)k+1. (65)
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Fig. 9. The PDF function for the two variables.
It is surprising to Þnd that the summary
∑N−1
k=0 C
k+1
N (−1)k+1
can be simpliÞed as the following
N−1∑
k=0
Ck+1N (−1)k+1 =
i=k+1
N∑
i=1
CiN (−1)i (66)
=
N∑
i=0
CiN (−1)i − 1
= (1− 1)N − 1 = 1.
Hence by using this result, we can have
f(λ) ≈
N−1∑
k=0
Ck+1N (−1)k+1 log(k + 1)−C log e− logλ. (67)
Combining (59) and (67), the theorem can be proved. 
JustiÞcation for (59): Combining (57) and (58), the CDF
of the mutual information for the proposed protocol can be
written as(
1− e−2(λx+λy)(2z−1)
)N
< P (INCD < z)
<
(
1− e−2(
√
λx+
√
λy)
2
(2z−1)
)N
. (68)
Without losing generality, we only focus on the Þrst in-
equality in (68). DeÞne F1(x) = P (INCD < x), F2(x) =(
1− e−2(λx+λy)(2z−1))N and fi(x) denotes the PDF function
of Fi(x). The justiÞcation of (59) is equivalent to prove∫ ∞
0
xf1(x)dx <
∫ ∞
0
xf2(x)dx (69)
provided that F1(x) ≥ F2(x). The proof for this claim requires
the following property of the two PDF functions. There is only
one unique solution for the equation f1(x) − f2(x) = 0 for
x ∈ (0,∞), denoted as x∗. Although currently we are not able
to Þnd the formal proof for this property, simulations show that
it is the case. Generally the two addressed PDF functions can
be shown as in Figure 9. Since F1(x) ≥ F2(x), hence we have
f1(x)− f2(x) ≤ 0 for x ∈ (0, x∗] and f1(x)− f2(x) ≥ 0 for
x ∈ [x∗,∞). Rewrite (69) as∫ ∞
0
x(f1(x) − f2(x))dx
=
∫ x∗
0
x[f1(x)− f2(x)]dx +
∫ ∞
x∗
x[f1(x) − f2(x)]dx
≤ x∗
∫ x∗
0
[f1(x) − f2(x)]dx + x∗
∫ ∞
x∗
[f1(x)− f2(x)]dx.
(70)
It is interesting to Þnd that
∫ x∗
0
[f1(x)− f2(x)]dx will be the
area for the bounded part A shown in Figure 9 and
∫∞
x∗
[f2(x)−
f1(x)]dx will be the area for the part B. Due to the constraint
that
∫∞
0
f1(x)dx =
∫∞
0
f2(x)dx = 1, it can be obtained that
the area for the part A is equal to the one for B. Using such
equality, (70) can be written as∫ ∞
0
x(f1(x) − f2(x))dx ≤ x∗ × 0 = 0, (71)
and the claim in (69) is proved. 
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