A numerical method is proposed for modeling electron cyclotron resonance heating ͑ECRH͒ and current drive in fusion devices with, generally speaking, nonlinear wave-particle interaction. Considered is the case of second harmonic extraordinary wave resonance. The method is applied to model the electron distribution function in a simplified magnetic field geometry. Various combined effects of wave-particle interaction and Coulomb collisions are demonstrated. The model is compared to the bounce-averaged quasilinear Fokker-Planck equation for the case of perpendicular propagation of the wave beam with respect to the magnetic field. In addition, the absorption coefficients computed from these two models are compared to the results of both the linear and the adiabatic model. Significant differences between results are found for present-day ECRH power levels and fusion device parameters.
I. INTRODUCTION
The electron cyclotron resonance heating ͑ECRH͒ is an auxiliary plasma heating method which is routinely used in modern toroidal fusion devices. 1, 2 Together with electron cyclotron current drive ͑ECCD͒, this heating method is now used for a variety of different tasks. In particular, ECCD is viewed as an important tool for tokamak steady-state operation on the basis of fully noninductive external driven current. Such a performance has been recently achieved on the TCV ͑Tokamak à Configuration Variable͒ tokamak. 3 Due to their short wavelength which enables a well localized waveparticle interaction in space, waves from the electron cyclotron frequency range allow for a rather accurate power deposition and current generation at desired positions in the plasma volume. This gives the possibility to control the radial profile of the plasma current, and, as a consequence, the profile of the rotational transform angle in tokamaks and stellarators ͑see, e.g., Refs. 4 -7͒. In addition, ECRH and ECCD are also applied to stabilize neoclassical tearing modes 8, 9 which may cause a severe confinement degradation. The problem of numerical modeling of ECRH and ECCD can formally be separated into two different parts: ͑i͒ the problem of wave propagation and absorption and ͑ii͒ the evolution of the resonant particle distribution function due to radio frequency ͑rf͒ wave-particle interaction. To solve the first problem it is necessary to know the rf current density. This quantity has mainly been calculated within the frame of the linear theory of plasma oscillations, [10] [11] [12] [13] where a linearized Vlasov equation for a small perturbation of the distribution function is solved. The unperturbed ͑background or nonresonant͒ distribution function is not specified by linear theory. Usually this function is assumed to be Maxwellian.
Due to the short wave scale, the current density can be expressed in terms of the dielectric permittivity tensor for the homogeneous plasma in a uniform magnetic field. Within the applicability of the linear absorption theory and within the framework of geometrical optics, wave absorption in an inhomogeneous plasma in a nonuniform magnetic field of the toroidal fusion devices is well described in most cases by the wave absorption coefficients resulting from this tensor. 1, 2 Some exceptions are the case of relatively long parallel wavelength as compared to the phase decorrelation length due to parallel inhomogeneity of the main magnetic field, 14 -16 and the fact that ballistic mode conversion due to the linear echo effect 17, 18 is completely lost by this approach. The last effect, however, takes place only in a narrow range of wave propagation angles with respect to the main magnetic field and the cyclotron resonance plane, respectively, and is easily destroyed by nonlinear wave-particle interaction effects which are important in the case of plasma heating. Thus, the linear theory of wave absorption by resonant particles with a Maxwellian distribution function is one of the main tools for the computation of power deposition and wave-generated current density profiles in a majority of existing experimental devices.
In reality, the unperturbed ͑background or nonresonant͒ distribution function does not stay Maxwellian in the presence of resonant wave-particle interaction even if linear absorption theory stays valid. Instead, it satisfies the quasilinear evolution equation [19] [20] [21] [22] 11, 12, 2, [23] [24] [25] [26] where the effect of the resonant wave-particle interaction on the unperturbed distribution function is described by diffusion terms with coefficients which are quadratic in the wave amplitude. This additional diffusion modifies the balance in velocity space which is established by Coulomb collisions, and leads to the formation of quasilinear plateau regions. As a result, the absorption is reduced by quasilinear effects as compared to the linear theory with the assumption of an unperturbed Maxwellian distribution function. Therefore, whenever the effect of quasilinear relaxation of the distribution function becomes comparable with the effect of Coulomb collisions, the FokkerPlanck-type quasilinear diffusion equation with a Coulomb diffusion term has to be solved which, in most cases, can only be done numerically ͑see, e.g., Refs. 25, 27-29, 7͒.
The linear theory of wave absorption and the quasilinear theory of the evolution of the distribution function are presently the main tools for a quantitative description of ECRH and ECCD in fusion devices. However, the applicability of these theories is violated for some ECRH ͑ECCD͒ scenarios in typical experimental conditions. In particular, this is true for one of the basic scenarios where the second harmonic electron cyclotron resonance for the extraordinary mode ͑X mode͒ is used.
Indeed, if particles interact resonantly with a monochromatic plane wave of finite, but not very high amplitude, in course of time, the nonlinear change of the wave-particle phase causes resonant particle trapping by the wave. As a result, in most cases all particles perform the finite ͑quasi͒ periodic motion with a ''bounce'' period bE in a limited domain of phase space, and, on average, neither gain energy from the wave nor lose energy to the wave. [30] [31] [32] This takes place when phase space regions occupied by particles trapped by the wave in vicinities of different cyclotron harmonic resonances are narrow as compared to the distance between these trapping regions. For very high wave amplitudes these regions may overlap, leading to the stochastic energy exchange between particles and waves. [33] [34] [35] [36] Such high amplitudes, however, are not typical for modern experiments using gyrotrons. In magnetic traps, the cyclotron interaction of particles with the wave is localized in a rather narrow region of space due to both, the finite width of the wave beam and the magnetic field inhomogeneity. Thus, wave-particle interaction becomes limited to short time intervals which, depending on the case, may be much smaller than bE so that nonlinear effects during the single act of interaction become negligible. This does not mean immediately that the linear and quasilinear approximations become applicable, since the wave-particle phase memory between single acts of interaction causes a different kind of resonant particle trapping by the wave which is called superadiabaticity effect. 37, 38, 11 This effect in tokamaks corresponds to particle trapping in the vicinities of ''bounce'' resonances of the unperturbed particle motion in the toroidal magnetic field. [39] [40] [41] However, these kinds of resonances overlap at relatively low values of the wave amplitude, much below values typical for the experiments, and particle motion becomes diffusive 37, 38, 11, 41 as if the phase memory effect is destroyed. In addition, the phase memory effect is destroyed even faster by Coulomb collisions. [42] [43] [44] 15, 45, 16 Therefore, single acts of wave-particle interaction in most cases are statistically independent. Therefore, the quasilinear description of wave-particle interaction remains valid if the particle flight time through the radiation beam, t f , is small compared to the oscillation period of a particle trapped in the wave, bE . ͑Usually, in the most often used ECRH and ECCD scenarios with waves launched close to the tokamak midplane, the small radiation beam width is the main cause of the limitation of the wave-particle interaction time as compared to the parallel magnetic field inhomogeneity.͒ However, during ECRH using the second harmonic X-mode resonance, this condition is satisfied only for particles with relatively large parallel velocities as compared to the perpendicular velocity ͑see Sec. II͒. Therefore, the nonlinear waveparticle interaction effects are essential for this scenario.
These effects have been extensively studied in the framework of the adiabatic theory 46 -55 in the opposite limiting case, t f ӷ bE . Within this theory, the canonical action integral, which is an exact invariant of resonant particle motion ͑omitting the effects of nonresonant cyclotron harmonics͒ in the field of a plane wave in a uniform magnetic field, stays adiabatic invariant with respect to the slowly changing main magnetic field and the wave amplitude during the traversing of the cyclotron interaction region by the electron. This adiabatic invariant undergoes a discontinuous change ͑jump͒ when the separatrix between phase space regions occupied either by trapped or untrapped orbits crosses a particular particle orbit determined as a line of constant adiabatic invariant ͑particle trapping and detrapping by the wave͒. Two different possibilities of particle detrapping are handled with the help of probabilities. 56 It should be mentioned here that the adiabatic limit, t f ӷ bE , is realized in case of typical second harmonic X-mode ECRH ͑ECCD͒ scenarios only in a narrow region of phase space where parallel electron velocities are small compared to the perpendicular velocity ͑see Secs. II and IV͒. Moreover, unlike in computations within the quasilinear theory, calculations of the absorbed power within the adiabatic theory have been performed without taking into account the effect of Coulomb collisions on the particle distribution function together with such an effect of wave-particle interaction. In these computations the distribution function of electrons which enter the interaction region ͑wave beam͒ has usually been assumed to be Maxwellian. 49, 51, 52 Since the domain of phase space which is neither covered by the ͑quasi͒linear nor by the adiabatic approximation occupies a significant part of this space ͑see Sec. II͒, the problem of wave-particle interaction has to be treated numerically. Numerical computations of nonlinear particle orbits are also widely used for various applications. 47,34,35,57,52,54,58 -60 In particular, the numerical computations of the absorbed power by those particles entering the wave beam with a Maxwellian distribution show the reduction of power absorption by nonlinear effects, 47, 52, 60 as one could expect from analytical estimates. 61, 62 In the computations where the effect of the distortion of the electron distribution function are taken into account, which are ultimately needed, e.g., in case of current drive modeling, particle stochastic dynamics outside the wave beam should also be taken into account. The proper description of this dynamics constitutes a separate, rather complicated numerical problem even in symmetric systems such as tokamaks, because the problem of localized ECRH ͑ECCD͒ becomes high dimensional, e.g., if one considers the heating near rational magnetic surfaces 63 which is of interest for ECRH ͑ECCD͒ tearing mode suppression, or if toroidal rotation frequency of trapped particles is comparable to the collision time. 64, 65 This ''outer'' problem becomes even more complex in applications where the issue of convective losses of ECRH-generated fast electrons in stellarators is addressed. [66] [67] [68] [69] In addition, one cannot use the bounce averaging procedure employed in various Fokker-Planck solvers when the wave-particle interaction becomes nonlinear, since the strong changes in the distribution function do not accumulate slowly after many passings of a particle through the wave beam, but happen instantaneously after the first passing. Thus, one has to rely upon Monte Carlo methods which are weakly sensitive to the problem dimension. 44, 70, 71, 65, 67, 68 At the same time, the straightforward method of solving the equations of motion every time a particle enters the wave beam is rather ineffective and does not permit resolution of the distribution function in reasonable computing time. The difficulty here is similar to the difficulty in the problem of solving the drift-kinetic equation in realistic magnetic geometries in the long mean-free path regime. 67, 68 There, in order to handle modifications of stochastic orbits by Coulomb collisions which take place on rather long time scales as compared to the magnetic field parallel inhomogeneity traversing time, one has to spend the computing time for reproducing almost the same regular drift motion. This problem has been resolved by the stochastic mapping technique 65, 72, 73, 69, 74, 75 ͑SMT͒, where the modeling of stochastic processes is separated from the modeling of drift orbits which are precomputed and used in the form of Poincaré maps.
In the present paper the approach is based on the similar idea and is complimentary to SMT. 76, 77 Instead of recalculation of particle orbits each time a particle passes through the wave beam, these orbits are precomputed and used for the construction of a transition probability density which fully describes the orbit change by the wave-particle interaction if the wave-particle phase is random when the particle enters the beam. As discussed above, this assumption is well justified in case of realistic heating scenarios.
The structure of the paper is as follows. In Sec. II the derivation of Hamiltonian equations of motion is recalled with the main purpose to introduce the notation and to discuss the necessary approximations. Also in this section, the limiting cases described by the quasilinear and adiabatic theories are considered. In Sec. III the model geometry of the main magnetic field is introduced and the mapping technique is briefly outlined. In Sec. IV the mapping relation linking the particle distribution function on different sides of the wave beam by nonlinear particle orbits in the beam is derived. The deterministic mapping relation is replaced there by the stochastic relation using the wave-particle phase decorrelation between successive particle passings through the beam. Also in this section, the transition probability matrix which describes the stochastic mapping is introduced and the numerical method for the computation of this matrix is outlined. In Sec. V the formal mapping relation linking the distribution function on different sides of the beam by the stochastic particle orbits outside the beam is introduced. It should be mentioned that this relation in each practical case should take into account the specific device geometry. Since the main purpose of this work is a proper method to describe the wave-particle interaction ͑Sec. IV͒, this geometry ͑Sec. III͒ has been chosen as simple as possible. In Sec. VI the Monte Carlo approach is discussed and in Sec. VII the results of the computation of the electron distribution function in case of second harmonic X-mode resonance with perpendicular wave beam propagation with respect to the main magnetic field are presented. The power absorption coefficients and absorbed power profiles are compared to the results of linear, quasilinear, and adiabatic theory with or without taking into account the distortion of the distribution function by heating. Finally, in Sec. VIII the results are summarized.
II. NONLINEAR WAVE-PARTICLE CYCLOTRON INTERACTION

A. Hamiltonian equations
In the following, the wave electric field within the electron cyclotron resonance zone is assumed in the form of a wave beam:
where E 0 (r) is the amplitude which is constant along the magnetic field, fϵE/͉E͉ is the complex polarization vector, k is the wave vector, and is the wave frequency. The parallel form factor F(r) describes the beam shape along the magnetic field. The main magnetic field is assumed to be uniform. Here, a Cartesian coordinate system (x,y,z) is used such that Bϭe z B 0 and kϭe x k Ќ ϩe z k ʈ , where (e x ,e y ,e z ) are unit vectors along the coordinates. Since the effects considered in this paper occur in a localized spatial region, the use of the simplified form, Eq. ͑1͒, instead of the eikonal representation is justified. In the following, it is assumed that the electron Larmor radius is small compared to the perpendicular scale of E 0 , f, and F. In addition, the small variation of the polarization vector along the magnetic field is neglected.
Thus, E 0 ϭconst, kϭconst, fϭconst, and F(r)ϭF(z).
Introducing the generalized momentum P and the vector potentials of the main magnetic field A 0 and of the wave field Ã Pϭpϩ e c A, AϭA 0 ϩÃ , ͑2͒
the Hamiltonian of the system is
The Hamiltonian is expanded up to linear order in the perturbed vector potential
where
͑6͒
The omitted quadratic term in ͑5͒ is of the order v E /v Ќ ϳcE 0 /(v Ќ B 0 )Ӷ1 with respect to the retained linear term, where v E ϵeE 0 /(m 0 ).
After a canonical transformation (x,y,z, P x , P y , P z )‫,(ۋ‬Y ,Z,J Ќ , P Y , P Z ) with the generating function 78
instead of x and P x , a new pair of canonical variables is introduced
͑7͒
Away from the resonance, corresponds to the usual gyro phase and J Ќ corresponds to the perpendicular adiabatic invariant, J Ќ ϭϪp Ќ 2 /(2m 0 c0 ). Here, c0 ϭeB/(m 0 c)Ͻ0 is the nonrelativistic electron cyclotron frequency. The rest of the variables are not affected by the canonical transformation (Y ϭy, etc.͒. Using Eq. ͑6͒ and Eq. ͑7͒, one obtains
Since the Hamiltonian is independent of Y , the canonical momentum P Y and, as a consequence, 0 are integrals of motion. Therefore, below they are treated as parameters. Assuming Ϸn 0 ͉ c ͉, the perturbed Hamiltonian is expanded into Bessel functions where only the resonant terms which correspond to the n 0 th harmonic resonance are kept
ͬ .
͑10͒
The account of nonresonant terms which are responsible for the ponderomotive interaction ͑see, e.g., Ref. 79͒ is usually performed using the averaging method. 31, 80, 81 This results in some modifications of the definition of independent variables and of the ''unperturbed'' part of the equations of motion which are small in the case of the resonant interaction relevant here. Assuming the electrons to be weakly relativistic, v/cӶ1, and considering electromagnetic waves, Nϭck/ ϳ1, the Bessel functions can be replaced with leading order terms in the expansion over aϳN Ќ v Ќ /cӶ1
where 1 ϭ 0 ϩarg f Ϫ Ϫ/2. With the help of a canonical transformation using the generating function, 78 F 2 ϭ(n 0 Ϫtϩ 1 )I Ќ ϩ P z Z, the system can be reduced to an autonomous system where the Hamiltonian is an invariant of motion
F͑z ͒cos͑ ϩk ʈ z ͒, ͑12͒
.
͑14͒
The main goal of this section is to reduce the number of independent parameters describing the wave-particle interaction to an amount which allows us to precompute and store the solution on some grid in parameter space. On present day computers, the maximum reasonable number of parameters is four. This goal can actually be achieved by approximating the two-dimensional autonomous system ͑12͒ through a truncated one-dimensional nonautonomous system. This is achieved by replacing the variable z in the perturbed Hamiltonian simply by v ʈ t, where v ʈ ϭ P z /m 0 is the nonrelativistic initial parallel velocity of electrons. As a result, the canonical momentum P z becomes a constant of motion. In order to verify this approximation, one has to check, first, that the nonlinear change of the wave-particle phase ϭϩk ʈ z due to the nonconservation of P z in the original two-dimensional system is small compared to its change due to the retained effects, in particular due to the relativistic shift of the cyclotron frequency. In addition, the variation of the parallel velocity due to the wave-particle interaction must be small compared to its initial value. As will be seen below, the last condition is always violated for particles with very small v ʈ . However, the amount of these particles is very small, too.
Starting from this point, the second harmonic resonance, n 0 ϭ2, for the extraordinary mode, ͉ f Ϫ ͉ϳ1, is assumed. The equation for the evolution of the phase of a resonant particle is
where ␦I Ќ is the difference of I Ќ from its resonant value.
The bounce time bE ͑period of the nonlinear oscillations inside the wave beam͒ is derived from ␦ϳ bE ϳ1. In the same way, the following estimates are obtained:
where ‫ץ‬F(z)/‫ץ‬zϷ1/L b has been used, with L b being the beamwidth. Combining Eq. ͑15͒ and Eq. ͑16͒, one obtains
͑18͒
The change of the wave-particle phase due to the variation of P z appears to be small for waves with propagation not far from perpendicular
͑19͒
Using Eq. ͑17͒, the condition that the effect of the variation of v ʈ is small, gives
͑20͒
Since, in experiments E 0 ϳ10 kV cm Ϫ1 and B 0 is of the order of a few Tesla, E 0 /B 0 ϳ10 Ϫ3 . Therefore, condition ͑20͒ is violated only for a small fraction of particles with very small parallel velocities.
Performing the canonical transformation of the truncated system with the generating function F 2 ϭ(ϩk ʈ v ʈ t)I Ќ , expanding ␥ 0 , Eq. ͑9͒, up to fourth-order terms in the small parameter v/c ͓see also ͑13͔͒, and retaining only those terms which contain I Ќ ͑since the omitted terms do not enter the nontrivial pair of equations of motion͒, the Hamiltonian is reduced to
Finally, assuming the beam shape to be Gaussian such that F(z)ϭexp͕Ϫz 2 /(2L b 2 )͖, and introducing the dimensionless time ϭ͉v ʈ ͉t/(&L b ), the dimensionless energy of the perpendicular particle motion w is introduced with the help of the scaling factor s, I Ќ ϭsw. In order to preserve the Hamiltonian form of the equations, the Hamiltonian has to be scaled too, HϭĤ ͉v ʈ ͉s/(&L b ). The following scaling factor, sϭ2
͑23͒
Thus, the desired equation set is
cos . ͑25͒
It should be noted that the wave-particle parallel momentum transfer due to the magnetic Lorenz force from the wave is fully neglected in this set. This effect is of minor importance for ECCD with N ʈ 2 Ӷ1 as compared to the effect of the collisional relaxation time dependence on the energy. 83 However, this effect is of prime importance in the case of cyclotron autoresonance, N ʈ ϭ1, when the change of the cyclotron frequency due to particle interaction with the wave is canceled by the corresponding change in the Doppler frequency shift. This effect has been first demonstrated in Ref. 84 for the case of the fundamental resonance with the wave propagating along the magnetic field in vacuum, N ʈ ϭNϭ1, and then, in Ref. 85 , in the general case of the resonant harmonic index and total wave refractive index N relevant here. In particular, this autoresonance effect can be used in new effective ECCD scenarios. 29 Within the present approach, in order to take this effect into account, the nontruncated twodimensional autonomous system ͑12͒ would have to be used.
In the following, the set of nonlinear ordinary differential equations is solved numerically. The solutions at ϭ 0 which satisfy the initial conditions wϭw 0 and ϭ 0 at ϭϪ 0 are denoted with wϭÛ AB w (w 0 , 0 ) and ϭÛ AB (w 0 , 0 ). The value 0 ϭ5 is used in the computations such that the exponential in ͑24͒ and ͑25͒ is negligible.
B. Limiting cases
Introducing the electron time of flight across the radiation beam, t f ϭL b /v ʈ , the nonlinearity parameter 53 defined as ⑀ NL ϭt f / bE ͓see Eq. ͑18͔͒ is related to essential device and plasma parameters as
where (tan ϭv Ќ /v ʈ ) is the pitch angle of particles. The ͑quasi͒linear and the adiabatic limiting cases correspond to ⑀ NL Ӷ1 and ⑀ NL ӷ1, respectively. In the quasilinear case where the product wϳ⑀ NL
Equations ͑24͒ and ͑25͒ can be solved by a series expansion of w and using also the fact that Ӷ1 ͑typically wу1)
where w 0 ϭconst and 0 ϭconst. In the first-order approximation, the solution of the corresponding equation set with initial conditions w 1 ϭ0, 1 ϭ0, at ϭϪϱ is obtained
Introducing the notation
for the averages over the initial phase 0 , one gets
The following relation for the averages is easily derived:
Therefore, if successive passes of the beam are statistically independent such that the initial phase 0 is random for each passing, the distribution function is described by a diffusion type equation ͑see Sec. IV C͒, namely, by the quasilinear kinetic equation with purely diffusive transport in velocity space due to wave-particle interactions. 10, 16 In the case ⑀ NL ӷ1, the period of nonlinear particle oscillation ͑bounce time͒ becomes short compared to the characteristic time of the variation of the wave amplitude. In this case, the adiabaticity condition is fulfilled and there exists an adiabatic invariant 86, 80, 50, 53 Jϭ Ͷ w͑Ĥ , ͒d.
͑37͒
Here, w(Ĥ 0 ,) is obtained from the equation Ĥ ϭĤ (w,) ϭĤ 0 with ⑀ϭ exp͕Ϫ 2 ͖ assumed constant in Eq. ͑22͒ and the integral is taken over a period of this function. The function w(Ĥ 0 ,) describes exact particle orbits in the plane wave where three classes of them, co-, counterpassing, and trapped, exist. Near the separatrix line which subdivides different classes of particles, the validity of the adiabatic approximation is violated because the bounce time logarithmically diverges. In this region the orbits change their topology when passing through the separatrix. In this case, the adiabatic invariant changes by a finite amount, since its definition is different for the orbits with different topologies. The analysis of these transitions is similar to the one performed in Refs. 50 and 53 and leads to similar results. In the case Ͼ⍀, all particles retain their energy w after passing through the wave beam. In the opposite case, Ͻ⍀, this is true only for nonresonant particles with initial energy w 0 satisfying the relation ͉w 0 Ϫ⍀͉Ͼ⌬w 0 , where
͑38͒
Resonant particles satisfying ͉w 0 Ϫ⍀͉Ͻ⌬w 0 either retain or change their energy to a new value with equal probabilities.
The final values of energy are given as
In order to demonstrate regions in velocity space where the respective limit cases are applicable, the level contours of ⑀ NL are plotted in Fig. 1 for two values of the power in the beam, P b ϭ400 kW and P b ϭ100 kW, B 0 ϭ2.55 T, and L b ϭ2 cm. This picture reveals that, for parameters relevant for present day experiments, there is a wide region in velocity space where none of the limit cases of electron cyclotron wave-particle interaction is valid. Note that the depicted levels are only slightly modified when changing the power. Therefore, the change of the power within the range of present day experimental values does not make either of the limiting cases fully applicable. For the points labeled from A to E around the resonance line ϭ2͉ c ͉ in Fig. 1 , within the resonance zone in velocity space, Fig. 2 and Fig. 3 show the dependence of the normalized energy of the perpendicular particle motion after one pass through the wave beam, W N ϭÛ AB w (w 0 ,)/w res , versus the initial wave-particle phase, , for the case of perpendicular propagation of the X mode with the beam power P b ϭ400 kW. Here, w res corresponds to the energy of the perpendicular particle motion at the resonance line. With increasing ⑀ NL ͑from point A to point E in Fig. 1͒ , W N moves away from the nearly harmonic behavior which is characteristic for the ͑quasi͒linear interaction regime ͑picture A of Fig. 2͒ . In the quasilinear case, the orbit of a particle on its way through the rf wave field is just slightly modified, whereas with increasing value of ⑀ NL this modification becomes stronger. In contrast, the prediction of the strong nonlinear behavior covered by the adiabatic approximation 50, 49, 53, 51, 52, 46, 55, 59, 48, 47 is reproduced in picture F of Fig. 3 . One of the main assumptions of this theory is the information loss about the initial phase of rapid nonlinear oscillations of particles which are trapped in the wave field. In other words, any phase memory effect is neglected. However, from the present computations in the adiabatic limit ͑picture E of Fig. 3͒ it is seen that this effect ͑effect of ''phase bunching'' 57 ͒ is clearly present and that it influences the process of energy gain or energy loss of a particle transiting the wave beam. In addition, instead of distinct redistribution between two energy levels, a certain spread of these levels over energy is also observed. 
III. PROBLEM GEOMETRY AND MAPPING TECHNIQUES
During ECRH, the electron distribution function is determined by resonant wave-particle interaction processes which take place in the small power deposition region as well as by the effects of particle drift motion and Coulomb collisions in the main plasma volume. Therefore, the general problem of computing the electron distribution function is complicated and requires a separate consideration for each specific magnetic field geometry which determines the peculiarities of the particle drift motion outside the wave beam. Nevertheless, the main features of wave-particle interaction are basically the same for many toroidal fusion devices. In the present study, the main interest is in the development of a proper model of wave-particle interaction, which can in turn be used for particular cases of magnetic field geometry. The influence of the device geometry in its full extent can be handled by the stochastic mapping technique 72, 74, 75 ͑SMT͒. Also in the present paper, a formulation of equations adopted in the SMT approach is used.
Thus, a simplified geometry is assumed which should qualitatively represent typical experimental conditions. Within this model, the main magnetic field is directed along the Z axis and a narrow Gaussian radiation beam propagates across the main magnetic field in the X -Z plane ͑see Fig. 4͒ . The system is periodic in the Z direction with the period L. Such a simple model geometry is representative, e.g., for the magnetic axis of a tokamak. With more proximity, it can be used also for the case of tokamak midplane heating with the resonance located at the high field side and with safety factor values distant from low-order rationals. The effects of trapped particles are discarded in this case.
For the purpose of numerical computations of the distribution function, cuts are introduced at positions zϭconst ͑vertical lines in Fig. 4͒ . These cuts, labeled A and B, are placed at each side of the beam so that the relation L b Ӷ␦L ӶL is realized. Here, L b and ␦L are the width of the beam and the distance between the cuts A and B, respectively. The kinetic equation is reduced then to a set of relations which maps the pseudoscalar particle flux densities through the neighboring cuts, ⌫ϭ͉v ʈ ͉J f , where J and f are the phase space Jacobian and the distribution function, respectively. Combined together using the periodicity of the problem, the relations which map the flux through the wave beam and through the outer region form an integral equation, which is then solved using the Monte Carlo method.
It should be noted that the advantage of the Monte Carlo method is the possibility to use simultaneously several phase space coordinate systems, either for modeling of different physical processes or within different spatial regions. This is used in the multiple coordinate system approach, 88 where several local magnetic coordinate systems are coupled within the same algorithm.
In the presented geometry, wave-particle interactions take place only in the narrow inner region between cuts A and B, where the rf beam is launched. Since the width of this region, ␦L, is small, collisions have a negligible effect on the particle orbits when compared to the effect of wave-particle interactions. Therefore, the collisionless Vlasov equation is solved in this region ͑Sec. IV͒. On the other hand, in the outer region between cuts A and B the amplitude of the rf field is small. Therefore, the effect of wave-particle interaction is neglected there and stochastic changes according to Coulomb collisions ͑pitch angle and energy scattering͒ are treated by solving the drift kinetic equation 89 ͑Sec. V͒.
IV. MAPPING RELATION FOR THE CASE OF WAVE-PARTICLE INTERACTION
A. Deterministic mapping
In the following, the wave-particle interaction will be assumed to be described by the 2D autonomous equation set such that the Jacobian of independent variables is an integral of motion. These properties are characteristic of both the original problem described by the Hamiltonian ͑12͒ and to the truncated problem described by the equation set ͑24͒. This equation set can also be made autonomous if the variable is viewed as an independent spatial variable satisfying the equation of motion ϭ2 Ϫ1/2 L Ϫ1 v ʈ , where v ʈ ϭ P z /m 0 . In both cases the system possesses an integral of motion (H or P z ) which is convenient to use as an independent variable, thus introducing the new noncanonical set of variables x i , xϭ(I Ќ ,,H,z) in the first case, and xϭ(w,, P z ,z) in the second case. The Jacobian of this set
does not have to be the constant of motion anymore. However, the quantity v ʈ J is a constant of motion. The characteristic functions X i (x,) of the equations of motion ẋ i ϭV i (x) ͓where, in particular, ẋ 3 ϭV 3 (x)ϭ0 and ż ϭV 4 (x) ϭv ʈ (x)], satisfy
With the help of these functions, a Lagrangian set of variables (u,) associated with the cut A is introduced as 
where the mapping of the invariant of motion u 3 is trivial, Û AB 3 (u)ϭu 3 . The definition of the inverse map Û BA i (u), which is a map from cut B to cut A, is the same as ͑43͒ up to exchanging indices A and B ( b is then negative͒. These two maps are linked by the relations Û BA (Û AB (u))ϭu and Û AB (Û BA (uЈ))ϭuЈ, where u are the variables associated with cut A and uЈϭÛ BA (u) are associated with cut B.
In the following, the truncated model is adopted for the study. In this model, particles which are reflected from the beam and return to the same cut do not exist ͓for the nontruncated model, the amount of such particles is small, see ͑20͔͒. Therefore, it is sufficient to consider only particles with v ʈ Ͼ0. The corresponding results for v ʈ Ͻ0 can be obtained using symmetry.
In order to obtain the relation between the phase space flux densities of particles entering the region of the beam through cut A,
, and the respective density of particles leaving the same region through cut
, where x B i ϭuЈ i for iϭ1,2,3 and x B 4 ϭz B , the following relation is derived using the conservation of the Jacobian J m along the orbit:
Taking a product of the relation ͑44͒ with the relation f (x B (uЈ))ϭ f (x A (u)) which follows from the constancy of the distribution function along the orbit, f (X(x,))ϭ f (x), and integrating over d 3 u both sides of the result weighted with ␦(uЉϪÛ AB (u)), the explicit ''unperturbed'' mapping relation is obtained ͑see also Ref. 72͒
Here, the following renotation has been made after the integration, uЉ→u, u→uЈ. A more explicit form of ͑45͒ is obtained by performing the trivial mapping over the invariant of motion u 3 ϭx
where the explicit notation of the variables, u 1 ϭx 1 ϭw and u 2 ϭx 2 ϭ, corresponds to the truncated problem, and where the dependencies on the invariant ͑parameter͒ u 3 ϭx 3 have been omitted. Note that these dependencies, as well as the dependencies on other problem parameters, enter the map Û AB (uЈ) only through the dimensionless parameters and ⍀, Eq. ͑23͒. Therefore, together with the arguments wЈ and Ј, the dimension of storage of these functions discretized on a given mesh is four. However, the smooth reconstruction of these functions with the help of interpolation is a formidable task because the dependencies on problem parameters are very steep ͑see Fig. 2 and Fig. 3͒ ; the changes in the derivatives may reach ten orders of magnitude.
B. Stochastic mapping in the discretized form
The problem is simplified, however, if one takes into account the phase relaxation during the motion outside the wave beam ͑see, e.g., Ref. 16 and references therein͒. As a result, ⌫ A (H) becomes independent of , ⌫ A (H) (w,) ϭ⌫ A (H) (w). Consequently, the phase dependence of ⌫ B (H) is of no interest since it will be smeared out by phase relaxation before the particles re-enter the beam. Thus, taking the average of ͑46͒ over , the system can be described in terms of phase averaged flux densities
defines the transition probability density from wЈ to w. Due to collisions, the flux density of particles which enter the beam, ⌫ A (H) , has a smooth behavior on the scale ⌬w Ӷͱ f / c w, where f is the typical flight time through the region outside the beam and c is the collision time. Therefore, ⌫ A (H) can be considered constant over this scale and relation ͑47͒ can be discretized. Introducing levels in w, w i ϭi⌬w, where iϭ0,1,2, . . . , and defining box averaged flux densities as
the flux density is discretized as follows:
where ⌰(x) is the Heaviside step function. Substituting ͑50͒ in ͑47͒ and calculating ͗⌫ B (H) ͘ i as defined in ͑49͒, yields
͑51͒
is the transition probability matrix normalized to 1
This matrix is obtained by mapping ''bands'' between levels in velocity space through the ECRH beam. It is defined as a ratio of the intersection area ͑see Fig. 5͒ of the image on cut A of the band between levels w i and w iϩ1 on cut B with the band between the levels w j and w jϩ1 on cut A, divided by the total band area.
Note that, in all realizable cases, the number of levels can be chosen in such a way that the distance between these levels, ⌬w, is much less than the standard deviation due to collisions after one passing outside the beam, ⌬w c ϳͱ f / c w. Considering, for instance, the case of a high temperature and high density plasma with T e ϭ10 K, n e ϭ10 14 cm Ϫ3 , for particles with thermal perpendicular motion, ⌬w c can be estimated as ⌬w c Ϸ4•10 Ϫ2 w T , where w T is the dimensionless thermal energy of the perpendicular motion ͑here, f ϭ2R/v T has been used where v T is the thermal velocity and Rϭ200 cm). In the worst case of the wave-particle resonance zone width equal to the thermal energy, choosing ⌬wϭ3.3•10 Ϫ3 w T ͑i.e., 300 levels͒ is sufficient to satisfy ⌬wӶ⌬w c .
In order to calculate the intersection areas, the matrix P AB i j is presented in the form
with
where the regions ⍀ A and ⍀ B on cuts A and B, respectively, are defined as follows:
The image ⍀ B Ј on cut A of the region ⍀ B on cut B is defined so that the point uЈϵ(wЈ,Ј)⍀ B Ј if the image point u ϵ(w,)⍀ B . Here, points u and uЈ are linked by the direct and inverse mappings, uϭÛ AB (uЈ) and uЈϭÛ BA (u), respectively. Thus, integrating with ␦-functions, Eq. ͑55͒ can be rewritten as along the contours M Np 1 ЈM and OPp 2 ЈO without need to take care of self-interactions while computing A i, j 1 . The contributions from the line integrals along the side boundaries, again, compensate each other. Thus, one has to integrate over the image of the line wϭw i ͑this is the line p 1 Јp 2 Ј) and over the line wϭw j only. Finally, using the value of as line parameter, A i, j is expressed as
This formula contains the contributions from all possible intersection regions (⍀ A പ⍀ B Ј ) k . Note that here the inverse mapping function Û BA is present ͑but not Û AB !). For the preloading of transition probability matrices, functions Û BA w (w i ,) and Û BA (w i ,) are obtained by numerical integration on an adaptive grid of values such that the strong dependence on is resolved ͑see Fig. 8 and Fig.  9͒ . Using now the discrete probabilities P AB i j of ͑52͒, the discretized analog for P AB (w,wЈ) of ͑48͒ is constructed as
Thus, the mapping relation is obtained in its final form as
͑61͒
The dependencies of the transition probability matrix P AB D on the parameters are obtained by a precomputation of this matrix using a grid of parameter values. A simple, piecewiseconstant dependence is used in further computations ͑no in- terpolation͒. This matrix is fully defined by the parameters and ⍀ ͑23͒. This, again, results in a four-dimensional storage. In the simple problem geometry assumed in the present paper, it is sufficient to perform the precomputation on an equidistant grid of the parameter 1/v ʈ . It should be mentioned that the main results of this section apply also to heating and current drive scenarios which are close to autoresonance, 84, 85, 29 N ʈ Ϸ1. In this case, the nontruncated system has to be considered. For this system, however, the full parametrization with four parameters is not possible. However, if the wave amplitude, the form factor, the wave vector, and the polarization vector ͑see Sec. II A͒ as well as the magnetic field strength stay unchanged for a specific problem geometry ͑in particular, the simple geometry in this paper͒, the dimension of the storage is three. In addition, care should be taken about the small amount of particles which are reflected from the beam.
The mapping relation for particles with negative parallel velocity ͑negative P z ) which expresses ⌫ A (H) through ⌫ B (H) is obtained in full analogy with ͑61͒. Forming a vector ⌫ H ϭ(⌫ A (H) ,⌫ B (H) ), both integral relations can be written in a symbolic form
Here, ⌫ H denotes particles which enter the beam and ⌫ H Ј denotes particles which leave the beam. It should be stressed that relation ͑62͒ maps one half of the hypersurface subvolumes ͑''area'' of cuts͒ to a different half, which has no intersections with the first one. These subvolumes correspond to different signs of particle velocity normal to the cuts. In order to form the equation for the flux density, this relation has to be combined with the mapping relation for the outer region derived in the next subsection. Due to the system periodicity, the combined relations finally map the subvolumes onto themselves, thus forming a mapping equation ͑see Sec. VI͒.
C. Limiting cases
The simplest form for the transition probability in Eq. ͑47͒ is obtained in the adiabatic approximation. Using Eq. ͑39͒, it can be written as
where ⌬w 0 is given by ͑38͒, ⌬wϭwϪ⍀ and ⌬wЈϭwЈ Ϫ⍀. Consequently, the transition probability matrix P AB i j becomes simple, P AB i j ϭ 1 2 (␦ i, j ϩ␦ i,2k 0 Ϫ j ) for k min Ͻi,jϽk max and P AB i j ϭ␦ i, j otherwise. Here, w k 0 ϭ⍀ is the position of the resonance zone in the linear case; w k min ϭ⍀Ϫ⌬w 0 and w k max ϭ⍀ϩ⌬w 0 define the boundaries of the nonlinearly broadened resonance zone. In the quasilinear limit, a significant distortion of the distribution function is achieved in the long-mean-free-path regime only, when also collisions only weakly modify the particle velocity during the time needed to re-enter the wave beam. In this case, the equation governing the evolution of the distribution function is a diffusion equation containing two diffusion operators, a quasilinear operator and collision operator. The quasilinear operator can be obtained neglecting first the collisions during the particle flight outside the beam, thus, assuming the phase space particle density on cut A at the time moment tϩ b to be the same as the density on cut B at the time moment t, ⌫ A (H) (tϩ b ,w)ϭ⌫ B (H) (t,w) ϵ⌫(t,w), where b ϭL/͉v ʈ ͉ is the particle return time to the beam ͑''bounce'' time͒. Using ͑47͒, it can be rewritten as spect to w, the change of ⌫ during the bounce time is small. Therefore, using the usual Fokker-Planck procedure, one can expand the right-hand side of ͑64͒ up to the linear order with respect to the new integration variables ⌬tϭtϪt 0 and up to the quadratic order with respect to ⌬wϭwϪw 0
Taking into account the fact that b , v ʈ , and J are independent of w and using ͑65͒, ͑33͒, and ͑36͒, the bounceaveraged quasilinear equation is obtained
͑Color͒ Color density plots of the transition probability matrix, P AB i j , from the quasilinear case ͑top͒ to the nonlinear case ͑bottom͒ with decreasing values of vʈ . The corresponding values of the nonlinearity parameter, ⑀ NL at wϭ⍀ are 0.17 (wϭ0.39), 1.3 (wϭ8.3), 2.1 (wϭ18.5), respectively. Abscissas correspond to the value of the dimensionless canonical perpendicular action w when entering the rf beam and ordinates to the value of the same quantity after the transition.
FIG. 11. ͑Color͒
Color density plots of the transition probability matrix, P AB i j , from the nonlinear case ͑top͒ to predictions of the adiabatic theory ͑bottom͒ with increasing values of the nonlinearity parameter, ⑀ NL , i.e., decreasing values of vʈ . For the two first plots, the corresponding values of the nonlinearity parameter, ⑀ NL at wϭ⍀, are 3.7 (wϭ34.3), 5.8 (w ϭ53.7), respectively. The last plot corresponds to values ⑀ NL ӷ1. Abscissas correspond to the value of the dimensionless canonical perpendicular action w when entering the rf beam and ordinates to the value of the same quantity after the transition. 90 This term, which describes ponderomotive effects, 79 vanishes only after averaging over the complete collisionless motion in the axially symmetric systems ͑including, e.g., the banana toroidal rotation in tokamaks͒. In cases when such an averaging is not possible ͑nonaxisymmetric systems, regimes with collision frequency higher that the banana rotation frequency in symmetric systems͒ the ''convection-free'' form of the quasilinear diffusion operator cannot be assumed.
In Fig. 10 and Fig. 11 color density plots of the transition probability matrix P AB i j computed for different v ʈ values are presented. In these figures, the three different interaction regimes can be easily distinguished. The top picture in Fig. 10 characterizes the ͑quasi͒linear regime where the particle transverse energy is just slightly modified due to the weak interaction with the wave field. With decreasing v ʈ , the probability for a change of the energy of the perpendicular particle motion increases together with the nonlinearity of the wave-particle interaction. The two last pictures in Fig.  11 show results for strongly nonlinear wave-particle interaction where the adiabatic theory is formally valid. The one in the middle is the result of the computation according to the method presented in Sec. IV B, whereas the one on the bottom is the result predicted by adiabatic theory. The difference in their structure is due to the particle phase memory in the beam ͑''phase bunching'' 57 ͒, an effect which is discarded within adiabatic theory.
V. MAPPING RELATION FOR THE OUTER REGION
In the region outside the beam, z B ϽzϽz A , where z B ϭ0 and z A ϭL, besides the drift, the particle velocity experiences only stochastic changes by Coulomb collisions. In this region, the drift kinetic equation
is to be solved, where
is the Coulomb collision operator. Here, v is modulus of the velocity and ϭarctan(v Ќ /v ʈ ) is the pitch angle. The expressions for the components of the Coulomb diffusion tensor D vv and D are given, e.g., in Ref. 91 . The operator L C can be presented also in cylindrical coordinates (v Ќ ,v ʈ ) using an appropriate covariant tensor transformation. In cylindrical coordinates, the mapping relations for the pseudoscalar phase space flux densities through the cuts A and B,
, can be formally written through propagators ͑transition probability densities͒ as follows:
These propagators are connected with the solutions of Eq. ͑69͒ in terms of Green functions g Ϯ ϭg Ϯ (v Ќ0 ,v ʈ 0 ;z,v Ќ ,v ʈ ,t) which satisfy the boundary conditions g Ϯ ϭ0 for tϭϪ0 and at infinite boundaries of the velocity space. In the coordinate space, the boundary conditions are
The connection between the transition probability P and the Green function g is the following:
͑76͒
Forming again, in analogy with Sec. IV B, a vector ⌫ O ϭ(⌫ A ,⌫ B ), the sum-integral relation ͑71͒ can be written in a symbolic form
͑77͒
Here, the prime denotes the same half-hypersurface as in ͑62͒.
VI. MONTE CARLO ALGORITHM
The mapping relations ͑62͒ and ͑77͒ correspond to different coordinate systems in the phase space, coordinates u ϭ(w,, P z ; P y ,y) and vϭ(v Ќ ,,v ʈ ;x,y), respectively ͑here, the coordinates after the semicolon correspond to the coordinates of the intersection of the field line with the cut and are treated as parameters͒. Therefore, the pseudoscalar phase space flux densities, ⌫, are not identical for the same physical point, since they differ by the Jacobian of the coordinate change. Introducing the operator M of the coordinate change from v to uϭU(v), one obtains
Writing the inverse coordinate mapping as M Ϫ1 and combining relations ͑62͒ and ͑77͒, the mapping equation in a symbolic form is
This integral form of the kinetic equation is a Fredholm second kind integral equation which can be solved using the Monte Carlo ͑MC͒ method by averaging over a Markov chain. The corresponding solution of the homogeneous integral equation is
) is some initial value of ⌫ O . For K being large enough, the result of k steps, P k ⌫ O (0) , does not depend on the initial value. Following only one chain corre-
Within the algorithm, it is convenient to sample the particle position stepwise, performing samplings of each process in its convenient coordinate system. The sequence of corresponding samplings is given in Eq. ͑79͒ by the inverse sequence of operators. The algorithm for sampling the new value of the particle energy after it passed through the radiation beam is determined by the transition probability densities ͑TPD͒ P AB D (w,wЈ) and P BA D (w,wЈ), which have been precomputed before the actual Monte Carlo run ͑see, e.g., Ref. 92 for sampling algorithms for processes with an explicit TPD͒. For particle motion in the outer region, instead of a precomputed propagator, a conventional Monte Carlo procedure is used to solve the drift kinetic equation. 93 In the simple problem geometry of the present paper, the propagators in ͑76͒ can be sampled by a few steps of this algorithm ͑depending on the collisionality regime͒ because the collisionless particle motion can be described analytically. For more realistic geometries, the limitations of the computational speed caused by integrating the drift motion can be avoided in the long mean-free-path ͑LMFP͒-regime using the stochastic mapping technique. 72, 74, 75 Denoting the cut index and the velocity components on the cut after the kth complete Monte Carlo step with C k where C k ϭA or B and v Ќk and v ʈ k , respectively ͑here k ϭ1,2,3, . . . ,K), the statistical estimate of the solution ͑80͒ is written as
where C is either A or B. Practically, various phase space integrals
are computed within the Monte Carlo procedure. In particular, box averages of the phase space flux density ⌫ are computed using a (V Ќi , V ʈ j ) mesh in velocity space with
Here, ⌬V Ќ ϭV Ќiϩ1 ϪV Ќi and ⌬V ʈ ϭV ʈ jϩ1 ϪV ʈ j . The separation of the computation of the nonlinear particle orbits from the computation of the distribution function ͑particle phase space flux density͒ permits a fast computation of this quantity with good resolution in phase space.
The field line integrated absorbed power density, P abs ϵ͐dz P abs , is computed by directly evaluating the second moment of the distribution function within the Monte Carlo procedure. In fact, P abs corresponds to the difference between the incoming and the outgoing energy flux densities ͑a similar expression for the absorbed power density is given in Ref. 52͒ in between the cuts A and B of Fig. 4 P
For the purpose of comparison, also the bounce-averaged quasilinear equation
has been solved, where the Coulomb collision operator and the bounce-averaged quasilinear operator, L C and L QL are given by Eqs. ͑70͒ and ͑67͒, respectively. A Monte Carlo procedure has been used, which is similar to procedures in Refs. 70, 71, and 94.
VII. RESULTS OF THE MODELING
Integrating the energy conservation law, ٌ•Sϩ P abs ϭ0, with S being the Poynting flux, along the magnetic field line, a nonlinear differential equation for the wave amplitude is obtained
Here, f y and f z are components of the polarization vector ͓see Eq. ͑1͔͒. Equation ͑86͒ is solved numerically using a Runge-Kutta algorithm. Here, the model assumption is used that the beam shape is not changed by the absorption. Combining the results of Eq. ͑84͒ and Eq. ͑86͒ allows for a selfconsistent computation of profiles of the wave amplitude, E 0 , of the absorbed power density, P abs , of the nonlinear absorption coefficient, 60 ␣ NL ϭ P abs /S x , and of the optical thickness, ϭ 1 2 ͐ 0 x ␣ NL (xЈ)dxЈ, as functions of the major radius.
For computing the profiles of power deposition, optical thickness, and other quantities associated with wave propagation and absorption, the magnetic field geometry introduced in Sec. III has been extended to slab geometry where the magnetic field, the plasma density, and the temperature are assumed to vary as
respectively, where B 0 ϭ2.5 T corresponds to the nonrelativistic second harmonic resonance zone, 2 c0 ϩϭ0. The beamwidth is taken to be L b ϭ2 cm. Other parameters used for numerical computations are typical for a medium size fusion device with a plasma major radius of R 0 ϭ200 cm, a minor radius of aϭ20 cm, and a central temperature of T e0 ϭ3 keV. The electron densities are chosen in the range 10 13 -10 14 cm Ϫ3 .
A. The electron distribution function
In Fig. 12 , results for the electron distribution function f (v Ќ ,v ʈ ) are shown for computations with the nonlinear and the quasilinear model using identical parameter values. In the nonlinear case, the distribution function is given on cut B. As expected for present day power levels, in both cases, a plateau-like structure is formed in the resonance zone which becomes more pronounced with decreasing collisionality. The width of the plateau in the nonlinear case is larger due to the nonlinear broadening of the resonance zone. At the same time, due to collisions the distribution is asymmetric in the nonlinear case because, on cut B, particles with negative parallel velocity arrive from the outer region where collisions tend to thermalize the distribution function. In addition, the distribution function of particles with v ʈ Ͼ0 locally has positive derivatives over v Ќ which is the consequence of the combined effects of the nonlinear wave-particle interaction and collisions. Without collisions this derivative is zero in the resonance zone. With increasing collisionality, the regions with positive ‫ץ‬ f /‫ץ‬v Ќ become more pronounced. This effect is a common feature of the nonlinear wave-particle interaction ͑see, e.g., Ref. 55͒. Here, it can be explained in terms of the adiabatic theory using the mapping relation ͑63͒. This relation transforms the distribution function of particles entering the beam, f A (w), to a distribution function of outgoing particles, f B (w)ϭ( f A (w)ϩ f A (⍀Ϫ2w))/2, which is symmetric around the resonance point, wϭ⍀. The function f B (w) has a region with positive derivative whenever f A (w)
is not a linear function. Generally speaking, the presence of such regions may cause the electron Bernstein wave ͑EBW͒ instability, although this question still has to be clarified by studying the EBW increments corresponding to such distributions, but this is not the subject of the present paper.
In Fig. 13 , the distribution of power gained by particles from the radiation beam, P ϩ , is plotted as a function of particle positions in phase space before they enter the beam. In the general case, this quantity is given as
where ͗⌬W Ќ (v Ќ ,v ʈ )͘ is the average over the initial phase of the change of the energy of the perpendicular particle motion after it has passed through the beam as a function of the particle velocity before this passing. Here, CϭA for v ʈ Ͼ0 and CϭB for v ʈ Ͻ0. In the quasilinear case, this quantity can be expressed through the bounce-averaged quasilinear diffusion coefficient ͑68͒ as
For both models, on average, particles with energies below the resonant value gain energy, while particles with energies above the resonant value lose energy. The difference in the width of the energy exchange region arises from the nonlinear broadening of the resonance zone. In the quasilinear model, it shrinks to a point with decreasing parallel velocity, whereas it stays of constant width in the nonlinear model. In Fig. 14 the half-sum of the power gained by particles, P S ϭ(P ϩ ϩP Ϫ )/2, is plotted, taken as a function of the particle position before, P ϩ , and after, P Ϫ , passing the beam. In the quasilinear case this quantity is given by
It corresponds to the energy flux density in velocity space due to rf diffusion. In the long-mean-free-path regime this quantity corresponds to the power loss from resonant electrons to the background plasma through Coulomb collisions. One can observe that this quantity is positive in both cases considered.
In Fig. 15 integrals of P ϩ , P Ϫ , and P S over the velocity modulus v taken with the factor v 2 /v Ќ in the subintegrand versus the pitch angle are shown. In Fig. 16 integrals of P ϩ and P Ϫ over the perpendicular velocity v Ќ versus the parallel velocity v ʈ are shown. The first kind of integrals corresponds to the pitch angle distribution of the power absorbed by electrons after a single passing of the wave beam. A striking difference is seen between the nonlinear and the quasilinear model. In particular, a large amount of energy is circulating between the wave beam and electrons in the region 60°ϽϽ120°. At the same time, the effect of energy circulation in velocity space cannot be seen in Fig. 16 because of averaging over the perpendicular velocity. The integrals of P ϩ and P Ϫ over the perpendicular velocity are the same and correspond to the actual power lost by resonant particles to the background due to collisions. Note that Fig.  16 is similar to the last picture ͑bottom͒ in Fig. 15 . The maximum of absorption in these figures corresponds to the region where the effects of rf interaction and of collisions on the distribution function approximately match each other. For higher parallel velocities ͑pitch angles closer to 0°or 180°), the rf interaction is weak and the amount of deposited power is reduced, whereas for small parallel velocities ͑pitch angles closer to 90°) the rf interaction dominates and produces the plateau on the distribution function which, as a result, leads to a strong reduction of the absorbed power ͑the linear theory predicts the maximum of the absorption by particles with pitch angles equal to 90°). Note that the power absorption in the region of small parallel velocities is increased in the nonlinear case when compared to the quasilinear.
In the case of plasma heating in a nonuniform magnetic field of fusion devices, the process of wave-particle interaction in the region of pitch angles close to 90°is accompanied by the generation of magnetically trapped particles which may cause convective particle and energy transport in stellarators. 68 The importance of the detailed structure of such a suprathermal particle source for the profiles of convective particle and energy fluxes has been demonstrated, in particular, in Ref. 75 .
B. Power absorption
In order to study the reduction of the absorbed power density P abs and, respectively, of the absorption coefficient ␣ NL as compared to results of the linear theory, besides the nonlinear model of this paper and the quasilinear model discussed in Sec. IV C, the following models have been used for the computation of ␣ shown in Fig. 17 and Fig. 18 . The first two models correspond to the often used assumption that the distribution of electrons which enter the wave beam is Maxwellian. The respective curves in Fig. 17 and Fig. 18 are denoted as ''͑Maxwell͒'' in the legends. To some extent, this assumption models the exact particle dynamics in the outer region in the case of a short mean-free-path regime. In addition, the adiabatic model has been examined within the present approach where the TPD P AB has been taken in the simplified ''adiabatic'' form ͑63͒. The corresponding curves are labeled with ''adiabatic'' in the legends. The linear absorption coefficient has been obtained using the fully relativistic computation of Refs. 95 and 96 modified here for the finite plasma density case.
As one could expect, absorption coefficients obtained FIG. 17 . Profiles of the absorption coefficient ␣ along the major plasma radius R for the input power value P b ϭ4 kW and different plasma densities and constant amplitude of the wave electric field.
FIG . 18 . Profiles of the absorption coefficient ␣ along the major plasma radius R for the input power value P b ϭ400 kW and different plasma densities and constant amplitude of the wave electric field.
using a Maxwellian only weakly depend on plasma density through such a dependence of the polarization vector ͉ f Ϫ ͉ and of the refractive index N Ќ . The reduction of this coefficient is purely due to nonlinear effects 57, 49, 50 which limit the maximum change in perpendicular velocity of electrons to the width of the resonance zone ⌬v Ќ ϳ(cv E ) 1/2 . With changing power from 400 to 4 kW, the ''adiabatic Maxwellian'' absorption coefficient increases approximately 3 times. In order to analyze these dependencies, it is sufficient to study the case when both the linear width of the resonance zone over perpendicular velocity which is due to the finite beam width, L b , and the nonlinear width are much smaller than the value of the perpendicular velocity on the resonance line, v Ќr . Integrating Eq. ͑90͒ over v Ќ , and dividing the result by S x , Eq. ͑86͒, one obtains
where the Maxwellian distribution function, f M , has been expanded up to the linear order term over (v Ќ Ϫv Ќr ), and the absorption for distribution functions which are constant with respect to v Ќ is set to zero. Here, in the factor in front of the integral, n 0 c0 Ϸ was used, and the scaling factor s is defined in Sec. II A. In the adiabatic limit, ͗⌬w͘ϭ(⍀ Ϫw) for ͉wϪ⍀͉Ͻ⌬w 0 Ϸ4ͱ⍀/ ͓see Eq. ͑38͔͒ and ͗⌬w͘ϭ0 otherwise. In the quasilinear limit, ͗⌬w͘ is given by ͑36͒. Calculating the integral for both cases (⍀ӷ1 should be used in the quasilinear case͒, one obtains
in the adiabatic and the quasilinear case, respectively. Equation ͑95͒ follows also from the integration of Eq. ͑92͒. Absorption coefficients ␣ A and ␣ L are defined by integrals of the pertinent ␣ ʈ Ј over v ʈ . Computing the ratio of the adiabatic Maxwellian absorption coefficient to the linear coefficient, one obtains the scaling
where ⑀ NL is given by ͑26͒. This ratio scales with power as P
Ϫ1/4
, which explains the increase in the adiabatic Maxwellian absorption coefficient ͱ10Ϸ3 times with decreasing power. At the same time, the absorption coefficient computed within the approach of the present paper for a Maxwellian distribution does not follow this simple scaling because the adiabatic theory is never applicable in velocity space as a whole.
The effects of the nonlinear ͑quasilinear͒ plateau formation appear to have much stronger influence on the absorption coefficient in the cases considered here. The reduction of the nonlinear absorption coefficient in the high power case ( Pϭ400 kW) as compared to the linear coefficient is 44, 18, and 5.6 times for the density values 10 13 cm Ϫ3 , 3
•10 13 cm Ϫ3 , and 10 14 cm Ϫ3 , respectively. ͑The absorption coefficients are compared at Rϭ19 cm, which corresponds to the maximum of the linear absorption coefficient.͒ Roughly, the nonlinear absorption coefficient scales with density, i.e., it is proportional to the collisionality. Results with a non-Maxwellian distribution function obtained using the quasilinear or the adiabatic model have approximately the same scaling. In the cases considered here, they give values of the same order, as compared to the general nonlinear case. At the same time, the discrepancy can be observed at the highest density which corresponds to the shortest mean-free-path regime. In this case, the quasilinear model underestimates the power absorption. It should be noted that ''long mean-free-path'' regimes here are not the same as in the neoclassical transport theory because the mean-free path should be compared to the length which is needed by the field line to re-enter the wave beam. This length can be much longer than the tokamak connection length in the case of off-axis heating. ear approximations. As a result of the reduction of the absorption coefficient, a broadening of the absorption profile occurs which is more pronounced for lower plasma densities. As a consequence, for the density value n e ϭ3•10 13 cm Ϫ3 , the radiation ''shine-through'' occurs in the case where the linear theory predicts the complete wave absorption ͑optical depth ϭ22.5; see Fig. 20͒ . It should be noted that, in this particular case, the nonlinear and the quasilinear model give similar results despite the different pictures of power deposition in the velocity space ͑see Sec. VII A͒. This coincidence, of course, is not always the case ͑see Fig. 17 and Fig.  18͒ .
VIII. DISCUSSION AND CONCLUSION
A numerical approach for modeling of ECRH which consistently takes into account nonlinear wave-particle interaction has been developed. The main focus of this approach has been on the proper description of wave-particle interaction. Therefore, the particle dynamics outside the wave beam has been assumed as simple as possible. The results of computations with such a model show that the distortion of the particle distribution function from Maxwellian is strong for parameters typical for present day ECRH experiments. This leads to a reduction of the absorption, a consequent broadening of the absorption profile or even an incomplete absorption. Such effects can, in principle, be expected from the quasilinear theory where a Fokker-Planck equation is assumed to be valid. At the same time, the distortion of the particle distribution function is essentially different from what is expected from the quasilinear theory. Therefore, effects which are essentially dependent on details of the wave absorption in phase space such as current drive or the generation of suprathermal trapped particles in stellarators have to be properly described using the nonlinear model of the rf interaction. For example, preliminary results of current drive computations using the linear, the nonlinear, and the quasilinear models 97 show a significant difference in the values of the current density and the current drive efficiency from all three models for parameter values typical for modern experiments.
The positive derivative of the distribution function indicates that nonlinear effects of ECRH may cause the electron Bernstein wave instability. In fact, in high power ECRH experiments on the stellarator W7-AS, 98 bursts of the nonthermal electron cyclotron emission have been observed. At the same time, they cannot be uniquely attributed to the mechanism described here, because in those experiments the magnetic drift of the suprathermal electrons also could be a cause of positive derivatives of the electron distribution function.
It should be noted that, besides the case of heating using the second harmonic X-mode resonance considered here, another practically important case, the fundamental ordinary mode resonance, 49, 50, 82 is also described by a Hamiltonian with two parameters as in Eq. ͑22͒. Therefore, the approach of this paper is fully applicable also in that case.
The assumptions on the geometry of the magnetic field used in this paper are not essential and the consideration of a realistic situation is straightforward. Especially for realistic magnetic field configurations, the propagator P c can be sampled using the stochastic mapping technique. 72, 75 Note that the account of a realistic geometry may change significantly the physical picture of absorption. For example, the distribution function of magnetically trapped particles will be essentially different from the distribution of passing particles because, in the region of the wave beam, these particles reenter the wave beam during each bounce oscillation, while passing particles need many bounce oscillations to do so. Effectively, this means that the ''connection length'' is much shorter for trapped particles than for passing particles. Thus, one can expect a plateau formation on the distribution of trapped particles and a consequent strong reduction of power absorption by these particles. Such an effect is fully ignored in bounce-averaged Fokker-Planck codes where, in addition, averaging over the toroidal angle is also applied to the kinetic equation.
In the present paper, a model assumption for the computation of absorbed power profiles has been used where the beam does not change its shape due to absorption. Certainly ͑see Ref. 49͒, this assumption will not always hold in realistic situations; therefore, these results may have only a qualitative nature. There are two mechanisms which would influence the beam shape. The first one is connected with different values of the field line integrated absorbed power density for field lines crossing the beam with different impact parameters ͑the same x but different y coordinates͒. Since the value of E 0 is maximal for yϭ0, the degradation of the absorption coefficient with respect to the linear absorption coefficient is maximal for the ray with impact parameter yϭ0. Thus, the beam will be absorbed stronger at the edges than in the center, and, as a result, will shrink over y. Finally, this may result in such a narrow profile that diffraction effects will become important. Note that different degradation of the absorption coefficient for rays with different impact parameters need not be a pure consequence of nonlinear effects only. If the distribution function is different for different field lines, the difference in quasilinear degradation will also be essential. This is the case in tokamaks if toroidally trapped particles play a role in the absorption.
Another type of wave-particle interaction effects on the beam profile is due to the nonlocal redistribution of energy by resonant particles along the magnetic field line. In particular, this kind of effect may cause the nonlinear refraction of the O-mode beam. 49 These effects of beam deformation can be taken into account within the present approach. For example, the first kind of ''beam shrinking'' effects does not require a modification of equations of motion ͑24͒ and ͑25͒ ͑and of the storage͒, because the beam shape in the y direction can be arbitrary ͓see Eq. ͑1͔͒.
It should be stressed that nonlinear wave-particle effects will be increasingly important in reactor-scale applications of ECRH and ECCD. This can be easily seen from the scaling of the nonlinearity parameter, Eq. ͑26͒, which increases with the size of the device and with the value of the main magnetic field. Therefore, a proper theoretical description of these effects is necessary.
