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On the Linear and Hereditary Discrepancies†
JIRˇI´ MATOUSˇEK
We exhibit a set system S0 such that any set system containing it has linear discrepancy at least 2.
c© 2000 Academic Press
Let V be a finite set and S ⊆ 2V be a system of subsets of V . The incidence matrix A of
(V,S) has rows indexed by the sets of S and columns indexed by the points of V . The column
corresponding to a point v ∈ V is denoted by av .
A coloring of V is a mapping χ : V → {−1,+1}. The discrepancy of S, denoted by disc(S),
is given by
disc(S) = min
χ
disc(χ,S),
where the minimum is over all colorings χ of V and disc(χ,S) = maxS∈S |χ(S)|, with
χ(S) =∑v∈S χ(v). The hereditary discrepancy of S, denoted by herdisc(S), is
herdisc(S) = max
U⊆V disc(S|U ),
where S|U = {S ∩ U : S ∈ S}. (In the following, by saying that a set system S contains a
set system S ′ we mean that S ′ ⊆ S|U for some subset U of the ground set of S.)
The linear discrepancy arises in the following ‘rounding’ problem. Each point v ∈ V is
assigned a weight wv ∈ [−1, 1]. We want a coloring of V for which the sum of the colors in
each set S ∈ S is close to the total weight of its points. The discrepancy of S with respect to
the given weights is thus
min
χ :V→{−1,1}maxS∈S
|χ(S)− w(S)|,
and the linear discrepancy of S is the supremum of this quantity over all choices of the weight
vector w ∈ [−1, 1]V .
These definitions can be expressed in terms of the incidence matrix A of S, and in that form,
they can be used to define the various discrepancies for arbitrary real matrices A. Namely, for
an m × n matrix A we have
disc(A) = min
x∈{−1,1}n ‖Ax‖∞,
herdisc(A) = max
B
disc(B)
where B ranges over all submatrices of A, and
lindisc(A) = max
w∈[−1,1]n
min
x∈{−1,1}n ‖A(x − w)‖∞.
The linear and hereditary discrepancies were considered by Lova´sz et al. [3] (also see [4] or
[1] for background on combinatorial discrepancy theory). We should remark that they use 0/1
colorings instead of −1/+1 colorings, and thus their discrepancy quantities differ from ours:
to translate their notions of discrepancy to our setting, all discrepancies must be multiplied by
two (for example, for the usual discrepancy, in our setting we round 0s to ±1s, while Lova´sz
et al. round 12 s to 0s or 1s).
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They proved that
lindisc(A) ≤ 2 · herdisc(A)
for any matrix A (and consequently for any set system). (Recently, Doerr [2] improved this
slightly, to the near-tight estimate lindisc(A) ≤ 2(1− 12m ) herdisc(A), where m is the number
of rows of A.)
Conversely, one can ask whether the hereditary discrepancy can be bounded by a function
of the linear discrepancy. For real matrices, this is not the case: Lova´sz et al. [3] exhibited
matrices A for which lindisc(A) ≤ 1 while herdisc(A) is as large as desired; their example is
the single-row matrix (1, 2, 22, . . . , 2n−1).
Here we consider this question for set systems. That is, do there exist set systems with linear
discrepancy bounded by some constant M and with arbitrarily large hereditary discrepancy?
In other words, are there set systems with arbitrarily large discrepancy that can be extended, by
adding new points, to systems with linear discrepancy at most M? If yes, one can further ask
whether every set system can be extended to a set system with linear discrepancy at most M ,
or whether there are set systems that force high linear discrepancy of any system containing
them.
It seems tempting to believe that any set system can be extended, by adding enough new
points to each of its sets, to a set system of linear discrepancy at most 1. Here we show that
this is not the case, by exhibiting a set system forcing linear discrepancy at least 2 for any
system containing it. In fact, we show it for the ‘restricted linear discrepancy’ lindisc1, for
which the weight of each point is restricted to be −1, 0, or +1. By the method of Lova´sz et
al. [3] (also see Spencer [4]), it is easy to check that lindisc1(S) ≤ lindisc(S) ≤ 2 lindisc1(S).
THEOREM. There exists a set system S0 such that lindisc(S) ≥ lindisc1(S) ≥ 2 for any S
containing S0.
Of course, this lower bound is rather weak; the obvious open problem is how to improve it
(or how to show a constant upper bound).
PROOF. As we will see below, any S0 with the following properties will do:
(i) Each set of S0 has an even size.
(ii) The number of sets is strictly larger than the number of points.
(iii) The discrepancy of S0 is nonzero (and thus at least 2), and this holds not only for
colorings of points by ±1, but also for colorings by arbitrary odd integers.
(iv) The system S0 is closed under real linear combinations of points; that is, the real vector
space generated by the columns of the incidence matrix A0 of S0 contains no 0/1 vector
distinct from the columns of A0.
A simple example of such an S0 is the system of all nonempty subsets of {1, 2, . . . , 5}
of even cardinality. Checking (iii) is straightforward. Concerning (iv), let a1, . . . , a5 be the
column vectors of the incidence matrix, and suppose that
∑5
i=1 αi ai is a 0/1 vector. For any
i < j ≤ 5 there is a row with 1s in columns i and j and 0s elsewhere, and so αi +α j ∈ {0, 1}.
Similarly we find that αi +α j +αk +α` ∈ {0, 1} for any four distinct indices i, j, k, `. Hence
if, say, α1 + α2 = 1 then α3 = α4 = α5 = 0 and either α1 = 0 or α2 = 0. This shows that S0
is closed under real linear combinations of points.
It remains to prove that lindisc1(S) ≥ 2 for any S containing an S0 satisfying (i) through (iv).
Let V be the ground set of S and V0 ⊆ V the ground set of S0. We suppose that |S| = |S0| =
m > |V0|.
Linear discrepancy 521
We define suitable weights of the points of V . We first choose a vector y ∈ Rm with the
following property: for any vector a ∈ {0, 1}m , yT a = 0 holds if and only if a is one of the
columns of the incidence matrix A0 of S0. Such an y must be perpendicular to the subspace
of Rm generated by the columns of A0, which has dimension smaller than m by (ii). Since
this subspace contains no other 0/1 vector by (iv), y can be chosen in such a way that it is
perpendicular only to the columns of A0.
Having chosen y, we define the weight vector w = (wv : v ∈ V ). For v ∈ V0, we put
wv = 0, and for v ∈ V \ V0, we let
wv =
{
1 if yT av ≥ 0
−1 if yT av < 0,
where av is the column of v in the incidence matrix of S.
Let x ∈ {−1, 1}V be a vector corresponding to a coloring of V . Since the components of
x − w corresponding to points in V \ V0 are even integers and since each set of S0 has even
size, the entries of A(x −w) are even integers. Hence, it suffices to show that A(x −w) 6= 0.
Supposing for contradiction that A(x − w) = 0, we calculate
0 = yT A(w − x) =
∑
v∈V
yT av(x − w)v.
By the definition of w, one can check that all the addends on the right-hand side are smaller
than or equal to 0, and therefore all of them are 0. Consequently, (x − w)v = 0 for all
v ∈ V \ V 0, where V 0 = {v ∈ V : av = au for some u ∈ V0}. Thus, the vector x −w can be
viewed as a coloring of V0 by odd integers, where v ∈ V0 receives the color
xv +
∑
u∈V 0\V0: av=au
(xu − 1).
By property (iii) of S0, some set has nonzero discrepancy under this odd-integer coloring, and
so A(x − w) 6= 0. This completes the proof. 2
REMARK. The behavior of the linear discrepancy exhibited by the theorem does not look
very nice. Perhaps a more natural notion of ‘rounding’ discrepancy would be the analog of
the linear discrepancy with the weights restricted to the interval [− 12 , 12 ] instead of [−1, 1]. In
this way, there is always room for changing the value in both directions by rounding. It is easy
to show that for this modified linear discrepancy, any set system can be extended to a system
with modified linear discrepancy at most 1 by adding enough new points.
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