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THE NEUMANN PROBLEM FOR HIGHER ORDER ELLIPTIC
EQUATIONS WITH SYMMETRIC COEFFICIENTS
ARIEL BARTON, STEVE HOFMANN, AND SVITLANA MAYBORODA
Abstract. In this paper we establish well posedness of the Neumann problem
with boundary data in L2 or the Sobolev space W˙ 2
−1, in the half space, for
linear elliptic differential operators with coefficients that are constant in the
vertical direction and in addition are self adjoint. This generalizes the well
known well-posedness result of the second order case and is based on a higher
order and one sided version of the classic Rellich identity, and is the first
known well posedness result for a higher order operator with rough variable
coefficients and boundary data in a Lebesgue or Sobolev space.
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1. Introduction
In this paper we will establish well posedness of the Neumann problem in the
half-space Rn+1+ , with boundary data in the Lebesgue space L
2(Rn) or the Sobolev
space W˙ 2−1(R
n), for certain elliptic differential operators of the form
(1.1) Lu = (−1)m
∑
|α|=|β|=m
∂α(Aαβ∂
βu).
Specifically, we will consider self-adjoint operators associated with coefficients A
that are t-independent in the sense that
(1.2) A(x, t) = A(x, s) = A(x) for all x ∈ Rn and all s, t ∈ R.
The Neumann problem has traditionally been regarded as more difficult than the
Dirichlet problem. Indeed in two important cases, well posedness of the Dirichlet
problem with boundary values in a Lebesgue or Sobolev space is known, but well
posedness of the Neumann problem is not: in the case of second order operators with
real t-independent coefficients [HKMP15b, HKMP15a] and in the case of constant
coefficient higher order operators in Lipschitz domains [PV95, Ver96].
In the case of higher order operators of the form (1.1) with variable t-independent
coefficients, we can bound Dirichlet boundary values in a way that we cannot at
present bound Neumann boundary values. See Theorem 5.1 below. We will use
good behavior of Dirichlet boundary values to establish well posedness of the Neu-
mann problem; we cannot at present use the same arguments to establish well
posedness results for the Dirichlet problem because we lack corresponding bounds
on the Neumann boundary values. See Remark 5.4.
Indeed, even formulating the higher order Neumann problem is a difficult matter.
Recall that in the second order case, the Neumann boundary value of a solution
u to − divA∇u = 0 is the conormal derivative ν ·A∇u = 0, where ν is the unit
outward normal derivative; this is preferred to the normal derivative ν ·∇u because,
by the divergence theorem, we have a weak formulation
(1.3)
ˆ
∂Ω
ϕν ·A∇u dσ =
ˆ
Ω
∇ϕ ·A∇u for all ϕ ∈ C∞0 (Rn+1).
Some complexities are already apparent: it is often the case that an operator L
may be written L = − divA∇ for more than one choice of coefficient matrix A,
and different choices of coefficients A lead to different boundary values ν ·A∇u.
In the second order case, we can often eliminate this ambiguity, for example
by requiring that A be self-adjoint. In the second order self-adjoint case the L2-
Neumann problem with t-independent coefficients is well posed; see [KP93]. If A is
not self-adjoint, we still do not know whether the Neumann problem is well posed,
even for second order operators with real t-independent coefficients.
In the higher order case, L may be associated to multiple self-adjoint coefficient
matrices A. For example, the biharmonic operator L = ∆2 may be associated with
coefficients A such that∑
|α|=|β|=2
∂αv Aαβ ∂
βw = ρ∆v∆w + (1− ρ)
n+1∑
j=1
n+1∑
k=1
∂2jkv ∂
2
jkw
for any real number ρ. Notably, the Neumann problem for the biharmonic operator
(as studied in [Ver05]) is well posed for some values of the parameter ρ and ill posed
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for others. Thus, we will establish well posedness of the Neumann problem under
a boundary ellipticity condition (the bound (2.5) below) that is somewhat more
restrictive than the ellipticity condition (2.1) standard in the theory.
Another complication arises in generalizing the formulation (1.3) to the higher
order case. Notice the appearance of the Dirichlet boundary values ϕ
∣∣
∂Ω
of ϕ on
the left-hand side of formula (1.3). The Neumann boundary values are then dual
to the Dirichlet boundary values. Thus, different formulations of the Dirichlet
problem lead to different formulations of the Neumann problem. If we let the
Dirichlet boundary values of ϕ be (ϕ, ∂νϕ, . . . , ∂
m−1
ν ϕ), where ∂ν denotes the partial
derivative in the normal direction, then a straightforward (if tedious) integration by
parts yields an analogue to formula (1.3) from which the Neumann boundary values
may be extracted. See [CG85, formula (1.1.1)], [Ver05] or [MM13b, Proposition 4.3].
However, it is often convenient to regard ∇m−1ϕ
∣∣
∂Ω
as the Dirichlet boundary
values of ϕ: the various components of ∇m−1ϕ
∣∣
∂Ω
may reasonably be expected
to all possess the same degree of smoothness, while the lower order derivatives
ϕ, ∂νϕ, . . . , ∂
m−2
ν ϕ appearing above may be expected to possess further orders of
smoothness. See [BHMd, BHMb]. This is the formulation we shall use in the
present paper. However, this does yield some additional complications, which we
shall discuss momentarily.
We now discuss the details of our formulation of Neumann boundary values. If
ϕ is smooth and compactly supported in Rn+1, and if Lu = 0 in Ω ⊂ Rn+1, where
∂Ω is connected, and where ∇mu is locally integrable up to the boundary, then
(1.4)
∑
|α|=|β|=m
ˆ
Ω
∂αϕAαβ ∂
βu
depends only on the behavior of ϕ near ∂Ω, and in particular depends only on
∇m−1ϕ
∣∣
∂Ω
. We denote the Neumann boundary values of u by M˙A u and say that
(1.5) M˙A u = g˙ if
∑
|α|=|β|=m
ˆ
Ω
∂αϕAαβ ∂
βu =
∑
|γ|=m−1
ˆ
∂Ω
∂γϕgγ dσ
for all ϕ ∈ C∞0 (Rn+1).
We remark that M˙A u is an operator on {∇m−1ϕ
∣∣
∂Ω
: ϕ ∈ C∞0 (Rn+1)}. This
is a proper subspace of the set of all arrays of smooth, compactly supported func-
tions defined in a neighborhood of ∂Ω. Thus, M˙A u is not an array of distri-
butions; it is an equivalence class of distributions modulo arrays n˙ that satisfy∑
|γ|=m−1
´
∂Ω ∂
γϕnγ dσ = 0 for all ϕ ∈ C∞0 (Rn+1). If g˙ is an array of distri-
butions (or functions) defined on ∂Ω, then the expression M˙A u = g˙ represents
a slight abuse of notation; we mean that g˙ is a representative of the equivalence
class of distributions M˙A u. This complication could be avoided by writing the
right-hand side as
∑m−1
j=0
´
∂Ω ∂
j
νϕgj dσ, but then (as mentioned above) the various
components gj of g˙ would need to possess different orders of smoothness.
Our first well posedness result is the following theorem.
Theorem 1.6. Suppose that L is an elliptic operator of the form (1.1) of order 2m,
associated with coefficients A that are t-independent in the sense of formula (1.2)
and are bounded in the sense of satisfying the bound (2.2).
Suppose in addition that A satisfies the boundary ellipticity condition (2.5) and is
self-adjoint, that is, that Aαβ(x) = Aβα(x) for any x ∈ Rn and any |α| = |β| = m.
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For each g˙ ∈ L2(Rn) there is a solution to the Neumann problem with boundary
data g˙, that is, a function w defined in Rn+1+ that satisfies
(1.7)


Lw = 0 in Rn+1+ ,
M˙A w = g˙,ˆ
Rn
ˆ ∞
0
|∇m∂tw(x, t)|2 t dt dx+ sup
t>0
‖∇mw( · , t)‖2L2(Rn) ≤ C‖g˙‖2L2(Rn).
The solution w is unique up to adding polynomials of degree m− 1.
In a forthcoming paper [BHMc], we intend to show that the solutions w, in
addition to satisfying square-function and uniform L2 estimates, also satisfy non-
tangential maximal estimates.
It is common in the theory of divergence form equations to consider two forms of
the Dirichlet problem. The first is the Dirichlet problem with boundary data in L2
or (more generally) in a Lebesgue space Lp. The second is the Dirichlet regularity
problem, that is, the Dirichlet problem with boundary data in a boundary Sobolev
space. For example, if the matrix A in formula (1.1) has constant coefficients, and
if Ω ⊂ Rn+1 is a bounded Lipschitz domain, then by [PV95] and [DKPV97] the
Dirichlet problem
Lv = 0 in Ω, ∇m−1v
∣∣
∂Ω
= f˙ ,
ˆ
Ω
|∇mv(X)|2 dist(X, ∂Ω) dX ≤ C‖f˙‖L2(∂Ω)
and the regularity problem
Lw = 0 in Ω, ∇m−1w
∣∣
∂Ω
= f˙ ,
ˆ
Ω
|∇m+1w(X)|2 dist(X, ∂Ω) dX ≤ C‖f˙‖W˙ 2
1
(∂Ω)
are well posed. Here W˙ p1 (∂Ω) is the boundary Sobolev space of functions whose
tangential gradient lies in Lp(∂Ω). Notice that the estimates on the solution w in
the regularity problem just given are very similar to those of Theorem 1.6.
The Neumann problem is most often studied in the case where the boundary
data lies in a Lebesgue space; generally, the Neumann problem then has the same
sorts of estimates as the regularity problem. However, it is also possible to study
the Neumann problem with boundary data in a negative smoothness space, that
is, the dual space to a Sobolev space; the solutions then have the same sort of
estimates as the Dirichlet problem.
However, generalizing the weak formulation (1.5) of Neumann boundary values
is somewhat problematic given such estimates on v. Recall that we seek solutions
v that satisfy
(1.8)
ˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dt dx <∞.
For such v the gradient ∇mv is not locally integrable up to the boundary of Rn+1+ ,
and so the integral (1.4) does not converge absolutely and the formula (1.5) for
M˙A v may not be meaningful. There are several ways to resolve this difficulty.
First, one may consider solutions v that satisfy ∇mv ∈ L2(Rn+1+ ) as well as the
estimate (1.8); for such v the integral (1.4) converges for all ϕ smooth and compactly
supported (and indeed for all ϕ with ∇mϕ ∈ L2(Rn+1)).
Second, given an array of test functions∇m−1ϕ
∣∣
∂Rn+1
+
, one may define the pairing
〈∇m−1ϕ
∣∣
∂Rn+1
+
, M˙A v〉 in terms of a specific extension, that is, a particular choice
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of function Eϕ with ∇m−1Eϕ∣∣
∂Rn+1
+
= ∇m−1ϕ∣∣
∂Rn+1
+
. We will use the following
extension. Suppose that ϕ is smooth and compactly supported in Rn+1. Let
ϕk(x) = ∂
k
n+1ϕ(x, 0). If t ∈ R, let
(1.9) Eϕ(x, t) =
m−1∑
k=0
1
k!
tkQmt ϕk(x) where Qmt = e−(−t
2∆‖)
m
.
Here ∆‖ is the Laplacian taken purely in the horizontal variables. Observe that Eϕ
is also smooth on Rn+1± up to the boundary, albeit is not compactly supported, and
that ∇m−1Eϕ(x, 0) = ∇m−1ϕ(x, 0).
In [BHMb, Theorem 6.1] it was shown that, if v satisfies the bound (1.8), then
the integral
´
Rn
∂αEϕ(x, t)Aαβ(x) ∂βv(x, t) dx converges absolutely for any fixed
t > 0 (and that the value of this integral is continuous in t), and that
lim
ε→0+
lim
T→∞
∑
|α|=|β|=m
ˆ T
ε
ˆ
Rn
∂αEϕ(x, t)Aαβ(x) ∂βv(x, t) dx dt
exists and equals a number whose absolute value is at most
C‖∇m−1ϕ( · , 0)‖L2(Rn)
(ˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dt dx
)1/2
.
Thus, for such v one may define the Neumann boundary values using the exten-
sion E . See formula (2.11) below.
By [BHMb, Lemma 2.14], if ∇mv ∈ L2(Rn+1+ ), then the two definitions of Neu-
mann boundary values coincide, and so the two ways of studying Neumann bound-
ary values of rough solutions are equivalent.
The second main theorem of this work, to be proven via duality with Theo-
rem 1.6, is as follows.
Theorem 1.10. Let L be as in Theorem 1.6. Then for each array g˙ of bounded
linear operators on W˙ 21 (R
n), there is a solution to the rough Neumann problem with
boundary data g˙, that is, a function v defined in Rn+1+ that satisfies
(1.11)


Lv = 0 in Rn+1+ ,
M˙A v = g˙,ˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dt dx ≤ C‖g˙‖W˙ 2−1(Rn)
where M˙A v is defined in terms of a distinguished extension as above. The solution
v is unique up to adding polynomials of degree m− 1.
We also have a perturbative result.
Theorem 1.12. Suppose that L0 is an elliptic operator of the form (1.1) of or-
der 2m, associated with coefficients A0 that are t-independent in the sense of for-
mula (1.2) and are bounded and elliptic in the sense of satisfying the bounds (2.2)
and (2.1).
Suppose that the Neumann problem (1.7) for A0 is well posed; that is, for every
g˙ ∈ L2(Rn) there is a solution w0 to the problem (1.7) with A replaced by A0,
and that w0 is unique up to adding polynomials of degree m− 1. Suppose that the
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corresponding problem in the lower half-space
(1.13)


L0w = 0 in R
n+1
− ,
M˙−
A0
w = g˙,ˆ
Rn
ˆ 0
−∞
|∇m∂tw(x, t)|2 |t| dt dx+ sup
t<0
‖∇mw( · , t)‖2L2(Rn) ≤ C‖g˙‖2L2(Rn)
is also well posed.
Then there is some ε > 0, depending only on the ellipticity constants λ and Λ in
formulas (2.1) and (2.2) and the constants C in the problems (1.7) and (1.13), such
that if A is t-independent and ‖A−A0‖L∞(Rn) < ε, then the Neumann problem
(1.7) is well posed for coefficients A.
Similarly, if the rough Neumann problem (1.11) for coefficients A0 is well posed
in both Rn+1+ and R
n+1
− , and if ‖A−A0‖L∞(Rn) is small enough, then the rough
Neumann problem (1.11) is well posed for coefficients A as well.
Notice that Theorems 1.6 and 1.10 concern only operators with self-adjoint co-
efficients, while Theorem 1.12 concerns arbitrary (non-self-adjoint) t-independent
coefficients. In particular, combining these three results gives the following corol-
lary.
Corollary 1.14. Fix some Λ > λ > 0 and some positive integer m. Then there is
some ε > 0, depending only on the dimension n+ 1 and the constants Λ, λ and m,
with the following significance.
Suppose that L is an elliptic operator of the form (1.1) of order 2m, associated
with coefficients A that are t-independent in the sense of formula (1.2) and are
bounded and elliptic in the sense of satisfying the bounds (2.2) and (2.1).
Let A∗αβ = Aβα. Suppose further that ‖A−A∗‖L∞(Rn) < ε.
Then the Neumann problems (1.7) and the rough Neumann problem (1.11) are
well posed for the coefficients A.
The ε = 0 case of this corollary is Theorem 1.6 or 1.10; by letting A1 = A and
letting A0 be a nearby self adjoint matrix (for example, A0 =
1
2A +
1
2A
∗), we
obtain Corollary 1.14 from Theorem 1.12.
We now turn to the history of the Neumann problem. We begin with the case
of second-order operators, and in particular with harmonic functions (that is, the
case L = −∆). In [JK81] Jerison and Kenig established well posedness of the
Neumann problem for harmonic functions in Lipschitz domains with L2 boundary
data. (They established well posedness with nontangential maximal estimates, not
the square-function estimates used in this paper; however, as shown in [Dah80],
for harmonic functions the two estimates are equivalent.) This was extended to Lp
boundary data for 1 < p < 2 + ε in [DK87]. Here ε is a (possibly small) positive
number that depends on the Lipschitz character of the domain under consideration.
Turning to more general second order operators, in [KP93] Kenig and Pipher
established well posedness of the Lp-Neumann problem (with nontangential esti-
mates), 1 < p < 2 + ε, for solutions to divA∇u = 0, where A is a real symmetric
radially constant matrix, in the unit ball. The same arguments yield well posedness
of the Neumann problem for real symmetric t-independent coefficients in the upper
half-space. (In the case of second-order operators, but not higher order operators,
a straightforward change of variables argument allows an immediate generalization
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from results for radially independent coefficients in the unit ball to radially inde-
pendent coefficients in starlike Lipschitz domains, or from results for t-independent
coefficients in the half-space to t-independent coefficients in Lipschitz graph do-
mains.) Again, for t-independent coefficients in the second order case, the square
function estimates used in this paper can often be shown to be equivalent to the
nontangential estimates common in the theory; see [DJK84], [HKMP15b, Theo-
rem 1.7] and [AA11, Theorem 2.3].
The Neumann problem is known to be well posed for a few other special classes of
second order operators. In two dimensions the Lp-Neumann problem is well posed
for real nonsymmetric t-independent coefficients in the upper half-plane provided
1 < p < 1 + ε; see [KR09]. If A is of block form (that is, if Aj(n+1) = A(n+1)j = 0
for all 1 ≤ j ≤ n), then well posedness of the Neumann problem in the half-space
follows from the positive resolution of the Kato square root conjecture [AHL+02];
see [Ken94, Remark 2.5.6]. (The result [KR09] for real coefficients is preserved
under a change of variables and so is also valid in Lipschitz graph domains, but
the block form is not preserved by a change of variables and so is not known to
generalize to Lipschitz domains.)
We may also consider perturbation results for t-independent coefficients. If A is
t-independent and if ‖A−A0‖L∞ is small enough, for some t-independent matrix
A0 that is real symmetric (or complex and self-adjoint), of block form, or constant,
then the L2-Neumann problem for divA∇ is well posed in the half-space; see
[AAH08], or [AAA+11] under a few additional assumptions. If A0 is an arbitrary
t-independent coefficient matrix for which the L2-Neumann problem is well posed,
then the L2-Neumann problem forA is well posed; see [AAM10], or again [AAA+11]
under some additional assumptions. If A0 is real symmetric, then by [HMM15b]
the Lp-Neumann problem is well posed for A provided 1 < p < 2 + ε. (In fact,
they showed that well posedness extends to the range 1− ε < p ≤ 1 if we consider
boundary data in the Hardy space Hp rather than the Lebesgue space Lp.) In two
dimensions, if A0 is real but not symmetric (that is, if A0 is as in [KR09]), then
by [Bar13] the Lp-Neumann problem is well posed for 1 < p < 1 + ε.
The t-independent case may be viewed as a starting point for certain t-dependent
perturbations; see [KP93, KP95, AA11, AR12, HMM15a].
Very few results are known concerning well posedness of the higher order Neu-
mann problem with boundary data in a Lebesgue space. Some results are available
in the case of the biharmonic operator ∆2. In particular, the Lp-Neumann prob-
lem for 1 < p < ∞ was shown to be well posed in C1 domains in R2 in [CG85],
and in domains of arbitrary dimension whose unit outward normal lies in VMO
in [MM13a]. Turning to the case of Lipschitz domains Ω ⊂ Rn+1, the Lp-Neumann
problem was shown to be well posed in [Ver05] for 2− ε < p < 2+ ε, and in [She07]
for max(1, 2n/(n+ 2)− ε) < p < 2 + ε.
We now turn to the Neumann problem with boundary data in negative smooth-
ness spaces. Well posedness of the Neumann problem with boundary data in the
fractional negative smoothness space (the Besov space) B˙2−1/2(∂Ω) follows from
the Lax-Milgram theorem. Well posedness of the Neumann problem with bound-
ary data in the Besov space B˙ps (∂Ω) for certain values of p, s with −1 < s < 0
and 0 < p < ∞ was established in [FMM98, Zan00, May05, MM04] (for harmonic
functions), in [BM16b] (for second-order operators with t-independent coefficients
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for which the Lp-Neumann problem is well posed, for example, for self-adjoint co-
efficients or for real coefficients in two dimensions), in [MM13a] (the biharmonic
equation), [MM13b] (constant coefficient equations of order 2m, for m ≥ 1) and
[Bar16] (for arbitrary elliptic bounded measurable coefficients).
We conclude our discussion of the history of the Neumann problem with the
case of boundary data in the negative integer smoothness space W˙ p−1(R
n). For
second-order t-independent operators divA∇, this problem was investigated in
[AM14, AS14]. In [AM14], the W˙ p−1(R
n)-Neumann problem was shown to be equiv-
alent to the Lp
′
-Neumann problem for divA∗∇, where A∗ is the adjoint matrix;
thus, in particular the W˙ 2−1-Neumann problem is well posed for self adjoint coeffi-
cients, coefficients in block form, constant coefficients, or small t-independent L∞
perturbations thereof. [AS14] treated the converse problem, that is, the problem
of trace results for solutions v that satisfy the bound (1.8) or similar results, and
thereby proved some further perturbative results.
We remark that the approach of [AM14, AS14] is similar to the approach of this
paper. That is, let DA and SL be the double and single layer potentials associated
to our coefficients A (to be defined in Section 2.4); we remark that these operators
take as input arrays of functions or distributions f˙ or g˙ defined on Rn and return
functions DAf˙ or SLg˙ that satisfy L(DAf˙) = 0 and L(SLg˙) = 0 in Rn+1+ and
Rn+1− . If u is a solution to Lu = 0 in R
n+1
+ , then let T˙r
+
m−1 u and M˙
+
A
denote the
Dirichlet and Neumann boundary values of u. Given certain estimates on u (see
Section 4.4), we have the Green’s formula
(1.15) u = −DA(T˙r+m−1 u) + SL(M˙+A u) in Rn+1+ .
Given bounds on DA and SL established in [BHMd, BHMa] (see Section 3.2), we
have the estimatesˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dt dx ≤ C‖T˙r+m−1 v‖2L2(Rn) + C‖M˙+A v‖2W˙ 2−1(Rn),(1.16) ˆ
Rn
ˆ ∞
0
|∇m∂tw(x, t)|2 t dt dx+ sup
t>0
‖∇mw( · , t)‖2L2(Rn)(1.17)
≤ C‖T˙r+m−1 w‖2W˙ 2
1
(Rn)
+ C‖M˙+
A
w‖2L2(Rn).
The trace results of [BHMb] (see Section 3.3) give the reverse inequalities. We
will exploit this equivalence of norms to prove well posedness. The approach of
[AM14, AS14] is also to prove an equivalence between tent space estimates on
a solution u and certain norms of the Dirichlet and Neumann boundary values
u
∣∣
∂Rn+1
+
and ν ·A∇u. Their approach is mediated by semigroups rather than layer
potentials; however, we remark that by [Ros13] their semigroups are in some sense
equivalent to layer potentials.
The outline of this paper is as follows.
In Section 2 we will define our terminology. In particular, we will define the
layer potentials DA and SL. In Section 3 we will summarize some known results:
regularity of solutions to Lu = 0 from [Bar16] and [AAA+11, BHMd], boundedness
of layer potentials from [BHMa], and trace results from [BHMb], that is, bounds on
the Dirichlet and Neumann boundary values of a solution u to Lu = 0. In Section 4
we will prove some additional results concerning boundary values of solutions and
of layer potentials, in particular the Green’s formula (1.15).
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In Section 5 we will prove a one-sided version of the Rellich identity. This
will allow us to control the Dirichlet boundary values of a solution w to Lw = 0
that satisfies the estimates given in the problem (1.7). This combined with the
estimate (1.17) establishes uniqueness of solutions w to the Neumann problem (1.7)
and yields the estimateˆ
Rn
ˆ ∞
0
|∇m∂tw(x, t)|2 t dt dx+ sup
t>0
‖∇mw( · , t)‖2L2(Rn) ≤ C‖M˙+A w‖2L2(Rn)
in problem (1.7).
In Section 6 we will show existence of solutions to the Neumann problem (1.7)
for a particular choice of coefficients A0, thus completing the proof of Theorem 1.6
for that choice of coefficients.
In order to prove Theorems 1.10 and 1.12, we will need some additional properties
of layer potentials (by now well known in the second order case and generalized to
the higher order case in [Bar]). This approach also provides a straightforward way
to generalize Theorem 1.6 from the specific coefficients A0 to full generality. We
will state these results in Section 7.1 and apply them in Section 7.2.
Acknowledgements. We would like to thank the American Institute of Math-
ematics for hosting the SQuaRE workshop on “Singular integral operators and
solvability of boundary problems for elliptic equations with rough coefficients,” and
the Mathematical Sciences Research Institute for hosting a Program on Harmonic
Analysis, at which many of the results and techniques of this paper were discussed.
2. Definitions
In this section, we will provide precise definitions of the notation and concepts
used throughout this paper.
We mention that throughout this paper, we will work with elliptic operators L
of order 2m in the divergence form (1.1) acting on functions defined on Rn+1.
We let Rn+1+ and R
n+1
− denote the upper and lower half-spaces R
n × (0,∞) and
Rn × (−∞, 0); we will identify Rn with ∂Rn+1± .
2.1. Multiindices and arrays of functions. We will reserve the letters α, β, γ,
ζ and ξ to denote multiindices in Nn+1. (Here N denotes the nonnegative integers.)
If ζ = (ζ1, ζ2, . . . , ζn+1) is a multiindex, then we define |ζ|, ∂ζ in the usual ways, as
|ζ| = ζ1 + ζ2 + · · ·+ ζn+1, ∂ζ = ∂ζ1x1∂ζ2x2 · · · ∂
ζn+1
xn+1 .
We will routinely deal with arrays F˙ =
(
Fζ
)
of numbers or functions indexed by
multiindices ζ with |ζ| = k for some k ≥ 0. In particular, if ϕ is a function with
weak derivatives of order up to k, then we view ∇kϕ as such an array.
The inner product of two such arrays of numbers F˙ and G˙ is given by〈
F˙ , G˙
〉
=
∑
|ζ|=k
Fζ Gζ .
If F˙ and G˙ are two arrays of functions defined in a set Ω in Euclidean space, then
the inner product of F˙ and G˙ is given by〈
F˙ , G˙
〉
Ω
=
∑
|ζ|=k
ˆ
Ω
Fζ(X)Gζ(X) dX.
10 ARIEL BARTON, STEVE HOFMANN, AND SVITLANA MAYBORODA
We let ~ej be the unit vector in Rn+1 in the jth direction; notice that ~ej is a
multiindex with |~ej | = 1. We let e˙ζ be the “unit array” corresponding to the
multiindex ζ; thus, 〈e˙ζ , F˙ 〉 = Fζ .
We will let ∇‖ denote either the gradient in Rn, or the n horizontal components
of the full gradient ∇ in Rn+1. (Because we identify Rn with ∂Rn+1± ⊂ Rn+1, the
two uses are equivalent.) If ζ is a multiindex with ζn+1 = 0, we will occasionally
use the terminology ∂ζ‖ to emphasize that the derivatives are taken purely in the
horizontal directions.
2.2. Elliptic differential operators and their bounds. Let A =
(
Aαβ
)
be a
matrix of measurable coefficients defined on Rn+1, indexed by multtiindices α, β
with |α| = |β| = m. If F˙ is an array, then AF˙ is the array given by
(AF˙ )α =
∑
|β|=m
AαβFβ .
We will consider coefficients that satisfy the G˚arding inequality
Re
〈∇mϕ,A∇mϕ〉
Rn+1
≥ λ‖∇mϕ‖2L2(Rn+1) for all ϕ ∈ W˙ 2m(Rn+1)(2.1)
and the bound
‖A‖L∞(Rn+1) ≤ Λ(2.2)
for some Λ > λ > 0. In this paper we will focus exclusively on coefficients that are
t-independent, that is, that satisfy formula (1.2).
We let L be the 2mth-order divergence-form operator associated with A. That
is, we say that Lu = 0 in Ω in the weak sense if, for every ϕ smooth and compactly
supported in Ω, we have that
(2.3)
〈∇mϕ,A∇mu〉
Ω
=
∑
|α|=|β|=m
ˆ
Ω
∂αϕ¯ Aαβ ∂
βu = 0.
Throughout the paper we will let C denote a constant whose value may change
from line to line, but which depends only on the dimension n+ 1, the ellipticity
constants λ and Λ in the bounds (2.1) and (2.2), and the order 2m of our elliptic
operators. Any other dependencies will be indicated explicitly.
We will need a stronger ellipticity condition. Notice that if A is t-independent,
then the bound (2.1) implies that if ϕ is constant in the t-direction, then
(2.4) Re〈∇mϕ,A∇mϕ〉Rn ≥ λ‖∇m‖ ϕ‖2L2(Rn).
We will establish well posedness of the Neumann problem only for coefficients that
satisfy the stronger ellipticity condition
(2.5) Re〈∇mϕ( · , t),A∇mϕ( · , t)〉Rn ≥ λ‖∇mϕ( · , t)‖2L2(Rn)
for all ϕ smooth and compactly supported in Rn+1 and all t ∈ R.
Remark 2.6. For many applications in the theory, the ellipticity condition (2.1)
suffices. See, for example, the construction of solutions in W˙ 2m(Ω) to the Dirichlet
and Neumann problems via the Lax-Milgram theorem, the solution to the Kato
square root problem in [AHMT01], the well posedness of the L2 and W˙ 21 -Dirichlet
problems in [PV95], the boundedness of layer potentials in [BHMd, BHMa] (see
Section 3.2) and the trace theorems of [BHMb] (see Section 3.3).
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However, the ellipticity condition (2.1) does not suffice to yield well posedness
of the Neumann problem even for very nice operators.
As a simple example, let L denote the biharmonic operator ∆2, and observe that
we may associate L to any member Aρ of a family of real symmetric coefficient
matrices; specifically, if ρ ∈ R, then let Aρ be such that
〈∇2ψ(X),Aρ∇2ϕ(X)〉 = ρ〈∆ψ(X),∆ϕ(X)〉+ (1− ρ)
n+1∑
j,k=1
〈∂2jkψ(X), ∂2jkϕ(X)〉
for any X ∈ Rn+1 and any smooth test functions ϕ, ψ. In the theory of elasticity
(see, for example, [Nad63]), the constant ρ is referred to as the Poisson ratio.
The bounds (2.1) and (2.4) are valid regardless of ρ. Furthermore, the choice of
ρ does not affect the form of the Dirichlet problem
∆2u = 0 in Ω, ∇u = f˙ on ∂Ω
and it is known (see [DKV86, Ver90]) that the Dirichlet problem is well posed in
Lipschitz domains with boundary data in W˙A2m−1,0(∂Ω) or W˙A
2
m−1,1(∂Ω).
However, the Neumann boundary values of a biharmonic function u do depend
on the choice of ρ, and the Neumann problem is not well posed for all choices of ρ.
In particular, an elementary argument involving the Fourier transform shows that
if ρ = 1 or ρ = −3 then the Neumann problem for the biharmonic operator is ill-
posed in the half-space, and in [Ver05] the L2-Neumann problem for the Laplacian
was shown to be ill-posed in certain planar Lipschitz domains in Rn+1 for ρ < −1
or ρ ≥ 1.
Thus, some ellipticity condition beyond (2.1) must be imposed upon the coef-
ficients A; the bound (2.5) is the weakest bound that will allow our proof of the
Rellich identity to be valid.
2.3. Function spaces and boundary data. Let Ω ⊆ Rn or Ω ⊆ Rn+1 be a
measurable set in Euclidean space. We will let Lp(Ω) denote the usual Lebesgue
space with respect to Lebesgue measure with norm given by
‖f‖Lp(Ω) =
(ˆ
Ω
|f(x)|p dx
)1/p
.
If Ω is a connected open set andm ≥ 1 is an integer, then we let the homogeneous
Sobolev space W˙ pm(Ω) be the space of equivalence classes of functions u that are
locally integrable in Ω and have weak derivatives in Ω of order up to m in the
distributional sense, and whose mth gradient ∇mu lies in Lp(Ω). Two functions
are equivalent if their difference is a polynomial of order m − 1. We impose the
norm
‖u‖W˙pm(Ω) = ‖∇mu‖Lp(Ω).
Then u is equal to a polynomial of order m− 1 (and thus equivalent to zero) if and
only if its W˙ pm(Ω)-norm is zero. We let L
p
l oc(Ω) and W˙
p
k,loc(Ω) denote functions
that lie in Lp(U) (or whose gradients lie in Lp(U)) for any bounded open set U
with U ( Ω.
If 1 < p <∞, we will let W˙ p−1(Rn) be the space of bounded linear operators on
W˙ p
′
1 (R
n), where 1/p+1/p′ = 1. Notice that formally, if g ∈ W˙ p−1(Rn) then g = ∇‖·~h
for some ~h ∈ Lp(Rn), and conversely that if h ∈ Lp(Rn) then ∇‖h ∈ W˙ p−1(Rn).
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2.3.1. Dirichlet boundary data and spaces. In this paper we will establish well
posedness of the Neumann problem, and so we are very interested in the Neumann
boundary values of solutions. However, Neumann boundary values are defined by
duality with Dirichlet boundary values, and so we will need terminology for those
values as well.
If u is defined in Rn+1+ , we let its Dirichelt boundary values be, loosely, the bound-
ary values of the gradient ∇m−1u. More precisely, we let the Dirichlet boundary
values be the array of functions T˙rm−1 u = T˙r+m−1 u, indexed by multiindices γ
with |γ| = m− 1, and given by
(2.7)
(
T˙r+m−1 u
)
γ
= f if lim
t→0+
‖∂γu( · , t)− f‖L1(K) = 0
for all compact sets K ⊂ Rn. If u is defined in Rn+1− , we define T˙r−m−1 u simi-
larly. We remark that if ∇mu ∈ L1(K × (0, ε)) for any such K and some ε > 0,
then T˙r+m−1 u exists, and furthermore
(
T˙r+m−1 u
)
γ
= Tr ∂γu where Tr denotes the
traditional trace in the sense of Sobolev spaces.
We will be concerned with boundary values in Lebesgue or Sobolev spaces. How-
ever, observe that the different components of T˙rm−1 u arise as derivatives of a
common function, and thus must satisfy certain compatibility conditions. We will
define the Whitney spaces of functions that satisfy these compatibility conditions
and have certain smoothness properties as follows.
Definition 2.8. Let
D = {T˙rm−1 ϕ : ϕ smooth and compactly supported in Rn+1}.
We let W˙A2m−1,0(R
n) be the completion of the set D under the L2 norm.
We let W˙A2m−1,1(R
n) be the completion of D under the W˙ 21 (R
n) norm, that is,
under the norm ‖f˙‖W˙A2m−1,1(Rn) = ‖∇‖f˙‖L2(Rn).
Finally, we let W˙A2m−1,1/2(R
n) be the completion of D under the norm
(2.9) ‖f˙‖W˙A2
m−1,1/2
(Rn) =
( ∑
|γ|=m−1
ˆ
Rn
|f̂γ(ξ)|2 |ξ| dξ
)1/2
where f̂ denotes the Fourier transform of f .
We are concerned with the spaces W˙A2m−1,0(R
n) and W˙A2m−1,1(R
n) because we
intend to prove well posedness of the Neumann problem with boundary data in their
dual spaces (W˙A2m−1,0(R
n))∗ and (W˙A2m−1,1(R
n))∗. We will build on the theory of
solutions u to elliptic equations with u ∈ W˙ 2m(Rn+1+ ); the space W˙A2m−1,1/2(Rn) is
important to that theory, as seen in the following lemma.
Lemma 2.10. If u ∈ W˙ 2m(Rn+1+ ) then T˙r+m−1 u ∈ W˙A2m−1,1/2(Rn), and further-
more
‖T˙r+m−1 u‖W˙A2
m−1,1/2
(Rn) ≤ C‖∇mu‖L2(Rn+1
+
).
Conversely, if f˙ ∈ W˙A2m−1,1/2(Rn), then there is some F ∈ W˙ 2m(Rn+1+ ) such that
T˙r+m−1 F = f˙ and such that
‖∇mF‖L2(Rn+1
+
) ≤ C‖f˙‖W˙A2
m−1,1/2
(Rn).
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If W˙ 2m(R
n+1
+ ) and W˙A
2
m−1,1/2(R
n) are replaced by their inhomogeneous counter-
parts, then this lemma is a special case of [Liz60]. For the homogeneous spaces that
we consider, the m = 1 case of this lemma is a special case of [Jaw77, Section 5].
The trace result for m ≥ 2 follows from the trace result for m = 1; extensions may
easily be constructed using the Fourier transform.
2.3.2. Neumann boundary data. We define Neumann boundary values of a solution
u to Lu = 0 as described in the introduction. That is, define E as in formula (1.9).
We define the Neumann boundary values M˙A u = M˙
+
A
u of u by
(2.11) 〈M˙+
A
u, T˙r+m−1 ϕ〉Rn = lim
ε→0+
lim
T→∞
ˆ T
ε
〈A∇mu( · , t),∇mEϕ( · , t)〉Rn dt.
We define M˙−
A
u similarly, as an appropriate integral from −∞ to zero. Notice that
M˙A u is an operator on the subspace D appearing in Definition 2.8; given certain
bounds on u, there exist Neumann trace theorems (see Section 3.3) that allow us
to extend M˙A u
± to an operator on W˙A2m−1,0(R
n) or W˙A2m−1,1(R
n).
As mentioned in the introduction, if v is as in the Neumann problem (1.11) then
the inner product 〈A∇mv( · , t),∇mEϕ( · , t)〉Rn represents an absolutely convergent
integral for each fixed t > 0, and the limit in formula (2.11) exists, but the integral
(1.4) with ϕ = Eϕ might not converge absolutely. See Theorem 3.11. Thus, the
order of integration in formula (2.11) is important.
However, for solutions that satisfy stronger bounds, we need not be quite so
careful in defining Neumann boundary values.
In particular, suppose that u ∈ W˙ 2m(Rn+1+ ) and that Lu = 0 in Rn+1+ . By the defi-
nition (2.3) of Lu, if ϕ is smooth and supported in Rn+1+ , then 〈∇mϕ,A∇mu〉Rn+1
+
=
0. By density of smooth functions and boundedness of the trace map, we have that
〈∇mϕ,A∇mu〉
R
n+1
+
= 0 for any ϕ ∈ W˙ 2m(Rn+1+ ) with T˙r+m−1 ϕ = 0. Thus, if
Ψ ∈ W˙ 2m(Rn+1+ ), then 〈∇mΨ,A∇mu〉Rn+1
+
depends only on T˙r+m−1Ψ. Thus, for
solutions u to Lu = 0 with u ∈ W˙ 2m(Rn+1+ ), we may define the Neumann boundary
values M˙+
A
u by the formula
(2.12) 〈T˙r+m−1Ψ, M˙+A u〉Rn = 〈∇mΨ,A∇mu〉Rn+1
+
for any Ψ ∈ W˙ 2m(Rn+1).
We define M˙−
A
u for a solution u ∈ W˙ 2m(Rn+1− ) similarly. By [BHMb, Lemma 2.14], if
u ∈ W˙ 2m(Rn+1+ ), then the two formulas (2.11) and (2.12) for the Neumann boundary
values of a solution in W˙ 2m(R
n+1
+ ) coincide.
Furthermore, by [BHMb, Theorem 6.2], if w is a solution in Rn+1+ that satisfies
estimates as in problem (1.7), then the integral (1.4) with ϕ = Eϕ does converge ab-
solutely for compactly supported ϕ (and so the order of integration in formula (2.11)
is not important), and
〈T˙r+m−1 ϕ, M˙+A w〉Rn = 〈∇mEϕ,A∇mw〉Rn+1
+
= 〈∇mϕ,A∇mw〉
R
n+1
+
for any ϕ ∈ C∞0 (Rn+1). Thus, formula (2.12) is valid for Ψ smooth and compactly
supported, albeit not for all Ψ ∈ W˙ 2m(Rn+1+ ).
See [BM16a, BHMd] for a much more extensive discussion of higher order Neu-
mann boundary values.
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2.4. Potential operators. Two very important tools in the theory of second order
elliptic boundary value problems are the double and single layer potentials. These
potential operators are also very useful in the higher order theory. In this section
we define our formulations of higher-order layer potentials; this is the formulation
used in [BHMd, Bar, BHMa, BHMb] and is similar to that used in [Agm57, CG83,
CG85, Ver05, MM13a, MM13b].
For any H˙ ∈ L2(Rn+1), by the Lax-Milgram theorem there is a unique function
u ∈ W˙ 2m(Rn+1) that satisfies
(2.13) 〈∇mϕ,A∇mu〉Rn+1 = 〈∇mϕ, H˙〉Rn+1
for all ϕ ∈ W˙ 2m(Rn+1). Let ΠLH˙ = u. We refer to ΠL as the Newton potential
operator for L. See [Bar16] for a further discussion of the operator ΠL.
We may define the double and single layer potentials in terms of the Newton
potential. Suppose that f˙ ∈ W˙A2m−1,1/2(Rn). By Lemma 2.10, there is some
F ∈ W˙ 2m(Rn+1+ ) that satisfies f˙ = T˙r+m−1 F . We define the double layer potential
of f˙ as
DAf˙ = −1+F +ΠL(1+A∇mF )(2.14)
where 1+ is the characteristic function of the upper half-space R
n+1
+ . DAf˙ is well-
defined, that is, does not depend on the choice of F ; see [BHMd, Bar]. We remark
that by [BHMd, formula (2.27)] or [Bar, formula (4.9)], if 1− is the characteristic
function of the lower half space, then
DAf˙ = 1−F −ΠL(1−A∇mF ) if T˙r−m−1 F = f˙ .(2.15)
Similarly, let g˙ be a bounded operator on W˙A2m−1,1/2(R
n). There is some G˙ ∈
L2(Rn+1) such that 〈G˙,∇mϕ〉Rn+1 = 〈g˙, T˙rm−1 ϕ〉∂Rn+1
+
for all ϕ ∈ W˙ 2m(Rn+1); see
[BHMd]. (We may require G˙ to be supported in Rn+1+ or R
n+1
− .) We define
SLg˙ = ΠLG˙.(2.16)
Again, SLg˙ does not depend on the choice of extension G˙ of g˙; see [BHMd].
It was shown in [BHMa] that the operators DA and SL, originally defined on
W˙A2m−1,1/2(R
n) and its dual space, extend by density to operators defined on
W˙A2m−1,0(R
n) and W˙A2m−1,1(R
n) or their respective dual spaces; see Section 3.2.
A benefit of these formulations of layer potentials is the easy proof of the Green’s
formula. By taking F = u and G˙ = 1+A∇mu, and applying the definition (2.12)
of Neumann boundary values, we immediately have that
(2.17) 1+∇mu = −∇mDA(T˙r+m−1 u) +∇mSL(M˙+A u)
for all u ∈ W˙ 2m(Rn+1+ ) that satisfy Lu = 0 in Rn+1+ .
We will also need a Green’s formula in the lower half space. If Lu = 0 in Rn+1−
for some u ∈ W˙ 2m(Rn+1− ), then by formula (2.15),
(2.18) 1−∇mu = ∇mDA(T˙r−m−1 u) +∇mSL(M˙−A u).
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3. Known results
To prove our main results, we will need to use a number of known results from
the theory of higher order differential equations. We gather these results in this
section.
3.1. Regularity of solutions to elliptic equations. The first such result we list
is the higher order analogue to the Caccioppoli inequality; it was proven in full
generality in [Bar16] and some important preliminary versions were established in
[Cam80, AQ00].
Lemma 3.1 (The Caccioppoli inequality). Suppose that L is a divergence-form
elliptic operator associated to coefficients A satisfying the ellipticity conditions (2.1)
and (2.2). Let u ∈ W˙ 2m(B(X, 2r)) with Lu = 0 in B(X, 2r).
Then we have the boundˆ
B(X,r)
|∇ju(x, s)|2 dx ds ≤ C
r2
ˆ
B(X,2r)
|∇j−1u(x, s)|2 dx ds
for any j with 1 ≤ j ≤ m.
If A is t-independent, then solutions to Lu = 0 have additional regularity. The
following lemma was proven in the case m = 1 in [AAA+11, Proposition 2.1] and
generalized to the case m ≥ 2 in [BHMd, Lemma 3.2].
Lemma 3.2. Let t ∈ R be a constant, and let Q ⊂ Rn be a cube with side-
length ℓ(Q). Let 2Q be the concentric cube of side-length 2ℓ(Q).
If Lu = 0 in 2Q×(t−ℓ(Q), t+ℓ(Q)), and L is an operator of order 2m associated
to t-independent coefficients A, then
ˆ
Q
|∇j∂kt u(x, t)|2 dx ≤
C
ℓ(Q)
ˆ
2Q
ˆ t+ℓ(Q)
t−ℓ(Q)
|∇j∂ks u(x, s)|2 ds dx
for any 0 ≤ j ≤ m and any integer k ≥ 0.
3.2. Boundedness results for layer potentials. We will need the following
bounds on layer potentials.
Theorem 3.3. ([BHMd, Theorem 1.1]) Suppose that L is an elliptic operator of
the form (1.1) of order 2m, associated with coefficients A that are t-independent in
the sense of formula (1.2) and satisfy the ellipticity conditions (2.1) and (2.2).
Then the operators DA and SL, originally defined on W˙A2m−1,1/2(Rn) and its
dual space, extend by density to operators that satisfy
ˆ
Rn
ˆ ∞
−∞
|∇m∂tSLg˙(x, t)|2 |t| dt dx ≤ C‖g˙‖2L2(Rn),(3.4)
ˆ
Rn
ˆ ∞
−∞
|∇m∂tDAf˙(x, t)|2 |t| dt dx ≤ C‖f˙‖2W˙ 2
1
(Rn)
= C‖∇‖f˙‖2L2(Rn)(3.5)
for all g˙ ∈ L2(Rn) and all f˙ ∈ W˙A2m−1,1(Rn).
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Theorem 3.6. ([BHMa, Theorems 5.1 and 6.1]) Let L be as in Theorem 3.3. Then
DA and SL extend to operators that satisfyˆ
Rn
ˆ ∞
−∞
|∇mSLg˙(x, t)|2 |t| dt dx ≤ C‖g˙‖2
W˙ 2−1(R
n)
,(3.7)
ˆ
Rn
ˆ ∞
−∞
|∇mDAf˙(x, t)|2 |t| dt dx ≤ C‖f˙‖2L2(Rn)(3.8)
for all g˙ ∈ W˙ 2−1(Rn) and all f˙ ∈ W˙A2m−1,0(Rn).
3.3. Trace theorems. Let u be a solution to Lu = 0 in Rn+1± . We will need es-
timates on the Dirichlet and Neumann boundary values of u. We remark that the
following theorems are stated only in the upper half-space Rn+1+ ; however, by con-
sidering the change of variables (x, t) 7→ (x,−t), we may derive the corresponding
results in the lower half-space.
Theorem 3.9 ([BHMb, Theorem 5.1]). Let L be as in Theorem 3.3. Let v satisfy
the bound ˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dx dt <∞
and suppose that Lv = 0 in Rn+1+ .
Then there is some function P defined in Rn+1+ with ∇mP = 0 (that is, a poly-
nomial of degree at most m− 1) such that
sup
t>0
‖∇m−1v( · , t)−∇m−1P‖2L2(Rn) ≤ C
ˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dx dt,
lim
t→∞
‖∇m−1v( · , t)−∇m−1P‖L2(Rn) = 0.
Furthermore, there is some array of functions f˙ ∈ L1loc(Rn) such that
‖∇m−1v( · , t)− f˙‖L2(Rn) → 0 as t→ 0+,
and such that
‖f˙ −∇m−1P‖2L2(Rn) ≤ C
ˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dx dt.
Theorem 3.10 ([BHMb, Theorem 5.3]). Let L be as in Theorem 3.3. Let w ∈
W˙ 2m,loc(R
n+1
+ ) satisfy the boundˆ
Rn
ˆ ∞
0
|∇m∂tw(x, t)|2 t dx dt <∞
and suppose that Lw = 0 in Rn+1+ .
Then there is some array p˙ of functions defined on Rn such that
sup
t>0
‖∇mw( · , t)− p˙‖2L2(Rn) ≤ C
ˆ
Rn
ˆ ∞
0
|∇m∂tw(x, t)|2 t dx dt,
lim
t→∞
‖∇mw( · , t)− p˙‖L2(Rn) = 0.
Furthermore, there is some array of functions f˙ ∈ L1loc(Rn) such that
‖∇mw( · , t)− f˙‖L2(Rn) → 0 as t→ 0+,
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and such that
‖f˙ − p˙‖2L2(Rn) ≤ C
ˆ
Rn
ˆ ∞
0
|∇m∂tw(x, t)|2 t dx dt.
If ∇mw( · , t) ∈ L2(Rn) for some t > 0, then p˙ = 0.
Theorem 3.11 ([BHMb, Theorem 6.1]). Let L be as in Theorem 3.3 and let v be
as in Theorem 3.9.
Then for all ϕ smooth and compactly supported, we have that
〈A∇mv( · , t),∇mEϕ( · , t)〉Rn
represents an absolutely convergent integral for any fixed t > 0 and is continuous
in t.
Furthermore,
sup
0<ε<T
∣∣∣∣
ˆ T
ε
〈A∇mv( · , t),∇mEϕ( · , t)〉Rn dt
∣∣∣∣
≤ C‖∇‖ T˙r+m−1 ϕ‖L2(Rn)
(ˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dx dt
)1/2
and the limit
lim
ε→0+
lim
T→∞
ˆ T
ε
〈A∇mv( · , t),∇mEϕ( · , t)〉Rn dt
exists, and so we have the bound
|〈M˙+
A
v, T˙rm−1 ϕ〉Rn+1
+
| ≤ C‖∇‖ T˙r+m−1 ϕ‖L2(Rn)
(ˆ
Rn
ˆ ∞
0
|∇mv(x, t)|2 t dx dt
)1/2
.
Theorem 3.12 ([BHMb, Theorem 6.2]). Let L be as in Theorem 3.3. Let w be as
in Theorem 3.10, and suppose further that ∇mw( · , t) ∈ L2(Rn) for some t > 0 (so
that p˙ = 0).
Then for all ϕ smooth and compactly supported in Rn+1 we have thatˆ ∞
0
ˆ
Rn
|〈A(x)∇mw(x, t),∇mEϕ(x, t)〉| dx dt <∞
and that the bound
|〈M˙+
A
w, T˙rm−1 ϕ〉Rn | ≤ C‖T˙r+m−1 ϕ‖L2(Rn)
(ˆ ∞
0
ˆ
Rn
|∇m∂tw(x, t)|2 t dx dt
)1/2
is valid.
4. More on boundary values
In this section we will provide one more result for the Neumann boundary values
of solutions; we will then combine the bounds on layer potentials (Theorems 3.3
and 3.6) with the trace results of Section 3.3 to bound the Dirichlet and Neumann
boundary values of layer potentials. We remark in particular that some extra
analysis is necessary to dispense with the functions p˙ of Theorem 3.10. Finally, we
will generalize the Green’s formulas (2.17) and (2.18) from solutions in W˙ 2m(R
n+1
± )
to solutions that satisfy square-function estimates as in Theorems 1.6 and 1.10.
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4.1. Limits of Neumann boundary values. If A is t-independent and Lu = 0,
then Luσ = 0 as well, where uσ(x, t) = u(x, t+σ). It is often useful to analyze u by
analyzing uσ and taking a limit as σ → 0; for example, if u satisfies the conditions
of Theorem 3.9 and σ > 0, then uσ ∈ W˙ 2m(Rn+1+ ) and so the Green’s formula (2.17)
and the weak formulation of Neumann boundary values (2.12) are valid.
Theorems 3.9 and 3.10 establish uniform bounds on T˙r+m−1 uσ and show that
T˙r+m−1 uσ → T˙r+m−1 u as σ → 0+. Theorems 3.11 and 3.12, by contrast, bound
M˙+
A
u alone. While it is clear that if u satisfies the conditions of Theorem 3.11
or 3.12, then so does uσ, it is not clear that M˙
+
A
uσ → M˙+A u; establishing this limit
is the goal of this section.
As in Section 3.3, similar results are valid in the lower half-space.
Lemma 4.1. Let L and v be as in Theorem 3.11 (that is, as in Theorems 3.3
and 3.9). Let vσ(x, t) = v(x, t+ σ).
Then M˙+
A
vε → M˙+A v in L2(Rn) as ε → 0+, and M˙+A vT → 0 in L2(Rn) as
T →∞.
Proof. First,ˆ
Rn
ˆ ∞
0
|∇mvT (x, t)|2t dt dx =
ˆ
Rn
ˆ ∞
T
|∇mv(x, t)|2(t− T ) dt dx
which approaches zero as T →∞, and so by Theorem 3.11, M˙+
A
vT → 0 in L2(Rn)
as T →∞.
We now turn to the limit M˙+
A
vε → M˙+A v. It suffices to show that
lim
ε→0+
ˆ
Rn
ˆ ∞
0
|∇mvε(x, t) −∇mv(x, t)|2 t dt dx = 0.
But
ˆ ∞
0
ˆ
Rn
|∇mvε(x, t)−∇mv(x, t)|2 t dx dt
≤ 2
ˆ √ε
0
ˆ
Rn
|∇mvε(x, t)|2 t dx dt+ 2
ˆ √ε
0
ˆ
Rn
|∇mv(x, t)|2 t dx dt
+
ˆ ∞
√
ε
ˆ
Rn
|∇mvε(x, t)−∇mv(x, t)|2 t dx dt.
Recalling the definition of vε, the first two integrals on the right-hand side may be
bounded by
2
ˆ ε+√ε
ε
ˆ
Rn
|∇mv(x, t)|2 (t− ε) dx dt+ 2
ˆ √ε
0
ˆ
Rn
|∇mv(x, t)|2 t dx dt
which approaches zero as ε→∞.
The final integral is at most
ˆ ∞
√
ε
ˆ
Rn
∣∣∣∣
ˆ t+ε
t
∇m∂sv(x, s) ds
∣∣∣∣2 t dx dt ≤ ε
ˆ ∞
√
ε
ˆ
Rn
ˆ t+ε
t
|∇m∂sv(x, s)|2 ds t dx dt
≤ ε2
ˆ
Rn
ˆ ∞
√
ε
|∇m∂sv(x, s)|2 s ds dx.
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Applying the Caccioppoli inequality in cubes of side-length
√
ε/C, we see that
ˆ ∞
√
ε
ˆ
Rn
∣∣∣∣
ˆ t+ε
t
∇m∂sv(x, s) ds
∣∣∣∣2 t dx dt ≤ Cε
ˆ
Rn
ˆ ∞
√
ε/2
|∇mv(x, s)|2 s ds dx
which, again, approaches zero as ε→ 0+. 
Lemma 4.2. Let L and w be as in Theorem 3.12. Let wσ(x, t) = w(x, t + σ).
Then M˙+
A
wε → M˙+Aw as ε→ 0+ in L2(Rn), and M+AwT → 0 as T →∞.
Proof. Clearly ∇mwσ( · , t) ∈ L2(Rn) for every t > 0. Arguing as in the proof of
Lemma 4.1, we have that
lim
ε→0+
ˆ
Rn
ˆ ∞
0
|∇m∂twε(x, t)−∇m∂tw(x, t)|2 t dt dx = 0,
lim
T→∞
ˆ
Rn
ˆ ∞
0
|∇m∂twT (x, t)|2 t dt dx = 0.
and by Theorem 3.12 the proof is complete. 
4.2. Dirichlet boundary values of layer potentials. Recall the bounds on layer
potentials of Section 3.2. By Theorem 3.6, we have that if g˙ ∈ W˙ 2−1(Rn) and if
f˙ ∈ W˙A2m−1,0(Rn) ⊂ L2(Rn), then v = SLg˙ or v = DAf˙ satisfies the conditions of
Theorem 3.9; thus, there exist polynomials Pg and Pf such that
sup
t6=0
‖∇m−1SLg˙( · , t)−∇m−1Pg‖L2(Rn) ≤ C‖g˙‖W˙ 2−1(Rn),
sup
t6=0
‖∇m−1DAf˙ ( · , t)−∇m−1Pf‖L2(Rn) ≤ C‖f˙‖L2(Rn) = C‖f˙‖W˙A2m−1,0(Rn).
Recall that DA and SL were originally defined as operators from W˙A2m−1,1/2(Rn)
and its dual space to W˙ 2m(R
n+1
± ), a space defined modulo polynomials. By Theo-
rem 3.6, we may extend DA and SL to operators on W˙A2m−1,0(Rn) and W˙ 2−1(Rn);
however, we again have that DAf˙ and SLg˙ are only locally Sobolev functions, that
is, are defined only up to adding polynomials of degree m− 1. We adopt the con-
vention that the polynomials Pg and Pf are of degree m− 2; that is, we normalize
u = DAf˙ and u = SLg˙ so that ∇m−1u( · , t) → 0 as t → ∞. Thus, we have the
bounds
sup
t6=0
‖∇m−1SLg˙( · , t)‖L2(Rn) ≤ C‖g˙‖W˙ 2−1(Rn),(4.3)
sup
t6=0
‖∇m−1DAf˙( · , t)‖L2(Rn) ≤ C‖f˙‖L2(Rn) = C‖f˙‖W˙A2m−1,0(Rn).(4.4)
Furthermore, for such f˙ and g˙, ∇m−1SLg˙( · , t) and ∇m−1DAf˙( · , t) approach zero
in L2(Rn) as t → ±∞, and approach (usually nonzero) limits in L2(Rn) as t →
0±; that is, T˙r±m−1DA and T˙r±m−1 SL are bounded operators W˙A2m−1,0(Rn) 7→
W˙A2m−1,0(R
n) and W˙ 2−1(R
n) 7→ W˙A2m−1,0(Rn).
We remark that if DA and SL are defined using the fundamental solution, as in
[BHMa], then this naturalization condition follows from the normalization condi-
tions of the fundamental solution; see [BHMa, Remark 2.24].
We now turn to the bounds given by Theorem 3.3 rather than Theorem 3.6. By
Theorem 3.3, we have that if g˙ ∈ L2(Rn) and if f˙ ∈ W˙A2m−1,1(Rn) ⊂ W˙ 21 (Rn),
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then w = SLg˙ or w = DAf˙ satisfies the conditions of Theorem 3.10; thus, there
exist constants p˙g and p˙f such that
sup
t6=0
‖∇mSLg˙( · , t)− p˙g‖L2(Rn) ≤ C‖g˙‖L2(Rn),
sup
t6=0
‖∇mDAf˙( · , t)− p˙f‖L2(Rn) ≤ C‖f˙‖W˙ 2
1
(Rn) = C‖f˙‖W˙A2m−1,1(Rn)..
But recall that DA is bounded W˙A2m−1,1/2(Rn) 7→ W˙ 2m(Rn+1+ ), and SL is bounded
(W˙A2m−1,1/2(R
n))∗ 7→ W˙ 2m(Rn+1+ ). If Lw = 0 for some w ∈ W˙ 2m(Rn+1+ ), then by
Lemma 3.2 applied in cubes of side-length t/2 we have that ‖∇mw( · , t)‖2L2(Rn) ≤
(C/t)‖∇mw‖2
L2(Rn+1
+
)
. In particular ‖∇mw( · , t)‖L2(Rn) is finite for all t > 0.
Thus, p˙f = 0 and p˙g = 0 for f˙ ∈ W˙A2m−1,1/2(Rn) ∩ W˙A2m−1,1(Rn) and g˙ ∈
(W˙A2m−1,1/2(R
n))∗ ∩ L2(Rn).
By density, for all g˙ ∈ L2(Rn), f˙ ∈ W˙A2m−1,1(Rn), we have that
sup
t6=0
‖∇mSLg˙( · , t)‖L2(Rn) ≤ C‖g˙‖L2(Rn),(4.5)
sup
t6=0
‖∇mDAf˙( · , t)‖L2(Rn) ≤ C‖∇‖f˙‖L2(Rn) = C‖f˙‖W˙A2m−1,1(Rn).(4.6)
Furthermore, for such f˙ and g˙, ∇mSLg˙( · , t) and ∇mDAf˙( · , t) approach zero in
L2(Rn) as t → ±∞, and approach (usually nonzero) limits in L2(Rn) as t →
0±; that is, T˙r±m−1DA and T˙r±m−1 SL are bounded operators W˙A2m−1,1(Rn) 7→
W˙A2m−1,1(R
n) and L2(Rn) 7→ W˙A2m−1,1(Rn).
4.3. Neumann boundary values of layer potentials. The case of Neumann
boundary values is somewhat simpler. By Theorems 3.6 and 3.11, we have that
‖M˙A SLg˙‖(W˙A2m−1,1(Rn))∗ ≤ C‖g˙‖W˙ 2−1(Rn),(4.7)
‖M˙ADAf˙‖(W˙A2m−1,1(Rn))∗ ≤ C‖f˙‖W˙A2m−1,0(Rn)(4.8)
for any f˙ ∈ W˙A2m−1,0(Rn) and any g˙ ∈ W˙ 2−1(Rn).
Furthermore, by Theorems 3.3 and 3.12, and the bounds (4.5) and (4.6), we have
that
‖M˙A SLg˙‖(W˙A2m−1,0(Rn))∗ ≤ C‖g˙‖L2(Rn),(4.9)
‖M˙ADAf˙‖(W˙A2m−1,0(Rn))∗ ≤ C‖f˙‖W˙A2m−1,1(Rn)(4.10)
for any f˙ ∈ W˙A2m−1,0(Rn) and any g˙ ∈ L2(Rn).
4.4. The Green’s formula. Recall that if Lu = 0 in Rn+1± and u ∈ W˙ 2m(Rn+1± ),
then u satisfies the Green’s formula (2.17) or (2.18). We are chiefly concerned with
solutions that satisfy square-function estimates, as in Section 3.3; thus, we would
like to show that such functions satisfy the Green’s formula as well.
Theorem 4.11. Let L be as in Theorem 3.3.
Let v satisfy the conditions of Theorem 3.9 or the corresponding condition in the
lower half-space. Then the Green’s formula (2.17) or (2.18) is valid for u = v.
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Similarly, let w satisfy the conditions of Theorem 3.12 or the corresponding
condition in the lower half-space. Then the Green’s formula (2.17) or (2.18) is
valid for u = w.
Proof. We will work only in the upper half-space Rn+1+ ; the argument in R
n+1
− is
similar.
Let wε(x, t) = w(x, t + ε), and let wε,T = wε − wT . Then ∂n+1wτ = ∂τwτ ∈
W˙ 2m(R
n+1
+ ) for any τ > 0; because
wε,T = −
ˆ T
ε
∂τwτ dτ,
we have that wε,T ∈ W˙ 2m(Rn+1+ ) for any 0 < ε < T . Thus, by formula (2.17),
∇mw(x, t + ε)−∇mw(x, t + T )
= −∇mDA(T˙r+m−1 wε,T )(x, t) +∇mSL(M˙+Awε,T )(x, t).
We take the limit of all four terms as ε→ 0+ and as T →∞.
By Theorem 3.10, we have that ∇mw( · , t + T ) → 0 in L2(Rn) as T → ∞;
by Theorem 3.10, Lemma 3.2 and the Caccioppoli inequality, ∇mw( · , t + ε) →
∇mw( · , t) in L2(Rn) as ε→ 0+.
By Theorem 3.10, the above limits are valid for t = 0; thus, T˙r+m−1 wε,T →
T˙r+m−1 w in W˙A
2
m−1,1(R
n) as ε → 0+ and T → ∞. By boundedness of the double
layer potential (the bound (3.5)) and by Theorem 3.10, the Caccioppoli inequality
and Lemma 3.2, ∇mDA(T˙r+m−1 wε,T )( · , t)→ ∇mDA(T˙r+m−1w)( · , t) in L2(Rn).
Finally, by Lemma 4.2, M˙+
A
wε → M˙+A w and M˙+AwT → 0 in L2(Rn) as ε→ 0+
and T → ∞. By boundedness of the single layer potential (the bound (3.4)) and
by the Caccioppoli inequality and Theorem 3.10) and Lemma 3.2, we have that
∇mSL(M˙+
A
wε,T )( · , t)→ ∇mSL(M˙+A w)( · , t) in L2(Rn).
Thus, the Green’s formula is valid.
The same argument is valid for v; in fact, vσ ∈ W˙ 2m(Rn+1+ ) for any σ > 0, and
so we may work with vε and not vε,T . 
5. The Rellich identity and uniqueness of solutions
The second-order Rellich identity is one of the cornerstones of the theory. In the
following theorem we provide a one-sided higher order generalization. This gener-
alization is enough to prove uniqueness of solutions to the Neumann problem (1.7).
Theorem 5.1. Suppose that L is an elliptic operator of order 2m associated with
coefficients A that are t-independent in the sense of formula (1.2) and satisfy the
ellipticity conditions (2.5) and (2.2).
Suppose in addition that the coefficients A are self-adjoint; that is, that Aαβ =
Aβα for any |α| = |β| = m.
Let w satisfy the conditions of Theorems 3.10 and 3.12. That is, suppose that
Lw = 0 in Rn+1+ , that
´∞
0
´
Rn
|∇m∂tw(x, t)|2, t, dx, dt < ∞, and that ∇mw( · , t) ∈
L2(Rn) for some (hence every) t > 0.
By Theorems 3.10 and 3.12, T˙rm w exists as an L
2(Rn) function, and M˙+
A
w
exists as a linear operator on W˙ 2m−1,0(R
n). Then we have the boundˆ
Rn
|T˙rm w(x)|2 dx ≤ − 2
λ
Re〈T˙rm−1 ∂n+1w, M˙+A w〉Rn
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and so
‖T˙r+m−1w‖W˙ 2
1
(Rn) ≤ ‖T˙r+m w‖L2(Rn) ≤ C‖M˙+A w‖(W˙A2m−1,0(Rn))∗ .
Because W˙A2m−1,0(R
n) is a closed subset of L2(Rn), we may extend any linear
operator on W˙A2m−1,0(R
n) to a linear operator on L2(Rn), that is, to an L2 function;
thus, we have the bound
‖T˙rm w‖L2(Rn) ≤ C‖M˙+A w‖L2(Rn).
Proof of Theorem 5.1. First, observe that, for any t > 0, by the bound (2.5),ˆ
Rn
|∇mw(x, t)|2 dx ≤ 1
λ
ˆ
Rn
〈∇mw(x, t),A∇mw(x, t)〉 dx.
Because A is self-adjoint, the integrand is necessarily real-valued.
Let wσ(x, t) = w(x, t + σ) and let wε,T = wε − wT . For any σ > 0 we have that
∂n+1wσ = ∂σwσ ∈ W˙ 2m(Rn+1+ ). Integrating ∂σwσ from σ = ε to σ = T , as in the
proof of Lemma 7.7, we have that wε,T ∈ W˙ 2m(Rn+1+ ).
Now,ˆ
Rn
|∇mwε,T (x, 0)|2 dx ≤ 1
λ
ˆ
Rn
〈∇mwε,T (x, 0),A∇mwε,T (x, 0)〉 dx.
By Theorem 3.10, we have that limt→∞∇mw( · , t)→ 0 in L2(Rn), and soˆ
Rn
|∇mwε,T (x, 0)|2 dx ≤ − 1
λ
ˆ ∞
0
d
dt
ˆ
Rn
〈∇mwε,T (x, t),A∇mwε,T (x, t)〉 dx dt.
Because A is t-independent, we have that
d
dt
〈∇mwε,T (x, t),A∇mwε,T (x, t)〉 = 〈∇m∂twε,T (x, t),A∇mwε,T (x, t)〉
+ 〈∇mwε,T (x, t),A∇m∂twε,T (x, t)〉,
and again because A is self-adjoint, we have thatˆ
Rn
|∇mwε,T (x, 0)|2 dx ≤ − 2
λ
Re
ˆ ∞
0
ˆ
Rn
〈∇m∂twε,T (x, t),A∇mwε,T (x, t)〉 dx dt.
Recall wε,T ∈ W˙ 2m(Rn+1+ ) and ∂n+1wε,T ∈ W˙ 2m(Rn+1+ ). Thus, by formula (2.12) for
the Neumann boundary values of a W˙ 2m(R
n+1
+ )-function, we have thatˆ
Rn
|∇mwε,T (x, 0)|2 dx ≤ − 2
λ
Re〈T˙r+m−1 ∂n+1wε,T , M˙+A wε,T 〉Rn .
Now, because the definitions (2.11) and (2.12) of Neumann boundary values coincide
for W˙ 2m(R
n+1
+ )-functions, we have that M˙
+
A
wε,T = M˙
+
A
wε−M˙+AwT where the two
terms on the right-hand side are given by formula (2.11) and extend to bounded
operators on W˙A2m−1,0(R
n).
Thus, we have that
‖T˙r+m wε − T˙r+m wT ‖L2(Rn)
≤ − 2
λ
Re〈T˙r+m−1 ∂n+1wε − T˙r+m−1 ∂n+1wT , M˙+A wε − M˙+AwT 〉Rn .
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Expanding the inner products, we see that
‖T˙r+m wε‖2L2(Rn) + ‖T˙r+m wT ‖2L2(Rn) − 2‖T˙r+m wε‖L2(Rn)‖T˙r+m wT ‖L2(Rn)
≤ − 2
λ
Re〈T˙r+m−1 ∂n+1wε, M˙+Awε〉Rn +
2
λ
Re〈T˙r+m−1 ∂n+1wε, M˙+A wT 〉Rn
+
2
λ
Re〈T˙r+m−1 ∂n+1wT , M˙+Awε〉Rn −
2
λ
Re〈T˙r+m−1 ∂n+1wT , M˙+AwT 〉Rn .
By Theorem 3.10, ∇mwσ( · , 0) is bounded in L2(Rn), uniformly in σ. By The-
orem 3.12, the same is true of M˙+
A
wσ. Again by Theorem 3.10, T˙r
+
m−1 wε →
T˙r+m−1 w and T˙r
+
m−1 wT → 0 in W˙ 21 (Rn) as ε → 0+ and T → ∞. By Lemma 4.2,
M˙+
A
wε → M˙+Aw in L2(Rn) as ε→ 0+ and M˙+A wT → 0 in L2(Rn) as T →∞.
Thus, taking appropriate limits, we have that
‖T˙r+mw‖2L2(Rn) ≤ −
2
λ
Re〈T˙r+m−1 ∂n+1w, M˙+A w〉Rn
as desired. 
We now use the Rellich identity to establish uniqueness of solutions to the L2-
Neumann problem (1.7).
Theorem 5.2. Let A and w satisfy the conditions of Theorem 5.1. Then
sup
t>0
‖∇mw( · , t)‖2L2(Rn) +
ˆ ∞
0
ˆ
Rn
|∇m∂tw(x, t)|2 t dx dt ≤ C‖M˙+A w‖2L2(Rn).
In particular, if M˙+
A
w = 0 then ∇mw ≡ 0 in Rn+1+ .
Proof. By Theorem 3.10,
sup
t>0
‖∇mw( · , t)‖2L2(Rn) ≤ C
ˆ ∞
0
ˆ
Rn
|∇m∂tw(x, t)|2 t dx dt.
By Theorem 4.11, we have that ∇mw = −∇mDA(T˙r+m−1 w) + ∇mSL(M˙+Aw).
Thus, by Theorem 3.3, we have that
(5.3)
ˆ ∞
0
ˆ
Rn
|∇m∂tw(x, t)|2, t, dx, dt ≤ C‖T˙r+m−1 w‖2W˙ 2
1
(Rn)
+ C‖M˙+
A
w‖2L2(Rn).
By Theorem 5.1, ‖T˙r+m−1 w‖W˙ 2
1
(Rn) ≤ C‖M˙+A w‖L2(Rn) and the proof is complete.

Remark 5.4. As mentioned in the introduction, contrary to the present case, it is
often easier to solve the Dirichlet or Dirichlet regularity problem than the Neumann
problem, and indeed it is often easier to formulate the Dirichlet problem than the
Neumann problem.
However, observe that the bound (5.3) is essentially control on solutions in terms
of the Dirichlet and Neumann boundary values. Thus, to derive uniqueness of
solutions to the Dirichlet problem using this bound, we must bound the Neumann
boundary values, and vice versa.
Theorem 5.1 allows us to control the Dirichlet boundary values by the Neumann
boundary values. In a sense, we may say that the Dirichlet boundary values of a
solution are at least as well behaved as the Neumann boundary values. Thus, it
is still the case in the present context that Dirichlet boundary values are better
behaved and easier to work with than Neumann boundary values; the arguments
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based on the Green’s formula mean that good behavior of the Dirichlet boundary
values implies uniqueness for the Neumann problem, not the Dirichlet problem.
Thus, to establish well posedness of the problem (1.7), it suffices to establish
only that solutions exist.
We remark that as usual, a corresponding result is valid in the lower half-space.
6. Existence of solutions in a special case
In this section, we will prove the following theorem.
Theorem 6.1. For any given n and m, there is an operator L of order 2m, acting
on functions defined on Rn+1, and associated to real constant coefficients A that
satisfy the bound (2.2), the ellipticity condition (2.5), and are self-adjoint, such
that the Neumann problem (1.7) is well posed.
As discussed above, we need only show that solutions exist.
Recall that we are working in a very nice domain (the upper half-space). In
the case of the Dirichlet (or regularity) problem, the theorem is straightforward
to prove: if A is any matrix with constant coefficients, we may solve the Dirichlet
problem using the Fourier transform. We will still use the Fourier transform to solve
the Neumann problem; however, the argument will be somewhat more involved.
Throughout this section, we will let f̂ denote the Fourier transform in Rn (not
Rn+1) given by
f̂(ξ) =
ˆ
Rn
e−2πiξ·x f(x) dx.
Let g˙ ∈ L2(Rn) be an array indexed by multiindices γ with |γ| = m − 1. Let
ϕ˙ = T˙rm−1 ϕ for some smooth, compactly supported function ϕ. As in the defini-
tion (2.11) of Neumann boundary values, let ϕℓ(x) = ∂
ℓ
tϕ(x, t)
∣∣
t=0
. By Plancherel’s
theorem,
〈g˙, ϕ˙〉Rn =
m−1∑
ℓ=0
∑
γn+1=ℓ
〈gγ , ∂γ‖‖ ϕℓ〉Rn =
m−1∑
ℓ=0
∑
γn+1=ℓ
ˆ
Rn
ĝγ(ξ) (2πiξ)
γ‖ ϕ̂ℓ(ξ) dξ
=
m−1∑
ℓ=0
ˆ
Rn
ϕ̂ℓ(ξ)
∑
|γ‖|=m−1−ℓ
ĝγ(ξ) (2πiξ)
γ‖ dξ.
Here, if γ = (γ1, γ2, . . . , γn, γn+1), then γ‖ = (γ1, γ2, . . . , γn).
Thus, to establish existence of solutions to the Neumann problem, it suffices to
show that, for each array of functions {Gℓ}m−1ℓ=0 that satisfy the bound
(6.2)
ˆ
Rn
|Gℓ(ξ)|2 |ξ|2ℓ+2−2m dξ <∞
there is some function w that satisfies

Lw = 0 in Rn+1+ ,
〈M˙+
A
w, ϕ˙〉Rn =
m−1∑
ℓ=0
ˆ
Rn
ϕ̂ℓ(ξ)Gℓ(ξ) dξ,
ˆ ∞
0
ˆ
Rn
|∇m∂tw(x, t)|2 t dx dt ≤ C
m−1∑
ℓ=0
ˆ
Rn
|Gℓ(ξ)|2 |ξ|2+2ℓ−2m dξ,
‖∇mw( · , t)‖L2(Rn) <∞ for some t > 0.
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Because M˙+
A
w is a complicated operator that depends on the choice of coeffi-
cients A associated to L, in the remainder of this section, we will let A denote a
particular choice of coefficients.
Let ∆‖ denote the Laplacian in Rn, ∆‖ = ∂x1∂x1 + · · · + ∂xn∂xn . We observe
that
(−∆‖)j = (−1)j
∑
|γ|=j
j!
γ1!γ2! . . . γn!
∂2γ‖
where the sum is over multiindices in Nn (equivalently multiindices in Nn+1 with
γn+1 = 0).
Let L be the operator of the form (1.1) associated to the (constant) coefficients
Aαβ given by
Aαα =
|α‖|!
α‖!
, Aαβ = 0 if α 6= β.
We thus have that
(6.3) (−∆‖)j = (−1)j
∑
|α‖|=j
Aαα∂
2α‖
‖ and so Lψ =
m∑
j=0
(−1)j(−∆‖)m−j∂2jn+1ψ.
Notice that L is not the polyharmonic operator (−∆)m; however, L is a constant-
coefficient elliptic operator and satisfies the bound (2.5).
For each 1 ≤ k ≤ m, let fk : Rn 7→ C be a function that satisfies
(6.4)
ˆ
Rn
|ξ|2m|fk(ξ)|2 dξ <∞.
Let w satisfy
(6.5) ŵ(ξ, t) =
m∑
k=1
fk(ξ) exp
(
2πi|ξ|eπik/(m+1)t)
where the Fourier transform is taken only in the horizontal variables. Notice that
the real part of ieπik/(m+1) is at most − sin(π/(m + 1)), and so if t > 0 then the
exponential decays as t→∞ or |ξ| → ∞. Then
sup
t>0
‖∇mw( · , t)‖L2(Rn) <∞, lim
t→∞
‖∇mw( · , t)‖L2(Rn) = 0.
By formula (6.3),
L̂w(ξ, t) =
m∑
j=0
(−1)j(4π2|ξ|2)m−j∂2jt ŵ(ξ, t)
= (4π2|ξ|2)m
m∑
k=1
fk(ξ) exp
(
2πi|ξ|eπik/(m+1)t) m∑
j=0
e2πijk/(m+1).
Summing the geometric series, we see that Lw = 0 in Rn+1+ .
Furthermore, by Parseval’s inequality,
ˆ ∞
0
ˆ
Rn
|∇m∂tw(x, t)|2 t dx dt ≤ C
m∑
j=0
ˆ ∞
0
t
ˆ
Rn
|ξ|2j |∂m+1−jt ŵ(ξ, t)|2 dξ dt.
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By the definition (6.5) of ŵ,
ˆ ∞
0
ˆ
Rn
|∇m∂tw(x, t)|2, t, dx, dt
≤ C
m∑
k=1
ˆ ∞
0
t
ˆ
Rn
|ξ|2m+2|fk(ξ)|2 exp(−2βk|ξ|t) dξ dt
where βk = 2π sin(πk/(m + 1)) ≥ β1 > 0. Interchanging the order of integration
and evaluating the integral in t, we see thatˆ ∞
0
ˆ
Rn
|∇m∂tw(x, t)|2, t, dx, dt ≤ C
m∑
k=1
ˆ
Rn
|ξ|2m|fk(ξ)|2 dξ.(6.6)
By definition of A and E , we have that
〈M˙+
A
w, ϕ˙〉Rn =
m−1∑
ℓ=0
1
ℓ!
∑
|α|=m
ˆ ∞
0
〈Aαα∂αw( · , t), ∂α(tℓQmt ϕℓ)〉Rn dt.
By Plancherel’s theorem, and because A is constant,
〈M˙+
A
w, ϕ˙〉Rn
=
m−1∑
ℓ=0
m∑
j=0
∑
|α|=m
α⊥=j
1
ℓ!
ˆ ∞
0
〈Aαα(2πi · )α‖∂jt ŵ( · , t), (2πi · )α‖∂jt (tℓQ̂mt ϕℓ)〉Rn dt.
By definition of Aαα,
〈M˙+
A
w, ϕ˙〉Rn =
m∑
j=0
m−1∑
ℓ=0
1
ℓ!
ˆ ∞
0
〈(2π| · |)2m−2j∂jt ŵ( · , t), ∂jt (tℓQ̂mt ϕℓ)〉Rn dt.
Recall that Qmt = e−(−t
2∆‖)
m
. Thus, Q̂mt ψ(ξ) = e−(4π
2t2|ξ|2)mψ̂(ξ), and so
〈M˙+
A
w, ϕ˙〉Rn
=
m−1∑
ℓ=0
m∑
j=0
1
ℓ!
ˆ ∞
0
ˆ
Rn
(2π|ξ|)2m−2j∂jt ŵ(ξ, t) ∂jt (tℓe−(4π
2t2|ξ|2)m)ϕ̂ℓ(ξ) dξ dt.
By definition of w,
〈M˙+
A
w, ϕ˙〉Rn
=
m−1∑
ℓ=0
m∑
j=0
m∑
k=1
1
ℓ!
ˆ ∞
0
ˆ
Rn
(2π|ξ|)2m−2jfk(ξ) ∂jt exp
(
2πi|ξ|eπik/(m+1)t)
× ∂jt (tℓe−(4π
2t2|ξ|2)m)ϕ̂ℓ(ξ) dξ dt
=
m−1∑
ℓ=0
m∑
j=0
m∑
k=1
1
ℓ!
ˆ ∞
0
ˆ
Rn
ϕ̂ℓ(ξ) fk(ξ) (2π|ξ|)2m−j ijeπijk/(m+1)
× exp(2πi|ξ|eπik/(m+1)t)∂jt (tℓe−(4π2t2|ξ|2)m) dξ dt.
We wish to change the order of integration. We must show that the integral con-
verges absolutely; it will be technically easier to show absolute convergence after
the change.
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Making the change of variables u = t|ξ|, we see that
ˆ ∞
0
|exp(2πi|ξ|eπik/(m+1)t)∂jt (tℓe−(4π2t2|ξ|2)m)| dt = Cj,k,ℓ|ξ|j−ℓ−1.
But by assumption on f , and because ϕℓ is smooth and compactly supported.ˆ
Rn
|ϕ̂ℓ(ξ)| |fk(ξ)| (2π|ξ|)2m−j Cj,k,ℓ|ξ|j−ℓ−1 dξ <∞.
Thus we may change the order of integration to see that
〈M˙+
A
w, ϕ˙〉Rn
=
m−1∑
ℓ=0
m∑
j=0
m∑
k=1
1
ℓ!
ˆ
Rn
ϕ̂ℓ(ξ) fk(ξ)(2π|ξ|)2m−j ijeπijk/(m+1)
×
ˆ ∞
0
exp
(
2πi|ξ|eπik/(m+1)t)∂jt (tℓe−(4π2t2|ξ|2)m) dt dξ.
We will need a precies formula for (not a bound on) the second integral. We will
obtain it by integrating by parts in t. If 0 ≤ J ≤ m, then limt→0+ ∂Jt (tℓe−αt
2m
) = 0
unless J = ℓ, in which case the limit is ℓ!. Thus, if j ≥ 1 + ℓ then
ˆ ∞
0
exp
(
2πi|ξ|eπik/(m+1)t) ∂jt (tℓe−(4π2t2|ξ|2)m) dt
=
ˆ ∞
0
(−1)j∂jt exp
(
2πi|ξ|eπik/(m+1)t) (tℓe−(4π2t2|ξ|2)m) dt
+ lim
t→0+
(−1)j−ℓ∂j−1−ℓt exp
(
2πi|ξ|eπik/(m+1)t)ℓ!
so
ˆ ∞
0
exp
(
2πi|ξ|eπik/(m+1)t) ∂jt (tℓe−(4π2t2|ξ|2)m) dt
=
(−2πi|ξ|)jeπijk/(m+1) ˆ ∞
0
exp
(
2πi|ξ|eπik/(m+1)t) (tℓe−(4π2t2|ξ|2)m) dt
− (−2πi|ξ|eπik/(m+1))j−1−ℓℓ!.
If j ≤ ℓ then we have a very similar formula without the second term. Thus,
〈M˙+
A
w, ϕ˙〉Rn
=
m−1∑
ℓ=0
m∑
k=1
1
ℓ!
ˆ
Rn
ϕ̂ℓ(ξ) fk(ξ)(2π|ξ|)2m
m∑
j=0
e2πijk/(m+1)
×
ˆ ∞
0
exp
(
2πi|ξ|eπik/(m+1)t) (tℓe−(4π2t2|ξ|2)m) dt dξ
−
m−1∑
ℓ=0
m∑
k=1
ˆ
Rn
ϕ̂ℓ(ξ) fk(ξ)(2π|ξ|)2m−1−ℓi1+ℓ
m∑
j=ℓ+1
eπi(2j−1−ℓ)k/(m+1) dξ.
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Summing our two geometric series, we see that
〈M˙+
A
w, ϕ˙〉Rn
= −
m−1∑
ℓ=0
m∑
k=1
ˆ
Rn
ϕ̂ℓ(ξ) fk(ξ)(2π|ξ|)2m−1−ℓiℓ 2 sin(π(1 + ℓ)k/(m+ 1))
e2πik/(m+1) − 1 dξ.
Recall that, given functions Gℓ, we wish to find functions fk such that
〈M˙+
A
w, ϕ˙〉Rn =
m−1∑
ℓ=0
ˆ
Rn
ϕ̂ℓ(ξ)Gℓ(ξ) dξ
and such that
m∑
k=1
ˆ
Rn
|fk(ξ)|2|ξ|2m dξ ≤ C
m−1∑
ℓ=0
ˆ
Rn
|Gℓ(ξ)|2 |ξ|2+2ℓ−2m dξ.
Thus, it suffices to find functions fk that satisfy the bound (6.4) and the equations
(2π|ξ|)−m+1+ℓGℓ(ξ) = −2iℓ
m∑
k=1
(2π|ξ|)mfk(ξ)
e2πik/(m+1) − 1sin(π(1 + ℓ)k/(m+ 1)).
As is well known in, for example, the theory of the discrete Fourier transform, the
m×mmatrixM = (MLk)mL,k=1 whose entries are given byMLk = sin(πLk/(m+ 1))
is invertible. Thus, given Gℓ, we may find functions fk; if the functions Gℓ satisfy
the bound (6.2), then the functions fk satisfy the bound (6.4), as desired.
7. Invertibility of layer potentials and boundary value problems
There is a deep connection between well posedness of boundary value problems
and invertibility of layer potentials. The classic method of layer potentials states
that if M˙+
A
DA is surjective D 7→ N, then solutions to the Neumann problem with
boundary values in N exist. In [Ver84], Verchota proved a result (for harmonic
functions, but the argument generalizes easily) going in the other direction: if
solutions to the Neumann problem are unique in both Rn+1+ and R
n+1
− , then M˙
+
A
DA
is one-to-one. The converses to these results for second order operators were proven
in [BM13, BM16b], and the generalization to the higher order case was established
in [Bar].
We will summarize the relevant results of [Bar] in Section 7.1 and apply them in
Section 7.2.
7.1. Known results. Let X+ and X− be two spaces of functions (or equivalence
classes of functions) defined in Rn+1+ and R
n+1
− , respectively, and assume that if
u ∈ X± then ∇mu is locally integrable. Let D and N be two spaces of equivalence
classes of functions or distributions defined on Rn = ∂Rn+1+ .
Then we have the following theorem.
Theorem 7.1 ([Bar]). Suppose that L is an elliptic operator of order 2m associated
with coefficients A that satisfy the ellipticity conditions (2.1) and (2.2). Suppose
that the following conditions are valid.
(1) If u ∈ X± and Lu = 0 in Rn+1± , then T˙r±m−1 u ∈ D and M˙±A u ∈ N.
(2) The single layer potential SL is bounded N 7→ X+ and N 7→ X−.
(3) The double layer potential DA is bounded D 7→ X+ and D 7→ X−.
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(4) If g˙ ∈ N, then we have the jump relations
T˙r+m−1 SLg˙ − T˙r−m−1 SLg˙ = 0,
M˙+
A
SLg˙ + M˙−
A
SLg˙ = g˙.
(5) If f˙ ∈ D, then we have the jump relations
T˙r+m−1DAf˙ − T˙r−m−1DAf˙ = −f˙ ,
M˙+
A
DAf˙ + M˙−
A
DAf˙ = 0.
(6) If u ∈ X± and Lu = 0 in Rn+1± , then we have the Green’s formulas
u = ∓DA(T˙r±m−1 u) + SL(M˙±A u) in X±.
Then M˙±
A
DA is surjective D 7→ N if and only if, for every g˙ ∈ N, there exists
a u+ ∈ X+ and a u− ∈ X− such that ± M˙±A u± = g˙. (In this case there is some
f˙ ∈ D such that u± = DAf˙ .)
Furthermore, the bound ‖f˙‖D ≤ C‖M˙ADAf˙‖N is valid for all f˙ ∈ D if and
only if the two bounds ‖u+‖X+ ≤ C‖M˙+A u+‖N and ‖u−‖X+ ≤ C‖M˙+A u−‖N are
valid for all u± ∈ X± with Lu± = 0 in Rn+1± .
Notice that all results must be checked in both the upper and lower half-spaces;
this is because of the use of the jump relations. We remark that, by considering
the change of variables (x, t) 7→ (x,−t), all of the results of Sections 3.3, 4.1, 4.4
and 5 are valid in the lower half-space as well as the upper half-space.
The jump relations are well known in the second order case. To check condi-
tions (4) and (5) of Theorem 7.1, it will be useful to have the following fact.
Lemma 7.2 ([Bar]). Let L be as in Theorem 7.1. Let f˙ ∈ W˙A2m−1,1/2(Rn) and
let g˙ ∈ (W˙A2m−1,1/2(Rn))∗. Then the jump relations of conditions (4) and (5) are
valid.
In order to prove Theorem 1.10, we will need an adjoint relation for layer poten-
tials; again, this result is well known in the second order case and may be easily
generalized to the higher order case.
Lemma 7.3 ([Bar]). Let L and A be as in Theorem 7.1. Let A∗ be the adjoint
matrix, that is, A∗αβ = Aβα. Let L
∗ be the associated elliptic operator. Then we
have the adjoint relations
〈ϕ˙, M˙+
A
DAf˙〉Rn = 〈M˙+A∗ DA
∗
ϕ˙, f˙〉Rn ,(7.4)
〈γ˙, T˙rm−1 SLg˙〉Rn = 〈T˙rm−1 SL
∗
γ˙, g˙〉Rn(7.5)
for all f˙ , ϕ˙ ∈ W˙A2m−1,1/2(Rn) and all g˙, γ˙ ∈ (W˙A2m−1,1/2(Rn))∗.
7.2. Proofs of the main theorems. In order to apply Theorem 7.1, we must
show that the boundary and solution spaces of Theorems 1.6 and 1.10 satisfy the
given conditions. We will do so in the following two lemmas.
Lemma 7.6. If L is as in Theorem 7.1, then the spaces
X
± =
{
v :
ˆ
R
n+1
±
|∇mv(x, t)|2|t| dx dt <∞, sup
±t>0
‖∇m−1v( · , t)‖L2(Rn) <∞
}
,
D = W˙A2m−1,0(R
n), N = (W˙A2m−1,1(R
n))∗
30 ARIEL BARTON, STEVE HOFMANN, AND SVITLANA MAYBORODA
satisfy the conditions of Theorem 7.1.
Proof. Condition (1) follows from Theorems 3.9 and 3.11. Conditions (2) and (3)
follow from Theorem 3.6. The jump relations of conditions (4) and (5) are true for
f˙ and g˙ in dense subspaces of W˙A2m−1,0(R
n) and (W˙A2m−1,1(R
n))∗; conditions (1–
3) imply that conditions (4) and (5) are true by density. Condition (6) is valid by
Theorem 4.11. 
Lemma 7.7. If L is as in Theorem 7.1, then the spaces
X
± =
{
w :
ˆ
R
n+1
±
|∇m∂tw(x, t)|2|t| dx dt <∞, ‖∇mw( · , 1)‖L2(Rn) <∞
}
,
D = W˙A2m−1,1(R
n), N = (W˙A2m−1,0(R
n))∗
satisfy the conditions of Theorem 7.1.
Proof. Condition (1) follows from Theorems 3.10 and 3.12. Conditions (2) and (3)
follow from Theorem 3.3. The jump relations of conditions (4) and (5) are true for
f˙ and g˙ in dense subspaces of W˙A2m−1,1(R
n) and (W˙A2m−1,0(R
n))∗; Conditions (1–
3) imply that Conditions (4) and (5) are true by density. Condition (6) is valid by
Theorem 4.11. 
We now prove our main theorems.
Proof of Theorem 1.6. By Theorem 7.1, Lemma 7.7 and Theorem 5.2, if A is as in
Theorem 5.1, then the operators M˙±
A
DA satisfies the estimate
‖f˙‖W˙A2m−1,1(Rn) ≤ C‖M˙
±
A
DAf˙‖(W˙A2m−1,0(Rn))∗ .
We need only show that this operator is surjective to complete the proof of Theo-
rem 1.6.
By Theorem 6.1 there is a coefficient matrix A0 such that solutions to the Neu-
mann problem exist, and so M˙+
A0
DA0 is onto W˙A2m−1,1(Rn) 7→ (W˙A2m−1,0(Rn))∗.
Choose some A. Let As = (1 − s)A0 + sA. Observe that As is self-adjoint,
bounded and elliptic, uniformly in 0 ≤ s ≤ 1.
Let M˙s = M˙
+
As
DAs . Then there exists some constants C0 and C1 depending
on the ellipticity constants of A and A0 such that
1
C0
‖f˙‖W˙A2m−1,1(Rn) ≤ ‖M˙s f˙‖(W˙A2m−1,0(Rn))∗ ≤ C1‖f˙‖W˙A2m−1,1(Rn)
for all f˙ ∈ W˙A2m−1,1(Rn) and all 0 ≤ s ≤ 1.
By analytic perturbation theory, if 0 ≤ r ≤ s ≤ 1 and |s− r| is small enough
(depending only on C1), then
‖M˙s− M˙r‖ ≤ C|s− r|
where, again, the constant C depends only on C1, and where the given norm is the
operator norm W˙A2m−1,1(R
n) 7→ (W˙A2m−1,0(Rn))∗.
Suppose that M˙r is onto (and thus is bijective). Its inverse has operator norm
at most C0. Let |s− r| = 1/N for some integer N ; we may choose N large enough,
depending only on C0 and C1, such that
‖M˙s− M˙r‖ ≤ 1
2C0
≤ 1
2‖M˙−1r ‖
.
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Now, consider the operator
M˙ =
∞∑
j=0
M˙−1r [(M˙r − M˙s) M˙−1r ]j .
The sum converges to a bounded operator defined on all of (W˙A2m−1,0(R
n))∗. But
M˙s M˙ = (M˙s− M˙r) M˙+ M˙r M˙
=
∞∑
j=0
[(M˙r − M˙s) M˙−1r ]j −
∞∑
j=0
[(M˙r − M˙s) M˙−1r ]j+1 = I
is the identity, and so M˙ = M˙−1s and M˙s is surjective as well. Thus, since M˙0 is
surjective, by working in small steps we see that M˙1 = M˙ADA is surjective for
any bounded self-adjoint elliptic matrix A.
Thus, M˙+
A
DA is invertible from W˙A2m−1,1(Rn) to (W˙A2m−1,0(Rn))∗, and so the
Neumann problem (1.7) is well posed for coefficients as in Theorem 1.6. This
completes the proof. 
Proof of Theorem 1.12. Suppose that A0 is as in Theorem 1.12. Then by Theo-
rem 7.1 and Lemma 7.6 or 7.7,
M˙+
A0
DA0 : W˙A2m−1,0 7→ (W˙A2m−1,1)∗, M˙+A0 DA0 : W˙A2m−1,1 7→ (W˙A2m−1,0)∗
are invertible mappings. If A is t-independent and sufficiently close to A0, then
A is also elliptic, and so by the bounds (4.8) and (4.10) M˙+
A
DA is bounded as
mappings between the same two pairs of spaces. Thus, by analytic perturbation
theory, if A is sufficiently close to A0, then M˙
+
A
DA is also invertible, and so the
Neumann problem (1.7) or (1.11) is well posed, as desired. 
Proof of Theorem 1.10. Observe that by the duality relation (7.4) (true in dense
subsets of the relevant spaces),
M˙+
A
DA : W˙A2m−1,0(Rn) 7→ (W˙A2m−1,1(Rn))∗
is invertible if and only if
M˙+
A∗
DA∗ : W˙A2m−1,1(Rn) 7→ (W˙A2m−1,0(Rn))∗
is invertible. Thus, Theorems 1.6 and 1.10 are equivalent. 
Remark 7.8. Under the conditions of Theorem 7.1, invertibility of T˙r+m−1 SL is
equivalent to well posedness of the Dirichlet problem. See [Bar].
Thus, as in the proof of Theorem 1.10 (using the duality relation (7.5) in place
of the relation (7.4)), for elliptic t-independent coefficients, well posedness of the
Dirichlet problem, with coefficients A, boundary data in W˙A2m−1,0(R
n), and so-
lutions as in Lemma 7.6, implies well posedness of the Dirichlet problem with
coefficients A∗, boundary data in W˙A2m−1,1(R
n), and solutions as in Lemma 7.7.
(The Dirichlet problem with boundary data in W˙Apm−1,1 rather than W˙A
p
m−1,0 is
known in the theory as the “Dirichlet regularity” problem.)
The main result of [HKMP15a] is that for second order t-independent operators,
well posedness of the Dirichlet problem with coefficients A and boundary data in
Lp(Rn) implies well posedness of the regularity problem with coefficients A∗ and
boundary data in W˙ p
′
1 (R
n) for 1/p + 1/p′ = 1, provided 2 − ε < p < ∞. Indeed
they prove that solutions may be represented as the single layer potential of some
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appropriate input function. Notice that the trace results of [BHMb] (in particular
Theorem 3.11) are essential to the argument presented here, and that those theo-
rems were proven using many ideas from [HKMP15a]; the approach described here
may be thought of as another way of formulating the arguments of [HKMP15a].
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