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a b s t r a c t
In this paper, we are concernedwith the numerical approximation of stochastic differential
equations with discontinuous/nondifferentiable drifts. We show that under one-sided
Lipschitz and general growth conditions on the drift and global Lipschitz condition on
the diffusion, a variant of the implicit Euler method known as the split-step backward
Euler (SSBE) method converges with strong order of one half to the true solution. Our
analysis relies on the framework developed in [D. J. Higham, X. Mao and A. M. Stuart,
Strong convergence of Euler-type methods for nonlinear stochastic differential equations,
SIAM Journal on Numerical Analysis, 40 (2002) 1041–1063] and exploits the relationship
which exists between explicit and implicit Eulermethods to establish the convergence rate
results.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following Itô stochastic differential equation (SDE):
dX(t) = f (t, X(t))dt + g(t, X(t))dW (t), 0 ≤ t ≤ T ,
X(0) = X0, (1.1)
in which f : R+ × Rd −→ Rd (the drift vector) and a := ggT : R+ × Rd −→ Rd×d (the diffusion matrix) are locally
bounded Borel measurable functions and W (t) is an m-dimensional Wiener process defined on some filtered probability
space (Ω,F , P). With no loss of generality, we assume that the initial condition X0 is a fixed non-random vector. It is well-
known (see e.g., [1,2]) that, when f and g are globally Lipschitz in Rn and satisfy a linear growth condition, Eq. (1.1) admits
a unique t-continuous strong solution adapted to the filtration generated by the underlyingWiener process. Over the years,
many authors have tried to weaken these assumptions, while retaining the existence and uniqueness of a strong solution
and hencewiden the range of applicability of the SDE theory to realworld problems. Of particular importance in applications
is the special case of a nonlinear non-differentiable or discontinuous drift coefficient f , which satisfies a one-sided Lipschitz
(OSL) condition (see Assumption (2.1) for the exact definition).
These equations are of fundamental importance in a variety of fields such as time series analysis [3], non-
smooth mechanics [4], population dynamics [5], financial mathematics [6] and physics [7,8] to name just a few.
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They also arise naturally as the stochastic characteristic curves of backward partial differential equations1 (PDEs) with
discontinuous/nondifferentiable convective terms of the form:
ut + ⟨f ,∇u⟩ + ⟨a∇,∇u⟩ = bu+ c, for t < T ,
u = φ for t = T , (1.2)
in which f and a are as above and the functions b, c and φ are bounded and continuous [9]. From the well-known
Feynman–Kac formula, it can be shown that the solution of (1.2) could be represented as:
u(t, x) = EHt(ζt,x) =
∫
Ω
Ht(ζt,x(ω))P(dω), (1.3)
in which
Ht(α) = φ(α(T )) exp

−
∫ T
t
b(α(s))ds

−
∫ T
t
c(α(θ)) exp

−
∫ θ
t
b(α(s))ds

dθ, (1.4)
and {ζt,x(s) : t ≤ s ≤ T } is the unique strong solution of (1.1) with the property:
ζt,x(t) = x a.s.
From a different point of view, Eq. (1.1) may be considered as a stochastic perturbation of deterministic dynamical systems
of the form:
dX(t) = f (t, X(t))dt, 0 ≤ t ≤ T ,
X(0) = X0, (1.5)
in which the right-hand side function f is discontinuous/nondifferentiable and satisfies the OSL condition. They often occur
in control theory because of the application of discontinuous feedback laws in control systems and also in non-smooth
mechanics where the motion of rigid bodies is subject to velocity jumps and force discontinuities as a result of friction and
impact (see [10] and the many references therein).
There are some different approaches to prove the existence and uniqueness of a measurable solution to (1.1) without
imposing any smoothness conditions on the drift. Conway [11,12] has introduced the concept of a relaxed solution under the
OSL condition which generalizes the approach of Filippov [13] for deterministic equations. Krylov [14] gives a short proof
of (strong) solvability for (1.1) under monotonicity and growth conditions, slightly weaker than the usual linear growth
conditions. Halidias and Kloeden [15] prove the existence of a mean-square continuous strong solution for vector-valued
Itô SDEswith a discontinuous drift coefficient,which is an increasing function, and possesses a Lipschitz continuous diffusion
coefficient. Krylov and Röckner [16] prove the existence and uniqueness of an adapted pathwise continuous strong solution
up to an explosion time under the unit diffusion and locally Lq–Lp-integrable drift inR×G for DomainG ∈ Rd with dp+ 2q < 1.
This result has been generalized in [17] to the case of non-degenerate and state-dependent diffusion terms. It is worth
mentioning here that there are some works in the stochastic partial differential equation (SPDE) literature which prove the
existence and uniqueness of a strong solution with imposing monotonicity as well as demicontinuity on the drift [18]. For
other references on this subject, we refer the reader to [19–22,16,23–25].
Strong convergence of fixed timestep Euler-type methods for SDEs of the form (1.1) with globally Lipschitz diffusion and
smooth drifts (e.g. f ∈ C1) satisfying the OSL condition, has been considered in [26,27]. It is proved in [26] that an implicit
variant of the Euler–Maruyama (EM)method known as the split-step backward Euler (SSBE), converges with strong order of
one half to the true solution. A similar result for semi-implicit Eulermethod has been proved in [27]. In the case of SDEswith
discontinuous drifts, Halidias and Kloeden [28] show that the EM scheme applied to an SDE with a discontinuous monotone
drift coefficient, such as a Heaviside function, and additive noise converges strongly to the solution of the equation with the
same initial condition. Gyöngy [29] shows that under the monotonicity condition on the drift and global Lipschitz condition
on the diffusion, strong order of convergence of the explicit Euler method is 1/4. Let us also mention the works of Chan
and Stramer [20] and Yan [6] who study the weak convergence of this scheme under more general conditions on drift and
diffusion coefficients (see [1] for notions of strong and weak convergence of numerical schemes).
This paper is mainly motivated by the results presented in [26]. Generalizing their findings in several ways, we first
prove the strong convergence of the SSBE method for SDE (1.1) with a more general non-smooth drift coefficient. This is
done (similar to [26]) by employing an analogy between the SSBE and explicit EM methods. We then focus on establishing
convergence rate results for this method under different assumptions on the drift. We first demonstrate that the rate of
convergence 1/4 can be achieved under a more general growth bound imposed simultaneously on the drift vector and the
moments of the solution. Then by imposing a special form of polynomial behavior on the drift, we prove that the optimal
rate of convergence can be recovered.
The remainder of the paper is organized as follows. In the next section,we show that under some assumptions on the drift
and diffusion terms of the SDE (1.1), the solution has no explosion in finite time and its moments are uniformly bounded.
1 Known also as the backward Kolmogorov equation or convection–diffusion–reaction equations.
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In Section 3, we show that the SSBE method is well-defined for SDEs with non-smooth drifts which satisfy some suitable
boundedness andmonotonicity conditions.We then prove our general convergence results for the SSBEmethod in Section 4.
We have devoted Section 5 to prove some theorems about the convergence rate of the SSBE method under different growth
conditions and in Section 6we are concernedwith some numerical experiments to validate the theoretical results presented
in the two last chapters. The paper is concluded by a summary and the outline of the possible future works related to the
covered topic.
2. Moment bounds for the SDE
Throughout this paper, we assume that the drift and diffusion terms are time-independent and satisfy the following:
Assumption 2.1. The drift coefficient f satisfies a one-sided Lipschitz (OSL) condition: There exists a positive constant K
such that
⟨f (x)− f (y), x− y⟩ ≤ K |x− y|2 ∀x, y ∈ Rn, (2.1)
where ⟨·, ·⟩ denotes the Euclidean scalar product and | · | denotes the Euclidean vector norm. It also satisfies the following
integrability condition:∫ t
0
|f (Xs)|ds <∞, P a.s. ∀t ≥ 0. (2.2)
Remark 1. A function with the property specified in (2.1) could be discontinuous, so for the SDE (1.1) to have a semi-
martingale solution, condition (2.2) necessarily implies that the drift is of finite total variation and thus we are permitted to
use the Itô formula (see [30,2] for more details).
Assumption 2.2. The diffusion coefficient g satisfies a global Lipschitz condition: There exists a positive constant C for
which:
|g(x)− g(y)|2 ≤ C |x− y|2 ∀x, y ∈ Rd. (2.3)
It is also uniformly non-degenerate in the following sense: There exists a strictly positive constant µ such that
a(x) ≥ µI ∀x ∈ Rd, (2.4)
where I is the d× d identity matrix.
Assumptions 2.1 and 2.2 yield the useful bound
⟨f (a), a⟩ ∨ |g(a)|2 ≤ α + β|a|2 ∀a ∈ Rd, (2.5)
where
α := 1
2
|f (0)|2 ∨ 2|g(0)|2, and β :=

K + 1
2

∨ 2C . (2.6)
We denote byL the infinitesimal generator associated with the SDE (1.1):
L :=
d−
i=1
fi(x)
∂
∂x
+ 1
2
d−
i,j=1
aij(x)
∂2
∂xi∂xj
.
As noted in the introduction, conditions (2.1) and (2.3) ensure the existence of a unique strong solution for the SDE (1.1) up
to an explosion time ζ (ω) [17]. We now show that the solution has no explosion in finite time and that it has bounded pth
moments for any integer p ≥ 2.
Lemma 2.3. Under Assumptions 2.1 and 2.2, the unique strong solution of (1.1) has no explosion in finite time. Furthermore, for
each integer p ≥ 2, we have
E

sup
0≤t≤T
|Xt |p

<∞.
Proof. We first show that ζ (ω) is infinite w.p.1 and then conclude that the second moment of the solution process Xt is
uniformly bounded on [0, T ]. The rest of the proof will be based on simple induction on p. Define the first exit time from the
ball of radiusm by
ζm(ω) := inf{t ∈ [0, T ], |Xt | ≥ m}.
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According to (2.3) and by applying Itô’s formula to the function V (x) = |x|2, we obtain
|X(t)|2 = |X0|2 + 2
∫ t
0
⟨X(s), f (X(s))⟩ds+
∫ t
0
|g(X(s))|2ds+ 2
∫ t
0
⟨X(s), g(X(s))⟩dWs. (2.7)
Since
LV (X(s)) = 2

⟨X(s), f (X(s))⟩ + 1
2
|g(X(s))|2

then (2.5) implies
LV (X(s)) ≤ 4α + 4β|X(s)|2 (2.8)
and so
E(|X(t ∧ ζm)|2) ≤ |X0|2 + 4Tα + 4βE
∫ t
0
|X(s ∧ ζm)|2ds

.
Now Gronwall inequality gives
E(|X(t ∧ ζm)|2) ≤ (|X0|2 + 4Tα)e4βT ,
and this easily implies
P(ζm ≤ T )m2 ≤ (|X0|2 + 4Tα)e4βT .
Now lettingm →∞we arrive at
P(ζm ≤ T )→ 0
and the application of Fatou’s lemma will result in
E(|X(t)|2) ≤ E

lim inf
m→∞ |X(t ∧ ζm)|
2

≤ lim inf
m→∞ E
|X(t ∧ ζm)|2 ≤ (|X0|2 + 4Tα)e4βT
which is the desired result for the case p = 2.
Now consider the function V (x) = |x|p for some p > 2. Then
LV (X(s)) = p |X(s)|p−2⟨X(s), f (X(s))⟩+ 1
2

p|X(s)|p−2|g(X(s))|2 + p(p− 2)|X(s)|p−4 |⟨X(s), g(X(s))⟩|2 ,
and using (2.5) we have
LV (X(s)) ≤ p(p+ 1)
2
β|X(s)|p + α p(p− 1)
2
|X(s)|p−2 + pα. (2.9)
Applying Itô’s formula to V (x), taking expectations and using (2.9) gives
E(|X(t ∧ ζm)|p) ≤ |X0|p + α p(p− 1)2 E
∫ T
0
|X(s)|p−2ds

+ pα + p(p+ 1)
2
βE
∫ t
0
|X(s ∧ ζm)|pds

.
Now Gronwall inequality implies
E(|X(t ∧ ζm)|p) ≤
[
|X0|p + α p(p− 1)2 E
∫ T
0
|X(s)|p−2ds

+ pα
]
e
p(p+1)
2 βT
≤
[
|X0|p + α p(p− 1)2
∫ T
0

E
|X(s)|p−1ds p−2p−1 + pα] e p(p+1)2 βT
which again by lettingm →∞ and using Fatou’s lemma we obtain
E(|X(t)|p) ≤ E

lim inf
m→∞ |X(t ∧ ζm)|
p

≤ lim inf
m→∞ E(|X(t ∧ ζm)|
p)
≤
[
|X0|p + α p(p− 1)2
∫ T
0

E
|X(s)|p−1ds p−2p−1 + pα] e p(p+1)2 βT .
Using the induction hypothesis, we conclude that there is some C = C(p, T ) such that
E(|Xt |p) < C ∀t ∈ [0, T ], (2.10)
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and now following the same arguments as in Lemma 3.2 in [26], we can deduce that
E

sup
0≤t≤T
|Xt |p

<∞. 
3. Split step backward Euler method
In this section, we are concerned with a discrete time approximate process {Yn}Nn=0 defined by Y0 = X0 and
(SSBE)

Y ∗n = Yn +△tf (Y ∗n ),
Yn+1 = Y ∗n + g(Y ∗n )△Wn (3.1)
for n = 1, 2, . . . ,N . In the above recursion,△t = TN is a fixed time-step, tn = n△t and△Wn = W (tn+1)−W (tn).
The intermediate approximation Y ∗n requires the solution of a nonlinear equation y = x+△tf (y) in each step for arbitrary
x and △t . In the case of a smooth drift coefficient (e.g. f ∈ C1), it has been shown (see [26, Lemma 3.4]) that for small
enough △t , this equation could be solved uniquely to obtain Y ∗n . To prove the existence and uniqueness of the solution of
this equation in the case of non-smooth f , we augment the Assumption 2.1 with the following:
Assumption 3.1. There exist C1 functions f 1, f 2 : Rd −→ Rd both satisfying the OSL condition (2.1) such that for every
x ∈ Rd, we have f 1(x) ≤ f (x) ≤ f 2(x), where x ≤ ymeans xi ≤ yi for every 1 ≤ i ≤ d.
Assumption 3.2. Let f = (f1, f2, . . . , fd)T from Rd into Rd be such that if x = (x1, x2, . . . , xd)T is partitioned for each
i ∈ {1, 2, . . . , d} into the form (xi, xi)T where
xi = (x1, . . . , xi−1, xi+1, . . . , xd)T ∈ Rd−1,
then the following properties hold:
1. The function f˜i(·, xi) ≡ fi(x1, . . . , xi−1, ., xi+1, . . . , xn) is upper semi-continuous on the right and lower semi-continuous
on the left on R;
2. The function f˜i(xi, .) ≡ fi(., . . . , xi, . . . , .) is non-increasing on Rd−1.
Remark 2. For ease of notation, we will drop the ‘‘tildes’’ in the above relations and will use fi(·, xi) and fi(xi, .) instead of
f˜i(·, xi) and f˜i(xi, .) respectively in the remainder.
We can now state and prove the following result which extends the one presented in [26, Lemma 3.4] to the case of
non-smooth drift coefficients:
Corollary 3.3. Let the Assumptions 2.1, 3.1 and 3.2 hold for the drift vector f and suppose that △t ∈ (0,△tc),△tc < 1/(2β)
where β is defined as in (2.6). Given y ∈ Rd, the implicit equation
c = y+△tf (c)
has a unique solution c. Moreover if we define the functions F△t(·), f△t (·) and g△t (·) by F△t(y) = c, f△t (y) = f (F△t(y)), and
g△t (y) = g(F△t(y)), then for every a, b ∈ Rd
|f△t (a)| ≤
|f (a)|√
1− 2K△t , (3.2)
⟨a− b, f△t (a)− f△t (b)⟩ ≤
K
1− 2K△t |a− b|
2. (3.3)
Further, g△t is globally Lipschitz, and there exist α
′, β ′ > 0 such that
⟨f△t (a), a⟩ ∨ |g△t (a)|2 ≤ α′ + β ′|a|2 ∀a ∈ Rd. (3.4)
Proof. First we prove the existence and uniqueness of c . According to Lemma 3.4 in [26] and for a given y ∈ Rd, there exist
unique points u and v which satisfy
u = y+△tf 1(u), (3.5)
v = y+△tf 2(v). (3.6)
From Assumption 3.1, we have y + (△t)f (v) − v ≤ 0 and y + (△t)f (u) − u ≥ 0. Now if we also have u ≤ v, then using
Corollary 2 in [31] for the function h(x) := y+ (△t)f (x)− x, we conclude that [h(u), h(v)] ⊆ h([u, v]) and so there exists
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some c ∈ [u, v] such that h(c) = 0. On the other hand, let for some 1 ≤ i ≤ d we have ui ≥ vi. Then we can construct
another pair of vectors (u, v)with u ≤ v for which h(u) ≥ 0 and h(v) ≤ 0 fromwhich the existence of c will be guaranteed
as above. Consider the following two cases:
• Case 1: yi ≥ 0.
Let u0, v0 be the fixed points of (y1, . . . ,
yi
2 , . . . , yd)+△tf 1(·) and (y1, . . . , 3 yi2 , . . . , yd)+△tf 2(·) correspondingly. From
part 1 of the Assumption 3.2 and for ϵ = yi2(△t+1) , there exist some 0 < δ < ϵ and U0i , V 0i ∈ R such that
U0i < u
0
i −
yi
4
, and fi(U0i , (u
0)i)+ ϵ > fi(u0), (3.7)
V 0i > v
0
i +
yi
4
, and fi(V 0i , (v
0)i)− ϵ < fi(v0). (3.8)
Let U0 := (U0i , (u0)i) and V 0 := (V 0i , (v0)i). Then we will have
yi
2
+ (△t)fi(U0)+ (△t)ϵ > yi2 + (△t)fi(u
0) > u0i > U
0
i − δ > U0i − ϵ,
3
yi
2
+ (△t)fi(V 0)− (△t)ϵ < yi2 + (△t)fi(v
0) < v0i < V
0
i + δ < V 0i + ϵ,
and so
yi + (△t)fi(U0)− U0i > 0, (3.9)
yi + (△t)fi(V 0)− V 0i < 0. (3.10)
On the other hand and for every j ≠ i, by part 2 of Assumption 3.2 we have
yj + (△t)fj(U0) > yj + (△t)fj(u0) > u0j > U0j ,
and
yj + (△t)fj(V 0) < yj + (△t)fj(v0) < v0j < V 0j .
Form these inequalities and the relations (3.9) and (3.10) we obtain
y+ (△t)f (U0)− U0 > 0,
and
y+ (△t)f (V 0)− V 0 < 0.
If U0 ≤ V 0, then we put u := U0 and v := V 0. Otherwise we can repeat this process by replacing U0 by u0 until we obtain
the desired pair (u, v).
• Case 2: yi < 0.
The proof is very similar to the first case and so will be omitted.
The uniqueness of c can be concluded from the OSL condition (2.1).
Inequalities (3.3) and (3.4) could be proven exactly in the same way as in Lemma 3.4 of [26], because of the fact that they
do not depend on the smoothness properties of the drift vector, so we only prove (3.2). It follows from (2.1) that
⟨f△t (y)− f (y),△tf△t (y)⟩ = ⟨f (a)− f (y), a− y⟩ ≤ K |a− y|2 = K(△t)2|f (a)|2, (3.11)
where a = y+△tf (a). On the other hand, we have
⟨f△t (y)− f (y),△tf△t (y)⟩ = (△t)⟨f△t (y)− f (y), f△t (y)⟩
= (△t)|f△t (y)|2 − (△t)⟨f (y), f△t (y)⟩
≥ (△t)|f△t (y)|2 − (△t)

|f (y)|2
2
+ |f△t (y)|
2
2

= (△t/2)|f△t (y)|2 − (△t/2)|f (y)|2
which combined with the inequality (3.11) will result in the required result. 
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4. Convergence results for the SSBE method
Our aim in this section is to establish the necessary conditions needed in proving the mean-square convergence of
the SSBE method to the true solution. The key to prove this result (similar to [26]) is to first show that the SSBE method
can be considered as the EM scheme applied to a modified SDE of the same form of (1.1) and then to establish moment
bounds for the natural continuous-time extension of {Yn}Nn=0 introduced in the sequel. Consider X△t (t) as the unique strong
solution of
dX△t (t) = f△t (X△t (t))dt + g△t (X△t (t))dWt , (4.1)
which based on (3.3) and Lemma 2.3, has finite p-th moments and its explosion time is also infinite. It is not hard to see that
the SSBE method applied to (1.1) is equivalent to the explicit EM method applied to the modified SDE (4.1). Now if we let
Y (t) be the continuous-time extension of {Yn}Nn=0 defined byY (t) := X0 +
∫ t
0
f△t (Y (s))ds+
∫ t
0
g△t (Y (s))dW (s),
Y (t) := Yn for t ∈ [tn, tn+1),
(4.2)
then we have Y (tn) = Y (tn) = Yn, and an error bound for Y (t)will automatically imply an error bound for {Yn}Nn=0.
Remark 3. We must mention here that Higham et al. [26], has proven the boundedness of the 2pth moments of the
continuous time approximation Y (t) for any p ≥ 2, under Assumptions 2.1 and 2.2, without using the smoothness condition
on the drift. This fact will be used in the next section to prove the convergence rate of the SSBE method.
In order to prove the main theorem of this section, we need to impose a further assumption on the growth behavior of
the drift using which we state and prove two lemmas that will follow in the remainder of this section.
Assumption 4.1. The drift vector f can be bounded in norm by a positive function Ψ (i.e. |f (x)| ≤ Ψ (x) for all x ∈ Rd) for
which we also have the following:
E

sup
0≤t≤T
Ψ (X△t (t))

<∞, and E

sup
0≤t≤T
Ψ (X(t))

<∞. (4.3)
Remark 4. For polynomially bounded drifts (i.e. Ψ (x) = L(1 + |x|p) for some positive L and p) which also satisfy
the OSL condition, the second part of this assumption holds automatically (see Lemma 2.3) and so using Theorem 4.4,
the convergence of the SSBE method is guaranteed in this case. Thanks to the following lemma (the proof of which is
given in the Appendix), we are also able to prove the convergence of the SSBE method for exponentially bounded OSL
drifts.
Lemma 4.2. Let the diffusion matrix a(x) be bounded above as
|gT (x)x|2 ≤ σ |x|2 ∀x ∈ Rd,
for some positive constant σ and also assume that the drift vector f satisfies an exponential bound of the form
|f (x)| ≤ L 1+ exp(e−ηT |x|2) ∀x ∈ Rd, (4.4)
for some positive L and η > β + σ c/2+ 2/c in which β is defined as in (2.6) and c > 2 is a constant. Then under (2.1)we have
E

exp
[
sup
0≤t≤T
[ξ(e−λt |X(t)|2)]
]
<∞, (4.5)
for all ξ > 0 in which λ = β + σξ/4+ 2/ξ .
For each t ∈ [0, T ], let Z(t) be the unique solution of the equation
Z(t) = X△t (t)+△tf (Z(t)),
the existence of which is guaranteed by Corollary 3.3 for suitable△t .
Lemma 4.3. Let the drift vector f satisfy the relation (4.4). Then for the process Z(t) defined above we have
E

sup
0≤t≤T
|f (Z(t))|

<∞. (4.6)
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Proof. Using the relation (3.2) and the Lemma 4.2 we will obtain the desired result. 
Theorem 4.4. Consider the SSBE method applied to the SDE (1.1) under Assumptions 2.1, 2.2, 3.1, 3.2 and 4.1. Then there exists
a continuous-time extension Y (t) of the numerical solution (so that Y (tn) = Yn) for which
lim△t→0E

sup
0≤t≤T
|X(t)− Y (t)|2

= 0.
As a first step to prove this theorem, we show the L2 convergence of X△t (t) to X(t) as△t → 0 in the following:
Theorem 4.5. Let Assumptions 2.1, 2.2, 3.1, 3.2 and 4.1 hold and suppose that △t ∈ (0,△tc),△tc < 1/(2β)where β is defined
as in (2.6). Then for any integer r ≥ 2 we have
E

sup
0≤t≤T
|X(t)− X△t (t)|r

= O

(△t) r2

.
Proof. Let E(t) = X(t)− X△t (t). Then by applying the Itô formula we have
d(|E(t)|r) = r⟨E(t), f (X(t))− f△t (X△t (t))⟩|E(t)|r−2dt +
r
2
|E(t)|r−2|g(X(t))− g△t (X△t (t))|2dt
+ r(r − 2)
2
|E(t)|r−4|⟨E(t), g(X(t))− g△t (X△t (t))⟩|2dt
+ r|E(t)|r−2⟨E(t), g(X(t))− g△t (X△t (t))⟩dW (t). (4.7)
Notice that
|⟨E(t), g(X(t))− g△t (X△t (t))⟩|2 ≤ |E(t)|2|g(X(t))− g△t (X△t (t))|2, (4.8)
and we also have
⟨X(s)− X△t (s), f (X(s))− f△t (X△t (s))⟩ = ⟨X(s)− Z(s)+△tf (Z(s)), f (X(s))− f (Z(s))⟩
≤ K |X(s)− Z(s)|2 +△t|f (Z(s))| · |f (X(s))− f (Z(s))|
≤ 2K |X(s)− X△t(s)|2 + 2K |X△t (s)− Z(s)|2
+△t|f (Z(s))| · |f (X(s))− f (Z(s))|
≤ 2K |X(s)− X△t (s)|2 + 2K(△t)2|f (Z(s))|2
+△t|f (Z(s))| · |f (X(s))− f (Z(s))| =: A(s) (4.9)
and
|g(X(s))− g△t (X△t (s))|2 = |g(X(s))− g(Z(s))|2
≤ C |X(s)− Z(s)|2
≤ 2C |X(s)− X△t (s)|2 + 2C |X△t (s)− Z(s)|2
= 2C |X(s)− X△t (s)|2 + 2C(△t)2|f (Z(s))|2 =: B(s). (4.10)
Combining (4.7)–(4.10) and for arbitrary t∗ ∈ [0, T ], we obtain
E

sup
0≤t≤t∗
|X(t)− X△t (t)|r

≤ rE
∫ t∗
0
{A(s)|E(s)|r−2}ds

+ E
∫ t∗
0
r(r − 1)
2
B(s)|E(s)|r−2ds

+ rE

sup
0≤t≤t∗
∫ t
0
⟨E(s), g(X(s))− g△t (X△t (s))⟩|E(s)|r−2dW (s)


≤ E
∫ t∗
0
{2rK |E(s)|r + 2rK(△t)2|E(s)|r−2|f (Z(s))|2}ds

+E
∫ t∗
0
{r(△t)|f (Z(s))| |f (X(s))− f (Z(s))| |E(s)|r−2}ds

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+E
∫ t∗
0
Cr(r − 1)|E(s)|rds

+ E
∫ t∗
0
Cr(r − 1)|E(s)|r−2(△t)2|f (Z(s))|2ds

+ rE

sup
0≤t≤t∗
∫ t
0
⟨E(s), g(X(s))− g△t (X△t (s))⟩|E(s)|r−2dW (s)


=: I1 + I2 + I3 + I4 + I5. (4.11)
Trying to bound the terms on the right hand side of this inequality, we need the following versions of the Young’s inequality
adopted respectively from [26,32]:
• for all a, b, δ > 0 and for p, q > 0 satisfying 1p + 1q = 1 we have:
ab ≤ δ
p
ap + 1
qδ
q
p
bq. (4.12)
• for p ≥ 2 and for all a, b, δ > 0 we have:
ap−2b2 ≤ δ2 p− 2
p
ap + 2
pδp−2
bp. (4.13)
Applying (4.12) with δ = 12 and p = rr−2 to I2 and using the notation K△t = (1− 2△tK)−1/2 we obtain
E
∫ t∗
0
(△t)|f (Z(s))| |f (X(s))− f (Z(s))| |E(s)|r−2ds

≤ r − 2
2r
E
∫ t∗
0
sup
0≤u≤s
|E(u)|rds

+ 2
r−1
r
(△t) r2E
∫ t∗
0

K△t |f (X△t (s))|
 r
2 |f (X(s))| r2 + K△t |f (X△t (s))|r ds

≤ r − 2
2r
E
∫ t∗
0
sup
0≤u≤s
|E(u)|rds

+ 2
r−1
r
(△t) r2E
∫ t∗
0

K△t |f (X△t (s))|
 r
2 |f (X(s))| r2 ds

+ 2
r−1
r
(△t) r2E
∫ t∗
0

K△t |f (X△t (s))|
r ds .
Now considering I4 and applying (4.13) with p = r and δ = 12 to it we obtain
E
∫ t∗
0
(△t)2|E(s)|r−2|f (Z(s))|2ds

≤ E
∫ t∗
0
1
4
r − 2
r
|E(s)|rds

+ E
∫ t∗
0
2r−1
r
(△t)r |f (Z(s))|rds

.
On the other hand and using (4.10), we have
|g(X(t))− g△t (X△t (t))|r ≤ [B(s)]
r
2 ≤ 2r−1(2C) r2 |X(s)− X△(s)|r + (△t)r |f (Z(s))|r . (4.14)
Now applying (4.12) with p = rr−1 and δ = 1r to the term I5 and using (4.14) as well as the Burkholder–Davis–Gundy
inequality [33], we obtain
E

sup
0≤t≤t∗
∫ t
0
⟨E(s), g(X(s))− g△t (X△t (s))⟩|E(s)|r−2dW (s)


≤ E
 sup
0≤s≤t∗
|E(s)|r−1

∫ t∗
0
|g(X(s))− g△t (X△t (s))|2ds

1
2

≤ r − 1
r2
E

sup
0≤s≤t∗
|E(s)|r

+ r
r−1
r
E
∫ t∗
0
|g(X(s))− g△t (X△t (s))|2ds
 r
2

≤ r − 1
r2
E

sup
0≤s≤t∗
|E(s)|r

+ r
r−1
r
(t∗)
r
2E
∫ t∗
0
|g(X(s))− g△t (X△t (s))|rds

≤ r − 1
r2
E

sup
0≤s≤t∗
|E(s)|r

+ r
r−1
r
(t∗)
r
2E
∫ t∗
0
2r−1(2C)
r
2 |E(s)|rds

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+ r
r−1
r
(t∗)
r
2E
∫ t∗
0
2r−1(2C)
r
2
△tK△t |f (X△t (s))|r ds

,
where we also have used the relation (3.2) in the last inequality. Putting together everything and substituting these upper
bounds in (4.11) and using the Assumption 4.1, we have
E

sup
0≤t≤t∗
|X(t)− X△t (t)|r

≤ β1
∫ t∗
0
E

sup
0≤u≤s
|X(u)− X△t (u)|r

ds+ γ1(△t) r2
for some constants β1, γ1 > 0 which by using the Gronwall inequality gives us the desired result. 
The proof of Theorem 4.4 now follows easily by applying the inequality:
|X(t)− Y (t)|2 ≤ 2 |X(t)− X△t (t)|2 + |X△t (t)− Y (t)|2 (4.15)
and using the Theorem 2.3 in [29].
5. Convergence rates
In this section, we prove some theorems concerning the strong order of convergence of the SSBE method in solving
the SDE (1.1). The first result which uses weaker conditions on the drift, gives us a convergence rate of 1/4 which is not
optimal, compared with the order of one-half obtainable in the case of SDEs with more smooth drifts [26]. If we add to our
assumptions a condition about the polynomial behavior of the drift, we will be able to recover the optimal rate. In order to
state and prove the main theorem of this section, we need to work with the special case of Assumption 4.1 of the form
Assumption 5.1. The drift vector f is a function of q-polynomial growth, i.e. there exists some integer q ≥ 2 and some
positive constant L for which
|f (x)| ≤ L(1+ |x|q) ∀x ∈ Rd. (5.1)
Remark 5. We must note here that we could continue with the Assumption 4.1 by adding some extra conditions on the
boundedness of the moments of Y (t), but it seems not to be helpful due to the fact that this is not generally the case for the
discrete process produced by the EMmethod [26].
Theorem 5.2. Under Assumptions 2.1, 2.2, 3.1, 3.2 and 5.1 and for any integer r ≥ 2 we have
E

sup
0≤t≤T
|X△t (t)− Y (t)|r

= O

(△t) r4

.
Proof. Let E(t) = X△t (t)− Y (t). Form the Itô formula we have
|E(t)|r = r
∫ t
0
⟨E(s), f△t (X△t (s))− f△t (Y (s))⟩|E(s)|r−2ds+
r
2
∫ t
0
|E(s)|r−2|g△t (X△t (s))− g△t (Y (s))|2ds
+ r(r − 2)
2
∫ t
0
|E(s)|r−4|⟨E(s), g△t (X△t (s))− g△t (Y (s))⟩|2ds
+ r
∫ t
0
|E(s)|r−2⟨E(s), g△t (X△t (s))− g△t (Y (s))⟩dWs
=: J1(t)+ J2(t)+ J3(t)+ J4(t). (5.2)
For each t ∈ [0, T ], let Z(t) be the unique solution of the equation
Z(t) = Y (t)+△tf (Z(t))
the existence of which is guaranteed by Corollary 3.3. Also, for every s ∈ [0, T ], let ks be the least integer for which
s ∈ [tks , tks+1]. Notice that for a given s ∈ [0, T ]we have
Z(tks) = Y (tks)+△tf (Z(tks)) = Y (s)+△tf (Z(tks)).
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We can find a bound for the quantity J1(t) as follows:
⟨X△t (s)− Y (s), f△t (X△t (s))− f△t (Y (s))⟩ = ⟨Z(s)−△tf (Z(s))− Z(s)+△tf (Z(s)), f (Z(s))− f (Z(tks))⟩
= ⟨Z(s)− Z(s), f (Z(s))− f (Z(tks))⟩ − △t⟨f (Z(s))− f (Z(s)), f (Z(s))− f (Z(tks))⟩
≤ K |Z(s)− Z(tks)|2 + |Z(tks)− Z(s)| |f (Z(s))− f (Z(tks))|
+ △t
2
|f (Z(s))− f (Z(s))|2 + △t
2
|f (Z(s))− f (Z(tks))|2
≤ 2K |Z(s)− Z(s)|2 + 2K |Z(s)− Z(tks)|2 + |Z(tks)− Z(s)| |f (Z(s))− f (Z(tks))|
+ △t
2
|f (Z(s))− f (Z(s))|2 + △t
2
|f (Z(s))− f (Z(tks))|2
in which we have used (4.12) with p = q = 2 and δ = 1. Now we have
⟨E(s), f△t (X△t (s))− f△t (Y (s))⟩|E(s)|r−2 ≤ 4K |E(s)|r + 4K |E(s)|r−2|Y (s)− Y (s)|2
+ 4K(△t)2|E(s)|r−2|f (Z(s))− f (Z(s))|2 +

4K(△t)2 + △t
2

|E(s)|r−2|f (Z(s))− f (Z(tks))|2
+ |E(s)|r−2|Y (s)− Y (s)||f (Z(s))− f (Z(tks))|
+ △t
2
|E(s)|r−2|f (Z(s))− f (Z(s))|2 + (△t)|E(s)|r−2|f (Z(s))− f (Z(tks))|2.
If we use (4.13) with p = r and δ = 12 and the Assumption 4.1 to bound the terms on the right hand side of the above
inequality, we arrive at the following sequence of results:
|E(s)|r−2|Y (s)− Y (s)|2 ≤ 1
4
r − 2
r
|E(s)|r + 2
r−1
r
(△t)r |Y (s)− Y (s)|r ,
(△t)2|E(s)|r−2|f (Z(s))− f (Z(s))|2 ≤ 1
4
r − 2
r
|E(s)|r + 2
r−1
r
2r(△t)r(|f△t (Y (s))|r + |f△t (X△t (s))|r)
≤ 1
4
r − 2
r
|E(s)|r + 2
r−1
r
(2K△t)r(L△t)r

(1+ |Y (s)|q)r + (1+ |X△t (s)|q)r

,
(△t)2|E(s)|r−2|f (Z(s))− f (Z(tks))|2 ≤
1
4
r − 2
r
|E(s)|r + 2
r−1
r
2r(△t)r(|f△t (Y (s))|r + |f△t (Y (s))|r)
≤ 1
4
r − 2
r
|E(s)|r + 2
r−1
r
(2K△t)r(L△t)r

(1+ |Y (s)|q)r + (1+ |Y (s)|q)r,
|E(s)|r−2|Y (s)− Y (s)||f (Z(s))− f (Z(tks))| ≤
1
4
r − 2
r
|E(s)|r + 2
r−1
r
|Y (s)− Y (s)| r2 |f (Z(s))− f (Z(tks))|
r
2 ,
(△t)|E(s)|r−2|f (Z(s))− f (Z(tks))|2 ≤
1
4
r − 2
r
|E(s)|r + 2
r−1
r
(2LK△t)r(△t) r2

(1+ |Y (s)|q)r + (1+ |Y (s)|q)r ,
(△t)|E(s)|r−2|f (Z(s))− f (Z(s))|2 ≤ 1
4
r − 2
r
|E(s)|r + 2
r−1
r
2r(△t) r2 (|f△t (Y (s))|r + |f△t (X△t (s))|r)
≤ 1
4
r − 2
r
|E(s)|r + 2
r−1
r
(2K△t)r(L△t) r2

(1+ |Y (s)|q)r + (1+ |X△t (s)|q)r

,
(△t)|E(s)|r−2|f (Z(s))− f (Z(tks))|2 ≤
1
4
r − 2
r
|E(s)|r + 2
r−1
r
(2LK△t)r(△t) r2

(1+ |X△t (s)|q)r + (1+ |Y (s)|q)r

. (5.3)
We now use the same arguments as in the above for J2(t) and J3(t). First we note that
|g△t (X△t (s))− g△t (Y (s))|2 ≤ 4C |X△t (s)− Y (s)|2 + 4C |Y (s)− Y (s)|2 + 2C(△t)2|f (Z(tks))− f (Z(s))|2, (5.4)
which itself implies
|g△t (X△t (s))− g△t (Y (s))|r ≤ (12C)
r
2 |X△t (s)− Y (s)|r + (12C)
r
2 |Y (s)− Y (s)|r + (6C) r2 (△t)r |f (Z(tks))− f (Z(s))|r
≤ (12C) r2 |X△t (s)− Y (s)|r + (12C)
r
2 |Y (s)− Y (s)|r
+ (6C) r2 (2L△tK△t)r

(1+ |Y (s)|q)r + (1+ |X△t (s)|q)r

.
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Inserting these bounds in (5.2) and using the Lemma 2.3 and Remark 3 in the previous section, we conclude that there exist
some constants α1, α2, α3 > 0 for which
E

sup
0≤t≤t∗
|X△t (t)− Y (t)|r

≤ α1
∫ t∗
0
E

sup
0≤u≤s
|X△t (u)− Y (u)|r

ds+ α2
∫ t∗
0
E
|Y (s)− Y (s)|r ds+ α3(△t) r2
+
∫ t∗
0
2r−1|Y (s)− Y (s)| r2 |f (Z(s))− f (Z(tks))|
r
2 + E

sup
0≤t≤t∗
J4(t)

. (5.5)
To bound the last term, we use the Burkholder–Davis–Gundy as well as the Young inequalities, to obtain
1
r
E

sup
0≤t≤t∗
J4(t)

≤ E

∫ t∗
0
|E(s)|2r−2|g△t (X△t (s))− g△t (Y (s))|2ds

1
2

≤ E
 sup
0≤s≤t∗
|E(s)|r−1
∫ t∗
0
|g△t (X△t (s))− g△t (Y (s))|2ds
 1
2

≤ r − 1
r2
E

sup
0≤s≤t∗
|E(s)|r

+ r
r−1
r
(t∗)
r
2E
∫ t∗
0
|g△t (X△t (s))− g△t (Y (s))|rds

≤ r − 1
r2
E

sup
0≤s≤t∗
|E(s)|r

+ r
r−1
r
(12Ct∗)
r
2E
∫ t∗
0
sup
0≤u≤s
|X△t (u)− Y (u)|rds

+ r
r−1
r
(12Ct∗)
r
2E
∫ t∗
0
|Y (s)− Y (s)|rds

+ r
r−1
r
2r−1(6Ct∗)
r
2 (2L△tK△t)rE
∫ t∗
0

(1+ |Y (s)|q)r + (1+ |X△t (s)|q)r

ds

in which we have used (4.12) with p = rr−1 and δ = 1r in the third inequality. We note also that
E
|Y (s)− Y (s)|2 ≤ (s− tks)2E

sup
0≤s≤t∗
(K△t |f (Y (s))|)2

+ 2(s− tks)d
1
2 (d+ 2) 12E

sup
0≤s≤t∗
|g△t Y (s)|2

, (5.6)
from which by exponentiating both sides to power r/2 we obtain
E
|Y (s)− Y (s)|r ≤ 2r−1(s− tks)rE

sup
0≤s≤t∗
(K△t |f (Y (s))|)r

+ 2r−1(s− tks)
r
2 d
r
4 (d+ 2) r4E

sup
0≤s≤t∗
|g△t (Y (s))|r

≤ 2r−1(s− tks)r(ηK△t)rE

sup
0≤s≤t∗
(1+ |Y (s)|q)r

+ 2r−1(s− tks)
r
2 d
r
4 (d+ 2) r4E

sup
0≤s≤t∗
(α′ + β ′|Y (s)|2)r

, (5.7)
where α′ and β ′ are as in (3.4). Now using (4.1) and (5.7) and the Lemma 2.3 and again the Remark 3 of Section 3, we obtain
the following inequality for some C2 > 0:
E

sup
0≤t≤t∗
J4(t)

≤ r r−1(12Ct∗) r2E
∫ t∗
0
sup
0≤u≤s
|X△t (u)− Y (u)|rds

+ r − 1
r
E

sup
0≤s≤t∗
|E(s)|r

+ C2(△t) r2 . (5.8)
We can do the same for the fourth term in (5.5) and use the Assumption 4.1 along the Lemma 2.3 and the Cauchy–Schwarz
inequality to obtain
E

sup
0≤t≤t∗
∫ t
0
|Y (s)− Y (s)| r2 |f (Z(s))− f (Z(tks))|
r
2 ds

A. Foroush Bastani, M. Tahmasebi / Journal of Computational and Applied Mathematics 236 (2012) 1903–1918 1915
≤

E
∫ t∗
0
|Y (s)− Y (s)|rds
 1
2
.

E
∫ t∗
0
|f (Zs)− f (Z(tks))|rds
 1
2
≤

t∗2
r
2

(△t)rE

sup
0≤t≤t∗
(K△t |f (Y (s))|)r

+ (△t) r2 d r4 (d+ 2) r4E

sup
0≤t≤t∗
|g△t (Y (s))|r
 1
2
×
t∗E sup
0≤s≤t∗
{|f (Z(s))|r + |f (Z(tks))|r}

≤ C2t∗(△t) r4 , (5.9)
for some constant C3 > 0. Now if we substitute the inequalities (5.8) and (5.9) in (5.5) we will have
E

sup
0≤t≤t∗
|X△t (t)− Y (t)|r

≤ β1
∫ t∗
0
E

sup
0≤u≤s
|X△t (s)− Y (s)|r

ds+ γ1(△t) r4
for some positive constants γ1, β1 > 0. The desired result now follows if we apply the Gronwall inequality. 
As we pointed out earlier, we can do better if we add the following:
Assumption 5.3. There exist constants D ∈ R+ and q′ ∈ Z+ such that
|f (x)− f (y)|2 ≤ D(1+ |x|q′ + |y|q′)|x− y|2 ∀x, y ∈ Rd.
Theorem 5.4. Let all the assumptions of Theorem 5.2 be fulfilled except 4.1which is replaced by the Assumption 5.3 above. Then
for any integer r ≥ 2 we have
E

sup
0≤t≤T
|X(t)− Y (t)|r

= O

(△t) r2

.
Proof. By Theorem 4.5 and the proof of Theorem 5.2, it is sufficient to prove that
E

sup
0≤t≤t∗
∫ t
0
|Y (s)− Y (s)| r2 |f (Z(s))− f (Z(tks))|
r
2 ds

= 1
2
E
∫ t∗
0
sup
0≤u≤s
|X△t (u)− Y (u)|rds

+ O

(△t) r2

. (5.10)
Let us define J5(s) := |Y (s)− Y (s)| r2 |f (Z(s))− f (Z(tks))| r2 . Then from Assumption 5.3 we have
J5(s) ≤ (D) r2 |Y (s)− Y (s)| r2 |Z(s)− Z(tks)|
r
2 (1+ |Z(s)|q′ + |Z(tks)|q′)
r
4
≤ (3D) r2

|Y (s)− Y (s)| r2 |X△t (s)− Y (s)|
r
2 (1+ |Z(s)|q′ + |Z(tks)|q′)
r
4 + |Y (s)− Y (s)|r(1+ |Z(s)|q′ + |Z(tks)|q′)
r
4
+ (△t) r2 |Y (s)− Y (s)| r2 |f (Z(s))− f (Z(tks))|
r
2 (1+ |Z(s)|q′ + |Z(tks)|q′)
r
4

≤ (3D)
r
2
2
|X△t (s)− Y (s)|r +
(3D)
r
2
2
|Y (s)− Y (s)|r(1+ |Z(s)|q′ + |Z(tks)|q′)
r
2
+ (3D) r2 |Y (s)− Y (s)|r(1+ |Z(s)|q′ + |Z(tks)|q′)
r
4
+ (3D)
r
2
(△t)r(1+ |Z(s)|q′ + |Z(tks)|q′)
r
2 |f (Z(s))− f (Z(tks))|r +
1
2
|Y (s)− Y (s)|r . (5.11)
Now if we use similar arguments as in (5.9), we obtain
E

sup
0≤t≤t∗
∫ t
0
|Y (s)− Y (s)|r(1+ |Z(s)|q′ + |Z(tks)|q′)
r
4 ds

≤

E
∫ t∗
0
|Y (s)− Y (s)|2rds
 1
2
.

E
∫ t∗
0
(1+ |Z(s)|q′ + |Z(tks)|q′)
r
2 ds
 1
2
≤ √t∗2r

(△t)2rE

sup
0≤t≤t∗
|f (Y (s))|2r
(1− K△t)2r

+ (△t)rd r2 (d+ 2) r2E

sup
0≤t≤t∗
|g△t (Y (s))|2r
 1
2
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×

t∗E( sup
0≤s≤t∗
{(1+ |Z(s)|q′ + |Z(tks)|q′) r2 })
≤ C2t∗(△t) r2 , (5.12)
for some constant C4. The same line of reasoning could be applied to the third term of (5.11). Now using the Assumption 5.3,
Lemma 2.3 and Remark 3 of the previous section the desired result (5.10) will follow. 
6. Numerical experiments
In this section, we show by some numerical experiments that the theoretical results obtained in the previous sections are
valid. For this purpose,we consider three different test problemswith a variety of characteristics: The first and the second are
one-dimensional SDEswith discontinuous and non-differentiable OSL drifts, respectively and the third is a two-dimensional
SDE with a non-differentiable OSL drift vector field.
Test problem 1: First we consider the SDE of the form (1.1) with discontinuous drift
f (X) =
−X3 − X, if X ≥ 0,
−X3 − X + 1, if X < 0,
and diffusion
g(X) = 2+ sin(X),
in which X0 = 1 and T = 1. It is obvious that f 1(X) ≤ f (X) ≤ f 2(X) where both f 1(X) = −X3 − X and f 2(X) =
−X3 − X + 1 belong to C1 and also satisfy the OSL condition (Assumption 3.1). The drift function f also satisfies the
Assumptions 3.2, 4.1 and 5.3. Theorem 5.4 now applies and we expect to observe the strong order of one-half for the
split-step backward Euler method. To see this experimentally, we have generated M = 500 realizations of the underlying
Wiener process with the base step-size δt = 2−11. For each realization, we have applied the SSBE method with stepsizes of
△t = δt, 2δt, 4δt, 8δt, 16δt, 32δt . If we let Y△tN denote the T = 1 numerical approximation using a stepsize of△t , then by
Theorem 5.4 we have
E

|Y△tN − X(T )|

≤ E

|Y△tN − X(T )|2
 1
2 ≤ C△t 12 , (6.1)
for sufficiently small△t and some constant C . Now and from the triangle inequality we have
|Y 2△tT − Y△tT | ≤ |Y 2△tT − X(T )| + |Y△tT − X(T )|,
which by taking expectations and using (6.1) we obtain
E

|Y 2△tT − Y△tT |

≤ C(1+√2)△t1/2. (6.2)
Applying the Monte-Carlo scheme to approximate the mean on the left-hand side of (6.2) based on the M approximate
realizations of the solution process and plotting the result against △t , we obtain a piecewise linear graph represented in
Fig. 1. Fitting a regression line to this data, we obtain a slope of 0.5764. We have also plotted a reference line of slope 0.5 in
a dashed line type for comparison purposes. It is now evident that the computational results are consistent with the bound
(6.2).
Test problem 2: Consider the SDE (1.1) with a continuous but non-differentiable drift function of the form
f (X) =
−X
3 − 1 if X < −1,
0 if − 1 ≤ X ≤ 1,
−X3 + 1 if X > 1,
(6.3)
and diffusion coefficient
g(X) = X
2 + X + 1
X2 + 1 ,
in which X0 = −1 and T = 1. The inequalities f 1(X) ≤ f (X) ≤ f 2(X) for f 1(X) = −X3−1 and f 2(X) = −X3+1 (both being
in C1 and satisfying (2.1)) are obvious. Assumptions 3.2, 4.1 and 5.3 also hold for this drift function. In a similar manner to
the test problem (1), we will reach at Fig. 2 with the slope 0.5841 for the regressor which is in accordance with Theorem 5.4.
Test problem 3: In order to show that the conditions imposed on the Assumption 3.2 are necessary for the SSBE method
to work, we consider the drift vector of the form:
f (X1, X2) =

−X1/31 + X2/32
−X1/32 + X2/31

, (6.4)
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Fig. 1. Asterisks: strong error measure on the left-hand side of (6.2) for the SSBE method applied to test problem (1). Dashed line: reference slope of 1/2.
Fig. 2. Asterisks: strong error measure on the left-hand side of (6.2) for the SSBE method applied to test problem (2). Dashed line: reference slope of 1/2.
which satisfies the OSL condition [34]. It can be shown that the equation
c = y+△tf (c)
appearing e.g. in the first step of the SSBE method has no solution for the typical values y = (0, 5)T and△t = 0.01, due to
the fact that this function does not satisfy part 2 of the Assumption 3.2.
7. Conclusion
In this paper, we considered the convergence of the split-step backward Euler method in the mean-square sense for
stochastic differential equations with discontinuous/non-differentiable drift coefficients. We have shown that the rate of
convergence of this method under a general growth condition on the drift and the moments of the solution process is 1/4
but if we strengthen this condition by a polynomial bound, we can arrive at the rate 1/2 which is optimal. Our numerical
experiments show that the theoretical findings are valid and the observed rates are in agreement with our results. The other
scheme which is worth studying in this respect is the drift-implicit Euler method which can be handled by establishing
similar analogies with this scheme and the SSBEmethod. Also the study of mean-square and asymptotic stability properties
of these schemes are of importance in this respect.
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Appendix
Proof of Lemma 4.2. We proceed as in the proof of Lemma 2.2 in [35] by setting ω(x) := α
β
+ |x|2 for which we have
Lω(x) ≤ βω(x).
Now using a similar argument as in [35] and letting α = 1, C1 := β and C2 := σ , we can put λ = β + σξ/4 + 2/ξ to
conclude that
E
[
exp

ξ sup
0≤t≤T
[e−λt |Xt |2]
]
≤ 2(σ (ξ 2)+ 1) exp ξ |X0|2 (A.1)
which completes the proof. 
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