ABSTRACT. -In this work we give a formula for the local Denef-Loeser zeta function of a superisolated singularity of hypersurface in terms of the local Denef-Loeser zeta function of the singularities of its tangent cone. We prove the monodromy conjecture for some surfaces singularities. These results are applied to the study of rational arrangements of plane curves whose Euler-Poincaré characteristic is three. 
Introduction
Throughout this paper the complex numbers will be the ground field. The local Denef-Loeser zeta function Z top,0 (f, s) ∈ Q(s) is an analytic (but not topological, see [4] ) subtle invariant associated with any germ of an analytic function f : (C n+1 , 0) → (C, 0). This rational function was first introduced by J. Denef and F. Loeser as a sort of limit of the p-adic Igusa zeta function, see [7, 8] and it was called the topological zeta function. Its former definition was written in terms of any embedded resolution of its zero locus germ (V, 0) := (f −1 (0), 0) ⊂ (C n+1 , 0) (although it does not depend on any particular resolution). In [8] , J. Denef and F. Loeser gave an intrinsic definition of Z top,0 (f, s) using arc spaces and the motivic zeta function -see also [10] and the Séminaire Bourbaki talk of E. Looijenga [24] .
Let us recall the definition of the Denef-Loeser zeta functions associated with a polynomial f ∈ C[x 0 , . . . , x n ], see [7, 8] . Let π : Y → C n+1 be an embedded resolution of the hypersurface V defined by the zero locus of f. Let E i , i ∈ I, be the irreducible components of the divisor π −1 (f −1 (0)). For each subset J ⊂ I we set
For each j ∈ I, let us denote by N j the multiplicity of E j in the divisor of f • π and by ν j − 1 the multiplicity of E j in the divisor of π * (ω) where ω is a non-vanishing holomorphic (n + Nevertheless only a few of them give an actual pole of Z top,0 (f, s). There are several conjectures related to the Denef-Loeser zeta functions. In this paper we are interested in the monodromy conjecture, see [6, 7] .
It is known that, for any given x ∈ V , the Milnor fibration of the holomorphic function f at x is the C ∞ locally trivial fibration f | :
is the open ball of radius ε centered at x, D η = {z ∈ C: |z| < η} and D * η is the open punctured disk (0 < η ε and ε small enough). Any fiber F f,x of this fibration is the Milnor fiber of f at x. The monodromy transformation h : F f,x → F f,x is the well-defined (up to isotopy) diffeomorphism of F f,x induced by a small loop around 0 ∈ D η . The complex algebraic monodromy of f at x is the corresponding linear transformation h * : H * (F f,x , C) → H * (F f,x , C) on the homology groups.
The local monodromy conjecture states that if s 0 is a pole of the Denef-Loeser zeta function Z top,0 (f, s) of the local singularity defined by f , then exp(2iπs 0 ) is an eigenvalue of the local monodromy at some complex point of f −1 (0). Note that if f defines an isolated hypersurface singularity, then exp(2iπs 0 ) has to be an eigenvalue of the complex algebraic monodromy of the germ (f −1 (0), 0). There are three general problems to consider when trying to prove (or disprove) the conjecture using resolution of singularities:
(i) Explicit computation of an embedded resolution of the hypersurface (V, 0) ⊂ (C n+1 , 0). (ii) Elimination of the candidate poles which are not actually poles of Z top,0 (f, s). (iii) Explicit computation of the eigenvalues of the complex algebraic monodromy (or computing the characteristic polynomials of the corresponding action of the complex algebraic monodromy) in terms of the resolution data. The monodromy conjecture, which was first stated for the Igusa zeta function, has been proved for curve singularities by F. Loeser [21] . F. Loeser actually proved a stronger version of the monodromy conjecture: that any pole of the Denef-Loeser zeta function gives a root of the Bernstein polynomial of the singularity. The behavior of the Denef-Loeser zeta function for germs of curves is rather well understood once an explicit embedded resolution π : (Y, D) → (C 2 , 0) of curve singularities is known, e.g. the minimal one. Basically any irreducible component E of the exceptional divisor D = π −1 (0) which intersects the total transform π −1 (V ) in at most two points has no contribution to the residue of Z top,0 (f, s) at the candidate pole. This was proved in consecutive works by Strauss, Meuser, Igusa and Loeser for Igusa's local zeta function, but the same the proof works for the Denef-Loeser zeta function. W. Veys later gave a much simpler and more conceptual proof of this in [31] and proved in [30] that all other E actually do give poles.
There are other classes of singularities where the embedded resolution is known. For example, for any singularity of hypersurface defined by an analytic function which is non-degenerated with respect to its Newton polytope, problems (i) and (iii) above are solved. Nevertheless the problem (ii) seems to be a hard combinatorial problem. This problem was partially solved by F. Loeser in the case where f has a non-degenerate Newton polytope and satisfies certain extra technical conditions [22] .
An embedded resolution is also known for superisolated surface singularities, SIS for short -see [2] . Singularities of this type, named by I. Luengo in [25] , were used to prove that the µ-constant stratum of an isolated hypersurface singularity is not smooth -see also [28] . E. Artal used them to disprove a conjecture of S.S.T. Yau.
Even in one of the simplest cases where f has non-isolated singularities, namely the case of homogeneous surfaces, problems (i) and (iii) are solved, but problem (ii) was still open. For any degree d and any homogeneous polynomial f d ∈ C[x 1 , x 2 , x 3 ] a candidate pole is s 0 = −3/d. It can be seen when one blows up once at the origin. A sufficient condition for the candidate pole s 0 = −3/d of Z top,0 (f, s) to verify the monodromy conjecture is the following: χ(P 2 \ {f d = 0}) = 0. B. Rodrigues and W. Veys proved in [26] the monodromy conjecture for any homogeneous polynomial f d ∈ C[x 1 , x 2 , x 3 ] satisfying χ(P 2 \ {f d = 0}) = 0. They excluded the case χ(P 2 \ {f d = 0}) = 0 because they couldn't solve problem (ii) for the candidate pole s 0 = −3/d. In this paper we prove the monodromy conjecture for SIS singularities and also complete the proof of the monodromy conjecture for homogeneous polynomials in three variables. More precisely, the results of this paper are the following.
Let f be a germ of a superisolated hypersurface singularity defined by
Let us denote by C m ⊂ P n the divisor associated with the homogeneous polynomial f m . By definition, the hypersurface singularity (V, 0) = (f −1 (0), 0) ⊂ (C n+1 , 0) is superisolated, SIH for short, if and only if the projective set C d+1 ∩ Sing(C d ) is empty. This is equivalent to the fact that one needs to blow up the origin only once to resolve the singularity. For each P ∈ Sing(C d ) we choose analytic coordinates centered at the origin and we denote by g P the equation of C d in these coordinates.
Our first goal is to obtain a formula for the Denef-Loeser zeta function of a SIH singularity in terms of similar invariants of its tangent cone. Such a formula is given in Section 1.
. Then its local Denef-Loeser zeta function satisfies the following equality
and Z top,0 (g P , s) stands for the local DenefLoeser zeta function for the germ g P at the singular point P ∈ Sing(C d ).
Using the formula above, the characteristic polynomial formula of the complex algebraic monodromy of a SIS singularity -e.g. see [2] -and the monodromy conjecture for curvessee [21] -we prove the following for a SIS singularity of multiplicity d:
, then every pole of the local Denef-Loeser zeta function of Let us define
When the tangent cone C d is a bad divisor,
Next we study the bad divisors [33] . This residue also has another meaning: ρ(C d ) coincides with an invariant ζ K associated with the Q-canonical divisor K := (−3/d)C d on the rational surface P 2 . In this paper we use both of these meanings to extend the notion of the residue ρ(D) to bad divisors D on P 2 (not only for reduced curves C d ) and to some canonical divisors on rational surfaces.
The main part of Section 2 is devoted to determining bad divisors D on P 2 such that ρ(D) = 0. Note that the Euler-Poincaré characteristic condition on a bad divisor D implies that D has at least two irreducible components, all of them rational curves -see [16, 15, 19, 5] .
Our second main result is the following theorem. The proof of this result is quite elaborate. We use the following result by W. Veys [32] .
where Σ is a ruled surface, f is a composition of blowing-ups with center in D , and g is a composition of blowing-downs whose exceptional curve is contained in f −1 (D ). Moreover, one can require the configuration g(f −1 (D )) to consist of one of the following: (A) One section C 1 and at least two fibers, or (B) Two disjoint sections C 1 and C 2 and at least one fiber.
The proof of Theorem 2.15 entails the study of the behavior of the invariant ζ K when applying blow-up and blow-down processes. This step has been partially studied in [29] in a slightly different context.
Only one type of blow-up has an effect on ζ K . If one starts with a bad divisor D of degree d in P 2 , the canonical divisor (−3/d)D is transformed by Veys' process into a canonical divisor on the ruled surface Σ with support on a curve of type (A) or (B). It is easily seen that such a canonical divisor K Σ in a ruled surface verifies ζ KΣ = 0. Then we show that arrangements of rational curves in which the residue changes can be put in a rational pencil of type (0, 1) on P 2 (see Appendix A).
In order to complete the proof of the monodromy conjecture for SIS singularities we have to deal with singularities having a tangent cone C d which is a bad divisor with ρ(C d ) = 0. The last step in the proof consists of computing the Alexander polynomial of the curves C d satisfying the properties described in Theorem 2.15. For this purpose we use Kashiwara's classification [17] of pencils of rational curves of type (0, 1). We prove, case by case, that exp(2iπ(−3/d)) is a root of the Alexander polynomial of the curve at its only singular point with the required multiplicity. Finally, using the computations in [2] , we have that exp(2iπ(−3/d)) is a root of the Alexander polynomial of the corresponding SIS singularity.
This work also allows for the generalization of the proof given by B. Rodrigues and W. Veys of the monodromy conjecture to the case of homogeneous polynomials
then E i does not contribute to the candidate pole
−νi
Ni of Z top,0 (f, s). This question is more complicated in the case of surfaces. W. Veys proved in [29] for many such configurations that E does not contribute to the candidate pole −ν/N, assuming that E doesn't intersect any other component with the same ratio of numerical data (this is the general case).
In this work we find that some candidate poles which appear only on exceptional divisors E i of the resolution verifying χ(Ě i ) = 0 are actual poles of the Denef-Loeser zeta function. This is the case for the first exceptional component of the resolution of a SIS singularity or a homogeneous surface whose tangent cone D is a bad divisor with residue ρ(D) = 0 at the pole −3/d.
In our opinion, the theorems we prove in this paper give strong evidence for the monodromy conjecture in the following sense. We prove that for bad divisors D, exp(2iπ(−3/d)) is an eigenvalue of the monodromy of the only singular point of D red . This fact is not evident a priori -see Section 5 for details, where we also study arrangements of rational curves on P 2 . Finally we use an example of a bad divisor D on P 2 whose residue ρ(D) = 0 to answer an open question of D. Siersma -see Section 6 for details.
General formula for the Denef-Loeser zeta function
The definition of the Denef-Loeser zeta function associated with a morphism f : X → C can be extended to an effective divisor D on a nonsingular (n + 1)-dimensional complex variety X -see [33] . If π : Y → X is an embedded resolution of the support of D, and E i , i ∈ I, are the irreducible components of the divisor π
Let ω be a local generator of the sheaf of holomorphic (n + 1)-forms on X and let div(π
We shall compute the Denef-Loeser zeta function of a SIH singularity in C n+1 . We will make use of three general principles which, at least implicitly, are well known. We begin by recalling the generalization of this zeta function by J. Denef and F. Loeser [8, 33] .
Let X be an algebraic (n + 1)-manifold, f : X → C an algebraic function and ω an (n + 1)-meromorphic differential form (algebraically defined) on X such that the polar locus of ω is included in the zero locus of f . Algebraic can be replaced by analytic either in the germ case or by adding some natural hypothesis about finiteness. Thus the Denef-Loeser zeta function Z top (f, ω, s) can be defined analogously. In this case, the ν-invariant is associated with the form ω rather than with a non-vanishing form. We state the three main principles: 
The key point in this principle is that one may construct a resolution for both f and ω, such that one can rearrange the terms on the left-hand side of the formula to fit the right-hand side of the formula. 
In order to prove Fubini's Principle, it is enough to consider a proper birational mapping obtained by combining the resolution of f 1 and ω 1 in the first variables and the identity in the second variables. The PBM Principle assures the invariance of the Denef-Loeser zeta function. Thus, we obtain a prestratification such that for any stratum, the pull-back of f can be written as some power of coordinate functions in the first variables, and f 2 and ω 2 in the second variables. On each stratum, we now consider the proper birational mapping associated with the second variables and the result easily follows. 
We apply these principles to a SIH singularity defined by
By definition, the projective set C d+1 ∩ Sing(C d ) is empty. Therefore, the set Sing(C d ) of singular points of the projective hypersurface C d is finite. Let us denote byČ d the regular part of
be the blow-up at the origin in C n+1 . Let ϕ be the lifting of f to V. Let us consider the stratification of the exceptional divisor E P n of this blowing-up into the following strata:
In a neighborhood of the point P ∈ Sing(C d ) in V , there exists a coordinate system z, x 1 , . . . , x n such that (locally) P n coincides with the hyperplane {z = 0} and the function f • π has the form
where v is invertible (v(0) = 0) (from now on, we will simply omit such "non-essential" factors), g P : (C n , 0) → (C, 0) is a germ of an analytic function whose zero locus coincides with the germ of the hypersurface C d at P.
In the same way, at each point of S n−1 there exists a local system of coordinates such that the lifting ϕ has the normal form z d · x 1 . Finally, at each point of S n the lifting ϕ has the normal form z d for some local coordinates.
Then from the PBM and Stratum Principles one gets
where t := n + 1 + (d + 1)s. Let us fix a singular point P and set g := g P . Recall that in the local coordinates x 1 , . . . , x n , z the point P is the origin, and z = 0 is the equation of the exceptional divisor. The main point is to consider a birational map h 1 which is both an embedded resolution of g −1 (0) in coordinates x 1 , . . . , x n and the identity in z.
Let us fix some notation about embedded resolutions
. . , D r of the total transform of g −1 (0), we associate the numbers N i and ν i , as usual. For each subset J ⊂ {0, 1, . . ., r}, we define the number
The following formula can be easily deduced from the first two principles:
, we denote the local Denef-Loeser zeta function associated with the germs of function qz a h and of form z b η by
where
We next compute this local Denef-Loeser zeta function by blowing up along the coordinate subspace z = x l = 0 and applying the above mentioned principles. Formula 1.7. -Let us assume that l > 1. If m l > 1, then using the PBM and Stratum Principles one gets
and using Fubini's Principle
Then, by induction on m l :
And by induction on l, if u := τ + s + 1:
.
Formula 1.9. -Combining the last formula we obtain
Applied to the case of SIH singularities, i.e., τ = n + ds, t := (n + 1)
Remark 1.10. -In [7] , J. Denef and F. Loeser, using p-adic integration and the GrothendieckLefschetz trace formula, showed that the local Denef-Loeser zeta function of the non-vanishing function germ g P verifies the equality
). Then its local Denef-Loeser zeta function satisfies the following equality
where g P is a local equation of C d at P and t := n + 1 + (d + 1)s.
The pole
From now on, we will consider the case of surface singularities, i.e. n = 2. Let
be an analytic function such that its zero locus
is an isolated surface singularity. Hence H 0 (F, C) and H 2 (F, C) are the only non-vanishing homology vector spaces on which the monodromy acts (we denote the Minor fiber by F ). The only eigenvalue of the action of the monodromy on H 0 (F, C) is equal to 1. The characteristic polynomial of the action of the complex monodromy on H 2 (F, C) is given by the formula
where ∆ P (t) is the characteristic polynomial (or Alexander polynomial) of the action of the complex monodromy of the germ (C d , P ) on H 1 (F g P , C) (F g P denotes the corresponding Milnor fiber), e.g. see [2] . of the monodromy zeta function of V :
pole of the local Denef-Loeser zeta function of the germ of
is an eigenvalue of the local monodromy zeta function at some singular point of
Proof. -The formula in 1.12 for the local Denef-Loeser zeta function can be rewritten in the form
where t = 3 + (d + 1)s and Z top,P (C d , s) means the local Denef-Loeser zeta function of the germ at the point P ∈ Sing(C d ).
Recall
. The other candidate poles are evident and this argument proves (i).
The above formula of the characteristic polynomial ∆ V (t) of the complex monodromy also gives (iii).
For (ii), we must verify the statement for s 0 = − ν+3N (d+1)N where −ν/N is a pole of the local Denef-Loeser zeta function of the germ of C d at some point P ∈ Sing(C d ). Let ε 1 := exp(−2iπ ν N ). According to the monodromy conjecture for curves [21] , ε 1 is a root of ∆ P (t) and by the previous formula, ε := exp(2iπs 0 ) is a root of
For the rest of the cases, we will prove that
In the case of plane curves one has 0 < ν/N 1 which implies that
Disregarding curves of degree d = 1, we will assume d 2 and hence 2 < k < 4, i.e. k = 3.
The remaining statements are direct consequences of the monodromy conjecture for curves and the formulae for the Denef-Loeser zeta functions and for the characteristic polynomial of the monodromy. ✷ 
one point; (III) C d is the union of three generic lines and (IV) C d is the union of a smooth conic and a tangent line. The computations for both invariants are in Table 1 .
With these examples the monodromy conjecture for any SIS singularity of multiplicity d = 2 or 3 is proved. From now on we will assume that d > 3.
We have proved the monodromy conjecture for SIS in all but two cases:
is not a pole for the local Denef-Loeser zeta function at any singular point in
Our goal in this section is to determine which curves C d can occur in the cases (N − 1) and (N − 2). The condition about the Euler-Poincaré characteristic implies that C d has at least two irreducible components and all of them are rational curves -see [16] . Moreover, Veys' theorem shows that the irreducible components of C d are components of curves in a pencil Λ in P 2 (defined by a rational function R) of rational curves. If B is the set of base points of Λ then the generic fiber of R is a rational curve with at most two punctures. These pencils have been studied by H. Kashiwara in [17] and T. Kizuka [18] -see Appendix A.
In the case (N − 2), C d has at least three irreducible components and we can apply Corollary 3.6 in [32] and show that after Veys' process we are in a configuration of type (A) in Veys' theorem.
In order to study (N − 1) we introduce the notion of a bad divisor. The residue ρ(C d ) is related to the Denef-Loeser zeta function associated with any effective divisor D on P 2 introduced by W. Veys. Let D be an effective divisor on
. From Section 1, the Denef-Loeser zeta function of the divisor D on P 2 can be rewritten as follows
In the SIS case, the curve C d is reduced, i.e. a i = 1, and then ρ(C d ) is equal to the value
We are also going to use another interpretation of the rational number (or infinity) ρ(D).
2 be the minimal embedded resolution for the support of D in P 2 . The map π is a sequence of blowing-ups centered at infinitely near points of points in Sing(D red ) such that the divisor π * D is a normal crossing divisor. Let K X be the Q-canonical divisor on the surface X obtained from the pull-back of − 
In general, the map π : X → P 2 is a composition of blow-ups. By canonical pull-back of a Q-divisor K we mean that if K is the divisor on P 2 of a multivaluated meromorphic 2-form ω, then its canonical pull-back K X is the divisor of the pull-back π * ω of ω.
ζ-invariants of Q-canonical divisors
In this subsection, X is a rational surface and
vertices V (G) and edges E(G).
The weight of the vertex v i associated with E i is defined by w vi := ν i ; for an edge e we denote by V (e) the set of its endpoints (or extremities) and we set w e := 1.
This graph can also be weighted by the self-intersection numbers
DEFINITION 2.5. -We say that a subgraph G 1 of G is a set of bamboos if any connected component of the graph G 1 is linear, the irreducible components of K X associated with the vertices of G 1 are rational curves and if v ∈ V (G) is an endpoint of G 1 , then its valency in G is less than 3.
In such a case, each connected component of G 1 is called a bamboo. A bamboo is of type 1 (resp. 2) if it has one (resp. two) neighboring vertex (resp. vertices) in G.
Let V (B) := {v i1 , . . . , v ir } be the set of vertices of a bamboo B of G. The intersection matrix of B is the integer matrix A = (a ij ) ∈ M (r, Z) such that if j = k, then a jk is the number of edges between v ij and v i k , i.e. the intersection number between E ij and E i k , and a jj := a j . The determinant of the bamboo is det(B) := det(−A) (which does not depend on the order of the vertices of B, e.g. see [31] ). DEFINITION 2.6. -Let G 1 = G be a set of bamboos of G. We define the graph G/G 1 which has weighted vertices, weighted edges and weighted arrows as follows:
• The set of vertices V (G/G 1 ) is nothing but V (G) \ V (G 1 ) and they are weighted as in G.
• The set of edges E(G/G 1 ) has two types of elements. Edges of G not intersecting G 1 produce edges of G/G 1 ; theses edges are weighted by 1. Each bamboo of type 2 produces also one edge with the obvious extremities and weighted by the determinant of the bamboo.
• The set A(G/G 1 ) of arrows of the graph G/G 1 is in one-to-one correspondence with the set of bamboos of G 1 of type 1. It is weighted by the determinant of the corresponding bamboo. Note that each arrow a in G/G 1 has only one neighbor vertex v a . DEFINITION 2.7. -Let K 0 be the reduced subdivisor of K X consisting of all the irreducible components E i of K X such that ν i = 0. Let G 0 be the dual graph of K 0 . We say that K X is admissible if G 0 is a set of bamboos. In such a case we define
Note that the invariant ζ KX does not change if we add irreducible components which are not in the support of K X . The adjunction formula and a standard induction argument are the key points of the following result, which is a generalization of one of Veys' results in [31 
is a vertex with weight zero then the adjunction formula implies that the sum of the neighbor weights is equal to the valency of the vertex minus 2. It turns out that each connected component of K 0 consists only of one rational curve E. This implies that:
• if the bamboo is of type 2 and gives an edge e ∈ E(G/G 0 ), then the weights of the vertices in V (e) are opposite to each other, • and if it is of type 1 and gives an arrow a ∈ A(G/G 0 ), then its weight in V (a) is equal to −1.
We examine the behavior of these invariants under blow-ups.
PROPOSITION 2.10. -Let X be a rational surface and let K X be an admissible Q-canonical divisor. Let π : Y → X be the blowing-up of a point P ∈ X and let K Y be the canonical pull-back of K X . Then, K Y is admissible and: 
Proof.
-Let E P be the exceptional divisor of the blowing-up π : Y → X of X at the point P ∈ X. It is easily seen that if K X is admissible, this is also the case for K Y . We restrict ourselves to the proof of the most relevant cases.
The proof of the remaining cases is based on the study of the contribution of the point P (and its neighbors) to ζ KX and the exceptional curve E P (and its neighbors) to ζ KY . What we mean by contribution is that there exists η ∈ Q such that ζ KX = η + (contribution to ζ KX ) and ζ KY = η + (contribution to ζ KY ).
Let us consider again weights w i (= 0), w j . The curve E i gives a bamboo in K X , with determinant a and neighbor weights −w j and w j . The contribution of this bamboo to ζ KX is −a/w 2 j . The strict transform of E i in K Y is a bamboo of determinant a + 1 and neighbor weights −w j , w j . The intersection point between the new exceptional divisor E P and E j contributes with 1/w 2 j . Hence its contribution to ζ KY is:
CASE 2.
-The point P is smooth in K X,red , P ∈Ě i and ν i = 0.
Let us assume the notation of (ii). 
In particular, there is a unique blowing-up process in which the following holds:
. Such a process is the blowing-up of X at P ∈ K 0 \ Sing(K X,red ) having valency 2 and whose neighbor vertices have weights ±w, w = 1.
The following result computes the invariant ζ KX in the hypothesis of Veys' theorem. Proof. -Using Nagata transformations which do not change ζ KX we can assume Σ = P 1 × P 1 . Let us consider S and F the general 0-section and the general fiber respectively. It is known that canonical divisors are linearly equivalent to −2S − 2F .
For case (A), let us denote by S 0 the section and by F 1 , . . . , F r the fibers. One can assume r 2. Let K Σ be an admissible canonical divisor with support contained in the curves above.
The result follows by applying the formula in the definition of the invariant ζ KΣ .
For case (B), let us denote by S 0 , S 1 the sections and by F 1 , . . . , F r the fibers. One can assume r 2. Let K Σ be an admissible canonical divisor with support contained in the curves above. Since Σ = P 1 × P 1 we can interchange fibers and sections if necessary. In order for K Σ to be admissible, we can suppose that 
ζ-invariant and bad divisors
Next we will relate ρ(C d ) with the invariants defined above. -Let E be an exceptional component of the embedded resolution of D at a point P and let N be the multiplicity of E in the total transform of D and let ν − 1 be the multiplicity in the pull-back of a local generator of the sheaf of 2-holomorphic forms.
It is easily seen that the weight of E in
is not a pole for the local Denef-Loeser zeta function of D at P then from Veys' results on the monodromy conjecture for curves [30] , we can assume that the valency of E in the divisor is either 1 or 2. This fact implies that K X is admissible. ✷ Example 2.14. -Let D ⊂ P 2 be the union of two smooth conics C 1 and C 2 which meet at only one point {P } = C 1 ∩ C 2 . Consider D as divisor of degree 4 and K := (−3/4)D as a Q-rational divisor on P 2 . Let π : X → P 2 be the minimal embedded resolution of the singularity of D at the point P. The rational surface X has the configuration of curves and the corresponding associated invariants shown in Fig. 1 .
The dual graph of the resolution G has only one bamboo G 0 and the corresponding graph G/G 0 is shown in Fig. 2 .
The ζ KX -invariant is non-zero because 
We have mentioned that the Euler-Poincaré characteristic condition on a bad divisor D implies that D has at least two irreducible components, which happen to be rational curves. In the definition of a bad divisor we imposed that s 0 = −3/d is not a pole (although s 0 might be a candidate pole) of Z top,P (D, s) for any singularity P in D red . A direct application of Veys' Theorem to a bad divisor D allows for an extension of the curve D to another curve D ⊃ D, having χ(P 2 \ D ) 0, such that the following diagram holds:
where π is a composition of blowing-ups with center in D and π 3 is a composition of blowingdowns with exceptional curve contained in π −1 (D ) and such that Σ is a ruled surface. We call this a Veys' process. The configuration T := π 3 (π −1 (D )) consists of one of the types (A) or (B) in Veys' theorem. In particular, the curve D is a union of fibers and sections of a particular kind of rational pencils studied by H. Kashiwara in [17] and by T. Kizuka [18] -see Appendix A. Note that several pencils may match for a given curve D ⊂ P 2 and thus several different constructions can be acquired. Let us call R the rational function defining such a pencil Λ and let us definē R := π * R. Veys' processes can be decomposed in three stages by factoring π as π 2 • π 1 .
• In the first step we consider the minimal embedded resolution π 1 : X 1 → P 2 of the local singularities of D red ⊂ P 2 . At this stage, ρ(C d ) is already computed as ζ KX 1 , where K X1 is the canonical pull-back of (−3/d)C d . Since −3/d is not a pole of Z top,P (C d , s) for any P ∈ Sing(C d ), then K X1 is admissible.
• Next, we consider the resolution π 2 : X 2 → X 1 of the indeterminacy locus of the pencil Λ * ⊂ X 1 defined by the function π * 1 R -it might happen that π 2 is the identity map.
• Finally, let π 3 : X 2 → Σ be the contraction of X 2 onto a rational ruled surface Σ.
From now on, we can also assume that π is minimal in the following sense -see [32, (4. 3)]: The map π : X 2 → P 2 is the minimal morphism that resolves the indeterminacies of the morphism induced by the pencil Λ.
The irreducible components of the strict transform of D in X 2 have to be either irreducible components of members of the total transform of the pencil Λ or sections of the mapR : X 2 → P 1 (recall that a curve E is a section if the restricted mapR| : E → P 1 is surjective).
We have proved in the previous lemma that the residue ρ(D) of a bad divisor D is equal to the ζ KX 1 -invariant of any admissible Q-canonical divisor on X 1 . Proposition 2.12 shows that (in the final configurations) the ζ KΣ -invariant is zero.
In the following theorem we describe bad divisors D with ρ(D) = 0 -in particular, curves of type (N − 1) -in terms of Veys' theorem. Using Kashiwara's notation, we show that they come from a rational pencil Λ on P 2 of type (0, 1), i.e. a pencil of rational curves having only one base point and such that any fiber minus the base point is isomorphic to C -see Appendix A. We are looking for bad divisors having non-zero ρ(D). For this purpose we must understand the behavior of the maps π 2 and π 3 , and find out when it is possible that at least one of the blow-ups in π 2 or π 3 matches the hypothesis of 2.10(ii), with 1 = w 2 . Moreover, at least one generic fiber (resp. two) of Λ is contained in D if the pencil has two exceptional fibers (resp. one).
Proof. -Note that the first part of the theorem was already proved in Corollary 3.6 in [32] for the case where the Euler-Poincaré characteristic verifies χ(P 2 − D) < 0. The irreducible components of D may correspond either to components of the fibers of the pencil or to sections. Each base point of Λ produces a section of the pencil in X 2 . Therefore, if a component was transformed into a section after Veys' process, we would obtain a curve of type (B) (we will show that this is not possible).
Since the ζ-invariant of the surfaces X 1 and Σ are different, at least one of the blow-ups in π 2 : X 2 → X 1 or π 3 : X 2 → Σ is as in 2.10(ii). This means that we have blown up at a point P ∈ E which is in the conditions of Proposition 2.10 or Corollary 2.11. Let us denote by E P the exceptional divisor in the corresponding rational surface, which comes from a blowing-up at P ∈ E changing the ζ-invariant.
CASE 1. -The changes of the ζ-invariant happen in π
Since the weight of E P in the canonical divisor is equal to 1, it will be either an exceptional component for π = π 2 • π 1 : X 2 → P 2 or an irreducible component of D \ D in Veys' theorem. (i) In the first case, the divisor E has more than 2 neighbors in the exceptional divisor of π : X 2 → P 2 . Its weight in the canonical divisor is 0. Note that it is not possible for this component to become a component of valency 2 in the minimal resolution π 1 . The reason is that, in this case, the neighbor component which is not blown-down has weight equal to −1 and thus the ζ K -invariant does not change. Therefore E has more than 2 neighbors in the exceptional divisor of π 1 : In this case the point P , at which the blow-up is performed, is a base point of the strict transform of the pencil Λ. The exceptional component E which contains P has weight 0 in the canonical divisor, valency 2 in the dual graph and neighbors with weights ±w (w = ±1).
Once again, the weight of E P is 1. After several blowing-ups we get a tree T of exceptional curves based on E. Note that the component which intersects our original E is weighted by 1. In T there is at least one section which has weight greater than 0. If E is also a section, we have at least two sections and thus a pencil of type (0, 2). We have a curve of type (B). Using the kind of arguments shown in Proposition 2.12, the weights s 1 and s 2 of the two sections in the corresponding canonical divisor in Σ verify s 1 + s 2 = 0. In this case the weight of E is 0 and the weight of the other section is greater than 0, which is impossible. Hence, the divisor E is not a section.
Therefore the curve E is a component of a fiber of the pencil. This implies that either E disappears in one of the contractions of π 3 or it remains in Σ. In any case, one of the three neighbors must be contracted. Due to the minimality of π at least one of the exceptional components of the tree T has to remain on the surface Σ. Thus, one of the original neighbors is contracted. By the adjunction formula, this means that the other one has weight −1, contradicting the hypothesis. Thus this case is also impossible.
Therefore, the only possible situation is given in Case 1(ii). The curve E P gives an irreducible component π(E P ) of D \ D, which is a special fiber of the pencil Λ since reduced members of of pencils of type (0, 1) are irreducible. Such pencils have at most two special fibers and then D contains at least one generic fiber of Λ. ✷ Remark 2.16. -The general ideas of the proof of Case 2 have been pointed out to us by W. Veys to whom we are grateful. Our original proof was longer and it was based on the analysis of Kizuka's work [18] .
Example 2.17. -As we have seen in the previous example, there are curves matching the hypothesis of the theorem: two smooth conics with only one intersection point. Using Kashiwara's pencils one can construct many such examples. For instance, one can take two generic elements of a pencil whose generic member is a quartic with an A 6 singularity. Other examples are obtained by means of the pencil generated by the square of a quintic curve with an A 12 singularity and the fifth power of a conic with highest contact with the quintic at the singular point. All the other curves of the pencil are generic and have only one singular point with local equation x 4 − y 25 = 0. Any curve having at least two members of the pencil as components (at least one generic and at most one special) has a non-zero residue.
Monodromy conjecture for SIS
From the previous section we learned that, in order to prove the monodromy conjecture for SIS, we have to study the candidate pole s 0 = −3/d for those SIS whose tangent cone C d has all its components in a pencil Λ of type (0, 1) verifying the conditions (N − 1) or (N − 2):
is not a pole for the local DenefLoeser zeta function at any singular point in C d and ρ(C d ) = 0. In fact, since its components are in a pencil of type (0, 1), C d has only one singular point P . Furthermore, s 0 is a pole if and only if ρ(C d ) = 0. In this case it is a simple pole and the curve C d has only two irreducible components at least one of them being a generic fiber of the pencil. According to the formula for the characteristic polynomial of the complex monodromy of the SIS, we have to prove that exp(−2iπ(3/d)) is a root of the Alexander polynomial of the germ of C d at the singular point P .
is related with the residue of the Denef-Loeser zeta function at −3/d we distinguish two cases:
• If s 0 is a simple pole the above discussion also holds, and hence, we must prove that exp(−2iπ(3/d)) is a root of multiplicity at least (r − 1) of the Alexander polynomial of C d at P.
• If s 0 is a multiple pole, then s 0 = −3/d is a pole of the local Denef-Loeser zeta function at the singular point P. In this case, the irreducible components of C d can also be non-generic fibers of the pencil (since the residue can be equal to or different from zero). We will prove that exp(−2iπ(3/d)) is a root of multiplicity at least (r − 1) of the Alexander polynomial of C d at P. The pencil Λ is defined by a rational function R l on P 2 . Pencils of type (0, 1) have at most two special members. We denote them by {P l = 0} and {Q l = 0} -see Appendix A. After all our previous analysis the above theorem is a consequence of the following result. (
1) If r 3 then exp(−2iπ(3/d)) is a root of the Alexander polynomial of the germ of D at its singular point, and its multiplicity is at least (r − 1). (2) Otherwise, if ρ(D) = 0, then exp(−2iπ(3/d)) is a root of the Alexander polynomial of the germ of D at its singular point.
In fact, the result will be proved for a (not necessarily reduced) divisor D, and used in the following section.
The Alexander polynomial of the complex monodromy of a germ of a plane curve singularity is equal to the Alexander polynomial of its splice diagram D. Let l v be the multiplicity of the vertex v and δ v its valence. According to [13, p. 96] , the Alexander polynomial of a diagram D is
the product being taken over all the vertices of the diagram.
Remark 3.3. -Let v be a vertex of valence 1 connected to a vertex v of valence greater than or equal to 3. Then
Proof of the theorem. -Let n be the number of irreducible components of the curve C 1 . We have four different cases to consider, depending on the irreducible components of the curve C 2 .
• The irreducible component of C 2 is {P l = 0}.
• The irreducible component of C 2 is {Q l = 0}.
• The irreducible component of C 2 is {R l = µ}.
• The irreducible components of C 2 are {P l = 0} and {Q l = 0}. We use Kashiwara's classification of type (0, 1)-pencils and divide the proof of the theorem in several steps. ✷
Rational pencils of type (0, 1) belonging to F II
We begin by studying the set F II of pencils of type (0, 1). From Appendix A, in the case F II one has two splice diagrams. The diagrams only appear with the decorations needed in our computations. The first one 1 is shown on the left in Fig. 3 and the second one 2 is shown on the right, where m ∈ {m l+1 , m l−1 }. We need the integer c defined as the product of the numbers which are attached to the non-arrowed vertical edges. On the righthand side of Fig. 3 , let c be the product of the numbers which are attached either to the non-arrowed vertical edges or to the last edge on the right.
For each one of the above types of splice diagrams we have four different cases to consider, depending on the irreducible components of the curve C 2 .
The splice diagram 1 is shown in Fig. 4 . Because of the preceding remark there exists a polynomial H(t) ∈ C[t] such that
where L is the multiplicity of the vertex at which the generic fibers {R l = µ i } separate and L is the multiplicity at the right end of the diagram. We have the following equalities
To compute L we use the fact that the intersection multiplicity of two generic curves of the pencil is m 2 l deg(P l ) 2 and the intersection multiplicity of a generic curve of the pencil with
2 . Hence, 
that is, 3m l = hm. Since gcd(m l , m) = 1 and gcd(m, 3) = 1, this is not possible, and thus, it proves the theorem in this case. The splice diagram 2 is shown in Fig. 5 . The first part of the computation is analogous to the previous case. We still have L = 2d deg(P 0 ). One can calculate L as
and compute the intersection number between Q 0 and P 0 as 2(4λ 1 + 1)c = 2 deg(P 0 ). Thus L = 2d and we cannot conclude the proof. Note that we also have
The splice diagram 1 is shown in Fig. 6 . In this case, we have
where, again, H(t) ∈ C[t] is a polynomial. We have the following equalities
and
The computation is analogous for splice diagram 2.
The splice diagram 1 is shown in Fig. 7 . The Alexander polynomial is
Analogously, we obtain the following equalities
, and
This gives 3m l = hm which is impossible. The theorem is, hence, proved in this case. The splice diagram 2 is shown in Fig. 8 . We can write the Alexander polynomial as The computation of L is the same as above. The computation of L gives
Note that 2(4λ 1 + 1)c = 2 deg(P 0 ). Thus,
one has 3λ 1 = h(4λ 1 + 1) with h ∈ N, which is impossible. Note that in this case the number of irreducible components of C 1 is n 1, because we are in the case (N − 2) with multiple pole. The splice diagram 1 is shown on the lefthand side of Fig. 9 . The Alexander polynomial of the local singularity is
The following equalities hold
The splice diagram 2 is shown on the righthand side of Fig. 9 . Computations are the same. Then we are done for the case where the corresponding rational function is in F II . For example, for 
We will come back to this example in Section 5.
Rational pencils of type (0, 1) belonging to F I
We next compute the Alexander polynomial in case F I , -see Appendix A. For this purpose, families I(0) and I + (N ; λ 1 , . . . , λ N ) are considered simultaneously.
• The splice diagram for Case 1 and Case 3 is shown in Fig. 11 .
Its Alexander polynomial is
where H(t) is a polynomial. One has L = md and L = d/2. Thus exp(−6iπ/d) is a root of multiplicity n of the Alexander polynomial.
• The splice diagram for Case 2 and Case 4 is shown in Fig. 12 .
One has
This implies that the conjecture is verified in this case if n = 1. The remaining family in F I is I − (N ; λ 1 , . . . , λ N ).
• The splice diagram for Case 1 and Case 3 is shown in Fig. 13 .
We still have L = md, but we now have L = d and L = d In order to prove the monodromy conjecture in the two remaining cases we have to prove that the bad divisor D verifies ρ(D) = 0. The curve D consists of (at least) two generic members of a pencil of type I − (N ; 2, . . . , λ N ). From its resolution graph -see Appendix A -one can check that the only possible contraction to the ruled surface Σ in these cases is the blowing-down of the line {Q = 0}. The curve {Q = 0} is the only special fiber of these pencils, it is also a multiple fiber. In any case, it is readily checked that the map π 2 is the identity (one resolves the pencil when resolving the curve, since there are at least two generic fibers). The blowing-ups of type (ii) in 2.10 produce special fibers of the pencil. Thus, only one such blowing-up can take place. It is easily seen that the blowing-up producing {Q = 0} occurs in a component of valency one, and in this case the ζ-invariant does not change and the residue ρ(D) is zero.
• For Case 2 and Case 4 the arguments of the proof are analogous and we leave the proof to the reader. The theorem is proved. 
One of the key points in their proof of the homogeneous case, is the following equality -see [26, (3.6) ]
We are interested in the remaining case χ(P 2 \ {f d = 0}) = 0 and the candidate pole 
Rational arrangements of plane curves
The results of this paper can be applied to prove the non-existence of some arrangements of rational curves in P 2 . For such a reason we restrict ourselves to arrangements whose complement in the plane has Euler-Poincaré characteristic 0.
Let D = C i be an arrangement of reduced rational curves. The dual graph of the minimal embedded resolution of D is determined by the following data:
( We call these data the combinatorial type of the curve D in P 2 . We also call the data in (2) together with the total degree d of D the local combinatorial data of D in P 2 . As a corollary of Theorem 2.15 and Theorem 3.1 one obtains the following result, which is equivalent to the monodromy conjecture for SIS. Given a divisor D on P 2 and a point P ∈ D, the local Denef-Loeser zeta function Z top,P (D, s), the residue ρ(D) and the eigenvalues of the complex algebraic monodromy of (D, P ) are determined by the local combinatorial data of D. Hence the monodromy conjecture gives necessary conditions on the local combinatorial data of D for D to exist.
We have developed a program with MapleV (available upon request) which calculates the local embedded resolution of the singularities of a curve D, the local Denef-Loeser zeta function Z top,P (D, s), the residue ρ(D) and the eigenvalues of the complex algebraic monodromy of (D, P ) from the local combinatorial data of D. Thus, given local combinatorial data of D the above necessary conditions can be easily verified. Let us present some few examples.
Example 5.2. -Let D consist of two conics which only meet at one point and a line which is tangent to each conic in different points. Using elementary properties of pencils of conics it is easy to see that D does not exist. In this case, the residue ρ(D) would be −3/5 (different from 0) but there would be three singular points. Thus it would give a counterexample to the above corollary.
Example 5.3. -Consider a rational curve C of degree six with only one singular point P which is a simple singularity. Then P can be either an A 19 or A 20 singularity. It is known that the A 19 case exists, e.g. see [34] . The double covering of P 2 ramified along C is a K3-surface. Using K3-surface theory one shows that the A 20 case is not possible.
Let D = C ∪ C 2 be the curve whose components are the sextic C with the A 20 singularity at P and C 2 , where the latter is the unique conic passing through the first five infinitely near points of C at P . We suppose that this conic in fact passes through the sixth infinitely near point of C at P . Hence the conic only meets C at its singular point. The residue ρ(D) would be different from 0 and the characteristic polynomial of the monodromy of (D, P ) would turn out to be
Hence D does not exist because exp(2iπ(−3/8)) is not an eigenvalue of the complex monodromy of D at P. Let D = C ∪ C 2 be the curve whose components are C and C 2 , where the latter is the unique conic passing through the first five infinitely near point of C at P ; by Bezout's theorem there is no other intersection point. In this case the residue ρ(D) = −3 and exp(2iπ(−3/12)) is a root of the characteristic polynomial of the monodromy of D at P. Its Alexander polynomial is the following:
The following is a list of several possible cuspidal rational curves of degree 10 which might exist. We give each singularity as a sequence of multiplicities. If one considers the corresponding curve D as the union of the curve of degree 10 with these singularities and the conic as before, then all of them define bad divisors with residue ρ(D) = 0. Thus all of them but the first one do not exist because they have more than one singular point. In fact, the first one would also give a counter-example to the above corollary. The invariants for a SIS (V, 0) whose tangent cone is a curve with such properties are Question. -Suppose one gives a set of local data, the question arises whether there exists a curve satisfying such combinatorics. In this situation we will say we have a potential curve. Note that concepts such as rationallity, bad divisor or residue at a singular point only depend on the combinatorics, so we can talk about these concepts for a potential curve. Hence, Corollary 5.1 gives a necessary condition for a potential rational bad divisor D with ρ(D) = 0 to exist, namely exp(2iπ D. Siersma in [27] studied singularities with a 1-dimensional critical locus. In particular his results can be applied to the Milnor fibration of the germ f d : (C 3 , 0) → (C, 0). Its Milnor fiber F has non-vanishing homology groups concentrated in dimensions 0, 1 and 2. In fact, H 2 (F, Z) is a free group and H 1 (F, Z) can have torsion. One has the algebraic monodromy acting on F :
Since f d is homogeneous, the Milnor fibration can be extended to
. This has been studied by A. Dimca in [11] . From [27] or [11] it is known that a necessary condition for T 2 to be equal to the identity,
It was an open question if this condition is also a sufficient condition.
A characterization of such a condition would be of interest after the following theorem of A. Dimca and A. Némethi, [12] . 
is trivial. We are going to prove that
This fact and the following well-known formula for the zeta-function of the monodromy of homogeneous polynomials, [1] , prove that the condition χ(P 2 \ D) = 0 does not imply T 2 = 1:
To compute T 1 we use the method described in [3] -see also [11, 14, 20, 23] for other interesting methods. Let π : X → P 2 be the minimal embedded resolution of the singularity of D at the point P. Hence π * (D) = C 1 + C 2 + 2E 1 + 4E 2 + 6E 3 + 8E 4 is a normal crossing divisor. Consider for k = 1, 2, 3 the ideal sheaf I k on P 2 defined as follows: Let x, y be local coordinates at P such that x = 0 is the tangent line of D at P. It is easy to see that I 3 P = (x, y 2 ). It turns out that dim coker σ 0,3 is greater than 0. In particular T 1 is not the identity.
Question. -For any curve {f d = 0} ⊂ P 2 such that χ(P 2 \ {f d = 0}) = 0, it would be interesting to study if there is any relationship between the monodromy conjecture and the fact that the monodromy representation ρ(f d ) is the identity. Proof. -Denote by n l the determinant of the above graphs. The computation of these determinants is due to N. Duchon and is explained in [13, p. 153 ]. For j = 1, it is easy to compute that n 1 = 5 and n 2 = 13. One easily has the recurrence formula n l = 7n l−2 − n l−4 . The lemma is proved. ✷ H. Kashiwara decomposes F II in different sets that will be studied independently. For l ∈ N, let R l ∈ F II be a rational function given by
Let Σ be the resolution graph of the pencil R l . Let alsoŜ 0 andŜ ∞ be the strict transforms of {P l = 0} and {Q l = 0} respectively. The graph Σ ∪Ŝ 0 ∪Ŝ ∞ is given in [17, Theorem 6.1, p. 536]. CASE 1. -II (l), l 0.
For l 0, the graph Σ ∪Ŝ 0 ∪Ŝ ∞ is shown in Fig. 16 .
LEMMA A.2. -The splice diagram of the germ {P l = 0} ∪ {R l = µ} ∪ {Q l = 0} at its singular point is shown in Fig. 17 .
Proof. -The strict transform of {R l = µ} is transversal to the unique component, in the resolution graph, with self-intersection −1. Using the relation between resolution graphs and splice diagrams as explained in [13] , one can check that the corresponding splice diagram is that in Fig. 18 . Fig. 15 . Fig. 16 . Fig. 17 . Fig. 18 .
By Lemma A.1, curves {P l = 0} and {Q l = 0} only meet at (0, 0). The computation of intersection multiplicity, which is also explained in [13] Proof. -From Lemmas A.1 and A.3, we know that the splice diagram is the one shown in Fig. 22 . Since {R l = 0} is a generic fiber of the pencil, we have bm The polynomial P has degree 13 and is in a (0, 1)-pencil with P −1 . Its splice diagram is shown on the righthand side of Fig. 24 . Its resolution graph is given in Fig. 25 . The polynomial P has degree 38 and is in a (0, 1)-pencil with P 0 . Its splice diagram is shown on the righthand side of Fig. 26 . Next we recall the graphs that H. Kashiwara gives for the case F I .
CASE 1. -I (0).
Let us consider the graph on the left-hand side of Fig. 27 . This produces the splice diagram on the right-hand side of Fig. 27 , which fits the case of the two conics mentioned in Example 2.14. In this case we have the graph and the splice diagram shown in Fig. 28 . In this case we have the graph and the splice diagram shown in Fig. 29 . 
