ABSTRACT
INTRODUCTION
Organizations seeking to achieve legislative compliance must (a) ensure that their company policies comply with legal regulations (e.g., standards and recommendations) and (b) guarantee that their business processes and operational systems implement their policies. Non-technical stakeholders (e.g. corporate or executive officers, policy analysts and lawyers) interpret these legal regulations in the context of their organizations and develop their organizational policies accordingly. In response, technical stakeholders (e.g. information technology (IT) managers and system administrators) interpret organizational policies to configure and deploy software systems that support the organization's overall business processes.
Deploying operational software systems that comply with legislation requires technical stakeholders to understand regulations in such a way that compliance can be guaranteed in the systems they implement. To this end, we are investigating and modeling regulatory semantics to support the development of a policy language that can codify law, policies, and system requirements that are properly aligned. Our prior work in analyzing Internet health care [1, 2] and financial [3] privacy policies provides a foundation for this work. These studies yielded over 1,200 unique, semi-structured goal statements that were extracted from over 100 Internet privacy policies using a technique called goal mining (the extraction of goal statements from texts during content analysis) [1, 4] . We then specified formal semantic models that distinguish goals as either rights or obligations [7, 8] ; we refer to this specification process as semantic parameterization. Rights are activities that people or systems are permitted to do while obligations are activities that people and systems must do. Semantic models have properties that are desirable for comparing and disambiguating policy statements, regenerating natural language policy statements, and answering specific what, where, how and why questions.
Employing our experience in applying Semantic Parameterization to goal statements, in this paper we apply Semantic Parameterization to the Health Insurance Portability and Accountability Act (HIPAA) Fact Sheet [11] , to develop formal rule semantics that can bridge the gap between natural language privacy policies and technical system policies. Furthermore, we validate our observations by cross-referencing our results with the HIPAA Privacy Rule [12] from which the Fact Sheet was originally derived. Our analysis reveals that certain keywords in regulatory text are indicative of compliance rules and constraints for both people and systems. In addition, we discuss the relevance of these semantics to existing privacy policy languages and note the importance of balancing specific rights with obligations to ensure that rights and obligations both have value. We believe the results of our analysis can help legislators, regulators and policy and software developers focus their attention on regulation and policy language with machine-enforceable semantics.
RELATED WORK
Several strategies have been proposed to derive formal models from the full scope of natural language (English), including conceptual dependencies [16] and conceptual graphs or semantic networks [18] . However, processing the full scope of natural language is excessive for analyzing privacy legislation. In privacy legislation, interesting natural language statements are limited to what tasks people and systems are entitled (rights and permissions) or obligated (responsibilities or requirements) to perform in order to satisfy legislative objectives. In addition to rules governing business processes, these statements include functional and non-functional system requirements. Within the limited scope of analyzing legislation, approaches have emphasized first-order logic models [5, 14, 15, 17] .
First-order logic as a modeling notation provides sound and complete proofs of domain-specific properties. Generally, each variant of first-order logic provides certain benefits and limitations. In Section 5.2, we show that arithmetic operations are required to evaluate constraints from policy statements, yet these expressions are not decidable in first-order logic. However, it is still worth considering the strengths and weaknesses of logicbased models, since they uniquely describe the representational challenges to-date. Sergot et al. use deontic logic to model the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. British Nationality Act (BNA) of the United Kingdom [15] . Deontic logic provides semantics for describing rights and obligations [13] . They found that transcribing correct uses of negation from the BNA to logic were not straightforward and that counterfactual conditions within a single rule are prone to subjective interpretation. Sherman modeled the Canadian Income Tax Act in Prolog [17] in which he noted difficulty representing time and events in a model based on first-order logic. Sherman's model was also limited to absolute temporal relations between an event and a specific date and time. We show the additional need to specify time periods and relative temporal relations between events; both are specifications independent of specific calendar time. Alternatively, Antonious et al. explore the use of defeasible logic in analyzing and reasoning about regulations [5] . Defeasible logic allows prioritizing rules so that the highest priority rule fires unaffected by lower priority rules and they highlight its use in resolving logical inconsistencies. Finally, Kerrigan and Law describe the REGNET system developed for regulatory compliance assistance and tested in the domain of environmental law [14] . REGNET manages cross-references between regulation subtexts and XML associations between subtexts and simple logic rules. The system provides compliance assistance checking for consistency of logic rules across subtexts.
ANALYZING PRIVACY LEGISLATION
For this study, we analyzed the following HIPAA-related documents: 1) Fact Sheet: Protecting the Privacy of Patients' Health Information" [11] and 2) HIPAA Privacy Rule: Section 160, Subparts C, E and Section 162, Subparts E [12] . The Fact Sheet was prepared by the HHS to define rights and obligations established in the HIPAA Privacy Rule. The Fact Sheet is more amenable to analysis than the rule because it results from an effort that includes "answers to hundreds of common questions about the rule as well as explanations and descriptions about key elements of the rule" [11] . An important difference is the Fact Sheet excludes a complex matrix of cross-references distributed through the original Privacy Rule. Our analysis of the Privacy Rule shows a total of 439 cross-references across 22 sections of the rule with a maximum 71, mean 19.9, and median 17 crossreferences. In addition, 38 cross-references referred to non-HIPAA documents. Each cross-reference qualifies the meaning of a statement by referring to a definition or statement in another section or less often in another document. Finally, the HIPAA Privacy Rule has eighteen times more words than the Fact Sheet, making the fact sheet a reasonable formative study.
The analysis procedure that we applied to the Fact Sheet is described in three steps which were repeated throughout that document: 1) identify a natural language statement that expresses rights, permissions, or obligations; next apply Semantic Parameterization to the statement to 2) derive semantic models for the actors, actions, and objects of each statement using the Knowledge Transformation Language (KTL) [7, 8] and 3) derive rules with pre-conditions and effects built from temporal constraints that relate semantic models. The two applications of Semantic Parameterization produce reusable natural language patterns making the process more consistent and repeatable.
Applying the Semantic Parameterization process to the entire Fact Sheet yielded encodings for 15 rights, 19 obligations and 12 rules.
In addition, several reusable patterns were identified including seven patterns for rights, seven for obligations and nine for rules. These patterns are presented in Section 4. The process required 11 person hours; the first author spent only 4 hours initially with an additional 7 hours spent by both the first and second authors collaborating. Finally, we indexed the original Privacy Rule using the twenty-three patterns to validate our understanding of these patterns in specifying rights and obligations.
RIGHTS, OBLIGATIONS AND RULES
The natural language patterns correlate unique word sequences with specific parts of speech (e.g., modals, verbs, prepositions) to rights, obligations and constraints. The patterns for encoding rights and obligations are similar because they all identify a primary actor, action, and some relationship to other objects or activities. The patterns for encoding rules place constraints on rights and obligations and more frequently coincide with patterns for encoding obligations. In the following examples, an actor is either a provider of health-related services or products or a consumer or patient.
Patterns for Rights (R)
Rights define what an actor is allowed to do in terms of their capabilities. For example, an actor, such as a patient, may be capable of "seeing" their medical records however they may not have the expressed right to perform this activity. Table 1 shows the seven natural language patterns that were identified to consistently encode rights in the Fact Sheet and the number of times each pattern identified a right (R) in the Privacy Rule versus another semantic convention (A). Among the seven patterns, three cases are highlighted. The most general case includes patterns R 1 , R 2 and R 3 where a right to perform the action (a verb) is granted to a particular actor or group of actors using the modalities "should," "may," and "can." The patterns R 4 , R 6 and R 7 demonstrate how the language used for obligations (see Section 4.2), such as "would have to," "restrict," or "require," are negated to establish a right. In other words, if an actor is not obligated to perform some action then they have the implied right to perform or not perform the action at their discretion. As we will see in Section 4.2, negating specific keywords for rights also establishes symmetric obligations.
Patterns for Obligations (O)
Obligations define the required behavior of an actor in one or more activities. Table 2 shows the seven patterns that were identified in the Fact Sheet that consistently encode obligations. The table also shows how often each pattern correctly identified an obligation (O) in the Privacy Rule as opposed to another semantic convention (A). 
Patterns for Constraints (C)
For our purposes, rules associate pre-conditions with effects. Both pre-conditions and effects contain constraints that may describe activities, such as "a patient makes a request to a provider," or state such as "information is classified protected". If a precondition is true then a set of corresponding effects must also be true. From our analysis, pre-conditions and effects often included temporal constraints between the time of an activity and another activity or calendar time. Temporal constraints associate explicit times or sequences of events with activities and/ or states. In a rule, the pre-conditions will contain one or more conditions some of which describe activities, states and/ or have temporal constraints. The following nine constraint patterns C 1 through C 9 were extracted from the Fact Sheet. Table 3 : Patterns for Constraints ID Pattern C 1 <actor> should be able to <verb>… if <actor/ object>… <verb> C 2 <actor> may <verb>… but <actor> would not have to <verb>… C 3 <actor> will <verb>… on/upon <event>… C 4 <actor> may <verb>… for/for each <event>… C 5 <actor> must <verb>… to ensure that <actor>… will <verb>… C 6 <actor> would have to <verb>… before <verb>… C 7 <actor> must first <verb>… before <verb>… C 8 <actor> must <verb>… by <date>… C 9 <actor> should <verb>… within <timeframe>… There are two classes of rules distinguished by how the rule semantics exhibit temporal constraints. The first class has one event in the pre-conditions occurring before a second event in the effects as evidenced by patterns C 1 through C 7 . In this case, the rule is equivalent to a temporal constraint between two activities. In patterns C 1 and C 2 the first activity is the effect for the second activity, the pre-condition. In patterns C 3 and C 4 , the temporal constraints associated with the terms "on," "upon," "for," and "for each" establish the first activity as the effect of the latter activity, the pre-condition. In patterns C 5 through C 7 , however, the first activity is the pre-condition for the latter activity, the effect.
ANALYSIS OF CONSTRAINTS
Applying Semantic Parameterization to the Fact Sheet yielded insights into natural language dynamics in policy statements that are required to specify rules with constraints in both preconditions and effects. We seek to generalize our observations and in particular we identify the need to represent cardinality, arithmetic operators, comparison relations, and ordinality as observed first in the Fact Sheet and later in the Privacy Rule.
Cardinality
Numbers in policy statements can be divided into two categories: symbolic and cardinal numbers. Symbolic numbers such as zip codes or social security numbers are strictly representational and may be treated as unique identifiers for a concept such as region or person, respectively. Cardinal numbers, however, specify a quantity of some concept. For example, the HIPAA Fact Sheet states several penalties (sanctions) for not complying with an obligation including fines from 100 dollars to 100,000 dollars and time in prison less than 10 years. In these cases, the concept is a penalty such as a fine in a number of dollars or a prison sentence in a number of years. In general, cardinal numbers always pair a numerical quantity, such as 100,000, with a conceptual unit, such as dollars, and typically imply some named quantity such as a fine. Cardinal numbers are operands to arithmetic operators and comparison relations and may be used to establish an ordinal relation across a set of entities. In the Privacy Rule, we identified 64 different instances of cardinal numbers.
Arithmetic Operators, Comparison Relations
Natural language policy statements include adjectives (in inflected form) and prepositions that, used in conjunction with cardinal numbers or named quantities, indicate an increase or decrease (arithmetic) operation or a greater than or less than (comparison) relation. While a few keywords are generic such as more and less, most are relevant only to a specific named quantity. For example, the keywords before, during, and after are relevant to the named quantity time; younger and older are relevant to age; shorter, longer, wider, and taller are relevant to width, height, length, etc. In general, if the keyword is preceded by a numerical quantity and followed by a named entity with an implied reference to an appropriate named quantity, the keyword refers to an arithmetic operation. For example, a deadline described by the statement "30 days after the request" signals an arithmetic operation where "30 days" is added to "the time of request" to establish the deadline. Alternatively, the keywords may appear in a comparison relation between two entities. For example, in the Fact Sheet the statement "patients would have to sign a specific authorization before a covered entity could release their medical information" compares the time of two events establishing that one event occurs before another. Evidence for the use of these and similar keywords has been indexed in the HIPAA Privacy Rule and the results appear in Table 4 with totals for the number of instances that were arithmetic (A), comparative (C), and neither (N).
Ordinality
Ordinality refers to the index of an entity within an ordered set and is identifiable in HIPAA by adjectives including first, second, and last. Each index is relevant to contextual criteria. For example, the first event always refers to the earliest event in a set of events ordered by time. Ordinality depends on the existence of comparison relations to create an order, and as a result, the inflected-form adjectives each have an ordinal form that describes the first or last entity in an order. For example, the forms least and most are generic while others refer to specific concepts such as earliest and latest for time, oldest and youngest for age, shortest, longest, widest and tallest for width, height, length, etc. In the Privacy Rule, the ordinals first and last were most common with 7 and 3 occurrences, respectively. Typical usage for ordinals in the Rule include "the first disclosure during the accounting period" and the "individual's last known address." 
DISCUSSION & SUMMARY
Our analysis revealed that in HIPAA constraints are often described using cardinal numbers, arithmetic operations, comparison relations and ordinals to distinguish entities in regulations. Understanding the relationship between constraints and the original regulation text is important in order to evaluate the ability of emerging policy languages to sufficiently express compliance requirements. For example, EPAL 1.1 [6] and Oasis XACML 2.0 [19] express numbers as attributes, however, they do not support the designation of units for these numbers -a source of potential ambiguity if one policy describes a time in minutes and another policy describes time in seconds. With regards to arithmetic operators and comparison relations, P3P [9] uses the W3C APPEL 1.0 Working Draft [10] for rules that lacks support for either, although support for comparison relations are declared as future work items. Alternatively, the EPAL 1.1 standard defers to XACML for conditions that allow both arithmetic operators and comparison relations. Finally, P3P, APPEL, EPAL and XACML all lack semantics to express ordinality over a set of related elements as observed directly in regulation texts.
Lastly, we observed that rights and obligations are complementary and that they must be balanced to ensure rights are both accountable and enforceable. For example, in the HIPAA Privacy Rule the patient may request that the healthcare provider restrict access to their protected health information, however, the provider is not obligated to honor that request [8] . Rights without complementary obligations are meaningless since governed parties are not required to respond to the invocation of such rights.
In terms of designing and engineering software systems, these rights may be effectively ignored. On the other hand, obligations without an explicit and complementary right do have value and must be properly incorporated into system specifications.
