Modern machine learning models usually do not extrapolate well, i.e., they often have high prediction errors in the regions of sample space lying far from the training data. In high dimensional spaces detecting out-of-distribution points becomes a non-trivial problem. Thus, uncertainty estimation for model predictions becomes crucial for the successful application of machine learning models in many applications. In this work, we show that increasing the diversity of realizations sampled from a neural network with dropout helps to improve the quality of uncertainty estimation. In a series of experiments on simulated and real-world data, we demonstrate that diversification via determinantal point processes-based sampling allows achieving state-of-the-art results in uncertainty estimation for regression and classification tasks. Importantly, our approach does not require any modification to the models or training procedures, allowing for straightforward application to any deep learning model with dropout layers.
Introduction
Uncertainty estimation (UE) recently become a very active area of research in deep learning. Neural networks usually are treated as black boxes, and in general, they are prone to overconfidence [Guo et al., 2017 , Gal, 2016 . Uncertainty estimation methods aim to help overcome this drawback by identifying potentially erroneous predictions. This can be especially important for error-critical applications like medical diagnostics [Begoli et al., 2019] or autonomous car driving [Feng et al., 2018] . Detected * Equal contribution. errors can be mitigated with other models or techniques like human-in-the-loop.
Another important application for uncertainty estimation is active learning [Settles, 2012] . In active learning, we have a relatively small training set and a large unlabeled pool set. Labeling samples from the pool is supposed to be expensive, for example, manual labeling of images or accurate calculation of molecular energies with quantum mechanical models. Thus, it becomes critical to sample points in a way to obtain the most substantial improvement in model quality. The majority of sampling criteria in active learning are based on estimates of uncertainty, which makes it important to obtain high-quality uncertainty estimates.
There are several main approaches for uncertainty estimation for deep neural networks. Bayesian neural networks (BNN) and variational inference in particular represent a natural way for uncertainty estimation due to availability of well-defined posteriors, but they can be prohibitively slow for large-scale applications. The usage of dropout at the inference stage was shown to be good and efficient approximation to BNNs Ghahramani, 2016, Gal, 2016] . The ensembles of independently trained models [Lakshminarayanan et al., 2017] were shown to have state-of-the-art performance in many tasks requiring uncertainty estimation [Snoek et al., 2019] . Recently, forcing models in ensembles to be more diverse was shown to improve results even further [Jain et al., 2019] . The drawback of ensembles is that we need to train and use multiple models that require additional resources, i.e. more memory to store models and more computing power for training. mask using the machinery of determinantal point processes (DPP) [Macchi, 1975 , Kulesza et al., 2012 which are known to give diverse samples.
We summarize the main contributions of the paper as follows:
• We propose two DPP-based sampling methods for neural networks with dropout. Our approach requires to train only a single model and adds only small overhead on the inference stage compared to plain MC dropout.
• We compare different dropout-based approaches for uncertainty estimation with the ones based on ensembles in an extensive series of experiments for artificial and real-world regression and classification datasets, including applications of obtained uncertainty estimates to active learning. The results show state-of-the-art performance of proposed DPP-based approaches.
• We additionally show that inference with dropout for single models can be combined with ensembles to increase the quality of uncertainty estimation even further.
The rest of the paper is organized as follows. Section 2 introduces the proposed method for DPP-based sampling from neural networks with dropout. In Section 3, we show the efficiency of the proposed approach in the problem of uncertainty estimation. Section 4 gives an overview of the related work on uncertainty estimation for neural networks. Section 5 concludes the study and highlights some directions for future work.
Methods

Neural Networks with Dropout as Implicit Ensembles
We start by considering a standard fully connected layer in a neural network
where O h i is an output of the h-th layer of the neural network given by a non-linear transformation σ(·) of the corresponding pre-activation S h i :
An application of dropout to neurons results in the following formula for the output:
where m h j are Bernoulli random variables with probability of 0 equal to p. Note that if an input variable of neural network is denote by x, then output of every layer is a function of x, i.e. O h i = O h i (x). Let us denote the vector of dropout weights m h j for the h-th layer by m h = (m h 1 , . . . , m h N h ) T and the full set of dropout weights by M = (m 1 , . . . , m K ).
Thus, any neural networkf (x) with dropout layers essentially has 2 sets of parameters: the full set of learnable weights W and the set of dropout weights M:
Let us have a neural network with dropout which was trained on some dataset giving weight estimatesŴ. Then the dropout weights M remain the free parameters and require selection at the time of inference: Importantly, the approximate posterior varianceσ 2 T (x) is a natural choice for the uncertainty estimate and was successfully used in the variety of applications such as out-of-distribution detection [Vyas et al., 2018] and active learning [Smith et al., 2018] .
In this paper, we suggest a different approach, namely we treatf (x | M) as an ensemble of models indexed by dropout masks M. Such a view allows us to decouple inference from training and pose an intuitive question: what set of masks M 1 , . . . , M T should one choose in order to obtain the best uncertainty estimateσ 2 T (x)? Importantly, here we do not limit the selection of masks to be samples from standard dropout distribution which in principle should allow to obtain better estimates. However, the design of mask selection procedure is a nontrivial problem, which we discuss below in detail.
Remark 1. The standard approach in the literature is to consider an ensemble of models trained on different subsets of the data set or just from different random initializations giving the set of parameter estimatesŴ 1 , . . . ,Ŵ T and corresponding approximationsf (x |Ŵ i ,M), i = 1, . . . , T . Similarly, one can compute the varianceσ 2 T (x) which was shown to be a reasonable uncertainty estimate in practice [Smith et al., 2018] . The main drawback of this approach is the need to train and store T different models which might be very costly both in terms of computation and storage needed.
Importance of Data-driven Mask Selection
In practice, many neurons in the network are highly correlated. For example, consider a correlation matrix of neurons in linear layer of a convolutional neural network, trained on CIFAR-10 (see Figure 1 ). The correlation was computed on 10'000 samples and clearly shows groups of highly correlated neurons. It suggests that sampling masks for such a layer completely at random might lead to many highly correlated neurons in the sample. This property is non-desirable as it leads to more correlated models in the ensemble. However, one may expect that the knowledge about the correlations between neurons can help to sample maximally diverse ensemble members.
Decorrelation Approaches
Let us consider a certain layer h of the network with dropout. Assume the we have access to the correlations C
. . , N h . In practice we compute an empirical correlation based on some set of points which represents the data distribution well enough. Finally, we obtain the correlation matrix:
between the neurons of the h-th hidden layer. Below we discuss several approaches to sampling neurons in a way that the correlation between sampled neurons is as small as possible.
Naive Decorrelation
Since we want for the correlated neurons to be rarely sampled together, we suggest as a naive baseline to adjust the probability of sampling a given neuron based on the sum of absolute correlation values. Hence the probability p (h) j of sampling the j-th neuron in a mask is
This approach makes neurons from large and highly correlated clusters to be sampled rarer. In Section 3, we show that such an approach indeed allows obtaining more accurate uncertainties compared to MC dropout. However, we propose a more principled approach, which allows for further improvement.
Sampling with Determinantal Point Processes
Determinantal Point Processes (DPPs) [Kulesza et al., 2012] are specific probability distributions over configurations of points that encode diversity through a kernel function. They were introduced in [Macchi, 1975] for the needs of statistical physics and were used for a number of ML applications, see [Kulesza et al., 2012] for an overview. DPP can be seen as a probabilistic MaxVol algorithm [Goreinov et al., 2010, Ç ivril and Magdon-Ismail, 2009 ] of finding a maximalvolume submatrix.
We use correlation matrix C (h) as the likelihood kernel for DPP. Then, given a set S of selected points for a mask distribution m h ∼ DP P C (h) , we obtain
, i.e., a square submatrix of C (h) obtained by keeping only rows and columns indexed by S. Finally, we sample T masks for each layer based on corresponding correlation matrices.
To better understand the DPP, let us come back to correlation matrix depicted in Figure 1 . The probability for DPP to take highly correlated neurons into the sample S is low as in such case the corresponding determinant det C (h) S will have a small value. Thus, DPP tends to sample neurons from different clusters increasing the diversity of the ensemble.
k-DPP
The k-DPP is a variation of the DPP, conditioned to produce samples of fixed size |S| = k. With the cost of introducing an additional parameter it allows to tune the sampling procedure as the choice of k apparently has significant influence on the result. Motivated by clustered behaviour observed in real-world correlation matrices (see again Figure 1 ), we suggest taking k dependent on the rank of matrix C (h) and set
for some value 0 < π ≤ 1. In practice, matrix C (h) is never exactly low-rank and some notion of efficient rank should be used, see the details in Section 3. Remark 2. Importantly, if π = 1 and matrix C (h) is indeed block-structured and thus low-rank, the resulting sampling procedure for k-DPP will always give one neuron sampled from every block giving the same resulting approximation for all the samples. This behaviour contradicts our initial goals of diversifying samples; therefore, we took π = 0.5 in all our experiments.
Remark 3. We also note that DPP-based sampling may be considered from a fully Bayesian perspective, with DPP being a special prior on masks promoting diversity.
We leave the study of this approach for future work.
Diversification for Uncertainty Estimation in Classification
Uncertainty estimation for classification is in some sense more challenging than for regression as there is no obvious candidate for uncertainty measure as variance of prediction. Some popular and efficient uncertainty estimates for classification are entropy of class probabilities [Shannon, 1948] which can be computed for a single model, and BALD [Houlsby et al., 2011] which is based on mutual information and requires an ensemble of models or a Bayesian model for computation.
In this work, we consider the variation ratio [Freeman, 1965] which was shown to be a useful uncertainty estimate in [Beluch et al., 2018 ]. If f m (x) is the number of ensemble models that predict the modal class category for an object x, then a variation ratio is defined as
Importantly, the idea of this metric correlates well with our approach and we might expect an improvement from diversification.
Experiments
Models and Metrics
For the experiments, we consider all the UE methods discussed in the previous section: MC dropout baseline, decorrelation (see Section 2.3.1), DPP (Section 2.3.2) and k-DPP (Section 2.3.3). All the regression models were trained with RMSE as a loss function. See the details on model architectures and training procedures in Supplementary Material. For DPP-based methods, we use the DPPy implementation provided in [Gautier et al., 2019] .
We should note that we do not compare with fully Bayesian approaches as we are focusing on the solutions which are applicable to the standard dropout-based models without changing model architecture and training procedure. On top of single models, we also consider a straightforward ensemble approach with NNs trained exactly the same way as single models from different initializations.
Also, for reference, we consider oracle errors which are simply the actual model errors at test points. Of course, the real errors are not available in practice; however it is natural to assume that good uncertainty estimates should correlate with model's errors. Thus, oracle errors can be used in experiments to compare the performance with considered approaches.
Metrics
We introduce the following metrics to assess the quality of the uncertainty estimation:
• Log-likelihood (LL). Following [Hernández-Lobato and Adams, 2015, Jain et al., 2019] , we compute log-likelihood of Gaussian distribution with uncertainty estimates plugged in place of standard deviation.
• Accuracy@K%. Since one of the main applications of uncertainty estimation is active learning, we measure how many test samples out of K% having the largest estimated uncertainties are actually in the top K% of samples having the largest actual error.
• Normalized Absolute Error@K% picked (NAE@K%). The performance is measured by the mean error of the model computed for the samples having top K% uncertainty estimates. This value is then normalized by the mean of top K% oracle errors.
The performance measures used for assessing quality of uncertainty estimation in classification are discussed in Section 3.4.
2D Rings Toy Problem
In order to explore the performance of the considered uncertainty estimation approaches, we start with a relatively simple 2D function:
We define four ring regions of interest which are shown in Figure 2 :
• a sector containing all the training points (shown in purple);
• three out-of-distribution regions where we put test points: the blue sector region which complements the training sector, the red inner ring, and the green outer ring.
A NN with [128-128-256] architecture was trained on 1200 points in the training set, and the performance on the test regions was estimated using 300+ points in each as well.
We start the analysis by demonstrating how different UE approaches work with an extreme OOD data lying far from the training points. We show the isolines of the normalized UE metric for different approaches in Figure 3 . We observe that DPP-based approaches are more sensitive to the OOD data compared to other approaches with k-DPP clearly showing the best result.
The more quantitative results are shown in Figure 4 , where different approaches are compared using the NAE@10% metric. Note that the behaviour of the different uncer- [Dua and Taniskidou, 2017] . boston  506  13  concrete  1030  8  energy  768  8  kin8nm 1  8192  8  naval  11934  16  ccpp  9568  4  red wine  1599  11  yacht  308  6 tainty estimators varies, but k-DPP shows the results better corresponding to the actual (oracle) errors of the neural network in terms of the relative ordering of UEs for different regions of the design space.
Dataset name Samples Columns
Uncertainty Estimation for Real-World Regression Datasets
Similarly to [Jain et al., 2019] , we run a series of experiments on various real-world regression datasets, see Table 1 for the list of datasets used. For this experiment, we used feed-forward NNs with leaky ReLU activation function [Maas et al., 2013] and 128-128-64 architecture. For each dataset, 50% was used for the training and 50% for testing. Multiple experiments are done via 2-fold cross-validation, and multiple runs / UE runs.
The quality of the UE procedures was assessed using the performance profile curves [Dolan and Moré, 2002] . Let q p a be an error measure of the a-th algorithm on the p-th problem. Then, denoting the performance ratio by r p a = q p a minx(q p x ) , we can define the Dolan-More curve as a function of the performance ratio factor τ ≥ 1:
where n p is a total number of evaluations for the problem p. Thus, ρ a (τ ) defines the fraction of problems in which the a-th algorithm has an error not more than τ times bigger than the best competitor in the chosen performance metric. Intuitively, the higher is the curve, the better the performance of the corresponding method is, while ρ a (1) gives the fraction of points for which algorithm a gives the best results among all the considered methods.
The results are shown in Figure 5 , where we compare the performance of considered approaches for single NNs with uncertainty estimation by an ensemble of 5 neural networks trained from different random initializations. We observe that all the proposed methods improve over MC dropout, while k-DPP even outperforms the ensemble. Thus, by tuning inference for a single network, we achieve the results which are better than the ensemble approach, which requires much more resources for training and storing the models.
Additionally we explore an option of further improvement of results by considering ensembles of NNs with tuned inference procedures. Figure 6 shows that ensembles of NNs with diversified sampling allows to improve over the standard ensembles already with significant margin while ensembling models with MC dropout does not help at all.
Considering the log-likelihood metric we show the more refined results for each dataset, see Figure 7 . We observe that there is no single method which gives the best results uniformly over the considered datasets, but still, DPP shows superior performance more often than other methods.
Additional results concerning ensembles of models and different variations of NNs, see Supplementary Material.
Classification
Uncertainty Estimation for Classification
In this section, we aim to show the applicability of the proposed methods to the classification tasks, computer vision problems in particular. We follow the experiment setting from [Hendrycks and Gimpel, 2016] , which proposes to assess the quality of UE models by treating them as wrong prediction detectors. Specifically, we expect that the estimated uncertainty on the wrongly labeled samples will be higher compared to UEs for the correctly classified samples. Thus, we can interpret the uncertainty as prediction for the correct/incorrect binary classification problem, and we report ROC-AUC metric on the validation set. We consider three datasets: MNIST, which is a toy dataset of handwritten digits [LeCun, 1998] , SVHN, which is also a number classification dataset, but for real-world images [Netzer et al., 2011] , and CIFAR-10, which is a 10-class image dataset for simple objects [Krizhevsky et al., 2009 ].
For the MNIST dataset, we use a simple convolutional neural network with two convolutional layers, maxpooling and two fully connected layers. A dropout rate p = 0.5 is used between fully connected layers. For the SVHN and CIFAR-10 we use resnet-18 for 10 classes and a dropout rate p = 0.5 before the last fully-connected layer. We take variation ratio as an uncertainty estimate for classification, which was shown to provide good performance as an acquisition function in active learning setting [Beluch et al., 2018] .
The experiments are repeated five times with different data splits for each dataset. The results are summarized in Figure 8 . It can clearly be seen that the proposed diversification methods outperform MC dropout, while DPP gives consistently better results with a significant margin.
Active Learning
To further validate the utility of various uncertainty estimates, we consider the problem of active learning. In this scenario, we have a relatively small training set and a large unlabeled pool set, which we are allowed to sample from. Then we make a few iterations, at each iteration we label new samples from the pool set and add them to the training set. Labeling samples from the pool is supposed to be expensive, for example, a manual labeling of the images. Uncertainty estimation methods can help to choose more effectively and speed up the training process.
We conduct our experiments in the setting described in [Gal et al., 2017] . We take MNIST dataset with a small starting training set of 100 samples and take 20 extra samples on each step. We consider the following sampling approaches:
• Random sampling -take new samples from the pool uniformly at random;
• Maximum entropy -evaluate entropy on softmax prediction by model and take the samples with the highest entropy;
• Variance ratio -compute the variance ratio and take the samples with the largest value of this statistic. We compute variance ratios for different considered uncertainty estimation methods. Figure 7 : Log-likelihood metric across various UCI datasets for NN UE models. DPP gives reasonable results compared to other methods for most of the datasets.
We also consider "oracle error" sampling -with this method we took the points with the highest error. It cannot be applied in real-life scenario as we do not have access to labels for the pool, but we put it as a reference.
The results are presented in Figure 9 . We observe that approaches based on the variance ratio give much better results compared to the max entropy and random sampling baselines. However, we do not see an improvement from the proposed diversification approaches over MC dropout. One possible explanation is that even oracle sampling is not that much better, so the room for improvement here is very limited.
Related Work
Dropout [Hinton et al., 2012 , Srivastava et al., 2014 has emerged in recent years as a technique to prevent the overfitting in deep and overparametrized neural networks. Over the years, it obtained theoretical explanations as an averaged ensembling technique [Srivastava et al., 2014] , a Bernoulli realization of the corresponding Bayesian neural network [Gal and Ghahramani, 2016 ] and a latent variable model [Maeda, 2014] . It was shown in [Gal, 2016 , Nalisnick et al., 2019 that using dropout at the prediction stage (i.e., stochastic forward passes of the test samples through the network, also referred to as MC dropout) leads to unbiased Monte-Carlo estimates of the mean and variance for the corresponding Bayesian neural network trained using variational inference. These uncertainty estimates were shown to be efficient in different scenarios [Gal, 2016 , Tsymbalov et al., 2018 .
Training an ensemble of models and uncertainty estimation by their disagreement is another common approach [Lakshminarayanan et al., 2017] . It is shown that with few models in an ensemble, you can get robust and useful calibrated results [Beluch et al., 2018] , outperforming MC dropout in active learning and error detection. The main disadvantage of ensembles is the necessity to train multiple model instances. However, it was addressed in recent works [Maddox et al., 2019 , Garipov et al., 2018 which consider different strategies for speeding up ensemble construction. Recently, it was shown that improving diversity of ensemble members improves the quality of the resulting uncertainty estimates [Jain et al., 2019] .
Conclusions
We have proposed a new approach that strengthens the dropout-based uncertainty estimation for neural networks. Instead of randomly sampling the dropout masks on the inference stage, we sample special sets of diverse masks via determinantal point processes that utilize the information about the correlations of neurons in the inner layers. Numerical experiments on a wide range of tasks -regression, classification, and active learning -show that our approach outperforms the MC dropout baseline and is competitive with ensemble-based uncertainty estimates. A combination of dropout-based inference with ensembling of several models allows to further improve the quality of the proposed uncertainty estimates and achieve state-of-the-art performance. From the practical perspective, our method is simple to implement as it does not require any modifications to the neural network architecture and the training process.
We expect that the proposed methods of dropout mask sampling may also be used on the training stage, leading to more robust and efficient models. Another compelling direction of further research is approximate DPP sampling, which may increase the sampling speed of the proposed approaches, making them more productionfriendly.
The code reproducing the experiments is available at https://github.com/stat-ml/ dpp-dropout-uncertainty. Figure 8 : Wrong prediction detection for image classification datasets. We consider the uncertainty estimate as a prediction for the wrong labels on the validation dataset and report ROC-AUC score on this synthetic binary classification. [Vyas et al., 2018] Vyas, A., Jammalamadaka, N., Zhu, X., Das, D., Kaul, B., and Willke, T. L. (2018) . Outof-distribution detection using an ensemble of self supervised leave-out classifiers. In Proceedings ECCV, pages 550-564.
[Zacharov et al., 2019] Zacharov, I., Arslanov, R., Gunin, M., Stefonishin, D., Bykov, A., Pavlov, S., Panarin, O., Maliutin, A., Rykovanov, S., and Fedorov, M. (2019) . zhorespetaflops supercomputer for data-driven modeling, machine learning and artificial intelligence installed in skolkovo institute of science and technology. Open Engineering, 9(1):512-520.
Supplementary Material A: Different NN Configurations on UCI Regression Datasets
In order to testify UE approaches on a slightly different settings of NN architecture, we settled out three more experiments with variations in:
• architecture. Different problems require different fully-connected layers of NNs to be used in order to being able both train on data successfully and do not overfit.
• activation function. It was shown 2 that the choice of activation function may alter the confidence of the predictions on the OOD data. To that end, we considered both linear and non-linear rectifiers.
• dropout rate. While in classic papers the most robust dropout rate p = 0.5 is often considered, for real problems lesser values of p are used in order to speed up the convergence and smaller NNs to be used. Initially 3 , the dropout rate is proposed to be chosen in a cross-validation round together with other hyperparameters, such as regulatization term, learning rate, etc.
The variations in the settings are provided in Table 2 , with the results of Experiment A provided in the main text. To represent our results in a compact form of tables, we are focusing on the following metrics here:
• log likelihood (LL);
• ρ a (1), also called as efficiency of algorithm a, is the number of problems for which algorithm a is one of the best. We do not provide the robustness ρ a (τ max ), as it is not differ much among the algorithms in our settings.
• I(τ max ) = τmax 1 ρ a (τ )dτ is an integral metric, which represents the volume under the performance curve.
The results for the last two metrics are shown in Table 3 . It is clear that DPP-powered ensembles shows the best performance compared to the other ensembles. In the case of single NN UE, k-DPP also shows superior performance in Experiments A and B, yet for larger NNs (Experiments C and D), the MC dropout hits the top; we suppose that this may be connected to the overfitting of a relatively large NNs on a small datasets we use in our experiments. Please note that Table 2 does not allow a direct comparison between single models and ensembles as well as comparison with the Figures 5 and 6 due to competitive nature of the performance curves. In the light of Experiment A, we visualize the loglikelihood metric for each dataset, see Figure 10 . There is no single method which gives the best results uniformly over the considered datasets, yet DPP or MC dropout ensembles show superior performance more often than other methods. 
