Abstract. We prove optimal estimates for the mapping properties of the Bergman projection on the Hartogs triangle in weighted L p spaces when p > 4 3
1. Introduction 1.1. Results. In this note we describe the L p regularity of the Bergman projection on the Hartogs triangle, the pseudoconvex domain in C 2 defined as
for 1 < p < ∞. To state our results we use weighted Bergman spaces A p (H, ω), where ω > 0 is a continuous function on H, and a holomorphic function f ∈ O(H) belongs to A p (H, ω) if f p L p (H,ω) = H |f | p ωdV < ∞, where dV is Lebesgue measure of C 2 . Let δ 1 be defined on C 2 by δ 1 (z 1 , z 2 ) = |z 1 | .
On H, we have 1 √ 2 |z| ≤ δ 1 (z) ≤ |z|, i.e. δ 1 is comparable to the distance to the singular point 0. Let B H : L 2 (H) → A 2 (H) denote the Bergman projection. We begin with the case p ≥ 2: Theorem 1.1. If p ≥ 2, the map B H is bounded and surjective from L p (H) to A p (H, δ p−2 1 ). Note that the surjectivity of B H means that we have the best possible estimates. From Theorem 1.1 we can recover the following folk result: See [Che13] for a generalization of part (a) to a class of domains closely related to H. Note that for 2 ≤ p < 4, both Theorem 1.1 and Corollary 1.1 apply. This is because in this range the space A p (H, δ p−2 1.2. The Bergman projection. We recall some basic definitions and facts regarding the Bergman projection operator. Let U ⊂ C n be a bounded domain. The Bergman space A 2 (U ) is defined to be the intersection L 2 (U ) ∩ O(U ) of the space L 2 (U ) of square integrable functions on U (with respect to the Lebesgue measure of C n ) with the space O(U ) of holomorphic functions on U . By the Bergman inequality, A 2 (U ) is a closed subspace of L 2 (U ). The orthogonal projection operator B U : L 2 (U ) → A 2 (U ) is the Bergman projection associated with the domain U . It follows from the Riesz representation theorem that the Bergman projection is an integral operator with the kernel
. We refer to [Kra01] for the general theory.
It is natural to consider the mapping properties of B U on other spaces of functions on U , for example L p spaces or Sobolev spaces. A survey of mapping properties on Sobolev spaces on smoothly bounded pseudoconvex domains can be found in [BS99] . For results on the regularity of the Bergman projection in L p space on bounded pseuodoconvex domains we refer to the following articles and the references therein [LS12, PS77, Bar84, MS94, KP08, BŞ12, Zey13]. In [EL08] , estimates were obtained for the Bergman projection on certain non-smooth domains in L p spaces with weights which vanish at the singularities of the boundary. This is similar to our Theorem 1.1, but the Hartogs triangle is not among the domains to which the results of [EL08] apply.
1.3. The Hartogs triangle. The Hartogs triangle defined in (1) has remarkable geometric and function-theoretic properties, and is a classical source of counterexamples in complex analysis. The boundary bH of the domain H has a serious singularity at the point 0, where bH cannot even be represented as a graph of a continuous function. The closure H does not have a Stein neighborhood basis. The ∂-problem on H is not globally regular, i.e., there is a ∂-closed (0, 1)-form g ∈ C ∞ 0,1 (H) which is smooth up to the boundary on H, such that no solution u of the equation ∂u = g lies in C ∞ (H) (see [CC91] ).
A standard way of understanding function theory on domains with singular boundary is the use of weights which vanish or blow up at the singular points of the boundary. Consequently, one can obtain estimates which take into account the behavior of functions and forms near the singular points. For the Hartogs triangle, this was done in [CS13] , where estimates for the canonical solution of the ∂-problem were obtained in weighted Sobolev spaces. While the Hartogs triangle has a non-Lipschitz boundary, as a complex manifold it has a very simple structure: it is biholomorphic to the product D * × D of the punctured unit disc D * = { z ∈ C | 0 < |z| < 1 } and the unit disc D. Consequently, one can pull back problems on H to problems on D * × D, and one gets weights coming from the Jacobian factor. This technique was used in [MM92, CS13] to study function theory on H. Here we use the same method to study the mapping properties of B H in L p spaces. This paper is organized as follows. In the following section, we give a proof of Theorem 1.2, using a duality argument. After that, in Section 3 we consider the Bergman projection on the product D * × D with respect to a radial weight on the first factor. In Proposition 3.1, we obtain estimates on D * × D using operator-theoretic methods relating to norm-convergence in L p spaces of Taylor series. In Section 4 we prove Theorem 1.1 using biholomorphic mapping of H with D * × D. Finally, in the last section, we deduce Corollary 1.1 from Theorem 1.1 using a description of weighted Bergman spaces on H (see Proposition 5.1).
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Proof of Theorem 1.2
For a continuous function ω > 0 on a domain U , the space
where dV is Lebesgue measure. We use the standard duality of L p spaces to prove the following:
where q is the conjugate exponent to p, i.e.
by using duality of L p spaces on U . Here and later we denote
, by Hölder's inequality = sup
since by assumption the first factor is finite, and we have
Proof of Theorem 1.2. If 1 < p ≤ 4 3 , then the conjugate exponent q ≥ 4. Therefore, by Lemma 2.1, to prove the result we only need to show that B H is not bounded from
Let χ ≥ 0 be a continuous function on [0, 1] such that χ ≡ 0 near 0, and χ ≡ 1 near 1. Let f be the function on H given by f (z 1 , z 2 ) = (χ • δ 1 ) · z 1 , which is continuous on H and vanishes near the singularity 0, so that f ∈ L 2 (H) ∩ L q (H, (λ • δ 1 ) 1−q ) for any choice of λ. We claim that there is a constant C > 0 such that B H (f ) = Cz −1 1 . Note that the system of monomials {z m 1 z n 2 } for m ≥ −(n + 1) and n ≥ 0 forms a complete orthogonal set in A 2 (H), so that it suffices to show that unless m = −1 and n = 0, the function f is orthogonal to each z m 1 z n 2 . We have, using polar coordinates:
where ∆ ⊂ R 2 is the subset defined by {(r 1 , r 2 ) : 0 ≤ r 2 < r 1 < 1}. This integral vanishes unless m = −1, n = 0.
To complete the proof, we verify that
does not belong to A q (H), if q ≥ 4. We have,
which diverges if q ≥ 4.
3. Weighted L p -regularity of the Bergman projection on D * × D.
In this section we prove the following regularity result for the Bergman projection on the bidisc. As in (2), we set δ 1 (z) = |z 1 |. 
we define the function S N f by setting
i.e., S N is the N -th partial sum in the w 1 variable. We have the following analog of a result of Zhu ([Zhu91, Corollary 4]):
Proof. Denote by T the unit circle {|z| = 1} in the plane and by T 2 the two-torus {(z 1 , z 2 ) ∈ C 2 | |z 1 | = |z 2 | = 1}. Suppose that g ∈ H p (T 2 ), the Hardy space on T 2 . This means that g admits a holomorphic extension to D 2 and has boundary values in L p (T 2 ). For almost all z 2 ∈ T, the function z 1 → g(z 1 , z 2 ) is in L p (T), and note that the N -th partial sum of the Fourier series representation of g(·, z 2 ) is precisely S N g(·, z 2 ). From the classical Riesz theory of convergence of Fourier series in L p (T) (see e.g. [Gra08, Section 3.5]), we conclude that there is a constant C 0 , independent of the function g such that we have for almost all z 2 ∈ T that
Following a standard functional-analytic argument (cf. [Zhu91, Proposition 1]), to prove Lemma 3.1, it is sufficient to show that there is a constant C > 0 such that S N ≤ C for all non-negative integers N , where we think of S N as an operator from A p (D 2 ) to itself. Now
, where in the last-but-one line, we have used (6).
We now give a sufficient condition for an operator on A p (D 2 ) defined by a certain multiplier sequence on the Taylor coefficients to be bounded. Let {t µ } ∞ µ=0 be a sequence of complex numbers such that
Writing t N = N −1 µ=0 (t µ+1 − t µ ) + t 0 , and using (7) we see that the limit lim N →∞ t N exists, and in particular, the sequence {t µ } ∞ µ=0 is bounded. It follows that for a holomorphic f on D 2 , represented as in (4), the new function
is also a holomorphic function on D 2 .
Lemma 3.2. The map T is bounded from
Proof. Let f ∈ A p (D 2 ). We will first show that the partial sums S N T f of T f (defined using the operator S N of (5)) converge in A p (D 2 ). Indeed, using summation by parts, we can write
Note that each of the factors t N and S N f in the first term converges to a limit as N → ∞ so that the first term converges to a limit in
This shows the second term is the (N − 1)-th partial sum of an absolutely convergent series in a Banach space, and therefore has a limit as N → ∞. Now let g = lim N →∞ S N T f , where the limit is in the topology of A p (D 2 ). Let M ≥ 0 be an integer. By the continuity of S M on A p (D 2 ) established in the proof of Lemma 3.1, it follows that
Since this is true for each M , we have T f = g. Since g ∈ A p (D 2 ), the operator T maps A p (D 2 ) to itself.
Proof of Proposition 3.1. We first prove that
Recall that the Bergman projection on the unit disc is bounded from L p (D) to A p (D) (see e.g. [Zhu07, FR75] ). Using the fact that the Bergman kernel of the product D 2 is the tensor product of the Bergman kernels of the factors, by a simple application of Fubini's theorem it follows that the Bergman projection on the bidisc D 2 is bounded from L p (D 2 ) to A p (D 2 ). On D * × D we have 0 < δ 1 < 1, and therefore for p ≥ 2, we obtain,
) is continuously embedded in L p (D 2 ). But as noted above, the Bergman projection on D 2 is bounded from L p (D 2 ) to A p (D 2 ), so that by composing the two maps, we see that
, the function U f is projected by B D * ×D to f , which shows the surjectivity of B D * ×D .
To construct U , in the equation (8) we let t µ = 1 + (µ + 1) −1 , which being monotone and bounded certainly satisfies (7). Further, a computation shows that
Defining T as in (8), we let
where in the last line we have used Lemma 3.2. Further, since {w m 1 w n 2 } ∞ m,n=0 is an orthogonal set in L 2 (D 2 ), we see that
4. Proof of Theorem 1.1.
4.1.
Change of Variables. Let U and V be two bounded domains in C n , and let Φ : U → V be a biholomorphic map. We set
We prove the following:
Lemma 4.1. Let α be a real number. The following are equivalent:
For a function h on V define
(10) Let α be a real number. We first note the following
is an isometric isomorphism of Banach spaces.
Proof. Indeed,
where in the last line we use the change of variables formula.
Proof of Lemma 4.1. Recall the Bell transformation formula for the Bergman projection (cf.
[Bel81]), which can be written as
So that we have
, and we also know that T −1 Φ is an isometry from A p (U, u 2−p+α ) to A p (V, v α ), so that we have (2). The part 2 =⇒ 1 can be done exactly the same way. 
so that in Lemma 4.1, we have u(w 1 , w 2 ) = |w 1 | and v(z 1 , z 2 ) = |z 1 | , and we take α = p − 2. Lemma 4.1 shows that the following statements are equivalent:
Since the second statement was proved in Proposition 3.1, the result follows for p ≥ 2.
5. Proof of Corollary 1.1 5.1. Weighted Bergman spaces on the punctured disc. On the punctured unit disc D * = { z ∈ C | 0 < |z| < 1 } , denote by δ the weight function δ(z) = |z|.
Lemma 5.1. Let p ≥ 2 and −2 < α ≤ 0. Then we have
and the two norms
Proof. We first claim that each function in A p (D * , δ α ) has a removable singularity at 0. Since −2 < α ≤ 0, we have
so that δ α ∈ L 1 (D). It follows by Hölder's inequality that A p (D * ) ⊂ A 2 (D * ), so that to establish the claim it is sufficient to show that each function in A 2 (D * ) extends holomorphically to 0. Now
by the monotone convergence theorem. Since this is finite, we must have a ν = 0 unless 2ν+1 > −1, i.e., ν ≥ 0, which verifies the claim that the singularity of f at 0 is removable. Since every element of A p (D * ) has a removable singularity at 0, it follows that A p (D * ) = A p (D). Now since α ≤ 0, we have δ α ≥ 1 on D, so we have a continuous embedding
We claim that the injective map in (16) is in fact surjective. Let f ∈ A p (D). We have
The first of these integrals is finite (see (15)) and so is the second one since by hypothesis f ∈ L p (D). Therefore the map in (16) is a continuous bijection and the result follows by the open mapping theorem.
We deduce the following from Lemma 5.1:
and the two norms · L p (H) and · L p (H,δ α 1 ) on this space are equivalent. Proof. Let δ 1 be as in (2). Then by an application of Fubini's theorem to the bidisc and Lemma 5.1, we see that
, with equivalence of norms, provided p ≥ 2 and −2 < α ≤ 0. In particular, if 2 ≤ p < 4, then −2 < 2 − p ≤ 0, so that we have
Let the map Φ : D * × D → H be given by (13), and let T Φ be as in ( ) and by the latter, the space A p (H, δ p−2 1 ) is the same as A p (H) as a topological vector space, therefore the result follows for 2 ≤ p < 4. Applying Lemma 2.1 with w ≡ 1, we obtain that B H is bounded (and hence surjective) from L p (H) to A p (H) when 4 3 < p < 2. We showed in Section 3 above that B H is bounded and surjective from L p (H) onto A p (H, δ So that the result follows.
