This paper describes an automatic process to check the semantic consistency of a segmentation. This process is made possible through the formalism of graphs. In this article we propose to apply this process to the checking of the relevancy of merging criteria used in an adaptive pyramid by matching the obtained segmentation with a conceptual graph describing the objects under consideration. This matching is performed by using a discrete relaxation method. It checks the arc-consistency with bilevel constraints of the chosen semantic graph. The efficiency of this approach is illustrated on synthetic and real images.
Introduction
Image segmentation often requires human judgment to tune the segmentation parameters for good results. This judgment of segmentation relevancy may be seen as a semantic process. Introducing a semantic analysis in a segmentation process can improve this segmentation. Segmentation quality characterization is not a trivial problem. It often depends on what we look for in the image and on the aim of the application. Some works propose to introduce such a semantic analysis in a segmentation process, but they used heterogeneous representations for the high-level knowledge (objects) and for the low-level information (grey level intensities) [14, 43] .
This heterogeneity between the levels of representation raises dissatisfaction. Indeed, heterogeneity is a synonym of complexity and homogeneity is a synonym of simplicity. Search for simplicity is a useful heuristic in science. According to this idea, it is worth to search for a homogeneous representation, workable to achieve the integration of a semantic analysis in a segmentation process.
The graph formalism can provide help for this challenge. Indeed, this formalism can be applied to all the representation levels of an image, from the lower level to the higher one, which corresponds to the semantic level. Many works have used semantic graphs [14] to describe objects seen in an image. In this kind of graphs, nodes represent the sub-parts of the considered object and arcs represent the spatial constraints between these sub-parts [36, 32, 45, 16, 37, 1] . Up till now, the limitation of many works on semantic graph lies in the necessity of starting with a correctly segmented image, in such a way that it can be labelled as in Bauckage et al. [1] . Unfortunately, obtaining a correct segmentation remains an unresolved problem for many images of real life.
Adjacency graphs of regions are a low level representation often used for image segmentation. Many authors have implemented this approach with success. For example, it is possible to obtain efficiently a segmentation by building a pyramid of adjacency graphs [26, 2, 29, 27, 30, 25, 35, 21] . In this kind of process the nodes representing pixels or sets of pixels are merged in a succession of hierarchical steps to produce a pyramid of graphs where the nodes are associated with meaningful regions. This merging process can be driven by several criteria with the hope of obtaining meaningful final regions. Hence, this leads to the following question: how is it possible to introduce an auto tuning in the merging process such that it will automatically check the meaningfulness of the result or, in other words, the semantic compatibility?
Even if adjacency graphs and semantic graphs are used for different levels of representation, their formalisms are close and may be seen as homogeneous. The main difference is that in adjacency graph the nodes are regions of pixels and in semantic graph, the nodes are components of the semantic content of the image. The association of these two types of representation allows to combine, in a very natural way, the different levels of image processing. A simple idea consists in applying a semantic judgment on the ultimate adjacency graph obtained after a low-level segmentation process. This can be done by verifying whether the adjacency graph may be matched or not with the semantic graph.
The focus of this paper is to show how the graph formalism may be used to represent homogeneously the low-level content (adjacency graph) and the semantic content (semantic graph) of images and how it is possible in this framework to check the semantic consistency of a segmentation. To achieve this aim, we pyramidal merging process. The control criterion of this pyramidal process is automatically tuned by feedback with a semantic final checking;
. show some kinds of images whose knowledge about their content may be represented by a semantic graph and to show the feasibility of our approach to provide a segmentation consistent with this knowledge (Sec. 4).
Semantic Graphs and Arc Consistency Checking
2.1. The problem of graph matching: state of the art and why it is interesting to consider it as a constraint satisfaction problem
Image interpretation often consists in matching each segmented region of an image with a meaningful representation. A lot of graph matching algorithms exist in the literature. In our case, we have to match an adjacency graph representing a segmentation and a semantic graph describing the object that we are looking for. Since the number of nodes and the number of arcs of these two graphs may be different, it does not allow a one-to-one matching. Then, matching methods based on the search of a one-to-one correspondence between each node of the first graph and each node of the second graph (graph isomorphism) cannot be used in this context [13] . Non bijective matching is a non-trivial problem. Several approaches have been proposed to solve it.
. The error tolerant graph matching methods such as maximum common sub-graph or graph edit distance [46, 4, 5, 7] . . Methods consisting in reducing the number of nodes of a graph (to look for a quotient graph). . Methods introducing a multivalent matching. For example, methods based on the computation of a similarity measure between two graphs can be mentioned [11, 23, 13] as well as methods considering the matching problem as a constraint satisfaction problem [31, 16, 17] .
The error tolerant techniques of graph matching consider that a maximum number of nodes and arcs of the graphs has to be preserved. In our case, it is not possible to make this hypothesis. Indeed, we work on over-segmented images and the oversegmentation imposes that several nodes of the adjacency graph can be matched with one node of the semantic graph. The solution of reducing the number of nodes of the region adjacency graph by looking for quotient nodes cannot always be used. It has been shown [16] that it is sometimes impossible to have a priori knowledge of how the nodes have to be merged in such a way that they can be matched with the second graph. To give a rough idea of this difficulty, we can take an example in the field of medical imaging. In three-dimensional multi-slice medical images, a structure can appear on several slices. Each slice where the structure appears introduces a new segmented region. In a multi-slice image a single structure is composed of different regions. Then, by definition this structure is over-segmented. To label this kind of data, we might think that it is enough to bring together regions in a unique three-dimensional object. Then, the idea is to find a partition of the set of regions according to an equivalence relation, each class corresponding to a three-dimensional object. In some cases, the transitive closure of the spatial relation \A overlaps B" can fit with this approach. With such a partition, a morphism can be defined to work directly with the equivalence classes instead of the individual regions. The relations between equivalence classes are inherited from the relations between their elements. Unfortunately, it is not always so simple. The overlapping of regions from two consecutive slices does not guarantee that these regions belong to the same object. In most practical cases, it is impossible to make a prior grouping before constraint satisfaction checking. However, some properties can be found to decide if the grouping of some regions is possible or not. In spite of this uncertainty, it is worth taking advantage of these properties in the labeling process. But to deal with this uncertainty, we have to manage simultaneously two interdependent criteria: the satisfaction of local constraints and the satisfaction of compatibility to group data.
Techniques introducing the multivalent matching by computing a similarity measure between two graphs suppose that the properties associated with the nodes and the arcs of the two graphs belong to the same sets of vertex and edge labels [11, 23] . In our case, it is not true. Indeed, the properties associated with the nodes and the arcs of the adjacency graph are low-level properties (simple relation of adjacency, properties computed on the grey level values of pixels). On the contrary, the properties associated with the nodes and the arcs of the semantic graph are complex and are associated with the meaning of the object that we look for (complex spatial relations, morphological properties). Then, these approaches cannot be applied in this context. Multivalent matching techniques based on a local evaluation of the matching are able to match two very heterogeneous graphs. These approaches use discrete relaxation methods, which check the arc consistency of the semantic graph. Several authors have proposed fast arc consistency checking algorithms [36, 3, 45, 32] . However, these algorithms were not adapted to our problem because their aim was to make a one-to-one matching. The approach used in this work was developed in Deruyver et al. [16] , and removes this limitation by introducing in the semantic graph two levels of constraint: inter-node constraints and intra-node constraints.
In the following sub-section, the notions of semantic graph and of constraint satisfaction problems with two levels of constraint are defined. In Secs. 2.2 and 2.3 several ways to describe complex spatial relations are proposed. Global checking is a NP-difficult problem. To solve the constraint satisfaction problem with two levels of constraint, we check only the arc consistency. This implies the definition of the problem of arc consistency checking with two levels of constraint. This definition is provided in the Sec. 2.4. The last sub-section describes the implementation of the algorithm making this checking.
Constraint satisfaction problem with two levels of constraint
In a semantic graph, the binary constraints represented by the arcs and the unary constraints associated with the nodes are supposed to be known at the beginning of the matching process. The hypothesis is that some specific constraints exist in the image and the aim is to find the set of regions satisfying this constraint (see Fig. 1 ).
We can consider that it is similar to solve a constraint satisfaction problem. To define such a problem we use the following conventions:
. Variables are represented by the natural numbers 1; . . . ; n. Each variable i has an associated domain D i . We use D to denote the union of all domains and d the size of the largest domain. . All constraints are binary and relate two distinct variables. A constraint relating two variables i and j is denoted by C ij . C ij ðv; wÞ is the Boolean value obtained when variables i and j are replaced by values v and w respectively. Let R be the set of these constraining relations.
A Finite-Domain Constraint Satisfaction Problem (FDCSP) consists of finding all the sets of values fa 1 ; . . . ; a n g, a 1 Â Á Á Á Â a n 2 D 1 Â Á Á Á Â D n , for ð1; . . . ; nÞ satisfying all relations belonging to R. A graph G is associated to a constraint satisfaction problem as follows: G has a node i for each variable i. One oriented arc ði; jÞ is associated with each constraint C ij . ArcðGÞ is the set of arcs of G and e is the number of arcs in G. NodeðGÞ is the set of nodes of G and n is the number of nodes in G:
In this classical definition of FDCSP, one variable is associated with one value (see Fig. 2(a) , where only one region is associated to each node). This assumption cannot hold for some classes of problems where we need to associate a variable with a set of linked values as described in Deruyver et al. [16] and Deruyver et al. [17] . It is the case when several segmented regions have to be associated with a node of the semantic graph. In Fig. 2(b) , the regions b, c and d have to be associated with the node 2. However, b is supported by a at its left but it is not supported at its right by a region of the node 3. Then, it is not possible with the classical definition of FDCSP to assign b to the node 2. However, b is transitively connected to d through c in the same node 2. As d is supported at its right by e of node 3, b is indirectly supported by e. We want to take into account this notion of indirect support.
To cope with this situation, the structure of the nodes is modified. A node becomes a multi-set made up of a kernel and several interfaces (each interface is associated with each arc leaving the considered node, see Fig. 3 ). Moreover, two Fig. 2 . In case (a) the region a is assigned to node 1, the region b is assigned to node 2 and the region c is assigned to node 3. and the graph is arc consistent. In case (b), the central region is over-segmented, with classical arc-consistency checking algorithm, the region b, c and d cannot be assigned to node 2 because the constraints applied on node 2 are not satisfied for any of the three regions b,c and d. Fig. 3 . The structure of a node allowing to manage the arc-consistency checking with bilevel constraints. In this example the node i of the semantic graph is constrained by the nodes j; k and l and it constrains the node m. The rectangles inside the node i represent the sets \interface". (it is similar to the previous constraint C ij between two nodes i and j but in our case it is reduced to a part of the set of regions associated with each node). The checking of constraints on sub-sets of values associated with each node generates a constraint relaxation between the nodes and can produce a dramatic increase of the number of solutions. This drawback can be removed if the intra-node constraint is efficient enough to balance the inter-node relaxation. However, additional computation may increase the time complexity of the constraint satisfaction checking. Then this checking has to be possible in practice in term of time complexity of the algorithms.
What kind of intra-node constraints can be used? First, we have to check if any region of the kernel of a node may reach transitively a region of any interface of this node by constraining the reachability path. But this constraint is partial. Then, in a second step, once we have found all the regions that can be kept in the node, we have to check that the sets of connected regions satisfy a global constraint which is generally morphological. For example, if the surface of the union of the regions of a given set is too small, these regions will be removed from the node. To do these two steps, we propose to use two types of intra-node constraint. The first type corresponds to constraints linking two values of a node with a compatibility constraint Cmp i associated with each variable i (spatial relations between subparts of an object associated with a node of the graph). The second type corresponds to global constraints Cmpg i linking a set of values of the node i. Then, the notion of constraint satisfaction problem with two levels of constraint (FDCSP BC ) can be defined as follows: 
Intra-node compatibility constraints between two values
The intra-node compatibility constraint Cmp i uses the relations defined between two values. For a segmented image represented by an adjacency graph, these values correspond to segmented regions and the relations correspond to the arcs of the adjacency graph. The aim is to find a sequel of values (regions) able to link two values that can be associated with a node of the semantic graph. This sequel has to satisfy the constraint Cmp i described in Definition 1. In the case of images, finding such a sequel corresponds to find a linear sub-graph of the region adjacency graph. Two types of constraints can be defined on this sub-graph (see Fig. 4 ):
. Path constraints applied on the arcs of the Region Adjacency Graph.
. Constraints applied on the set of nodes of the Region Adjacency Graph. In the framework of adjacency graphs, these constraints will be applied on the union of the regions associated with these nodes. belongs to D ik ). Then () has to be compatible with () according to the constraint Cmp i to stay in the kernel. These regions () and () are themselves nodes of the Region Adjacency Graph and Cmp i uses the two types of constraints cited previously to check if () is reachable from (). Cmp i is called intra-node constraint because it is applied on the node i of the semantic graph.
(a) Path Constraints Applied on the Arcs of the Region Adjacency Graph
The intra-node compatibility constraint Cmp i can represent elementary relations like direct spatial relations (on the right, on the left, on top of, under). However, in some cases, it cannot be enough to describe the compatibility between regions of a same node (for example between , and in Fig. 4 ). For example, we could want to verify if a region is directly or indirectly above another region (with or without regions in between them) or directly or indirectly below another region. It can be noticed that this relation can be described by a regular expression a Ã þ b Ã where a and b are elementary spatial relations (for example below and above). The * operator means that the number of transitions (arcs of the regions adjacency graph) between two regions is not limited. We could have the following situation as well: one region has to be below another region but it must not be separated by more than two regions. It means that at most 3 arcs of the region adjacency graph can be encountered along the path that connect the two regions (in Fig. 4 only two arcs are on the path connecting and ). It could be described by the expression b 3 where b denotes the under relationship and 3 the number of adjacency relations. Then, it is necessary to describe complex compatibility relations by using a combination of elementary relations. These relational descriptions of object were used in image analysis by several authors but they were not often used in practice [33, 42, 6, 14] . In our context, the description of these relations can be done with the words of a language LC i . Its alphabet AE Ti is made up of the different spatial elementary relations. The words of this language describe the sequences of constraints to go from an element a 1 2 D i to an element a n 2 D i by the way of elements a j 2 D i . As the relations are intentionally limited to relations that can be described by some regular expressions, a finite automaton can recognize LC i . Let LC be the language made up of the set of words that can be generated from the elements of the alphabet AE T ¼ fa 1 ; . . . ; a n g where a 1 ; . . . ; a n are elementary relations.
Each language LC i associated with a node i of the graph is a subset of the language LC and describes how regions can be associated to make the object of the node i. It is reasonable to state that LC i is a finite set of finite words. Then, LC i can be recognized by a non-deterministic finite automaton AF i where AE Ti & AE T , Q i ¼ fq 0 ; . . . ; q ni g is the set of states and Q Fi & AE Q i is the set of final states. Verifying if two regions r 1 and r 2 are compatible consists in finding if a word exists belonging to LC i such that it is possible to reach the region r 2 from the region r 1 . Then, a rewriting system with constraint RS i (LC i ) can be defined on D i . It allows to rewrite an element a 1 2 D i in an element a n 2 D i with respect to the language of constraints August 30,  
Finally verifying a complex intra-node constraint Cmp i can be viewed as solving a reachability problem and such a constraint Cmp i will be defined by:
Definition 3. Let a and b 2 D i , let Cmp i be an intra node constraint associated with the node i, and RS i ðLC i Þ the Rewriting System constrained by the language LC i associated with the node i, Cmp i ða; b; RS i ðLC i Þ;
(b) Constraints on the Nodes of the Region Adjacency Graph The set of nodes of the adjacency graph (for example, , and in Fig. 4 ) corresponds to a set of values (segmented regions) associated with a unique node of the semantic graph (for example, the node i in Fig. 4) . In order to satisfy the global consistency defined by the semantic graph, this set should represent a sub-part of the described object and has to be compatible with the unary constraints associated with this node. For example, the surface of the union of the regions has to be smaller than or equal to the maximal surface of the object described by the node of the semantic graph.
Node constraints use attributes of region, which have the following property: The attributes of a union of regions are obtained by composition of the attributes of each region.
The composition operation is defined as follows: Let AttðaÞ be a vector of attributes of the region a and let be a composition operation of the attribute vectors such that: it is closed, commutative, associative and if a & b then AttðaÞ AttðbÞ ¼ AttðbÞ.
In our case, the chosen attributes are the area, the height and the width of the regions. In order to satisfy the unary constraints, these values have to be smaller than some threshold values imposed on each attribute associated with the considered node of the semantic graph. To take this constraint into account, it is necessary to modify the definition of the set of the rewriting rules R i of RS i ðLC i ). Let i be a constraint relation applied on an attribute vector or on a set of attribute vectors of regions associated with the node i. 8 r 1 ; r 2 ; . . . ; r n 2 D i ; i ðr 1 ; r 2 ; . . . ; r n Þ ¼ true , Attðr 1 Þ Attðr 2 Þ Á Á Á Attðr n Þ satisfy the constraint i .
The definition of R i becomes:
Global intra-node constraints
Let P i be the union of all the regions belonging to the object represented by the node i. P i is not known but we know some morphological properties of P i (for example the minimum size of its surface). Let E r;i be the biggest set of connected 18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43 regions classified in the node i containing the region r. If the semantic graph is arcconsistent, 9 r 2 Di such that P i E r;i . E r;i must have compatible attributes with the properties of P i . As previously, the attributes of regions are chosen to have the following property: The attributes of a union of regions are obtained by composition of the attributes of each region. The composition operation is defined as in the previous paragraph. The chosen attributes are the surface, the height and the width. Let fr 1 ; r 2 ; . . . ; r n g ¼ E r;i and let SurfaceðE r;i Þ be the attribute \area" of the resulting vector ðAttðr 1 Þ Attðr 2 Þ Á Á Á Attðr n ÞÞ. The following compatibility has to be found: SurfaceðE r;i Þ ! SurfaceMinðiÞ.
WidthðE r;i Þ and HeightðE r;i Þ can be defined in the same way and the following compatibilities have to be found: WidthðE r;i Þ ! WidthMinðiÞ or HeightðE r;i Þ ! HeightMinðiÞ. Even if P i is not known, the criteria of minimal surface (SurfaceMin ðiÞ), of minimal width (WidthMinðiÞ) and of minimal height (HeightMinðiÞ) are a priori known criteria of the node i. The global constraint relation Cmpg i can be defined as follows:
Definition 4. Let E r;i be the biggest set of connected regions classified in the node i containing the region r, let Attribute be one of the three attributes Surface, Width and Height and AttributeMinðiÞ the criterion of minimal value of this attribute for the node i and
The E r;i are easily built when the relations between segmented regions of the image are described by an adjacency graph. We only have to find the biggest adjacency connected sub-graph whose nodes are values belonging to D i . If the relations (area, width, height) are not satisfied, then the regions E r;i of D i do not satisfy the global intra-node constraints and cannot be kept in the node i.
Arc consistency checking problem with bilevel constraints
Solving the constraint satisfaction problem with bilevel constraints with the arc consistency checking implies to define a class of problems called arc consistency checking problem with bilevel constraints (AC BC ). This class of problems allows solving the multivalent matching problem, as we have to solve when we want to match an adjacency graph and a semantic graph. It is associated with FDCSP BC . Let PðD i ) be the set of sub parts of the domain D i .
Definition 5. Let ði; jÞ 2 arcðGÞ. Arcði; jÞ is arc consistent with respect to PðD i Þ and PðD j Þ, 8 S i 2 PðD i Þ; 9S j 2 PðD j Þ such that 8 v 2 S i 9 t 2 S i , 9w 2 S j , Cmp i ðv; tÞ and C ij ðt; wÞ and Cmpg i ðS i Þ and Cmpg j ðS j Þ (v and t could be identical).
A graph G is arc consistent with respect to P , 8 ði; jÞ 2 arcðGÞ : ði; jÞ is arc consistent with respect to PðD i Þ and PðD j Þ.
The purpose of an arc-consistency algorithm with bilevel constraints is, given a graph G and a set P, to compute P 0 , the largest arc consistent domain with bilevel constraints for G in P.
Implementation

Implementation of the arc-consistency checking algorithm with bilevel constraints
Considering the previous remarks, the AC 4 algorithm proposed by Mohr and Henderson [36] has been adapted to solve the AC BC problem. This algorithm is called AC 4 BC (Deruyver et al. [16] ). In AC 4 BC algorithm, a node is made up of a kernel and a set of interfaces associated with each arc, which goes to another linked node (see Fig. 3 ). In addition, an intra-node compatibility constraint Cmp i and a global compatibility constraint Cmpg i are associated with each node i of the graph. As in algorithm AC 4, the domains are initialized with values satisfying unary node constraints and there are two main steps: an initialization step and a pruning step. However, whereas in AC 4 a value was removed from a node i if it had no direct support, in AC 4 BC , a value is removed if it has no direct support and no indirect support obtained by using the compatibility constraint The AC 4BC algorithm works with a queue Q containing elements removed from the domains and which have to be reconsidered by the pruning step of the algorithm. Q contains pairs ði; vÞ, where i 2 nodeðGÞ and v 2 D i . Those elements are reconsidered by the algorithm because they could support other couples ðj; wÞ. The set S½i; v of couples ðj; wÞ (j 2 nodeðGÞ and w 2 D j ) supported by ði; vÞ is built during the initialization step. A counter, Counter½ðj; iÞ; w is used to update the number of supports of the label w and the constraint associated with the arc ðj; iÞ. If the removed element ði; vÞ was the unique support of ðj; wÞ then w is removed from the domain of the interface D ji of the node j. If w is not supported indirectly by any label of D ji then w is removed from the node j and ðj; wÞ is inserted in Q. See the details of the algorithm in Figs. 5À7.
It has been proven [16] that the AC 4 BC algorithm is correct and always terminates. It has been also proven [16] that the time complexity of the cleaning step is in Oðn 2 dÞ in the worst case and that the time complexity of AC 4 BC is in Oðen 3 d 2 Þ in the worst case (e is the number of arcs, n is the number of nodes and d is the size of the largest Domain D). An optimized version of AC 4 BC called OAC 4 BC has been developed (see [20] ). This algorithm reduces the computation time of the pruning step by calling the CleanKernel function on a node i only when a label has effectively August 9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43 been removed from i. It is managed thanks to the array Tabnode of boolean with a size equal to the number of nodes. Tabnode½i is true if at least one label has been removed from the node i. The pruning step of OAC 4 BC is described in Fig. 10 . OAC 4 BC has the same properties as AC 4 BC but its computation time is better on average than AC 4 BC . Moreover, this algorithm can be parallelized by updating the nodes in one step in parallel.
Implementation of intra-node compatibility relations
The checking of intra-node compatibility constraints is made in two steps. The first step checks if the intra-node compatibility constraints are satisfied and the second step checks if the global intra-node constraints are satisfied. Section 2.2 has shown that intra-node spatial constraints (compatibility constraints) can be verified thanks The algorithm is described in Figs. 8 and 9 . The intra-node global constraints Cmpg i are implemented as follows: After the first step, only regions satisfying the local spatial constraints are kept in the kernel of the node. Then a search of all the sets of connected regions is performed on the set of regions of the kernel. If a given set does not satisfy the global constraint Cmpg i associated with the considered node, all the regions of this set are removed from the node. For example, let us consider the biggest union of connected regions belonging to a node. Let us suppose that the size of the surface of the object described by the node must have a minimum value. If the size of the surface of the biggest union of regions is lower than this minimum value, since it is the biggest union, it is not possible that this union was a part of the object.
Knowledge Driven Segmentation Algorithm
In this section we present a way to use the semantic checking in the context of a process of segmentation. Our checking of the semantic consistency can be applied on any result of segmentation whatever the chosen method of segmentation is. It provides a yes or no answer to the semantic consistency question. By itself, this answer does not give the optimal segmentation, which depends on ad hoc segmentation parameters tuning. We propose to tune automatically the parameters of a segmentation process by taking advantage of the semantic analysis. Many segmentation techniques, which provide a succession of ordered embedded results with respect to the ordered values of their parameters, could be concerned by this approach. Among these techniques, we can cite scale space based segmentation process [40, 44] , graph decimation [25, 34] and so on. We have chosen a graph decimation based segmentation process to illustrate how to apply our semantic analysis in this process. Segmentation based on graph decimation process merges adjacent regions, which are seen as similar. The similarity is measured by using statistical criteria (standard deviation, mean, etc.) computed on the grey levels of regions [30] . In this paper, we consider that two regions are similar if their differences of mean intensity of the grey level is smaller than a given threshold. Of course, it would be possible to work with true color images by choosing another similarity criterion using the color channels. The choice of this threshold is often linked to expert knowledge, which evaluates which threshold keeps the semantic consistency of the segmentation. This expert knowledge usually contains information about the space organization of the regions describing the image content. It can be represented in a natural way by a semantic graph. In the following section, the construction of hierarchical pyramid based on the process of graph decimation is described, in Sec. 3.2 we describe how a semantic analysis can be introduced in such a process.
Hierarchical graphs and image segmentation
A Region Adjacency Graph is defined as follows: Let G ¼ ðV ; EÞ be a graph where V stands for the set of nodes and E for the set of edges. Let ij ¼ def ði; jÞ 2 E. Let N ðiÞ be the neighborhood of the node i defined as fj 2 V : ij g. Note that we assume that a given node i is not a member of its neighborhood. We assume that each node i is associated with two values:
. x i : any information such as grey level or color;
. i : the relative quality of the node, i.e. its a priori ability to survive in the decimation process. We will return to the meaning of this term below. In the following, we will consider the edges as not valuated. A decimation process transforms graph G ðkÞ into G ðkþ1Þ such that jV ðkþ1Þ j < jV ðkÞ j. Meer [38] proposed to constrain this process with two rules.
Rule 1: The decimation must be maximal, i.e. 8 ði; jÞ 2 E ðkÞ , i and j cannot both belong to V ðkþ1Þ . This is of importance if we want the decimation process to converge rapidly to a small graph.
Rule 2: Any node of V ðkÞ must be linked to a node in V ðkþ1Þ , i.e. 8 i 2 V ðkÞ ; ði 2 V ðkþ1Þ or N ðkÞ ðiÞ T V ðkþ1Þ 6 ¼ ;Þ. The second rule ensures that no information is lost between two successive levels. Meer then introduced an algorithm whose main advantage is that it can be run in a parallel and local manner. Details on this decimation process can be found in Lallich et al. [30] and Jolion [27] . Figure 11 shows an example of this decimation process. The new graph is obtained in this case in two iterations. Two surviving nodes are extracted during the first iteration but the second rule is not validated. The second iteration extracts a third node and thus completes the new graph.
The nodes from two consecutive graphs G ðkÞ and G ðkþ1Þ are linked together in the following way: for any node i 2 V ðkÞ , if i 2 V ðkþ1Þ then i is called a surviving node; if i 2 V ðkÞ À V ðkþ1Þ we call fathers of i the set of nodes defined by } i ¼ N ðkÞ ðiÞ T V ðkþ1Þ . The reverse set of a surviving node i, called children of i, is defined by
The decimation process is iterated until the resulting graph reduces to only one node (jV ðapexÞ j ¼ 1).
In Jolion et al. [26] , this process was applied to image segmentation. In this case, the bottom-up construction of an irregular pyramid may be interpreted as a region growing algorithm. The value x i is the mean grey level of the receptive field, defined as the set of nodes in G ð0Þ related to the surviving node i by transitive closure on the relation father. The quality of the node is related to the uniformity of its receptive field, e.g. i is approximated by the inverse of the variance of the distribution of x j where j belongs to the receptive field of i. The quality values i are updated for each new graph. This process is known as the adaptive pyramid. The main difference with the initial process (i.e. the stochastic pyramid) is that a non-surviving node i can decide that it will not merge to a surviving node j if the difference between their respective values, say jx i À x j j, i.e. the local contrast, is below a given threshold, called the contrast threshold. If the node holds the threshold, it survives but cannot be merged with any other node. The decimation process stops when no more nodes can merge. Increasing the threshold results in a coarser segmentation.
Introducing a semantic analysis
Spatial relations may be described in a semantic graph. Then, we integrate such a semantic graph in the decimation process of an adaptive pyramid [27] . The key point of this decimation process is the choice of the contrast threshold deciding which regions are similar and which are not. In this study we consider that two regions cannot be merged if the difference of mean intensity is greater than a given contrast threshold. The best contrast threshold is the one providing a segmentation with the lowest number of regions and which is compatible with the knowledge described by the semantic graph. Since the obtained segmentation can be over-segmented, it is necessary to check if it satisfies the arc-consistency of the semantic graph with bilevel complex constraints. The algorithm follows an iterative process (Figs. 12  and 13 ). While the obtained segmentation provides an arc-consistent graph, the Fig. 12 . Principle of the algorithm. A pyramid of Region Adjacency Graphs (RAG) is built for each threshold T i . The higher is this threshold, the stronger is the merging between the regions of the RAG. If the merging is too strong the RAG of the last level of the pyramid corresponds to an under-segmentation. In this case, two semantically different regions will be merged and the RAG will not be semantically consistent. contrast threshold is incremented. In the presented experimentation, we simply have an incrementation step equal to one. However, in order to go faster, it could be possible to modify this incrementation step by using a dichotomic strategy. If the graph becomes inconsistent, we consider that the correct segmentation has been obtained with the previous contrast threshold. The problem of the uniqueness of the solution has to be considered. In order to ensure this uniqueness, the constraints imposed in the semantic graph are defined in such a way that they are true on any subparts of an object as well as on the whole object. Then, if the graph is consistent at a given level of segmentation, it is consistent for any sub-level of oversegmentation.
Illustration of the Method
In the previous section, it has been shown that it is possible to introduce semantic knowledge in a segmentation process. The aim of the following experiments is not to compare our method with other techniques. Indeed, our semantic analysis can be applied to different segmentation techniques providing a succession of embedded results in function of the values of its parameters and the result depends on the choice of these techniques. The aim of these experiments is to show how our method can improve the initial segmentation process by providing the possibility to tune automatically its parameters. Our method is useful each time the content of an image concerns specific objects made up of several components (for example, the brain is made up of cortex, grey nucleus, white matter and so on), which may be described by a semantic graph. At the present time, this graph is built through a graphic interface. It is possible to build such a graph for some specific applications such as medical applications designed to recognize anatomic structures (for example the brain anatomy). Indeed, the structure of the anatomy is known and can be described by a semantic graph. We consider anatomy description in anatomy books, the structures are described in term of morphological and spatial criteria. This description can be transposed in a natural way in a semantic graph. We propose 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43 below three kinds of experiments. The first one concerns a synthetic image, the second one concerns real images representing human faces and the third one is an application on an anatomical cerebral image. The diagram of Fig. 13 shows the different steps of the process used in these experiments. In all these experiments, the algorithm OAC 4 BC is used. It is mainly useful to process medical images containing a large amount of segmented regions.
Illustration on a synthetic image
Protocol
The algorithm has been tested on synthetic image representing a flower (see Fig. 1(a) ). This flower can be described by a very simple semantic graph (see Fig. 1(b) ). This graph represents the spatial relationships (on the left/on the right, above/below) of the different subparts (stem, leaves, petals, center) of a flower. The intra-node spatial constraints are of two kinds: \above/below" for the stem and \around of " for the other objects. The first constraint is described by the regular expression a Ã þ b Ã where a denotes the relation \above" and b denotes the relation \below". The second constraint is described by the regular expression
where a, b, c and d denote the four cardinal directions. An intra-node morphological constraint has also been imposed for the stem, which must be a thin vertical object. The synthetic image was intentionally over-segmented by hand (see Fig. 14(a) ) and it is made up of 32 regions. The adjacency graph representing this segmentation is built by associating, with each node of the graph, a segmented region. An arc is built between two nodes if the two regions associated with the nodes are adjacent. This graph is the first level of the pyramid. The aim is to retrieve the initial flower by merging all regions belonging to the same part of the flower. For each possible value of the merging threshold (in this example, the maximum difference between the mean intensity of two regions is chosen), the semantic consistency of the result is checked with our semantic analysis. If it is consistent with the semantic graph, the threshold is increased and the merging process continues in order to obtain the biggest homogeneous regions consistent with the semantic graph.
Result
Thanks to the arc consistency checking, the stem has been completely identified and the leafs are correctly separated from the petals (see Fig. 14(c) ). The regions belonging to the heart of the flower are identified as well, even if two petals are merged in the heart of the flower. The curves of Fig. 15 show that the threshold value equal to 32 gives the optimal segmentation, which is a segmentation with the lowest number of regions that are still semantically consistent. If this value is increased, the leaves are merged with the stem and the semantic graph becomes inconsistent. In this experiment, our method chooses the threshold that would have Fig. 15 . Experiments on the synthetic image: Number of regions and number of labels with respect to the applied threshold. In this case, the correct threshold is equal to 32, just before the number of labels is equal to 0. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43 been manually selected to produce the best result with respect to the chosen criterion (in our case, the mean of each region).
Illustration on real images
Protocol
Experiments have been carried out on pictures of human faces. The aim is to recognize subparts corresponding to hair, eyes, mouth, skin and background. The spatial relations between these subparts and their morphological characteristics can be represented by a semantic graph. For this example, we choose a simple description: The semantic graph is made up of 6 nodes, 63 arcs and 5 different kinds of spatial relations are used (see Fig. 16 ). The segmentation algorithm is made up of four steps:
. An initial rough segmentation: Although the floor of the pyramid can be at the level of pixels, it is more convenient to start with regions as long as they are small enough to avoid an unwanted sub-segmentation. The computation of the watersheds is a good choice to obtain these small regions but many other ways are possible to get this segmentation. . Automatic construction of the adjacency graph from the segmented regions, Choice of a criterion able to control the merging process. Many criteria can be chosen (mean intensity of the region, variance, surface . . .). In our experiments, for simplicity reasons, we decided to use the mean intensity of the region. . For each possible value of the merging threshold (maximum difference between the mean intensity of the regions), execution of a process of decimation to merge successively these regions until the merging process stops because the merging threshold is no longer satisfied. As for the synthetic example, the best value of the merging threshold is automatically detected thanks to our semantic analysis.
Choosing another merging criterion will change the result of the segmentation but not the fact that the optimal threshold will be automatically detected with respect to this criterion whatever it is.
Results
For the first example (see Fig. 17 , 1st row) the graph is consistent until the threshold value is equal to 53. With this value we obtain a segmentation made up of 192 regions and each region is correctly labeled. With the next higher threshold, the left eye is merged with the skin and the graph becomes inconsistent. On the second example (see Fig. 17 , 2nd row) the threshold, which gives the best understandable (arc 18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43 consistent) segmentation is 71. Again, with the just higher threshold, the left eye is merged with the skin and the graph becomes inconsistent (see Fig. 17(d), 2nd row) .
Illustration on medical images
Protocol
The protocol is similar to the previous one. A semantic graph describing the anatomy of the brain has been designed. This graph contains 14 nodes and 101 arcs. The general structure of this graph is shown in Fig. 18 . To simplify the figure the relations \is around of " and \is surrounded by" are represented by only one arc. In practice these relations are made up of 4 arcs corresponding to the four cardinal directions. The experimentation was made on the image shown in Fig. 19 (a).
Results
In this medical image (see Fig. 19 ) the graph is consistent until the threshold value is equal to 34. With this value we obtain a segmentation made up of 300 regions and each region is correctly labeled. With the just higher threshold, the left and the right thalamus are merged and the right caudate nucleus is merged with the right lenticular nucleus. Then, the graph becomes inconsistent. After the arc-consistency checking, each node contains all the regions that an expert would have put inside them and only these regions (see Fig. 19(b) ). Twenty five regions have not been associated with any node because either it is some artifacts or it is blood vessels which are not described in the semantic graph. Figure 20 shows the number of regions classified in each node. 
Discussion and Conclusion
To improve the process of automatic image segmentation, which is far from being resolved for the majority of images, our idea is to drive the segmentation process with a semantic control. Works based on this strategy use some very different representation between the low level and the high-level [14, 43, 47] . We showed a way to do it in the framework of graph formalism. The choice of the graph formalism is mainly motivated by the fact that neuropsychologists have shown that some knowledge seems encoded in networks of neurons in a qualitative (logical or symbolic) way. These networks are called map [10] or representation [9] . Neural maps may look like graphs and a hierarchy of such neural maps from the low level of vision (retina) to the cerebral cortex exists in the brain [41] . It seems an interesting idea to mimic this assumed brain architecture in order to achieve image interpretation. Representing homogeneously with graphs, spatial relations between regions (lowlevel) and spatial relations between subparts of an object (high-level) is a way to reach this aim. This reason is of value, but only from a philosophical point of view. Several practical points of view may also be in favour of graph formalism:
. In anatomic handbook, the textual knowledge of the anatomy is characterized by the description of the spatial relations between the different anatomical parts of the body. Such knowledge can be translated into a graph. . Working with a semantic graph has the advantage of effectively separating the description of high-level knowledge in a declarative and natural form, from the algorithmic rules applied to use this knowledge (arc consistency checking). It 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43 makes the algorithm independent of the knowledge. Thus, the knowledge insertion does not require a computer scientist to translate it into algorithmic rules. The knowledge can be inserted by an expert in image interpretation without any programming skill. . The proposed algorithm to match the data with the knowledge has a polynomial time complexity, which is interesting for real time analysis. . The matching algorithm may manage missing data or unexpected data with a few changes. Indeed, arc consistency is checked by counting the number of supporting regions. Allowing a constraint relaxation on these counters may help to deal with missing data or with logical combinations of arcs (representing for example alternative constraints) [19] .
However, two problems with our approach need to be addressed:
Firstly, the quality of the inserted knowledge is fundamental to obtain a good result. Badly described constraints (too strong or too weak) will not give a satisfactory semantic analysis. The examples given in this paper show that our set of predefined spatial constraints usable for the design of a semantic graph developped in [18] , were able to give a semantic consistency, which sounds visually good for our human eyes. Of course, the result is strongly linked to the design of the semantic graph and we design it accordingly to the expected quality of the segmentation. The level of details of the semantic description was chosen to be meaningful. For example, details of brain structures are chosen to detect gross anatomical structures. Subdividing cortex into gyri is a complex task, which cannot only be made by tuning the segmentation algorithm. Indeed this subdivision has to be applied on regions of pixels having the same grey level values and there is no way to divide these regions according to local or regional grey values. This subdivision is often difficult even for an expert, it usually needs 3D information and it is a post segmentation process. Despite this limitation, a small anatomical structure like the septum lucidum is detected in our example, because this structure has a grey level value of its pixels different from its background, allowing it to be segmented with an adequate tuning of the parameters of the segmentation algorithm. In this case, the semantic consistency detects an adequate tuning.
Secondly, the quality of the segmentation depends on the chosen method of segmentation and on its segmentation criterion (grey level of the regions, contrast, local texture). But for a given method, our algorithm selects the value of the criterion of segmentation (threshold) which gives the smallest number of regions that are semantically consistent according to the semantic graph. If the results of the segmentation with different successive thresholds are embedded in an order relation, the result is the optimal segmentation if the underlying hypotheses stated previously holds. If such an order relation cannot be found, several semantically consistent results can be found and the choice of the best segmentation needs additional expert information. At least, our method provides an acceptable segmentation by avoiding under-segmentation of some regions. If regions are August 18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43 under-segmented and semantically consistent, this suggests that the semantic graph has not enough constraints to avoid this situation.
Our segmentation results might be obtained with other methods without semantic but methods not based on semantic knowledge cannot guarantee a semantically consistent result according to a given knowledge. If this semantic consistency is important, as it is the case in medical imaging, methods not working with semantic may produce false results, even if they look nice for a non expert. Semantic checking does not guarantee that a semantically consistent result is meaningful for an expert but it detects semantically inconsistent results. Is it possible that a semantically inconsistent result were meaningful? It is contradictory because if the knowledge put in the semantic graph is accurate, something which is not in accordance with the knowledge cannot be meaningful by definition. The problem is to work with an accurate knowledge, which is the problem of the experts. In medical images, we can found missing or unexpected data, due to pathology. This case can be taken into account in the knowledge, as we mentioned previously, but detecting inconsistency may also be a way to detect pathology.
Some simple semantic rules are sometimes used to drive segmentation [8, 30, 35] . Integrating simple heuristics to improve segmentation is a well-known strategy. However, to our knowledge, it is the first time that a decimation process in an adaptive pyramid is driven by semantic criteria described by a semantic graph. Moreover, this approach could be applied to other segmentation techniques providing a succession of embedded (ordered) results such as scale space based segmentation techniques [25, 44, 24, 40, 34] . This order allows an easy choice of the semantically consistent result among a set of semantically consistent results. Since our initial work [15] based on semantic graph, another group [12, 39] tried to develop the same idea applied to cerebral anatomy using classical arc-consistency checking based on AC3 agorithm. To segment their image, they use a set of algorithmic rules linked to each node of the graph. These rules are specific of each node that corresponds to an anatomical structure. In this case, the knowledge insertion needs that computer scientist translates the knowledge into algorithmic rules. Our approach avoids this drawback.
In the algorithm presented in this paper, the semantic consistency is used to have a yes or no answer among a set of ordered segmentation results according to sequence of ordered threshold value. Choosing an appropriate threshold needs usually a human judgment. In our case, this is done automatically by choosing the higher threshold, which gives a semantically consistent segmentation. The simplicity of this example just provides an idea about a way to integrate semantic judgment in a segmentation process. Other more complex solutions may be found. A further work would be to control the merging process inside one pyramid. According to the semantic relevancy of the merging, it could be possible to authorize the merging of regions classified in one node of the semantic graph and to freeze the merging of other regions classified in two different nodes. Following this idea, the semantic analysis may not only be used to choose a segmentation result but also be used to improve the segmentation itself , 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43 by merging regions that are matched with the same node and that are not matched with any other node. This cannot be done when the number of region is too high because the probability of matching with only one node is low. But when an adapted threshold of segmentation is reached, this many to one matching may be found for some nodes. Another perspective concerns the design of the semantic graph. It is a crucial step. It can be done with a graphic interface by an expert without any specific computer science knowledge and for a set of images with the same kind of content. It assumes an a priori knowledge, which is expert dependent. An improvement would be to carry it out independently. To achieve this goal, other groups [28] have tried to extract a generic model from a set of images, which may free the segmentation from any human interaction. 
