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2011 marks the fifth year of the VMASC Capstone Conference for Modeling, Simulation and
Gaming. This year our conference attracted a number of fine Student written papers and
presentations, resulting in 29 that were presented on April 14, 2011 at the conference.
The tracks that the papers were divided up into included the following:









Gaming
M&S in Engineering
Training & Education
General Science
Immersion/Virtual Reality
Transportation
Homeland Security/Military
Medical & Healthcare

The following proceedings document is organized into chapters for each of the tracks, in the
above order. At the beginning of each section is a front piece giving the names of the papers,
the authors, and also indicating which of the papers in each track were recipients of the Gene
Newman award for 2011.

Gaming
Track Lead: Dr. Yiannis Papelis, VMASC
Judge: Dr. Ginger Watson, ODU

Digi Island: A Smartphone Application for Learning Digital Circuit
Optimization
Author(s): Joe Miller, Yuzhong Shen, and Michael Harper
2nd Place Gene Newman Award Winner, Gaming Track

Defining Learning Space in a Serious Game in Terms of Operative
and Resultant Actions
Author(s): Michael Martin, Yuzhong Shen
Abstract Only
1st Place Gene Newman Award Winner, Gaming Track
1st Place (tied) for Best Paper of Conference
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Digi Island: A Smartphone Application for
Learning Digital Circuit Optimization
J. Miller, M. Harper, Y. Shen
Abstract—Karnaugh maps, also known as K-maps,
are a tool used to teach digital circuit optimization. The
Digi Island game is a serious game designed for aiding
students to learn K-map optimization. Digi Island
converts conventional classroom learning into a fun
process involving the development of real estate such as
resorts and amusement parks on a beautiful island in
the Pacific Ocean. Digi Island allows the user to learn
and progress at a personal pace rather than the pace
dictated inside the classroom. The game has been
modified from its original format and is now deployable
on smart phone platforms in order to take advantage of
the availability and popularity of smart phones such as
Google’s Android, Apple’s iPhone and Microsoft’s
Windows Phone. This paper discusses the design,
development, and current results of the Digi Island
game as well as the ramifications of educational gaming
on portable devices.

E

I. INTRODUCTION

lectronic games are a pervasive aspect of American
culture and entertainment: as many as 65 percent of
American households play games [1]. With a revenue of
$18.6 billion in 2010 [2], the game industry has evolved
into an important sector that is larger than the film industry.
The passion for games can be exploited for more vital
purposes such as education, training, and marketing via
"serious games." Game-based learning uses serious games
with defined learning outcomes and objectives. The values
of game-based learning have been recognized by
organizations such as National Science Foundation and
National Research Council [3-5]. NSF considers games as
an important form of cyber-learning platform and
technology [6]. The latest ground-breaking game
technologies, such as Nintendo Wii and Microsoft Kinect,
have significant impact on gamers and the game industry
transforming gameplay into a more positive and healthy
experience. The Kinect alone sold over 8 million units
within 60 days of its launch in November, 2010 [18].
Digital circuits are embedded in almost all electronic
equipment and devices in use today, such as computers,
MP3 players, and digital cameras. Digital circuit

optimization, or simplification, is a process to reduce the
complexity of the digital circuits so that electronic devices
will have a smaller size and therefore less weight, as well
as less power consumption resulting in prolonged battery
life. Various techniques have been developed in the last
several decades for digital circuit optimization. Among
them, the Karnaugh map is the standard method to teach
digital circuit optimization in introductory digital circuit
courses because its graphical representations facilitate logic
simplification, providing an intuitive and systematic way
for circuit optimization. However, many students have
difficulties learning circuit optimization using Karnaugh
maps merely because it is the first time for them to be
exposed to Karnaugh maps and class lectures do not
provide enough coverage and exercises. A serious game
that exploits students' interest and curiosity with games
would be helpful for learning circuit optimization using
Karnaugh maps. As part of a Senior Design Project at the
Department of Electrical and Computer Engineering of Old
Dominion University, the authors developed a serious
game, Digi Island, to aid teaching and learning digital
circuit optimization using Karnaugh Maps.
The smart phone is rapidly becoming one of the most
popular electronic devices in today’s mobile phone market.
Consumer reports indicate that the sales of smart phones,
such as Google’s Android and Apple’s iPhone, contributed
approximately 19% of 2010’s total mobile phone sales,
which is a 73% increase from smartphone sales in 2009
[19]. The meteoric rise in demand for these smartphones is
due to the ability to download and run applications which
perform a myriad of services and tasks. Smartphone
applications, which can be bought and downloaded from
carrier specific stores such as the Android Market,
Blackberry App World and Microsoft Marketplace for
Mobile, allows the smartphone to act as a GPS, a portable
library, a portable gaming system or even a time clock for
billable working hours. It is the flexibility and popularity of
these smartphone applications that prompted the authors of
the Digi Island learning game to port Digi Island into a
format suitable for deployment on a smartphone. This
paper discusses the design and development of Digi Island
as well as the results of the port to the Windows Phone
platform.
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II. DIGITAL CIRCUIT OPTIMIZATION USING K-MAPS
There are two different types of electronic circuits:
analog circuits and digital circuits. Analog circuits
represent and process information in continuous or analog
form while digital circuit information is represented and
processed in discrete binary form. Most components of
modern electronic devices are digital circuits and the
transformation from analog to digital is still underway. Use
the media for storing music as an example. The traditional
audio cassette tapes store music as analog signals, while the
MP3 music players that became extremely popular in the
last decade store music as digital signals. Compared with
analog systems, digital systems have many advantages in
terms of flexibility, programmability, computational
capability, numerical accuracy, information storage and
retrieval, error detection and correction, and miniaturization
[7].
The same logic function can be implemented by different
digital circuits with varied complexities. Thus, it is
necessary to find the optimal digital circuit with minimum
complexity for the desired function. Such process is called
digital circuit optimization or simplification, which is
important to reduce the size and weight of electronic
devices and prolong their battery life. For example,
consider the evolution of cell phones since their inception
in terms of size, weight, and battery life. Circuit
optimization is an important theoretical concept covered in
introductory digital circuit courses. Various techniques
have been developed in the last several decades for digital
circuit optimization, including Boolean algebraic
manipulation and minimization, Karnaugh maps, QuineMcCluskey, Petrick's algorithm, Espresso, and others [7].
The Karnaugh map is the standard method to teach digital
circuit optimization in introductory digital circuit courses
because it is a graphical representation that facilitates logic
simplification providing a standard and systematic way for
circuit optimization.
Karnaugh maps, also known as K-maps, are graphical
representations of logic circuits which can also be
represented by Boolean algebraic expressions. The sides of
a K-map present circuits inputs while each cell of a K-map
represents the corresponding circuit output with values of 1
or O. Figure 1 shows a K-map representing a circuit with 4
inputs. K-map optimization is essentially the process of
finding a minimum number of maximal aggregations of Kmap cells with values of 1 according to a set of rules.
Circuit simplification using K-maps requires an
understanding of several key concepts including implicant,
prime implicant, and essential prime implicant [7-8]. To
find the optimized expression of a K-map, all prime
implicants must be identified first. The optimized
expression is the logic sum of all essential prime implicants

and other prime implicants consisting of minterms not
included in the essential prime implicants. The remaining
nonessential prime implicants can be determined using a
selection rule that minimizes the overlap among prime
implicants [8]. K-maps are introduced in introductory
digital logic circuit courses such as ECE 241 Digital Logic
Circuit at Old Dominion University. Without understanding
and using K-maps proficiently, students are likely to fail in
this introductory course and more advanced digital circuit
courses.

Fig. 1. A 4 variable K-map.

III. GAME DESIGN
The goal of the game Digi Island is to provide both a
formal introduction to K-maps and an engaging game
setting that encapsulates the K-maps. To this end, Digi
Island is designed as a construction based strategy game [910]. The game has three modes: Tutorial Mode, Practice
Mode, and Play Mode. The Tutorial Mode provides several
tutorials about the K-map through exemplary circuits with
2, 3, and 4 inputs. This mode identifies implicants, prime
implicants, and essential implicants in these circuits,
illustrates the procedure of selecting essential prime
implicants and nonessential implicants using the selection
rule, and finally generates the Boolean expression for the
optimized logic circuit. The Practice Mode displays
arbitrarily generated K-maps with 2, 3, and 4 input
variables and asks the player to identify the essential prime
implicants. User interfaces should be provided to start and
end identification of these terms. The player also needs to
generate the optimized Boolean expression. User interfaces
should be provided to the player to enter input variables,
their complements, and the logical OR operation. Both the
Tutorial Mode and Practice Mode provide instructions and
practices using standard representations of K-maps that are
used in regular classrooms.
The Play Mode is the fun part of the Digi Island game.
There are no more K-maps in the Play Mode and instead
the player sees a beautiful island (called Digi Island) in the
Pacific Ocean. In the game, the player is an adventurer to
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the Digi Island and will transform it into a tourist attraction
by developing real estates such as amusement parks and
hotels. However, not all places can be exploited by the
player such as rocks and reserves for wild lives. The player
is given a map of Digi Island that labels all usable and
unusable spaces. Large buildings bring about better
financial outcomes as they provide more efficient
utilization of the space. Thus, the goal of the player is to
construct a minimum number of buildings as large as
possible covering all the usable spaces, while satisfying the
regulations of the Pac Republic, which exercises
sovereignty over Digi Island. Some sample regulations are
listed below.
•
•
•

All the spaces occupied by each building must be
adjacent to each other.
The number of usable spaces (blocks) in each
building must be a power of 2.
Sharing spaces between adjacent buildings is allowed,
but should be minimized.

Initially, the player has a certain amount of cash that can
be used to exploit the island and construct buildings on the
usable spaces. Depending on the importance of the
buildings, they have different values and are represented
differently, e.g. single houses or skyscrapers. Larger
buildings are more valuable and generate more profit for
the player and thus more points.
In addition to the game design discussed above, the game
has a number of other requirements. The game must be
deployed and playable on personal computers and the
Microsoft Windows Phone The touch screen of the
Windows Phone needs to be utilized as an input device.
Sound effects are also required to provide user feedback.
Voice instructions should be provided as well.

IV. GAME DEVELOPMENT
The development of the game Digi Island contains two
major components: front end and back end. The front end
mainly contains a graphical user interface which displays
menus, tutorials, and K-maps. The front end has different
user input modes for K-map manipulation and provides
user feedback for their actions. The back end contains the
major logic for digital circuit optimization, that is, for an
input digital circuit, the back-end generates the optimized
Boolean expression, compares that with the player's
solution (answer), and provides feedback to the player. In
the following, the back end is discussed first.
A. Logic Circuit Optimization
Since the goal of the game is to help the player learn
logic circuit optimization using K-maps, the game must

know the final optimized Boolean expression for an input
logic circuit. Although K-maps are effective visual tools
used by humans for manual circuit optimization, they are
not suitable to be implemented on computers for automatic
circuit optimization. Several other logic circuit optimization
algorithms have been developed. However, here we mainly
discuss the two most widely used methods: Espresso
algorithm and Quine-McCluskey algorithm.
The Espresso algorithm is the de facto industry standard
for circuit optimization and it was initially created by
Brayton et al. [11] and later revised by Rudell of University
of California at Berkeley [12]. The Espresso algorithm is a
heuristic but effective algorithm in terms of memory usage
and computational complexity. Although it does not
guarantee to produce an optimized circuit, in practice it
always leads to a solution that is either optimal or very
close to optimal. The source code of the Espresso algorithm
in C programming language is available for downloading
from the University of California at Berkeley [13]. There
are several options to utilize the Espresso algorithm in the
game: 1) porting the Espresso C source code to C# in the
game, 2) compiling the source code into libraries and
calling the libraries in the game, and 3) calling the
executable of Espresso directly. Considering that the
Espresso algorithm has a high degree of complexity, it was
not feasible to port the Espresso source code from C to C#
in this project. Options 2 and 3 worked for the game
running on the personal computers (PCs), but not for the
game on the Windows Phone since there is no C compiler
that can generate object code for the Windows Phone
platform. Considering these obstacles, the Espresso
algorithm was not deemed suitable for this project.
The Quine-McCluskey algorithm is another widely used
method for circuit optimization [14-15]. The QuineMcCluskey algorithm is designed to work similarly to the
human brain's pattern recognition. It is a systematic method
that guarantees to produce the optimized Boolean
expression and its tabular form making it suitable for
computer
implementation.
The
Quine-McCluskey
algorithm first finds all implicants with n variables, then
combines some of them to implicants with n - 1 variables,
and continues this combination process until all prime
implicants are found. The algorithm then identifies all
essential prime implicants using a prime implicant chart.
However, the circuit is not fully optimized or minimized
yet as the remaining prime implicants may still have
overlap. A covering procedure is then utilized to select a
minimum number of remaining non-essential prime
implicants in the prime implicant chart so that the circuit
function is fully covered. Unlike the Espresso algorithm, no
authoritative source code exists for the Quine-McCluskey
algorithm. Since it is a systematic method that is
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straightforward to implement, the team decided to develop
the C# code for the Quine-McCluskey algorithm from
scratch.
The Microsoft .NET Framework and C# programming
language were utilized to develop the code. C# is an objectoriented programming language drafted by Microsoft and
has been approved as a standard by ISO. The final version
of the developed algorithm based on the Quine-McCluskey
method takes an input of an n variable K-map and
iteratively discovers all possible solutions, eliminating
overlaps and unnecessary implicants through each iteration.
In order to facilitate the best possible gaming experience,
the algorithm returns not one solution but a list of all
possible solutions which allows for the greatest flexibility
in the playstyle of the game.
B. Game Play
Microsoft XNA Game Studio is a game development
toolkit for Windows, Xbox 360, Zune HD players, and
Windows phones. The XNA Game Studio consists of two
parts: XNA Framework and a set of tools and templates for
game development. The XNA Framework is an extensive
set of libraries for game development based on the
Microsoft .NET Framework. It encapsulates low-level
technical details so that game developers can focus more
on content and high-level development [16]. XNA
provides templates for common tasks, such as development
of games, game libraries, and game components. It also
provides utilities for cross-platform development,
publishing, and deployment. Developers can make use of
both the XNA Framework and the .NET Framework in the
game with the former for game-specific tasks such as
graphics rendering and managing inputs and latter for more
general programming tasks.
XNA Game Studio is a powerful tool for rapid
development of cross-platforms and was selected as the
tool to implement the graphical user interface and game
play. XNA Game Studio 3.1 was used in the original
development of Digi Island, but was later upgraded to the
recently released XNA 4.0 which enabled support for the
newly released Windows Phone. The new update allowed
for a wide variety of touch screen interactions including
gestures and multi-touch capabilities. Object oriented
programming (OOP) was utilized and a number of classes
were developed to represent different game scenes,
graphical user interface, user inputs, K-map, and logic
circuit optimizations. XNA Game Studio provides a
fundamental class Game that handles game logic update
and drawing. A class diagram of the game is shown in
Figure 2.

Fig. 2. Class diagram of Digi Island. Main classes connected to
GameScene; support classes shown below.

V. RESULTS
As of February 2010, the Digi Island game is almost
fully operational with a few minor graphics and
visualization updates yet to be implemented. The game has
a fully functional tutorial which demonstrates the form and
function of Karnaugh maps to students and aids them in
learning how to interpret a K-map and solve for the most
optimal digital logic solution. The PC version contains
voice overs for the tutorial recorded by the authors for the
edification and clarification of the player. The voice overs
were omitted in the Windows Phone version, however, due
to space requirements for smart phone applications.
The main menu is the player’s access point to the rest of
the game. The user may choose to immediately access the
single player mode or read the tutorial first; the multiple
player and record modes are not functional at this time and
will be implemented in the future. The Tutorial Mode is
designed to familiarize the player with the concepts behind
K-maps and how to solve them quickly and efficiently. The
player starts the tutorial on page one and may flip back and
forth through the different pages of the Tutorial Mode by
clicking on the large yellow arrows on the bottom left and
right of the screen. The tutorial begins with very simple,
straightforward introductions to a K-map, but the topics
and teachings become more advanced as the tutorial
progresses. Once finished, the player may exit to the main
menu by clicking the “Menu” button in the bottom left
corner of the screen. The submenu displays when the user
selects the “Single Player” option on the main menu and
acts as a gateway between the four playable modes. The
player may return to the main menu in the same manner as
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the tutorial: by clicking the menu option in the bottom left
corner of the screen. See Fig. 3 for screen captures
displaying the main menu, Play Mode selection menu and
Tutorial Mode.

(a)

(c)

(a)

(b)

(c)

(d)

(b)

(d)

Fig. 3. Screen captures of Digi Island menus and tutorial. (a)Main
menu. (b)Single Player submenu. (c)Tutorial Mode. (d) Example of
advanced topic later in the tutorial.

The Practice Mode is also fully functional and contains
three separate types of practice options, up from the
original two. The first mode is the Prime Implicant mode
which generates a random K-map and asks the user to
select the prime implicants. Each time the player selects the
correct implicant, their score is increased by one hundred
points and the logical value of the selected implicant is
displayed for the user to associate with the selected
implicant. Once all implicants are selected, the user can see
the entire optimized equation and may scroll over each term
to see how it corresponds to the map. Further K-maps are
generated randomly in this manner until the player exits the
Prime Implicant mode. An example of the process of
solving a K-map in this mode is shown in Fig. 4.

Fig. 4. Examples of Prime Implicant Mode. (a)Randomly
generated unsolved K-map. (b)Partially solved K-map with 2
remaining unsolved implicants. (c)Fully solved K-map.
(d)Mouseover Boolean logic text highlights corresponding implicant.

The Equation Select mode displayed in Figure 5 also
generates a random K-map in a manner similar to the Prime
Implicant mode. However, instead of requiring the user to
highlight implicants on the map itself they are required to
input the logical value of the implicant instead. For
example in a four variable K-map the user can select a
value using some combination of “A”, “B”, “C”, “D” and
their respective NOT symbols which generates the logical
value for the implicant they wish to select.
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(a)

(a)

(b)

(c)

(d)

(b)

Fig. 5. Screen captures Equation Select Mode. (a)Randomly
generated K-map ready to be solved by the player. (b)Solved K-map
that highlights implicants corresponding to the Boolean logic value
mouseover text.

The final Practice Mode option is the User Select Mode,
which differs from the Prime Implicant mode because
he/she must instead input a map of his/her own choosing
and solve it, rather than solving a computer generated map.
This allows the player the freedom of testing their
understanding about a particular K-map, which is useful as
some possible permutations of K-maps have multiple
solutions and can be difficult to interpret. For example, in
Figure 6 below, the player begins with a completely blank
K-map or a K-map filled entirely with zeroes. The player
wants to practice a very difficult K-map and creates the
map by clicking on the blank map to fill in ones in
appropriate squares. The player then clicks the button
“Confirm Map Creation” on the K-map he/she wants to
solve. The game then takes the map the player designed
and generates all possible minimal solutions then returns
the number of prime implicants the player needs to locate.
The player may then solve the map in a fashion similar to
that used in the Prime Implicant mode.

Fig. 6. Screen captures of User Input Mode. (a) A blank K-map.
(b) User generated K-map. (c) User generated K-map converted to
solvable K-map. (d) Solved user generated K-map.

The Play mode as currently implemented replaces the Kmaps of the Practice mode with Digi Island, a beautiful and
untamed land that the player must develop with real estate
in order to attain the maximum profit. The user may select
a building size from one of eight buttons on the playing
field and once generated may drag the building to a site on
the island. If the selected area on the island is suitable for
building, then the building is constructed and the player
receives income specific to the constructed building. If the
location is unsuitable or overlaps with another building, the
player receives a penalty for not optimizing the available
space.
The Digi Island game is now fully deployable and
playable on the Windows Phone platform. The phone has a
touchscreen for input so the user may select implicants
and/or buildings with a touch rather than a mouse click.
Implementation on the phone also allows for a few gesture
innovations such as resetting the mode currently being
played via touching the screen with two fingers. See Fig. 7
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below for an example of the Prime Implicant Mode as
played on the Windows Phone.

Fig. 7: Digi Island deployed on the Windows Phone 7.

VI. ANALYSIS AND FUTURE DEVELOPMENTS
The Digi Island game already demonstrated many
advantages over traditional teaching methods. For example,
the typical K-maps in the textbooks contain many
overlapping rectangles representing different primary
implicants, making them visually confusing and difficult to
understand. In the Digi Island game, each primary
implicant can be selected and highlighted individually
through user interactions, leading to a much clearer
representation and better understandings. Advanced
rendering techniques, such as transparency control using
alpha maps, can be used to align two K-maps to facilitate
groups of minterms, which is not possible by using just
plain textbooks or paper and pencil methods.
One important principle of learning is to connect new
concepts and understanding to pre-existing knowledge
[17]. The Digi Island game elegantly converts boring 1s
and 0s in digital circuits into usable and unusable spaces on
a beautiful island and transforms K-map optimization into
real estate development, an activity with which many
students are familiar and also interested in. The rules for Kmap optimization exhibit themselves as construction
regulations for real estate development. Players will be
more engaged when they deal with real assets such as
skyscrapers and amusement parks rather than blocks of
abstract 1 s and 0s.
The conversion of the Digi Island project into a format
deployable on the Windows Phone resulted in another

advantage over traditional learning methods: portability.
Once submitted to Microsoft’s App Hub, Windows Phone
users will be able to download and play the Digi Island
game in a matter of moments, allowing them to play the
game by merely pulling out their smartphone and starting
the application. This way, the player may execute the game
in nearly any location, without the need for a computer.
The learning process will no longer be limited to the lecture
hall or confined to the PC; the user may play the game in
any place, at any time.
An area of future development is to include "don't cares"
in the K-maps, which are the outputs of certain inputs that
do not matter. The "don't cares" can be treated as either 1 or
0. Usually including the "don't cares" in the K-map
optimization can further simplify the circuit’s logical
solution.
The game can be further expanded to have multi player
mode to form more competitive and engaging game plays.
Players can face off against each other to see who can solve
a K-map the fastest. With networking, a game server can
also be setup to store player configuration and
performance. The Windows Phone in particular supports
the multiplayer upgrade, as each phone supports
multiplayer connections via the Windows Live. One may
connect to the Windows Live service, look for other people
also playing the Digi Island game and connect with them
for a multiplayer experience, in a manner similar to that of
XBOX Live multiplayer.

VII. CONCLUSION
K-maps are an important tool for teaching digital circuit
optimization and simplification which is critical to reduce
physical size and power consumption of electronic devices
and prolong their battery life. This paper discussed the
design and development of Digi Island, a serious game
based on K-map optimization. The game was developed as
a product of a senior design project at Old Dominion
University and continued as a research project in the
Modeling and Simulation graduate department of Old
Dominion University. Digi Island is a fun and engaging
game that offers many advantages over traditional teaching
methods of K-maps and it will be completed and released
in the near future.
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training is a very important aspect of promoting and executing war fighting
excellence. During the military training planning process, requirement
versus capability preparations often involve additional training approaches
that include new methods or techniques that are not currently conducted in
military training simulations. How are decisions made when determining the
selection of military training simulations with respect to military training
requirements? Is there a general methodological approach that decisionmakers are utilizing? This research will first perform a literature review to
identify relevant previous literature in this area. Previous literature will be
examined to determine if multi-criteria decision-making techniques were
utilized, and to what extent. Utilizing the results of the literature review, the
focus of this paper is to identify the benefits of having a general
methodological approach and to identify, what, if any, previous approaches
can be utilized in the development of a comprehensive methodology.

Simulation–Based Education for Teens Concerning
Their Health Now and In Years to Come
Charles Reese
Old Dominion University
Norfolk, VA 23508 USA
Abstract- One of the fastest growing problems in the United
States today is the issue of childhood obesity. It causes issues that
are far greater than most realize. Most adults that are overweight
began that process of gaining weight many years ago when they
were first making choices concerning their levels diet and
exercise. Now as an adult they realize their mistakes but are
forced now to pay the price for the uninformed decisions they
made years earlier. It is much more difficult to reverse these
effects as an adult as it would have been to stop these events from
occurring.
This paper discusses a simulation to inform high school health
class students that the choices you make as a child/teen or early
adult can impact your life for years to come. The simulation
introduces the student to variables such as their weight, calories
consumed, BMI, and BMR. The student can then experiment
with the simulation to determine their current level of health and
the state of their health in years to come. The objective is to
create a mental model that the learner can refer to when they
make the decisions not exercise or to overeat. That mental model
will serve as a guide to help them make the correct choices since
they saw the negative effects bad choices made at this age will
have on their life in the future.

I.

INTRODUCTION

Many Americans die each day from complications related to
obesity; despite billions of dollars spent by the government for
health costs (hospital visits and medicine) the number
continues to rise. The best solution would be to address this
problem at its infancy before it becomes out of hand. One
solution is education before or during the critical years when
teens become adults and begin to make the choices concerning
their level of exercise and what and how much they eat. The
goal is to allow them to interact with a simulation that explains
this underlying process in a manner that most students this age
are comfortable with.
While traditional education is still applicable such as a
health class, the introduction of a computer simulation
increases the likelihood of the student being motivated to learn
the material. The easiest way to get someone to learn is to
make it fun and not to let them know they are learning. This
paper describes the simulation design process, from the
inception of the idea to creating a working simulation that can
be used for the purposes described above.

II. LITERATURE REVIEW
The general instructional approaches this simulation will
follow are cognitive strategies to help the learner construct a
mental model of how diet and exercise affect weight and
health. The main instructional approach within the simulation
will be generative, and more specifically through elaboration.
To help the learner build a mental model and link it to existing
schemata, the learner will be asked questions both within the
simulation and on an associated worksheet. These questions
will require the learner to predict what will happen within the
simulation and in the future. One example would be, “If you
reach this body weight, what impact would it have on your
ability to do your job? What impact will it have on your social
life?” These questions will also allow the affective aspects of
the objectives to be addressed as well.
The scenario is based on recommendations from Campbell
and Monson (1994) to provide information to the learner on a
just-in-time basis. Rather than beginning with expository
content, the learner has the option to begin immediately with
the simulation, the personal exercise, or an orienting section
describing basic operation of the simulation based upon their
level of knowledge as a novice or expert. Choi (1997) suggests
that the simulation provide an opportunity for coaching on
how to use the simulation, along with a situation to engage the
learner’s interest. The concepts are introduced along the way.
This model is verified through comparison of outputs from a
scientific model developed by Kosinski (2005). The Kosinski
(2005) model is much more in depth and approaches the same
process considering the internal chemical and physiological
processes associated with the body’s processes as factors of
types of activity and calorie intake. One limitation of the
Kosinski (2005) model was in its limitations of specific
physical activities to be factored into the process. An
additional limiting factor in the Kosinski (2005) model was
that it presented two separate models based upon gender. The
current model developed as a part of this process uses the
equations listed later in this paper in calculations for BMI and
BMR. It is believed that the model fidelity may actually
permit the model to be used at dual levels: 1) understanding
the predictive results to change behavior, and 2) allow more
advanced learners to investigate the model itself and provide a
greater transfer of learning by understanding the relationships
of the variables involved.

Figure 1. STELLA Model

III. PROJECT WORK
The purpose of the simulation is to illustrate the impact and
relationship diet and exercise has on diabetes and heart disease
in adolescents in order to affect their dietary and exercise
choices. The instructional objectives are to ensure that at the
end of this simulation, the learner will be able to:
1) Calculate their ideal body weight using height/weight
charts;
2) Identify the concepts of Body Mass Index (BMI) and
Basal Metabolic Rate (BMR);
3) State the effect exercise and nutrition have on BMI
and BMR;
4) State the link between obesity and heart
disease/diabetes;
5) Compute the caloric intake and level of exercise
required for them to maintain or achieve ideal body
weight using the simulation; and
6) Construct a 7-day nutrition and exercise plan to reach
their ideal body weight in a healthy manner using the
guidelines from the FDA, an exercise data table, and
a spreadsheet.
The Learner
This simulation is aimed at a high-school audience; learners
are in grades 9-12 and are typically 14-18 years of age. They
will use this simulation as part of a health and physical
education class, but they possess limited knowledge about
nutrition. Specifically, these learners: 1) are comfortable using
window computer environments including web browsers; 2)
may have low motivation to complete assignments in a passfail health/physical education class; and 3) are able to speak,
read, and write English at a minimum of an eighth grade level.
Because this instruction will take place in a standard, required
course, learners represent a wide range of physical and mental
abilities. Some learners will have physical or learning

disabilities. Some accommodation outside the simulation will
be necessary for more severe cases.
As learners begin using the instructional simulation, they
must already be able to: 1) turn on and log on to a personal
computer on a school network; 2) control programs using a
mouse; 3) enter numbers using the keyboard; 4) enter data into
a spreadsheet; 5) use standard graphical user interface
elements including radio buttons, check boxes, scroll bars,
sliders, and buttons; and 6) use a web browser to navigate a
web site.
Learners are taking this course to fulfill a requirement.
Motivation will vary widely from learner to learner. Some
students may be motivated to learn about nutrition and
maintain a healthy body weight because of personal or family
history. However, many learners’ motivation will be low
because in many schools the health and physical education
component is pass or fail. The simulation and the surrounding
instruction will have to convince the learners of its usefulness
since learners will enter the instruction with differing
perceptions of its use. Accountability will happen as part of
the course when the learners have to turn in several
worksheets for course credit.
This simulation is directed at schools with either computer
labs or one-to-one programs in which students have access to
a computer. Every learner should have access to his or her
own computer for the entire time period of the simulation. The
learner may need access to a printer for some of the resource
materials unless they are printed in advance and distributed
with the worksheets and instructions.
Learners are expected to apply the knowledge gained from
this simulation in their lives. Unfortunately, this is a very large
context over which the designers have no control. For
example, even in the school cafeterias good nutrition is not as
important as the bottom line. Learners will need to make
nutritional choices in an environment that offers many bad
options and few appealing good options. The instruction will
have to take this into account and equip the learner to make
good choices in spite of a difficult environment.

The Simulation
Learners sit down individually in front of the simulation as
part of a high school health class. They enter some basic
information including name and gender, and are then
introduced to a case study matching their gender. For example,
a story of a teenager close to their age with a brief biography
and a photograph is displayed. The next screen takes them to
the main simulation screen, but all the controls except for the
Run button are locked. The case study shows an individual of
average weight, with their caloric intake and exercise level
fixed. When the user runs the simulation, the case study’s
weight slowly increases over time, as displayed by the
growing silhouette and on the chart. The user is then randomly
presented with a weight-related health issue such as diabetes
or heart disease that the case study is said to experience.
The learner is then introduced to the concept of BMI; a
definition is presented and the location of BMI on the main
simulation screen is pointed out by a callout. The learner is
then informed that one of the contributing factors to BMI is
caloric intake. The control for caloric intake is then unlocked
in the simulation and the learner is encouraged to run the
simulation again after changing the value. When the learner
clicks the run button, a dialog will ask the learner to predict
what will happen over time; this is a generative strategy to
reinforce the concept of BMI. If caloric intake is adjusted
down and the simulation is run again, the case study’s weight
will still increase but less drastically.
Next the learner is introduced to the concept of Basal
Metabolic Rate (BMR), which influences how the body stores
or expends excess calories. The control for exercise level is
then unlocked, and the learner is encouraged to run the
simulation again modifying both caloric intake and exercise
activity. Again when the user runs the simulation, they will be
prompted to type in a prediction and explain why they made
that prediction. With both controls unlocked, now it is possible
for learners to keep the case study’s BMI within a desired
range. The learner receives feedback based on how the case
study does. If the case study’s BMI changes too much or if the
input values were not realistic, they are encouraged to try
again.
Learners are then prompted to enter their height, weight, and
BMI. These attributes are located on a worksheet from a prior
day in health class where this was measured by the teacher. A
height and weight chart is displayed on the screen along with
instructions on how to read it. The learner is then asked to
locate the ideal weight for their height and build on the chart
by clicking on it. If the learner clicks incorrectly they are
given additional help, but after a third incorrect try the correct
weight is highlighted on the chart. Feedback is then given
based on the comparison between their BMI and weight to the
ideal values displayed on the height/weight chart and BMI
range chart.
Next the learner is returned to the main simulation screen,
but this time the simulation is based on their actual height and
weight. The caloric intake input is set high by default, to
represent an average American diet, and the exercise slider
also starts at the low end. Learners may run the simulation

with these values to see what happens first, or they may begin
by changing the values. Under the exercise level control, an
exercise data table is linked so that learners may look up the
value corresponding to their actual or desired activity level.
While using the simulation with their real data, learners
follow a worksheet. This worksheet asks them to record each
set of inputs they enter and then record the results. At this
point, learners will be able to run the simulation in five year
increments and adjust input values at each interval. When
learners have reached a reasonable caloric intake and activity
level and have reached or maintained a healthy BMI, they
record the results in the next section of the worksheet. Using
the exercise data table in the simulation, they create an
exercise plan to reach that level of activity and record it on the
worksheet. As a final activity, they are taken to a website
listing the calorie contents of common foods. Then using a
spreadsheet, they create a 7-day nutrition plan which fits the
caloric intake they identified in the simulation.

Figure 2. User Interface Storyboard

PowerPoint is used as a storyboarding tool to illustrate the
user interface and interact with the model underlying the
simulation. An example screen is shown in Figure 2.
STELLA

The model was developed using STELLA v9.1.4 as shown
in Figure 1. It graphically depicts changes in learner weight as
a function of physical activity level and calorie intake over
time. The predictive value of the model is found in the
resultant BMI, which may be used as a measure for potential
alerts specific to Type II diabetes and heart disease. Variables
specific to the user’s age, weight, height, and gender are used
to calculate BMI. The BMI calculations are based upon widely
accepted formulas as well as inputs into calculating the user
unique BMR to determine calorie expenditures. The
underlying model and formulas used in the calculations from
the equations screen are presented below. The interface
screens displayed below are presented here only for
understanding as they relate to the model.

The User Input Variables:
The following are variables the user supplies to the simulation.
Figure 3 shows the user interface for manipulating these
variables.
 Current Weight: Weight of learner in pounds.
 Current Height: Height of learner in inches.
 Current Age: Age of learner in years.
 Calories Consumed: The learner’s actual, estimated, or
planned caloric consumption derived from worksheets and
additional instructional content linked to the model.
 Activity Level: The learner’s actual, estimated, or planned
activity level derived from worksheets and additional
instructional content linked to the model. The activity level
is based on the Harris Benedict indicators of activity as it
impacts metabolic rate due to level and intensity and is used
in determining total number of calories expended on a daily
basis.

Figure 3. STELLA Screen for User Input Variables

The Hardcoded Variables:
The following variable is hardcoded into the simulation.
 Calories per Pound Conversion Rate: Used to determine the
number of calories associated with a pound of body fat, and
is set to 3,500 based upon web-based searches.
The Calculated Variables:
The simulation calculates the following variables based on the
equations supplied.
 BMI: Based upon the learner’s height and weight as it
changes through the execution of the model. It is used as a
factor in determining the obesity index as an indicator for
diabetes and heart disease related complications due to
nutrition and activity levels. The formula is defined as:
 Obesity Index: An integer value derived from the BMI and
is used as an indicator for potential diabetes and heart
disease risks over time. The indices are:
0 = underweight (BMI < 18.5),
1 = normal (BMI < 25),
2 = Overweight (BMI < 30),
3 = Obese (BMI < 40),
4 = Morbidly Obese (BMI > 40).

 Male BMR: Calculated by converting English
measurements to metric equivalents and used to derive the
number calories expended by males attributed to natural
physiological metabolic activity. The formula is defined as:

 Female BMR: Calculated by converting English
measurements to metric equivalents and used to derive the
number calories expended by females attributed to natural
physiological metabolic activity. The formula is defined as:

The Stored Variables:
The following variables are maintained internal to the
simulation.
 Adjusted Age: Tracks the age progression from Current Age
as the model executes and is used in adjusting for height
changes due to maturation.
 Adjusted Height: Tracks the height progression as the
model executes and is used in adjusting for BMI and BMR
calculations.
 Male Body Weight: Tracks the adjusted weight for males as
a factor of calories consumed, activity level, BMR, and
weight measures over time.
 Female Body Weight: Tracks the adjusted weight for
females as a factor of calories consumed, activity level,
BMR, and weight measures over time.
 Male Adjusted Weight: Tracks the adjusted weight for
males as a factor of calories consumed, activity level, BMR,
and Male Body Weight measures over time.
 Female Adjusted Weight: Tracks the adjusted weight for
females as a factor of calories consumed, activity level,
BMR, and Female Body Weight measures over time.
The Output Variables:
The following variables are computed and displayed to the
user. They are output as shown in Figure 4.
 Male Weight: Tracks the adjusted weight for males as a
factor of calories consumed, activity level, BMR, and Male
Body Weight measures over time.
 Female Weight: Tracks the adjusted weight for females as a
factor of calories consumed, activity level, BMR, and
Female Body Weight measures over time.
 Male Body Weight Gain/Loss: Tracks the adjusted weight
gain/loss for males as a factor of calories consumed, activity
level, BMR, and weight measures over time.
 Female Body Weight Gain/Loss: Tracks the adjusted weight
gain/loss for females as a factor of calories consumed,
activity level, BMR, and weight measures over time.

Figure 4. Output Variables

Instructor Support
The instructor packet which is delivered as part of the
instructional simulation contains the guide and worksheet as
one document. They have been separated in this design
document for descriptive purposes for use by the final design
team. The Activity Worksheet described in the instructor
guide is contained below. The instructor guide is provided to
the teacher of the high school health class; even though they
should be able to instruct the students on how use this
simulation with little trouble.

The teacher should assist the students in measuring their
height, weight, and measuring their BMI accurately. The
height can be measured with a tape measure, the weight can be
measured with a simple scale, and the BMI can be measured
using a skin fold thickness caliper. This caliper can be of any
type such as “Figure Finders” 14W5058 from Ward’s catalog
at a price of $14.50. The teacher should ask the students for
their permission and assistance in performing the BMI testing.
It should be done by a female for female students and by a
male for male students.
The activity worksheets contained in the instructor guide
packet and shown in Figure 5 are used to record the student’s
height, weight, and BMI readings as described above. These
items should be recorded under Part 1 of the worksheet. Direct
students to run the simulation to determine their caloric intake
and activity levels required to meet their desired ideal weight.
Have students record the results under Part 2 of the worksheet.
Additional copies of the worksheet may be provided as
needed.
Questions concerning the instruction, model, interface, or
any other aspects of the simulation may be directed to: Charles
Reese at the Support Information and Additional Resources
help desk available at crees008@odu. For additional
instructional resources, you may refer to: Kosinski, B. (2005).
Exploring weight regulation using Stella modeling software.

Name: ________________________

Exercise Your Heart and Your Mind: Student Worksheet

Part 1. Your teacher will help you measure your height, weight, and BMI. Record the measurements you get here.
Height: (inches) _________ Weight: (pounds) ________
BMI:
_________
Part 2. Bring this worksheet when your class goes to the computer lab to run the simulation. When you get to the “Your Turn” part, use the tables below to
record the values you try and the results. If one run through the simulation doesn't get you good results, just move on to the next copy of the table and try again.

Attempt 1
Input (before you click Advance 5 Years)
Calories Consumed

Activity Level

Attempt 2
Results (after advancing 5 years)
Weight

Input (before you click Advance 5 Years)

BMI

Calories Consumed

Age

Age

18

18

25

25

30

30

35

35

40

40

45

45

50

50

55

55

60

60

Figure 5. Simulation Worksheet

Activity Level

Results (after advancing 5 years)
Weight

BMI

IV. FUTURE WORK
Currently learners are instructed to record caloric intake and
activity data on worksheets external to the simulation. Future
design considerations include the recommendation to build
these worksheets into the simulation to avoid a Cognitive
Load Theory (CLT) split-attention effect between the
worksheet and simulation. Therefore, a more suitable type of
media may need to be used for the interface.
The model is an underlying representation of the
phenomenon specific to be used within an instructional
context. Currently two variables need definitive and validated
sources from scholarly resources: Calories per Pound and the
adjustment factor for changes in height. The latter variable
may require the addition of another computational procedure
based upon models for height prediction as a factor or parental
height. Additionally, as many other factors are associated with
accurately predicting weight gain and loss, the precision of the
data does not include other complicating lifestyle or health and
wellness factors. The model makes some basic assumptions
about the learner, to include a standard degree of emotional,
physical, and mental health and ability. These factors should
be at least addressed as disclaimers within the instructional
content.

1

C

D

E

The final design team shall be responsible for a complete
formative evaluation, to include SME Review, learner talkaloud protocol testing, and small group review. The results of
these evaluations shall be referred back to the preliminary
design team for assessment. The preliminary design team shall
conduct as small scale field test of the product in support of a
final production decision. To test the simulation in the short
term, the teacher could monitor the students’ behavior as it
applies to their diet and exercise and measure changes in
weight and BMI over the course of the health class. For long
term testing, the simulation would have to be used in the
manner listed above for short term testing but then check back
with the students at regular intervals no later than each 10 year
high school reunion. During this 10 year evaluation, the
teacher can measure the students again and ask what impact
the students feel the simulation had on their current overall
level of health.
V. SIMPLIFIED VERSION
An Excel version of the simulation was also created to make
it easier to use by others and to be able to explain the process
better. The first spreadsheet, shown in Figure 6, lists all the
variables and the outputs in chart form as the years go by. The
second spreadsheet list all the formulas used in the first
spreadsheet to explain the calculations to others as shown in
Figure 7. Finally, there is a simplified model shown in Figure
8 explaining the impacts one variable has from the input
through the output.

A

B

F

G

H

I

Initial Age

35

Time (years)

Current Age

Current Height

Current Weight

J

K

Current BMR Current BMI

L

M

Net Change

Obesity Index

2

Initial Height

70

0

35

70

215

2060.75

30.93

0

3

3

Initial Weight

215

1

36

70

214.98

2053.84

30.93

-0.017357143

3

4

Maturing

1

2

37

70

214.97

2046.93

30.93

-0.017357143

3

5

Activity Factor

1

3

38

70

214.95

2040.02

30.93

-0.017357143

3

6

Calories Consumed

2000

4

39

70

214.93

2033.12

30.92

-0.017357143

3

7

Change in Years

1

5

40

70

214.91

2026.21

30.92

-0.017357143

3

8

6

41

70

214.90

2019.30

30.92

-0.017357143

3

9 You can change any of the above conditions

7

42

70

214.88

2012.39

30.92

-0.017357143

3

10

8

43

70

214.86

2005.48

30.91

-0.017357143

3

11 Activity Factor of 0 equals no exercise

9

44

70

214.84

1998.57

30.91

-0.017357143

3

12 Activity Factor of 1 equals walking level of exercise

10

45

70

214.83

1991.67

30.91

-0.017357143

3

13 Activity Factor of 2 equals running level of exercise

11

46

70

214.81

1984.76

30.91

-0.017357143

3

14 Activity Factor of 3 equals professional athlete level of exercise

12

47

70

214.79

1977.85

30.90

-0.017357143

3

15

13

48

70

214.77

1970.94

30.90

-0.017357143

3

16

14

49

70

214.76

1964.03

30.90

-0.017357143

3

17

Growing

0

15

50

70

214.74

1957.12

30.90

-0.017357143

3

18

Male Gaining

-0.017357143

16

51

70

214.72

1950.21

30.89

-0.017357143

3

19

Male Metabolizing

-0.017357143

17

52

70

214.70

1943.31

30.89

-0.017357143

3

Figure 6. Excel Spreadsheet #1

1

A

B

Initial Age

35

C

D

E

F

Time (years)

Current Age

Current Height

2

Initial Height

70

0

=B1

=B2

3

Initial Weight

215

=D2+$B$7

=E2+$B$4*$B$7

=F2+$B$17*$B$7

4

Maturing

1

=D3+$B$7

=E3+$B$4*$B$7

=F3+$B$17*$B$7

5

Activity Factor

1

6

Calories Consumed

2000

7

Change in Years

1
Current Weight

Current BMR

=B3

=66+(13.75*(D9/2.2))+(5*(F2*2.54))-(6.8*E2)

=D9+$B$18*$B$7

=66+(13.75*(D10/2.2))+(5*(F3*2.54))-(6.8*E3)

=D10+$B$18*$B$7

=66+(13.75*(D11/2.2))+(5*(F4*2.54))-(6.8*E4)

8
9

You can change any of the above conditions

10

11 Activity Factor of 0 equals no exercise

12 Activity Factor of 1 equals walking level of exercise
13 Activity Factor of 2 equals running level of exercise
14 Activity Factor of 3 equals professional athlete level of exercise
15

Current BMI

Net Change

Obesity Index

16

=705*D9/(F2*F2)

=D9-D9

=IF(D16<18.5,0,IF(D16<24.9,1,IF(D16<29.9,2,IF(D16<39.9,3,4))))

17

Growing

=IF(E3<=16,1,0)

=705*D10/(F3*F3)

=D10-D9

=IF(D17<18.5,0,IF(D17<24.9,1,IF(D17<29.9,2,IF(D17<39.9,3,4))))

18

Male Gaining

=B19

=705*D11/(F4*F4)

=D11-D10

=IF(D18<18.5,0,IF(D18<24.9,1,IF(D18<29.9,2,IF(D18<39.9,3,4))))

19

Male Metabolizing

=(B6-(E9*B5))/3500

Figure 7. Excel Spreadsheet #2

Initial
Age

Current
Age

Initial
Height

Current
Height

Initial / Previous
Weight
Activity
Factor
Calories
Consumed
Change
in years

Maturing

Growing
Male
Gaining
Male
Metabolizing

Net
Change
Obesity
Index

Time
(years)

Figure 8. Simplified Excel Model

Current
Weight

Current
BMI

Current
BMR

VI. CONCLUSIONS
This paper addresses some of the ways to help fight the
obesity problem in the United States. It only deals with one
main cause and only one way to fix that issue. To deal more
effectively with this problem there needs to be more research
and education into way obesity is increasing and ways of
fighting. This simulation only focuses on teens making poor
choices with diet and exercise as the cause and the potential
solution to this problem. However, even this simple approach
has many flaws such as with the equations, many factors that
are directly related to weight gain and level of health are not
addressed.
This simulation is a success because if used in its intended
manner, it will inform high school health class students that
there is an issue. The way to fix this problem is through
knowledge and the simulation provides a place to see the
actions or inactions first hand without experiencing them in
real life. Also it shows the impacts over time that are not so
apparent at their current age.
Although this paper and associated simulation tackled only
a small part of the problem, it certainly brought the issue to
light in a manner that is more understandable for teens in a
format that they are more likely to learn from. I hope that this
idea is refined to the point that it can be used in a health class
setting. Hopefully one day, strives in education such as this
may make a difference in reducing the problem of obesity.

REFERENCES
[1] About.Com. (2010). Using a BMI Chart for Obesity Management.
Retrieved from
http://diabetes.about.com/od/nutrition/a/BMIchartobesity.htm
[2] BMI Calculator. (2010). BMR Calculator. Retrieved from
http://www.bmi-calculator.net/bmr-calculator/bmr-formula.php
[3] BMI Calculator. (2010). Harris Benedict Equation. Retrieved from
http://www.bmi-calculator.net/bmr-calculator/harris-benedict-equation/
[4] Campbell, R., & Monson, D. (1994). Building a goal-based scenario
learning environment. Educational Technology, 34(9), 9-14.
[5] Choi, W. (1997). Designing effective scenarios for computer-based
instructional simulation: Classification of essential features. Educational
Technology, 37(5): 13-21.
[6] STELLA (Version 9.1.4) [Computer Software]. Lebanon, NH: isee
systems, inc.
[7] Kosinski, B. (2005). Exploring weight regulation using Stella modeling
software. Pages 419-423, in Tested Studies for Laboratory Teaching,
Volume 26 (M.A. O'Donnell, Editor). Proceedings of the 26th
Workshop/Conference of the Association for Biology Laboratory
Education (ABLE), 452 pages. Retrieved from
http://www.ableweb.org/volumes/vol-26/mini.Kosinski.pdf
[8] Calories. (2010). Determining how many calories equal 1 pound.
Retrieved from http://www.caloriesperhour.com/tutorial_pound.php
[9] Calories. (2010). Determining how many calories equal 1 pound.
Retrieved from
http://www.annecollins.com/weight-loss/calories-per-pound.htm

MS&V-11 Submission 12

Use of Architecture Modeling for Insertion of
New Technology
Kevin Michael, Old Dominion University
Dr. Andreas Tolk, Old Dominion University
Abstract – This paper examines the issues involved
in the insertion of new technology for long life-cycle,
complex, mission critical legacy systems. Many of
these systems are part of a system of systems or
family of systems, which further increases the
complexity. As technology advances rapidly (Moore’s
Law) legacy systems must be able to incorporate
technological advances in order to improve their
efficiency and effectiveness while avoiding
obsolescence. The unavailability of hardware
components and software updates (obsolescence)
requires expensive reverse engineering, or expensive
replacement of entire systems. Many approaches to
this problem have been developed—some successful
and some not so successful.

insertion? What are the technology insertion
implications for systems having a proprietary versus
open systems architecture?
II. SYSTEM OF SYSTEMS AND FAMILY OF
SYSTEMS
Keating et al, [1] define a system of systems (SoS) as
“The design, deployment, operation, and transformation
of metasystems that must function as an integrated
complex system to produce desirable results. These
metasystems are themselves comprised of multiple
autonomous embedded complex systems that can be
diverse in technology, context, operation, geography,
and conceptual frame.” Baldwin [2] describes SoS
engineering within the Department of Defense (DoD) as
“… planning, analyzing, organizing, and integrating the
capabilities of a mix of existing and new systems into an
SoS capability greater than the sum of the capabilities of
the constituent parts.”

The purpose of this paper is to address modeling
approaches in order to address this rapidly growing
problem. Specifically, this paper will focus on those
systems which have a life-cycle measured not in
months or years, but rather in decades, and will focus
further on those systems that have mission critical
implications, although the approaches examined may
also apply to non-mission critical systems. There are
many examples of such systems, both commercial
and Government.

While a system of systems represents a group of
tightly coupled systems, with well-defined interfaces, all
working together to accomplish a single purpose, a
family of systems (FoS) represents a more loosely
coupled group of systems. The systems in a FoS rely on
one another to accomplish their individual purpose;
however they may not have well defined interfaces or
share a common purpose.

Index Terms – Architecture modeling, Technology
Insertion, Technology Infusion, Mission Critical
Systems

An example of a SoS is an integrated weapon system.
The SoS may be made up of the weapon itself, the
weapon control system that performs mission planning
and interfaces with the launcher, and the Command &
Control (C2) system that receives and distributes higher
level plans and manages communications. An example
of a family of systems is an entire weapon system,
coupled with a combat control system (e.g., Aegis), the
associated sensor systems (e.g., RADAR), the associated
launch systems, etc. In a FoS, the individual systems
may be used for purposes other than supporting the
specific system under consideration. For example, the
Space Shuttle itself is a SoS, however in order to
accomplish its mission it relies on other system that
serve other purposes, such as satellites and ground
stations.

I. INTRODUCTION
Inserting new technology in legacy systems is not only
desirable, but in many cases is critical. One example is
updating the technology in U.S. combat and weapon
systems in order to maintain superiority, or at least
parity, with potential adversaries. There are several
pertinent questions to be answered. What are the most
effective Engineering Management and Systems
Engineering approaches for inserting new technology
into legacy systems? What are unique applications of
these approaches that can be applied to systems under
different circumstances and with different requirements?
What new guidelines can be established for technology
1
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III. BACKGROUND

for over two decades and has been on GAO's list of
high-risk federal programs since 1995”. Problems
modernizing the nation’s air traffic control system
continue to this day.

While the author is most familiar with United States
DoD combat systems and weapon systems, other types
of systems will be examined as well. The approach and
success of technology insertion into these systems will
be compared and evaluated. Some have enjoyed a
moderate or high level of success while some have
suffered a more dubious record of “success.”

These are but a few examples of the difficulty of
successfully performing new technology insertion for
long life-cycle, complex, mission critical legacy
systems. Successfully transferring new technology
requires emphasis at the top level of the organization,
while Engineering Managers and Systems Engineers
must address a large number of implications which will
be examined in detail in this research paper. According
to Sandborn and Singh [5], “Methodologies are needed
that address how to optimally design a system in order to
minimize the cost of concurrently managing both
inevitable obsolescence problems and technology
insertion.”

Several studies and examples of technology insertion
are available for this research paper and will be
examined. The Management of Accelerated Technology
Insertion (MATI) consortium, founded in 1996, provides
a forum for commercial, university and Government
organizations to collaborate on strategic, rapid, timely
and integrated technology innovation. Several specific
efforts at technology insertion are described in the
following paragraphs.

IV. APPROACH
The Acoustic Rapid COTS Insertion (ARCI) Sonar
system was a successful effort by the U.S. Navy to
provide “significant, rapid improvements in acoustic
sensors and processing by using commercial
technology” as well as “substantially reduced costs with
significantly improved processing capability” [3]. The
Navy has attempted the insertion of new technology in
numerous other programs, including surface ships,
missiles, computer networks and financial systems. The
results have generally been successful, although cost and
schedule overruns have been encountered.

While managing the process and engineering of
inserting new technology, it is obviously important not
to break the existing system or otherwise degrade its
functionality, capability or performance. The process of
inserting new technology in a long life-cycle, complex,
mission critical legacy system must address numerous
concerns, including:

Another Navy initiative, the Navy Marine Corps
Intranet (NMCI), has over the past decade replaced most
non-tactical computer networks, servers, workstation,
laptops and productivity software such as Microsoft
Office. Technology refresh was one of the major driving
factors behind NMCI; however the results have been
mixed. While some Navy activities initially received
better technology and service than before NMCI, the
general result across the Navy has been a slower
technology refresh, with the “current” NMCI
workstations running Windows 2000, Windows XP,
Microsoft Office 2003, Microsoft Office 2007 and
Internet Explorer v6 or v7 – all one or more versions
behind the current software releases.
The Federal Aviation Administration (FAA) for
decades now has had difficulties modernizing the
nation’s air traffic control system for several reasons. As
the GAO stated in one report [4] “The Federal Aviation
Administration's (FAA) multibillion-dollar effort to
modernize the nation's air traffic control (ATC) system
has resulted in cost, schedule, and performance shortfalls
2



Identification of applicable technologies that can
improve system functionality, capability and
performance, or reduce cost.



Management of requirements to ensure
functionality, capability and performance are
maintained or enhanced.



Effects on logistics, such as procuring and
maintaining inventory of new technology (e.g.,
hardware) for future system support.



Provision of training for users and support
personnel.



Testing and analysis to ensure reliability,
maintainability and availability are not adversely
affected.



Cost analysis to ensure the new technology
either provides better performance, capability or
functionality at the same or lower price, or any
cost increase is justified by improved
performance, capability or functionality.
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The Air Force has hands-on experience with using
open systems architecture to combat obsolescence.
Hardenburg [7] states “The replacement of legacy ATE
with commercial ATE, however, is only the start of the
problem. Once an ATE is upgraded, the problem
remains with constantly emerging technology that
promotes rapid obsolescence.”

Security posture to ensure the system is not
compromised by introduction of the new
technology.
Frequently security vulnerabilities in
new technology begin arising shortly
after introduction of the new
technology, especially with COTS
software.

Several approaches to technology insertion are already
in practice. Cooperative Research and Development
Agreements (CRADAs) are becoming more common
between Government and industry. Gallagher [8] states
“CRADAs are highly cost-effective from the
government’s point of view. Participating companies
fund the research efforts, but a CRADA gives
technology developers an inside view of the agency’s
needs, and as a result they are able to tailor their
products to meet them, and by extension the needs of
other potential government customers.”

The introduction of new technology into
a legacy system can provide an attack
vector for an adversary to sabotage a
system, such as a combat or weapon
system. Increasing reliance on foreign
produced hardware containing firmware
and microcode represents a potential
risk. (This is a topic worthy of a separate
research paper.)

VI. METRICS

Interoperability, which must be maintained since
the systems that are the topic of this research
paper are generally part of a system of systems
or family of systems.



User acceptance, which is essential; inserting
new technology that the system users cannot or
will not accept, will be of no value. This will be
maximized in cases where the new technology is
transparent to end users, or where the new
technology reduces the complexity or improves
the user interface.



Architecture modeling, which is a key aspect of
new technology insertion as this will sometimes
require changes to the system architecture.
Introducing or maintaining an open architecture
is essential for the effective insertion of new
technology over the life cycle of a system.

While the large sample size of these systems will
preclude providing an exhaustive list, the approaches
derived can be categorized, summarized and evaluated.
For each individual approach identified, a representative
sample of projects can be selected and metrics generated.
The representative samples selected can be selected such
that each approach will have a mix of projects of similar
cost, life cycle and complexity. Each approach can be
scored on how well they accomplished the following
criteria, as described in more detail above. A proposed
scoring system to be used is as follows:
5: Outstanding
4: Very Good
3: Good
2: Acceptable

V. OPEN SYSTEM ARCHITECTURE

1: Marginal

Open system architecture is important to achieving
rapid technology insertion, whether for legacy systems
or new systems. According to Davis [6] “Defense dollars
are becoming scarcer and technology is advancing at an
ever-increasing rate. This combination is putting
increasing pressure on the available acquisition budget.
To combat this, the Department of Defense (DoD) has
moved toward commercial-off-the-shelf (COTS)
equipment and open system architecture (OSA) to
reduce acquisition cost, shorten development time and
allow rapid technology insertion into existing avionics
systems.”

0: No Benefit
-1: Negative Effect
The scoring method for each criterion can be
documented before applied to the individual technology
insertion approaches. For example, Effects on Logistics
may be rated -1 (Negative Effect) if the approach means
obsolete parts will have to remain in inventory because
the new technology cannot be configured as a drop in
replacement and at the same time adding the new
3
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technology to the logistics requirements of the sample
system will introduce extensive new logistics
requirements. Conversely, Effects on Logistics may be
rated 5 (Outstanding) if the approach means the new
technology can be quickly integrated into the supply
chain with minimal installation/configuration effort to
the system. The following is an example of how various
technology insertion approaches may be evaluated based
on specific metrics.

Evaluation
Criterion

Spiral
Devel.

Rules
1
Engines

2

SBIR

Evaluation
Criterion

Spiral
Devel.

Rules
1
Engines

2

SBIR

CRADA

Composite
Score

The evaluations can include a quantitative score
indicating the overall level of success for each
evaluation criterion for each approach. Statistical
analysis will be performed on individual approaches, and
the author will attempt to identify and estimate the
combined success of complimentary combinations. This
may be accomplished by comparing the individual
evaluation criterion scores for each approach and
selecting the “best of breed”, then analyzing for any
inconsistencies or overlaps. In this way, best practice for
recommended approaches can be developed.

CRADA

Cost Savings
Schedule
Relative to
Development

Metrics, such as those described above, can be
developed that will provide a basis of comparison
between the different technology insertion approaches.
Important categories of metrics for each approach
include:

Identified
Technologies
Requirements
Management



Cost: percentage relative to
development cost of the system



Schedule: absolute time as well as time relative to
development time of the system



Capability Improvements: assessment of system
performance improvements



Regulatory/Statutory
Requirements:
system
dependent; examples include interoperability with
the Global Information Grid (GIG) and
compliance with Information Assurance mandates
such as the Defense Information Assurance
Certification
and
Accreditation
Process
(DIACAP).

Effects on
Logistics
Requirements
for Training
Reliability,
Maintainability
and Availability
Affect on
Security
Posture
Level of
Interoperability
User
Acceptance

the

overall

Selected criteria may be examined in detail across the
different approaches for similar technology. For
example, it may be possible to compare the historical
cost of improving storage capacity in a combat control
system by a factor of ten and performance (throughput)
by a factor of three using the various approaches
identified. This may provide an historical analysis
showing the method that would provide the most cost
savings.

Use of Open
Architecture

1
Rules Engines are an alternative to hard coding logic into computer
programs. They allow a domain expert to develop complex rules and logic
outside of the software, which are then compiled and executed at run time by
a rules engine. Rules Engines provide a consistent and visible basis for
decisions made during software execution. While rules engines have been
used for business applications, they are being evaluated for combat systems.
2
SBIR is the Small Business Innovative Research Program, which focuses
on development of new technology as well as improvements to existing
technology. SBIR awards impose strict cost and schedule limits for Phases I
and II, with Phase III providing for a transition to commercialization of the
technology.

The quantitative analysis may be accompanied a
qualitative analysis consisting of selected case studies to
illustrate how the quantitative scores were derived and to
4
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provide further insight into the particular technology
insertion approaches that work particularly well, or in
some cases not so well.

(DoDAF). The DoDAF is closely aligned with the
Ministry of Defence Architecture Framework (MODAF)
used by the United Kingdom. The DoDAF has evolved
since its introduction. The DoDAF v1.0 included All
Views, Operational Views, System Views and Technical
Standards Views. The DoDAF v1.5 added Services
Views to describe the use of software (e.g., web)
services in the architecture. The DoDAF v2.0 has added
Capabilities Viewpoints (DoDAF v2.0 renamed views to
viewpoints), Data and Information Viewpoints and
Project Viewpoints.

New technologies to be considered will be dependent
upon the type of system under consideration, and will
include both current and emergent technologies.
Examples of technology insertion may include blade
servers, storage area networks, network attached storage,
solid state storage devices, virtualization, service
oriented technology, knowledge management, high
density multi-core multi-processor systems, parallel
processing and quantum computing. While these
examples may not seem to be the latest start-of-the-art,
this research paper will be focused on legacy projects
decades in duration, many of which have already been in
operation for years.

The DoDAF v2.0 architecture viewpoints are shown
below, and include the products specified in previous
versions of the DoDAF.

Currently, it is very difficult to perform rapid
technology insertion for long life-cycle, complex,
mission critical legacy systems. However this is critical
to provide required performance at reasonable cost, and
in many cases Government and industry are falling
further and further behind. This can be especially true
for combat and weapon systems, as well as other types
of systems where obsolescence or poor performance
relative to adversaries can lead to catastrophic loss of
life, equipment or capability. Providing an improved
Engineering Management and Systems Engineering
solution set to this problem has the potential to save
lives, reduce cost, and improve mission capability
VII. MODELING AND ARCHITECTURE
Architecture represents the earliest set of design
decisions for a system. According to Bass, Clements and
Kazman [9] “These early decisions are the most difficult
to get correct and the hardest to change later in the
development process, and they have the most farreaching effects.”

One of the main differences between the DoDAF v2.0
and previous versions is in the underlying structure of
the architecture models, or views. While the DoDAF
does not prescribe a specific modeling methodology or
language, such as Universal Modeling Language (UML)
or Systems Modeling Language (SysML), previous
versions of the DoDAF were better addressed by
structured analysis such as IDEF0, whereas the DoDAF
v2.0 is better addressed by object oriented design.
Structured analysis uses functional decomposition, while
object oriented design uses entity definition. These are
very different design approaches, and therefore require a
different modeling approach and modeling tools.

There are several methodologies for modeling system
design and system upgrades. While developing a system
architecture is accepted practice in the design of new
systems, it is not always used for system upgrades –
whether upgrading hardware or updating software. In
cases where an existing system architecture does not
exist or is outdated, creating or updating the architecture
can be beneficial for inserting new technology.

It is advantageous where possible to use an object
oriented methodology with the DoDAF v2.0. The
predominant object oriented methodology in use for
DoDAF v2.0 compliance is UML, with SysML rapidly
gaining in popularity. UML provides the ability to
perform analysis, design, and implementation of

When developing the system architecture, there are
several frameworks available, each of which provide
specific views or models. The accepted framework for
DoD systems is the DoD Architecture Framework
5
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software based systems. SysML provides support for the
specification, analysis, design, verification, and
validation of a broad range of complex systems
including hardware, software, information, processes,
personnel, and facilities. SysML provides systems
engineering extensions to UML is intended to address a
broad range of systems beyond software.

Normally the architecture of a system must be
developed, documented and may be evaluated prior to
system design and development. In some cases the
system architecture was never developed, never properly
documented, or the system has evolved beyond the
documented architecture. In these cases, reconstruction
of the current architecture will be necessary prior to
inserting new technology into the system. This involves
documenting the “as-built” architecture of the existing
system. The reconstructed architecture can then be used
for re-documenting the architecture, analyzing the
architecture and re-engineering the system. In this way
the reconstructed architecture can serve as the basis for
system analysis and insertion of new technology.

When developing or updating the system architecture
for new technology insertion, several of these models,
views and viewpoints are helpful. It should be noted that
the DoDAF does not require or describe several key
architectural products including operational scenarios,
mission threads and use cases. These additional
architecture products are very useful in developing the
other products. The operational scenarios describe the
specific missions in which a system will be employed,
including force structure, doctrine and tactics, chain of
command, and operational details. The mission threads
provide a time sequenced series of steps to accomplish
the mission, and include additional information such as
operational nodes/actors and assumptions. The use cases,
unlike the scenarios and threads, are functional. They
provide the steps required to perform system functions,
used throughout the scenarios and threads, to accomplish
discrete functions such as planning a mission or
launching a weapon.
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COMPARISON OF CONCEPTUAL MODELING FRAMEWORKS TO
FACILITATE STANDARDIZATION
Rabia Haq, Old Dominion University
ABSTRACT - No set of standard tools and
languages yet exist to facilitate the conceptual
modeling instantiation, communication and
validation and verification process, rendering
the conceptual modeling design process subjective to the understanding of the developers. This paper reviews three disciplineindependent conceptual model development
frameworks to establish a list of criteria that
is the recommended steps towards formulation of a concept model. Identification of essential stages of conceptual model development frameworks is addressed to formulate a
synthesis of conceptual model development
requirements and a cohesive technique of design that can be applied across various disciplines.
INDEX TERMS - conceptual modeling
framework, overview, standardization.
I.

INTRODUCTION

The development of a conceptual model is
widely being accepted by the research community as an imperative step in simulation development to facilitate simulation fidelity and reduce development costs. Due to the lack of a
standardized conceptual modeling framework,
researchers in various disciplines have been motivated to formulate a conceptual model in accordance with, and pertaining specifically to, the
requirements of the simulation project in a particular discipline and its problem scope under
consideration.
Conceptual models are widely utilized in
translating user requirements from domain experts to simulation developers. They facilitate
the requirements analysis process to mitigate
simulation error and reduce cost, whereby increasing simulation validity and feasibility for
intended use. It is also used as part of the valida-

tion and verification process of simulation
model development to ensure the resulting simulation is acceptably accurate in the specified
problem domain.
No set of standard tools and languages yet
exist to facilitate the conceptual modeling instantiation, communication and validation and
verification process, rendering the conceptual
modeling design process subjective to the understanding of the developers [1]. Therefore, simulation modeling is considered to be both art and
science [7].
This paper reviews three disciplineindependent conceptual model development
frameworks to establish a list of criteria that is
the recommended steps towards formulation of a
concept model. The reviewed frameworks are
then compared to establish commonalities and
differences in these approaches that can be extended towards future research for determination
of a single concept modeling framework. Identification of essential stages of conceptual model
development frameworks is addressed to formulate a synthesis of conceptual model development requirements and a cohesive technique of
design that can be applied across various disciplines.
Section II conducts a review of three discipline-independent conceptual modeling frameworks. Section III enumerates the various steps
and criteria that can be assimilated to formulate
a conceptual model, and uses this criteria to
compare and contrasts the implementation of
these steps in the framework under consideration. Section IV provides insight into future
work and Section V concludes the paper.

II.

CONCEPTUAL MODELING
FRAMEWORKS RESEARCH
REVIEW

II.1

Simulation Conceptual Model
Construct [2]

[2] introduces a conceptual modeling
framework developed in the military domain
with emphasis on the development of conceptual
models for the purpose of simulation validation
and verification. The author defines the conceptual model as “collection of information that describes a simulation developer’s concept about
the simulation and its pieces” [2]. It is a tool utilized for transformation of modeling requirements into a detailed design framework through
which simulation implementation details can be
extracted. It is assumed that the developer creates the conceptual model to facilitate simulation
development and aid in mitigation of the development cost and an increase in simulation fidelity.
Key elements of all development paradigms
have been identified as shown in Figure 1, extracted from [2]. This paradigm identifies Reality from which the Problem Statement via application of constraints on reality is formed. The
Conceptual Model (CM) can be extracted from
Reality through a simulation context with intended use and requirements. Fidelity referent
data can also be extracted from Reality, which
does not have an intended use in relation to the
simulation context and is utilized for the verification of design and implementation to the
Specifications Design Implementation. The tools
that are required for development of simulation
and algorithms are extracted per the requirements of the Problem Statement, and are utilized
for formation of the Simulation Requirements.
These requirements are further used for verification and validation of the CM.

Figure 1: Simulation Development Elements
from [2]
A four-stage approach towards conceptual
modeling development is adopted in this conceptual modeling framework:
1. collecting authoritative information regarding the problem domain
2. identification of entities and processes
that need to be addressed (model decomposition)
3. identification of simulation elements
(model abstraction)
4. identification of simulation functions
and relationships between elements.
The author proposes this to be an iterative
process to achieve model completeness with respect to the intended use and requirements of the
simulation.
i.

Collecting Authoritative Information
regarding the Problem Domain
This is the first of the four-stage development process of a simulation conceptual model.
It is asserted to be an iterative process of requirements gathering whereby the simulation
problem domain is communicated from the subject matter experts (SMEs) to the simulation developer. It is vital that the personnel involved in
the process have a common level of communication to mitigate information and requirements
2

ambiguity that may later result in a development
error.
ii.

Identification of Entities and Processes
(Model Decomposition)
This stage of the model development is the
process of identification of simulation elements
via decomposition of the conceptual model and
requirements analysis. The author provides a
six-item checklist for conceptual model decomposition [2] that can be followed to ensure that
the element extraction process is complete and
concise.

iii.

Identification of Simulation Elements
(Model Abstraction)
This third step in modeling development determines the scope of the simulation. The process of model abstraction is detrimental towards
achievement of simulation element accuracy and
precision. Various knowledge engineering abstraction techniques and information modeling
languages, such as Unified Modeling Language
(UML) are adopted to represent the correct level
of simulation detail and precision. Various criteria of simulation quality, such as correctness,
completeness, consistency and coherence have
been used to evaluate model abstraction.

iv.

lation model. The development of a conceptual
modeling framework with this purpose of use as
a V & V tool has resulted in the development of
a more detailed paradigm . This paradigm describes in detail the modeling process components and their interaction and transformation
between each other that aid in the verification
and validation of not only the simulation model
(what has been built) but also the conceptual
model (what is to be built). This facilitates the
determination of the level of model validity for
its determined purpose. [6] provides four approaches for determining simulation model validity and provides a simplified and a detailed
method of verification and validation to the
simulation model development process. Figure 2
describes the detailed paradigm consisting of the
Real World and the Simulation World.

Identification of Simulation Functions
and Element Relationships
This stage of conceptual modeling development ensures that the simulation to be developed
is limited to the bounds and constraints imposed
by the problem domain. The author also proposes documentation of the various stages of the
conceptual modeling development process to facilitate validation and simulation reuse.
II.2

Simulation Model Paradigms [6]

[6] establishes two simulation model paradigms
for the purpose of simulation model verification
and validation to the model development process. Therefore, the author has a different perspective of conceptual model development with
the intention of development of a model used for
verification and validation of the resulting simu-

Figure 2: Real World and Simulation World
Relationships and Interactions with Verification and validation from [6]
Figure 2 shows the Real World consisting of
a Problem Entity which can be abstracted to
form System Theories. A set of System
data/results can be obtained from the Problem
Entity via experimentation if possible. These
System Theories form the synthesis point for the
Real and the Simulation World. The System
Theories can be modeled for the objectives of
the simulation study to form a Conceptual
Model, which has been described as “the
mathematical/logical/verbal
representation
3

(mimic) of the system developed for the objectives of a particular study” [6]. The Simulation
Model Specification is a detailed document describing the software design detail and specification that can be utilized as a specifications
documentation for the development of the Simulation Model. The Simulation Model is an executable representation of the model that can be
executed to obtain a set of Simulation Model
data/results through experimenting. This detail
decomposition of the system theories and models allows a more detailed validation and verification process at various stages of development.
Similar to other frameworks, this paradigm describes an iterative development process.
The Conceptual model validation between
the System Theories and the Conceptual Model
is the determination of the underlying theories
and assumptions required for formulation of a
model conformed to the established simulation
intended use. Specification verification between
the Conceptual Model and the Simulation Model
Specification document is conducted to ensure
that all assumptions and theories identified in the
conceptual model have been correctly specified
in the resulting document. Implementation Verification is the process of ensuring that the simulation development has followed the specification document. Operational (Results) Validation
determines that the simulation output results
conform to sufficient accuracy with respect to
the simulation intended use and model’s intended functional requirements.
[6] proposes various face validation and statistical validation techniques to test the underlying simulation assumptions, whereby describing
verification and verification a primary purpose
of a simulation model development.
II.3

Conceptual Model Design [3]

[3] explores a conceptual modelling framework
with the purpose of defining the problem scope
and level of detail required for simulation model
development. The vast impact of conceptual
model development on the problem domain and
requirements and the efficiency of the development process is recognized. It is established as
an aiding tool towards a more complete and

valid simulation development within the allotted
project time and budget.
A conceptual mode has been described as “a
non-software specific description of the simulation model that is to be developed, describing
the objectives, inputs, outputs, content, assumptions and simplifications of the model.”
[3] describes four conceptual modeling requirement qualities of validity, credibility, utility
and feasibility that can be employed to determine whether the conceptual model under construction fulfills the quality requirements in relation to simulation intended use. A framework for
developing a conceptual model has been introduced that can be used a guiding tool for
1. understanding the problem situation
2. determining objectives and requirements
3. identification of inputs (experimental
factors)
4. identification of outputs (responses)
5. the extraction of problem scope and
level of detail of the project.
Figure 3 taken from [5] describes the revised
conceptual modeling framework of [3].

Figure 3: A framework for Conceptual
Modelling from [5]
Figure 3 describes a problem situation, similar to the problem domain in other frameworks,
which is outside the scope of the conceptual
model. The first stage of conceptual modeling
development is the understanding of the problem
situation. A set of modeling and general project
objectives can be extracted from the problem
situation. These objectives can be used to deter4

mine the conceptual model by identification of
the inputs and then the outputs of the conceptual
model, leading to the determination of the model
content in relation to scope and level of detail.
Any underlying assumptions and abstractions
are identified throughout the development process. The extracted set of outputs can be further
utilized to determine whether the modeling objectives originally set have been achieved or not.
This framework provides another cyclical process that is improved over various iterations.

nections and functions transforming the inputs to
the outputs in the real world should be recognized within the defined scope of the model. An
appropriate level of detail of the model content
should also be established that accurately represents the defined components and its interconnections within the model scope.
III.

COMPARISON OF CONCEPTUAL
MODELING PARADIGMS AND
DEVELOPMENT PROCESS

i.

III.1

Comparison of Modeling Paradigm
Approaches

Understanding the Problem Situation

[3], [5] addresses the involvement of the SMEs
and domain experts for establishment of the
problem situation. Development of a good understanding of the cause and effects of the system is vital for extraction of a model scope and
level of detail. Formal and informal problem
structures, such as soft systems methodology,
causal loop diagrams and cognitive mapping
have been recommended for better understanding the problem scope [3].
ii.

Determining Objectives and
Requirements

The objectives and requirements elicitation
should be approached with three elements under
consideration: what the clients want to achieve,
the level of performance required and elicitation
of constraints.
iii.

Conceptual Model Design: Inputs and
Outputs

The initial step towards conceptual model
design is the elicitation of the inputs and outputs
of the conceptual model. The range of acceptable values for the inputs and outputs should
also be noted to aid in establishment of a level of
confidence of the resulting simulation model.
iv.

Conceptual Model Design: Model
Content

This step requires the modeler to consider
the appropriate modeling approach, and whether
simulation modeling is the correct approach for
solving the problem domain. The key intercon-

[2] explores a military domain-centric conceptual modeling paradigm approach which is
aligned with the paradigm of High Level Architecture (HLA) widely used for distributed simulations. His conceptual modeling development
approach is aligned with the need of a conceptual model for verification and validation of the
resulting simulation with the extracted simulation requirements. This would not only increase
simulation validity within the intended use domain, but would also increase simulation model
confidence and decrease the overall development cost by mitigating the risk of simulation
development error. This approach provides a
clean step-by-step development technique for a
conceptual model that would serve as an efficient translation tool between the problem domain requirements and the simulation.
[6] describes a detailed Simulation Model
paradigm with Real and Simulation World interactions that has been utilized for verification and
validation throughout the simulation development lifecycle. This level of development and
validation process detail would ensure that the
resulting simulation developed addresses the underlying assumptions of the model and provides
acceptable model accuracy and confidence with
respect to intended use.
[3] research succinctly describes the lack of research that addresses the development of valid
simulation conceptual models, and establishes a
need for formalization of a conceptual modeling
framework. The definition provided for a conceptual model contains the key elements of the
conceptual model, thus providing a more comprehensive conceptual model intended applica5

tion and use. A framework is originally established in [3]. This is currently being extended to
assimilate various cross-disciplinary framework
techniques, such as [4] and [5] to formulate the
basis of a framework not limited by a research
area or discipline. This could serve as a catalyst
for establishment of a standard conceptual modeling framework through further research.
[4], [5] assimilate various implementations
and approaches to formulate a more generic
concept model. [4] establishes the need for recognizing concept model requirements – what is
required of a conceptual model – and tabulates
these requirements against various techniques to
compare various conceptual model development
approaches in discipline-centric research areas
of engineering management and supply-chain
management. It is noteworthy that [4] addresses
the implementation of conceptual modeling
quality requirements in various research areas.
This paper is comparing and contrasting the
techniques by which various conceptual modeling frameworks approach the steps towards conceptual modeling design and development.

3.
4.
5.
6.
7.

Three discipline-independent conceptual
modeling framework components and techniques are compared in this paper to formulate a
commonality between the various framework
development approaches that may facilitate further research towards a synthesis of a single discipline-independent conceptual model framework. This comparison can be further extended
to extract necessary steps required for formulation of a conceptual modeling framework standard. Development of a common technique for
conceptual model development and associated
representative languages would result in improved model interoperability and simulation reuse.

III.2 Comparison of Conceptual Modeling
Development Approaches
i.

Comparison Criteria

Conceptual modeling is a fundamental research
topic in the simulation field. The importance of
the development of a conceptual model within
the simulation model lifecycle is being widely
established, accepted and practiced in various
research disciplines. Various conceptual modeling frameworks and techniques have been developed in specific areas of interest, such as
healthcare, operations research, mechanical engineering, discrete event simulation and software engineering to address the specific requirements of the problem specific to the area of
interest.
Various criteria that can be used for formulation of the conceptual model have been extracted and recognized as the synthesis of the
various stages recommended for formulation of
a conceptual model.
1. Conceptual model definition
2. Definition of model constraints and
scope via abstraction. The conceptual

model development entails an abstraction of reality, with applied constraints
and boundaries. These may be quantifiable in terms of inputs and outputs or
qualitative in terms of observation of
certain behavior.
Knowledge gathering for collection of
observed data
Conceptual model elements description
Conceptual model functions and objectives description
Conceptual model validation and verification
Implementation simplicity

ii.

Conceptual Modeling Development
Comparison
Table 1 compares the conceptual model development frameworks of [2], [6], [3] and [5]. It
can be inferred from the table that frameworks
that provide more complexity satisfy a wider criteria for the steps recommended for development of a conceptual model, but are more difficult to implement due to design complexity.
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[2]

[6]

[3],[5]

Provided.
Centric towards simulation developers view
Determination
of Problem
Statement

Provided. Centric towards
simulation
model V & V
process
Development
of System
Theories

Knowledge
Gathering

Not explicit.
Part of Fidelity Referent
Data and
Simulation
Context

System
Data/Results
and Simulation
Model
data/Results

Conceptual
Model elements
description

Simulation
Context

Conceptual
Model functions description

Simulation
specifications

Conceptual
Model &
Simulation
Model Specification
Conceptual
Model &
Simulation
Model Specification
Conceptual
Model Validation, Specification Verification

Provided.
Identifies
concept
model elements
Modelling
and general
project objectives
Not explicit.
The Responses are
used for
comparison
with the project objectives
Model inputs
and outputs

Conceptual
Model Definition
Model Constraints Definition

Conceptual
Model V & V

Implementation
Simplicity

Requirements
V&V, Validation referent,
Verification
of Design &
Implementation to Specifications
Moderate

No

Model Content: scope
and level of
detail
Conducted
via output
results comparison and
documentation
Yes

Table 1: Comparison of conceptual model
development frameworks
IV.

FUTURE WORK

Future work by Robinson that addresses further
steps in conceptual modeling can be included to
expand this list of conceptual modeling development criteria. [1] refers to the establishment of
a standard for evaluation of quality of conceptual models. The various practical issues addressed in this existing research can also be applied towards understanding the reasons for the
lack of a standard conceptual modeling framework.
V.

CONCLUSION

This paper aimed at review of three disciplineindependent conceptual modeling framework
development methods, establishment of a criteria common to these frameworks that may be

utilized as a comparison criteria to determine
commonalities and differences between these
various approaches to aid in further research in a
discipline-independent conceptual modeling
framework development.
The criteria list introduced in this paper is
by no means exhaustive, and has ideally remain
simple to remain on the path of reaching a common objectives resolution, as a more detailed list
of development criteria would require a more
detailed framework, narrowing the interoperability and applicability of a framework across various research disciplines.
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Current JLVC simulations employ resource heavy
HLA and RTI to support the additions of federates,
accounting to significant costs incurred while moving
/upgrading each simulation into new versions of RTI
or HLA. With this way ahead, upgrading existing
federates and addition of new federates will result
into high costs. Transition to an innovative next
generation M&S architecture will solve this issue by
leveraging
benefits
from
next
generation
technologies. This transition process from the current
architecture to NGA is a complex project which may
reveal several management issues as a result of
changing priorities, delays in decision, changes in
requirements, and other uncertainties. The paper
identifies and provides an initial guideline on
applying an agile project management technique
which would embrace change and help to better
manage uncertainty for smooth transition from the
current architecture to NGA.
1. Introduction
In order to effectively support the joint war fighting
in future, the Next Generation Architecture Team
(NGAT) (2010) recommends Joint Forces Command
(JFCOM) to evolve its Joint Live Virtual
Constructive (JLVC) environments which are
plagued by tightly-coupled simulations that demand
increasing resources for integrating new and
upgrading existing federates.
As per the study and recommendations in the report,
following are key points (NGAT, 2010),
1.

The growth and demand of new federates
are taxing, spurring the need for an
orchestrated, well-researched way ahead. To
optimize future resources, JFCOM must
establish an M&S solution – an innovative
way ahead – for a Next Generation M&S
architecture to support independent services
collaboration within a common framework.

2.

3.

A NextGen M&S architecture standard will
resolve problems associated with tightly
coupled simulations within a federation,
including inflexibility with change and
composability, achieving a more efficient
“loosely-coupled” platform resulting in
significant cost savings.
Designed in three phases, the strategy gently
transitions the existing architectures from
being problematic to being proficient. Phase
1 decouples Run Time Infrastructure (RTI)
functionality into common services, phase 2
delivers decomposed models resulting in
composable operational M&S services and
phases 3 uses next generation technology
employing intelligent agents, metadata and
model bases to allow on the fly M&S
solution development.

The planned phase wise transition to NGA is similar
to complex project involving stakeholders and
uncertainties such as changes in requirements,
priority, standards, policies etc. A project
management technique should be identified for the
smooth migration from the current architecture
through these three phases to next generation
architecture. The identified project management
methodology should be one that supports phase wise
or iterative development same as in the IT project
management and which is not rigid or dependent on
the sequential processes such as the traditional water
fall model.
With the ever growing demand to manage growing
customer expectations and to combat increasing
competitive pressure to sustain, the organizations
today want to automate, modernize, implement and
evolve to new technologies which would strengthen
their operations, reduce operating cost, integrate their
business with other services, and enable coordination,
sharing and exchange of services among partners and
groups. Such project based organizations are in a
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constant quest to identify better ways to manage the
inevitable change brought by implementing complex
development projects. Large scale technology
projects with exceeding budgets and scope running
over several years are common these days.
Complexity addition to such large projects is a result
of several unpredictable factors such as long
execution time, involvement of multiple stakeholders
and their priorities, changes in the economic policies,
government spending and reforms, funding priorities
by sponsors, etc. Project Management as defined by
PMBOK (2008) is the application of knowledge,
skills and techniques to project activities to meet the
project objectives within the constraint of scope,
time, schedule, priorities, cost, quality and risk. Most
of the tools and methods recommended by the
literature have a focus on implementing such tools on
“predictable environments” (Landaeta & Tolk, 2010).
In order to manage complex projects (which are
governed by unpredictability), PMBOK (2008)
recommends division of project lifecycle into project
phases, and project phases into project processes that
take place sequentially within every project phase, as
a structured approach to implement project
management controls to a project lifecycle.
Struggling with managing the unpredictability in the
IT projects, a group of IT practitioners used
management practices such as quality control
incremental iterative development, complex adaptive
system, self managed cross functional teams, and
fractal teams among others, to define agile project
management frameworks and agile principles that
can guide managers to successfully manage complex
IT projects (Landaeta & Tolk, 2010).
The Agile project management framework is not
rigid and accounts for the occurrence of
unpredictable events with a guideline to manage
them. One of these frameworks is Scrum, which has
been applied successfully to manage IT projects in
Fortune 100 organizations in the last years (Landaeta
& Tolk, 2010). The paper shows that migration to
NGA is a complex process and may reveal
complexities that require a project management
technique such as agile for managing them. It also
proposes the applicability of Scrum as an agile
method in this domain.
2.

NGAT and Modeling and Simulation

In order to use JLVC simulations, JFCOM is
currently employing resource heavy High Level
Architecture (HLA) and RTI to support the additions
of federates, accounting to significant costs incurred
to move /upgrade each simulation into new versions

of RTI or HLA. With this reliance on HLA and RTI,
adding and upgrading the existing federates in future
will result into huge spending. As per the NGAT
report (2010), the M&S community needs to shift to
an innovative next generation M&S architecture
paradigm leveraging benefits from SOA’s, Cloud
computing, intelligent agents, composable services
and other forward next generation technologies. To
optimize future resources, JFCOM must establish an
M&S solution – an innovative way ahead – for a
Next Generation M&S architecture to support
independent services collaboration within a common
framework (NGAT, 2010).
A collection of innovative technologies will reduce
the resources demand currently required to support
the JLVC’s “tightly-coupled” simulations. A team
called Next Generation Architecture Team is
composed to research and provide recommendations
for an innovative Next Generation Modeling &
Simulation (M&S) Architecture. The brief
description and phases involved are (NGAT, 2010):
The NGAT has assembled the knowledge and
developed the innovation to describe a new
generation of M&S architecture to support the
Department of Defense (DoD) and the war fighter in
the defense. Designed in three phases, the strategy
gently transitions the existing architectures from
being problematic to being proficient.
Phase 1:
Phase 1 is the foundation of the NextGen architecture
and establishes the initial integration of web services
and commences the decomposition of services,
building the framework for the future phases. A
primary tenet of Phase 1 is the gradual JLVC
transition from the existing HLA 1.3 implementation
to a hybrid SOA implementation. At the close of
Phase 1, the infrastructure will provide services
robust enough to provide the foundation for a grid
and computing environment while fully utilizing the
SOA infrastructure and web services.
Phase 2:
The objective of Phase 2 is to provide composable
M&S services. Phase 2 will further develop the
NextGen M&S architecture by expanding the cloud
computing environment and grid computing
environments which will be characterized by
intelligent agents and a model-based data engineering
framework. Upon completion of Phase 2, the
infrastructure will include a secure cloud computing
environment, a grid computing plan and resource
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3. Agile Project Management

1986 suggested that the rules of game in product
development and its management are changing.
Many companies have discovered that “it takes speed
and flexibility” (Sliger & Broderick, 2008) to excel in
today’s
competitive
market.
Anderson
&
Schragenheim (2003) define agility as ‘an ability to
cope with change’. Agile development methodology
aims to provide many opportunities to assess the
direction of a project throughout the development
lifecycle. This agile motto is achieved through
breaking down of work into deliverables, known as
iterations. At the end of the iteration, the team
working on it must present a dispatchable increment
of work/task. During beginning and end of every
iteration, the stakeholder is involved to gain
feedback, preferences or approval on the plan or
delivery of that iteration. In case the tasks need some
changes, they are re-worked upon in the following
iterations. By focusing only on creating the features
that are of highest value and priority for the
customer, agile project management maintains scope
for changes in priority and decision without leading
to loss of time and resources.

Businesses have to respond quickly to changing
needs, or could waste scarce resources doing non
productive things. Most of the business, in
anticipation of such changes, develop or alter
business strategies from time to time to realign
products and services and to meet market
expectations. This is more evident in case of complex
projects, where the priorities, requirements and
decisions regarding the projects are constantly
changing with time. As a result, such projects need a
project management philosophy that embraces
change, yet strictly following the management
guidelines. This gave birth to agile project
management development. Traditional project
management aims to avoid change and rework once
the project deliverables are finalized. Any change or
rework is viewed as expensive aspect wasting time,
money and resource. In most of the IT development,
software development or system upgrade projects
change in requirements or priorities are inevitable.
The agile project management advocates the practice
of managing the change rather than avoiding the
change itself (Kotikalpudi, 2010). This aspect of agile
project management is making it more popular, day
by day, among the communities of IT and software
development organizations.
The origins of agile have been laid decades ago. The
United States Department of Defense (DoD) and
NASA have used iterative and incremental
development methods since 1950’s (Sliger &
Broderick, 2008). A white paper on the new product
development published by Takeuchi and Nonaka in

The waterfall development models are based on
traditional
rigid
concepts
“assuming
that
requirements are fixed and well defined at the
beginning of the project” (Landaeta & Tolk, 2010).
Based on this assumption, the traditional project
management approach decomposes the activities to
lowest possible level and then work up with a bottom
to top approach to estimate the cost, time and
resource associated with the project. The fundamental
mistake is that we are using traditional project
management tools to try to predict the future of a
complex adaptive system, therefore if there is any
change upon the agreed scope in the contract, the
team is perceived to have made mistake in the project
initialization phase (Landaeta & Tolk, 2010). In such
cases the teams only have one chance to get each
aspect of a project right. Agile has a focus on the
iterative work cycles with a belief that project
requirements are bound to change and it will be
beneficial to deliver only the needed high value tasks
without planning to deliver everything at the outset.
In an agile paradigm, every aspect of development
namely requirements, design, coding, testing etc. can
be revisited and changed as per the changing
requirements throughout the lifecycle, hence it is
iterative and incremental approach suitable for the
development processes today. Agile is about
continuous improvement and a focus on minimizing
cost and avoidance of waste. Agile methodologies
generally
promote
stakeholder
involvement,
feedback, objective metrics and effective controls
right from the project beginning. Agile project

usage, intelligent services and agents, a MBDE
framework and Model Query Language (MQL).
These infrastructure elements will result in a costefficient, standardized, fully functioning, reusable
NextGen M&S architecture.
Phase 3:
Phase 3 realizes the full application of the NextGen
M&S architecture through development and
implementation of autonomous intelligent services.
These services monitor and learn environment
information and become intelligent enough to
intuitively determine, select, compose and run
simulations from a model base of existing
simulations. Phase 3 will evolve the NGAT
architecture to autonomous intelligent services and
model bases. At this stage, highly intelligent services
will be in development to compose the simulations
from existing simulation models.
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management with its principles as listed in the agile
manifesto can better cope up with uncertainty. The
principles behind the agile manifesto are (Sliger &
Broderick, 2008):
1.

2.

3.

4.

5.

6.
7.

“Our highest priority is to satisfy the
customer through early and continuous
delivery of valuable software.
Welcome the changing requirements, even
late in the development. Agile processes
harness the change for the customer’s
competitive advantage.
Build projects around motivated individuals.
Give them the environment and support they
need, and trust them to get the job done.
The most important and effective method of
conveying information to and within a
development team is face to face
conservation.
Agile processes promote sustainable
development. The sponsors, developers, and
users should be able to maintain a constant
pace indefinitely.
Simplicity – the art of maximizing the
amount of work not done – is essential.
At regular intervals, the team proposes on
how to become more effective, then tunes
and adjusts its behavior accordingly.

In agile, the value of features to the customer drives
the order of the work and the values outlined in the
manifesto drive the way the work itself is defined.
Some of the well known agile software development
methods are:
1.
2.
3.

Extreme programming
Feature driven development
Scrum

Scrum and Extreme Programming have gained
popularity on a global level and emphasize on the
same principles that describe ‘agile’ and share the
values described in the agile manifesto. While XP is
more of an agile engineering methodology that
specifies software engineering practices such as test
driven development, refactoring, pair programming,
and simplicity in design, etc, Scrum is more of an
agile management methodology that focuses on
developing and managing software projects and is
applicable outside of the pure IT domain as well
(Kotikalpudi, 2010).
4. Scrum Overview
The term Scrum was first coined by Takeuchi and
Nonaka (1986) in a study that was published in the

Harvard Business Review (Kotikalpudi, 2010). In
this study Takeuchi and Nonaka discussed the
management of chaos by rugby approach. Rugby has
self organizing teams, and the players work together
to gain the control of the ball and move it up to the
field. Takeuchi and Nonaka found that in a sequential
system, crucial problems tend to occur at the point
where one group passes the project tasks to the next.
The rugby approach handles this problem by
maintaining continuity across phases. This laid the
foundation principal of the Scrum approach.
Scrum is an iterative, incremental software
development process (Schwaber, 2004). Scrum is
based the on the philosophy that the project
requirements will change and that it will be a waste
of project resources if we try to predict the future and
set up a project plan (Landaeta & Tolk, 2010). Based
on the principles of the agile project management
technique, Scrum is designed to decompose various
tasks of the project into iterations called sprints.
Scrum seeks to manage chaos by implementing short
time line (i.e. iterations) plans at which the cost and
time are fixed by the customer and negotiated with
the project team to the find out what attributes of the
product or services can get done with these two
constraints (Landaeta & Tolk, 2010). Several short
sprints help in a manner that, owing to the limited
productivity, in case the requirements or priorities
change during the execution of the project, the team
has not spent resources and time in producing
something that has no value, is changed or no more
needed.
The Scrum team is composed of three principal roles:
Product owner, Scrum Master, and the team. The
product owner defines the feature of the product and
is responsible to prioritize them. The Scrum Master is
the owner of the process; he or she interacts with the
customer and the management and elects and teaches
the product owner how to do his/her job. The teams
do the actual work and are self organizing and cross
functional.
5. Scrum and its Related Work in M&S
The field of IT and complex software development
process is governed by issues of changing
requirements and priorities. Scrum as explained, is an
agile process that is used to manage and control
“chaos” in complex software development projects
by providing energy, focus, clarity and transparency
to project teams by using iterative, incremental
practices (Landaeta & Tolk, 2010). Consequently, it
would be feasible to propose and implement Scrum
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for successfully managing the M&S projects. Scrum
would enable an effective project management
guideline for the reasons listed below (Kotikalpudi,
2010)
1.

Scrum is scalable, from single process to
entire project and because scrum is also
adaptive, it can be customized to some
extent to fit the unique situations and
conditions of the project environment. In
this case, each phase can be planned into
several iterations and principles of scrum
can be applied effectively.
2. Scrum is light project management frame
work; it does not prescribe any specific
technical practices which makes it feasible
to integrate with any project
3. Although Scrum advocates face to face
communications as the best form of
communication; Scrum also adapts to work
well with distributed teams as indicated by
the numerous empirical studies. Scrum is
designed to overcome the “human and
organizational issues” by implementing the
cross functional, self managed teams and by
organizing the “Daily Scrum” meetings to
ensure effective communication and
collaboration.
Though Scrum seems to be a perfect fit for M&S
projects there is very little literature supporting
Scrum as a project management methodology for
M&S projects. Kotikalpudi (2010) has demonstrated
that the simulation development part of the M&S
project is very similar to IT development project
except for the “modeling” part. This work identified
and established Scrum as a promising solution for
enabling excellent agile project management in M&S
federation development projects. A systems
engineering process proposed by Kewely & Tolk
(2009) for development of federated simulations in
M&S, proposed an agile project management
methodology like Scrum as a good fit. Further to this
work, Landaeta and Tolk (2010) in their paper
“Project Management Challenges for Agile
Federation Development: A Paradigm shift”
identified challenges for development of M&S
federations and proposed Scrum as an agile process
methodology to manage such complex and dynamic
project. Further studies need to be conducted to check
the applicability of Scrum on M&S projects to
confirm the proposals.
6. NGA and Project Management
The project management challenges with any project
are usually associated to scheduling, execution time,

cost/budget, managing resources and any other
unplanned events that may surface out during
execution. Same principles apply to the migration
from the current architecture to next generation
architecture “which does not share the traditional
philosophy of fixed requirements” (Landaeta & Tolk,
2010). One of the first management issues will be
preparing to move to HLA 1516-2010 (NGAT,
2010), and it would be valid to assume that the
transition process may reveal several other
management issues which may be composed of
changing priorities, delays in decision, rework and
changes in requirements, that need to be addressed
with a strong project management guideline such as
agile, that would embrace and account for change.
Such a complex project involving stake holders and
their anticipated changing priorities can be similar to
a complex software development or an IT project.
The current sequential waterfall model or V model is
based on the traditional concepts which plans for the
entire project’s deliverables during the initial stages
assuming that requirements and priorities will not
change during the execution of the project, This is the
reason for unsuitability of such methods in managing
complex projects since most of them constantly have
to face changes in the priorities, scheduled, or agreed
scope resulting in unfruitful results for the work done
so far.
7. Scrum Application for NGA
The transition to NGA can be categorized into three
phases where each phase is composed of several
main activities and sub activities ranging from
establishment of management and governance,
standards, to needed infrastructure. A sample of
activities for the needed infrastructure in each phase
is provided below and explained by Fig.1. (NGAT,
2010):
Phase 1 decouples RTI functionality into common
services. The infrastructure in phase 1 will be
established in multi step process which includes steps
as follows: 1.1. Establishing SOA Infrastructure, 1.2
Abstraction of the transport layer, 1.3 Establishing
Web Services, 1.4 Interfaces/Service Level
Agreements (SLAs), 1.5 Phased approach for
federates integration, 1.6 Lay foundations for Phase 2
by ensuring that services know Data location, Data
meaning and context, Data format required for data to
be useful. At the close of Phase 1, the infrastructure
will provide services robust enough to provide the
foundation for a grid and computing environment
while fully utilizing the SOA infrastructure and web
services. Phase 2 delivers decomposed models
resulting in composable operational M&S services.
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The Phase 2 infrastructure will be implemented in a
multi-step method as follows: 2.1. Develop secure
cloud computing environment, 2.2. Determine use of
grid computing resources, 2.3. Develop intelligent
services/agents, and 2.4. Lay foundations for Model
Based Data Engineering (MBDE). Upon completion
of Phase 2, the infrastructure will include a secure
cloud computing environment, a grid computing plan
and resource usage, intelligent services and agents, a
MBDE framework and Model Query Language
(MQL).

Phase 3 uses next generation technology employing
intelligent agents, metadata and model bases to allow
on the fly M&S solution development. The
recommended steps to complete the desired
infrastructure are as follows: 3.1. Build services that
are now able to learn from their environment, 3.2.
Take what the services are learning and store it as
scenarios in a repository creating a Model,
3.3.Continued development of model bases, 3.4.
Develop new Model Query Language (MQL) using
Structured Query Language (SQL) as a
guide/standard, develop a language to extract, add,
delete and update simulations in the model bases. By
the conclusion of Phase 3, the infrastructure will have
functioning fully autonomous intelligent services,
model bases and MQL as part of a cost-efficient,
standardized, fully functioning, reusable NextGen
M&S Architecture.
Looking from the Scrum approach, all these activities
can be organized into a product backlog and
prioritized. These activities can be further broken
down into releases and organized into a release
backlog and sub activities of each item in the release
backlog can be developed and implemented in
sprints/iterations (Landaeta & Tolk, 2010). If the
stake holders decide to have SOA Infrastructure and
Web Services ready in the first iteration, “they can be
planned during the release planning meeting and the
subsequent activities associated within each of the
release backlog can be broken down into sprints and
implemented” (Landaeta & Tolk, 2010). Applying
Scrum to each phase will act as a project
management guideline which will result in better and
faster migration to NGA. Stake holders at different
locations can be involved in the release planning
meetings which will enable them to control,
participate and plan the phase activities in each
releases based on their priority and necessity. They
can also engage in interactions and help to make
collective decisions. Scrum is an effective tool, but
should be implemented the right way, there must be
experienced Scrum Master, product Owners, and
qualified members of the project teams involved so
that efficiently facilitate and control Scrum process
(Landaeta & Tolk, 2010). An eagle’s eye view of
Scrum applicability to the prominent activities in
phase1 is demonstrated through the example below:

Fig.1: Phases in NGA transition (Taken from NGAT,
2010)

The prominent activities along with their sub
activities in phase 1 are:
1. Establishment of Governance and Standards:
• Leverage existing standards
• Identify
and
appoint
board
members
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Ensure members stay current on the
standards and identify areas of best
practices
• Continue standards for discovery
and structural metadata
Decomposition of the current services and
development of SOA infrastructure :
• Developing SOA infrastructure
• Abstraction of transport layer
• Establishing web services
• Managing
interferences/Service
level Agreements (SLA’s)
• Designing phased approach for
federates integration
• Lay foundations for phase 2 by
ensuring that services know data
location, data meaning, and data
format required for data to be
useful.
Migrate select federates using services:
• Identify and migrate the current
services
• Assist the migration and joining of
new federates

•

2.

3.

Fig.2.displays a complete Scrum project management
approach, as explained by Schwaber, R, (2004), in
the book “Agile project Management with Scrum”.
The Scrum project starts with planning a vision / road
map of the system to be developed, which in this case
would be migration to NGA. The vision will become
clearer as the project proceeds. The product owner
creates the product backlog which is a list of

functional and non functional requirements that,
when turned into functionality, will deliver this
vision. The product backlog for this migration would
contain activities planned in the phases. The product
backlog is prioritized so that the items most likely to
generate value or top priority are divided into
proposed releases during the release planning
meeting. In our case, a release would constitute
implementations of phases. All the work needed to be
delivered at the end of the release is done in sprints.
Each sprint is an iteration of preplanned number of
days. Each sprint is initiated with a sprint planning
meeting, where the product owner and team get
together to plan about the features to be completed in
the sprint, which in our case would be the activities to
be completed in phase 1. Daily stand-up meetings
help to track the progress of the sprints.
If the stake holders decide to have SOA
Infrastructure and web services to be ready in the first
place, “they can be planned during the release
planning meeting and the subsequent activities
associated with each of the release backlog can be
broken down into sprints and implemented”
(Landaeta & Tolk, 2010). Applying Scrum to each
phase will offer such flexibility and will act as a
project management guideline which will ensure
smooth, fast, better managed transition to NGA. The
stake holders, even if placed at the different locations
can be involved in the release planning meetings
enabling them to participate, plan and control the
phase activities in each release based on their priority
and necessity.

Fig.2: Scrum Stages for NGA (Adapted from Sliger & Broderick, 2008)
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8. Summary
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In their work (Kewley & Tolk 2009, Kotikalpudi
2010, and Landaeta & Tolk 2010) have identified,
proposed
and
recommended
agile
project
management methodology, specifically Scrum for
managing M&S projects. Scrum is more of an agile
management methodology that focuses on managing
change in complex projects and appears to be a
suitable choice to guide this transition. Scrum
proposes solutions to efficiently cope with
requirement
changes,
keeping
the
overall
development process stable without supporting the
fulfillment of no longer valid requirements (waste of
resources) and, in parallel, supporting the fulfillment
of new requirements (providing updated functional
capability) (Landaeta & Tolk, 2010). The paper
proposes and recommends Scrum as an agile project
management methodology looking at its suitability
and applicability to manage the transition to NGA
9. Future Work
The work presented in this paper is conceptual at this
stage, based on the literature review and sample
implementation, but will be evaluated in detail by the
author in his Master Thesis on this topic.
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Pushing the Limits of the ARCS Model in the
Motivational Design of Instructional Simulation
Don G. Robison, M.S.
Abstract-Learner motivation is fundamental to effective
learning. Keller’s ARCS Model of learner motivation is a
macro-level model that synthesizes motivation research
and provides heuristics for instructional designers to
design instruction that is motivating. This paper applies
the ARCS Model to instructional simulation motivational
design.
The ARCS Model is described in terms of its four
components: attention, relevance, confidence, and
satisfaction. The motivational design process associated
with each ARCS component is presented and processes for
developing motivational objectives and strategies are
described. Additionally, a process for audience motivation
analysis using the ARCS Model is provided. The
motivational design opportunities and challenges of
instructional simulations are analyzed within the
framework of the ARCS Model, and heuristics for the
design of motivationally engaging instructional simulations
are offered. The implications of four significant
motivational influences not addressed by the ARCS
Model—social factors, visual design, structured story, and
flow theory—are discussed and design heuristics based on
these concepts are provided.
Index terms-Simulation, learning, design methodology,
motivation, instructional simulation, learner motivation,
ARCS Motivation Model, John Keller.
I.

INTRODUCTION

A recurring truth weaves itself through the literature
about effective learning: in order for learners to process
energetically and to learn deeply, they must choose to engage
[1-3].
Learner motivation is fundamental to learning.
Detractors have dismissed the study of learner motivation as
either a vague concept [4] or as lacking predictive power in
respect to learning outcomes [5]. But, as instructional design
practice moves towards a learner-centered view, it is clear that
motivation is essential to learning [1].
Learner motivation can be divided into six concepts that
make it easier to understand. Motivation can be defined as
what initiates behavior, controls its intensity, maintains
behavior, and mediates choice; and it may also be defined by
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the emotions that accompany behavior [4]. As it applies to
learning, motivation is focused on the energy and choice that
learners apply to learning. It concerns effort, but also
concerns the learner‟s choice to engage effective
metacognitive strategies [1]. It is useful to think about learner
motivation in terms of both the energy and persistence of the
learner towards the task of learning, but also about the
learner‟s choices and employment of effective learning
strategies.
John Keller‟s ARCS Model has been presented as the
most comprehensive and practically accessible learner
motivation model for instructional designers [3, 6]. In fact,
Jonassen has proposed that the ARCS Model is the only
effective practical model for incorporating motivation theory
into the instructional design process. The model synthesizes
motivation research into a “four-factor macro-level model”
[2].
This paper explores the motivational design of instructional
simulations using the ARCS Model as a framework. The
paper will present a summary of the ARCS Motivation model,
the motivational challenges and opportunities of instructional
simulation, and offer practical approaches to designing
simulations that engage learners and keep their interest.
Motivational challenges will be analyzed from the perspective
of the ARCS Model paradigm. In addition, limitations of the
model will be discussed and proposals for expansion of the
model—particularly as they relate to instructional
simulations—will be offered.
II. THE ARCS MODEL OF LEARNER MOTIVATION
Keller‟s ARCS Model is derived from many areas of
motivation research [2]. He took motivation from a vague
generalized idea and broke it down into four useful
components: attention, relevance, confidence, and satisfaction
[7]. According to Keller, there are four general requirements
that must be met for learners before they will invest cognitive
energy in learning. These requirements are related to two
major questions, as depicted in Table I. Keller developed
these four requirements into the four components of the ARCS
Model.
A. Attention
Keller states that, “To be motivated, a learner‟s attention
has to be aroused and sustained”[2]. The design goal here is
to capture and sustain the learner‟s attention.
This
requirement includes things that relate to curiosity, sensation
seeking, and other factors that explain how attention is

TABLE 1
COMPONENTS OF THE ARCS MODEL [2]

Major Categories and Definitions
Attention

Relevance

Confidence

Satisfaction

Capturing the interest of
learners; stimulating the
curiosity to learn
Meeting the personal
needs/goals of the learner
to effect a positive
attitude
Helping the learners
believe/feel that they will
succeed and control their
success
Reinforcing
accomplishment
with
rewards (internal and
external)

Major Process
Questions
“How is this
learning valuable
and stimulating
to my students?”

“How can I (via
instruction) help
students succeed
and allow them
to control their
outcomes?”

obtained. Keller believed that this motivation requirement is
the easiest to satisfy. He proposed that attention is stimulated
and sustained by events that are startling or unexpected which
arouse curiosity or engage learners in inquiry oriented
behavior that, in turn, stimulates a deeper level of curiosity.
In addition to creating a sense of inquiry, this attention
component relates to Keller‟s concept of “variability.”
Variability is changing up the content presentation appearance
or pattern. Care must be taken to maintain the flow of the
experience even as some variety is introduced [7].
B. Relevance
Keller describes both an “ends” and “process” aspect to
relevance [7]. The ends aspect is straight-forward: If the
instructional content is perceived to be helpful to the learner in
accomplishing important future goals, the learner will attach
relevance to it. An example of relevance: A college junior
desires to go to medical school and has signed up for a course
to prepare to take the medical entrance exam. In this college
student‟s mind, the entrance exam is the key to getting into
medical school, and the course to prepare is the key to the
exam. In this case, the student would perceive a great deal of
relevance in the preparatory course.
However, the end does not always have to be aimed at the
future. The learner may attach a near-term value to the
instructional content. Today‟s class could relate to challenges
the learner expects to experience tomorrow, causing the
learner to attach relevance to the learning. Likewise, learning
that is seen to relate to past challenges is viewed as relevant to
learners.
The process aspect of relevance has to do with methods of
teaching in relation to the student‟s preferences or needs. For
example, people who are high in their need for affiliation will
be attracted by group learning contexts and may attach
relevance to group learning experiences.

C. Confidence
A learner must believe that there is a reasonable probability
of success before investing energy in learning [2]. This is
related to Bandura‟s [8] self-efficacy principle: an individual‟s
expectation for success strongly affects selection of tasks. If
there appears to be no chance for success—either because of
personal capability limitations or circumstances—motivation
towards the task will be low.
On the other hand, if learners believe that a task challenge
is too easy, they will not engage energetically. The optimal
challenge is where a task is perceived by the learner as having
moderate difficulty. A successful outcome should not be
guaranteed, but the learner needs to be provide dwith some
sense of challenge [9]. In addition to expectations for success
or failure, this confidence dimension includes the perception
that the learner has control over the outcomes.
For optimal
motivation, the learner must feel that success is
possible, but that it will only come as a result of personal
effort [9].
D. Satisfaction
The learner question that relates to satisfaction is a simple
one: “Is the outcome of this effort desirable to me?” For
example, the business school student who does not really want
to go into business will likely not work as hard as the one who
is passionate about a career in business. Learners will work
for outcomes that are desirable to them.
Behaviorist
influences on the ARCS Model are most discernable in this
satisfaction motivation component. Keller speaks of the use of
reinforcement schedules in his description of satisfaction [2].
In addition to extrinsic rewards, Keller also discusses the
importance of intrinsic motivation as part of learner
satisfaction.
Intrinsic motivation is defined as motivation that is driven
by interest or enjoyment of a task [10]. The artist who paints
pictures and then hangs them in a studio where they are never
seen, is intrinsically motivated to paint. Motivation that is
intrinsic to the learner is more complicated than extrinsic
motivation, but may be more durable. Intrinsic motivation is
of particular interest in the design of instructional simulations
as designers have the potential to create simulations that are
both interesting in content and enjoyable in process.
III. MOTIVATIONAL OBJECTIVES AND AUDIENCE ANALYSIS
One valuable contribution of the ARCS approach is its
systematic procedure for motivational design. Borrowing
from the process models of instructional design, Keller
articulates a process for developing motivational objectives,
conducting audience analysis, and designing motivational
strategies that is matches the audience and performance [7].
Table II presents Keller‟s conception of the subcategories of
motivational design strategies in the ARCS Model. In Keller‟s
process, the designer systematically focuses on each
component of the model and develops motivational objectives
for each subcategory. For example, for a training session with

instructional designers, an objective in the confidence
dimension might read: “Participants will indicate a higher
degree of confidence in their ability to conduct instructional
design [7].” After developing a list of motivational objectives,
measures for achieving each objective are developed. This
process is similar to the development of performance
objectives and associated evaluation items.
The measures of achievement of a motivational objective
is either a self-report or a direct observation of behavior that
indicates the targeted performance [7]. For example, if the
motivational objective is that “Participants will indicate a
higher degree of confidence in their ability to conduct
motivational design.” Then, the measure would be a survey
item that has learners rate the improvement of their confidence
in conducting motivational design.
Once the designer has specified the motivational objective
and has defined the method of measurement for achieving it,
an audience analysis is conducted. Since there is an endless
list of possible strategies for improving the motivational draw
of instruction, an audience analysis helps focus the number
and types of motivational strategies that should be employed
in a given context [2].
The audience analysis is conducted by assessing the
audience motivation ranges for each of the four components of
the ARCS Model. Based on the target audience, preinstruction motivation ranges in each component will vary.
The designer will vary strategies to bring motivation to the
optimal level in each component area.
For example, a class of Anatomy students may have a final
exam in a course that will dictate their acceptance to the next
level of their program. In this case, the relevance motivation
measures might be too high. Some of the learners would be
fearful and anxious. The motivational strategy would then be
to reduce anxiety by reducing the relevance variables. One
motivational intervention may include a change in policy to
make passing the test one of several checkpoints for
progressing in the program, rather than making the one exam
the key checkpoint.
Another example is high school English in an urban school
setting. The students in this example say that they do not care
for the subject. They do not believe it makes a difference in
their lives, and the results of success are meaningless to them.
In this case, the pre-instruction levels for relevance and
satisfaction are very low.
Motivation strategies would
attempt to raise motivation as it relates to relevance and
satisfaction with learning outcomes.
IV. MOTIVATIONAL STRATEGIES
Once motivational objectives and measures have been
identified, and the audience has been described along
motivational dimensions, the designer develops motivational
strategies that aim at the specific motivational objectives and
measures given the target audience characteristics. Keller held
that these strategies would fall into one of the subcategories

defined in Table II. For example, if a group of learners are
nervous about working with computers, and computer-based
learning is planned for them, a motivational strategy may be to
spend a lot of time making the learning program user-friendly
to boost learner confidence. Systematically thinking through
the learners‟ needs and characteristics, it is possible to
determine where the greatest emphasis should be placed in
terms of motivational interventions [2].
TABLE II
SUBCATEGORIES OF MOTIVATIONAL DESIGN STRATEGIES
IN THE ARCS MODEL [2]

ARCS
Dimension
Attention

Relevance

Confidence

Satisfaction

Strategy Subcategory
A.1
A.2
A.3
R.1
R.2
R.3
C.1
C.2
C.3
S.1
S.2
S.3

Perceptual Arousal
Inquiry Arousal
Variability
Familiarity
Goal Orientation
Motive Matching
Learning Requirements
Success Opportunities
Personal Control
Natural Consequences
Positive Consequences
Equity

V. APPLYING THE ARCS MODEL TO
INSTRUCTIONAL SIMULATION

Researchers have studied the application of the ARCS
Model in several instructional settings: self-regulated
instructional text [11], classroom instruction [3], email
supplements to instruction [12], and computer-based
instruction [2] to mention a few. But, the ARCS model has
not been systematically applied to instructional simulation.
The following analysis will address the four main ARCS
components as they apply to instructional simulations.
Because there is no specific target audience, and because
instructional simulations represent a broad spectrum of
approaches, these discussions will address general
motivational challenges and affordances.
A. Attention Related Issues
Keller held that concreteness, curiosity arousal, and
variability were key to capturing and keeping a learner‟s
attention [7].
He also felt that the quality of initial
presentation related to this motivational component. As these
factors relate to instructional simulations, the quality of the
interface is important, as is the initial layout of both the
simulation process flow and the screens: they must represent
the simulation in clear and compelling ways. One of the
strengths of simulation is that a simulation allows for concrete
presentation of sometimes abstract phenomena [13]. This

means that simulations should provide designers with unique
opportunities for attention-related motivational design.
Variability and novelty are key approaches to capturing and
maintaining attention, but care must be taken to present
content-appropriate changes and novelty[7]. For example,
animations of missiles going off would be inappropriate for a
simulation of cross-cultural communications. In simulations,
variability and novelty may be introduced through scenario
changes or through the model design itself.
The use of humor may be an effective way to capture a
learner‟s attention, but again, the humor must match the
context and content of the instruction. The effectiveness of
the use of humor has been demonstrated in game-based
learning [14] and could be effectively applied in instructional
simulation as an attention strategy.
Curiosity arousal may be stimulated through the use of
unanswered questions or presented mysteries. Drawing again
on lessons learned from gaming, an instructional environment
may be made challenging by introducing clear goals with
uncertain outcomes [15].
The use of various levels of
difficulty also helps to motivationally enhance the experience.
Uncertainty may be provided through the use of hidden
information, or randomness in presentation.
Instructional simulations are particularly well-suited for
capturing and keeping the learner‟s attention: the interface
must be designed well, goals must be clear, the simulation
flow must be clear at the outset, and variation may be
introduced through the use of uncertain outcomes, hidden
information or randomness in presentation.
B. Relevance Related Issues
The relevance of an instructional simulation is a direct
result of learner‟s perception of how the instruction matches
learner goals and motives. Relevance is also related to how
the instructional approach matches expectations or learning
preferences. Instructional simulations based on models that
relate to real-life challenges in the learner‟s current world of
work or learning, or to the learner‟s desired world, would be
motivational.
Instructional simulations should explicitly describe the
projected outcomes of successful completion of the
simulation. For example, for Coast Guard officer trainees, a
ship-handling simulator would state that the skills required to
successfully complete the simulation are the same skills that
will be required to successfully handle an actual cutter. A
simple way to tie relevance to a simulation is to state the realworld outcome related to success. A simulation would be
perceived to be more relevant if the learner perceives high
model and process fidelity.
Another way that instructional simulations can be
motivationally enhanced is by including user options that
allow learners to match their own goals or aspirations to
simulation outcomes or activity. When appropriate, the use of
like-respected role models is effective in modeling successful
skill performance, but also in showing the effort it takes to
achieve [16]. The actions of one that is perceived as being

similar to a learner are relevant in that they give the learner
information regarding their her own capacity to achieve what
the model achieved. The most effective employment of a
model in this capacity is to use one that the learner sees as
similar in many respects, and achieves through effort and
challenge [16]. If the model‟s achievement is seen as too
easy, it will not have a motivating effect on the learner.
Keller presented the idea of using competition—
particularly against self—as a means for increasing the
relevance of an instructional activity [9]. Including a
competitive element in a simulation may take the form of a
score, an achievement criteria for advancement in difficulty
levels, or even a head-to-head competition.
Relevance may be enhanced by basing models on real-life
scenarios, explicitly describing the outcomes of successful
learning, including user options that match personal motives
and goals, using like-respected role models, and introducing a
competitive element in the simulation.
C. Confidence Related Issues
To optimally engage, a learner must have an expectation
that personal effort will lead to success [9]. This does not
mean that there should be no challenge, because the lack of
challenge is de-motivating in itself. Optimally, the level of
challenge would be such that the learner is not sure of success,
but believes that success is probable if effort is exerted. Keller
posited three chief approaches to enhancing confidence [17].
It is important to clearly describe the learning requirements.
If possible, provide an opportunity for the learner to describe
personal learning goals.
Allow the learner choice in
difficulty, and provide opportunities to progress. It is helpful
to include options for self-evaluation. Confirmational
feedback for acceptable responses and corrective feedback for
responses that do not meet criteria enhance instruction. In
addition, it is good to give learners as much personal control
and responsibility as possible.
The application of Keller‟s principles for enhancing learner
confidence as described above to instructional simulation is
apparent. Again, the interface to the simulation must be clear
and provide learners with an understanding of the performance
and learning requirements. If practical, allow learners choice
in the level of difficulty and give them an opportunity to select
a performance or learning goal. Whenever appropriate, give
the learner control of path or next step.
Optimal learner motivation is achieved when the learner
believes that personal effort will result in success. Providing
clear learning requirements, allowing learners to select
difficulty levels, allowing them to state personal performance
or learning goals, and giving them control whenever possible
will enhance learner confidence in instructional simulations.
D. Satisfaction Related Issues
Satisfaction relates to the learner obtaining a satisfying
level of accomplishment upon completion of learning. The
issues here relate to extrinsic rewards, intrinsic motivation,
and equity. Extrinsic rewards are outcomes of the instruction

that the learner values. At a basic level, state lotteries exist
because players value the possible outcome of winning and
being wealthy. In the case of lotteries, the expectations of
success are very small, but the value of the final outcome
outweighs those expectations, and people play. Keller
suggested the use of scoring systems with computer games to
enhance this sense of extrinsic reward. Congratulatory
comments, reinforcements, and certificates of success are
other example of extrinsic rewards.
Deci [10] demonstrated that intrinsic motivation is
powerful, and Keller proposed strategies for encouraging
intrinsic motivation. Keller believed that situating learning in
real-world contexts was an effective way to encourage
intrinsic motivation. He proposed that verbally recognizing
and praising intrinsic motivation encouraged it.
Giving
learners who have mastered a task the opportunity to help
others also stimulates intrinsic motivation towards a task.
The search for identity is a primary motivator, particularly
for adolescents and young adults. Erikson proposed that this
search for „who I am‟ and „what I am capable of‟ in young
adults energized behavior and choice [18]. Perhaps providing
learners with an opportunity to purposely associate
achievement in a simulation with some aspect of identity
would be an effective way to enhance learner satisfaction with
instruction. In an instructional simulation, this may be as
simple as making a level of attainment synonymous with a
valued title or role.
For example, in the ship-handling
simulation example used earlier, one level of learner
attainment may be “Qualified Deck Watch Officer” a title that
matches a future goal for these learners. The key is to this
approach is to use a title that would have be a part of valued
self-identity descriptions. Another tactic for using this interest
in identity is to allow learners to personalize avatars. Gamers
use this tactic to draw game players into a game [19] .
Finally, for motivational satisfaction to be optimal,
learners must feel that the process of learning was fair.
Evaluations and real-world experiences should relate to the
learning processes.
The application in instructional
simulation is related to both model and process fidelity.
While there may be some simplifying of the model or process
in training, the final learning product should relate directly to
the real-world environment where the skill will be practiced.
Satisfaction in instructional simulations, therefore, may be
enhanced through the use of extrinsic rewards: scoring
systems, levels of difficulty, congratulatory feedback, or
certifications. Intrinsic reinforcement may be achieved
through situating the simulation in the real-world, through
model or process fidelity, recognizing and praising intrinsic
motivation, and giving master learners and opportunity to help
others. One idea is to encourage identity formation in success
by associating levels of simulation advancement with valued
position titles. In addition, learners need to have a sense the
learning experience was fair. This may be accomplished by
making simulation experiences match actual experiences or
tests.

TABLE III
APPLYING THE ARCS MODEL TO INSTRUCTIONAL SIMULATION

Strategies for Accomplishing Goal of ARCS Component
Attention
 Well designed user interface
 Clearly state instructional goals
 Clearly describe simulation flow
 Use of clear goals with uncertain
outcomes
 Use of hidden information
 Use of randomness in presentation
Relevance
 Create model faithful to real-life
scenarios
 Explicitly describe the outcomes of
successful learning
 Include user options that match
personal motives and goals
 Use like-respected role models
 Incorporate a competitive element
Confidence
 Provide clear learning requirements
 Allow learners to select difficulty levels
 Encourage learners to state personal
performance or learning goals
 Give learners control whenever possible
Satisfaction
 Use scoring systems
 Build in levels of difficulty
 Provide congratulatory feedback
 Provide achievement certifications
 Situate the simulation in the real-world
 Recognize/praise intrinsic motivation
 Give master learners opportunities to
help others
 Associate an identity position or role
with a level of difficulty
 Make simulation experiences match test
and real-world experiences
VI. OTHER MOTIVATIONAL ELEMENTS
As described earlier, the value of Keller‟s contributions in
providing a comprehensive applied motivation model for
instructional designers cannot be overstated. Yet, motivation
is a complex study, and there are significant motivational
elements that were either under-represented or not represented
in the ARCS Model.
A. Key Motivation Elements Underrepresented in ARCS
Three examples of motivational elements that have a place
in the ARCS Model but are underrepresented are the
motivational impacts of identity formation, play, and fantasy.
Intentionally incorporating elements that encourage ego
identity discovery or exploration (particularly with adolescents
and young adults) was discussed as part of the explication of
the motivational component of satisfaction above. Since the
search for identity is a broadly motivating issue, incorporation

of identity facilitating elements would improve the
motivational appeal of an instructional simulation, if
appropriate to the simulation objective.
Gaming researchers have established the power of play and
humor in keeping players engaged in instructional games [20]
[14]. The lessons learned may be readily transferred to
instructional simulation. The use of appropriate and rightlytimed humor, or the introduction of enjoyable competitions or
quests, could enhance the motivational impact of instructional
simulations. Care must be taken in the design to ensure that
the use of humor or fun fits the objectives. Play has been
found to be an effective mediator of learning for both children
and adults [20].
The use of fantasy has been shown to be effective in
gaming [15]. For example, having users assume the identity
of a star baseball player and hit the World Series winning
home run is motivating. Or, another fantasy approach that is
motivating to players is to have the player find the secret
weapon with which the world may be saved. These routine
gaming approaches could be used effectively in instructional
simulations, as well.
B. Key Motivation Components Not Represented in ARCS
Four important motivation dimensions relevant to
instructional simulation that are not addressed by the ARCS
Model are: social influences on motivation, the motivational
impact of visual design, the motivational force of structured
story, and the motivational effects of flow.
First, though the ARCS model addresses aspects of social
learning, including vicarious learning and self efficacy, it does
not address broader social learning variables related to learner
motivation, including the effects of group affiliation,
collaboration, optimal synergy, and presence. Each of these
variables has a demonstrated impact on learner motivation and
achievement, and yet are not explicitly addressed in the ARCS
Model. It is possible that Keller was influenced to downplay
social motivational influences by his colleague, Gagné, who
held that social motivators were not predictive of learner
engagement [21].
Researchers from various theoretical orientations agree on
the basic principle that people are social creatures, and social
factors influence learning motivation.
Social learning
theorists, for example, argue that much of what one learns is
learned from the example of others [8, 22]. Cognitive learning
theorists maintain that much of learning is devoted to
“meaning making” which is essentially a collaborative and
social process [22]. Palincsar, a social constructivist, goes as
far as to say that learning is an entirely social act [23].
Interestingly, Hacker and Bol demonstrated that the mere
potential presence of others affects individual cognition and
behavior [24]. One does not have to fully adopt all of these
perspectives to grant that social factors influence learner
motivation.
Additionally, highly motivated individuals with common
ends often find each other and work together to accomplish
what they could not individually.
Examples of this

interaction are school study groups where students gather to
learn difficult content together, and professional working
groups which voluntarily assemble to address a challenging
issue. Bennis [25] argues that these synergistic collaborations
lead to the most creative innovations, and are the best way to
accomplish difficult tasks. He describes a sort of “synergistic
abrasion” that is foundational to innovation. Great work and
great achievement are their own rewards. Bennis calls these
groups “Great Groups.” The motivational of impact of such
groups on their participants is powerful.
Some examples of how instructional designers, simulation
designers, and game designers have incorporated social
elements in the motivational design of their products include:
the creation of virtual social spaces and the use of personal
avatars in micro-worlds like Second Life [26], using animated
pedagogical agents to teach empathetic teaching skills in
counselor training [27], and using animated human models in
procedural demonstrations of heavy equipment maintenance
[28]. The social dimensions of learner motivation may also be
incorporated into an instructional simulation using
collaborative, competitive, and cooperative approaches.
Second, the visual design and aesthetic quality of the
simulation affects user perceptions of quality and credibility.
This has been demonstrated in web design research [29, 30],
but the extension of this principle to the design of instructional
simulation is apparent. Instructional simulations are, by
definition, experiential learning, and the designer must
consider the quality of the entire experience and not just the
goals and mechanics of it [31]. Keller places this design
“excellence” dimension in the “attention” motivational
component of his model [32], but it is possible that this
aesthetic variable has a broad impact, also affecting learner
perceptions of both relevance and satisfaction.
Third, learning experiences are best understood and
processed in the context of a story [33]. Learning is enhanced
by placing learners in the real-world context of the target task
performance. One way to situate learners in context is to
follow the lead of screen writers and book authors who have
developed story patterns that reliably engage users in their
productions [34]. Game designers currently use stories to
enhance interest in their games. Incorporating proven story
patterns in pre-training or in-training simulation design could
enhance learner engagement. In a related development,
neuroscience research in brain activity has shown that specific
patterns of cinematic plot engage large percentages of
audiences in predictable ways [35], opening the door for
researchers to establish story plot patterns that instructional
designers may utilize in their designs. A practical heuristic for
applying the strength of story to instructional simulations is
the introduction of a compelling “back-story” that could
increase initial learner interest and serve to sustain
engagement.
Fourth, flow theory is a way of describing a unique
phenomenon where people are caught up in the flow of an
activity or game and so enjoy themselves that they lose track
of time and orientation. Czikszentmihaly defines flow as

“…the state in which people are so involved in an activity that
nothing else seems to matter” [36]. Rieber argued that the
most important element in the creation of a flow experience is
optimizing the challenge [20]. This idea is consistent with
Keller‟s ARCS Model as the optimal state for learner
confidence [17]. One final point about the importance of flow
in motivational design: it could be a primary motivator for
many learners. People actively seek flow experiences, and
will expend energy and resources to find them [19]. This idea
of flow is compatible with the ARCS Model, and Keller
discusses it [32], but there are few practical heuristics for
designing for flow in the ARCS process.
To optimize for flow in instructional simulation motivation
design, simulations should be designed in such a way that
learners are challenged at every point, but not overwhelmed.
This may be achieved by providing learners with options for
selecting simulation difficulty, or monitoring learner
achievement levels and then varying the difficulty of the
simulation presentation based on that achievement. Rieber
describes the simulation design goal as creating an opportunity
for “ideas to expand as the learner is ready for them” [20].
According to Rieber [20], enjoyment results when an
activity includes one or more of the following components:
1. Challenge is optimized.
2. Attention is completely absorbed in the activity;
3. The activity has clear goals;
4. The activity provides clear and consistent feedback as
to whether one is reaching the goals;
5. The activity is so absorbing that it frees the
individual, at least temporarily, from other worries or
frustrations;
6. The individual feels completely in control of the
activity;
7. All feelings of self-consciousness disappear; and
8. Time is transformed during the activity (e.g. hours
pass without noticing) [20].
One conspicuous example of flow theory in action is the
massive multi-player online role-playing game (MMORPG)
World of Warcraft (WoW). The worldwide subscriber base for
WoW reached over 12 million in 2010 [37]. Each subscriber
pays approximately $14 a month to play, and in addition, they
pay $40 for each new version update [37]. Millions of users
have been subscribers for more than two years. This means
that WoW taps into significant motivators. The factors that
initially engage and motivate WoW users and the factors that
continue to sustain engagement and motivate WoW users are
relevant to the optimal motivational design of instructional
simulations.
Users report that they were initially drawn to WoW by
either social influences (e.g., the invitation of a friend) or the
initial challenge [19]. Some users report that they were also
initially drawn by the detailed and extensive background story
and the exceptional graphics.
As users become more
proficient, they continue to be drawn by social connections
(both formal and informal), identity factors (they can tailor
their personal avatar to a fine level of detail), and the

.
TABLE IV
APPLYING SOCIAL AND FLOW MOTIVATION PRINCIPLES
TO INSTRUCTIONAL SIMULATION

Strategies for Incorporating Social and Flow Principles
Social
 Include collaboration features
Factors
 Provide opportunities for learners to
cooperate
 Create teamwork experiences
 Provide team challenges
 Use pedagogical agents in the
simulation
 Use avatars in the simulation
Visual
 Graphics should be designed by
Design
professional artists
Structured
 Develop an interesting story that
Story
complements the goals of the
instructional simulation
Facilitating
 Articulate clear goals for the simulation
Flow
 Giver learners control of any optional
functionality
 Provide clear, consistent, and
immediate feedback in relation to goals
 Provide the opportunity for learners to
expand their activities through new
levels or new activity paths
 Provide opportunities for competition
 Allow learners to personalize avatars
 Provide opportunities for formal and
informal social networking
increasing complexity of the game itself. New versions of the
game with complex levels, more detailed story, and improved
graphics and functionality are released regularly [19], which
established players find motivating.
There are obvious differences between games and
instructional simulations, but some of the features of games
that may be used in the motivational design of instructional
simulations include the articulation of clear goals, giving
learners control, providing clear and immediate feedback,
providing communication channels for learners, and allowing
them to personalize avatars. The unique characteristics of
simulation make it an ideal medium for the creation of flow
experiences for users. Table IV summarizes design heuristics
to optimize flow in a simulation.
VI. CONCLUSIONS
Motivation is a complex science, but the motivational
aspects of a simulation can be designed in such a way that
motivation is optimized. Energetic learner engagement cannot
be guaranteed as the result of a particular design process, but,
the ARCS Model provides an effective framework for
addressing the motivational challenges of instructional
simulation. Motivation may be intentionally and
systematically influenced. Strategies for the motivational

design of instructional simulations should include specific
strategies for gaining and keeping learner attention, making
the simulation relevant, encouraging an optimal sense of selfefficacy in learners, and pointing to the desirable outcomes—
intrinsic and extrinsic—of successful accomplishment. In
addition, designs may be enhanced by including design
features that facilitate social elements in the simulation.
Examples of social motivators that may be used in simulations
include collaborative features and the use of pedagogical
agents. Additionally, Instructional simulation designs may
incorporate structured story, quality visual design, and flow
designs to enhance motivation.
Learning is the result of actions and choices learners make,
and therefore it is dependent upon the motivational
engagement of the learner. Effective learning demands more
than logical instructional presentation or high learner aptitude,
it requires that the learner energetically engages in the learning
act. Instructional simulations present unique motivational
opportunities and challenges, but these challenges can be met
with a motivational design that addresses the key components
of motivation.
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Low versus High Intensity Emotion in Animated Pedagogical Agents:
A Qualitative Study
Author(s): Enilda Romero
Keywords: Emotion, Instructional Simulations, Animated Pedagogical
Agents, Intensity
Absract: This paper presents a phenomenological approach to study
learners’ perceptions of low intensity versus high intensity emotionally
expressive
animated
pedagogical
agents
in
computer–mediated
environments. The researcher uses maximum variation sampling and
snowball sampling for recruitment of the participants. Data was collected
through individual interviews and guided reflection journals. The participants
were eight university students that were randomly assigned to one of the
possible treatments (i.e. low intensity emotion, high intensity emotion).
Results indicated five main themes: perceptions of importance, perceptions
of humanness of the agent, perceptions of enjoyment, perceptions of
barriers for implementation, and suggestions for improvement. Contributions
to the topic, implications for future research and limitations of the study are
considered.

Development of Web-Based Engineering, Educational and Assessment Modules for
Learning Numerical Methods
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Abstract: Solving large (and sparse) system of simultaneous linear equations has been (and continue to be) a major
challenging problem for many real-world engineering/science applications [1-2]. For many practical/large-scale
problems, the sparse, Symmetrical and Positive Definite (SPD) system of linear equations can be conveniently
represented in matrix notation as [A]{x}={b}, where the square coefficient (non-singular) matrix [A] and the RightHand-Side (RHS) vector {b} are known. The unknown solution vector {x} can be efficiently solved by the
following step-by-step procedures [1-2]: Reordering phase, Matrix Factorization phase, Forward solution phase, and
Backward solution phase.
With the growing popularity and possibilities of the internet, web-based learning has becoming more and
more prominent these days. The new trend focuses on developing more effective learning methods based on large
pre-existing scientific languages like FORTRAN, C etc. In this paper, a web-based environment is utilized as a
means to introduce numerical methods concepts in civil engineering and other related fields of engineering.
Software development and implementation is presented, including detailed descriptions of the techniques employed
to link software written in high level computer languages such as FORTRAN and C to a web-based, user friendly
interface for both input and output.
Finally, minimizing Fill-in-Terms module, structural matrix method module, online/web-based LU
decomposition software for solving symmetrical and non-symmetrical linear equations and web-based symbolic
input for integration software tools were described in this paper. Engineering students will have the necessary
(online) tool to practice their problem solving skills, and have good assessment tool to self-evaluate their learning
capabilities.
*contact author
I. Introduction
Knowing that “knowledge that is taught in only a single context is less likely to support flexible knowledge transfer
than is knowledge that is taught in multiple contexts” [9] and to further improve the educational experience and
performance, a number of new prototype tools have been developed, implemented and assessed for the topic of SLE
under this project. These tools are:





Online Minimizing Fill-In-Terms Game Based Learning (MFIT-GBL) approach for learning reordering algorithm and SLE [4].
On-line Structural Matrix Method (SMM) software module for problem solving skills and selfassessment tests [6].
Web-based LU decomposition method for solving symmetrical and non-symmetrical systems of linear
equations [7] and
On-line problem solving skills (related to symbolically input for integration topic) [10].

II. Online Minimizing Fill-In-Terms Game Based Learning (MFIT-GBL) approach [4, 5] for learning reordering algorithm and solving Simultaneous Linear Equations (SLE) [1, 2, 4, 5].
Solving large (and sparse) system of SLE has been (and continue to be) a major challenging problem for many realworld engineering/science applications [1-2].
In matrix notation, the SLE can be represented as:

[ A] {x}  {b}

where [A] = known coefficient (non-singular) matrix, with dimension NxN

(1)

{b} = known right-hand-side (RHS) Nx1 vector
{x} = unknown Nx1 vector.

2.1 Symmetrical Positive Definite (SPD) SLE
For many practical SLE, the coefficient matrix [A] (see Eq.1) is SPD. In this case, efficient 3-step Cholesky
algorithms [1-2] can be used.
Step 1: Matrix Factorization Phase
In this step, the coefficient matrix [A] can be decomposed into

[ A]  [U ]T [U ]

(2)

where [U] is a NxN upper triangular matrix.
Various terms of the factorized matrix [U] can be computed/derived as following (see Eq. 2):
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For a general NxN matrix, the diagonal and off-diagonal terms of the factorized matrix
the following formulas:

(3)

[U ] can be computed from

1

i 1
2

2
uii   Aii   u ki  
k 1



(4)

i 1

uij 

Aij   u ki u kj
k 1

uii

(5)

Step 2: Forward Solution phase
Substituting Eq. (2) into Eq. (1), one gets:

[U ]T [U ]{x}  {b}

(6)

Let’s define:

[U ] {x}  { y}

(7)

Then, Eq. (6) becomes:

[U ]T { y}  {b}
Since [U ]
vector

T

(8)

is a lower triangular matrix, Eq. (8) can be efficiently solved for the intermediate unknown

{y} .

In general, one has

j 1

yj 

b j   uij yi
i 1

(9)

u jj

Step 3: Backward Solution phase
Since [U ] is an upper triangular matrix, Eq. (7) can be efficiently solved for the original unknown vector
In general, one has:
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x

ji i

(10)
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2.2 Re-Ordering Algorithms for Minimizing Fill-in Terms [1]
During the factorization phase (of Cholesky algorithms), many “zero” terms in the original/given matrix [A] will
become “non-zero” terms in the factored matrix [U]. These new non-zero terms are often called as “fill-in” terms
(indicated by the symbol F). It is, therefore, highly desirable to minimize these fill-in terms, so that both
computational time/effort and computer memory requirements can be substantially reduced.
*

One would like to solve the following modified system of linear equations (SLE) for {x } ,

[ A* ]{x * }  {b * }

(11)

rather than to solve the original SLE (see Eq.1).
2.3 On-line MFIT-GBL For Reordering/Factorized Phase [2, 4, 5, 8, 16].
Based on the discussions presented in the previous sections, one can easily see the similar operations between the
symbolic, numerical factorization and reordering phases of sparse SLE.
In this work, MFIT-GBL tool (shown in Figure 1 [4, 5]) has been designed with the following objectives:

Figure 1: Online MFIT-GBL For Learning to Solve SLE.
(A) Teaching students the process how to use the reordering output for converting the original/given matrix [A] into
*

the new/modified matrix [ A ] . This step is reflected in Figure 1, when the “Game Player” decides to swap node (or
equation) “i” (say i =2) with another node (or equation) “j”, and click the “CONFIRM” icon!

Since node “i = 2” is currently connected to nodes j = 4,6,7,8; hence swapping node i = 2 with the above nodes j will
“NOT” change the number/pattern of “Fill-in” terms. However, if node i =2 is swapped with node j=1, or 3, or 5,
then the fill-in terms pattern may change (for better or worse) !
(B) Helping students to understand the “symbolic” factorization” phase, by symbolically utilizing the Cholesky
factorized Eqs. (4,5). This step is illustrated in Figure 1, for which the “game player” will see (and also hear the
computer animated sound, and human voice), the non-zero terms (including fill-in terms) of the original matrix [A]
*

to move to the new locations in the new/modified matrix [ A ] .
(C) Helping students to understand the “numerical factorization” phase, by numerically utilizing the same Cholesky
factorized Eqs. (4,5).
(D) Teaching engineering/science students to “understand existing reordering concepts”, or even to “discover new
reordering algorithms”

III. Structural Matrix Method (SMM) Software Module [6, 12, 13]
The SMM module [6] includes brief reading sections on various components of the SMM process and the theoretical
backgrounds behind the developed formulas adopted for calculations. The reading sections are followed by an
interactive application unit, which includes the computation of the structural responses (such as nodal
displacements, member-end-actions and support reactions), visualization and animation (such as plots of undeformed and deformed structures) [6], with highlighted observations to enhance students’ learning. Students are
then assigned exercises, which require both hand calculations and the use of the interactive unit. This pre-processing
phase is followed by structural “analysis/computation” (to calculate the structural responses) and the “postprocessing” (to display the structural responses in the “graphical” forms) phases (see Figure 2).

Figure 2: Deflected Shape for Support “Settlements” Bridge (Truss) Example.

Theoretical background for the Stiffness Matrix Method [6, 14]:
The entire Stiffness Matrix Method (SMM) will involve with the following major components:
(a) Element local matrices
(b) Element global matrices
(c) Assembly process
(d) Boundary conditions
(e) Solution of system of linear equations
(f) Structural responses (see Figure 3)

Details of the above key components has been explained and presented in the ODU website [6] (then click on the
theoretical development module). More advanced treatments of the above item (e) can be found in Refs. [1, 2, 6].

Figure 3: Deflections and reactions for support “settlements” example.
Students Self-Assessment Test (in none_multiple choice style) [6]:

Figure 4: Self-Assessment Test: Frame problem (Students will enter his/her answers in the textbox provided).
Self-Assessment module is a friendly (and critically important) module where students can assess their performance
themselves. In this module, separate set of (randomly generated) questions were designed for 2-D Truss, Beam
and/or Frame problems. The students have the choice to take the self-assessment test on either 2-D truss, beam, or
frame problems. The results of the test are automatically graded and sent to the instructor and student by E-mail. The
main advantage of this module is that the student has to compute some “detail, intermediate” variables (see Figure 4)
before getting their “final” answers. While the final answers could be obtained by the student through the developed
“Interactive Simulation & Visualization Module” [6], the intermediate answers are “intentionally” unrevealed, for
student’s self-assessment test purpose! The grading policy adopted in this module is as follows: the student will be
awarded 100% for each correct answer, otherwise only 35% for partial credit will be given to him/her for a wrong
answer. At the end, the student’s average test score is calculated and sent to students’ email address, along with the
student’s answers and the correct answers (automatically generated/printed by the computer, as shown in Figure 5).
The grading policy of this module can be changed according to the instructor’s choice. This is also a very helpful
module for instructor, since the instructor does not have to “painfully grade” students’ tests (especially for those
classes with high student enrollments!).

Figure 5: Self-Assessment results and graded score are included in each student’s email
IV. On-Line Software (Numerical Method Topics) for Problem Solving Skills [10, 11]
The developed on-line software has the following important/nice features:





No software license is required.
The users/learners are not even required to download any software to his/her desktop/laptop computer.
For numerical methods topics, it was NOT easy/convenient to write the appropriated program for selfassessment tests/quizzes. This is especially true if the students are asked to find “many numbers” (instead
of finding just one number) within a question.
Most (if not all) of self-assessment computer software system do use “random generations” to randomly
create “DIFFERENT” numerical values for the “SAME” style of question(s). The users usually are NOT
allowed to provide his/her own input data. This is especially true for the “SYMBOLIC” data (such as
function expression) in addition to the usual “NUMERICAL” input data.

4.1 LU Decomposition Method for Solving Symmetric and Non-Symmetric Systems of Linear Equations [7,
15]
A screen shot of the LU decomposition module is shown in Figure 6

Figure 6: LU Decomposition Method for solving SLE.
4.2 On-Line Symbolic Input for Integration (by multiple traperzoidal rule) Problem Solving Skills [10]

Figure 7: Advance Endless Quiz for “Multiple-Trapezoidal Rule for Integration” (with user’s input
symbolic function)
A screen shot for the developed on-line “multiple trapezoidal rule for integration” with user’s specified/input
“symbolic function” is shown in Figure 7.
V. Conclusions
A web-based educational software/tool/game intended to help students of engineering course dealing with numerical
methods dealing with concepts concerning SLE was developed. The students, in general, do feel that the developed
chess-like internet game does help them to understand the fill-in term process which occurs during the most time
consuming factorization phase. A fairly long lists of new prototype tools/software/game have been tested to enhance
the educational experience and examination performance of STEM (Engineering) students (for a “Structural
Analysis” course), and (Engineering/Mathematical) students (for a “Numerical Methods” course). Freely available

educational and assessment software’s [4, 6, 7, and 10] provide engineering students a convenient learning
environment. The developed software/tools/games are believed/expected to be helpful to both STEM students and
educators.
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Towards an Appropriate Population Model for the United States: A
System Dynamics Approach
Author(s): Mandar Tulpule and Rafael Diaz
Keywords: Population, System Dynamics, Structural Modeling
Abstract: Estimation of present and future population trends and
characteristics is essential for public bodies in order design appropriate
public policies. Population trends and characteristics are also of interest to
private organizations from marketing strategy point of view. The population
of any nation can be considered as one of the major driver of resource
consumption other notable factors being per capita consumption and
efficiency of consumption .This paper presents a system dynamics approach
towards modeling the population dynamics in the United States. The model
is constructed as a combination of the most popular cohort component
method and an alternative method called structural modeling. Two major
aspects namely age and citizenship status and taken into consideration.
While age is the most recurrent factor in population models, immigration is
also deemed critical in this particular case, since the dynamics of immigrant
population are different than those of the natives. This model would enable
the understanding of how the US population has evolved over the simulation
period and forms a basis for reasoning about future trends. More
importantly, this model serves as a foundation for modeling current and
future demand in critical areas like healthcare and energy, which would be
prerequisite for building models addressing specific issues in these areas.

The Model of Distributive Mechanics
Ryan J. Roberts
Old Dominion University, M.A. International Relations
University of Toledo, MBA International Business

Abstract— One of the most interesting characteristics in the
pre and post-Westphalian eras has been the integration and
fragmentation of the state system. Evolutionary processes have
contributed to cooperative behavior among collectives as social
clusters have internalized normative values and formed larger
structures e. On the other hand, non-cooperative actions have
resulted, in part, to the dissolution of these structures into
smaller factions. The simultaneity of this phenomenon is the basis
of the Model of Distributive Mechanics which incorporates the
collective reconciliation between security and identity under the
conditionality of two dichotomous environments. In this Nperson constant-sum game, sub-national units, states, and the
system of states interact on the assumption of individual and
group rationality in order to maximize their utility over a set of
given spatial preferences.
Index Terms— identity, integration, fragmentation, N-person
game, security

I. Introduction
The Treaty of Westphalia in 1648
was a seminal moment in history that was a
collective action response to security
provision.1 States were conceived through
multilateral bargaining and an
acknowledgement of mitigating the effects
of a hostile European environment; chiefly
the Thirty Year’s War. As a result of
establishing universally recognized
sovereign boundaries, a plethora of subnational units were incorporated into the
state apparatus. Moreover, the inception of
the state merged national identities and
cultures under a single demarcated
territory; which, according to Benedict
Anderson (1983),2 propagated the concept
1

Lillian Goldman Law Library. “Lillian Goldman Law
Library, The Avalon Project: Yale Law School.” Lillian
Goldman Law Library.
http://avalon.law.yale.edu/17th_century/westphal.a
sp (accessed March29, 2011).
2
Anderson, Benedict. Imagined Communities.
London: Verso, 1983.

of nationalism. Moving away from the
epicenter of the state model, European
powers then exported and imposed their
concept of delineable boundaries of
sovereignty establishing arbitrary borders in
large segments of the world. Thus, states
can be observed as a myriad of collectives
distinguishable by their sub-national
identities.
Since the formulation and
implementation of the tenets imbued in the
Treaty of Westphalia, the state system has
experienced the ebbs and flows of
integration and fragmentation. On the one
hand some states have chosen to integrate
and form larger structures such as the
European Union, while others seek national
self-determination and attempt to secede
from the state in order to assert their
identity in the global order. The Model of
Distributive Mechanics is based on an Nperson game that draws upon bargaining
and kernel models to explicate the
integrative and fragmentative dynamics of
the state system. The focus of this paper is
centered on the interaction and behavior of
three comprehensive entities using
NetLogo, an agent-based modeling
software. The entities considered are the
state, the sub-national units within the
state, and the system of states as a whole.
Further, the simulation incorporates the
trade-off between security and identity
tested against two contrasting
environments, Hobbesian and Kantian,
which, in turn, determine state types.
Neorealists such as Kenneth Waltz
(1979) postulate that states operate in an
anarchic state system where cooperation is
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limited to balancing against uneven
distributions of power. Under conditions of
anarchy, states interact in a self-help
system which causes them to converge on
functionally similar poles. The mainstay of
this theory focuses on the systemic level,
largely ignoring subsystemic actors, and
assumes security is the single most
important concern for states. Thus, states
will focus on relative gains and are less
inclined to cooperate if other states are
perceived to receive higher gains, or
advance their power position more, as a
result of the relationship.3
The constructivist argument, as
posited by Alexander Wendt (1999), treats
environment as intersubjective fact. A selfhelp system, for instance, is an outcome
produced by the objectification and
exteriority of state behavior as opposed to
anarchy. Repetitive behavior, without a
change in meaning, and behaving as if a
condition is immutable fact, respectively,
reinforces the nature of the state system as
a self-help environment. However, social
structural factors such as the distribution of
knowledge, identity, and interests
contribute to shifts in the perception of
‘self’ and ‘other’.4 In other words, state
interaction leads to self-conceptions and
understanding. Thus, cooperation can be
learned through iterative processes.
Conclusions about the validity of the
hypotheses will be measured by the sum of
the total payoffs received as a result of the
strategic choices made by players. There
are five sections that compose the body of
this paper. The first section of the paper
describes the Model of Distributive
3

Waltz, Kenneth. 1979. Theory of International
Politics. New York: McGraw-Hill.
4
Wendt, Alexander. 1999. Social Theory of
International Politics. Cambridge: Cambridge
University Press.
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Mechanics followed by a methodological
description of the simulation procedures
and limitations. Section four highlights the
relevant literature of renowned scholars
that have contributed to this body of
research; more specifically, the different
models and approaches that have been
used to simulate social clustering. The final
sections present the simulation results and
conclusions which include a discussion of
the implications of the model relative to the
neorealist and constructivist predictions of
state behavior, and additional applications
of the model.
II. The Model of Distributive Mechanics
The Model of Distributive Mechanics
is compounded using bargaining and kernel
models with three distinct entities whose
payoff and utility distributions are impacted
by individual and group rationality in
accordance with predefined systemic
parameters.
A. Bargaining and Kernel Models
Coalition formation can be observed
as a series of bargaining strategies among
actors for the purpose of earning a higher
utility than would otherwise be attainable
as an independent entity. The
characteristic function form of a three
person constant-sum game is represented
by
v(1) = v(2) = v(3)
v(12) = v(13) = v(23)
v(123) = 1
where,
xi ≥ v(i) and ∑iЄXj xi = v(Xj), j = 1, 2, m
indicates the individual rationality payoff
configuration. A winning coalition is one in
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which there exists an equitable distribution
of payoffs that has been attained by
coalition members where no other party
can object or intercede, and neither
member has an incentive to deviate from
the agreed distribution. In other words, if
parties A and B enter into a winning
coalition, then party C has nothing to offer
either A or B that could further maximize
their utility. The precept of this model is
centered on individual rationality.
The kernel model, on the other
hand, introduces decisions based on excess.
When entering iterative play, excess is a
determinant of an individual’s willingness to
seek higher payoffs by leaving an existing
coalition to form an independent entity or
enter into a new coalition. Excess with
regard to the payoff configuration (x:X) is
denoted by
e(Y) = v(Y) - ∑iЄY xi
where the coalition structure X is
abandoned for the new coalition Y. The
maximum surplus of an entity k over l is
sk,l = maxYЄrk, l e(Y)
for the set of all coalitions that contain k
but not l
Jk,l = {Y│kЄY, lЄY}.5
B. Agents
In this N-person game, there are
three primary agents that make permissible
the act of integration or fragmentation. One
5

Kahan, James P. and Amnon Rapoport. 1974. “Test
of the Bargaining Set and Kernel Models in
Three-Person Games.” In Game Theory as a
Theory of Conflict Resolution, ed. By Anatol
Rapoport, 120-160. Dordrecht, Holland: Reidel
Publishing company.
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agent, the state, acts to increase both
relative and absolute gains through
integration to command a larger power
position within the state system. At the
same time, the state seeks to mitigate the
national self-determination of its collectives
to maintain its global status. When the cost
of doing so, however, exceeds the benefits
of preserving segments of the state,
granting independence becomes a strategic
option.
Another agent considered in this
model are the sub-national units that
compose each state. Sub-national units
seek to increase their utility derived from
the state as well as their relative power
position within the state. When the utility
of the state is reduced below a minimal
threshold, secession attempts become
more probable. Moreover, state integration
hinges on the collective agreement of these
sub-national units. The final agent, or set of
agents, is the amalgam of states within the
system that have the authority to veto or
ratify the national self-determination of
sub-national units.
To put the interaction of these
agents into perspective, consider two
examples; South Ossetia and South Sudan.
Situated in the Tskhinvali region of Georgia,
South Ossetia has been a contested
territory whereby the Georgian government
maintains control over the area in which
Ossetians have a strong preference for
sovereignty. In recent decades, conflict has
escalated exacerbating hostilities between
both sides as secession attempts have been
thawrted. Independence referendums have
been submitted twice on behalf of South
Ossetia, and with the exception of a few
states, have been rejected.6 Thus,
6

Mchedlishvili, Niko. 2006. “Georgian Rebel Region
to Vote on Independence.” Kurdish Globe,
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illustrating independence requires both
state approval as well as international
recognition to legitimze a sub-national unit
as a sovereign entity.
The Republic of Sudan, on the other
hand, has historically been charcterized by
civil war between the North and South
regions. Civil unrest perpetuated by military
conflict has only recently led to a
cooperative agreement between both sides
that will permit the secession of the
Southern Sudanese from the Northern part
of the country. In this example, the
international community has approved the
independence referendum of South Sudan
that will establish the territory as an
autonomous state.7 While South Ossetia
and South Sudan have sought selfdetermination, integration continues to
proliferate within geographic spaces
proximate to both nations as the European
Union continues to include more states and
East Africa seeks to sustain the free trade
area with the East African Community
(EAC), respectively.
C. Decisions, Utilities, and Payoffs
Each agent within the system is
assigned a specific point value. Point values
increase or decrease based on the strategic
choices of individual entities as well as
collective decisions that affect payoff
distributions. Integration, for instance, is
played as a modified version of the Dividethe-Dollar game. The first decision node
begins with player one deciding to maintain

September 11.
http://www.kurdishglobe.net/displayarticle.html?id=D24CB8C311CE6D3ABA82D1C52
E948435 (accessed February 18, 2011).
7
BBC News. 2011. “South Sudan Backs
Independence – Results.” BBC News, February 7.
http://www.bbc.co.uk/news/world-africa12379431 (accessed February 18, 2011).
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the status quo and making no offer in which
both players receive a payoff of zero, or
making an offer to player two on the
distribution of the total points from both
players (the points are distributed to the
sub-national units). Player two can then
decide to reject the offer and preserve his
status quo while player one incurs a small
cost, make a counter-offer to player one, or
accept player one’s offer. If a counter-offer
is made, player one has the option of reject
in which both players will incur a small cost,
or accept in which both players receive the
agreed distribution of points minus a small
cost for player one due to the extended
duration of negotiations.
When an offer or counter-offer is
accepted, the sub-national units maintain
veto power. Based on their respective
power positions, the sub-national units of
each player will form coalitions that decide
whether to accept or reject the offer. The
total point value of the coalition assigned to
the final decision determines whether
integration is accepted or rejected and the
subsequent payoffs assigned. For instance,
the inclusion of Mexico into NAFTA was
contingent upon the politicking of opposing
sides whose outcome was finalized through
democratic processes.8 Figure 1 illustrates
the extensive form N-person game of
integration where each node represents a
decision on the game tree for a specific
player with termination points that indicate
the subsequent payoffs for a given strategy
configuration.

8
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War as a possible mode of
integration adds to the available pool of
strategic decisions for each state. A state
can either attack or not attack. If a state
attacks, the defending state can either
submit in which he retains a fraction of his
total point value and is incorporated into
the attacking state as a sub-national unit
where the remaining points are absorbed,
or defend his territory. When the defender
chooses the latter strategy, the attacker can
either press on or retreat. For a strategy of
press on, an attacker is awarded the sum
point total of the defending state less the
cost of war, and the defender is eliminated
from the game. If, however, the attacker
retreats, then the defender earns a payoff
of 10 for successfully defending his territory
while the attacker receives a payoff of -5 to
account for resource mobilization and
reputational costs. Figure 2 illustrates the
extensive form game of integration through
the application of war.

5

Unlike the integration model that
begins externally with state interaction and
confirmed or opposed internally through
the coalition formation of sub-national
units, the fragmentation model is initiated
by the sub-national unit, decided by the
state, and either ratified or vetoed by
international recognition. Figure 3
illustrates the extensive form game tree of
the fragmentation model (The decision to
grant independence by the state is followed
by state coalition formation which is not
represented here, but follows the same
logic as figure 1 where coalitions are
formed by sub-national units. In this case
the states within the system maintain veto
power).

D. Variables and Environments
There are two immutable
characteristics that remain omnipresent in
social clustering; the concessions and
weighted preferences given to security
versus identity. Ultimately sub-national
units must determine the cost-calculus of
remaining a member of the state and
receiving the benefits of public goods such
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as security, or pursuing national selfdetermination to assert their identity in the
global order.
The two types of environments
considered are Hobbesian and Kantian. A
Hobbesian world represents a hostile
environment and adds the dimension of
war as a means of integration, or in some
cases, for weaker entities, extermination.
The Kantian environment, on the other
hand, is more pacific omitting the possibility
of war. Polarizing the environments serves
the purpose of measuring the choices made
by entities under duress, and eliminating
that threat to determine if environment
influences the decisions of integration or
fragmentation.
Both environments have a constant
competitive characteristic. Hobbesian types
obligate entities to focus on selfpreservation (physical security) while
Kantian types compete for resources and
markets (economic security). Further,
environment contributes to state types the
same as state types foster a specific
environment. In a Hobbesian environment,
for example, man lives in “continual fear
and danger of violent death; life is solitary,
poor, nasty, brutish, and short,9” which is
reverberated through state interaction.
Conversely, the Kantian Triangle of peace
(international commerce, domestic
democratic institutions, and international
organizations) generates a more pacifying
affect.10 In short, state interaction acts as a
determinant in establishing the structural
conditions with which all other states are
subjected and function.

III. Methodology
The Model of Distributive Mechanics
was simulated using NetLogo agent-based
modeling software. NetLogo is equipped
with the tools conducive to executing the
aforementioned commands in addition to
providing the flexibility necessary for
simulating dynamic systems where the
agents are capable of making decisions
within a programmable set of behavioral
parameters that govern social interaction.
The initial conditions of the
simulation include five states that are each
assigned three collectives. Additionally,
each state is assigned an initial point value
which is allocated to their respective
collectives. Interaction and decision-making
was coded to the specifications provided by
the extensive form game trees that
appeared in the preceding section. As a
control mechanism rewards (δ) and
punishments (Є) for integration were
adjusted using two sliders that each ranged
from values one to five.
The crux of the simulation was
executed using a genetic algorithm. When
selecting a strategy, player decisions went
through a three stage process; selection,
cross-over, and mutation.11 In the selection
stage players randomly compared a
combination of two strategy sets from the
available decisions. The strategy sets that
maximized a player’s payoffs were retained
and entered the cross-over stage where
strategy sets were combined with other
“winning” strategy sets from the selection
stage. Finally, in the mutation stage, a string
from a player’s cross-over strategy set was
randomly replaced with an alternative
11

9
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strategy choice. Each player in the
simulation went through this process of
selection, cross-over, and mutation for 100
generations of gameplay. Within each
generation, 100 rounds of the model were
executed, plotted, and recorded using
NetLogo’s Behaviorspace which tracked the
subgame and outcome of the simulation.
Thus, player performance was measured
based on observing the final payoffs
accumulated over the span of each
generation.
There are some limitations of the
software and model. Despite the
applicability of the software, NetLogo is run
by allowing entities to interact
simultaneously. For the purposes of this
simulation, however, the simulation was
coded for sequential play by randomly
selecting different states to make the first
move. Further, the strategic choices made
by the entities were indistinguishable. The
reporting system of NetLogo, for example,
was not programmed to determine the
strategy preferences based on state power
distributions.
Other than the integration model,
the other two models constructed to
execute the simulation were based on a set
of fixed payoffs. Future trials of the
simulation should incorporate payoffs to
varying degrees to simulate the diverse set
of spatial preferences and utilities assigned
to outcomes by state and non-state actors.
Finally, the resolution of the model should
be increased to ascertain a more palpable
outcome (i.e. assigning attributes to
collectives to establish the strategic value of
allowing or not allowing national selfdetermination).
IV. Relevant Literature
The purpose of agent-based
modeling is to analyze the impact of micro-

7

level phenomena in the production of
macro-level outcomes.12 In recent years,
there have been several models
constructed in the domain of identity to
simulate social clustering. Robert Axelrod
(1995) offers the inverse position of the
distributive mechanics model with his
Tribute Model. Whereas the Model of
Distributive Mechanics takes, as a starting
position, large structures that, under
certain conditions, dissolve, the tribute
model illustrates the effects of
commitments in social clustering to create
emergent political actors.13 Bibb Latané,
Andrzej Nowak, and James Liu (1994) focus
on three parameters that contribute to the
aggregation and disaggregation of human
systems; dynamism, polarization, and
clustering. The combination of these three
measurements, according to their research,
propagates social behavior over time and
space.14 Finally, Ian Lustick (2000) uses the
Agent-Based Identity Repertoire Model to
test the constructivist theory of identity by
adjusting landscapes, payoff configurations,
and incentive structures. His simulation
focuses on the sustainability of identities
given micro-level interactions among
entities.15
12

Pepinsky, Thomas B. 2005. “From Agents to
Outcomes: Simulation in International
Relations.” European Journal of International
Relations, 11(3), 367-394.
13
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14
Latané B., Nowak A., & Liu J. 1994. “Measuring
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15
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V. Simulation Results
After running ten trials of the
simulation for each combination of δ and Є,
players consistently improved their payoffs
when comparing generation 1 to generation
100. Regardless of the reward or
punishment of integration, the majority of
simulation runs produced a zero-sum
outcome; Pareto-improving when
compared to the initial strategy choices of
the players. In other words, over the course
of the simulation, players learned to
improve their payoffs. For instance, the
highest outcome (trial 6 simulation 5) with
an average payoff of 8.916, war was played
54% of the time in generation 1, but
abandoned as a strategic option after
generation 29. The lowest performing
simulation (trial 9 simulation 4), on the
other hand, generated an average payoff of
-63.512 with war being the most preferred
strategic choice, and the equilibrium
solution after generation 24. Additionally,
the shape of the learning curve for this trial
run was declining.
VI. Conclusion
Overall, the simulation supports the
arguments posited by Alexander Wendt.
Social interaction through iteration
contributes to conceptualizing ‘self’ in
relation to ‘other’. Insofar as the behavior
of states establishes the intersubjective
criterion that guides social interaction,
cooperation can be learned to produce
mutually beneficial outcomes. Furthermore,
a diminished capacity for a Hobbesian
environment in favor of the conditions
outlined by Immanuel Kant incentivizes a
more equitable distribution of integration
and fragmentation. In a Hobbesian

environment, however, integration is more
ubiquitous suggesting that security
concerns galvanize states to cooperate as a
self-preservation mechanism. Finally, the
results of the simulation indicate that, for
the most part, these are games of common
aversions where players “have a common
interest in avoiding a particular outcome.
These situations occur when actors with
contingent strategies do not most prefer
the same outcome but do agree that there
is at least one outcome that all want to
avoid.16” The Model of Distributive
Mechanics contains within it multiple
equilibria points for the various strategic
choices. Players demonstrated, consistently
with each generation, a capacity to learn
and avoid receiving least preferred
outcomes through coordination.
The model presented is not limited
to the realm of political science. The same
concepts, constraints, and conditions
discussed here can be leveraged to examine
firm behavior. It offers a way to
conceptualize mergers and acquisitions, the
dissolution of strategic business units to
focus on core competencies, and emergent
threats such as increased competition from
market liberalization. Overall, how do firms
manage the utility derived from security
(merging with and/or acquiring other firms
to create synergies and mitigate perceived
threats) and identity (corporate image and
recognition with which customers can
readily associate) to maximize their
payoffs?

16
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Mobilizing Maternal Health:
Modeling Rwanda‟s Plan to Reduce Maternal
Mortality Rates
Erika F. Frydenlund

Abstract—Under pressure to meet the United Nations
Millennium Development Goal 5 to reduce maternal mortality
rates by 75% and provide universal access to reproductive health
care by the year 2015, the Rwandan government began to explore
technologically savvy ways to reach its rural women. In addition
to improving access to medical training for midwives and skilled
birthing attendants, the government began to equip maternal
community health workers stationed in villages across the
country with mobile phones. These phones allow medical
technicians to update expectant mothers with antenatal health
care, track maternal health records in regional databases, and
access emergency health services during labor complications.
After a brief overview of Rwanda’s journey to address its high
maternal mortality rate, this study will examine the use of mobile
phone technology to improve public health. Using Agent Based
Modeling techniques, the paper will analyze the viability of
expanding Rwanda’s pilot program to all areas of the country
with implications for use in other developing states.
Index Terms—Agent Based Modeling, Maternal Health,
Rwanda, UN Millennium Development Goals, mHealth

I. INTRODUCTION
The United Nations Millennium Development Goal (MDG)
5 is broadly to “improve maternal health,” though the specific
target is to “reduce by three quarters, between 1990 and 2015,
the maternal mortality ratio [and] achieve, by 2015, universal
access to reproductive health care [1].” In 1990, at the start of
implementing MDG 5, Rwanda‟s maternal mortality ratio was
approximately 1,100 deaths per 100,000 live births [2]; this
was among the highest in the world [3]. In 2005, a World
Health Organization (WHO) report estimated that 35% of
deaths among females of reproductive age were the result of
maternal complications [4]. A 2006 report noted, “reducing
the maternal mortality rate towards the Millennium
Development Goal in 2015 is perhaps the greatest challenge
for the [Rwandan] Government in the health sector owing to
the high cost of delivering quality major obstetrical
services…To achieve these goals, it will be necessary to
massively increase access to basic health services for the
indigent population [5].” Though great progress has been
Manuscript received February 26, 2011.
Erika F. Frydenlund is a doctoral student at Old Dominion University,
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made in Rwanda since 1990 in improving maternal health,
there are conflicting reports about whether the country is on
track to meet MDG 5 by 2015 [6],[7].
Not deterred by the odds stacked against it, the Rwandan
government began to implement policies to address the high
maternal mortality rate. First, the shortage of women‟s health
professionals was addressed by making training more
accessible. As of 2000, over 90% of deliveries in Rwanda
took place in the home, overseen by a traditional midwife
whose training was largely a combination of experience and
knowledge passed from previous generations [8]. In 1996, the
Kigali Institute of Health opened its Department of Midwifery
to train skilled maternal health professionals that could be
posted in clinics across the country. To date, approximately
100 midwives have received an “advanced diploma in
midwifery” in this program; though this is inadequate to cover
the nation‟s need. According to the Kigali Institute of Health,
there should be approximately one midwife to a population of
500 women of reproductive age; the current ratio is closer to
1:29,000 [9]. Despite increased accessibility to midwifery
training, women in rural areas still must travel great distances
to reach proper medical care, and often suffer complications
and die along the way. In response to this, academic studies
and grass roots efforts have begun looking into ways to bring
antenatal care and clinic access to rural women, though these
initiatives are still in their infancy [10].
Realizing that specifically focusing on trained midwives
was not enough, particularly because of the three year time
commitment to coursework, the Rwandan government, in
2008, launched a program to enhance the skill of Traditional
Birthing Attendants (TBAs). Though they are prohibited by
law from directly delivering babies, the newly certified TBAs
are trained to monitor pregnancies and educate women about
antenatal care [11]. The role of trained women to oversee
antenatal care cannot be underestimated. Beyond providing
basic healthcare to expectant mothers, TBAs also can provide
critical safety precautions to prevent the spread of HIV from
infected mothers to infants [12]. In October of 2009, Rwanda
made further progress toward MDG 5 by establishing the
National Nurses and Midwives (NCM) Board “that is charged
with regulating 6,000 nurses and midwives across the country”
which involves ensuring professional standards of nursing and
midwife education and certification [13]. Despite these
advances, progress in accumulating skilled health
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professionals is slow, and retaining them at clinics in remote
areas is difficult. Though there are now more health
professionals available to the community, the Rwandan
government struggles with incentivizing posts in rural areas;
after an initial post at a small clinic, trained health
professionals often migrate to higher paying jobs at hospitals
in the larger cities [14]. Though 24% of graduating nursing
students claim they would like their first post to be in a rural
area in order to “help the poor,” one study approximates that
the salaries at rural clinic postings would require an 80%
increase to ensure retention [14].
Despite the many logistic obstacles facing the Rwandan
government in reaching the UN defined targets for MDG 5,
the country is committed to transforming into a “middle
income country” which requires a change from a subsistence
agricultural economy to a “knowledge-based society.” In
order to achieve this goal, known officially as Rwanda Vision
2020, the government publicly acknowledges the need for
“pro-poor” plans to address the needs of Rwanda‟s most
economically disadvantaged citizens. One of the pillars of the
Vision 2020 is “Comprehensive human resources
development, encompassing education, health, and ICT
(Information Communications Technology) skills aimed at
public sector, private sector and civil society…to be integrated
with demographic, health and gender issues [15].” Though
Vision 2020 covers a wide array of goals for the economy,
health, education, and gender equality, this pillar makes clear
the government‟s commitment to use technology to address
some of its major issues. To this end, the government has
adopted an innovative strategy to address the high maternal
mortality rates in Rwanda through the use of mobile phones
and mHealth technology.
II. MHEALTH AND MDG 5
The “m” in mHealth stands for mobile-based or mobileenhanced, referring to the use of mobile devices to deliver
health care solutions [16] and is a subset of the larger field of
eHealth. eHealth refers to the use of information and
communications technologies (ICT) in administering health
care. According to some, “eHealth is the single-most
important revolution in healthcare since the advent of modern
medicines, vaccines, or even public health measures like
sanitation and clean water [17].” mHealth allows a direct
connection between healthcare providers and patients
regardless of geographic proximity, making it ideal for
reaching out to rural populations [18]. Additionally, mHealth
can allow regions with a limited supply of trained healthcare
professionals to reach a larger number of patients. According
to the UN Foundation, “Better data on health worker supply
and demand can help allocate human resources appropriately
across geographies and specialties. This is particularly
important where there is a shortage of healthcare workers and
only a portion of those are adequately trained [19].” The
mHealth Alliance website states, “The UN‟s Global Strategy
for Women‟s and Children‟s Health Innovation Working
Group has endorsed mHealth and Public-Private Partnerships
as the key innovations to improving maternal health outcomes
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[20].” With the UN‟s endorsement, mHealth has increasingly
become an integral tool for providing healthcare in developing
countries.
Rwanda‟s plans for future healthcare provision include
ensuring that each village has at least three trained healthcare
providers with specialties in maternal, child, and community
health [21]. Eventually, each of these healthcare providers
will be equipped with a mobile phone. In a country where
85% of women live in rural communities, far from hospitals
with staff trained in obstetrics [22], mobile phones provide an
invaluable link to limited health care resources. In addition to
the provision of mobile phones, Rwanda instituted a
requirement that expectant mothers report directly to local
community health providers.
Additionally, they are
encouraged to participate in antenatal classes three months
before their due date.
Though other countries such as Peru run mHealth initiatives
to improve maternal and infant health, “Rwanda has emerged
an e-health leader [23].” And the Rwandan government has
high hopes for the expansion of its mUbuzima, its mHealth
program, as is evident from the Ministry of Health‟s website:
mUbuzima is an application that builds on
Rwanda‟s mobile phone infrastructure to show
how this infrastructure can support Community
Health Workers. It allows Community Health
Workers to enter and transmit CHIS [Community
Health Information System] indicators in real
time- even in remote parts of the country using
only a mobile phone…The Ministry of Health can
also send educational messages to Community
Health Workers. In the future, it is envisioned
that the system will provide decision support
directly to Community Health Workers to
enhance the delivery of maternal and child health
services [24].
In one pilot program, several private companies established
a mHealth capability in Mayange, about twenty kilometers
from Kigali. The project features thirty phones, a computer
database, and a solar charger.
This clinic‟s mHealth
capabilities allowed them to retrieve medical records from an
online database and assist local caregivers with instructions
during labor emergencies. Additionally, the phones were
equipped with a maternal and childcare training manual
complete with visual and audio directions available to
expectant mothers and families [25].
In August 2008, the Rwandan government began a pilot
mHealth program by distributing 432 phones to community
health workers in Musanze district [21]. These phones help
health workers provide antenatal care, report data about
antenatal health and birth outcomes, and report complications
or emergencies to health institutions nearby [21]. During a
press release for this pilot program, Dr. Richard Sezibera,
Health Minister, explained, “Community Health Workers will
ensure that all expecting mothers especially those in rural
areas get skilled care during pregnancy and childbirth,
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including access to emergency obstetric and newborn care,
postnatal care, preventing HIV and malaria during pregnancy
[26].” The healthcare workers are provided with different
numbers to use during different situations: 912 to report an
emergency case and access one of the standby ambulances;
115 to submit health and birthing outcome reports; 114 to
report negligence at health centers and district hospitals [26].
During this pilot study, only two maternal-related deaths were
reported, compared with ten in the same time period the
previous year. The study notes that these two women did not
report to the community health provider during pregnancy
[22].
Though there is much work left to be done in the area of
maternal health in Rwanda, it serves as a role model to other
developing countries for how to utilize technology to
maximize resources and overcome geographical obstacles to
healthcare provision. The following study models Rwanda‟s
mHealth initiative to reduce maternal mortality to rural and
dispersed populations using Agent Based Modeling
techniques.
III. THE METHOD
When considering the research question of how well
mHealth accessibility addresses maternal mortality rates in
Rwanda, an Agent Based Modeling (ABM) approach is an
appropriate tool. Joshua Epstein states that agent-based
models are artificial societies where agents exhibit
heterogeneity, autonomy, bounded rationality, and interact in a
local, explicit space [27]. Rather than assume that all women
of reproductive age will behave in exactly the same way,
ABM allows the experimenter to consider a set of behaviors
relevant to an individual‟s reproductive choices. Epstein
suggests that to conduct an ABM experiment one should:
Situate an initial population of autonomous
heterogenous agents in a relevant spatial environment;
allow them to interact according to simple local rules,
and thereby generate – or “grow” – the macroscopic
regularity from the bottom up. (p 7)
In this case, the “initial population of autonomous
heterogeneous agents in a relevant spatial environment”
represents a population of reproductive age women within
a geographical space- perhaps a village or district- that,
according to simple probabilistic rules, become pregnant
and have children. In this particular model, there is also a
population of Birthing Attendants (BAs) to assist
pregnant women outside of health facilities. Maternal
death rates vary based on the type of delivery accessible
to the woman. This is simplified in the model to three
types of delivery: in a hospital (low maternal mortality),
with a mobile phone equipped Birthing Attendant
(relatively low maternal mortality), and all other cases
(alone or with unskilled birthing attendants).
When addressing experiments involving healthcare to
the public, questions of ethics arise as one group becomes
privy to treatments that another group does not. In the
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case of mHealth, an additional consideration is cost
effectiveness of implementation. Before a government
can begin implementing mHealth to reduce maternal
mortality, it is most efficient to experiment with its
effectiveness and the required resources to run such an
effective system. ABM allows for these types of
considerations. Since it is only a simulated population
being experimented upon, ethical questions fade away.
Additionally, ABM provides the researcher with
opportunities to repeat experiments and recreate
interesting dynamics in the simulation. In fact, Miller and
Page list a number of reasons for utilizing ABM, most of
which apply to this case. In particular they list: the
dynamism of the model compared with static alternatives;
scalability, in this case to explore the effects of mHealth
on a village, a country, or a continent; repeatable and
recoverable, as mentioned above; constructive, in that
ABM requires one to grow a population from the ground
up, thus providing some proof of the relationship between
micro and macro phenomena; and low cost, as mentioned
above. As they describe it, agent based models “are a
fertile playground from which theories can be created,
refined, and tested [28].”
Given these considerations, using ABM to model
mHealth effectiveness was a natural fit. In order to
conduct this study, the modeling software NetLogo was
used [29]. NetLogo is a free program based on a
relatively simple coding language that offers a userfriendly visual interface [30].

IV. MODEL DEVELOPMENT
As mentioned above, the model contains several types of
agents. A population of “Mothers” forms the majority of
agents in the model. Eleven percent of the starting population
is pregnant at varying stages (between 0 and 280 gestation
days). This eleven percent was determined from 2010
estimates of children born per year and number of women
within reproductive age in Rwanda [31]. A variable number
of birthing attendants can be entered into the model, some or
all of whom may have access to mHealth technology.
Additionally, the model is seeded with a number of health
centers where it is assumed women would have access to
trained medical staff.
The model algorithm requires Mothers to wander around
the geographic space, representative of a village or a district.
The model updates day by day, called a “tick.” As days pass,
women progress through gestation, up to the average 280 days
of human gestation [32]. If they are not currently pregnant,
agents are either on break between pregnancies or are
attempting to conceive. The break between pregnancies,
though not applicable to all women in the real world, is set in
this model at six months. This is based on the assumption that
most women do not conceive while breast feeding during the
first six months after their child‟s birth, and recent studies that
show that women are less likely to encounter complications
during birth, including maternal and infant death, if they wait
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Figure 1: NetLogo Interface for Rwanda mHealth Model
at least six months to conceive the next child [33]. Though
this practice may not hold for women in Rwanda, and
certainly is not practiced by all women everywhere, this
„break‟ was incorporated into the model in order to simplify
the maternal mortality probabilities for this particular
simulation. It should be noted that with the spread of
mHealth, this practice of spacing children to avoid
complications would be a good example of a health text
message the government could issue to local community
health workers stationed throughout the country that are
equipped with mobile phones. Mothers in the model are
visually depicted in the graphical interface (see Figure 1:
NetLogo Interface for Rwanda mHealth Model above) as red
triangles; red triangles with black centers represent currently
pregnant Mothers.
As mentioned in the previous section, there are two
additional types of agents in the model: clinics and birthing
assistants. As seen in Figure 1: NetLogo Interface for Rwanda
mHealth Model, these agents are visually depicted as white
housing structures and persons wearing white doctor‟s coats
respectively. Pink persons wearing white doctor‟s coats are
those equipped with mobile phones, grey are not. As Mothers
travel the region and progress through gestation, they may
encounter either clinics or birthing attendants. If they are near
a clinic at the time of birth, their chance of maternal mortality
reflects that in a developed country, in this case Norway‟s
probability of maternal mortality of 1 in 7,700 was used as the
benchmark [34]. If they encounter a birthing attendant who
has access to mHealth technology, then the maternal mortality
rate is halved compared with the World Health Organization‟s
2009 estimates for Rwanda of 540 deaths in 1,000 live births

[35]. If no one is around, or the proximate birthing attendant
does not have access to mHealth, the probability of maternal
mortality will be 540 in 1,000 live births.
This initial prototype model does not require complex
decision criteria or procedures because it reflects only the
issue of access to health providers with mHealth. The value of
mHealth is not the main question, rather how many mHealth
providers are necessary to reduce maternal mortality in a given
community in order to reach the MDG 5.
V. ANALYSIS
Forthcoming based on anticipated field data collected through
Memorandum of Understanding between Old Dominion
University and the Rwanda Ministry of Health.

VI. VALIDATION
A. Verification
During the initial phases of this study, a “metacode” version
of the model was developed and extensively reviewed.
Metacode serves as a logical road map for the actual NetLogo
programming code of the model. The actual code is only a
broad view of the dynamics of the Rwandan population and
thus is relatively simple. With increased data supplied
through the Rwanda Ministry of Health, this model could be
more accurately verified. This metacode can be viewed in the
Appendix of this paper.
B. Sensitivity Analysis
Sensitivity analysis for this model was not pursued due to
computational cost and time constraints. It should be noted
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that the most obvious source of sensitivity in this mHealth
model is that of the probabilities of sexual intercourse and
conception built into the model. In order to achieve the
desired 11% of pregnant mothers on any given day, as
justified earlier, the rates of sexual intercourse and subsequent
conception were determined somewhat arbitrarily. Since these
data were not readily available, it was determined that
probability of conception would be based on known birth rates
[36]; probability of sexual intercourse was set at 2% to
balance the model approximately at 11% pregnant Mothers on
any given day. This value is somewhat arbitrary and will be
updated with actual data if it becomes available. Additionally,
because of computational cost constraints, the actual ratio of
skilled birthing attendants to expectant mothers could not be
explored. Exploring the true ratio of one midwife to 29,000
people in the population is a goal for future studies. Because
the true ratio could not be explored, it is unknown if
extensively large population changes will be more or less
sensitive to other variables such as number of clinics or
birthing attendants available.
C. Replication
As noted above, the mHealth model in this study was seeded
with the most recent data available on Rwanda. Though some
arbitrary measures were incorporated for lack of data, the use
of genuine census values to seed the starting model and
probabilities of agents‟ decision criteria lends itself to
replication by future researchers. This model is seeded with
the most recent data, but a future test might recode the model
to begin with data at the start of the implementation of MDG 5
in 1990 in order to explore how well the model predicts the
data seen today. This would increase the study‟s validity by
reproducing trends that have actually occurred from a
historical perspective.
D. Empirical Calibration
The fact that actual data on Rwanda was used to seed this
model makes the empirical calibration strong. There is,
however, room for improvement. Field research conducted on
how many women at any given time are attended by a birthing
attendant with mobile phone connection to a mHealth system
versus those without would greatly enhance this study.
Additionally, it would be helpful to know how many women
actually choose to use mHealth equipped community health
workers to aid in childbirth when they are available. The
Musanze District government website notes that in 2008, the
year the implementation of the pilot program described above
began, only 15% of women went in for antenatal checkups, up
from 10% in previous years [37]. The model, as currently
written, does not account for women‟s agency in seeking out
antenatal health care despite mandates from the government.
Future studies might include a measure of how many antenatal
visits each woman goes to and the relationship between the
attendance at these visits and the outcome of the pregnancy.
In future versions of this model, this researcher would like to
account for fertility based on better data on reproductive age
ranges and availability of choices to limit fertility, such as
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birth control and information about pregnancy spacing. As
written, this model groups women into a large age range, 1564 years of age, as this was the only data available. Since the
life expectancy of Rwandan women is only 58.91 years as of
2010 [36], this range is obviously insufficient for accounting
for changing fertility rates during different stages of women‟s
lives. Knowing that complications during childbirth are
correlated with diseases such as malaria and HIV/AIDS, future
models might also use data that separates direct and indirect
causes of maternal mortality [38] as this data becomes
available. Of note, none of the factors in this study were
chosen simply because data were available. The changes for
future models suggested above are possible extensions of the
current pilot model.

VII. CONCLUSION
This study provided only a preliminary examination of the
effectiveness of mHealth in reducing maternal mortality rates.
Most notably, the model does not currently accommodate
variable inputs that would allow for experimentation on the
effects of various government policies regarding reproductive
health. Rather than aim to provide a conclusive analysis on
the effects of government policies, this model served as a
prototype to illustrate to the Rwanda Ministry of Health the
value of Modeling and Simulation as a methodology. If the
Rwanda Ministry of Health in fact chooses to enter into an
agreement with Old Dominion University in the future, and
provides the applicable data, this researcher will be better
equipped to assess the likely parameters that affect the realworld system. Without this closely guarded empirical data,
the parameters that matter are anyone‟s best guess.
Based on discussions between this researcher, Dr. Jennifer
Fish of Old Dominion University Women‟s Studies
Department, and the Director of Maternal and Child Health at
the Rwanda Ministry of Health during a visit to Kigali,
Rwanda in March 2011, the prospects of moving toward a
jointly authored study based on the actual mHealth data looks
very promising.
This Memorandum of Understanding
between the Rwanda Ministry of Health and Old Dominion
University would serve not only to provide other developing
countries with an analysis on the effectiveness of mHealth
initiatives to reach MDG 5, but would also allow Ministry of
Health officials to experience the value of Modeling and
Simulation as a tool for analyzing available data and
experimenting with future policy options.
In future versions of this model, this researcher hopes to
incorporate a cost benefit analysis for those states interested in
pursuing a similar public health initiative. In particular, this
researcher would like to focus on the feasibility of instituting
mHealth initiatives in vulnerable, displaced populations such
as refugee camps along the Rwanda/Democratic Republic of
Congo and Rwanda/Tanzania borders. This would require
additional research as ownership of refugee public health
provision is not necessarily undertaken by the host nation.
Future versions of this study will then focus on the cost
effectiveness of implementing this program in addressing
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health and or security concerns of forcibly displaced
populations in remote geographic regions.

attempt to get pregnant
] end
To have-baby
[
If a medical facility is within a given radius, set maternal
mortality rate to that of a developed country with good
health infrastructure – say Norway = Lifetime risk of
maternal death is 7,700 [34]

APPENDIX
Metacode for this model:
Establish three types of agents:
Women of reproductive age (called “Mothers”)
Birth assistant (called “BAs”)
Clinic (full medical treatment available)

If a BA with a mobile phone is within a given radius, set
maternal mortality rate to half the current mortality rate

To set-up
[
Create a population of Mothers
Set some to be pregnant at various stages, measured by
days up to 280 days – average human gestation in days
Set some to be on post pregnancy break, measured by
days up to 180 – average time from birth until restoral
of ability to conceive
All other Mothers are fertile and pregnable
Create a population of BAs
Scatter in stationary positions throughout the
community
BAs should track a variable (Y/N) of whether they are
tied in to the mHealth network via mobile phone
Create a population of Clinics
Scatter in stationary positions throughout community
in realistic proportions based on Ministry of Health
data; model generally based off population vs. clinic
availability in the pilot district of Musanze
] end
To go
[
The Mothers wander around the world, representative of
a district
Get-pregnant
Time moves by day (called “tick”)
If ticks mod 365 = 0 then [restore-population]
Model automatically stops after 50 years
] end
To get-pregnant
[
If gestation days are greater than 280
have-baby
If successful pregnancy, begin tracking the infertile
break period between children (called “break”)
If count of gestation days = 0 (i.e. not pregnant)
And if break = 0 (i.e. not in between babies)
Try for conceive
If 0 < break <= 180
Move the count of days on break + 1 – remain in the
infertile period between pregnancies
If break > 180
Set break = 0 – next time around, this Mother can
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For all other cases, mortality is that of the current
mortality rate= 540 per 100,000 births [2]
] end
To conceive
[
;; This is probabilistic based on Rwandan birth rates and
approximation of chance of intercourse
Determine randomly the probability of intercourse
If intercourse takes place, determine stochastically if it
results in pregnancy
If there is a pregnancy, change pregnancy indicator
variable (carried by each Mothers), change shape,
set gestation counter to 0 days.
] end
To restore-population
[
Each year, restore women to the population at the
country‟s 3% growth rate
] end
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Procedural Modeling and Animation of Faces
Rifat Aras and Yuzhong Shen
Abstract – Human brains have specific regions
devoted to recognizing faces. So it is not surprising
to claim that we distinguish people by their faces.
Facial modeling and animation has been studied in
computer graphics literature for about half a
century and we see state of the art results in film
industry. However, current approaches require
offline and labor intensive procedures that cannot
be applied to real-time systems such as virtual
reality applications and video games. In this work,
we discuss an automatic procedural modeling
framework for faces. Individual facial features and
expressions are represented as vertex displacement
maps for real-time GPU based processing.
Although, randomized faces can be generated
instantly, we also provide an intuitive user
interface to blend various facial features to obtain
a customized face model.

it should be noted that this process is a labor intensive
and offline process, which is not suitable for general
purpose virtual reality applications and games, where
the underlying engine needs to support many virtual
characters at real-time operation. As the number of
virtual entities increase, it becomes practically
impossible to model each character individually. A
common alternative is the repetitive usage (cloning)
of characters with the same or similar appearances,
which in turn results in the decreased immersion of
the user.
The solution to this problem lies in the procedural
modeling of virtual characters. Procedural modeling is
the creation of the assets on-the-fly according to some
predefined rules. Landscapes, plants, game levels, or
an entire city with buildings can be generated using
procedural modeling techniques (Figure 1).

Index Terms – procedural modeling, facial
features, facial animation, vertex displacement
map
I.

INTRODUCTION

We distinguish people by their faces. Containing
distinct features like nose, ears, eyes, mouth, lips,
chin, and hair, and being the main sensory hub, we
communicate through our faces using senses like
olfaction, taste, hearing, and vision. Naturally, we
experience this important functionality of faces in
computational domains where we interact with virtual
avatars representing humans.
The first computer generated facial animation
dates back to 1972 [1]. Since that date, numerous
studies have been performed and researchers have
achieved significant advancements on the topic. The
results can be best observed through the recent
Computer Graphics (CG) assisted motion pictures.
Although CG-assisted feature movies present very
realistic state of the art facial modeling and animation,

Figure 1: Manually creating a 3D model like this tree is a huge
burden on modelers. Procedural modeling techniques can
create such models with programmed rules [2].

To satisfy the real-time operation requirement,
procedural modeling parameters and animation
descriptors have to be stored and processed in an
efficient way. In this work, we are utilizing a content
creation and consumption pipeline that encodes the
modeling parameters and animation descriptors as
vertex displacement maps. Such an approach has two
apparent advantages. First, we only need to store a
single displacement map for each animated expression

regardless of the underlying model’s resolution rather
than storing the entire “key mesh”. This property
improves the storage efficiency especially with high
resolution models. Also, this approach makes it
possible to harness the computational power of
graphics processing units (GPUs) to process vertex
displacement maps and apply the corresponding
deformations on the face mesh instead of using the
precious CPU cycles that can be used for other
sequential tasks.

OpenGL, objects on the screen are formed of
primitives that are simply collection of vertices
arranged together in a predefined way. The primitives
are processed by the graphics pipeline (Figure 2) and
displayed on the screen.
The basic graphics pipeline is managed in clientserver architecture. Client side resembles the
application code and the graphics driver that resides
on CPU space. On the other hand, server side lies on
the hardware and memory of the graphics card [4].
Shaders are program pieces that run on graphics
hardware and form the main processing steps of the
graphics pipeline. Vertex shader is responsible for
processing the incoming client data like applying
transformations, lighting, calculating displacements,
and color values. The output of the vertex shader is
input to the primitive assembly stage that, as its name
implies, put the vertices together to form primitives.
Finally, the rasterized primitives are filled in by the
fragment shader, which outputs the final color value
that is seen on the display device [4].
The remainder of the paper is organized as
follows: Section II provides a brief literature review of
the previous work. Section III discusses the proposed
content creation workflow and the individual steps.
Finally, Section IV concludes the paper and discusses
the future work.
II.

Figure 2: OpenGL's basic graphics pipeline.

Since 2003, GPU designs adopted many-core
strategy that try to maximize the floating point
calculation throughput by devoting more processor
area to data processing units (typically in the order of
120-240 cores) instead of flow control logic elements
and large data caches [3]. In this work, we used
OpenGL as the underlying graphics library, which can
be defined as a software interface to graphics
hardware [4]. In a typical graphics library like

PREVIOUS WORK

Modeling and animation of faces is a well studied
field in computer graphics world. The work of Blanz
and Vetter [5] is considered to be the pioneer of the
parametric face modeling based on a database of 3D
face models. In this work, a linear combination of 3D
prototype faces is formed to create new faces and
expressions. This framework lets users to control
complex facial features like gender, attractiveness,
and body weight that are learned from the database of
faces. Kähler et al. [6] present a framework to deform
a canonical head model to fit 3D scan data and
animate the model by employing pseudo facial
muscles and elastic skin properties. This work also
supports simulation of growth of a human head by
utilizing anthropometric measurements on the model
that results in animatable head models of an individual
at different ages. One drawback of this work is the
lack of high level control over facial animation. Facial
motion is controlled by specifying muscle contraction
parameters over time.

When an application employs large number of
virtual avatars, it will be inevitable to use same
models for the characters due to the huge effort
needed to model them. However, for virtual reality
applications and games, this approach would result in
the decreased realism of the application. In the work
of McDonnell et al. [7] a series of experiments are
conducted to test user’s perception of variety in such
applications. The experiments showed that even
smallest variations can increase the immersive nature
of the simulation. Maïm et al. [8] attack the problem
by proposing a human shape variation system by
attaching accessories to the models. In addition to this,
the model textures are also modified in terms of color
and pattern to increase the effect.
III.

Figure 3: The canonical head model and the corresponding
texture UV map.

CONTENT CREATION PIPELINE

In the proposed content creation pipeline, we
aimed at using in-house developed scripts,
applications and readily available third party tools to
define the facial features, encode the features and
emotion descriptors as vertex displacement maps,
provide an intuitive user interface to blend vertex
displacement maps in order to create the desired
model, and bake the final set of displacement maps to
be consumed by a client application.
A. Defining Facial Features and Emotion
Descriptors
We used Blender [9], which is a free open source
3D content creation application, to define facial
features and emotion descriptors. The reason behind
choosing an open source alternative is to keep the
access to the tool relatively easy and to promote the
community to add further features and descriptors to
the readily available database.
A canonical mesh, M, of a human bust is used as
the base model from which deformations of facial
features are obtained. This mesh is basically a list of
vertices and triangles formed by these vertices along
with their uv-2D texture coordinates (Figure 3). By
placing Blender’s lattice based free form deformation
(FFD) tool around specific facial features, those
features are deformed and the resulting deformed
mesh, M’, is saved as a new mesh (Figure 4).

(a)

(b)
Figure 4: (a) The free form deformation lattice is placed to
mouth region to define "lip thickness" facial feature. (b) The
result of the deformation.

B. Extracting Vertex Displacement Map
After deforming M with free form deformation
techniques to obtain M’, the two meshes are fed to a
script to compute the spatial difference and encode the
difference as a vertex displacement map (Figure 5),
which will be used and processed by the vertex shader
phase of the 3D engine while rendering the facial
model.

Algorithm 1: The extraction of vertex displacement map from
the original model and the displaced model.
1 function ExtractVDM(M,M’):
// K is resolution of final texture map
2
mapSize := K;
// 3-channel texture
3
vdm = zeros[K][K][3];
4
for each vertex v in M:
5
vdm[v.texV*K][ v.texU*K]=M’.v – M.v;
// Texture UV coordinates vary from
// 0 to 1. So, we need to convert them
// to integer array indices.
6
end for;
7
return vdm;
8 end ExtractVDM.

(a)

OpenGL is capable of storing the texture
information in various precision and format. The color
component can have 1, 2, 3, or 4 elements
corresponding to red, green, blue, and alpha channels.
Furthermore, these components can be stored
internally as different formats such as integers,
floating point numbers, and bytes. For the purpose of
representing vertex displacements as texture
information, we chose to store displacement vectors as
3-component floating point numbers. This approach
let us to skip the normalization process, which we
would face in case of using 3-component byte
representation, in the expense of using more storage
space.
C. User Interface for Blending Features and
Emotion Descriptors
The stored facial features and emotions are
presented as high-level controls that can be blended
together to obtain complex final models. The interface
is presented to the user by using GLUI, which is an
OpenGL based platform independent user interface
library. The high-level feature and emotion descriptors
are provided as a list that can be selected and applied
to the model on-the-fly using interactive blending
weights.
After the user obtains the desired face model, the
blended facial features are baked into a final vertex
displacement map that is to be consumed later on by
any application implementing the specialized vertex
shader steps.
D. Rendering
Since the introduction of programmable graphics
pipeline, lots of custom vertex and fragment shaders
have been implemented to create sophisticated
onscreen effects rather than using the flat or Gouraud
shading that the graphics libraries provide by default.
In this work, we employ Phong illumination model
that computes the final color information per pixel by
interpolating surface normals between vertices. Phong
illumination model involves ambient, diffuse, and
specular light and material components and is defined
by:
𝐼 = 𝑘𝑎 𝑖𝑎 + 𝑘𝑑 𝐿. 𝑁 𝑖𝑑 + 𝑘𝑠 (𝑅. 𝑉)𝛼 𝑖𝑠

(b)
Figure 5: (a) The nose of the model is made larger with free
form deformation. (b) The resulting vertex displacement map of
this facial feature.

(1)

Where 𝑘𝑠 , 𝑘𝑑 and 𝑘𝑎 are specular, diffuse, and
ambient reflection constants of the skin respectively.
Likewise, 𝑖𝑠 , 𝑖𝑑 and 𝑖𝑎 are specular, diffuse, and
ambient light intensities. 𝛼 is defines as the shininess

constant for the skin. L is the direction vector from the
point on surface to the light source, N is the normal of
the surface at this point, R is the perfect reflection
vector, and V is the direction vector towards the
viewer. In our model, material’s diffuse color is
obtained from the diffuse texture that was manually
created for the canonical mesh from reference real-life
human face images.
In order to increase the visual realism of the
model, ambient occlusion map, which is the precomputation of the attenuation of the light due to
occlusion, is created and overlaid on top of the diffuse
texture. Although, it is only an approximation of the
global illumination model, application of ambient
occlusion map on the model boost the visual realism
at virtually no price (Figure 6).
(d)
Figure 6: (a) The UV layout of the model displayed in wireframe
mode. (b) The diffuse color map of the model. (c) The ambient
occlusion map of the model. (d) The resultant diffuse map
obtained from overlaying (c) over (b).

IV.

(a)

(b)

(c)

CONCLUSION AND FUTURE WORK

In this work, we demonstrated a procedural
modeling pipeline for 3D face models. In order to
make realistic crowd simulations, the entities in the
simulation have to be as different as possible, but this
requirement puts an enormous burden on 3D
modelers. Procedural modeling techniques can be
used in such circumstances to differentiate virtual
characters from each other. In our pipeline, we
encoded the facial features and expressions in vertex
displacement format (Figure 7), which made it
possible not only to process features and expressions
in real-time by graphics hardware, but also to store
these in a compact way regardless of the 3D mesh
resolution. A near-term goal in this work is to extend
this technique to whole body modeling and animation
rather than limiting it only to facial modeling. Also,
we would like to implement an animation
infrastructure to utilize this technique and create
complex animation sequences.

[2]
[3]
[4]

[5]

(a)
[6]

[7]

[8]
(b)

[9]

(c)
Figure 7: (a) The neutral expression. (b) "Smiling" expression
parameter weight is set to 1. (c) The "angry face" expression
parameter weight is set to 1.
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Do Trip Productions Vary in Space?
Capturing Unobserved Heterogeneity in Travel Demand Models
Xin Wang & Asad Khattak
Department of Civil and Environmental Engineering, Old Dominion University, Norfolk, USA

Abstract: The accuracy of travel demand forecasts is critical to properly anticipating
future transportation problems that include traffic congestion and pollution. The
frequency of trips produced by households is a key first step in the four-step travel
demand forecasting process, as practiced in the United States. Traditional trip
productions use regression models or multiple classification analysis to calculate how
many trips will be produced by each zone, typically using socio-economic variables such
as household size, household vehicle count, and household income to forecast trip
frequency. One important drawback of traditional trip generation models (referred to as
global models) is that they use one set of estimated parameters to forecast trips—an
approach characterized as “one size fits all.” However, for spatially diverse metropolitan
regions, trip frequency and its associations with socio-economic variables can vary across
space, causing a problem known as unobserved spatial heterogeneity. To capture spatial
variations, this paper uses Geographically Weighted Poisson Regression (GWPR)—a
locally-based model as an alternative. A behavioral dataset for Hampton Roads, Virginia
collected in 2008-2009 (N=2,889) is used to understand spatial variations in how trip
productions relate to socio-economic factors. The results indicate that the local models
provide a more accurate estimation and better picture of how trip rates vary across space.
The broader implication is to consider moving toward local models in order to improve
the accuracy of travel demand forecasts.
Keywords— geographically weighted poison regression, trip generation, global model,
local model, spatial variance, travel demand forecasting.

INTRODUCTION
Anticipating future traffic congestion and pollution are critical to a regions growth,
livability and economic development. Currently, travel demand forecasting models are
mandated to be used for regional demand forecasting in order to anticipate the impacts of
various types of regional development and transportation capacity enhancements. For
example a recent study in Hampton Roads used the regional travel demand model to
predict the impacts of six large roadway enhancement alternatives on traffic congestion in
2030[1]. The accuracy of predictions in such studies is important to properly anticipate
and address future problems that include traffic congestion and pollution, and to inform
the planning process.
A critical step in the conventional four-step travel demand modeling process is
trip generation, which captures the trips produced by households. These trips are typically
associated with household level socio-economic variables, e.g., household size, vehicle
ownership, and income. In this step, often, there is no consideration of the spatial and
geographical nature of trips. However, it has been known that travel behavior is partly
based on spatial constraints. For instance, residents living in the same spatial cluster may
share similar lifestyles, attitudes and preferences, due to human, social or other
1

environmental reasons. It has been known that “Everything is related to everything else,
but near things are more related than distant things” [2]. This shapes some intangible
patterns surrounding human activity participation. People/households living in close
proximity exhibit similar behaviors in terms of trip decisions and outcomes, e.g.,
activity/trip frequency, trip durations, and vehicle-miles traveled [3]. Therefore, this
paper explicitly explores whether trip rates and associations with socio-economic
variables vary across space. This will allow assessing if households are different in terms
of their trip productions in ways that are not accounted for in the explanatory variables of
the models. More technically, the study explores if there is unobserved heterogeneity due
to spatial location of residents, and how to improve the current travel demand models to
capture this unobserved heterogeneity.
Unobserved spatial heterogeneity cannot be accounted for directly through
standard models, referred to as global regression models, because the estimated
parameters are fixed and represent a mean association between dependent and
explanatory variables. This approach can be characterized as “one size fits all” modeling.
Although unrestricted models can be estimated for various spatial units and compared
with a global or pooled model, this is often cumbersome and rarely done—partially
because the problem of fixed parameters still exists within the spatial units; moreover, the
definition of the boundary of those spatial units will influence the estimation of the
parameters, referred to as the (undesirable) “boundary effect”[4]. In this paper, a finer
local model—a Geographically Weighted Poisson Regression (GWPR) is estimated to
relax the fixed association assumption between travel demand and socio-economic
characteristics and therefore capture the spatial heterogeneity and improve the accuracy
of travel demand forecasts.
BEHAVIORAL DATA
The behavioral data analyzed in the paper are from the Virginia Add-on survey of NHTS
(National Household Travel Survey) conducted in 2008—Figure 1 shows the study
region. The survey period was from April 2008 through May 2009. The sampling plan
included both geographic and demographic goals to ensure that the survey is
representative of the region’s population (approximately 1.7 million) and their activitytravel patterns.
The database contains three different levels of data: personal data, household data,
and trip data. The survey relied on the willingness of households to provide: 1)
demographic information about the household, its members and its vehicles; 2) have all
household members record travel-related details for a specific 24-hour period, including
address information for all locations visited, trip purpose, mode, and travel time
information.
The study area is located in southeastern Virginia-Hampton Roads Area,
including Norfolk, Gloucester, Isle of Wight, Jamestown, Yorktown, Chesapeake,
Hampton, Newport News, Poquoson, Portsmouth, Suffolk, Virginia Beach, and
Williamsburg. The area studied in this paper is also consistent with the Hampton Roads
Transportation Planning Organization (HRTPO) transportation study area. Due to large
areas of water-bodies, creating and maintaining adequate infrastructure has long been a
major challenge. The Hampton Roads Bridge-Tunnel (HRBT) and the Monitor-Merrimac
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Memorial Bridge-Tunnel (MMMBT) are major harbor crossings of the Hampton Roads
Beltway which links the largest Seven Cities of Hampton Roads.
After error-checking and geocoding the residential and all the trip destination
locations at the TAZ level and removing the cases that did not have geographical
information, the final dataset contained 2,889 households, with a total of 7,107 persons
who made 24,810 trips on their assigned travel days.

Figure 1: Study region (Hampton Roads Area)
DESCRIPTIVE STATISTICS
The households’ descriptive statistics are shown in Table 1. Variables were selected
based on the typical variables used in household trip production models. Due to privacy
considerations, limited geo-location information was available. As a result, only those
households with at least one trip on their assigned travel day are included in the database
(i.e., zero-trip households are not included in the database analyzed). Therefore, the
analysis of trip productions reflects only households who make at least one trip.
The reported trip frequency at the household level is 8.6, with an average
household size of 2.46. Average vehicle ownership is 2.22 vehicles per household.
Average annual household income is nearly $69,000, based on coding the middle value
of income categories to calculate the mean of household income. Overall, these numbers
are reasonable and in-line with national statistics for similar urban areas.
Table 1: Descriptive statistics by cities (N=2889)
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NO.

CITY

AV. TRIPS

AV.
VEHICLES

AV.
HHSIZE

AV.
INCOME

0

Gloucester

8.21

2.45

2.34

63.73

1

Isle of Wight

8.02

2.55

2.43

65.50

2

Jamestown

9.27

2.13

2.36

77.42

3

Yorktown

9.29

2.41

2.69

80.93

4

Chesapeake

9.21

2.41

2.65

72.99

5

Hampton

8.07

2.22

2.28

61.94

6

Newport News

8.57

1.96

2.37

59.79

7

Norfolk

7.13

1.86

2.20

57.51

8

Poquoson

7.69

2.62

2.41

79.02

9

Portsmouth

7.99

2.12

2.22

60.94

10

Suffolk

8.02

2.30

2.56

69.02

11

Virginia Beach

9.06

2.25

2.59

74.02

12

Williamsburg

8.41

2.07

2.07

67.41

Mean

8.59

2.22

2.46

68.95

Std. Dev.

5.93

1.12

1.24

37.50

Pooled

Min

1.00

0.00

1.00

2.50

Max

47.00

10.00

10.00

168.60

To explore the relationship between these variables and space, a finer level of
descriptive statistics based on county level can show which area has higher/lower levels
of certain characteristics. The statistics for different counties indicate substantial diversity
in trip frequency as well as socioeconomic characteristics over space. For instance,
households in suburban areas like Jamestown and Yorktown make more daily trips
compared with areas with more compact land use like the City of Norfolk. This makes
sense when households with higher income and more household members prefer to live
in compact areas. This partially indicates the existence of unobserved spatial
heterogeneity because the variables show variation across the study area. This issue is
further explored using the GWPR models.
MODEL STRUCTURE AND RESULTS
Application of Geographically Weighted Regression
GWR is a non-parametric methodology for the investigation of geographical drifts in
regression parameters. It aims to explore spatial deviations of associations between
dependent and explanatory variables by relaxing the assumption that estimated
parameters hold globally. In GWR, the regression model is calibrated based on data that
are geographically proximate to a household’s location. That is, it is within a certain
distance (bandwidth) and these data are weighted from a regression point—the weight
calculation is shown later in equation (2). For a given regression point, the weight of an
observation is at a maximum when it shares the same location. This weight decreases as
the distance between the two points increases. In this way, a regression model is
4

calibrated locally simply by moving the regression point across the entire region[5]. For
each location, the data are weighted differently so the results of a calibration are unique
to a particular location. By plotting the results of these local calibrations on a map,
surfaces of parameter estimates, or any other display which is appropriate, can be
generated. Therefore, when GWR is applied, key decisions must be made regarding 1) a
weighting function (the shape of the kernel), and 2) the bandwidth of the kernel. The
weighting function usually has a minimal effect on results, while bandwidth may affect
results markedly [6]. In this study, a random location is assigned to the household based
on available TAZ information. Considering trip frequency is a non-negative count
variable, Poisson or negative binomial regression are appropriate. Due to limitations of
the available software (GWRx3.0), only GWPR was estimated. In its most basic form,
the GWPR model is described as follows [5]:
𝑝

ln (𝑦𝑖 ) = 𝛽𝑖0 + ∑𝑘=1 𝛽𝑘 𝑥𝑖𝑘 + 𝜀𝑖

(1)

yi = dependent variable (trip frequency) for household i (i = 1, 2, . . . , n, where n is the
number of observations);
𝛽𝑖0=the constant at household i;
𝛽𝑘 = the parameter at household i for explantory variable 𝑥𝑖𝑘 ;
xik = explanatory variables of the kth parameter for household i,
εi = error term at location i,
p = number of parameters.
Note that for each household location, the β parameter can be different. The
model is fitted using a technique known as iteratively reweighted least squares [5].
Adaptive kernel, the bi-square kernel, is used to calculate the weights. Adaptive
kernels are useful in the case there is a large variation in the geographical density of the
observed data [5]. Then the kernels have larger bandwidths where the data are sparse and
have smaller bandwidths where the data are plentiful. The weights are defined by:
2 2

𝑖𝑓||ui −uj || < 𝐺𝑖
𝑤𝑖𝑗 = � �1 − �||ui −uj || ⁄𝐺𝑖 � �
0
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2)

Where the parameter G (called the bandwidth) regulates the kernel size, and
||ui −uj || is the distance between locations i and j. When calibrating the model, the kernel
bandwidth is determined by minimization of Akaike Information Corrected Criterion
(AIC), which is a measure of goodness of fit and allows finding a model that best
explains the data with fewer estimated parameters. The AIC of the model with bandwidth
G is given by:
AIC(G) = nln(RSS(G)) + 2 K(G)
(3)
2
RSS(G)=∑𝑁
𝑖=1 𝜀̂𝑖

(4)
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Where RSS(G) is the residual sum of squares with bandwidth G; N is the number of
observations; K(G) denotes the effective number of parameters in the model with
bandwidth G, respectively. However, since the degrees of freedom for GWPR models are
typically small, a small sample bias adjustment in the AIC calculation is done. The
Corrected Akaike information Criterion (AICc) is then used to address this bias [5, 7].
AICc is defined as follows:
AICc(G) = AIC(G)+2

K(G)(K(G)+1)
𝑁−K(G)−1

(5)

AICc can be used to evaluate whether GWPR provides a better fit than a global Poisson
model [5-6]; a smaller AICc value reflects a better the model. If the effective number of
parameters K is small relative to the number of observations N, then the difference
between AIC and AICc is negligible [7].
Modeling Results
In this study, a global (conventional) Poisson regression model is compared with GWPR
to examine which model is more appropriate statistically. The OLS (Ordinary Least
Squares) global model is also provided for comparison. The model results are presented
in Table 2.
Table 2: Global model (Poisson and OLS) for household trip frequency (N=2889)
Poisson
Exp (coef.)
Marginal
3.432
-

Variable
Constant

Coef.
1.233

HHVEH

0.062

1.064

HHSIZE

0.215

INCOME

0.003

T-stat.
66.229

Coef
0.592

T-stat.
2.400

0.495

10.362

0.467

4.990

1.240

1.73

47.426

2.307

28.770

1.003

0.02

14.752

0.019

6.950

Pseudo R Square =0.165
Summary

OLS

LR chi2(3)
Prob > chi2

=

3557.640
=

0.000

R Square=0.330
F( 3, 2885) = 475.410
Prob > F

= 0.000

Both of these two models are statistically significant overall, represent reasonable
fit and provide similar estimation (based on marginal effects). As expected the number of
trips is statistically significantly (5% level) associated with household income, vehicles
owned and household size. The exponentiation of parameters, eβ, provides Incident Rate
Ratios (IRR). The marginal effects of the coefficients are also provided. This facilitates
interpretation of the parameter, i.e., whether it is associated with an increase or decreases
in the expected number of trips, when the value of the explanatory variable changes. The
ratios show that larger household size, higher vehicle ownership, and higher income are
associated with more trips. Each additional person in the household is associated with
higher expected number of trips by a factor of .215 in Poisson model, with the marginal
effect of 1.73. A simpler interpretation is given by the Ordinary Least Squares regression,
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which shows that, on average, one more household member is associated with about 2.3
more trips. The global regression model provides associations between trip productions
and correlates from an overall perspective, i.e., it represents the average relationship
between correlates in the entire study region. More specifically, on average, one more
vehicle in the household is associated with additional 0.5 trips (the marginal effects are
similar in both Poisson and OLS model). However, this relationship may be not the case
across all of Hampton Road, which means that the potential spatial variation of these
parameters is unknown. GWR can detect spatial non-stationarity, allowing the parameters
to vary across space, and it can therefore uncover possible local spatial deviations of
explanatory variables.
The Local Model
A GWPR model was estimated based on the maximum likelihood method. But a distinct
difference between global and local estimation is that the global estimation has one set of
model parameters for all observations in the sample, while the local model estimates a set
of parameters for explanatory variables for each location. Thus a parameter surface can
be generated based on estimation which varies continuously in space. Table 3 shows the
goodness for fit measures for both global and local models. By comparing AICc between
the global and local models, the local model outperforms its counterpart, as the AICc
values for local model is substantially lower than the global model. As a general rule,
improvements in the AIC that are less than 3 in value could easily arise as a result of
sampling error [5], while here the difference between the global and local models is
substantially greater than 3, indicating that the local models are statistically better than
the global model. Furthermore, MAD (Mean Absolute Deviation) and RMSE (Root
Mean Square Error) are calculated to compare the accuracy of the two models. The
results show that GWPR model has lower MAD and RMSE, which is better compared
with the global Poisson model.
Table 3: Goodness of fit measures for global vs. local model (N=2889)
AICc (Corrected Akaike Info Criterion)
MAD (Mean Absolute Deviation)
RMSE (Root Mean Square Error)

Global model

Local model

7,017
4.89
5.83

6,904
3.54
4.78

Table 4 shows the parameter summary for GWPR model, providing information
about the “width” of a parameter’s spatial variance. Theoretically all parameters vary in
space when GWR is used. It is important to determine if the spatial variance is significant
enough to be captured by using the more complicated GWR model. It will be reasonable
to use the global model when the spatial variation is modest, known as stationarity in
space. To decide whether the spatial variance is significant, the difference between the
lower quartile and upper quartile of a parameter is compared with the standard error. If
the difference is larger than two standard errors, then the parameter is non-stationary in
space [5], indicating that spatial variance is statistically significant. From the results, all
three explanatory variables show significant spatial variance, among them, the number of
vehicles and household size have larger spatial variance.
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Table 4: Parameter summary for GWPR model (N=2889)
Maximum

UprLwr

2*Std.
Errors

(UprLwr)>
2*Std.
Errors

Variable

Minimum

Lwr
Quartile

HHVEH

0.015

0.050

0.069

0.081

0.150

0.031

0.012

Yes

HHSIZE

0.121

0.206

0.218

0.232

0.276

0.026

0.009

Yes

INCOME

0.001

0.002

0.003

0.003

0.004

0.001

0

Yes

Median

Upr
Quartile

Based on the local parameter estimates for 2,889 households, an Inverse Distance
Weighted (IDW) interpolation algorithm is used to assign values to unknown points, thus
a continuous parameter surface covering the whole region is created. IDW assumes that
each measured point has a local influence that diminishes with distance. It weights the
points closer to the prediction location greater than those farther away. As in most travel
demand models, the predictor variables, e.g., population and number of vehicles are
stored at TAZ level, an average value of the parameter is calculated for each of TAZ,
which can to be used to predict travel demand in future years (if desired, parameter
estimation at a finer spatial level is also possible with GWR).
Figure 2 shows the variation in parameter for household vehicles owned and
household size respectively. In contrast to the unified parameters across space in the
global model, both parameters vary substantially across the study area. While the global
model shows that the household vehicle count parameter to be 0.062 with IRR of 1.063
(e0.062), it varies from 0.04 to 0.15, with IRR between 1.04 and 1.16 across zones in the
local model. Also, while the global model shows that the household size parameter is
0.215 with IRR of 1.24, it varies from 0.13 to 0.27, with IRR between 1.14 and 1.31
across zones in the local model. This indicates that the global model may obscure
information about spatial variations [5]. The magnitude of household vehicle count is
higher in cities like Norfolk and Suffolk; the magnitude of household size, which can be
interpreted as personal trip rate, is higher in Chesapeake, Williamsburg, and Yorktown.
Also, the figure shows that simply defining an area as urban, suburban or rural
and assigning it a higher or lower trip rate can be arbitrary, as the map does not show
substantial variation of parameters with density. Thus, the commonly used crossclassification tables by urban or rural area can be considered archaic when richer data are
available for spatial analysis. Practically, by using the parameter map created by the local
model, a cross-calculation table can be created for each TAZ, providing a finer forecast
of trip productions.
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Figure 2-1: Parameter estimates for HHVEH in GWPR model

Figure 2-2: Parameter estimates for HHSIZE in GWPR model
The study attempted to estimate global Poisson and GWPR models by purpose
(home-based work, other, and non-home-based). However, the GWPR failed to converge
due to a substantial number of zeroes in the dependent variable; 60% of households made
no home-based work trip and one-half of the sampled household made no HBO trips.
Model Application and Comparison
Comparisons between the global and local models can be obtained by computing the
difference in predicted trip frequency using the models calibrated in this study. For the
global model, the fixed equation is applied to every TAZ; for the local model, different
equations are applied because parameters vary by TAZ. Figure 3 shows the difference
between predicted daily trip frequency from these two models, using the 2030 population,
vehicle ownership, and households available in Hampton Roads travel demand model.
Since the global model is a spatial average of local models, both of these models, when
applied for prediction purposes, should predict the same trip totals. Nevertheless, there is
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small difference (2%) in total trips predicted by the global Poisson model and GWPR
model.
A positive value in Figure 3 implies that more trips are predicted using the local
model. This indicates that using the global model for prediction can overestimate the
travel demand in certain areas, e.g., the city of Norfolk, while the demand in areas such
as northern Virginia Beach and areas north of Hampton Roads Bridge Tunnel (HRBT) is
underestimated. Relocating the trip productions will change the trip distribution in this
region significantly, and it will have a substantial impact on subsequent steps, i.e., trip
distribution, mode split, and traffic assignment.

Figure 3: Differences in daily trip productions between global and local models.
(Note: A positive value implies that more trips are predicted by the local model.)
LIMITATIONS
A key issue is whether appropriate model specification was used. The model
specifications are consistent with the ones used in the field, e.g., the Hampton Roads
travel demand model. However, the study is limited by use of cross-sectional data from a
single metropolitan area. The transferability of the findings from the Hampton Roads
Area to other urban regions is somewhat limited. That is, the spatial relationships
uncovered through GWPR are only valid for this region, due to the fact that the model
itself—the weights used in the model are based on spatial locations, which are unique to
the area. However, the methodology used in this paper can be transferred to other regions.
Successful application of the GWPR method in this context can also help in designing
similar efforts in other mid-sized cities that have a relatively strong private auto culture.
Furthermore, the Hampton Roads is reflective of metropolitan areas with beltways and
planning decisions that have directed growth, making it somewhat of a typical city among
moderately-sized metropolitan areas. The data and models developed in this study cannot
fully explore and reveal all the forces at work in trip production. Nevertheless, the
findings are useful for fleshing out the tools that may be used to better predict travel
demand taking into account the spatial context, which is critical for travel.
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CONCLUSIONS
Much of the focus has been placed on understanding links between non-spatial
travel activities and socio-demographic factors by researchers as well as practitioners;
few studies have explored on understanding and modeling the spatial variations in socioeconomic factors associated with household travel decisions. This paper fills the gap, and
makes a timely contribution, given the need to improve the accuracy of travel demand
models and emerging spatial analysis methods. A critical finding is that unobserved
spatial heterogeneity exists in trip production models, since the mean and the variance of
trip frequency and associated socio-demographical factors are not identical across the
Hampton Roads metropolitan area; GWPR, a local model, provides a more accurate
representation of travel demand since it can captures the unobserved spatial heterogeneity
in trip production models. The results show that the association between household trip
frequency and household characteristics such as household size and vehicle count varies
significantly over the Hampton Roads Area. Statistical analysis shows that the local
models provide a better statistical fit.
The methodology used in this paper can enhance the ability to forecast travel
demand by quantifying the associations that vary across space for various factors
(household size, vehicle ownership, income). This study demonstrates how new methods
that incorporate spatial information can be applied to improving travel demand models.
The spatial pattern of parameters shown by this study provides a clearer understanding of
the link between space and travel behavior. The detailed association maps obtained from
these models are valuable in quantifying spatial variations and making them available in
easy to understand format to policy makers, engineers, and planners. Moreover, this
paper is of interest to people who use travel demand forecasting models and also to
policy makers who rely on these models for making their decisions. The research can
help advance the state-of-the-art in travel behavior research by using rigorous analysis
techniques to incorporate spatial variations into travel demand models. Practitioners may
capitalize on the greater spatial variability in parameters to develop locally-based
strategies for trip reduction, especially where trips are particularly numerous. Future
explorations may delve into land-use and built environmental variables associated with
trip generation, analyze trips by purpose and mode, and also look into trip attractions.
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Evaluating Vehicle Queue Length Estimations
at the HRBT Based on Probe Vehicle Data
Using Micro-Simulation
Craig Jordan and Mecit Cetin

Abstract—Accurate and up to date traffic condition
estimations are vital to assisting travelers in making
educated route and mode choices, improving mobility,
increasing safety, and helping the environment. This
paper is part of ongoing research that examines analytical
models for the real-time estimation of vehicle queue
lengths using probe vehicles. The purpose of the research
is to understand how information communicated from
probe vehicles can be used to improve current methods for
estimating traffic parameters such as volume and density.
This paper compares analytical methods for queue length
estimation at the HRBT with the simulated “actual” queue
lengths from VISSIM, a micro-simulation software
program.
Index Terms—IntelliDrive, Micro-simulation, Vehicle Queues,
Transportation.
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I. INTRODUCTION

here has been an increase in demand for research in
Intelligent Transportation Systems (ITS) in recent
years. In 2009, the US Department of Transportation
developed a five year strategic research plan with the
purpose of improving safety, mobility, and the
environment. The foundation for the plan is a program
called
IntelliDrive,
which
uses
a
wireless
communication
system
between
vehicles and
infrastructure to provide a connection for the
transmission of traffic flow information. For simplicity,
the term “probe vehicle” will be used throughout this
paper to describe a simulated IntelliDrive vehicle that
has been equipped with a Global Positioning System
(GPS) and a wireless communication device.
The purpose of this paper is to support the
development of IntelliDrive systems by investigating
how the information obtained from probe vehicles can
be utilized to estimate queue lengths and traffic patterns
more accurately. In particular, this research spotlights
the understanding of the relationship between the
accuracy of the queue length estimates and the market

penetration (the percentage of probe vehicles in the
vehicle population) of probe vehicles.
In the Hampton Roads Region of Virginia, reoccurring
daily bottlenecks occur at specific locations during peak
hour traffic flows. One of these locations is the
Hampton Roads Bridge Tunnel (HRBT) that connects
the Hampton Roads Upper Peninsula with the Norfolk,
Virginia Beach, and Chesapeake areas. During the AM
and PM peak hours, the HRBT experiences high traffic
volumes in both the northbound and southbound
directions (outer and inner loops, respectively).
Operational disruptions at the HRBT caused by disabled
vehicles or vehicle collisions cause significant vehicle
queuing and traffic delays.
Because of the reoccurring traffic congestion at the
HRBT and the availability of traffic flow rates from loop
detectors and vehicle queue lengths from surveillance
cameras to support future work, this study will use the
location along I-64 in the vicinity of the HRBT as the
study site for this research.
II. METHODOLOGY

The objective of this study is to determine the accuracy
of the estimated vehicle queue lengths based on the
location and the time of probe vehicles at different
market penetration levels. The steps outlined below
provide an overview of the methodology used in this
study to analyze the estimated queue lengths.
Step 1: Develop a micro-simulation traffic model
Step 2: Run micro-simulation to model vehicle queues
Step 3: Output queue data from micro-simulation that
will be used as the “actual queue” for comparison with
queue length estimate
Step 4: Randomly assign vehicles in the queue as
“probe vehicles”
Step 5: Use conditional probability formula to estimate
the length of the queue based on the probe vehicle data
Step 6: Compare the estimated queue length with the
actual queue length through the use of the root mean
square error technique
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Each of these steps is explained in more detail in the
following sections.
III. ASSUMPTIONS AND CLARIFICATIONS

In order to perform the analysis in this study certain
assumptions were made and are listed below.
1) The storage capacity of the roadway at queue
locations is infinite
2) The location of all probe vehicles in the queue is
observable on the roadway network
3) The time of entry at the back of queue for each probe
vehicle is observable
In order to simplify calculations, the location of the
vehicles in the vehicle queue and the total queue length
is measured in terms of the number of vehicles rather
than in feet.
For clarification purposes, all reference to “estimated
queue length” is defined by the estimated queue length
calculated by the data from probe vehicles.
IV. ANALYTICAL METHOD OF QUEUE LENGTH ESTIMATION

The method for estimating queue lengths uses a
conditional probability formula.
A conditional
probability is the probability that an event A will occur
given the fact that event B occurs. In the queue length
estimation, event B is comprised of two events. The first
being the location of the last probe vehicle as it enters a
queue and the second being the time the probe vehicle
enters the queue. This conditional probability formula
was determined in the previous work of Comert and
Cetin[1].
The formula is provided below and a description
follows:
E(N|L=l, T=t)=l+θδ, l ≥ 0, t ≥ 0
E = expected value
N = total number of vehicles in queue
L = location of probe vehicle
T = time instance probe vehicle enters queue
δ = elapsed time since time T
θ = λ(1-p)
λ = vehicle arrival rate
p = market penetration

(1)

This equation states that if the following conditions are
met,
1) The location of a probe vehicle L is equal to a
known location l and
2) The time the probe vehicle enters the queue T is
equal to a know time t
then the expected length of the vehicle queue is equal to
l (the location of the probe vehicle) plus θ (the vehicle
arrival rate multiplied by (1 minus the market
penetration percentage)) multiplied by δ (the length of
time period elapsed since the arrival of last probe
vehicle).
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Figure
1: Vehicle Queue Snapshot

As an example, Figure 1 provides a visual representation
of a vehicle queue with a probe vehicle market
penetration of 10%. Each box in the figure represents a
queued vehicle. The solid boxes represent probe
vehicles and the hollow boxes represent non-probe
vehicles. At time t = 0 seconds, probe vehicle 1 enters
the queue and at t = 10 seconds, probe vehicle 2 enters
the queue. The numbers in the boxes indicate the
vehicles’ position in the queue. The time between the
arrival of the first probe vehicle and the second is 10
seconds. The position of the second probe vehicle is the
fourth vehicle. Therefore, the arrival rate (λ) is 0.4
vehicles per second. To estimate the queue length at
time = 20 seconds the equation is as follows:
E(N|L=4,T=20)=4+(0.4veh/sec)(1-0.1)(20sec-10sec)
E(N|L=4,T=20)=7.6
The partial vehicle is rounded up to 8 vehicles. This is
the estimate for the vehicle queue length at time 20
seconds.
V. MICRO-SIMULATION

Due to the limited market penetration of probe vehicles
and the lack of infrastructure to obtain probe vehicle
data, a transportation model was created to simulate the
probe vehicles in traffic flow and vehicle queues at the
HRBT. The software program VISSIM was used for the
model development.
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VISSIM is a microscopic simulation (microsimulation) software program that applies time step and
behavior based simulation to model traffic operations.
The program models every vehicle in the simulation as a
separate object with a specific set of car following and
lane changing behaviors. The program keeps track of
the unique attributes for every vehicle in the model at
each time step. The unique driving characteristics and
flexibility of the software allow complex transportation
models to be developed.
VISSIM has a COM (communication) interface that
provides users the capabilities to control certain
functions of the micro-simulation with outside programs.
For this research, MS Excel and Visual Basic for
Applications (VBA) was used.
This allowed for
information to be passed back and forth between the
programs.
To evaluate the analytical methods for queue length
estimation, a model of the Interstate 64 (I-64)
northbound (the outer loop) at the HRBT was created in
VISSIM, a microscopic simulation tool. The model
included existing roadway geometry, lane widths,
number of lanes, speed limits, and lane changing
permissions. To simplify the simulation, only the
mainline and mainline traffic flow rates were modeled.
In addition, vehicle composition included passenger cars
only.
A simulated incident was modeled in the HRBT to
create vehicle queues for evaluation. The duration of the
incident lasted for five minutes during which both lanes
are blocked. After the incident, vehicles resumed
traveling at their desired levels. The analysis is
performed only for the duration of incident.
VI. MARKET PENETRATION ASSIGNMENT

The market penetration of vehicles was determined after
the completion of the simulation run and all vehicle
queue data was exported into MS Excel. The market
penetration assignment was determined by extracting the
unique identification numbers for each of the queued
vehicles and assigning them a binary designation (“1”
for probe vehicle and “0” for non-probe vehicle). The
rand() function was used to assign the numbers to each
vehicle. This function uses a uniform distribution to
create random numbers thus providing an equal chance
for each vehicle to be a probe vehicle. This was done for
each of the nine market penetration levels. In addition,
the probe vehicles were determined independently for
each market penetration level. Therefore, the probe
vehicles in the 10% market penetration were not
necessary the same vehicles as the probe vehicles in the
20% market penetration. The following section provides
more information on the scenarios that were run.

VII. ANALYSIS SCENARIOS

Multiple analysis scenarios were evaluated at varying
market penetration percentages.
These scenarios
included two traffic flow rates (1800 veh/hr and 2700
veh/hr) for which nine market penetration levels were
evaluated.
This provided a total of 18 analysis
scenarios. The results of the scenarios were compared to
determine accuracy of queue estimation for the different
market penetration values.
VIII. DATA COLLECTION AND ANALYSIS

As stated earlier, real-world data that includes varying
degrees of market penetration of probe vehicles are not
available; therefore, data was collected from the VISSIM
micro-simulation tool. The micro-simulation was used
exclusively for the simulation of traffic flow and the
formation of realistic vehicle queues. It was not used in
the determination of which vehicles were probe vehicles.
As stated in Section VI. Market Penetration Assignment,
this step was performed outside of VISSIM.
Data was collected for any vehicle determined to be in
a queue for each simulation second throughout the
duration of the simulation. A vehicle was determined to
be in a queue if its speed was 4 miles per hour or less.
A VBA script was used to extract data from VISSIM.
A loop function was created that paused VISSIM at each
simulation second to check for any vehicles meeting the
queue requirement. If a vehicle was found to be in a
queue, the simulation time, vehicle queue position,
vehicle identification number, vehicle speed, and the
lane number that the vehicle was in was exported from
VISSIM into MS Excel.
After the vehicle data was exported from VISSIM
another VBA script was used to perform the queue
length estimate calculations using the conditional
probability function. The following logical flow chart
illustrates how the script runs.

Figure 2: Queue Estimation Logic Flowchart
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i: Simulation step
p: Percent of probe vehicles (known)
L: Location of the last probe vehicle in queue (measured
in terms of number of vehicles)
T: Arrival time of the last probe vehicle to the back of
the queue measured in simulation steps)
Q(i): Estimated queue length at time step i in terms of
number of vehicles
IX. RESULTS

For each time step during the analysis period, an
estimate of the queue length was determined for the time
between the arrivals of probe vehicles at the back of
queue. Figure 3 provides a graph comparing the actual
queue length, location of the probe vehicles, and the
estimated queue length over real-time at the 10% market
penetration level.

In addition to a visual inspection of the estimation
graphs, the root mean square error (RMSE) was
calculated for each of the market penetration levels. The
RMSE is used to analyze the accuracy of the estimates.
It is calculated by squaring the difference between the
estimated queue length and the actual queue length
produced in VISSIM. The squared values are then
averaged and the square root is taken. The RMSE
indicates how close the estimated values are to the actual
values. The lower the value of the RMSE, the closer the
fit is to the actual value. A perfect fit would have an
RMSE value of 0.
Tables 1 and 2 are charts of the RMSE values for the
two traffic flow scenarios. Each chart illustrates the
differences between RMSE values for each of the market
penetration percentage rate. It is more clearly shown in
Table 2 at 2700 veh/hr that the RMSE values decrease
with the increase in market penetration.
Table 1: RMSE Values for 1800 veh/hr at Specific
Market Levels
Market
Penetration
Levels

Figure 3: Actual vs 10% Market Penetration Estimate
Lane 1
This graph illustrates how the limited number of
probe vehicles doesn’t provide a very accurate estimate
of the queue length. This can be seen at time 609 where
the actual queue length is 28 vehicles while the estimate
is 20 vehicles.
In contrast to the 10% on lane 1, the 30% market
penetration level on lane 2 shows a better estimate for
the queue length. There are only a few locations where
the estimate is significantly different than the estimated.

Figure 4: Actual vs 30% Market Penetration Estimate
Lane 2

RMSE Values
Lane 1

Lane 2

Combined

10%

3.6

3.0

3.3

20%

2.5

2.0

2.3

30%

5.4

1.9

4.0

40%

3.6

1.2

2.7

50%

1.3

1.1

1.2

60%

1.5

1.1

1.3

70%

1.2

1.0

1.1

80%

1.0

1.0

1.0

90%

0.9

0.9

0.9

Table 2: RMSE Values for 2700 veh/hr at Specific
Market Levels
Market
Penetration
Levels

RMSE Values
Lane 1

Lane 2

Combined

10%

6.5

5.8

6.1

20%

6.8

4.6

5.8

30%

3.5

4.2

3.9

40%

2.2

3.8

3.1

50%

1.5

2.2

1.9

60%

1.1

1.6

1.4

70%

0.6

1.0

0.8

80%

0.9

0.4

0.7

90%

0.3

0.4

0.3
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X. CONCLUSIONS AND FUTURE WORK

The results presented in this paper are preliminary and
have not modeled the specific aspects of vehicle-tovehicle communication. In addition, these results only
represent one model run for each traffic flow rate
scenario. Although the results indicate that market
penetration rates around 30% provide accurate vehicle
queue estimations, more research is needed to fully
understand the relationship. Also, when the results from
the low volume scenario are compared to high volume
scenario, it is observed that the error (measured in terms
of RMSE) is lower for all market penetration levels less
than 70%.
In the future, we will investigate how quickly and how
far upstream the information propagates based on
limited communication range of current IntelliDrive
technology. In addition, the accuracy of the estimates
will be investigated with respect to time and space at
different market penetration levels.
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Freeway Lane Utilization Behavior
Sanghoon Son, Mecit Cetin, and Asad Khattak, Old Dominion University

Abstract— Variation in flow and speed exists across freeway lanes.
This paper investigates and quantifies drivers’ lane utilization
behavior on the freeway. A lane utilization factor, representing
uneven distribution of traffic flow, has been applied in the study.
This paper analyzes traffic volume data (N=11,015) and roadway
geometric data (11 basic freeway segments and 8 ramp sections)
in high flow situations in Hampton Roads, Virginia. Lane use
behavior is explored through time series and flow proportion
plots. Descriptive analysis of the data is provided, followed by
statistical models. Ordinary Least Squares regression models are
estimated to identify and quantify key factors associated with
lane utilization behavior. Results show that traffic flow
distribution on freeway lanes is less likely even if average speeds
and posted speed limits are high. When there is the presence of
major ramps (freeway-freeway) in upstream or downstream and
the presence of minor ramps (freeway-arterial) in upstream or
downstream, traffic flow distribution is less likely equal. However,
it is not consistent to ramp sections where an entry or an exit
ramp is placed within a half mile. It is found that lane flow
distribution in ramp sections is more likely uniform, indicating
that the shoulder lane in ramp sections is where lower speed with
less vehicle space are observed.
Keywords-lane utilizaiton behavior, lane utilizaiton factor, basic
freeway segment, ramp section, regression model

I.

INTRODUCTION

Variations in traffic flow across freeway lanes can occur
over time and space [1-2]. For each traffic condition, usually
varying by time of day, the lane that is heavily used on the
freeway fluctuates. Specifically, under the low flow situation in
the three-lane freeway, the middle lane is generally preferred
more than other lanes. As flow increases from moderate to high
level, the median lane is more likely to be utilized. After
congestion occurs, depending on traffic situations in
downstream, it varies; however, the median lane is mostly
dominant over other lanes. This is mainly because of the
habitual driving rule. In other words, slower vehicles tend to
drive in the shoulder lane on the freeway while relatively faster
vehicles drive on the middle or median lane. However, the
This manuscript is submitted for 2011 Capstone Conference at Virginia
Modeling, Analysis, and Simulation Center.
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Engineering, Old Dominion University, Norfolk, VA, 23529, USA (email:
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typical lane use pattern is not always constant over the entire
freeway.
In addition to the driving habit, what else influences lane
use behavior? Above all, the origin and destination (OD) of
individuals and their corresponding desired paths are important
to their lane choices [3]. Conceptually, it is logical; however,
collecting individuals’ OD is difficult for the given freeway
segment. Instead, if demand is sufficient enough, roadway
geometry may be able to explain lane utilization patterns. This
is because drivers may prefer to use certain lanes and switch
lanes in response to their entry and exit locations along the
ways. In this regard, it would be interesting to investigate the
relationships between lane utilization behavior and roadway
geometry in high demand where freeway ramps are frequently
used. Of course, there might be other factors impacting on the
drivers’ lane utilization behavior. They might be traffic
characteristics: volume, speed, and density.
Understanding lane utilization behavior would be beneficial.
It can be applied for better traffic operation and management.
Also, traffic flow can be more accurately simulated in a microsimulation from understanding lane utilization behavior. To do
this, the study aims to explore and model the freeway lane use
behavior and relationships between lane utilization behavior
and corresponding factors. The study begins with introducing a
lane utilization factor for explaining lane utilization behavior.
Lane use behavior is explored through time series and flow
proportion plots. Next, the study area and empirical traffic data
with roadway geometric inventories are presented. After that,
regression models are specified and estimated to quantify the
factors associated with lane use variation based on roadway
characteristics and traffic characteristics. Finally, results are
interpreted and conclusions are drawn.
II.

LANE UTILZATION BEHAVIOR

Lane use behavior can be represented by the lane utilization
factor. The lane utilization factor captures non-uniform lane
use; that is, variation in flows or speed across lanes. The higher
lane utilization factor indicates that lane flow is evenly
distributed and vice versa across lanes. The lane utilization
factor is usually defined as follows: [4-7]
fLU = Vg / (Vg1N)
where,
Vg =
Vg1 =
N

=

(1)

flow rates for all lane (veh/h)
flow rates on single lane with highest volume
(veh/h), and
number of lanes.

This study is to explain lane utilization behavior with the
lane utilization factor. Figure 1 presents an example of the
average traffic flows in a time-series plot for where there are
three lanes, and a ramp is located within 1 mile upstream and
downstream, respectively. Traffic flow profile is plotted based
on the average of 15-min observed volumes for three months,
April to June in 2007, to show the overall lane choice patterns.
In the plot, lane 2 (middle lane) is most frequently used while
lane 1 (shoulder lane) and lane 3 (median lane) are less likely
to be used. On the other hand, lane 3 is more heavily used than
other lanes during the morning peak.

For each study site, traffic volume data were processed. The
Virginia Department of Transportation maintains a Traffic
Monitoring System (TMS) which collects classified speed and
counts from each continuous count station using loop detectors.
The TMS raw data includes 15-minute intervals with 21 speed
bins categorized at 5 mph intervals. Also, vehicles are
classified into three categories: passenger car, single unit, and
tractor trailer. Vehicle count data collected from January to
June, in 2007, excluding weekends and holidays, are analyzed.
The data was error-checked and cleaned.

Figure 2 shows the average travel speed in a time-series plot
for the same site in Figure 1. In the plot, average speed in lane
3 (median lane) is always higher than that of lane 1 (shoulder
lane) and lane 2 (middle lane). Interestingly, in the morning
peak, the profile of the lane utilization factor seems to follow
the speed profiles in a similar way. It is interesting to consider
average speed as an associate with unbalanced lane use.
Figure 3 displays the proportion of traffic flows for each lane
over all traffic flows in terms of the overall flows in an
ascending order. When flows ranges from 2500 to 5500, all
lanes are more likely to be used equally whereas when the
flows are greater than around 5500, lane utilization factor
decreases. It is interesting to investigate where demand is high
and there may be an association with potential factors to cause
uneven lane flow distribution.

Figure 1 Illustration of time-series plot showing average lane volumes and
average fLU

Overall, for this site, the morning peak is where high
demand can be observed and fLU drops as there is more
variation in flow. For the remaining study, lane utilization
variation, measured by the lane utilization factor, is assumed to
be impacted by roadway geometric conditions as well as traffic
characteristics.
III.

STUDY AREA AND DATA

To understand lane utilization behavior in high flow
situations and to develop a statistical model for the lane
utilization factor as a function of roadway characteristics, basic
freeway segments and ramp segments that have vehicle
detectors within the Hampton Roads network are identified.
Hampton Roads is a metropolitan area in Southeastern Virginia
and has an extensive transportation network. I-64, the major
east-west route, connects to I-264, I-464, I-564, and I-664.
Especially, 3-lane basic freeway segments, 3-lane with nonseparated HOV lane segments and 3-lane ramp sections are
focused for this study.
Study sites are listed with roadway inventory data in
TABLE I. The data covers a wide range of geometric
characteristics. Figure 4 shows the geographic locations of the
study sites. Overall, 19 sites (11 basic freeway segment and 8
ramp sections) were selected, and at each site, geometric
attributes are collected such as the distances to the nearest
minor ramp (arterial-freeway) and major ramp (freewayfreeway) with posted speed limits. Even though one can
consider other ramps in the vicinity of the segment (e.g., the
second nearest ramps), the analysis in this paper are limited to
the nearest ramps which are expected to affect lane utilization
behavior more significantly.

Figure 2 Illustration of time-series plot showing average travel speeds and
average fLU

Figure 3 Illustration of proportion of each lane and average fLU along with
overall traffic flows

TABLE I.

SUMMARY OF STUDY SITES AND GEOMETRY INVENTORY
(DISTANCES ARE IN MILES)
Inters
tate

Nearest ArterialFreeway Ramp

Nearest FreewayFreeway Ramp

Up
Stream

Up
stream

#

ID

1

50163

I-64

0.80

0.48

*

6.69

2

50169

I-64

1.55

0.32

1.80

5.23

3

50306

I-64

0.44

0.48

14.72

4.89

4

50616

I-264

1.13

0.9

3.65

1.92

5

150012

I-664

0.58

0.34

12.44

7.65

6

150028

I-464

0.29

1.32

2.41

3.22

7

150033

I-464

1.05

0.36

3.17

2.44

8

150051

I-64

0.9

0.29

7.23

*

9

150065

I-64

0.43

0.44

5.77

*

10

150070

I-64

0.35

1.70

5.85

1.80

11

150087

I-264

0.70

0.95

1.67

3.18

12

50165

I-64

0.22

0.37

6.5

*

13

50216

I-264

1.24

0.2

5.5

*

14

50305

I-64

0.18

0.44

5.5

*

15

150067

I-64

0.91

0.23

*

16

150068

I-64

0.23

0.36

17

150071

I-64

2.04

18

150079

I-264

0.34

19

150321

0.22

Down
stream

Down
stream

fLU =

β0+β1*AveSpeed+β2*UpMinorRampdistance+β3*DwMin
orRampdistance+β4*UpMajorRamp+β5*DwMajorRamp+
β6*PostedSpeedLimit +ε
(2)

where,
fLU

lane utilization factor (1/3≤ fLU ≤1)

3.5

AveSpeed

average speed at given time and site (mph)

4.25

4.6

UpMinorRamp0-1

0.19

4.6

2.8

arterial-freeway on or off-ramp within 1mile
upstream (1=yes, 0=no),

0.25

4

2.7

UpMinorRamp0-0.5

1.7

3.2

4.3

arterial-freeway on or off-ramp
0.5mile upstream (1=yes, 0=no),

UpMinorRamp0.5-1

arterial-freeway on or off-ramp within 0.5 to
1mile upstream (1=yes, 0=no),

DwMinorRamp0-1

arterial-freeway on or off-ramp within 1mile
downstream (1=yes, 0=no),

DwMinorRamp0-0.5

arterial-freeway on or off-ramp
0.5mile downstream (1=yes, 0=no),

DwMinorRamp0.5-1

arterial-freeway on or off-ramp within 0.5 to
1mile downstream (1=yes, 0=no),

UpMajorRamp

freeway-freeway on or off-ramp within 3mile
upstream (1=yes, 0=no),

DwMajorRamp

freeway-freeway on or off-ramp within 3mile
downstream (1=yes, 0=no), and

PostedSpeedLimit

posted speed limits (1=60mph, 0=55mph)

ε

error term.

Note: *The distance is longer than 20 miles.

Figure 4 Location of the study sites

IV.

the models as explanatory variables. Among traffic variables,
average speed is used to control traffic condition. Additionally,
posted speed limits are added as an additional independent
variable because they may produce more variation across
freeway lanes. For roadway geometric factors, basically four
categorical variables (UpMinorRampdistance, DwMinorRamp
distance, UpMajorRamp, and DwMajorRamp) are created as
shown in Equation 2. Subsequently, two variables
(UpMinorRamp0-1 and DwMinorRamp0-1) out of four
variables are replaced by four more detailed category variables
(UpMinorRamp0-0.5, UpMinorRamp0.5-1, DwMinorRamp00.5, and DwMinor Ramp0.5-1) in order to specify the impact of
ramp types and their distances to each study site more
accurately. Overall, three different statistical models are
estimated with the different set of variables. The detailed OLS
regression models are as follows:

STATISTICAL MODELING AND RESULT

A. Statistical Modeling
To quantitatively test the association of upstream and
downstream roadway characteristics with lane use behavior,
Ordinary Least Squares (OLS) regression models are estimated
in high flow situations. The models are adopted because of the
simplicity and intuitive interpretation of the parameters.
Statistical software SPSS is used for estimation of the models.
Traffic operating and roadway geometric factors are added to

within

within

Two criteria are adopted in order to capture high demand
with no traffic breakdowns. This is because once breakdown
takes place drivers are restricted in their choice of lanes.
Samples, therefore, are screened by criteria that volumes in
passenger car unit should be greater than 5,400 pcph (=1,800
pcphpl*3 lanes) and average speed should be greater than 50
mph. Overall, 11,015 observations are extracted from over 19
sites. TABLE II presents the descriptive statistics for samples.
Average lane utilization factors, average speed, and densities
are summarized. The average lane utilization factor varies
across sites and it is relatively high, 0.886. The average flows
for the selected sample are 5,944 pcph, which are reasonably
high.

TABLE II.
Variables

DESCRIPTIVE STATISTICS

N

Min

Max

Mean

Stdv

fLU

11,015

.753

.998

.886

.046

TotalFlow

11,015

5,402

7,540

5,944

397

Density

11,015

26.7

48.1

32.6

3.5

AveSpeed

11,015

50.0

68.4

61.2

3.8

NearUpRamp

11,015

0

1

.80

.402

NearDwRamp

11,015

0

1

.91

.283

NearUpRamp-05

11,015

0

1

.41

.491

NearUpRamp05-1

11,015

0

1

.39

.488

NearDwRamp-05

11,015

0

1

.72

.448

NearDwRamp05-1

11,015

0

1

.19

.393

UpInter

11,015

0

1

.09

.289

DwInter

11,015

0

1

.31

.464

Speed

11,015

0

1

.17

.372

B. Results
Three lane utilization behavior models are presented and
compared in TABLE III. All models have relatively good
statistical fits (R2 and adjusted R2) and overall significance (Ftest). Variance inflation factor for each variable is checked
(<10), indicating that collinearity among explanatory variables
is not problematic. The models indicate that variables have the
expected signs and relatively reasonable magnitudes. All
variables are also significant based on their p-values (<0.05).
Here, the higher lane utilization factor indicates that evenly
distributed lane flow is expected and vice versa. For all models,
expectedly, average speed has negative impact on the lane
utilization factor, indicating as average speed increases freeway
lanes are more likely to be utilized unevenly. In addition to
average speed, posted speed limit is negatively correlated with
the lane utilization factor. It means that the higher posted speed
limit produces more variation in flow across lanes.
Each estimate of roadway geometric indicator variable, 0 or
1, implies the association of its presence with lane utilization
behavior, i.e., the magnitude of the coefficient indicates the
association while holding other variables constant. For all
models, major (freeway-freeway) ramps within 3 miles of
upstream and downstream in freeway segments are negatively
correlated with the lane utilization factor. The presence of the
major ramps in upstream and downstream is associated with
decreases in the lane utilization factor by 0.042 from 0.023 in
Model 1, respectively. Model 2 and Model 3 also have similar
negative coefficient values: -0.029 and -0.021 in Model 2 and 0.028 and -0.020 in Model 3, respectively.
However, minor (arterial-freeway) ramps show different
results depending on their distances to the corresponding ramps.
Minor ramps within 1 mile of upstream and downstream in
freeway segments are positively correlated with the lane
utilization factor. The presence of minor ramps is associated
with increases in the lane utilization factor, resulting in more
uniform traffic flow distribution across lanes. This result is
counter-intuitive; therefore, further analysis has been
conducted by breaking down the distance.

As a result, more even flow distribution can be found if
there is the presence of minor ramps within 0.5 mile of
upstream or downstream. The presence of the minor ramps is
associated with increases in the lane utilization factor by 0.020
from 0.032, respectively, in Model 2. In contrast, it is not the
same if minor ramps are located further in upstream or
downstream. In this case, the presence of them is associated
with decreases in the lane utilization factor by 0.004 and 0.052,
respectively, in Model 3
Overall, two multiple regression models (Model 2 and
Model 3) indicate the impact of ramp types and ramp locations
on the freeway in the urban area in terms of lane utilization
behavior. This field-measured data shows variations in lane
utilization by roadway geometric conditions, explaining traffic
flow dynamics on basic freeway segments and ramp sections.
Summing up, lane utilization behavior in major ramps is
consistently associated with roadway geometry, whereas that of
minor ramps is dependent upon the distances to the subject
ramps.
TABLE III.

STATISTCAL MODELING RESULTS (ALL DENSITY REGIME)

Independent
Variables

Model 1

Model 2

Model 3

Constant

1.111

1.046

1.013

AveSpeed

-.004

-.003

-.002

Upstream
Minor Ramp0-1

.033

-

-

Upstream
Minor Ramp0-0.5

-

.020

-

Upstream
Minor Ramp0.5-1

-

-

-.004

Downstream
Minor Ramp0-1

.014

-

-

Downstream
Minor Ramp0-0.5

-

.032

-

Downstream
Minor Ramp0.5-1

-

-

-.052

Upstream
Major Ramp

-.042

-.029

-.028

Downstream
Major Ramp

-.023

-.021

-.020

PostedSpeed
Limit

-.020

-.014

-.027

N

11,015

11,015

11,015

F

1035.652

1313.399

1330.028

R2

.361

.417

.420

Adjusted R2

.360

.417

.420

Notes: A dependent variable is fLU. All coefficient values are statistically significant.

V.

LIMITATIONS

Results should be carefully interpreted. The main limitation
of this study has to do with the relatively small number of sites
analyzed. A larger sample size is needed to create models that
can be transferable to other regions. Also there might be more
factors like lane discontinuity. This does not take into account
in the study.

VI.

CONCLUSTION AND IMPLICATIONS

This study contributes by comprehensively exploring and
quantifying lane utilization behavior in high flow situations in
the urban area with regards to traffic and roadway geometric
characteristics. The primary purpose of this study is to
investigate factors associated with lane utilization on basic
freeway segments and ramp sections and to develop statistical
models that can help to understand lane use behavior. Using
relatively good detector data from Hampton Roads, Virginia,
and rigorous statistical models, the study identifies correlates of
the lane utilization factor. This study found that average speed,
ramp types, ramp locations, and posted speed limit are
associated with variation in lane utilization. Specifically, the
more variation in flow across freeway lanes in high demand
can be found where average speed or posted speed limit is
higher, indicating high speed allows a median lane to process
more traffic, whereas a shoulder lane still handle almost same
amount of entry and exit traffic. In addition, the more variation
in flow across lanes can be seen if a major ramp is present
within 3 miles of upstream or downstream, or a minor ramp is
present from 0.5 to 1 mile of upstream or downstream. It
indicates that traffic flow on basic freeway segments avoids
using a shoulder where through movement are disturbed by
entry or exit movement; therefore other lanes are preferred.
Unlike basic freeway segments, the less variation can be
observed in ramp sections where a minor ramp is located
within 0.5 mile of upstream or downstream. This is partly
because in ramp sections a shoulder lane where usually process
less amount of traffics on basic freeway segments can handle
more traffic. This is also because of less vehicle space and
many of entry and exit traffic in high demand. Overall, the
results are consistent with expectations and provide better
understanding of traffic flow across freeway lanes.
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Model Transferability in the Re-identification
of Trucks Based on AVC and WIM Data
Ilyas Ustun, Mecit Cetin

Abstract- Origin-destination (OD) flows are
important for transportation planning and modeling.
Trucks crossing two weigh-in-motion (WIM) sites are
anonymously re-identified based on axle spacing and
axle weight data. The sites selected for this study are
separated by more than 100 miles which are located in
Oregon. Two different OD pairs or links are considered
in this study. The main objective of this paper is to find
the most important parameters in estimating OD flows
for trucks based on re-identification algorithms, and
whether these model parameters are transferable
between datasets belonging to different sites. The means
and covariance matrices of the mixture models are
examined together with the effect of travel time.
Different scenarios are tested and it has been found that
means are by far the most important parameter in reidentification and OD estimation.
Index Terms- Vehicle Re-identification, OriginDestination Flow, Bayes Method, Model Transfer,
Gaussian Mixture Model

I. INTRODUCTION
Origin- Destination (OD) estimation is an
important problem that arises in transportation
modeling. The purpose of OD estimation is to know
accurately the number of vehicles that travel between
two locations. Knowing truck flows is critical for
freight planning and understanding flow patterns in a
transportation network. In this paper, the objective is
to determine the most important parameters in
estimating truck flows between two weigh-in-motion
sites, and then determining whether these parameters
are transferable.

Ilyas Ustun is a graduate student at Old Dominion University,
Department of Modeling & Simulation, Norfolk, VA 23529, USA
(phone: 757-683-4521; fax: 757-683-3200; e-mail: ilyasustun@
gmail.com).
Dr. Mecit Cetin is an instructor and researcher with Old
Dominion University, Department of Civil Engineering, Norfolk,
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The OD estimation is done after vehicle reidentification. Vehicle re-identification pertains to
anonymously re-identifying an entity observed at
multiple locations based on attribute data. The
attribute data comprises of many attributes among
which vehicle length, axle spacings, and axle weights
are used in this paper. These attributes are collected
at weigh-in-motion (WIM) stations.
The reason for using vehicle re-identification
methods is the usefulness of the information it
provides and comparably low cost. Although there
may be mismatches and some errors in the results,
vehicle re-identification makes use of the already
installed equipment in the roads such as inductive
loops, thus installing new equipment is not necessary.
Even though there are other techniques to
determine/estimate truck flows, such as license plate
recognition (LPR) also named Automatic Vehicle
Identification (AVI), and Global Positioning System
(GPS), these techniques require additional investment
and may not be acceptable due to privacy concerns.
Different vehicle attributes have been used for reidentification of vehicles by different researchers
such as vehicle length [1], axle spacing [2] and some
characteristics of the signal waveform obtained from
the sensor set [3]. Various methods incorporating
these attributes have been developed for reidentification of vehicles. As explained in [3] blade
sensors have been used to create a signature of
waveform for each vehicle which is used for
lexicographic optimization to re-identify vehicles.
Researchers also use vehicle length, electromagnetic
signatures, lane, speed, and time to train a decision
tree, which is used to perform vehicle reidentification [4].
The methods mentioned above match a
downstream vehicle to the most similar upstream
vehicle based on some defined metric such as
Euclidian distance, Bayesian method etc. The
accuracy of these methods depends on the variation
of the attribute data from vehicle to vehicle, number
of attributes, the distance between data collection
sites, variability of travel time, and type of reidentification algorithm used. In this paper by making
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use of the algorithm developed in [2] the reidentification is accomplished. Then by applying the
screening methods developed in [5] OD flow
estimation has been done.
The paper is organized into the following sections:
Section II will give information about the dataset we
have used for the model development. Section III and
IV will be about model development of the reidentification of trucks. OD flow estimation has been
done in two phases. In the first phase, as described in
detail in Section III, for each individual vehicle
observed at a downstream point a matched vehicle is
found in the upstream site. In the second phase,
methods are presented to screen out vehicles that
cross downstream but not the upstream site. By doing
this we will estimate the OD flow, which is described
briefly in Section IV. Section V is about determining
the most important parameters in OD estimation. In
section VI we analyze whether these parameters are
transferable from one link to another. We conclude
the paper in Section VII. Future works are addressed
in Section VIII.

For this paper, we used data from three WIM sites
as shown in Fig. 1. The Klamath Falls (station 17)
WIM station is referred to as upstream station (US) in
TABLE I
NUMBER OF TRUCKS OBSERVED AT THREE STATIONS, OCT 2007
Node 17
Node 14
Node 18
Trucks
(KFP)
(LWL)
(BND)
With
8,670
3,811
5,956
Transponders
Without
16,969
11,590
17,653
Transponders
Total
% With
Transponders

25,639

15,401

23,609

34%

25%

25%

OR
58

II. DATASET USED FOR MODEL DEVELOPMENT
This research is based on datasets that come from
several WIM stations in Oregon. Old Dominion
University is conducting a joint project with Portland
State University to develop new methods to estimate
truck flows across the state of Oregon based on the
WIM datasets. This paper is partly based on this
ongoing project. In Oregon, trucks carrying special
transponders are allowed to bypass the weigh
stations. Unique identification numbers are registered
when these trucks that are equipped with
transponders get in contact with the AVI antennas at
the weigh stations. These identification numbers
when matched between two WIM sites then provide
the means to determine the ground truth OD flows.
The vehicle attribute data gathered from the WIM
scales are divided into automatic vehicle
classification (AVC) and WIM data. This is done
because some sites do not have the capability to
provide the weights of the axles. AVC data contains
the length and the 1-4 axle spacings of the trucks.
WIM spans the set of AVC and includes axle weight
data for axles 1-5. These data are used to develop the
re-identification models. These models essentially
match two vehicles based on the similarity of the
attribute data (explained in more detail in the
subsequent section). The results obtained from the
models are compared with the ground truth data
obtained by the AVI tag numbers.

Fig. 1. Number of trucks with transponders for link 234 and 231.

the rest of the paper. There are two downstream sites
(DS): Lowell Weigh Station (14) and Bend Weigh
Station (18). The link from 17 to 14 is named 234.
These two stations are 145 miles apart from each
other. The second link is named 231 and is between
Klamath Falls (17) and Bend Weigh Station (18)
which is 125 miles apart.
The measurements have been taken for a month
during October 2007. The system is not “closed” as
vehicles can enter and leave the system in between
the US and DS, as can be seen in Fig. 1. This makes
vehicle re-identification and OD flow estimation
tougher compared to a system where all the
downstream vehicles also appear in the upstream.
Table I shows the total numbers of trucks that pass
through each station with and without transponder.

3
III. THE RE-IDENTIFICATION PHASE
As mentioned in the Introduction, there are two
phases in the proposed OD estimation method. First,
the re-identification phase is accomplished. Some
notations need to be described. Let U and D be two
non-empty sets which denote the vehicles at the
upstream and downstream WIM stations, and   and
  denote the attribute data collected for upstream
and downstream vehicles,  and  denote the
rows of these matrices for the attributes measured, 
and  denote the time stamps of each vehicle arrival
at respective stations. Then given   ,  ,  and 
vehicle matching problem is to find  and  that
belong to the same vehicle. Let  be a binary
function which equals to 1 if  and  belong to
the same vehicle and 0 otherwise. The reidentification is going to be accomplished using the
Bayesian Method described in [5] where the main
objective is to estimate all  ′ with minimum error.
These are estimated by the Bayesian equation shown
in (1).


= 1 ~

    
     

(1)

Where xij is a multidimensional vector and
represents the difference between  and  and α is
an arbitrary positive constant. To calculate the
probability in (1),    = 1 and    are
needed. The first one is a conditional probability
density function (pdf) that describes the distribution
of xij when the measurements i and j belong to the
same truck.    is a pdf for travel time information
distribution. These pdfs are estimated by statistical
mixture models as explained in detail in [5].
The following describes the key steps of the
algorithm:
For each vehicle  in D
Identify a search space  ⊂ !
For each " ∈ 
Calculate (  = 1| )
' = argmax (  = 1| )
Match vehicle  to ', i.e.  = 1 if " = '
For each vehicle in the downstream a match is
going to be found in the upstream. To implement the
algorithm, first, a search window is identified based
on travel time between the two stations. Otherwise,
for each DS vehicle the entire dataset for the US need

to be searched to find a match. This is both time
consuming and may increase the error since the same
truck may make more than one trip between the two
sites. The time stamp information is available for
both upstream and downstream vehicles. Thus, a
search space ( ) for the downstream vehicle j can be
determined from the upstream vehicles based on
travel times. The minimum travel time can be based
on maximum travel speed or on the minimum travel
time from the data set. From link 234 data, some
trucks have a travel time of 120 minutes. The
maximum travel time may have a large variation
depending on many situations like weather, rest
stops, traffic flow interruptions such as accidents,
road maintenance etc. Alternatively, the largest travel
time from the data set can be taken. For link 234,
there are trucks that have a maximum travelling time
of 316 minutes between the stations. Thus, the search
space composed of upstream vehicles will have
vehicles that have started their journey from 120 to
316 minutes in the past compared to the time stamp
of the downstream vehicle. This is illustrated in Fig.
2 and mathematically expressed in (2).
 - maxTime

 - minTime


time

Search space:

Fig. 2. Search space for each DS vehicle is found by the minimum
the search space Sj for a
andMathematically
maximum travel times.

downstream vehicle j is determined as follows:
 =
-" ∈ ! − '/0"'1 ≤  ≤  − '"30"'14 (2)
After determining the US vehicles for the search
space which are going to be candidates of a possible
match for the downstream vehicle, the probability for
a match with the downstream vehicle is found by
using the Bayesian equation (1). After finding the
probabilities for a match, the upstream vehicle that
yields the highest probability is said to be the match
to the downstream vehicle. This same procedure is
followed for each downstream vehicle and a match is
found for all of them.
IV. ORIGIN- DESTINATION ESTIMATION
After the first phase is completed, OD estimation
can be done. It should be noted that since the system
is open meaning that vehicles can enter and leave the
system between the upstream and downstream
stations, there are three possible results for matching.
One for correct matches, one for mismatched
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vehicles even though the vehicles crossed the
upstream, and one for mismatched vehicles in which
the vehicles did not appear in the upstream at all.
Some screening method should be applied in order to
eliminate some of the vehicles that cross the
downstream but do not appear in the upstream. Four
types of screening methods have been proposed in [5]
for the sake of matching vehicles correctly. In these
methods different combinations of posterior
probabilities are compared with threshold values
which are between 0 and 1. This procedure will
eliminate the mismatchings according to the
screening method and will improve the accuracy. For
details, readers are encouraged to read [5].
V. FINDING THE MOST IMPORTANT PARAMETERS
We have done re-identification and origin
destination estimation in our previous works [6]. In
this paper we wanted to analyze whether the
parameters that are used in the mixture model for one
link could be transferred to other links without the
need of model training for these new links.
Transferability of parameters will result in less effort
and time. This will also enable us to re-identify
trucks without transponders, because we will not
have the chance to train a model for them as the
ground truth data does not exist for them.
Total data for link 231 and link 234 have been
divided into training and testing sets. The training set
is the dataset for the first half of the month of
October 2007 and testing set is the second half. The
training set consists only of common vehicles which
cross both upstream and downstream stations and
have transponders. The purpose of training is to get
the mixture model components. This is achieved by
the EMMIX program developed in [7]. After getting
these parameters which are the means, covariance
matrix, and proportions for each component we begin
our analysis using the testing set which consists of all
the trucks with transponders.
We have done our analysis one with 2 components
mixture model and one with 3 components mixture
model. This is to see whether having more
components, or having a higher degree in terms of
polynomial fitting, significantly improves the results.
Second we have done each analysis one for AVC
data and one for WIM data. This is to see whether
having more attributes will improve the matching
accuracy.
The testing dataset for the downstream of link 231
consists of 3116 vehicles each equipped with a
transponder. 1670 of these vehicles cross both WIM
station 17 and 18, and 1446 of them cross only

downstream WIM station 18. The upstream dataset
contains all the trucks regardless of having a
transponder or not. Similarly, the testing dataset for
the downstream of link 234 consists of 1936 vehicles
out of which 1361 cross both upstream and
downstream stations, and 575 cross only
downstream.
TABLE II
3 COMPONENT MATCHING RESULTS FOR AVC AND WIM DATA
AVC
WIM
Link
231
234
231
234
1289
1216
1525
1259
0
381
145
145
102
1
1446
575
1446
575
-1
TABLE III
2 COMPONENT MATCHING RESULTS FOR AVC AND WIM DATA
AVC
WIM
Link
231
234
231
234
1274
1213
1542
1255
0
396
148
128
106
1
1446
575
1446
575
-1

The results after applying the Bayesian model with
each links’ own mixture model parameters to the
testing dataset are shown in TABLE II and TABLE III
for 3 component and 2 component mixture models
respectively. In TABLE II we can see that for link 231
AVC data 1289 vehicles have been matched correctly
(Group 0), and 381 are mismatched though the
vehicles crossed both stations (Group 1), 1446 are
mismatched because the vehicles never passed
upstream station (Group -1). The other entries for
link 231 and 234 can be interpreted similarly.
Then we have created three scenarios in which all
of them, link 234 mixture model has been taken as
basis, and one parameter is changed at a time of the
mixture model. This model is then applied to both
link 234 and 231 to see the effect of it. The purpose
of these experiments is to find the most important
parameter that affects the results, and then using this
parameter as a starting point for model transferability
between links.
In scenario 1 we have used link 234 means, and
link 231 covariance matrix. The travel time (TT)
mixture model is from link 234. The new models
obtained both for AVC and WIM data are then used
in the Bayesian model. The results are shown in
TABLE IV and TABLE V. The numbers in the
parentheses are percentages that show the difference
from the true outcomes (group 0) of link 231 and
234’s original mixture model application (TABLE II
and TABLE III). There has been a decrease of 76%
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and 64% in correct matching for link 231 AVC and
WIM data respectively with 3 component model, but
only 2 and 5% for link 234. This shows that mean is
more important than other parameters. Interestingly,
2 component model has performed better.

TABLE VIII
3 COMPONENTS, LINK 231 TT, LINK 234 MEAN AND COVARIANCE
AVC
WIM
Link
231
234
231
234
538 (-58)
1004 (-17)
1035 (-32)
1135 (-10)
0
1132
357
635
226
1
1446
575
1446
575
-1

TABLE IV
3 COMPONENTS, LINK 231 COVARIANCE, LINK 234 MEAN AND TT
AVC
WIM
Link
231
234
231
234
308 (-76)
1190(-2)
542 (-64)
1202 (-5)
0
1362
171
1128
159
1
1446
575
1446
575
-1

TABLE IX
2 COMPONENTS, LINK 231 TT, LINK 234 MEAN AND COVARIANCE
AVC
WIM
Link
231
234
231
234
508 (-60)
1011 (-17)
862 (-44)
1131 (-10)
0
1162
350
808
230
1
1446
575
1446
575
-1

TABLE V
2 COMPONENTS, LINK 231 COVARIANCE, LINK 234 MEAN AND TT
AVC
WIM
Link
231
234
231
234
483 (-62)
1098 (-9)
629 (-59)
1200 (-4)
0
1187
263
1041
161
1
1446
575
1446
575
-1

In scenario 2 we have used link 231 means, and
link 234 covariance matrix, and link 234 travel time
mixture model. The new models obtained both for
AVC and WIM data are then applied and the results
are shown in TABLE VI and TABLE VII. From the
results we can again say that mean is the most
important parameter. The decrease in link 234 correct
matching is less than the decrease in link 231 correct
matching in scenario 1, implying that travel time
mixture model is more important than covariance
matrix and less than means.
In scenario 3 we have used link 234 means, link
234 covariance matrix, and link 231 travel time
mixture model. The new models obtained both for
AVC and WIM data are then applied and the results
are shown in TABLE VI and TABLE VII. These results
together with previous scenarios confirm that mean is
the most important parameter followed by the travel
time mixture model. The covariance matrix takes the
least significant role.
TABLE VI
3 COMPONENTS, LINK 231 MEAN, LINK 234 COVARIANCE AND TT
AVC
WIM
Link
231
234
231
234
1282 (-1)
742 (-39)
1501 (-2)
955 (-24)
0
388
619
169
406
1
1446
575
1446
575
-1
TABLE VII
2 COMPONENTS, LINK 231 MEAN, LINK 234 COVARIANCE AND TT
AVC
WIM
Link
231
234
231
234
1253 (-2)
624 (-49)
1498 (-3)
852 (-32)
0
417
737
172
509
1
1446
575
1446
575
-1

VI. PARAMETER TRANSFERABILITY
Now that we have found the means as the most
important parameter in matching vehicles, we are
interested in finding whether the means of one link is
transferable to the other. By doing this and expanding
it to other parameters as well in the future, we will
avoid the need of fitting a mixture model to each link.
This will save us time and effort. Also, this will make
the model applicable to re-identifying vehicles in
other places and datasets that may not have
transponders at all.
The trick in transferring a model is finding the
right method to change the parameters, because no
model can be applied directly from one to another.
While doing this we have not used the matched
vehicle data, as our purpose is to be able to apply the
model to non-transponder data as well. Instead we
have taken the most common trucks on roads of
Oregon which are class 11. By using the same class
of trucks at upstream and downstream we want to
stay consistent with the measurements. The means
have been found for class 11 trucks at the upstream
and downstream stations and the difference between
downstream and upstream is divided by downstream
to get only one value for computations and also to
stay consistent with how the mixture model was
obtained. Then, these values are used to get new
means.
After many experiments we have found one
method that gives reasonably low errors. In this
method we take the difference of the length, the first
axle spacing, and in WIM case also the first axle
weight between link 231 and 234. This is due to the
fact that there are 3 different signal readers, one for
length, one for axle spacing, and one for axle
weights. Also, the length, first axle spacing and first
axle weight are pretty consistent in class 11 trucks.
The differences found above are added to the means
of link 234 and the new mixture model is applied to
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link 231. The results for link 231 are given in TABLE
X and TABLE XI. It can be seen that there is very
little difference between 2 and 3 component models.
The WIM data gives much better results than AVC,
showing that using more attributes as inputs yields
better results. The accuracy has decreased by 18% for
AVC scenarios, and 10 to 12% in WIM scenarios
compared to the cases where link 231’s own means
were used. Thus, it is possible to get reasonable
results by adjusting the means and applying them to
other links.
TABLE X
3 COMPONENTS, ADJUSTED MEANS APPLIED TO LINK 231
AVC
WIM
Link
231
% Change
231
% Change
1059
-18
1371
-10
0
611
299
1
1446
1446
-1
TABLE XI
2 COMPONENTS, ADJUSTED MEANS APPLIED TO LINK 231
AVC
WIM
Link
231
% Change
231
% Change
1044
-18
1353
-12
0
626
317
1
1446
1446
-1

VII. CONCLUSIONS
This paper demonstrated that trucks crossing two
WIM sites can be matched effectively by a Bayesian
re-identification method. The results show that there
is very little difference between 2 and 3 component
models. Thus, having more components is not
necessarily better, at least for these two links. All of
the results indicate that having more attributes as
inputs to the model will increase accuracy
significantly. Based on the results of the three
scenarios, it is found that having accurate means (for
the mixture models) is more critical than having
accurate covariance matrix and travel time
distribution. The results show that having the correct
means and wrong covariance and TT, the correct
matching differs by only 1 to 3% for link 231 in
scenario 2. This implies that only having the correct
means will yield quite reasonable results.
Having determined the most important parameter,
we have also found that this parameter can be
transferable. The results show that by adjusting only
the means, reasonable accuracy (within 10 to 18% of
the actual outcome) can be reached. It is no doubt
that better results can be achieved if other parameters
are adjusted as well. Transferability of parameters
implies less model training and effort for other links
equipped with or without transponders.

VIII. FUTURE WORK
Current study focused on a small network having
one upstream and two downstream stations. Future
work will include more stations and thus forming a
greater network. This will increase the confidence in
the outcomes. Analyzing 4, 5, 6, 7 component models
for all the links in the network will provide the
optimum number of components to use, and may also
lead to some criteria of how many components to use
for different type of links. Also, adjusting the travel
time mixture model and covariance matrix and
making them transferable between the links will
certainly increase the accuracy of matching.
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Vehicle Re-identification Using Neural Networks
Tanweer Rashid, Mecit Cetin.
Abstract – Vehicle re-identification is an important research
topic in transportation. This research effort investigates the use
of neural networks for solving the re-identification problem. The
neural network used is a multilayer perceptron with 1 hidden
layer. The training of the neural network is a supervised
learning procedure, and is achieved using the Back-propagation
algorithm. The neural network makes use of vehicle travel time,
length, axle spacing and axle weight as inputs for classification,
and tries to determine whether a pair of vehicle attributes
belongs to the same vehicle. The neural network model
developed is then compared to a previously published model (a
Bayesian model), and it is found that the neural network model’s
performance is slightly lower than that of the Bayesian model.
Index Terms – Vehicle re-identification, neural networks,
multilayer perceptron

I. INTRODUCTION

VEHICLE re-identification is the process by which
vehicle attributes measured at one point on a road network are
compared to vehicle attributes measured at another point. A
match is made if the two measurements belong to the same
vehicle. The attributes being measured can be actual physical
characteristics of the vehicle such as length [1] and axle
weights and spacing between axles [2]. Other measurements
can be the characteristics extracted from the waveforms
generated by inductive loop detectors [3].
In general, most vehicle re-identification systems have
three parts. The first part is concerned with collection of
vehicular data. Usually, researchers have made use of
inductive loop detectors (ILDs). These can be single loops or
dual loops [3-7]. In other cases, researchers have used
different, more advanced detectors like Weigh-In-Motion
(WIM) [2, 8-10]. The second part deals with the data itself.
ILDs generate a waveform that is unique to vehicles, and
researchers employ feature extraction techniques to extract
meaningful data from these „signatures‟. In other cases,
researchers make use of actual physical attributes of vehicles
like vehicle length [1], weight, axle weights and axle spacing
[2]. The last part of the vehicle re-identification system deals
with the algorithm(s) used for the re-identification purpose.
Researchers have introduced lexicographic-based techniques
[3], decision trees [6] and Bayesian probability-based
methods using mixture models [9, 10] for the re-identification
task.

The most obvious benefit of a vehicle re-identification
system is that it will allow for estimating origin-destination
flows. Other benefits include estimation of travel delays and
travel times. Another important aspect to consider is the fact
that the proposed method of vehicle re-identification (as well
as previous methods established by other researchers) allows
for anonymity. This goes a long way towards avoiding
privacy-related issues, as well as avoiding the need to install
specialized tracking IDs.
This paper is divided into five sections. Section I gives an
introduction to vehicle re-identification. Section II discusses
the Back-propagation algorithm very briefly, and then
describes the neural network used for re-identification.
Section III discusses the re-identification process utilized in
this research. Section IV discusses the results of the neural
network models, and Sections V discusses some limitations
and concludes this research paper.

II. NEURAL NETWORKS
The neural network used is the multilayer perceptron with
1 hidden layer (Figure 1). This type of neural network is
trained in a supervised manner, i.e. the desired outputs for
corresponding inputs are provided to the neural network
during training. The neurons (also called units) are
interconnected by weighted values (between -1 and +1), and
these weights represent knowledge. Learning is achieved by
adjusting the values of the weights. In the beginning, all
weights are assigned random values between -1 and +1.
During the training process, these weights are adjusted.
The training process is performed using the backpropagation algorithm. This algorithm can be mathematically
summarized as a generalization of the delta rule given by
Equation (1):
(1)
In the above equation, the jth neuron or unit provides input
to the kth unit. dk is the desired value, and is provided in a
supervised manner, wjk is the weight between the jth unit and
the kth unit, γ is the learning rate. In the end, the backpropagation algorithm can be expressed by Equations (2) and
(3).
(2)
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is the error signal from the oth output layer. It is
computed using the desired output for the Pth pattern
and
the output of the oth output .
(3)
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In Equation (3), the delta value
for the hidden layer h is
being computed using the error signal from the hidden layer
. P is the Pth input pattern to the neural network.
The multilayer perceptron used is shown in Figure 1. The
output layer has one neuron that gives a value between 0 and
1. There are 11 neurons in the input layer, and the hidden
layer has a variable size. “SPC 1” to “SPC 4” in the figure
represents axle spacing 1 to axle spacing 4, respectively.
“AXL 1” to “AXL 5” represents the weight of axle 1 to axle
5, respectively. The size of the hidden layer is variable, given
by n.
The size of the hidden layer is an important factor, and
needs to be determined experimentally. If the hidden layer has
too few neurons, then the neural network will not be able to
learn and generalize properly. On the other hand, if the hidden
layer has too many neurons, then the neural network will
suffer from over-learning, and will perform poorly.
The vehicle re-identification problem can be categorized
as a 2 class problem. The neural network system will identify
vehicles that either match or do not match. Therefore, the
output of the neural network can be something as simple as 1
and 0: 1 indicating a match and 0 indicating no match.
However, in most cases, it will be seen that the neural
network does not give outputs as integers but as continuous
values like 0.9523247 or 0.001258745. The easiest and most
logical thing to do is to round up the output values to the
nearest integer. Output values greater than or equal to 0.5 will
be rounded to 1 and output values less than 0.5 will be
rounded to 0. This threshold value of 0.5 will be used
throughout the experiments to make a separation between
Matching and No Matching vehicles.

III. VEHICLE RE-IDENTIFICATION PROCESS
A large part of the dataset used in this research comes
from the Green Light project. Green Light is a
preclearance/prescreening program started in 1995 and is
sponsored by the Oregon Department of Transportation
(ODOT). It is used by commercial vehicles to bypass weigh
in stations at highway speeds. Through Green Light, Oregon
installed twenty two stations that include weigh-in-motion
(WIM) devices and automatic vehicle classification (AVI).
Figure 2 shows the locations of the stations depicted by the
white circle with a number. When Commercial vehicles
approach a station, they are weighed and checked for height
violations. Vehicles with transponders, or tags, are read by an
overhead reader. Observations at the stations consist of the
number of axles, axle weights and spacing, as well as speed,
time of observation, lane, vehicle length, gross vehicle
weight. More details of the Oregon WIM system can be found
in [11].
As in typical vehicle re-identification procedures, a
vehicle from a downstream data collection point is compared
against a set of vehicles from an upstream data collection
point. These collection points can be as low as one 1800 ft
apart, or as far as 214 mi. A link is defined as the path
between two data collection points. The information in Table
1 shows the four links that were used in this research, and

Travel time
Vehicle length
SPC 1
SPC 2

Hidden
Layer of
Size n

SPC 3
SPC 4

1  Matching Vehicles
0  No Matching Vehicles

AXL 1

Output
Layer

AXL 2

Hidden
Layer

AXL 3
AXL 4
AXL 5

Input
Layer

Figure 1: The multilayer perceptron used for re-identification.

their respective upstream and downstream data collection
points, distance between data collection points and the links‟
minimum and maximum travel times.
Since vehicles rarely travel at the same speeds, it would be
impractical to assume an average travel time between stations.
Some vehicles might travel at a slower speed, while others
might be travelling at higher speeds, and still other vehicles
might stop at a rest area for some period of time. Therefore, it
is more practical to use a time window (with a minimum
travel time and a maximum travel time) to find out how many
vehicles traverse any particular link. The minimum travel time
(minTime in Table 1) for any particular link can be easily
calculated based on an assumed maximum travel speed. In
this research, the maximum travel speed is assumed to be 70
mph. The maximum travel time (maxTime in Table 1) can be
taken as a multiple of the minimum time, in this case, the
multiple is assumed to be 2.5. The maximum travel speed and
multiplication factor are not chosen arbitrarily, and these
values (previously used in [10]) allow for a large majority of
the vehicles to be encompassed in the upstream station time
window.
Training and testing data were created from the four links
shown in Table 1. The whole dataset consisted of sensor
readings from October 2007. Readings from 1st October, 2007
to 15th October, 2007 were used to create training data, and
the remaining days of October 2007 were used to create
testing data. As mentioned previously, the training and testing
data consisted of vehicle travel time, length, axle spacing and
axle weights. The mean and variance for each attribute in the
testing dataset was computed, and then the testing and
training data were normalized using the said mean and
variances according to Equation (4).
(4)
In Equation (4), the superscript Attribute is the vehicle
attribute like travel time, or length, or axle spacing or axle
weight. Xi represents the data for the ith row in the training or
testing dataset. µAttribute and σAttribute are the mean and variances
of the respective vehicle attributes.
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Table 1: Links and their upstream and downstream stations,
separation distance and travel times.

Link

Upstream
Station

Downstream
Station

Distance
(miles)

MinTime
(minutes)

MaxTime
(minutes)

229

14

9

103

88.29

220.71

231

17

18

125

107.14

267.86

234

17

14

145

124.29

310.71

237

19

12

89.8

76.97

192.43

Figure 2: Location of WIM sites in Oregon.

Since some of the vehicles have IDs that are detected and
recorded by the data collection stations, it is possible to know
beforehand which row of the training and testing dataset is for
matching vehicles.
IV. RESULTS AND DISCUSSIONS
An important issue for discussion is the meaning of the
results of the neural network. There are four possible output
scenarios:
1. Scenario 1: The system indicates a match when, in
fact, there is a match.
2. Scenario 2: The system does not indicate a match
but, in fact, there is a match.
3. Scenario 3: The system indicates a match but, in fact,
there is no match.
4. Scenario 4: The system does not indicate a match
when, in fact, there is no match.
The terms used to describe the above four scenarios are
borrowed from Signal Detection theory formalized by Tanner,
Swets and Green [12, 13]. The term “Hit” is used to describe
Scenario 1. The term “Miss” is used to describe Scenario 2.
“False Alarm” or (FA) is used to describe Scenario 3.
“Correct Rejection” or (CR) is used to describe Scenario 4.
These four terms will be used throughout the remainder of
this document to describe the results of the neural networks.
The objective is to have as many Hits as possible, while at the
same time, keep the FAs as low as possible.
As mentioned before, the training and testing datasets
consist of vehicle travel time, length, axle spacing and axle
weights as input. The neural network used has 1 hidden layer,
and the size of the hidden layer was experimentally
determined. For the same training and testing dataset from
Link 234, numerous neural networks with varying hidden
layer sizes were trained and tested, and it was found that a
hidden layer size of 25 gave the highest Hits and lowest FAs.
Using this hidden layer size, five neural networks were
trained separately for Links 229, 231, 234 and 237. The
reason for multiple training and testing is that since the
weights of neural networks are randomly initialized in the
beginning, no two neural networks will give the same exact
results. For each link, the training dataset was created from
date range 1st October 2007 to 15th October 2007, and for

testing, the remaining days of October 2007 was used.
Table 2 shows the results of testing the five neural networks
for the four links. The columns 1 to 5 in the table represent
five different neural networks trained for each link. The
rightmost column shows the average Hit as a percentage of
the total actual matches. The total actual matches can be
found by summing the Hit and Miss for each neural network.
The vehicle re-identification process developed in [9, 10]
is used as a baseline to compare the results obtained in this
research. Figure 3, Figure 4, Figure 5 and Figure 6 show the
error between the neural network models, and the Bayesian
model, for Links 229, 231, 234 and 237, respectively. The
horizontal axis shows the number of matched vehicles as a
percentage of total common vehicles. The vertical axis shows
the mismatched vehicles (i.e. the FAs) as a percentage of the
total vehicles matched. In mathematical terms, the values of
the horizontal axis were calculated using Equation (5). The
values for the vertical axis were calculated using Equation (6).
(5)
(6)
In the last part of Section II, it was mentioned that the
default threshold value used for screening matches and no
matches is 0.5. In this comparison, the threshold value is
changed from 0.0 to 1.0, and their corresponding matches and
errors are plotted in Figure 3, Figure 4, Figure 5, and Figure 6.
As the threshold is increased, the total number of vehicles
being matched decreases.
In the figure for Link 229 (Figure 3), when the system is
matching 90% of vehicles, the error in the Bayesian model is
around 25%. For the neural network models, the error for
90% match on the horizontal axis is around 30%. This
approximately 5% difference can be seen for nearly all
percentage of matches. A spike can be seen to occur in the
upper left corner of the graph, and this is due to the fact that,
for example, the system indicates a total of five matches and
out of those five only one is a real match with the remaining
four being FAs.
In the figure for Link 231 (Figure 4), when the system is
matching 90% of vehicles, the error in the Bayesian model is
around 6%. For the neural network models, the error for 90%
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match on the horizontal axis is somewhere around 12%. At
100% on the horizontal axis, the error for the Bayesian model
is about 10%, and 16% for the neural network models.
In the figure for Link 234 (Figure 5), when the system is
matching 90% of vehicles, the error in the Bayesian model is
around 11%, and for the neural network models, the error is
around 16%.
In the figure for Link 237 (Figure 6), the neural network
models seem to be outperforming the Bayesian model. This
difference in performance is obvious, especially for values
above 60% on the horizontal axis. The reason why the
performance for Link 237 is better than the other links can be
due to data cleanliness: the data in Link 237 is much cleaner
than the other links.
V. CONCLUSION
This research tackled the vehicle re-identification problem
by using neural networks. The dataset used in research was
obtained from WIM stations that were installed by Oregon
DOT‟s Green Light project. In the majority of cases, training
data was created from date range 1st October, 2007 to 15th
October, 2007. Testing data was created from the remaining
days of October 2007.
An optimal size for the hidden layer of the neural
networks was determined experimentally, and this hidden
layer size was then used to train and test separate neural
networks for Links 229, 231, 234 and 237. The results of the
neural networks were compared to the results of a Bayesian
model. The comparison shows that the performance of the
neural networks lags the Bayesian model‟s performance by
about 5% to 10%.
One limitation is that the tagged vehicles in the training
and testing datasets were all trucks. So the models developed
in this research are only valid when used for re-identifying
trucks. Personal vehicles such as cars, SUVs and trailers are
not considered here.
Another limitation is that the default threshold value for
separating Matches and No Matches in the neural networks‟
output is 0.5. It would be more appropriate to determine an
optimal threshold value, based on the concepts of Signal
Detection Theory (SDT).
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Table 2: Neural network results for Link 229, 231, 234 and 237.
Link 229
STD
DEV

1

2

3

4

5

AVG

Hit

532

521

488

498

541

516

22

Miss

251

262

295

285

242

267

22

Trials

FA

308

282

238

249

289

273

29

CR

391660

391686

391730

391719

391679

391695

29

% Avg Hit
66

Link 231
STD
DEV

1

2

3

4

5

AVG

Hit

1330

1321

1328

1317

1306

1320

10

Miss

200

209

202

213

224

210

10

FA

404

311

312

283

273

317

52

CR

134187

134280

134279

134308

134318

134274

52

Trials

% Avg Hit
86

Link 234
STD
DEV

1

2

3

4

5

AVG

Hit

1138

1129

1162

1099

1145

1135

23

Miss

223

232

199

262

216

226

23

FA

280

271

335

242

331

292

40

CR

89506

89515

89451

89544

89455

89494

40

Trials

% Avg Hit
83

Link 237
STD
DEV

1

2

3

4

5

AVG

Hit

678

648

623

605

639

639

27

Miss

183

213

238

256

222

222

27

FA

113

94

104

88

83

96

12

CR

49552

49571

49561

49577

49582

49569

12

Trials

% Avg Hit
74
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Figure 3: Comparison between Bayesian model and neural network models for Link 229 for WIM dataset.

Figure 4: Comparison between Bayesian model and neural network models for Link 231 for WIM dataset.
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Figure 5: Comparison between Bayesian model and neural network models for Link 234 for WIM dataset.

Figure 6: Comparison between Bayesian model and neural network models for Link 237 for WIM dataset.
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Dismounted Situational Awareness
Describe the Problem
Shoot, move, communicate. These are the critical actions a dismounted combat unit must be able
to perform in order to be effective on the battlefield. Of these three actions, communication is the most
important because it precedes and directs how a dismounted unit shoots and moves. Communication is
also key in coordinating combat and logistics support. Unfortunately, the current communications
systems in use are much more effective for mounted units than dismounted units. Our mission is to
provide analysis that will inform and direct the decisions of Army leadership as it provides new
communication systems to all dismounted units which modernize and improve military communications.
Some ideas that are being considered include tablet PC or smart phones. Some issues with these
commercial devices are that the army would have to coordinate with the companies themselves and
secure the devices.

How is the Problem Solved Today?
Currently in theater they use a SINCGARS (ASIP) radio which has extremely limited
capabilities. It currently has the ability to talk over different radio nets, but at the same time is limited to
voice. The stakeholders we talked to seemed to be content with the way the system worked and said that
in a firefight they would “forget about the fancy technology and resort to the way they had always done
things”. The way they had always done things would refer to using a radio to communicate and carry out
the mission. The SINCGARS radio is effective, but the question is, “How much more effective an
alternative system would be in comparison to what is currently being used in theater?”

Stakeholder Analysis
Army SFC: He has spent over 15 years enlisted in the infantry. He was adamant about the army
in general not knowing how to use the technology they already had and how adding new technology
would not be helpful. He said that only the PSG/PL and up would need the new technology we are
recommending as anything below this would take far too long to train and it would not be helpful in any
manner. He liked all of the operational activities that we have and would be interested to see a piece of
technology that could use them relatively easily. He said the cost of anything we could come up with
would make it irrelevant as compared to what they currently have, to say the least he is doubtful. In
addition, he was doubtful on the idea of us translating between languages with our technology,
particularly when working with the Afghanistan Police.
Army Captain- deployed to Iraq 2006-2007 with the 101st Airborne Division (Air Assault). He
picked up a platoon mid tour and was immediately thrown into action. He was only deployed for five
months, but was wounded three times. These consisted of two IEDs and one ambush. He wished he had
some sort of technology that tracked his unit’s actions and enemy actions in the area because he believed
the enemy had operated in the area previously.
Army 1LT: We asked him if he or any of his Soldiers had used the Nett Warrior system before.
He had not personally used Nett Warrior, but his platoon sergeant had in 2008 at Ft. Benning during a
training exercise. The feedback he gave was that it was too heavy for the benefits it gave his unit. He
continued saying that he would not bring it outside the wire with him.
Army SFC: He has served in the Ranger Regiment and participated in several deployments. His
main focus was ensuring that whatever technology was being considered as a candidate solution should
be easy to train soldiers to use. He said one of the largest issues he had noticed is that soldiers often do
not know how to properly operate the communications equipment they currently have. If soldiers do not
know how to properly use the technology, it is essentially useless. He used communications technology in
the Ranger Regiment similar to some of the systems being examined by our capstone group. This
equipment provided video feed, GPS, and text capabilities. He warned that these systems are often very
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expensive, and may not always provide enough value for that cost. During operations, he said most of the
rangers equipped with these devices did not use them. He advised that we find something durable, that is
easy to use/train to use, and provides an array of capabilities such as GPS and text communications that
would benefit a soldier only at times when not engaged with the enemy. He also advised that no one
below the level of squad leader should receive a system.
Army SFC: He has served 12 years in the Army through multiple deployments. He said the
systems would be useful in dismounted command and control, but in order for our system to be useful to
the soldier it would need to be durable. He commented that if it broke every time a soldier dropped it, the
soldier would not carry it. He also noted that the batteries used in this system would need to last at least
12 hours. The batteries would need to be small and light in order to lessen the amount of weight carried
by a soldier on a mission. Furthermore, this system would need to have various layers of security to
protect the information on it if it were lost or stolen. Otherwise, this system would be too much of a
security risk to take on missions. He stated that this system should be able to support voice and text
communications, it should be light, using it should be easy, and it should facilitate the request and
coordination of combat support assets.

Architecture (CV-1, CV-2, CV-4, OV-1, OV-5a)
The Capability View 1 (CV-1) is part of defining the capabilities we want for our system. This
view is the highest level view and shows the overall vision of the system. Our vision for this system is to
provide dismounted command and control to different unit types giving the units better situational
awareness and communication capabilities. Also in this view we display the desired effects or the
organizational objectives. The desired effects are more specific than the vision; however they feed into
the vision of the overall system. After talking to stakeholders, we found that we have four capabilities that
define our system: communicate with higher and adjacent units, understand friendly situation, understand
enemy situation, and simplify and expedite reporting/requests.
The Capability View 2 (CV-2) is part of the system architecture that defines each capability. The
capabilities of this system are communicate with higher and adjacent units, understand friendly situation,
understand enemy situation, and simplify and expedite reporting/requests. The most important fact about
each of these capabilities is that they are all looked at the platoon level.
The Capabilities View 4 (CV-4) is part of the system architecture that defines how the
capabilities interact with each other. The capabilities of this system fall under two joint capability areas
that are defined by J7 Joint Force Development and Integration Division (JFDID). They are joint
capability area command and control and joint capability area battle space awareness.
The Operational View 1 (OV-1) is a visual representation of the capabilities we have found to be
essential through stakeholder analysis. Not all capabilities or mission threads are shown in the OV-1,
however, the concept of the capabilities are captured. The benefit of the OV-1 is that it shows what
capabilities a candidate solution technology may possess but also shows the capabilities necessary to a
dismounted Army mission. A prominent take-away from the OV-1 is the level of connectivity that the
dismounted platoon or soldier will experience when using the candidate solution technology. They will
be connected to UAV, aircraft, other dismounted soldiers, vehicles, mortars/artillery, GPS, and higher
headquarters.

Figure 1: Operational View 1
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The Operational View 5a (OV-5a) covers our system capabilities, operational activities, and
system functions. It is using the same system capabilities as shown in the CV-2 and CV-4 above. The
biggest part to hit with the OV-5a are the Operational Activities, Communicate with Allied Forces,
Acquire Video Feed, Send SITREP, Request MEDEVAC, Request EOD, Track Allied Forces, Request
for Fire, and Conduct Movement during the Mission. From these activities we decided on functions we
would want our system to perform and these will further be broken down in our Value Hierarchy.

Operational Activities (Mission Threads)
We created a mission thread for each of our Operational Activities mentioned in Architecture
OV-5a. These Mission Threads go through each of our operational activities step by step to show the
different steps that our system is going to be needed for. We need to make sure that the software has the
capability to perform all of our desired effects. Most of the threads make use of an RTO (Radio
Telephone Operator) which is currently how reports are done on the SINGARs radio. If the system we
choose at the end of this project is simple and quick enough, the PL or PSG may be able to perform the
role of the RTO and save time instead of translating to the RTO to send messages. Another point of these
is to show things that you could not do with the current system, such as requesting a video feed from a
UAV. With these mission threads we can show what our system is going to need to do and give us a
framework for where to go with our software and hardware requirements.

Figure 2: Mission Thread (IED Mission Thread)
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Value Hierarchy
The Value Hierarchy is a device that gives us insight to the operational activities, system
functions, and system objectives. After conducting a stakeholder analysis, the war fighter, we learned that
stakeholders would like the system to perform the following activities: communication with allied forces,
acquire video feed, send SITREP, request MEDEVAC, request EOD to clear IED, track allied forces,
request call for fire, and conduct movement during the mission. These eight operational activities feed
into our six system functions. Our six system functions are: provide text, provide voice capabilities, report
enemy/friendly location, provide visual of enemy/friendly, deliver templates to desired unit (EOD,
SITREP, call for fire, MEDEVAC), and provide comfort to friendly forces for duration of the mission.
Each of our system functions has 2-3 objectives. The objectives are looking either to maximize or
minimize an objective.

Figure 3: Value Hierarchy

System Objectives
Our system functions fall into the bottom of our value hierarchy. Each system function has a
value measure attached to it. The value measures are the criteria on how we are going to score our
alternatives. Most of our value measures have an objective measure to them. For example, weight has a
measurement of pounds. When looking at alternatives we will research how many pounds it is and score it
according to our value model. However, some of our value measures are subjective because they have star
ratings. By “star ranking,” we refer to a constructed scale where a user will pick up our device and rate it
from 1-5 stars based on how that individual feels the system should be scored.
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Figure 4: System Objectives

Alternatives
Our current alternatives are Nett Warrior, tablet PCs, and smart phones. Our current baseline and
what is being used across the Army, the SINCGARS (ASIP) radio. The Nett Warrior is a device worn by
the war fighter and gives the user more capabilities than the ASIP radio. In addition to voice, it provides
video, tracking of friendly and enemy forces, and can show the unit’s location to higher. It is relatively
heavy in comparison to a tablet PC or smart phone. A tablet PC or smart phone are also much less
expensive and therefore can be more easily replaced. One problem with the tablet PC and smart phone is
that they are unsecure, while Nett Warrior and the ASIP radio have a secret clearance from NSA. A tablet
PC and smart phone are extremely similar. The tablet has a larger screen than the smart phone, but does
not have voice capability. One big disadvantage of these two options is that they are less durable than the
Nett Warrior or the ASIP radio. Currently, Nett Warrior

Value Models
An example Value Models that we created for our System Objectives is shown in Figure 5.These
give a numeric value to a specification of the system. With these we can compare the value of our base
case to the value of the different options we are weighing against each other. This will allow us to get a
total number that we will be able to translate into a score of 1 to 100 which will be talked about in the
Swing Weight Matrix portion of this report. We currently have 17 value models for our 17 System
Objectives, each with a shape depending on the value associated at different levels. We determined the
shapes of the value models based on our personal experiences with technology and talking with our
stakeholders and what they thought was important to take this piece of equipment on dismounted
missions. For example, weight is an extremely important consideration to the war fighter. The war fighter
will already be carrying 50-70 + pounds and sometimes more, on top of being in 110° F weather. After
realizing how important weight would be we went back to the war fighter and asked how much additional
weight they would be willing to carry to make this command and control unit desirable. We set our ranges
of 0 lbs as ideal and 10 lbs as so heavy that they would not take it on the mission.
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Weight (lbs)
100
80
60
40
20
0
0

2

4

6

8

10

Figure 5: Value Models

Swing Weight Matrix
After talking to stakeholders, we gathered that they have many important value measures.
However, we learned that not all the value measures are as important to them. For example, the number
one value that stakeholders said is that if it is too heavy they will not use it at all. One of the value
measures is precision of location for squad size element. This value measure means how accurate the
device will report a friendly/enemy unit. Stakeholders stated that this would not be as important as
weight, battery life, or simplicity. The value measures that stakeholders said are most important are in the
upper left corner of the matrix and the least important are the value measures in the bottom right corner of
the matrix.

Figure 6: Swing Weight Matrix

Simulations: Modeling Environment
To apply the systems architecture process as described above, we have to get raw data for
all of our systems objectives which are shown above in figure 3. We can get data for some of the
objectives from the specifications of our different candidate solutions, but some must be tested.
The objectives we have to test for are Completion Percent, Propagation, Precision of Location,
Precision of Size of Unit, Fragmented Video, Transmissions, and Accuracy. We use a
combination of OneSAF and COMPOSER to test our candidate solutions in a scenario to collect
raw data for the systems objectives.

OneSAF
OneSAF is a mission simulator that we are using to model and collect data on a scenario that we
have designed. OneSAF enables us to input a scenario into a tactical environment using real terrain data.
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This allows us to assess the complexities of terrain and communications as part of our simulation and, at
once, validates the viability of our scenario as a representation of current military operations. Using a data
library of unit types and entities, OneSAF overlays units and tactical graphics onto terrain data and
provides a framework in which you can create visual representations of mission execution. Currently, all
scenario entities have been input into OneSAF and the scenario execution coding is being completed.

MATREX
MATREX allows several types of communications models to be integrated into a tactical model.
This integration allows one to model the situational awareness of the soldier rather than simply a
percentage of complete radio messages or tactical movements. It essentially displays the “so-what” of
communications and tactical simulations. It shows how these variables affect the soldier. The most
important aspect of MATREX is that it supports decision making over the entire acquisition cycle.

COMPOSER
COMPOSER is a Communications Planner for Operational and Simulation Effects with Realism.
Essentially what this means is that scenarios or troop movements can be input into COMPOSER along
with terrain data from basically anywhere in the world. In addition, COMPOSER will map the
connectivity of up to 2000 radio nodes in six hundred times faster than real time. All of these elements
combined allow COMPOSER to model real world movements on real world terrain with the
characteristics of real world radios. This helps account for factors that cannot be accounted for in other
simulations such as dead space due to mountainous terrain. COMPOSER also reports over 7 types of
communications traffic flaws in one simulation.
The benefit is that COMPOSER is capable of identifying potential network problems before they
become a problem in reality. It can also help screen out candidate solution technologies before any
money is invested in them.
Our plan is to input our tactical scenario into COMPOSER and be able to model several different
types of candidate solutions through that scenario. The terrain data used in our COMPOSER simulation
will be that of McKenna MOUT Site at Fort Benning, Georgia. The movements of entities will be based
on the operations order built for our tactical scenario. These movements will be in sync with the
movements modeled in our OneSAF simulation as well. The communications traffic will be designed to
reflect that of a real unit participating in a mission such as the one we have created in our tactical
scenario. Examples of the output provided are messages transmitted vs. time, messages requested vs.
time, messages corrupted vs. time, and propagation. COMPOSER will allow us to compare candidate
solutions based on several of our value measures. Additionally, it will provide us several other
quantitative measures by which to compare the candidate solutions.
COMPOSER is an incredibly valuable tool for our capstone group as well as the Army as a
whole. It saves time and money, and allows for accurate modeling of new technologies on real terrain.

Scenario
The scenario we designed captures a mission for the non-infantry Army unit. In the scenario, we
have a platoon-sized element with mortar attachments moving to an Afghani village in order to meet with
local village leaders. This unit moves along a road approaching the village from the northeast when they
spot a series of potential improvised explosive devices (IEDs) buried in the road. Thus, they dismount
their vehicles, call in an explosive ordnance disposal unit to deal with the potential IEDs and continue
with the mortar section setting up to support the dismounted maneuver platoon. As the dismounted unit
nears the village they are attacked by a squad sized element of enemy forces. The dismounted unit returns
fire, gains fire superiority and maneuvers to destroy the enemy element. During this engagement, a call
for fire is initiated and various situational reports are generated. After the engagement, the dismounted
platoon continues to the village, sets up security, conducts the meeting with local leaders and withdraws
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to the northeast. When they return to the vicinity of the mortar site, they mount their vehicles and return
to the forward operating base in the north.

Figure 7: Scenario Graphic

Encryption
Encryption is a baseline requirement for any possible solution. The device needs to be secured so
that if it were to fall into the hands of the enemy, they could not use it to find the location of our troops
and plans. It also needs to be secured so we can send information without it being intercepted. A potential
issue with using applications is that they are easy to intercept, easy to exploit, and the architecture is very
open. In addition, a built in GPS would give away the units position if it fell into the wrong hands or was
intercepted. The only way to shut off the GPS function is to take the battery out of the device. Even if the
enemy could not crack the encryption they still could potentially see that there was activity on the net.

Our Proposals for a New Solution Across the Army
We are currently working on coming up with a solution that can be implemented across the army.
We are going to look at various options and weight then to get a score for each item. With this we will be
able to measure the value of an option against its cost to provide a recommendation to our stakeholders of
which option to go with. In the cost we will need to consider maintenance cost, cost to fix broken units,
and training cost. Our next step is going to be getting the numeric values on the options we are looking at.
With these we will be able to put them into our architecture and swing weight matrix to get a value for
each option.
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A Schema for Transitioning from Rectilinear
Coordinate Spaces to Pseudo-Hexagonal Spaces:
Help Me Rhombus, Help, Help Me Rhombus
There are two main approaches to managing wargame units interactions with their
environments (movement, line of sight, area of effect, etc.): freespace and gridded. In
the freespace approach, the units exist as entities in a continuous volume of (usually)
Cartesian 3D space. They move in any direction (based on interaction with “terrain” that
occupies the same space) and interact with each other based on references and
displacements from their position in that space. In the gridded approach, space is broken
up into (usually regular) shaped pieces. Units are considered to occupy the entire volume
of one of these pieces; movement, line of sight, and other interactions are based on the
relationships amoung the spaces rather than the absolute positions of the units
themselves. Both approaches have advantages and drawbacks.
The freespace approach seems to be more “natural” or “realistic” from an intuitive sense.
Units can occupy a number of positions and orientations that is only limited by the degree
of effort you are willing to put into measurement. It is easy to make analogies between
the physical world and the wargame battlespace.
The challenges with freespace are mainly in complexity and level of effort in
implementation. Calculating relationships amoung points and volumes in freespace can
be difficult, especially when dealing with paths through that space that are non-linear
(they “go around” things in the space). There are a lot of physical techniques that can
alleviate these challenges, mostly due to the close correspondence to the physical world.
These techniques, however, usually increase the level of effort challenges inherent in the
freespace approach. The archetypical level of effort challenge puts the player in the
position that since they have so many degrees of freedom in action, that to gain best
advantage in those actions, they have to put large amounts of effort into examining each
action in a high level of detail. For example, an individual combatant who is walking a
“S” path in freespace can have a significantly different advantage of position by making
minute changes to the curvature and inflection points in the path.
The gridded approach is generally seen to overcome the challenges of freespace. By
dividing the space up into reasonably sized discrete cells, movement, line of fire, cover,
and other interactions can be implemented with relatively simple systems based on whole
number counting. Additionally, since there are no different positions within the cells,
there are fewer degrees of freedom in actions, and thus the required or desired level of
effort (“Waitaminute! If I moved my guy a half a millimeter to the right, would that let
me ...”) in considering options is lessened. This decreased tactical focus frees up players’
cognitive resources for other, generally considered “deeper,” considerations such as
“look-ahead,” strategy, and consideration of the meta-game.
These advantages do come at a cost. The reduction in degrees of freedom equates to a
reduction in verisimilitude. For example, units can occupy a certain cell or another
adjacent cell, but cannot occupy a space “in between” the cells that might logically

equate to a tactical advantage over either, or be the outcome of a more naturalistic
decision process such as the desire to stop movement directly “behind” a pillar that acts
as an obstruction to fire rather than “to the right” or “to the left” of it. It is frequently the
case that in three dimensional gridded systems one of the dimensions (usually “altitude”)
is treated differently than the other two (forming the “ground”). This usually introduces
complexity (in the form of additional rules) and again detracts from the verisimilitude.
There are other, more basic problems with the “feel” of gridded systems from the
constraints imposed by the cell structure. In square grids moving four units north and
then three units east results in taking seven unit steps, but the measured distance between
the centers of the starting and ending cells is only five units. Breaking this movement up
into a sequence of smaller movements does not alleviate the problem.
Hexagonal grids can mitigate this problem with square grids, as the correspondence
between the minimum number of steps between cells and the measured distance is much
closer. Additionally, hexagonal grids provide six degrees of freedom in movement vice
the four of square grids at no increase in rule complexity. Even though there are more
options, they tend to seem less “natural,” possibly because people are more familiar with
rectilinear grids and have more patterns of mind based on “forward, backward, right, left”
as opposed to “every sixty degrees.” The biology of bilateral symmetry may even have
an effect on this, which would be a difficult part of the mindset to overcome.
An additional issue with hexagonal grids is that they are not closed under composition,
that is, you cannot take a regular hexagon and break it up into any whole number of
smaller hexagons that completely cover the same shape. Square grids, however, are
easily decomposed into smaller square grids, or aggregated into larger ones.
The general issue that this discussion has addressed is that there is no “perfect” approach
to implementing a wargaming battlespace. Each of them (and this extends to others not
discussed) has different sets of advantages and disadvantages. Nothing will change that
basic nature of the various approaches, nor would it be desirable to do so. Along with the
advantages, the challenges define the feel of the game and focus the thinking of the
players on certain aspects and away from others.
Directing players’ thinking and behavioral patterns is a very important factor in the
enjoyment, catharsis (immersion), and experiential learning value of wargames. While
the approach to implementing the battlespace is not the only driver of the players’
experiences, it is a significant one since it affects most decisions and other thinking about
the game. The goal of the proposed schema is to provide an approach to integrating
square and hexagonal grids to make a hybrid battlespace that will allow the game to
provide players access to the feel of either system, in portions where appropriate, with a
minimum of difficulties in transition between the two.
So what are the general feels of the square and hexagonal systems and what is a
reasonable use case where you would want both combined?

The square gridded environment provides a best fit for man made environments,
especially the interiors of structures and built up urban areas. The rectilinear structure of
streets and hallways can usually be lined up with the grid itself, creating a natural
harmony between the referent and the representation. In general, the more densely built
up a man made environment is, the less opportunity there is for “diagonal” movement, so
the less important the challenges with moving large distances at angles not aligned with
the grid are. This system still has significant challenges representing large open areas
and structures with multiple grids, offset angularly from each other.
As a sort of compliment, the hexagonal grid is most popular with outdoor environments.
It provides the additional degrees of freedom of motion expected in open areas and has
much less separation between steps and measured distances over larger portions of the
environment. Likewise, the hexagonal system has significant challenges representing
rectilinear shapes. In general, they have to be constrained to unnatural, offset positions
and the hexes that contain the edges of the rectilinear shape usually have some loss –
large portions of area that are inaccessible to the units in the game, but not actually
occupied by the represented terrain itself.

“sloped” side
“flat” side

2S

S

2S
Our stretched hexagon
One of the most common methods to bring these two approaches together is to not bring
them together. Or, more specifically, to conduct different parts of an overall scenario on
different maps that have entirely one or the other type of grid, as appropriate. The second
most popular method is to severely limit one or the other type of terrain on the map and
allow it to be represented with the approach appropriate for the dominant part of the
terrain. The entry point to the city might have a small strip of outdoor terrain at one edge
of the map or the number houses and outbuildings in a rural area might be minimized.
Both of these methods work well enough, but are certainly compromises to the idea of a
hybrid square and hexagonal grid. The easy way, just mashing the two grids together and

accepting or artificially putting obstructions in the inconvenient places where the two are
not compatible is also somewhat unsatisfying.
The proposed approach to combining square and hexagonal approaches, which we will
call the rhombus interface, leverages rhombuses constructed from equilateral triangles
into which the hexagon can be decomposed to bridge the gap between the approaches,
maintain relative consistency between the two as much as possible, and provide most of
the feel of the hexagonal approach.
The approach is based on a chosen square grid, with sides of the cells being length s. The
hexagonal grid to be integrated will be made of slightly “stretched” hexagons (not quite
regular hexagons), adjusted to mesh with a square grid of side s/2. One pair of opposite
sides for these hexagons will be of length s and parallel to one pair of sides of the square
grid and spaced 2s apart from each other, with end points aligned. We will call these the
flat sides. The point-to-point diagonal of the hexagon between the flat sides will also be
of length 2s, and will be in the middle of the flat sides, centered on their length. The
sides of the hexagon that connect the flat sides to this diagonal will be called the sloped
sides.
Note that by arranging one of the flat sides with one side of the square of the base grid,
the points of the point-to-point diagonal that defines the sloped sides align with the half
grid. Also note that the area of this hexagon is exactly 3s2, or the area of three of the full
squares of the base grid.

triangles and a top set of rhombi
The vertices of the hexagon align with a whole number ratio of the base grid, with no
need to approximate irrationals. The half-unit is a standard subdivision of both English
and Metric measures and fairly easy to physically approximate without measuring. This
makes calculation, vector construction, graphical representation, hand drawing of the
grid, and calculation of an individual hexagon from a reference point without calculation
of all the intervening hexagons all relatively easy and computationally simple. These
properties will propagate across the grid as the hexagons are repeated.

Next, we will break this hex down into six triangles, then aggregate them to make the
rhombi that will be the base cell for the organic part of the grid. Dividing the hexagon is
simply connecting the vertices with the center. Creating the rhombi is likewise a simple
matter of choosing pairs of triangles that share a side and eliminating that side. The
resulting four sides make a rhombus. There are two different ways you can do this for
each hexagon. The one illustrated above will be called a top set, the opposite will be
called a bottom set.
Since each of the three rhombi are congruent (each is composed from a pair of congruent
triangles), it is easy to see that each has an area one-third of the original hexagon, or s2,
the same area as the squares in the base grid. Also, the lengths of the pairs of sides are s
for the flat sides (parallel to the flat hexagon sides) and a little less than 1.2s (√5/2 s, to be
precise) for the sloped slides (again, parallel to the sloped sides of the hexagon).

cell to cell transitions
The rhomboid cell, then is decently close in basic size and shape parameters to the square
grid cell and fairly simple to construct from that underlying grid. These are nice
descriptive parameters, but the real key performance parameters are how the grid
supports interactions amoung units in different cells.
Qualitatively, we can see that the rhomboid grid gives us similar degrees of freedom for
cell to cell transition as the square grid – four choices by passing into an adjacent
rhombus that shares a flat (in some cases) or a sloped (in all cases) side. In the aggregate,

however, the cell to cell transition is similar to the hexagonal system, giving us six
“straight line” directions overall.
Quantitatively, the cell to cell distance transitioning through a flat side is exactly s. The
cell to cell distance transitioning through a sloped side is √(13/16)s, or a little over .9s, for
just less than a 10% loss for steps vice geometric distance. When you consider the effect
on multiple transitions that change direction, the variances get larger, but also become
dependent on path selection to get from one cell to another. A good metric to evaluate
the overall distortion over larger distances is to calculate the relative area of a geometric
circle of radius x and compare it to the sum of the areas of the unique cells that can be
reached by x cell to cell transitions.

steps
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

circle
area
3.14
12.57
28.27
50.27
78.54
113.10
153.94
201.06
254.47
314.16
380.13
452.39
530.93
615.75
706.86
804.25
907.92
1017.88
1134.11
1256.64

square
grid area
5
13
25
41
61
85
113
145
181
221
265
313
365
421
481
545
613
685
761
841

159.15%
103.45%
88.42%
81.57%
77.67%
75.16%
73.41%
72.12%
71.13%
70.35%
69.71%
69.19%
68.75%
68.37%
68.05%
67.77%
67.52%
67.30%
67.10%
66.92%

hexagonal
grid area
6.06
16.45
32.04
52.83
78.81
109.99
146.36
187.93
234.69
286.65
343.81
406.17
473.72
546.46
624.40
707.54
795.88
889.41
988.13
1092.06

192.97%
130.94%
113.33%
105.10%
100.34%
97.25%
95.08%
93.47%
92.23%
91.24%
90.45%
89.78%
89.22%
88.75%
88.34%
87.98%
87.66%
87.38%
87.13%
86.90%

rhomboid
grid area
5
13
27
43
65
93
123
161
199
247
293
351
405
473
535
613
683
771
849
947

159.15%
103.45%
95.49%
85.55%
82.76%
82.23%
79.90%
80.07%
78.20%
78.62%
77.08%
77.59%
76.28%
76.82%
75.69%
76.22%
75.23%
75.75%
74.86%
75.36%

Because all these approximations converge on their own “best fit” to a circle, you can
make any of them come arbitrarily as close as you want by changing the area of the grid
cell. However, the point of the comparison is to evaluate the grids that also have a good
fit to the “one unit step” from center cell to center cell. The square and rhomboid used
above are the ones discussed. The hexagonal grid used is the one with a flat to flat
diameter of s, which is the one that gives a center cell to center cell transition of s. At
long ranges, the rhomboid approach ends up converging on an approximation of a circle
somewhat better than the square, but not quite as good as the hexagonal.
Based on the above analysis, the rhomboid grid is almost as good as the hexagonal in
several ways, so why not just use the hexagonal grid? The answer comes in trying to
provide a reasonable interface between the two grids. A regular hexagon will either have
at least one side length or one of the diameters that is an irrational value, which means

only certain integer multiple numbers of rows and columns of hexagons will make a good
fit with a square grid. Regardless of where those convergence points are for any two
particular schema, there will still be significant loss where they are incompatible.
Additionally, in the interim between the interfaces, groups of real number interpolations
will have to be calculated both within one grid or the other and always to cross the
interface. The advantage of a gridded system is the ability to quickly calculate transitions
using counting and whole number math and systematic, repeating formulas, especially
where this enables calculating relationships between non-adjacent cells without having to
calculate states for intervening cells.
Because of the alignment of the rhombic dimensions with the square grid, there are a
number of ways to interface between the two, creating a hybrid cellular space. A schema
is proposed in the diagram below that provides a number of highly desirable
characteristics for the composite space, and also illustrates a few of the challenges.
At first glance, the diagram shows two important things: (1) that the interface can be
created through the repeated application a small number of simple steps, (2) that the area
of the square grid can be maintained (that is, among the square cells, rhombic cells, and
interface cells, all the cell coordinates that would have been in a homogeneous square
grid of the same size are accounted for). The color coding scheme highlights one of the
obvious challenges. The scheme shows: normal square and rhombic cells in white;
truncated cells in gray; augmented cells in cyan; and added cells in blue.
For the truncated cells, a square cell that overlaps with a rhombic cell is considered to be
only the part of the square cell that is exclusive of a rhombic cell. Conceptually parallel
to the idea of being truncated, some of the truncated cells (the “points down” ones) only
share a side with three different cells. The effect on implementation is that change of
position in two different directions could lead to the same place.
For the augmented cells, a square cell that overlaps with a rhombic cell is subsumed in
the rhombic cell. In a similar conceptual parallel, these cells share a side with more than
four other cells, and may share multiple sides with one other cell or have single geometric
sides that border two cells. This can be handled in two primary ways: (1) ignore one of
the border cells so there is no legal cell to cell transition where there is a physical sense
that there should be one, (2) add custom decision and management criteria for transitions
from these cells.
The added cells are less problematic. They are simply additional rhombic cells that don’t
align with the existing pattern that are created to aid in the interfacing process.
Across all the interface cells, there are challenges with numbering and transitions, but
these are relatively easy to deal with through the repetitive application of integer based
algorithms. Their most significant challenge, however, is that they cause noticeable
problems with the flow, of the grid, which is the next topic.
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an interfacing schema

As was earlier mentioned, the entire set of expected coordinates from the square grid are
mappable to the hybrid grid, with a small number of difficulties and a reasonable number
of reasonably easily handled special cases (This is especially true when you consider the
typical application stated for this approach – the meshing of relatively large areas of the
two systems to create a combined urban-open area that is tactically useful for wargaming.
The number of normal cells grows geometrically with expansion of the area, while the
number of interface cells grows only linearly, with the problem cells being a relatively
small portion of those.) But the piecewise changes from cell to cell are not as important
as the overall performance, especially over large distances and across multiple transitions
– the flow of the hybrid grid. Using the base square grid as a referent, we will look at the
overall horizontal and vertical flows.
The horizontal flow is the easiest to address and the simplest to evaluate. One can
transition from the (1,x) to the eighth column cells in seven steps, the same as the square
grid. Almost all of them are through a path that stays in the same row and most of them
can be achieved with a repeated series of east moves, again the same as the square grid.
Since the variations are small in number and size, this seems to be a very good fit.
Again, going back to the typical use case, the existence of a few places where you have to
move a little to the side to cross an area of rough ground does not seem to be
incongruous.
The vertical flow has more challenges. The only paths through the rhombic grid that can
maintain the number of crossing steps that the square grid has are ones that start near the
vertical edges of the interface area. The minimum transit paths vertically through the
center of the rhombic grid only cost about one more transition in ten, which is compatible
with the distance loss of the squashed hexagonal grid, and isn’t especially incongruous
with the typical use case. Additionally, all the minimum vertical paths that don’t run
along the interface edge require some lateral movement. A large variation is not
required, but it does affect a large number of paths.
When you couple the horizontal and vertical flow behaviors, an interesting characteristic
emerges – there is an “easy” direction to transit the area, and a “hard” direction, that is,
horizontal transition consistently requires less variation from the square grid performance
than vertical. This behavior is not incongruous with many open, natural areas which have
bias in the sloping and variation of the terrain, but it is not strongly compatible with all
types of typical use case terrain (such as a groomed and manicured park in an urban
area).
When we note that this is only a function of horizontal and vertical as displayed in the
example and not all grids in general, we see yet another interesting emergent behavior.
Rotational symmetry of the grid allows us to swap the vertical and horizontal of the
sample without changing the performance parameters relative to the original horizontal
and vertical – the easy way becomes the hard way, and vice versa. This property creates
the opportunity to, within the same overall map, have subsections of rhomboid grid that
have different orientations, which could be managed to impact that tactical characteristics
of the terrain.

One additional emergent behavior of the approach is that swapping out top for bottom
rhomboid configurations in the superposed hexagonal cells does not affect the long
overall performance of interfaced gridded areas, but can cause additional local variations
where the changes occur. Again, this behavior could be managed to support specific
terrain effects that impact the tactical characteristics of the terrain.
As a final significant parameter of the hybrid grid, while it is not possible to easily
integrate every possible combination of hexagonal and square natural areas, the interface
is able to be changed in a regulated fashion at the edges in small increments. This means
it would be relatively easy to integrate a wide variety of shapes for both types of sub grid.
In summary, the superposition of a rhombic grid over a base square grid provides the
opportunity to leverage the advantages of gridded wargame battlespaces and enables
optimization for urban and natural terrain in a piecewise fashion with a minimum of
compromises.
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Abstract
Understanding research and development (R&D) enterprise relationships and processes at a
governance level is not a simple task, but valuable decision-making insight and evaluation
capabilities can be gained from their exploration through computer simulations. This paper
discusses current modeling and simulation methods, addressing their applicability to R&D
enterprise governance. Specifically, the authors analyze the advantages and disadvantages of the
four methodologies used often by modeling and simulation practitioners: System Dynamics
(SD), Discrete Event Simulation (DES), Agent Based Modeling (ABM), and formal Analytic
Methods (AM) for modeling systems at the governance level. Moreover, the paper describes
nesting models using a multi-method approach. Guidance is provided to those seeking to
employ modeling techniques in an R&D enterprise for the purposes of understanding enterprise
governance. Further, an example is modeled and explored for potential insight. The paper
concludes with recommendations regarding opportunities for concentration of future work in
modeling and simulating R&D governance relationships and processes.
1. Introduction to Research and Development Governance
Key tasks of governance depends on many considerations, but general possible governance level
responsibilities can be classified as follows: strategy and operational framework design, vision
on direction of organization propagation, goals setting, funding allocation, risk reduction and
uncertainty assessment, effectiveness and performance assessment, decision making in regard to
management or lower level structures, policy adjustments, policy adherence verification.
Research and Development (R&D) governance is a very broad term and have different
implications for public and private sectors, yet some rules and perspectives are somewhat
similar. Goals and objectives are quite different when one looks at of these two groups, yet both
of them provide framework for guidance, oversight, accountability, projection, and evolution that
encourages desirable research outcome for enhanced mission capabilities (Keating, et al., 2008).
Here, it is important to understand major difference on how both sectors see and evaluate their
mission capabilities. Private sector governance concentrate on investments, product lifetime
cycle, future planning, sustainability but the most important goal is to make more money. Many
other variables can come into play but ultimately what really matters is the profit. Exceptions
from this summary could be non-profit organizations or corporations where outcome measures
can be closer to public sector measures. Public governance focus on different outcomes like
skills of leadership, policy soundness, innovation creation, level of security, health enhancement
1

etc. that divides into more specific outputs from more detailed managed endeavors. Money spent
is important factor, but the main mission objectives do not mention making money as goals.
Another context to consider is the level of R&D governance, because it may span through
society, country, industry, company, or individual endeavor within organization. Different
approaches to R&D governance can be more effective with different sizes and complexities.
Another factor to study is different R&D organization structure for example centralized, decentralized, or mixed; this can have significant impact on performance of the group (Argyres, et
al., 2004). Assessment of R&D endeavor is tightly coupled with goals of the organization. Input
in form of goal setting will direct R&D process through execution of projects and ultimately
feedback to governing cell in form of e.g. profit, increased market share in private sector and e.g.
lowered crime rate, cancer related deaths rate decrease, increase of approval rate for given
organization in public sector. Formulated governance strategy establishes context for R&D
entities and consist a basis for funding request, programs adjustment or even outsourcing to
accomplish its goals. It is also enabler for generating of R&D project ideas, which would help to
fill the gap between current state, and organization objectives.

2. Needs for modeling in R&D Governance
Decision making without sufficient information can lead to catastrophic results and that itself
should be enough to bring modeling and simulation methodologies into the table. Frequently,
available data does not translate into valuable information that facilitates understanding of
occurrence. When investing significant amount in a research project one should first know that
proposed solution has high chances of success, and if it is directly addressing the problem for
which is offered. Another problem can be discovered while looking at reports of government
agencies where many hundred pages reports do not provide clear information on bigger picture
contexts. Measures of “target met” type results for particular research endeavors does not
provide sufficient way for validation of decision-making process and its evaluation. On the other
hand, authors realized that a reason for this situation might be lack of knowledge on how to
describe successfully R&D processes, and its relations at sufficient level of abstraction. Problem
can be instantiated into scope of conceptual understanding to see how this system works. If one
knows that, he or she can build a model out of this knowledge that could aid in decision-making
process. This sound easy, but as a matter of fact it is not. There are many parts of system
influencing each other and it is hard to describe these relations in mathematical formalism.
Human in the loop is still a big challenge to model and when dealing with innovation it is
obvious that one of major factor to innovation is not only qualifications of scientific staff but also
their motivation, character, needs, and all that will influence culture of the group working on the
project. That is why evaluation of innovation generation can be subjective and governance level
decision-maker should be aware of that. Modeling and Simulation practitioners are working
diligently trying to fill this gap up, which common analysis techniques could not. Agent Based
Modeling is one of the most promising techniques that could generate understanding of this
phenomenon and emerging group behaviors. Question often asked is how to asses and measure
R&D effectiveness. One way of approaching the problem is to focus on internal and external
factors that facilitate effectiveness and not on innovation product itself, especially when
assessing a long-term project where it is difficult to wage progress of research. Another way is to
find variables directly coupled with outcome from R&D endeavor keeping in mind that some
2

variables can be measured, but some can only be observed as trends. Length and difficulty of the
R&D endeavor can have significant impact on accuracy of prediction, and so assessment as well.
When considering the length it is apparent that long-term R&D endeavors should be harder to
judge and probability that one will conduct erroneous assessment is higher. By employing
modeling techniques, one could address some of the problems mentioned here. Modeling
innovative endeavor and its supporting activities can be achieved using System Dynamics or
Discrete Event System techniques. They can alleviate a problem of R&D effectiveness
assessment and help to evaluate trends and conduct what if analysis on different styles of
decision-making, different polices of R&D governance that oversees innovation generation, etc.
Successful end of R&D innovation generation is not the end of the process. Another
responsibility of R&D governance is to incorporate a new product or concept into market or its
functional target place. This task can be very complex and traditional methods may not suffice.
Modeling and Simulation (M&S) can mimic time related variables and environmental
relationships related to new invention to optimize process of integration to maximize outcome,
and avoid pitfalls that could possibly occur. Another area where M&S can be invaluable is
assessment on future direction of R&D. Conducting analysis of R&D effectiveness using
modeling techniques in context of organization mission can reveal serious strategy flaws and
help avoiding them. Modeling and simulation (M&S) is relatively new approach, (except of SD)
as a choice for aid in decision-making and evaluation of R&D governance. Authors were looking
into areas where M&S is already more advanced to analyze options in applying robust
knowledge to R&D governance. The most dominant area of M&S is associated with, and
sponsored by military organizations. In (Chaturvedi, et al., 2008) authors used ABM to model
Political, Military, Economic, Social, Information and Infrastructure (PMESII) entities to
mitigate impact of disaster and military operation. Model allows to mimic rebuilding and
expansion of critical infrastructure of Afghanistan. Ability to get insight into process of
reconstruction and development can be very valuable tool for a decision-maker in enterprise or
government structures, used for peaceful scenarios. Because of the multi-dimensional scheme of
the model, authors believe that it would be possible to apply this approach to R&D governance.
Adding modules that would allow agents to mimic innovation generation and knowledge sharing
is foreseen. Connecting this lower level to middle and higher-level agents e.g. department,
organization, society etc. Model could allow analyzing robustness of policy choices under
different scenarios. This approach can be used for public as well as in private sector. Adding
more complexity to model would theoretically allow for modeling human evolution as a function
of R&D progress. Because the progress of R&D could be an enabler for actual change of the
system and can spur achievements of higher objectives of system of systems, it can be invaluable
to be able to model this process. As a futuristic perspective, such a model can provide valuable
information on R&D as a stabilizer or destabilizer of the world. One should try to use it to
answer some important question:
Is advancement of R&D proportional with civilizational advancement?
Is our direction of R&D advancement taking us where we want to be?
Because of its complexity, currently only large organizations could handle expenses related to
investing in complicated models conveying many levels of abstraction, but this can change as
field of M&S advances providing for easier model reuse and better interoperability.
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3. Modeling Paradigms
In this section, authors would like to provide quick overview of three popular and often used by
practitioners modeling and simulation methodologies. Understanding principles of them is an
important step in understanding their possible usage as discussed in the next section.

System Dynamics (SD)
System Dynamics method consist of a feedback loops in form of differential equations that
provide for building relations between variables. It is useful for studying complex nonlinear
systems, especially finding cause and effect relationships. From the practical perspective on how
to build model one should know about stocks, flows, auxiliary variables, and constants as the
main blocks providing for metaphor of the complex system. The initial phase of building SD
model is creating a causal diagram. Causal diagram represents the most important elements of
system and relations between them in form of links that end with arrows indicating what
influences what. In, addition, you can mark + or - mark on the line that specifies positive or
negative relationship. Positive one means that second variable follows the direction of change of
first variable, and in negative case, direction is opposite to the direction of change. Links with
variables form loops, and they can be positive or negative as well. Negative loop exist only if
number of negative relationships is odd. Having at least one negative loop is a minimum
requirement to stabilize the system. Models built with this methodology can help framing issues
and problem, revealing dynamics related to change imposed on system. Models are typically
used to show trends of relationships and not precisely computing specific values. This
methodology can be an invaluable tool in assessing big picture problem, testing alternative
policies and strategies at the governance or enterprise level.

Agent Based Modeling (ABM)
World is full of interactions between different types of systems and many of them are not well
understood. ABM is a methodology that aims at capturing many types on interactions by using
computer created entities called “agents”. These agents are assigned attributes, rules of
behaviors, mimicking and carrying set of interactions to gain understanding of the real system,
and providing for emerging behaviors. ABM can be used to model perception, autonomous and
group behaviors, goals setting, static or dynamic environment, ability of inference and
adaptation, and social interaction among other possibilities. For that reason, it is popular to use
ABM to generate hypothesis about system behavior. From scientific point of view, this is very
powerful feature, but there are some practical limitations related to inability to validate logically
such models. Consequently, verification and validation (V&V) is the issue that needs to be
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resolved to take full advantage of ABM. One way of partially cracking this drawback is by
proving hypothesis false.
Complexity and dynamic behavior of systems encourage use of ABM for investigation of
adaptive systems, which are often non-linear and chaotic. Furthermore, mechanisms provided
lead to model evolution of adapting agents. This capability set ABM methodology apart from
other methodologies discussed in this paper. It is worth mentioning that relative high complexity
can be achieved by imposing on agents relatively simple interaction rules. There are many
platforms for implementing AMB e.g. NetLogo, Swarm, Mason, Repast, and AnyLogic with
some of them providing unique features. Choice of one of these platform would greatly depend
on complexity of system that one would like to model and problem that built model is supposed
to address.
Discrete Event Simulation (DES)
In a discrete model, changes in your virtual system can occur only at separate points in time.
These changes are called events, and everything in the model is related to them in one way or
another. For example, event could be an arrival of a R&D project for its approval, then decision
made would mark next event, following with outcome event from the project e.g. success or
failure. DES model consists of entities, which in our sample case could be represented by R&D
projects, flowing through designed by modeler pattern called model logic. Events are stored in a
calendar, which contain information that allows model to be executed in accordance to its logic.
The central idea of DES is that variables of the model will not change between successive
events. In addition, important to understand element of DES are queues. They are just like lines
in the store, and can be define depending on the system’s real queue, which may have limitations
for number of elements that can fit into it, and has different rules reflecting priority of leaving it
by stored elements e.g. FIFO means first in first out. Essential component of DES represents
resources, which may be personnel, equipment, infrastructure etc. They will be used by entities
while going through their journey. DES is often used to capture stochastic behavior of the system
but can model deterministic events as well.

4. Model choice
One can model R&D governance at different levels of abstraction, complexity, and will require
different levels of fidelity depending of purpose of a model. It is important to understand some
basic limitations of M&S to go with this paragraph further. One needs to remember that
modeling is not cheap, but in turn can save a lot of money and time. While mentioning time,
building model often takes significant amount of time, and model validation will add some to it.
There hardly ever exists one model answering all questions too, so it is important to wage the
cost effectiveness factor when deciding to use modeling and simulation techniques. Here,
meaning if one can address problem with simple deterministic calculations there is really no need
for M&S. Analytical Methods (AM) are usually quicker and cheaper. AM are often used to get
exact answer to a problem, usually where there is a direct and known relation between input and
output. Short length term R&D endeavors should be especially good candidates for use of AM in
effectiveness assessment at the managerial level. This could be done e.g. by combining R&D
into business process. In some cases AM allow for quick estimates for a problem, which then
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needs to be address more thoroughly with one of M&S methodology as AM will not allow to
capture the bigger scope or too complicated problem. Generally, choice of modeling technique
depends on what features of a system can be effectively manipulated with different methods.
Aggregation level is another factor that will influence choice of modeling technique. It is
important to understand that lower level of aggregation does not necessarily translate into lower
risk associate with e.g. prediction. At the lower level of abstraction of R&D governance one can
focus on e.g. innovation generation, knowledge management, process of innovation control and
supervision, and project management scope. These, among some other cases could provide an
instrument used for medium and higher level structures, or can be studied on its own as separate
models. Modeling emerging behavior using ABM could potentially be a method of choice at the
lowest level of abstraction of R&D governance. One could get insight into new order, new
patterns, and structures of R&D by learning from interaction of individual agents or groups. One
possible way of implementation would consist of distributed agents in form of humans,
information storages or groups working together attributed by goals, knowledge and imposing
adaptive tension on one another (Kitaygorodskaya, et al., 2005). Outcome from emerging
behavior can be greater than sum of its components e.g. knowledge generation; tacit knowledge
depends on interaction and direct experience, whereas explicit knowledge could be easily
transferred across distance. Modeling spectrum of interactions would allow for better
understanding of complex emerging behaviors, along with some quantification (assumed
possible) of expected knowledge increase. Different structures at different levels in enterprise or
government along with imposed interactions could for example increase chances for innovation
generation. As our understanding raise, emerging behavior capabilities of ABM can provide for
building new theories, which in turn can enable better structures for example motivation and
knowledge sharing that enables innovation generation. As discussed, it is visible that ABM can
be mostly suitable for theoretical development, which should be later validated using methods
that are more empirical, as ABM is generally difficult to validate. ABM can also be suitable at
higher levels of R&D governance modeling, where individual agents mimic organization,
society, region, country, religion etc. and agents’ independence can provide for different
perspectives comparing to one obtained from e.g. SD method. DES seems appropriate to use
where looking and the R&D governance from the processing perspective. Every big enterprise or
government entity has to manage many R&D projects, evaluate them, and properly allocate
resources. DES allows to model R&D endeavors throughout their stages in life cycle. DES can
be apply to model, for instance, R&D projects as entities going through their life-cycle starting
from its request for approval, which can end up as a rejection, then development phase through
stages at which it is possible for project to be rejected from continuation due to e.g. funding
limits. This would let resources allocated to this project to be moved to another project, and
therefore increasing its chances of being successful. Finally, project’s output needs to be
incorporated into production then into market, or other type of environment for which it was
created. We cannot forget about product maintenance tasks throughout its life cycle. R&D
process calls for a method that can easily incorporate its stochastic character, and DES can surely
deliver that. Ability to mimic the logic of the organization, and evaluate alternative structural
alignments, for example, centralized versus decentralized makes DES especially valuable. In
addition, stochastic character of R&D endeavors makes DES a very powerful tool that could be
used for assessment of e.g. outsourcing versus “in-house” and prediction on estimated return of
investment. DES can go to the very detailed level of abstraction depending on need, and it is
flexible and easy when managing different levels of aggregation. In addition, many commercial
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DES packages provide techniques that can mimic different methods that one would like to
incorporate into model like SD and some even ABM. SD is the method that can be very useful
especially at the enterprise modeling level when trying to capture big-picture or global scope of
the problem. SD should be used where there exists a feedback loop, and it is hard to explain
phenomenon by intuition itself, which sounds very much like issues from R&D governance
range. Problems of choosing between some options are the most appropriate to address with SD,
as it is often hard to use model as providing exact numerical information for us. This method
could be particularly appropriate to a long time-span models. SD structure is based on
differential equations, but most of the commercial simulation packages allow incorporating
stochastic behavior into the model. Using this method for testing policies and future trends can
be invaluable when trying to plan in long term, which is specifically related to R&D governance
type decision-making. Modeling competing environment allows for a comprehensive perspective
of what is needed to obtain desired outcome. Important advantage of SD is that data used to
model it do not have to be ample or even direct. Often one would like to learn the system and
restore its behavior without direct knowledge about it, by building relations that are only
correlated with it or related to the phenomenon. Another area where SD may be appropriate is to
learn about how significant are roles of parts of a complex system on functioning of the whole
body, e.g. not only how outsourcing affects single project outcome, but also what are the long
time implications.
To manage different levels of abstraction one could potentially increase effectiveness by
using nested or sometimes called hybrid models. These models use different methodologies that
could be arranged hierarchically depending on type of problem the model is to address.
Multilayer of ABM, DES, and SD methods could be constructed allowing communication and so
influencing each other. Some structures can be also embedded by another if that reflects system
structure. Many M&S practitioners try to combine both ABM and SD and that is often a good
idea. These two methods can work well together and provide good combination of e.g. lower
level ABM with SD capturing larger view of the system. But alignment of ABM-SD can be
multi-layered, for instance, some part of agent behavior (internals of agent) can be described
using differential equations from SD, then the environment level described in ABM terms with
agents at different level of aggregation, and on top of that SD world-view, capturing global
dependencies. Some of commercial as well as free software packages provide for that
configuration e.g. ANYLOGIC, and NETLOGO. In the diagram authors proposed example of
how configuration of hybrid model could look like.
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Figure 1. One of possible configurations of hybrid model of R&D governance

5. Model example
Idea to build a model of border security originated while watching news related to illegal
cargo smuggling and illegal border crossing issues. Estimation number of illegal immigrants
found from official and unofficial sources range from 10 to 23 million people in 2010. This
of course can be under or over estimation causing a significant problem in estimations of
many statistics and biasing true picture of USA. Proposed by authors conceptual model can
be divided into three major segments as indicated in the Figure 2 by colors: red color is used
for border security, knowledge diffusion, and illegal border activities; green color depicts
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money related dependencies, and finally blue color shows different groups of people
involved.

Figure 2: Conceptual model capturing border security and illegal immigration variables

First, initial research of data for population growth rates, legal immigration rates, GPDs, federal
R&D funding and particular Department of Homeland Security was conducted. Obtained data
used to derive trend lines using MS Excel. These trends could be of course altered to conduct
sensitivity analysis of alternative scenarios. Now authors would like to present short description
of more interesting parts of this SD model. Red section from conceptual model provides
suggestion into assessment on funding for DHS R&D and its effect on output. R&D section is
built on concept of knowledge generation (Figure 3) as a process of two competing
environments: one being R&D environment where conducted or contracted out research request
by DHS is supposed to help eliminate illegal activity around the border, second environment
represents knowledge of criminal force to continue with their illegal endeavor. There is an
assumption on time delay between these environments with reaction time needed to come up
with some new methods. Authors hope that there is an effective way of breaking this pattern, but
for a simplification, breaking the pattern is not considered in this model. Future study of that
phenomenon using agent-based modeling approach is foreseen, and it would possibly allow
assessing how fast criminal force can adjust to changes imposed by border security
advancements and vice versa. Insight from future study could increase accuracy of current
model.
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Figure 3: Concept of knowledge generation via competing environments

Another part of “red color” (Figure 4) model is aimed to capture abstract desire/demand for
illegal “products” from society as well as illegal crossing desire of foreigners. This will in turn
affect border security and propel creating additional criminal force, willing to “fulfill” demand of
the people. In contrast, increased border security can decrease effective smuggling and illegal
border crossing, which in turn decreases money flow used by criminal force. This could be
theoretically a solution, but these individuals will most likely try to overcome that “hardship”,
and come up with a new strategy.
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Figure 4: Part of model with trying to capture reasons for illegal cargo and crossing

Last part that authors would like to present here is the “blue color” from conceptual model
(Figure 5), which focuses on groups of people. Here, key elements for our analysis are
represented by number of illegal immigrants and level of human trafficking.

Figure 5: Relations between different groups of people, illegal immigration, and human trafficking
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Base for obtaining those is assumption that major of illegal immigrants are those pursuing
crossing the borders or overstaying for economic reasons. Hence, authors were looking at
estimating differences between gross products per capita (GPD) as a factor of estimating people
with desire to live in USA. Additionally, human trafficking is in authors’ opinion strongly
correlated with illegal immigration. Model is in the late development phase, which mainly
consists of tuning and improving look up graphs. The “blue part” of the model still needs some
more conceptual level work. Mainly, authors are trying to find additional variables that can
increase accuracy of illegal immigrants and human trafficking levels estimation. Initial runs of
the model shows potential for gaining valuable insight into border security including estimation
of illegal activities and ability to test different approaches to counteract them.
6.

Conclusions

This paper presents insights into governance level of R&D. Authors moved from theoretical
knowledge of R&D governance, through description of most popular approaches available for
Modeling and Simulation practitioners, ending up with discussion on how to model R&D. In
addition, authors showed an example of SD model that could be used by DHS. Built model is not
at its final stage, but produced meaningful results. Future work is foreseen that would incorporate
hybrid modeling to better capture complexity of R&D governance.
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Preliminary Modeling Solutions for
Prevention of Medicare Insolvency
for the Baby Boomer Generation
Gregory T. Scott, MHA, CMRP, FAHRMM, PhD student, Health Services
Research Old Dominion University, College of Health Sciences

Abstract – The purpose of this current study is to examine
Medicare insolvency for the baby boomer generation
representing years 2010 to 2030 and the mechanisms for
prevention using modeling and simulation (M&S). The study
examines cost savings initiatives as well as age increases for
eligibility and tax increases as measures to prevent future
insolvency. These measures are used as individual and group
measures to identify prevention techniques enabling the
Medicare Trust Fund from impending insolvency.
INTRODUCTION
Medicare is health insurance for people 65 years and older
and under the age of 65 with certain disabilities and those with
end stage renal disease. Eligibility also requires that
beneficiaries must have entered the United States (US) legally
and have lived within the U.S for 5 years [1]. Medicare has
two problems facing the trust fund. The US has recently been
in an economic recession that has created more demand for
public health while at the same time revenues from taxes are
down. Legislators are looking for ways to sustain Medicare
by reducing health care spending in general through
interventions that may include growth of pay-for-performance
programs, cuts in payments to Medicare Advantage programs
and promotion of electronic health records, sophisticated
chronic disease management, preventive health care and the
medical home [3]. The cost of healthcare continues to create
insolvency issues as the inflation rate for healthcare is higher
than non-healthcare inflation [2]. Medicare insolvency has
become a growing issue over the past decade as beneficiary
payments will start to exceed funding received from payroll
taxes as the baby boomer generation becomes eligible for
Medicare [2]. The trust fund can still “prop up” the Medicare
fund possibly for another decade or two before the trust fund
becomes insolvent. There are many ideas that have been
mentioned through the years to resolve the funding issue and
ensure that Medicare will remain available to all people who
are 65 years of age and older, those at the end stage of renal

disease and social security disability recipients [1]. Measures
will have to be applied as extending the age of eligibility,
fraud reductions, tax increases. These measures will be painful
for the American people but are necessary to prevent loss of
health care for Medicare recipients. Americans could also be
burdened by health care cost for their parents who are 65 years
or older or dependents receiving social security disability or at
the end stages of renal disease if Medicare fails to provide the
care necessary due to budget funding cuts to prevent
insolvency if new measures are not introduced in the near
future. The research will establish a preliminary review of
mechanisms that could slow or prevent the Medicare Trust
Fund from insolvency over the next twenty years represented
by the heavy influx of baby boomers receiving Medicare
benefits.
The purpose
The purpose of this study is to examine Medicare insolvency
prevention initiatives using modeling and simulation.
Examination will occur using individual variables as age
increases, tax increases and fraud reductions. The variables
will be used independently and in combinations to determine
if Medicare solvency can be obtained.
Modeling and Simulation in Healthcare
“Healthcare reform is an important issue for the American
public, the healthcare industry, policy analysts, and politicians.
However, it is difficult for policymakers in either the public or
private sector to reliably assess the intended and unintended
consequences of such reforms. Until now, it has been
practically impossible to have a constructive, objective
dialogue about the relative merits of different potential
solutions [3].” Modeling and simulation for this study is meant
to influence the American public and give potential options to
politicians regarding what some argue is one of the largest
financial issues facing the federal budget. Models can be
constructed and simulated to help identify paths of resolve.
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Modeling and Simulation Application
There will be five Monte Carlo simulations computed for this
current study illustrating revenue changes related to age and
tax increases and fraud reductions. Monte Carlo methods are
useful for modeling phenomena with uncertainty as future life
expectancy in this current study for the baby boomer
generation. Monte Carlo simulations will illustrate the future
risk to the Medicare Trust Fund and identify solutions to
prevent insolvency through modeling and simulation. Monte
Carlo simulations can be used to determine an accurate
prediction of a risk in economics and finance rather than pure
human intuition [8].

Security. This could be the largest issue in American finance
if the Medicare Trust Fund depletes. The Medicare Trust
Fund as of 2010 resulted in a $2 billion dollar shortfall with
revenues of $507 billion and cost of $509 billion.

Statement of Problem
Medicare is a critical component of American healthcare
insurance. People think of Medicare as insurance only for the
elderly, but in reality Medicare insures people who are
receiving Social Security disability under the age of 65 and
those who are deemed at the end stages of renal disease [3].
The funding issue of Medicare has occurred because there are
less people paying into Medicare every year than those
receiving benefits [2]. The lack of even payments and benefits
paid create an environment of certain future insolvency.

Directional Hypotheses
Medicare age increases for eligibility will slow or prevent
insolvency. Medicare tax increases will slow or prevent
insolvency. Reducing fraud within Medicare will slow or
prevent insolvency. All measures may prevent the Medicare
Trust Fund from insolvency by year 2030 for the baby boomer
generation.

Significance of the Study
This study will use modeling and simulation to illustrate
prevention steps in regards to impending Medicare insolvency.
Anyone who pays taxes or receives Medicare or has a relative
who receives Medicare should be extremely concerned. The
models will attempt to identify the path of least resistance to
prevent hardships on the American tax payer.
The prevention steps are recommendations to slow or stop
catastrophic financial burdens. Without these measures the
federal government will have to borrow money, reduce
defense, reduce education spending and possibly reduce Social

Research Questions
Will tax increases resolve the Medicare Trust Fund from
insolvency by year 2030 for the baby boomer generation? Will
age increases resolve the Medicare Trust Fund from becoming
insolvent by year 2030 for the baby boomer generation? Will
less fraud prevent the Medicare Trust from insolvency by year
2030 for the baby boomer generation?

REVIEW OF THE LITERATURE
Increasing taxes is one measure than can be addressed that
could be used to prevent Medicare insolvency in the future.
The current amount of payroll tax is 1.45% for the employee
and 1.45% for the employer with a combined 2.9% of total
payroll taxes collected for Medicare [2]. A measure as
increasing the payroll tax by 2% can be applied to illustrate
additional funding to Medicare. This measure creates a
positive impact by increasing taxes for the employee and
employer by 2% for the Medicare Trust Fund, but the trust
remains insolvent in 2030 with a $1.371 trillion deficit. The
tax increase model is illustrated as measure 1.

Medicare Tax Increase Impact for the Medicare Trust Fund (measure # 1)

Figure 1: Table Source: Gregory Scott
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Medicare solvency could be gained by elevating the ages of
beneficiaries similar to what Social Security has already done.
Life expectancy has increased for the baby boomer generation
since Medicare was passed by Congress [4]. Congress passed
Medicare based on life expectancies in the 1960’s with the
intention that most people would only receive Medicare for
five to seven years as their life expectancy did not exceed their
early 70’s [4]. Life expectancy today (2011) for most
Americans is reaching closer to 80 years of age creating an
additional burden on Medicare as cost is being incurred that
Congress did not expect when the Medicare bill passed in the
1960’s [5]. The solution could simply be to increase the age
to 67 years of age to receive Medicare instead of the current
age of 65. This measure could put the Medicare age closer to
the original life expectancy that did not exceed 5 to 9 years as
Congress intended. This approach reduces the Medicare Trust
Fund deficit, but the fund is left with a $2.503 trillion dollar
short fall for year 2030. The age increase models are
illustrated as measure 2 and 3.

Cost reductions are needed for Medicare to slow funding
issues associated with the trust fund. Medicare over head
could be reduced by being more aggressive in regards to fraud
recoupment to slow or prevent Medicare insolvency with no
change to taxes or age of eligibility [6]. These measures
would be the most pain free action to take as the public would
not be directly impacted. Cost associated to fraud could be
reduced saving billions of dollars annually for Medicare [6].
Measures to reduce cost are the most popular with the public
and politicians as they satisfy the public and do not risk votes
needed for re-election. While this is a very popular approach
to Medicare insolvency prevention, the reality is that these
steps would likely slow insolvency but would not necessarily
prevent insolvency from occurring in the near future by
themselves. The fraud reduction measure reduces the
Medicare Trust Fund deficit, but the fund is left with a $1.929
trillion deficit for year 2030. The model is illustrated as
measure 4.

Life Expectancy (measure 2)

Figure 2: Life Expectancy at Birth. Source: United States Census Bureau, 2009

4
Age Increase Financial Impact for the Medicare Trust Fund (measure 3)

Figure 3: Table Source: Gregory Scott

Fraud Reduction Impact for the Medicare Trust Fund (measure 4)

Figure 4: Table Source: Gregory Scott
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The last measure is to combine measures 1, 3 and 4 to
prevent the Medicare Trust Fund from insolvency for the baby
boomer generation by year 2030. These measures which
include tax and age increases in conjunction with fraud
reductions increase Medicare revenue to sustain payments for
the baby boomer generation. All measures create a surplus of
$972 billion in year 2030. The model is illustrated as measure

5. Medicare Trust Fund insolvency can be prevented if taxes
and age are increased and fraud is reduced. This intervention
creates a surplus of $972 billion in year 2030 opposed to a
deficit of $3.387 trillion dollars without any intervention as
illustrated by measure 6.

Tax Increase, Age Increase and Fraud Reductions Financial Impact for Medicare Trust Fund (measure 5)

Figure 5: Table Source: Gregory Scott

The Financial Impact for the Medicare Trust Fund without Intervention (measure 6)

Figure 6: Table Source: Gregory Scott
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The interventions of tax and age increases and fraud reduction
create a solvency probability of 100% for the Medicare Trust
Fund. Using only one intervention creates a lower probability

for solvency for the Medicare Trust Fund as illustrated by
measure 7. The lowest probability for Medicare Trust Fund
solvency is no intervention.

Medicare Trust Fund Solvency Probability (measure 7)

Figure 7: Table Source: Gregory Scott

Sample Description and Selection
Sampling for this study will be collected primarily from
Medicare.gov., the United States Census Bureau and the
Congressional Budget Office. Inflation rates for healthcare
and non- healthcare will be used to ascertain cost estimates for
future Medicare payments. Models will simulate Medicare
insolvency to Medicare solvency using years 2010 to 2030.
Modeling and simulation via programs as Monte Carlo will be
incorporated to visualize Medicare solvency results. The
models will include and preclude variables to demonstrate the
impact on solvency for Medicare. Data will include all
Americans 65 years of age and older.
Research Design
The design will be an experimental pretest/post test design.
Medicare insolvency will have a pretest that evaluates no
intervention for each year from 2010 to 2030 and a post test
with intervention from 2010 to 2030.

The variables will be age, fraud cost, and tax increases to
establish a relationship regarding solvency. This will be the
foundation for examining the potential solvency aspects the
Medicare Trust Fund in the future.
Data Collection Instrument
Data for this current research will be collected from The
Congressional Budget Office and the Centers for Medicare
and Medicaid Services and primary sources. The data will be
collected via literature review to validate age, associated cost
to Medicare, inflation, projected Medicare cost and life
expectancy.
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CONCLUSION
Measures 1, 3, 4 over a twenty year period represent a positive
impact for the Medicare Trust Fund as a whole. Increasing the
Medicare pay role tax by 2 percent for employees and
employers creates $1.66 trillion in additional revenue.
Increasing the age to 67 years increases Medicare revenue by
$728 billion. Last, decreasing fraud for Medicare decreases
cost by $1.2 trillion over 20 years. The main question for this
research is can Medicare insolvency be prevented? Measures
1, 3 and 4 prevent Medicare from insolvency during the baby
boomer generation with a $972 billion dollar surplus
remaining in the Medicare Trust Fund. The models
demonstrate that Medicare insolvency prevention can take
place if the measures mentioned are enacted sooner than
later. The Medicare Trust Fund will become insolvent starting
with year 2018 with an $84 billion deficit and by year 2030
the fund will have over a $3 trillion deficit if intervention
does not take place to return the Medicare Trust Fund to
solvency.
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Abstract— In this study, we implemented a wavelet
thresholding method using a time-scale adaptive soft-like
thresholding function based on the Stein’s unbiased risk
estimate (SURE) to cancel heart sounds from contaminated
lung sounds. In this method, the signal is first decomposed by
wavelet transform. Then, coefficients at a number of frequency
sub-bands contaminated by noised heart sounds, are corrected
by thresholding. The threshold value is determined via an
adaptive procedure based on the properties of wavelet subband coefficients. The preliminary results show that the
method is efficient and promising to this type of problem.
Index Terms – Lung sounds, heart sounds, wavelet
thresholding, SURE risk.
I. INTRODUCTION
Lung sounds, which can be recorded over chest wall
using a stethoscope is known to be useful for respiratory
disease diagnosis. Produced by vortical and turbulent flow
within lung airways during inspiration and expiration of air
[1], the frequency spectrum of lung sounds is found
relatively broad, normally in the range of 20-1600 Hz [1]
and even up to 2,000 Hz in some cases [2]. However, lung
sound signals are often contaminated by various noise
sources, such as ambient noise, muscle activities, skin or
hair friction, connection of sensor to chest wall and heart
sounds [9 - 10]. Mixed together with lung sound recordings,
those types of noises make auscultation become more
arduous.
Heart sounds, produced by the flow of blood though the
heart and by the movement of structures involved in the
control of this flow [1], are unavoidable and contribute
largely to lung sound contamination. Heart sound noises
overlap lung sounds in the low frequency range, less than
150 Hz [2, 4] or from 20 to 300 Hz [5]. Heart sound
cancellation from recorded lung sounds without suppressing
pulmonary information, is equivalent to pulmonary disease
diagnostic improvement using auscultation of lung sounds
has been attracting much interest [1, 3-8].
A number of techniques have been proposed to reduce
effect of heart sounds from lung sounds. Simply using highpass filter is not a suitable solution to this sort of issue
because by doing this, overlapping spectrum of breath
sounds is removed and thus, useful respiratory information

is lost as well. An adaptive filtering technique was proposed
for the same purpose of heart sound reduction [3]. In order
to denoise contaminated signals, the method is implemented
in two phases 1) an adaptive filter is obtained after a training
procedure and 2) contaminated signals are denoised using
such trained filter. The authors mentioned that after
correcting, the heart sounds are reduced by 50-80 percent
[3]. However, other researchers are not convinced this
method performance because the method requires a noisereference channel, which is not always available [11-12].
An alternative method which is capable of removing heart
sounds using a reduced-order Kalman filter (ROKF) was
already proposed [4]. This method tries to adapt an
autoregressive model using LS-free HS segments based on
three assumptions: (1) heart and respiratory sounds are
mutually uncorrelated; (2) they have additive interaction and
(3) the prior and subsequent HS are linearly related to the
HS corrupted by the respiratory signal. All the three
assumptions are not convincible in terms of practical
implementations [5].
Independent component analysis (ICA), specifically fast
ICA, is also utilized to separate HS and LS [13]. In this
method, HS and LS are collected from both chest sides
using two separate recording channels. Those signals are
then decomposed into independent components, which
corresponds to noise-free HS and LS. A combined technique
using multiscale products and linear prediction are
developed for the same purpose of heart sound removal.
This method decomposes the original signal first into a set
of wavelet coefficients at multiscale frequencies. Once the
HS segments are identified, a set of linear prediction filters
are utilized to estimate the noise-free wavelet coefficients
[14].
Wavelet thresholding, a multiresolution wavelet-based
method for signal analysis, was also proposed as another
solution to LS/HS problem [6, 7, 8]. Specifically, after
decomposed by wavelet transform, the coefficients of noisy
signals at different scales are then corrected with some type
of soft, hard or adaptive thresholding function. Previous
works [6, 7, 8] show that wavelet thresholding is capable of
reducing heart sound significantly, meanwhile the useful
respiratory information is well-preserved.
The objective of this study is to investigate the
application and feasibility of a wavelet thresholding method
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wavelet. The wavelet basis can be constructed from a single
function
, named mother wavelet or analyzing wavelet,
by means of translation and dilation.

using a time-scale adaptive soft-like thresholding function
based on the Stein’s unbiased risk estimate (SURE) [18] is
utilized for heart noise cancellation. The method is
implemented as follows. Lung sound signals are first
decomposed by wavelet transform. The coefficients at low
frequency sub-bands where heart sounds appear are
corrected using a thresholding procedure where a dataoriented threshold is adaptively obtained. Those thresholded
coefficients are then utilized for wavelet reconstruction to
reconstruct clean lung sounds. Such study has not been done
previously.

Continuous wavelet transform (CWT) of a signal x(t),
defined as the correlation between the wavelet and the signal
itself, can be implemented by the following formula:
(1)
where
denotes the complex conjugate of
. The
above equation idicates that the wavelet is passed through
the analyzed signal and yields the set of coefficients
representing image of analyzed signal at different scales
over time and frequency. The highest scale corresponds to
the highest frequencies represented in the signal (less or
equal to half of the sampling rate), and the bandwidth of this
scale ranges from a half to a quarter of the sampling rate.
While the bandwith is reduced by two, the number of
coefficients at lower resolution decreases aproximately by a
factor of two compared to that of the higher resolution next
to it.

The rest of this paper is organized as follows: Section II
presents the methodology. Section III shows and provides
discussions for experimental results. Section IV concludes
the paper and discusses future work.
II. METHODOLOGY
Wavelet transform [15,16] is a signal processing
approach, which is capable of analyzing signals in both time
and frequency domains. The transform is realized by
multiscale-corelating signals with a basis function, known as
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Figure 1. Wavelet transform (a) wavelet decomposition and (b) wavelet reconstruction
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Wavelet transform and wavelet reconstruction can be
illustrated at the figures 1 (a-b). Wavelet decomposition is
implemented in the following process: the original signal is
first passed through high pass ( ) and low pass ( )
filters, that are designed based on the properties of wavelet
basis function, and then downsampled by two. After that,
detail, or high frequency coefficient series and
approximation, or low frequency coefficient series are
obtained. Approximation terms are then continously used as
the inputs for next levels of wavelet transform. Finally, there
would be one approximation ( ) and details
(
) representing the signal information at
different scales. On the other hand, wavelet reconstruction is
the reverse process of wavelet decomposition.
Approximation and detail at each level are upsampled by
two and passed through low pass ( ) and high pass ( )
synthetic filters, which are sastified perfect construction
condition [16] and then summed up. This process is
continued i times, equal to the number of levels of
decomposition. The result of this process could be the
original or corrected signal. In the later case, detail and
approximation coefficients at some levels are affected in
desirable ways.
Wavelet thresholding is a wavelet-based technique
normally rendered in the issues involved signal denoising.
For this type of method, the contaminated signals are
decomposed by wavelet transform with a proper mother
wavelet. Then, large-valued coefficients are generated in the
areas corresponding to heart sound noise at low-frequency
sub-bands and are considered as an estimate of heart sound
signals. Thus, shrinking the amplitude range of these
coefficients by nonlinear thresholding functions would be
equivalent to noise cancellation. For the purpose of heart
sound removal, a wavelet thresholding method was
implemented as follows,




Apply the wavelet transform to
lung sound signal
Utilize a thresholding function
correct high-valued coefficients
sub-bands
Reconstruct the lung sound
corrected coefficients dilation.

the contaminated
to automatically
in low-frequency
signal based on

The threshold function is selected such that it can
suppress the noise and keep the useful information
maximally making the threshold function selection become
a non-trivial step. Being found useful in a previous work
related to EEG artifact removal [17], in this study, a timescale adaptive algorithm based on the SURE risk estimate
along with a soft-like thresholding function [18] is
investigated for a similar denoising issue, heart sound
cancellation.

Threshold function
The following threshold fucntion is utilized to correct
the wavelet coefficients of lung sound signals in low
frequency sub-bands,

(2)

where
represents the corrected version of a wavelet
coefficients w using the thresholding value t. The optimal
value of t can be adjusted based on the SURE risk using the
following adaptive steps
(3)
where the adjustment of threshold at step i is defined by
(4)
where
(5)
where
(6)
The SURE risk threshold function is applied to correct
the coefficients at approximation and several lowest
frequency sub-bands. These corrected coefficients are then
used for signal reconstruction.
III. RESULTS AND DISCUSSIONS
We tested the method in a synthesized contaminated
lung
sound
segment
of
2.1269e+005
samples
(aproximatedly 9.6459 seconds) sampled by sampling rate
of 22500 Hz. That data segment was created by mixing two
pure heart and lung sound data segments together. This
synthesized lung signal share similar time-frequency
properties with real lung sounds. Thus, testing the method in
synthesized data offers a significant advantage, knowing
exactly locations and amounts of heart sound noise
facilitates both quantitative and qualitative result validation.
Figure 2 shows the graphical illustration of pure lung
sounds, heart sounds and synthesized contaminated lung
sounds. Lung sounds seem to be ‘active’ almost all the time
meanwhile, heart sounds only occur at some certain periods.
Besides, the occurrence of heart sounds, which depends on
the heart beating mechanism and as shown in Figure 2, is
not completely periodic.
In order to realize wavelet thresholding technique, a
very first task is to select fitted wavelets according to
properties of decomposed signals. This is a trial and error
procedure, in which the selected wavelet is determined
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Power spectrum density (PSD), estimated using
Welch’s method, gives better understanding on those results
in frequency domain. As shown in Figure 4a), heart sounds
spectra dominant in two ranges of frequency (corresponding
to first and second heart beatings) overlap active spectra of
lung sounds. Figure 4b) shows lung sounds before and after
synthesis. Besides two significant peaks, there are slight
changes across synthesized lung sounds’ spectra compared
to original pure lung sounds. In this case, using some
simple regression methods, either in time or frequency
domain, is equivalent to useful information lost. Wavelet
methods are very efficient for this type of issue and actually,
experimental results in this research confirms their
capability. However, the method could not remove heart
sounds completely. Slight ‘clicks’ corresponding to heart
sounds are still there. The spectra of those ‘clicks’
correspond to peaks as can be seen in Figure 4c).

whenever heart sounds are suppresed largely meanwhile
noncontaminated lung sounds are well-recovered. During
the course of experimental implementation, a number of
wavelets and various levels of wavelet decomposition were
tested. Among them, the best-fitted ones are Symlet and
Coiflet. The number of wavelet stages, which gets on well
with the chosen wavelets, is 10. In our experiment we apply
the thresholding function to coefficients from approximation
and details at level 9,8,7 and 6. Figure 3 shows results of
wavelet thresholding correction using coiflet and symlet
basis functions with 10 stages of wavelet decomposition.
The corrected lung sounds are very well-recovered
compared to the original signals. Specifically, by visual
inspection, the peaks, which represent for heart sounds, are
reduced significantly. Meanwhile, background information,
which represents for lung sounds, are well-preserved. Those
results are also testified by using auditory inspection
method, in which the lung sounds after correction are very
much heart-sound-free.
2
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Figure 2. Lung sounds, heart sounds and lung sounds contaminated by heart sounds
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IV. CONCLUSIONS AND FUTURE SCOPE
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We implemented a wavelet thresholding method
using an adaptive threshold function for lung and
heart sound separation. The preliminary results show
that the method is capable of removing the unwanted
heart sounds. Meanwhile, the useful information is
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An Improved Virtual Operating Room Training
Scenario Model
Rebecca Kennedy & Kellie Kennedy
Old Dominion University
Abstract—The Virtual Operating Room (VOR) is a fully
immersive training environment suitable for surgical trainees to
practice procedural and team training skills in a realistic but safe
context. Users are able to interact with virtual avatars
representing other surgical team members via voice recognition
and text-to-speech technology. The VOR is useful for
implementing specific training scenarios according to training
needs. However, a limitation of the system is that the state
machine lacks the flexibility necessary for a smooth and adaptive
training experience. The two main problems with the current
model are that queries are organized linearly so that questions
must be asked in a specified order to be recognized by the system,
and a scenario cannot successfully be completed until the user
has completed all of the queries. Here, a new model for the state
machine is proposed to address the limitations of the current
model. In the new model, the state machine is organized using an
array that allows queries to be asked in any order. Scenario
success is ultimately determined by the user asking the terminal
question, which can occur at any point in the simulation with or
without having exhausted all the other query options. The new
model will make scenarios more flexible and realistic, and the
improved organization will make it easier for trainers (nonprogrammers) to modify scenarios according to specific needs.

I.

INTRODUCTION
Virtual environments used for training in the medical
domain allow trainees to practice skills repeatedly without
risking patient safety. High-fidelity, interactive virtual
environments provide a lifelike training experience that creates
context for procedural skills. This context is what separates
virtual environments from individual simulators targeting
specific skills. The Virtual Operating Room (VOR), created by
Old Dominion University and Eastern Virginia Medical
School, was intended to augment procedural simulator training
by providing an immersive virtual environment representative
of actual operating room conditions [1, 2]. Specific training
scenarios can be selected to test surgical team members’ skills
under different conditions and with different possible
complications.
A potential advantage of the VOR system is the ability to
modify scenarios for specific training needs. However, a
limitation of the current VOR system is that the rigid structure
of the underlying scenario models does not allow for easy
modification.
Therefore, the goal of the present research is to make
improvements to the VOR to increase the overall flexibility of
the simulation through scenario restructuring. The improved
scenario model will increase the realism of the simulation, and

therefore be more applicable to users of varying experience
levels. Additionally, a single basic framework that can be
applied across multiple scenarios will allow trainers to easily
generate custom scenarios, rendering the system more useful to
a wider variety of clients.
II. VOR TRAINING SCENARIO: PREVIOUS WORK
DEVELOPMENT

AND

A. Benefits for Team Training
The VOR is a training system capable of supporting
surgical team training, which is particularly advantageous in a
medical setting where communication is critical for patient
safety. Team training is traditionally performed with multiple
individuals; however, the VOR allows for interactive virtual
agents to take the place of human team members. Therefore, a
single trainee can benefit from team training without requiring
actual team members. Specifically, junior surgeons can use the
VOR to learn how to appropriately interact with the attending
surgeon and other members of the surgical team.
B. Surgical Procedure
The VOR scenario within the current research requires a
trainee to identify and properly treat the symptoms of a serious
medical emergency that occurs during a common procedure.
The procedure selected for development in the VOR is a
laparoscopic cholecystectomy (gall bladder removal). A basic
script, based on fundamental procedural steps, was written for
the simulation. In a specific scenario, which will be the
scenario discussed in this paper, a complication of the patient
experiencing a serious medical emergency (malignant
hyperthermia) was also identified and a script was written for
this complication.
C. Agent Development
Virtual agents in the simulation are each independent,
autonomous state machines presented as an avatar. The avatars
in the VOR can interact with the user through voice
recognition, environmental sensors, and equipment simulators.
Each agent is capable of outputting animations and verbal
responses that are triggered by either pre-specified inputs, via
the user’s speech, or a predefined amount of time elapsing
without recognizing an input. The outputs generated by a
virtual agent are defined by a knowledge base derived from
experienced surgical team members. Further, the nature of the

outputs may vary based on personality types assigned to
avatars, such as an agent who is markedly impatient or highly
supportive.
The knowledge base for each virtual agent was created
using cognitive and hierarchical task analyses of practicing
surgeons, nurses, and anesthetists. The procedure is divided
into three phases: anesthesia induction, surgery, and
emergence from anesthesia. Within each phase are sequences
of tasks for each surgical team member. The initial task
analyses were reviewed and revised by subject matter experts,
and then used to create a framework for the cholecystectomy
procedure under ideal conditions as well as for primary
complications.
The personality types for the agents were created using the
Big Five model [3], which describes personality according to a
person’s inherent tendencies defined by five characteristics:
openness, conscientiousness, extraversion, agreeableness, and
emotional stability. The personalities are manifested though
agent speech, physical movement, and posture. At present,
there are four personalities that have been developed for VOR
agents: helpful, arrogant, impatient, and reserved. For
example, as a prompt, a helpful agent may say, “I think you
may want to ask about the patient’s allergies,” whereas an
arrogant agent may say, “I assume you’ve asked about the
patient’s allergies. Okay, let me help you – ask about the
patient’s allergies.” In addition to varying the actual words
spoken, speech can be altered in terms of pitch and speed to
convey different moods of the agent.
D. User/Agent Interactions
Interactions between the user and virtual agents are guided
by an underlying script, which consists of a sequence of steps
organized according to how the trainee is expected to behave.
The script provides the sequence of steps, interactions, and
branches that could potentially occur in the scenario. Prescripted agent responses are stored for each training scenario
and activated using a computer generated text-to-speech
engine when the appropriate input is recognized. Speech
output is generated according to the specific training scenario,
the role of the agent, and agent personality type.
The model underlying the scenario scripts is a finite state
machine model. Each entity (e.g., avatar, patient) has its own
state machine [4]. The simulation is agent based, and as
described, interactions between the trainee and the simulated
agents follow the scenario script and expected interactions.
Although an easy to use graphical interface has been
developed to allow non-programmers to define training
scenarios, the interface is limited to the selection of preexisting simulation components. The rigidity of each scenario
does not allow additional scenarios to be easily applied.
In summary, the VOR is a finite state machine through
which different training scenarios are created and
implemented. A unique capability of the simulator is to
accommodate team training using agents in an immersive
virtual environment, which we can demonstrate using the

existing scenarios. However, a goal for the system is to sell it
commercially and allow consumers to create their own
scenarios according to specific training needs. With this
consideration in mind, the current model design is difficult to
modify and provides users with very little flexibility. The goal
for this project is to create and implement a new model to
address these limitations.

III.

CURRENT MODEL LIMITATIONS

For the purposes of this paper, we will focus on one training
scenario for the laparoscopic cholecystectomy in which the
patient suffers from malignant hyperthermia during the
procedure. The need for a new simulation stems from the
current VOR scenario requiring the user to interact with the
simulation in an ordered series of steps. This strict order is a
problem for experienced users who are capable of recognizing,
diagnosing, and treating the emergency without following the
predefined series of steps.
Figure 1 shows the VOR training scenario using the linear
decision tree structure in the current model. As the green
arrows indicate, the steps are expected to be performed in the
order set forth by the model despite the fact that in normal
surgical procedures these tasks may be performed in any
order. The red arrows indicate the trainee has failed to perform
the procedure correctly based on the linear sequence of steps.
Because only queries appropriate to the next step are
recognized as correct, failure can be due to an incorrect query,
a correct query unrecognized by the speech recognition
software, or a correct query given out of sequence.
FIGURE 1. CURRENT MODEL SHOWING THE STEPS IN A LINEAR ORDER.

In the malignant hyperthermia scenario, it is expected that
users ask the surgical team specific questions in order before
learning that the patient has an elevated temperature. The
elevated temperature is the final decision point designed as a
cue for the halting of the procedure and administration of the
appropriate reversal agents. However, in initial testing,
experienced subject matter experts in this training scenario
made the decision to stop the case prior to exhausting all
questions. Although users gave the correct solution, the system
could not acknowledge the successful completion of the

scenario because the users did not exhaust all steps in the
sequence.
IV.

RESTRUCTURED MODEL

Figure 2 shows the new scenario model restructured to
allow a more flexible and general framework that can be
modified to fit the training needs of the users. This
restructuring allows questions to be asked in any order or
remain unasked and the user can still arrive at the correct
solution. The training scenario will be considered successful
as long as the correct outcome is achieved, which can now
occur at any time during the simulation.
FIGURE 2. RESTRUCTURED MODEL WITH QUERY FLEXIBILITY.

terminal point occurs when the user directs the avatars to stop
the procedure and administer the appropriate reversal agent,
Dantrolene. When this direction is recognized by the system,
the training scenario is considered correctly completed. In the
old model, this terminal question could only be recognized if
the user had exhausted the series of pre-specified questions.
In the new model, the terminal question can be recognized at
any time and is separately considered from other types of
questions. Therefore, whenever the terminal question is asked,
the simulation is successfully ended. Failure occurs in the
simulation if the user exhausts the allotted number of prompts
without arriving at the terminal question. In this scenario,
failure occurs when the attending surgeon avatar deems the
user inadequate to continue and takes over the procedure.
A. Array Table
The original model for the state machine, shown in Figure
3, required that questions be asked in a specific order for the
system to recognize inputs. At each state, only one specific
question could be asked to move forward within the scenario.
During pilot testing with subject matter experts, this linear
design was found to be unnatural and rigid in structure, unlike
in a real-world operating room. Therefore, programming
efforts will be made to restructure the state machine using an
array table rather than the linear decision tree format.
FIGURE 3. EXISTING STATE MODEL WITH LINEAR QUESTION ORDER.

In the new model, the system state changes when the
patient’s arterial blood gas, referred to as "Sats" (percentage of
oxygen ‘saturation’ present in the blood) decreases to 88%.
Once this prompt occurs, the system waits for a query from the
user. This query could be any of the recognized questions or
the terminal question, which ends the scenario. When a query
is recognized (e.g., “What is the abdominal pressure?”), the
avatars provide the appropriate answer (e.g., “15mmHG.”) and
the system again waits for a query. If the user speaks but asks
an unrecognized question, the avatars will respond by saying,
“I did not understand you.”
If, however, the user does not provide any queries within a
certain amount of time (i.e., a timeout occurs), an avatar will
provide a prompt or hint to encourage the user to query the
system. The system determines which queries the user has
already asked, if any, and provides a prompt for the next query
in the sequence. After the hint is given, the system continues
to wait for a query. Hints will only be given a prespecified
number of times as represented by the counter being greater
than zero. Each time a hint is given the counter will decrease
by one. At the time the counter reaches zero the progress of
the trainee is considered to be unacceptable and the trainee
will fail the simulation.
The simulation comes to an end when the user asks the
terminal question, which signifies ultimate success in the
training scenario. In the malignant hyperthermia scenario, the

The array table design, by contrast, will allow state
selection to exist as a list of possible queries with the
associated system responses or prompts. The information is
organized as an array table instead of as individual states for
each query. Figure 4 shows an example of the proposed array
table. Whenever a reference is made to a particular query in
the array table, the corresponding system output is provided
for that state and the value in the array is checked. This check
allows the system to indicate which questions have been asked

and which questions can still be prompted for the user,
ensuring no overlap. The prompt system activates if the
participant does not respond within a set period of time (called
a timeout). If a timeout occurs, the system will present the
prompt slated for the next query that is unchecked in the table.
This most important feature of this new organization structure
is that it allows the questions to be asked in any order and it
allows possible questions to remain unasked without
jeopardizing the flow of the training scenario. This change
allows experienced users, who recognize the medical
emergency early in the scenario, to react as they would
naturally and successfully complete the scenario.
FIGURE 4. PROPOSED STATE MODEL WITH ARRAY TABLE.

determine whether the system accurately represents the
scenario as it occurs in the genuine operating room, or whether
further modifications will need to be made to improve
simulation realism.
C. Contribution
Ultimately, with the implementation of the improved
model proposed here, the training experience will be
enhanced. Allowing more flexibility during the training
scenarios will allow the same scenario to be appropriate for a
wider level of skill sets; that is, the system will be able to
accommodate earlier decisions made by more experienced
surgical team members.
Due to this restructuring, it will also be easier for
consumers to develop and expand scenarios using an interface
requiring no programming knowledge. The new model
consists of a general framework that can be easily modified to
adhere to the training needs of institutions. An easy to use
interface will be designed so that trainers can input their own
agent dialogue and speech recognition keywords to customize
scenarios and fit the model to many different contexts.
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Improving nursing infection control practices in
a virtual intensive care unit
Lydia E. Wigglesworth-Ballard

Abstract—Hospital acquired infections are a critical
issue for healthcare facilities, health professionals, and
patients.
The Centers for Medicare and Medicaid
Service’s (CMS) new conditions for coverage require that
ambulatory surgical centers establish a fully integrated
infection control program, which includes training. There
are numerous computer simulations used in the training of
healthcare personnel. These are primarily computerbased tutorials using simulated cases coupled with reading
materials aimed at teaching initial or remedial knowledge
on compliance or containment methods. They have limited
transfer in promoting individual commitment to infection
control. This study focuses on the use of a Simulated
Infectious Disease (SID), undetectable in normal lighting
conditions, to simulate infections and visually show how
infections are spread and the impact of infection control
lapses during the training. Ultraviolet light excites the SID
substance showing where potential disease spread has
occurred and how far it has spread from its original
location. Simpler substances present logistical issues for
complex training environments beyond simple hand
washing. The specific goals are to incorporate SID into
instructional scenarios to evoke a positive reaction and
learning experience towards inflectional control, increase
knowledge and skills, create a positive behavior change
toward infection control practices, and increase
commitment to infection control.
Index Terms—Hospital-associated infections, infection control,
healthcare simulations

A

I. INTRODUCTION

pproximately 1.7 million hospital patients each year
get an infection while being treated for another
condition and almost 99,000 of them die as a direct or
indirect cause of their infection [1]. Healthcareassociated infections (HAIs) not only cause increased
morbidity and mortality, but also cost the United States
almost $5 billion each year due to the extra days or
weeks of hospitalization needed to treat the infection [2].
The individual costs can vary greatly depending on
Manuscript received March 12, 2011.
Lydia E. Wigglesworth-Ballard is a doctoral student in Health Services
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patient and type of infection. These costs can range
from $600 for a urinary tract infection to $50,000 for
prolonged bloodstream infection [3]. The patient’s
quality of life may also be impacted by HAIs by causing
increased antibiotic use, lost time from work, increased
financial burden, increase in hospital length of stay, and
increased burden to the family. The increased burden to
the family can be financial, physically, and mentally if
the patient is unable to care for themselves.
Along with the excessive cost and lack of
accountability a statement submitted by the Department
of Health and Human Service’s Center for Medicare
Services which stated that beginning October 2008
payments will be withheld from hospitals for care
associated with treating certain hospital acquired
infections that are seen as highly preventable due to the
existence of prevention guidelines [4]. Other insurance
companies are following Medicare’s lead and are
beginning to implement the same cost cutting measures.
Infection control measures that are supposed to be
practiced by healthcare workers are intended to prevent
spread, transmission, and acquisition of infection
between patients, healthcare workers to patients and
from patients to healthcare workers. Infection control is
a critical concern for patients, healthcare workers,
facility administrators, and government agencies.
Guidelines to prevent HAIs have been developed by the
Center for Disease Control and the World Health
Organization. These infection control measures are
designed to combat everything from the spread of colds
and flu to hepatitis B and C, SARS, HIV/AIDS, and
other potentially life threatening diseases. However,
there still remains the problem of translating these
guidelines into practice.
One of the biggest challenges in implementing
infection control precautions is the lack of the ability to
assess compliance and identify failures. Most infections
have an incubation period, so the infection may not
manifest until after the patient is discharged from the
hospital. Currently, healthcare workers may only learn
about failures through total infection rates documented
by the health facility. This makes it very difficult to
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determine the exact person or persons who are
responsible for the transmission.
There are numerous computer simulations used in the
training of healthcare personnel for improved infection
control practices. These are primarily computer-based
tutorials using simulated cases coupled with reading
materials aimed at teaching initial or remedial
knowledge on compliance and containment methods.
They have limited transfer in promoting individual
commitment to infection control.
Using SID for instruction and training with patient
simulators, health care workers will be able to visually
see the potential for disease spread by their actions.

perceived MRSA as being a threat to the patients and
perceived an even less risk to themselves [8]. This
study may point to the aim of infection control practice
directed to protect the patient, however, another study
observed, at two different intensive care units, that
nurses were consistently better at hand hygiene postcontact as compared to pre-contact [9]. These results
show just the opposite in that hand hygiene for some
nurses may be for self-protection. Nurses perceived
barriers to hand hygiene compliance as long hours, high
workload, understaffing, skin conditions that are irritated
by frequent hand washing, lack of knowledge,
inaccessible supplies, gloves providing a false sense of
comfort as a replacement for proper hand hygiene, and
ignorance to guidelines [10].

II. LITERATURE REVIEW

Based on the current literature, some of the methods
used to currently promote infection control practices in
health care facilities are education, routine observation
and feedback, reminders, administrative sanctioning, and
change in hygiene agent [5]. To this date there is no
universal standard for measuring compliance and among
the major methods such as direct observation and selfreporting there are disadvantages. Direct observation is
a great way to access specific circumstances as to why
health care workers do or do not comply with infection
control standards, however, they are also labor intensive
and increase the chances for bias and limitations, such as
the Hawthorne Effect. The Hawthorne Effect is a process
where humans may change or modify their behavior
because they are being observed. Another method, such
as self-reporting, is one of the least expensive, but many
previous studies have been called into question due to
validity issues [6].
Several studies have concluded that the lack of
adherence to infection control practice is due to several
barriers. In the Nursing 2007 infection control survey
report that was conducted to explore nurse’s perceptions
about infection control guidelines and standards, it was
discovered that experience does not predict infection
control knowledge [7]. A nurse’s perception regarding
hand hygiene and infection control is shown to affect
their behavior. Among the nurses who participated in
Nursing 2007 survey, 76% believed that if the patient
did not show signs of an infection while under their care,
then they believed they were doing a good job of
preventing infections. This becomes a problem in the
area of infection control because most infections have an
incubation period, so the nurse may never know of the
infection due to the shorter lengths of stay in the hospital
[7]. Nursing staff perceptions in an Atlanta Veterans
Affairs long term facility reported that 59% of the nurses

III. WHAT IS SID?

Polyethylene microspheres, known as SID (Simulated
Infectious Disease) were custom developed with a
specific size, color, UV reflectance and shape. SID is
not detectable under normal light in small amounts and
has the ability to fluoresce under ultraviolet light. Due
to the spherical nature there is the ability to distinguish
between fluorescing SID microspheres and fluorescent
foreign material. SID has been assessed and evaluated
by the Cosmetic Ingredient Review (CIR) Expert Panel
as a safe ingredient for use in cosmetics. The Food and
Drug Administration has also approved this substance
for use in chewing gum and food additives.
After the development of SID, initial tests were done
to test its behavior in the environment.
The
microspheres were tested for the ability adhere to skin
surface, solid surfaces, i.e., countertops, walls, computer
equipment, and porous surfaces, i.e., fabrics. It was also
tested for the ability to wash off using standard hand
washing guidelines, to be removed from hands using
alcohol gel, to transfer under direct and indirect contact,
and to be able to clean up easily with common cleaning
methods, which includes using cleaning wipes.
The SID microspheres did adhere very well to human
skin. When one then touched a surface, some of the
material transferred to the surface touched while some of
the material remained on the skin. SID was also able to
transfer with subsequent touching up to eight times
depending on the type of surface. The material
performed very well on non-porous surfaces but not as
well on fabrics. After placement on the hands, washing
was performed using a quick 5 sec wash, which showed
that some traces of the material remained on the hand.
Nearly all of the SID microspheres was removed from
contaminated hands when using the standard hand
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washing guidelines. Very tiny traces remained under
nails or on jewelry but were removed with a second hand
wash. Alcohol-based hand rub only spread the material
around on the hands and did not remove it. The material
cleaned up very well on surfaces using cleaning wipes,
water and paper towels, or cleaning solution and paper
towels.
Simpler substances have been tested and present
logistical issues for complex training environments
beyond simple hand washing. Simpler substances are
not suitable for repeated test, some are visible in
daylight, and their consistencies (i.e. liquid makeup, and
mediums) may mechanically or cosmetically damage
delicate medical equipment and simulators. SID is very
safe and does not pose any potential danger to any
trainee or the delicate equipment that is used for medical
simulations.
IV. PILOT STUDY

The author is currently conducting a pilot study at Old
Dominion University School of Nursing. The purpose of
this study is to examine if SID can be an effective
training tool to visualize common infection control
lapses, increase knowledge, and influence infection
control practices.
The Old Dominion University
Institutional Review Board (IRB) application was
approved for this study.
The specific aims for this study is to (1) incorporate
SID into training scenarios using patient simulator
mannequins to train nursing students in an interactive
simulation environment by visually replicating spread of
infectious bacteria while performing common clinical
tasks in a virtual setting (2) evaluate healthcare student’s
performance by measuring the magnitude and distance
of SID spread from the original location
photographically, (3) compare outcomes of infection
control knowledge, opinions, and behaviors after
completing the training with SID, and (4) assessing
long-term commitment to infection control in subsequent
training.
V. KIRKPATRICK’S LEVELS OF EVALUATION

Kirkpatrick’s Levels of Evaluation model will be
used in this study to evaluate the simulation instruction
and training (see Figure 1).
Donald Kirkpatrick
published a series of articles in 1959, where he described
a four-stage model for evaluating training programs [11].
This model is well known in educational and

instructional design and has been widely used for adult
training programs.

	
  

	
  

	
  
Figure 1. Kirkpatrick’s Levels of Evaluation

Kirkpatrick identified four levels for training
evaluation. Level I is known as the reaction stage. This
level measures the reaction of the trainee to the training
program in an effort to determine if the learners like the
training, if it was a positive experience, and if the
training was motivational. Kirkpatrick noted that in the
reaction stage just because a learner has a positive
experience it might not necessarily guarantee a learning
outcome. Level II is the learning stage. This level
measures if there was an attitude change, increase in
knowledge or acquisition of new skills. Level III is the
transfer stage. This stage measures the transfer of
training and if the learner’s new knowledge or acquired
skills are being implemented in their workplace. Level
IV is the result stage. This stage is measured at the
organizational level and determines if the desired
outcome of the training was achieved.
VI. THE ROLE OF SID IN INFECTION CONTROL TRAINING

A. Incorporation into training scenarios
The scenario will require the student to react as he or
she would in real-life circumstances. It is important the
scenarios not differ from the experiences in the actual
clinical setting that the student trainee normally works
in, which could affect performance during the
simulation. Applying scientifically acceptable infection
principles are also important. The scenarios developed
for this study include students interacting with both
infected and uninfected simulated patients. SID was
placed in areas on the patient simulator mannequins
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where infectious bacteria normally colonize.
The
scenarios consist of wound change of dressing, head-totoe assessments, which includes taking vital signs, and
cleaning of a tracheotomy.
B. Measurement of Spread
Once the scenarios were completed, photographic
images were taken of the patient simulator mannequin
and surrounding work area under ultraviolet light
showing the distance and the magnitude of spread from
its original location (see Figure 2).
Video camera recordings were also taken of the
instructional session. The video recording will allow the
author to monitor the student’s performance and
demonstration of skill. It will also be able to show the
number of contacts the student has with the patient and
surrounding area therefore giving the number of times
the bacteria is potentially reintroduced to another part of
the patient’s body or surrounding area.

Figure 3. Grid for calculating contamination

As shown in Table 1 each cell of the grid will represent
an area on the mannequin giving 18 cells. There will be
an additional 5 cells added to the chart for grid numbers
and corresponding areas. These 5 cells will represent
areas not immediately around the mannequin such as the
computer, table, and monitors. This value will be
derived by assigning a score of 1 to each cell of the grid
that is contaminated. The total value of the photograph
will range from 0 (no contamination) to 23
(contamination in all cells).

Figure 2. SID spread on Mannequin under UV light.

Once all data is collected the mannequins and
surrounding areas used during the scenarios were
cleaned with commercial cleaning wipes or water and
paper towels to remove all traces of the SID substance.
Before any future scenario is performed the area is
scanned with ultraviolet light and photos taken to ensure
there is no SID present and to provide a baseline in case
any SID was missed during the previous cleaning.
After a thorough review of the photographs and videos
a quantitative value will be assigned to each photograph
by using a 3 x 6 grid that is superimposed over the
photograph of the mannequin (see Figure 3).
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Grid
Number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
Table 1.

Area covered

Upper left bed area, includes top and left
frame & pillow
Upper middle bed area, includes top frame &
pillow
Upper right bed area, includes top and right
frame & pillow
Upper left bed area, includes left frame and
pillow
Patient’s head and throat
Upper right bed area, includes right frame
and pillow
Left bed area, patient shoulder and right arm,
part of bed frame
Patient’s chest area
Right bed area, patient shoulder and right
arm, bed frame
Patient’s right arm and surrounding bed area
Patient’s lower torso and surrounding bed
area
Patient’s left arm and surrounding bed area
Lower bed area, near patient’s right leg
Patient’s legs, knees and surrounding bed
area
Lower bed area, near patient’s left leg
Lower left bed area, includes patient’s right
foot
Lower bed area, includes patient’s inner
portion of feet
Lower bed area, includes patient’s left foot
Ambu-bag
Blood pressure cuff
Keyboard
Monitor
Table
Grid numbers and locations

C. Debriefing
The students will then take part in a debriefing
session that will include disclosing the presence of SID
during the instruction, showing pictures of the locations
were the SID was planted, taking a walk through the
space to show the contamination, using the ultraviolet
light to highlight any presence of SID on the student’s
hands and uniform, and providing additional instruction
and feedback on ways to correct and prevent spread.
The debriefing will conclude with a questionnaire asking
how they felt about the training and if the training
motivated them. The students will also have a chance to
ask any question and express any concerns. By visually
demonstrating the degree of contamination that nurses
can be exposed to everyday, the goal is that they will be

more motivated to improve infection control behaviors
and apply them in their workplace.
VII. DISCUSSION
One of the biggest challenges in understanding
infectious disease is estimating the probability of spread.
Pathogens are not visible to the naked eye, making it
nearly impossible to estimate rates of spread. By
incorporating SID with patient simulators, students and
trainees will be able to visually see the potential for
disease spread by their actions.
The role of debriefing is important in simulation-based
training. Reflection on an event and subsequent analysis
is the cornerstone of the experiential learning process
and leads to life-long learning. However, the capability
of naturally being able to analyze and process the event
does not come naturally to everyone leaving gaps
between experiencing the simulation training and
making sense of it. Debriefing allows for facilitated
reflection thus closing theses gaps.
Incorporation of SID into simulations for infection
control instruction and training will lead to improved
practices for nursing students who are getting ready to
enter the workforce. This simulation can have a great
impact on patient safety and lead to the ultimate goal of
zero infections.
VI. FUTURE WORK

Future research will be conducted with nurses in a
medical facility. Unlike the educational setting, many of
these nurses will have a wide variety of educational
experiences, year of practice and backgrounds.
To facilitate further studies additional variations of
SID can be can be produced to include variable colors
under ultraviolet light to help differentiate the source of
the disease and other visibility capabilities such as
infrared.
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Using Modeling and Simulation to Improve Oral Health Services
Delivery in Norfolk Public Health District Dental Clinic, Little Creek
Author(s): Mohammad Alzahrani, Holly Gaff, Deanne Shuman, Rani Kady
Keywords: oral healthcare delivery, public health performance, modeling and
simulation, public health district dental clinic
Abstract: The purpose of this study is to examine the system performance in
delivering oral health services in a public health district based on the
Conceptual Framework to Measure Performance of the Public Health System
(PHS). Using modeling and simulation, a predictive model based on the
conceptual framework dimensions: mission, structural capacity, processes,
and outcomes was developed to predict the performance of public health
district in delivering oral health services.
This is a retrospective longitudinal study. Independent and dependent
variables under investigation were categorized based on a comprehensive
conceptual framework, Public Health System Performance Framework (PHS)
dimensions.
The main objective of this study is to use the modeling and simulation
approach to developed a simulating model to predict the performance of
public health district dental clinic in delivering oral health services.
Specifically, the following performance metrics were examined: the average
number of patients; visits per day at a public health district dental clinic, the
average number of diagnostic and preventive dental services delivered by
the dentist or the dental hygienist per day at a public health district dental
clinic, the average number of corrective services provided by the dentist per
day at a public health district dental clinic and the average total dental
services. The scenarios based on the existing structural capacities and
personnel were modeled and simulated using Rockwell Automation software,
Arena ® version 13.5.
Purposeful sample consists of previously selected homogeneous five
public health district dental clinics of Hampton Roads for the fiscal years,
2005- 2010. For the purpose of this study the following five public health
district dental clinics were chosen: Norfolk, Virginia Beach, Hampton,
Peninsula, and Western Tidewater. Norfolk Health District operates two sites:
Little Creek and Park Place. Virginia Beach District operates two sites:
Birdneck and Pembroke. Western Tidewater Health District operates two
sites: Isle of Wight and Southampton.

Data analysis revealed that adding a new healthcare provider (a dental
hygienist) to the system has a statistically significant increase in delivering
oral health services at a public health district dental clinic in the following
performance metrics: diagnosis and preventive services, corrective services,
total number of dental services and number of patients; visits per day (p <
0.05).

