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LSTM and GPT-2 Synthetic Speech Transfer
Learning for Speaker Recognition to Overcome
Data Scarcity
Jordan J. Bird, Diego R. Faria, Aniko´ Eka´rt, Cristiano Premebida, and Pedro P. S. Ayrosa
Abstract—In speech recognition problems, data scarcity often
poses an issue due to the willingness of humans to provide
large amounts of data for learning and classification. In this
work, we take a set of 5 spoken Harvard sentences from 7
subjects and consider their MFCC attributes. Using character
level LSTMs (supervised learning) and OpenAI’s attention-based
GPT-2 models, synthetic MFCCs are generated by learning from
the data provided on a per-subject basis. A neural network is
trained to classify the data against a large dataset of Flickr8k
speakers and is then compared to a transfer learning network
performing the same task but with an initial weight distribution
dictated by learning from the synthetic data generated by the two
models. The best result for all of the 7 subjects were networks
that had been exposed to synthetic data, the model pre-trained
with LSTM-produced data achieved the best result 3 times and
the GPT-2 equivalent 5 times (since one subject had their best
result from both models at a draw). Through these results, we
argue that speaker classification can be improved by utilising
a small amount of user data but with exposure to synthetically-
generated MFCCs which then allow the networks to achieve near
maximum classification scores.
I. INTRODUCTION
Data scarcity is an issue that arises often outside of the
lab, due to the large amount of data required for classifica-
tion activities. This includes speaker classification in order
to enable personalised Human-Machine (HMI) and Human-
Robot Interaction (HRI), a technology growing in consumer
usefulness within smart device biometric security on devices
such as smartphones and tablets, as well as for multiple-user
smarthome assistants (operating on a per-person basis) which
are not yet available. Speaker recognition, i.e., autonomously
recognising a person from their voice, is a well-explored topic
in the state-of-the-art within the bounds of data availability,
which causes difficulty in real-world use. It is unrealistic to
expect a user to willingly provide many minutes or hours of
speech data to a device unless it is allowed to constantly record
daily life, something which is a modern cause for concern with
the virtual home assistant. In this work, we show that data
scarcity in speaker recognition can be overcome by collecting
only several short spoken sentences of audio from a user
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Fig. 1: A simplified diagram of the experiments followed
by this work towards the comparison of classical vs transfer
learning from synthetic data for speaker recognition. A more
detailed diagram can be found in Figure 2
and then using extracted Mel-Frequency Cepstral Coefficients
(MFCC) data in both supervised and unsupervised learning
paradigms to generate synthetic speech, which is then used in
a process of transfer learning to better recognise the speaker
in question.
Autonomous speaker classification can suffer issues of data
scarcity since the user is compared to a large database of
many speakers. The most obvious solution to this is to collect
more data, but with Smart Home Assistants existing within
private environments and potentially listening to private data,
this produces an obvious problem of privacy and security [1],
[2]. Not collecting more data on the other hand, presents
an issue of a large class imbalance between the speaker to
classify against the examples of other speakers, producing
lower accuracies and less trustworthy results [3], which must
be solved for purposes such as biometrics since results must
be trusted when used for security. In this study, weighting of
errors is performed to introduce balance, but it is noted that
the results still have room for improvement regardless.
Data augmentation is the idea that useful new data can
be generated by algorithms or models that would improve
the classification of the original, scarce dataset. A simple but
prominent example of this is the warping, flipping, mirroring
and noising of images to better prepare image classification
algorithms [4]. A more complex example through generative
models can be seen in recent work that utilise methods
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such as the Generative Adversarial Network (GAN) to create
synthetic data which itself also holds useful information for
learning from and classification of data [5], [6]. Although
image classification is the most common and most obvious
application of generative models for data augmentation, recent
works have also enjoyed success in augmenting audio data
for sound classification [7], [8]. This work extends upon a
previous conference paper that explored the hypothesis “can
the synthetic data produced by a generative model aid in
speaker recognition?” [9] within which a Character-Level
Recurrent Neural Network (RNN), as a generative model,
produced synthetic data useful for learning from in order to
recognise the speaker. This work extends upon these prelimi-
nary experiments by the following:
1) The extension of the dataset to more subjects from
multiple international backgrounds and the extraction of
the MFCCs of each subject;
2) Benchmarking of a Long Short Term Memory (LSTM)
architecture for 64, 128, 256 and 512 LSTM units in
one to three hidden layers towards reduction of loss in
generating synthetic data. The best model is selected as
the candidate for the LSTM data generator;
3) The inclusion of OpenAI’s GPT-2 model as a data
generator in order to compare the approaches of super-
vised (LSTM) and attention-based (GPT-2) methods for
synthetic data augmentation for speaker classification.
The scientific contributions of this work, thus, are related
to the application of synthetic MFCCs for improvement of
speaker recognition. A diagram of the experiments can be
observed in Figure 1. To the authors’ knowledge, the paper that
this work extends is the first instance of this research being
explored1. The best LSTM and the GPT-2 model are tasked
with generating 2,500, 5,000, 7,500, and 10,000 synthetic data
objects for each subject after learning from the scarce datasets
extracted from their speech. A network then learns from these
data and transfers their weights to a network aiming to learn
and classify the real data, and many show an improvement.
For all subjects, the results show that several of the networks
perform best after experiencing exposure to synthetic data.
The remainder of this article is as follows. Section II
initially explores important scientific concepts of the processes
followed by this work and also the current State-of-the-Art in
the synthetic data augmentation field. Following this, Section
III then outlines the method followed by this work including
data collection, synthetic data augmentation, MFCC extraction
to transform audio into a numerical dataset, and finally the
learning processes followed to achieve results. The final results
of the experiments are then discussed in Section IV, and then
future work is outlined and conclusions presented in Section
V.
II. BACKGROUND AND RELATED WORK
Verification of a speaker is the process of identifying a sin-
gle individual against many others by spoken audio data [10].
That is, the recognition of a set of the person’s speech data X
1to the best of our knowledge and based on literature review.
specifically from a speech set Y where X ∈ Y . In the simplest
sense, this can be given as a binary classification problem; for
each data object o, is o ∈ X? Is the speaker to be recognised
speaking, or is it another individual? Speaker recognition is
important for social HRI [11] (the robot’s perception of the
individual based on their acoustic utterances), Biometrics [12],
and Forensics [13] among many others. In [14], researchers
found relative ease of classifying 21 speakers from a limited
set, but the problem becomes more difficult as it becomes more
realistic, where classifying a speaker based on their utterances
is increasingly difficult as the dataset grows [15], [16], [17]. In
this work, the speaker is recognised from many thousands of
other examples of human speech from the Flickr8k speakers
dataset.
A. LSTM and GPT-2
Long Short Term Memory (LSTM) is a form of Artificial
Neural Network in which multiple RNNs will learn from
previous states as well as the current state. Initially, the LSTM
selects data to delete:
ft = σ (Wf · [ht−1, xt] + bf ) , (1)
where Wf are the weights of the units, ht=1 is the output at
t = 1, xt are inputs and bf is an applied bias. Data to be
stored is then selected based on input i, generating Ct values:
ot = σ (Wi · [ht−1, xt] + bi) , (2)
Cˆ t = tanh (Wc · [ht−1, xt] + bc) . (3)
A convolutional operation updates values:
Ct = ft ∗ Ct−1 + it ∗ C˜t. (4)
Output ot is presented, and the hidden state is updated:
ot = σ (Wo · [ht−1, xt] + bo) , (5)
ht = ot ∗ tanh(Ct). (6)
Due to the observed consideration of previous data, it is
often found that time dependent data are very effectively
classified due to the memory-like nature of the LSTM. LSTM
is thus a particularly powerful technique in terms of speech
recognition [18] due to the temporal nature of the data [19].
In addition to LSTM, this study also considers OpenAI’s
Generative Pretrained Transformer 2 (GPT-2) model [20],
[21] as a candidate for producing synthetic MFCC data to
improve speaker recognition. The model in question, 335M,
is much deeper than the LSTMs explored at 12 layers. In the
OpenAI paper, the GPT modelling is given for a set of samples
x1, x2, ..., xn composed of variable symbol-sequence lengths
s1, s2, ..., sn factorised by joint probabilities over symbols as
the product of conditional probabilities [22], [23]:
p(x) =
n∏
i=1
p(si|s1, ..., sn−1). (7)
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Attention is given to various parts of the input vector:
Attention(Q,K, V ) = softmax
(
QKT√
dk
)
V, (8)
where Q is the query i.e., the single object in the sequence,
in this case, a word. K are the keys, which are vector
representations of the input sequence, and V are values as
vector representations of all words in the sequence. In the
initial encoder, decoder, and attention blocks Q = V whereas
later on the attention block that takes these outputs as input,
Q 6= V since both are derived from the block’s ’memory’.
In order to combine multiple queries, that is, to consider
previously learnt rules from text, multi-headed attention is
presented:
MultiHead(Q,K, V ) = Concatenate(head1, ..., headh)W
O
headi = Attention(QW
Q
i ,KW
K
i , V W
V
i ).
(9)
As in the previous equation, it can be seen that previously
learnt h projections dQ, dK and dV are also considered given
that the block has multiple heads. The above equations and
further detail on both attention and multi-headed attention can
be found in [24]. The unsupervised nature of the GPT models
is apparent since Q,K and V are from the same source.
Importantly, GPT produces output with consideration not
only to input, but also to the task. The GPT-2 model has
been shown to be a powerful state-of-the-art tool for language
learning, understanding, and generation; researchers noted that
the model could be used with ease to generate realistic propa-
ganda for extremist terrorist groups [25], as well as noting that
generated text by the model was difficult to detect [26], [27],
[28]. The latter aforementioned papers are promising, since
a difficulty of detection suggests statistical similarities, which
are likely to aid in the problem of improving classification
accuracy of a model by exposing it to synthetic data objects
output by such a model.
B. Dataset Augmentation through Synthesis
Similarities between real-life experiences and imagined per-
ception have shown in psychological studies that the human
imagination, though mentally augmenting and changing situa-
tions [29], aids in improving the human learning process [30],
[31], [32], [33]. The importance of this ability in the learning
process shows the usefulness of data augmentation in human
learning, and as such, is being explored as a potential solution
to data scarcity and quality in the machine learning field. Even
though the synthetic data may not be realistic alone, minute
similarities between it and reality allow for better pattern
recognition.
The idea of data augmentation as the first stage in fine-
tune learning is inspired by the aforementioned findings, and
follows a similar approach. Synthetic data is generated by
learning from the real data, and algorithms are exposed to
them in a learning process prior to the learning process of
real data; this is then compared to the classical approach
of learning from the data solely, where the performance of
the former model compared to the latter shows the effect of
the data augmentation learning process. Much of the work is
recent, many from the last decade, and a pattern of success
is noticeable for many prominent works when comparing the
approach to the classical method of learning from real data
alone.
As described, the field of exploring augmented data to
improve classification algorithms is relatively young, but there
exist several prominent works that show success in applying
this approach. When augmented data from the SemEval dataset
is learned from by a Recurrent Neural Network (RNN),
researchers found that the overall best F-1 score was achieved
for relation classification in comparison to the model only
learning from the dataset itself [34]. Due to data scarcity in the
medical field, classification of liver lesions [6] and Alzheimer’s
Disease [35] have also shown improvement when the learning
models (CNNs) considered data augmented by Convolutional
GANs. In Natural Language Processing, it was found that
word augmentation aids to improve sentence classification
by both CNN and RNN models [36]. The DADA model has
been suggested as a strong method to produce synthetic data
for improvement of data-scarce problems through the Deep
Adversarial method via a dedicated discriminator network
aiming to augment data specifically [37] which has noted
success in machine learning problems [38].
Data augmentation has shown promise in improving multi-
modal emotion recognition when considering audio and im-
ages [39], digital signal classification [40], as well as for
a variety of audio classification problems such as segments
of the Hub500 problem [41]. Additionally, synthetic data
augmentation of mel-spectrograms have shown to improve
acoustic scene recognition [7]. Realistic text-to-speech is
achieved by producing realistic sound such as the Tacotron
model [42] when considering the textual representation of the
audio being considered, and reverse engineering the model to
produce audio based on text input. A recent preliminary study
showed GANs may be able to aid in producing synthetic data
for speaker recognition [43].
The temporal models considered in this work to generate
synthetic speech data have recently shown success in gener-
ating acoustic sounds [44] and accurate timeseries data [45],
written text [46], [47], artistic images [48]. Specifically, tem-
poral models are also observed to be successful in generating
MFCC data [49], which is the data type considered in this
work. Many prominent works in speech recognition consider
temporal learning to be highly important [50], [51], [52] and
for generation of likewise temporal data [53], [49], [54] (that
is, which this study aims to perform). If it is possible to
generate data that bares similarity to the real data, then it
could improve the models while also reducing the need for
large amounts of real data to be collected.
III. PROPOSED APPROACH
This section describes the development of the proposed
approach, which can be observed overall in Figure 2. For
each test, five networks are trained in order to gain results.
Firstly, a network simply to perform the speaker classification
experimen without transfer learning (from a standard random
weight distribution). Firstly, a network simply to perform the
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Fig. 2: A diagram of the experimental method in this work. Note that the two networks being directly compared are classifying
the same data, with the difference being the initial weight distribution either from standard random distribution or transfer
learning from GPT-2 and LSTM produced synthetic data.
speaker classification experiment. Produced by LSTM and
GPT-2, synthetic data is used to train another network, of
which the weights are used to train a final network as an
initial distribution to perform the same experiment as described
in the first network (classifying the speaker’s real data from
Flickr8k speakers). Thus, the two networks leading to the final
classification score in the diagram are directly comparable
since they are learning from the same data, they differ only
in initial weight distribution (where the latter network has
weights learnt from synthetic data).
A. Real and Synthetic Data Collection
The data collected, as previously described, presents a
binary classification problem. That is, whether or not the indi-
vidual in question is the one producing the acoustic utterance.
The large corpus of data for the “not the speaker” class
is gathered via the Flickr8k dataset [55] which contains
40,000 individual utterances describing 8,000 images by a
large number of speakers which is unspecified by the authors.
MFCCs are extracted (described in Section III-B) to generate
temporal numerical vectors which represent a short amount of
time from each audio clip. 100,000 data objects are selected
through 50 blocks of 1,000 objects and then 50,000 other data
objects selected randomly from the remainder of the dataset.
This is performed so the dataset contains individual’s speech
at length as well as short samples of many other thousands of
speakers also.
To gather data for recognising speakers, seven subjects
are considered. Information on the subjects can be seen
in Table I. Subjects speak five random Harvard Sentences
sentences from the IEEE recommended practice for speech
quality measurements [56], and so contain most of the spoken
phonetic sounds in the English language [57]. Importantly,
this is a user-friendly process, because it requires only a few
short seconds of audio data. The longest time taken was by
subject 1 in 24 seconds producing 4978 data objects and the
shortest were the two French individuals who required 8 and
9 seconds respectively to speak the five sentences. All of the
audio data were recorded using consumer-available recording
devices such as smartphones and computer headsets. Synthetic
datasets are generated following the learning processes of the
best LSTM and the GPT-2 model, where the probability of
the next character is decided upon depending on the learning
algorithm and are generated in blocks of 1,000 within a loop
and the final line is removed (since it was often within the
cutoff point of the 1,000-character block). Illogical lines of
data (those that did not have 26 comma separated values and a
class) were removed, but were observed to be somewhat rare as
both the LSTM and GPT-2 models had learnt the data format
relatively well since it was uniform throughout. The format,
throughout the datasets, was a uniform 27 comma separated
values where the values were all numerical and the final value
was ‘1’ followed by a line break character.
B. Feature Extraction
The nature of acoustic data is that the previous and follow-
ing points of data from a single point in particular are also
related to the class. Audio data is temporal in this regard, and
thus classification of a single point in time is an extremely
difficult problem [58], [59]. In order to overcome this issue
features are extracted from the wave through a sliding window
approach. The statistical features extracted in this work are the
first 26 Mel-Frequency Cepstral Coefficients due to findings in
the scientific state of the art arguing for their prominence over
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TABLE I: Information regarding the data collection from the seven subjects
Subject Sex Age Nationality Dialect Time Taken (s) RealData
1 M 23 British Birmingham 24 4978
2 M 24 American Florida 13 2421
3 F 28 Irish Dublin 12 2542
4 F 30 British London 12 2590
5 F 40 British London 10 2189
6 M 21 French Paris 8 1706
7 F 23 French Paris 9 1952
Flickr8K 100000
other methods [60], [61]. Sliding windows are set to a length
of 0.025 seconds with a step of 0.01 seconds and extraction
is performed as follows:
1) The Fourier Transform of time window data ω is calcu-
lated:
X(jω) =
∫ ∞
−∞
x(t)e−jωtdt. (10)
2) The powers from the FT are mapped to the Mel-
scale, that is, the human psychological scale of audible
pitch [62] via a triangular temporal window.
3) The power spectrum is considered and logs of each of
their powers are taken.
4) The derived Mel-log powers are then treated as a signal,
and a Discrete Cosine Transform (DCT) is calculated:
Xk =
N−1∑
n=0
xncos
[
pi
N (n+
1
2 )k
]
k = 0, ..., N − 1,
(11)
where x is the array of length N , k is the index of
the output coefficient being calculated, where N real
numbers x0...xn−1 are transformed into the N real
numbers X0...Xn−1.
The amplitudes of the spectrum produced are taken as the
MFCCs. The resultant data then provides a mathematical
description of wave behaviour in terms of sounds, each data
object made of 26 attributes produced from the sliding window
are then treated as the input attributes for the neural networks
for both speaker recognition and also synthetic data generation
(with a class label also).
This process is performed for all of the selected Flickr8K
data as well as the real data recorded from the subjects. The
MFCC data from each of the 7 subjects’ audio recordings is
used as input to the LSTM and GPT-2 generative models for
training and subsequent data augmentation.
C. Speaker Classification Learning Process
For each subject, the Flickr data and recorded audio
forms the basis dataset and the speaker recognition problem.
Eight datasets for transfer learning are then formed on a
per-subject basis, which are the aforementioned data plus
2500, 5000, 7500 and 10000 synthetic data objects generated
by either the LSTM or the GPT-2 models. LSTM has a
standard dropout of 0.2 between each layer.
The baseline accuracy for comparison is given as “Synth.
Data: 0” later in Table III which denotes a model that has not
been exposed to any of the synthetic data. This baseline gives
scores that are directly comparable to identical networks with
their initial weight distributions being those trained to classify
synthetic data generated for the subject, which is then used to
learn from the real data. As previously described, the two sets
of synthetic data to expose the models to during pre-training of
the real speaker classification problem are generated by either
an LSTM or a GPT-2 language model. Please note that due to
this, the results presented have no baring on whether or not
the network could classify the synthetic data well or otherwise,
the weights are simply used as the initial distribution for the
same problem. If the pattern holds that the transfer learning
networks achieve better results than the networks which have
not been trained on such data, it argues the hypothesis that
speaker classification can be improved when considering either
of these methods of data augmentation. This process can be
observed in Figure 2.
For the Deep Neural Network that classifies the speaker, a
topology of three hidden layers consisting of 30, 7, and 29
neurons respectively with ReLu activation functions and an
ADAM optimiser [63] is initialised. These hyperparameters
are chosen due to a previous study that performed a genetic
search of neural network topologies for the classification of
phonetic sounds in the form of MFCCs [64]. The networks
are given an unlimited number of epochs to train, only ceasing
through a set early stopping callback of 25 epochs with no
improvement of ability. The best weights are restored before
final scores are calculated. This is allowed in order to make
sure that all models stabilise to an asymptote and reduce the
risk of stopping models prior to them achieving their potential
best abilities.
Classification errors are weighted equally by class promi-
nence since there exists a large imbalance between the speaker
and the rest of the data. All of the LSTM experiments
performed in this work were executed on an Nvidia GTX980Ti
GPU, while the GPT-2 experiment was performed on an
Nvidia Tesla K80 GPU provided by Google Colab.
IV. RESULTS
Table II shows the best results discovered for each LSTM
hyperparameter set and the GPT-2 model. Figures 3 and
4 show the epoch-loss training processes for the LSTMs
separated for readability purposes and Figure 5 shows the same
training process for the GPT-2 model. These generalised ex-
periments for all data provide a tuning point for synthetic data
to be generated for each of the individuals (given respective
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Fig. 5: The training process of the GPT-2 model. Results are
given for a benchmarking experiment on all of the dataset
rather than an individual.
TABLE II: Best epochs and their losses for the 12 LSTM
Benchmarks and GPT-2 training process. All models are
benchmarked on the whole set of subjects for 100 epochs each
in order to search for promising hyperparameters.
Model Best Loss Epoch
LSTM(64) 0.88 99
LSTM(64,64) 0.86 99
LSTM(64,64,64) 0.85 99
LSTM(128) 0.53 71
LSTM(128,128) 0.53 80
LSTM(128,128,128) 0.52 93
LSTM(256) 0.83 83
LSTM(256,256) 0.82 46
LSTM(256,256,256) 0.82 39
LSTM(512) 0.81 33
LSTM(512,512) 0.81 31
LSTM(512,512,512) 0.82 25
GPT-2 0.92 94
personally trained models). LSTMs with 128 hidden units far
outperformed the other models, which were also sometimes
erratic in terms of their attempt at loss reduction over time.
The GPT-2 model is observed to be especially erratic, which
is possibly due to its unsupervised attention-based approach.
Although some training processes were not as smooth as
others, manual exploration showed that acceptable sets of data
were able to be produced.
A. Transfer Learning for Data-scarce Speaker Recognition
Table III shows all of the results for each subject, both
with and without exposure to synthetic data. Per-run, the
LSTM achieved better results over the GPT-2 in 14 instances
whereas the GPT-2 achieved better results over the LSTM
in 13 instances. Of the five runs that scored lower than no
synthetic data exposure, two were LSTM and three were
GPT-2. Otherwise, 51 of the 56 experiments all outperformed
the original model without synthetic data exposure and every
single subject experienced their best classification result in all
cases when the model had been exposed to synthetic data. The
best score on a per-subject basis was achieved by exposing the
network to data produced by the LSTM three times and the
GPT-2 five times (both including Subject 2 where both were
best at 99.7%). The maximum diversion of training accuracy
to validation accuracy was ∼ 1% showing that although high
results were attained, overfitting was relatively low; with more
computational resources, k-fold and LOO cross validation are
suggested as future works to achieve more accurate measures
of variance within classification.
These results attained show that speaker classification can be
improved by exposing the network to synthetic data produced
by both supervised and attention-based models and then trans-
ferring the weights to the initial problem, which most often
scores lower without synthetic data exposure in all cases but
five although those subjects still experienced their absolute
best result through synthetic data exposure regardless.
B. Comparison to other methods of speaker recognition
Table IV shows a comparison of the models proposed in this
paper to other state-of-the-art methods of speaker recognition.
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TABLE III: Results of the experiments for all subjects. Best models for each Transfer Learning experiment are bold, and the
best overall result per-subject is also underlined. Red font denotes a synthetic data-exposed model that scored lower than the
classical learning approach.
LSTM GPT-2
Subject Synth.Data Acc. F1 Prec. Rec. Acc. F1 Prec. Rec.
0 93.57 0.94 0.93 0.93 93.57 0.94 0.93 0.93
2500 99.5 ∼1 ∼1 ∼1 97.32 0.97 0.97 0.97
5000 97.37 0.97 0.97 0.97 97.77 0.98 0.98 0.98
7500 99.33 0.99 0.99 0.99 99.2 0.99 0.99 0.99
1
10000 99.1 0.99 0.99 0.99 99.3 0.99 0.99 0.99
0 95.13 0.95 0.95 0.95 95.13 0.95 0.95 0.95
2500 99.6 ∼1 ∼1 ∼1 99.5 ∼1 ∼1 ∼1
5000 99.5 ∼1 ∼1 ∼1 99.41 0.99 0.99 0.99
7500 99.7 ∼1 ∼1 ∼1 99.7 ∼1 ∼1 ∼1
2
10000 99.42 0.99 0.99 0.99 99.38 0.99 0.99 0.99
0 96.58 0.97 0.97 0.97 96.58 0.97 0.97 0.97
2500 99.2 0.99 0.99 0.99 98.41 0.98 0.98 0.98
5000 98.4 0.98 0.98 0.98 99 0.99 0.99 0.99
7500 99.07 0.99 0.99 0.99 98.84 0.99 0.99 0.99
3
10000 98.44 0.98 0.98 0.98 99.47 0.99 0.99 0.99
0 98.5 0.99 0.99 0.99 98.5 0.99 0.99 0.99
2500 97.86 0.98 0.98 0.98 99.42 0.99 0.99 0.99
5000 99.22 0.99 0.99 0.99 97.75 0.98 0.98 0.98
7500 97.6 0.98 0.98 0.98 98.15 0.98 0.98 0.98
4
10000 99.22 0.99 0.99 0.99 99.56 ∼1 ∼1 ∼1
0 96.6 0.97 0.97 0.97 96.6 0.97 0.97 0.97
2500 99.47 0.99 0.99 0.99 99.23 0.99 0.99 0.99
5000 99.4 0.99 0.99 0.99 99.83 ∼1 ∼1 ∼1
7500 99.2 0.99 0.99 0.99 99.85 ∼1 ∼1 ∼1
5
10000 99.67 ∼1 ∼1 ∼1 99.78 ∼1 ∼1 ∼1
0 97.3 0.97 0.97 0.97 97.3 0.97 0.97 0.97
2500 99.8 ∼1 ∼1 ∼1 99.75 ∼1 ∼1 ∼1
5000 99.75 ∼1 ∼1 ∼1 96.1 0.96 0.96 0.96
7500 97.63 0.98 0.98 0.98 99.82 ∼1 ∼1 ∼1
6
10000 99.67 ∼1 ∼1 ∼1 99.73 ∼1 ∼1 ∼1
0 90.7 0.91 0.91 0.91 90.7 0.91 0.91 0.91
2500 99.86 ∼1 ∼1 ∼1 99.78 ∼1 ∼1 ∼1
5000 99.89 ∼1 ∼1 ∼1 99.86 ∼1 ∼1 ∼1
7500 99.91 ∼1 ∼1 ∼1 99.84 ∼1 ∼1 ∼1
7
10000 99.94 ∼1 ∼1 ∼1 99.73 ∼1 ∼1 ∼1
Avg. 98.43 0.98 0.98 0.98 98.40 0.98 0.98 0.98
Namely, they are Sequential Minimal Optimisation (SMO),
Logistic Regression, Bayesian Networks, and Naive Bayes. It
can be observed that, although in some cases close, the DNN
fine tuned from synthetic data generated by both the LSTM
and GPT-2 achieve higher scores than other methods. Finally,
Table V shows the average scores for the chosen models for
each of the seven subjects.
V. CONCLUSION AND FUTURE WORK
To finally conclude, this work found strong success for all 7
subjects when improving the classification problem of speaker
recognition by generating augmented data by both LSTM and
OpenAI GPT-2 models. Future work aims to solidify this
hypothesis by running the experiments for a large range of
subjects and comparing the patterns that emerge from the
results.
The experiments in this work have provided a strong argu-
ment for the usage of deep neural network transfer learning
from MFCCs synthesised by both LSTM and GPT-2 models
for the problem of speaker recognition. One of the limitations
of this study was hardware availability since it was focused
on those available to consumers today. The Flickr8k dataset
was thus limited to 8,000 data objects and new datasets
created, which prevents a direct comparison to other speaker
recognition works which often operate on larger data and with
hardware beyond consumer availability. It is worth noting that
the complex nature of training LSTM and GPT-2 models to
generate MFCCs is beyond that of the task of speaker recogni-
tion itself, and as such, devices with access to TPU or CUDA-
based hardware must perform the task in the background over
time. The tasks in question took several minutes with the two
GPUs used in this work for both LSTM and GPT-2 and as
such are not instantaneous. As previously mentioned, although
it was observed that overfitting did not occur too strongly, it
would be useful in future to perform similar experiments with
either K-fold or leave-one-out Cross Validation in order to
achieve even more accurate representations of the classification
metrics. In terms of future application, the then-optimised
model would be the implemented within real robots and
smarthome assistants through compatible software.
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TABLE IV: Comparison of the best models found in this work
and other classical methods of speaker recognition (sorted by
accuracy)
Subject Model Acc. F-1 Prec. Rec.
1
DNN (LSTM TL 2500) 99.5 ∼1 ∼1 ∼1
DNN (GPT-2 TL 5000) 97.77 0.98 0.98 0.98
SMO 97.71 0.98 0.95 0.95
Random Forest 97.48 0.97 0.97 0.97
Logistic Regression 97.47 0.97 0.97 0.97
Bayesian Network 82.3 0.87 0.96 0.82
Naive Bayes 78.96 0.84 0.953 0.77
2
DNN (LSTM TL 7500) 99.7 ∼1 ∼1 ∼1
DNN (GPT-2 TL 7500) 99.7 ∼1 ∼1 ∼1
SMO 98.94 0.99 0.99 0.99
Logistic Regression 98.33 0.98 0.98 0.98
Random Forest 98.28 0.98 0.98 0.98
Bayesian Network 84.9 0.9 0.97 0.85
Naive Bayes 76.58 0.85 0.97 0.77
3
DNN (GPT-2 TL 10000) 99.47 0.99 0.99 0.99
DNN (LSTM TL 2500) 99.2 0.99 0.99 0.99
SMO 99.15 0.99 0.99 0.98
Logistic Regression 98.85 0.99 0.99 0.98
Random Forest 98.79 0.99 0.99 0.98
Bayesian Network 91.49 0.94 0.98 0.92
Naive Bayes 74.37 0.83 0.96 0.74
4
DNN (GPT-2 TL 10000) 99.56 ∼1 ∼1 ∼1
DNN (LSTM TL 5000) 99.22 0.99 0.99 0.99
Logistic Regression 98.66 0.99 0.98 0.98
SMO 98.66 0.99 0.98 0.98
Random Forest 98 0.98 0.98 0.98
Bayesian Network 95.53 0.96 0.98 0.96
Naive Bayes 88.74 0.92 0.97 0.89
5
DNN (GPT-2 TL 10000) 99.85 ∼1 ∼1 ∼1
DNN (LSTM TL 10000) 99.67 1 1 1
Logistic Regression 98.86 0.99 0.99 0.99
Random Forest 98.7 0.99 0.99 0.99
SMO 98.6 0.99 0.99 0.99
Naive Bayes 90.55 0.94 0.98 0.9
Bayesian Network 88.95 0.93 0.98 0.89
6
DNN (GPT-2 TL 7500) 99.82 ∼1 ∼1 ∼1
DNN (LSTM TL 2500) 99.8 ∼1 ∼1 ∼1
Logistic Regression 99.1 0.99 0.99 0.99
Random Forest 98.9 0.99 0.99 0.99
SMO 98.86 0.99 0.99 0.99
Naive Bayes 90.52 0.94 0.98 0.9
Bayesian Network 89.27 0.93 0.98 0.89
7
DNN (LSTM TL 10000) 99.91 ∼1 ∼1 ∼1
DNN (GPT-2 TL 5000) 99.86 ∼1 ∼1 ∼1
SMO 99.4 0.99 0.99 0.99
Logistic Regression 99.13 0.99 0.99 0.99
Random Forest 99 0.99 0.99 0.99
Bayesian Network 88.67 0.93 0.98 0.89
Naive Bayes 86.9 0.91 0.98 0.87
TABLE V: Average performance of the chosen models for
each of the 7 subjects.
Model Avg acc F-1 Prec. Rec.
DNN (LSTM TL) 99.57 ∼1 ∼1 ∼1
DNN (GPT-2 TL) 99.43 ∼1 ∼1 ∼1
SMO 98.76 0.99 0.98 0.98
Logistic Regression 98.63 0.99 0.98 0.98
Random Forest 98.45 0.98 0.98 0.98
Bayesian Network 88.73 0.92 0.98 0.89
Naive Bayes 83.80 0.89 0.97 0.83
In this work, seven subjects were benchmarked with both
a tuned LSTM and OpenAI’s GPT-2 model. In future, as was
seen with related works, a GAN could also be implemented in
order to provide a third possible solution to the problem of data
scarcity in speaker recognition as well as other related speech
recognition classification problems - bias is an open issue that
has been noted for data augmentation with GANs [65], and
as such, this issue must be studied if a GAN is implemented
for problems of this nature. This work further argued for the
hypothesis presented, that is, data augmentation can aid in
improving speaker recognition for scarce datasets. Following
the 14 successful runs including LSTMs and GPT-2s, the
overall process followed by this experiment could be scripted
and thus completely automated, allowing for the benchmarking
of many more subjects to give a much more generalised
set of results, of which will be more representative of the
general population. Additionally, samples spoken from many
languages should also be considered in order to provide
language generalisation, rather than just the English language
spoken by multiple international dialects in this study. Should
generalisation be possible, future models may require only
a small amount of fine-tuning to produce synthetic speech
for a given person rather than training from scratch as was
performed in this work. In more general lines of thought,
literature review shows that much of the prominent work is
recent, leaving many fields of machine learning that have not
yet been attempted to be improved via the methods described
in this work.
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