Abstract
Introduction
Presence of bugs and non-existence of specifications are common problems faced by software engineers. It is desirable if every program is specified formally. Unfortunately, difficulty in writing formal specification has proven to be a barrier in adoption of formal specification [1] . Worst yet, imprecise, changing requirements and short time to market [7] contribute to construction of programs with poor or no specification. The situation is further aggravated by the lack of specification or irrelevancy of specification during program evolution (cf. [10] ).
Recently, there has been a surge in software engineering research to adopt machine learning and statistical approaches to address these problems. One active area is specification discovery [8, 19, 22, 1] , where software specification is reverse-engineered from program traces. In [11] , Fox illuminated the use of machine learning to bridge the gap between high level abstraction expressing software engineering problems and low level program behaviors. He points out that some baseline models can be learned automatically to aid characterization and monitoring of system.
Along similar line of research, Ammons et al. coined the term specification mining as a machine learning approach to discover program specification by analyzing program execution traces [1] . Under the assumption that programs being mined must "reveal strong hints of correct protocols" during their execution, Ammons et al. demonstrate that correct specifications can be obtained through their technique. Specifically, their technique focuses on mining of specification which reflects temporal and data dependency relations (i.e., temporal specification) of a program through traces of its API-client interaction. The specification miner discovered API-client interaction protocol model, which is expressed initially as a probabilistic finite state automaton (PFSA). To reduce the effect of errors in training traces, transitions with low likelihood of being traversed can later be pruned. After pruning, the probabilities are dropped and an FSA is obtained.
Despite the proliferation of specification-mining research, there is not much report on issues pertaining to the quality of specification miners. Specifically, we note that issues such as scalability and robustness of miners, level of user intervention required during mining have not been comprehensively addressed. As an illustration, in [1] , it was reported that "in order to learn the rule [i.e., automaton], we need to remove the buggy traces from the training set." This indicates the problem with the limitation of choosing good training sets. In later work [2] , it was noted that in order to debug specification generated by specification miner, it might be necessary to exhaustively inspect each of the traces, which can be hundreds or thousands in number.
Hence, there is a demand for a generic framework that can assess the quality of specification miners. Such a framework must address the issue of limited training sets as well as provide objective measures to the performance of specification miners. Performance should be measured in multiple dimensions: miners' scalability, robustness and accuracy.
Scalability determines a specification miner's ability to infer large specification. Robustness refers to its sensitivity to error present in the input data. Accuracy refers to the extent of an inferred specification being representative of the actual specification.
These measurements extend from the existing set of measurements found in literature on software specification validation and program analysis. During our assessment, we generate program traces from a chosen specification, use the traces to mine a specification, and then compare the mined specification against the original specification. A good specification miner should infer a specification that matches the original specification as accurately as possible, if the set of traces generated is a good representation (sample) of the original specification. Our measurement of accuracy is adapted from the measurements of recall and precision of Nimmer et al. in evaluating Daikon. Nimmer et al. also relates these measurements to the concept of soundness and completeness used in program analysis community [20] . On the other hand, we do not advocate measuring compactness of mined specification against the training set of traces as often found in machine-learning literature (aka., Minimum Message Length [21, 4, 15] ), as we believe accuracy is a more relevant issue than compactness for software specification mining.
An additional advantage of having these objective assessments of specification miner is that they not only define the quality of specification miners in different dimensions, but also highlight areas for improvement, and aid the design and development of new specification miners.
In this paper, we propose a generic framework for assessing the quality of automaton-based specification miners. Our framework (QUARK) requires any specification miner under assessment to exhibit the following input-output behavior:
Let a program execution trace be a sequence of method calls to an API interface. Given a (multi-)set of program execution traces T , a minority of which might be erroneous, the specification miner infers sequencing/temporal constraints among the method calls in the form of a finite-state automaton.
We do not constrain automaton-based specifications to be deterministic; in fact, a miner is expected to perform its task in the presence of non-deterministic specification.
The original automaton can be either probabilistic or not (PFSA/ FSA). In fact, an FSA is a special form of PFSA with probability dropped. Representing specifications as Probabilistic FSAs (PFSAs) instead of FSAs, however, has the following benefit: Probabilities attached to a protocol specification enable more control over the trace-generation process so that the collection of traces generated mimics certain characteristics of the traces that can be collected from actual API interactions. For example, sub-protocols within a protocol specification may appear more frequently than others in the actual interaction with API interfaceanalogous to the idea of hotspot found in program execution [24] . Such behavior can be made to exhibit in a set of generated traces through supply of appropriate probabilities at various transitions of a specification automaton.
In addition, it has also been proven that perfect learning of an FSA from positive examples is not decidable [1, 12] , whereas perfect learning of a PFSA from examples is decidable (cf. [9, 3] ) though inefficient (cf. [16] ). This theoretical finding has prompted Ammons et al. to use PFSA as an intermediate step to the learning of an FSA.
QUARK enables any specification miner with the required input-output behavior to be assessed under a simulated environment. It operates as follows: Given a specification miner, a simulator automaton and a percentage of expected error, QUARK generates a multiset of traces from the automaton with the specified percentage of erroneous traces. Running the specification miner against these traces produces a mined automaton. By comparing the behavior of the mined automaton with that of the original automaton, QUARK can assess the accuracy of mining as performed by the given miner.
Furthermore, by varying the percentage of expected error and the size of the original automaton, QUARK enables the respective assessments of robustness and scalability of the miners.
We have built a prototype of QUARK, and used it to assess some existing specification miners. In this paper, we describe our comprehensive experiments on three specification miners. These experiments include mining of several real-world API-interaction specifications obtained from (1) programs using XLib and XToolkit intrinsic libraries for X11 windowing system [1] , (2) IBM R WebSphere R Commerce code [27] , and (3) a simple CVS protocol built on top of Jakarta Commons Net [25] .
The outline of the paper is as follows: In section 2, a typical specification mining process is presented and the structure of QUARK is outlined. Sections 3 and 4 describe our solutions to two major issues related to quality assurance measurement: model-and-trace generation and the metrics and techniques for quality assurance. Section 5 briefly describes specification miners used in our experiments. Sections 6 and 7 describe our experiments and results. We discuss related work and conclude in Section 8.
Framework Structure
Typically, a miner's input is in the form of API interaction traces, where each trace represents a sequence of Preprocessing is usually performed on these traces to turn each of them into an abstract trace. We omit the detail of instrumentation, collection and abstraction of program traces, as these have been documented in the literature; e.g., [1] , [26] , etc. Specification miner then learns from these traces to produce a specification. The specification can be expressed in various forms: automaton, algebraic equations, Hoare-style equation of pre and post-condition, etc. Human judgment is often employed at this stage to assess the performance of the miner. Some systems, such as [1] , in addition permits mined specification to be modified manually before returning.
Some existing systems, such as Daikon, are assessed by measuring their accuracy in recalling correct information (invariants) and in reducing the generation of incorrect information [20] . However, they fall short in providing systematic support for assessment of scalability and robustness of miners. It is clear that scalability and robustness are important determinants for the usability of miners; the former determines the limit of a miner in handling complex systems, and the latter determines the usefulness of a miner in handling mildly corrupted input.
QUARK aims to address all the above quality assurance concerns for assessment of automaton-based specification miners. It accepts specification models of varying complexity, and generates sets of simulated traces that reflect the characteristics of those protocol specifications, including the presence of error. It then evaluates a miner's performance in recovering the original model from three dimensions: its accuracy, robustness and scalability.
The structure of QUARK is shown in Figure 1 . Its trace generator component generates traces based on a specification model in PFSA format. These simulated traces are then used to train the specification miner, culminating with a mined PFSA model. The original model and the mined model are then used by the specification miner quality assurance sub-system to generate various quality assurance metrics.
There are two major issues in QUARK that need to be addressed: (1) model and trace generation, and (2) quality assurance metrics and their techniques. These will be discussed in sections 3 and 4 respectively.
Simulator Model & Trace Generation
QUARK admits two closely-related simulator models: FSA and PFSA. In both cases, it accepts both deterministic and non-deterministic models. Since PFSA is technically more complex to handle than FSA, we focus our discussion on PFSA and its associated trace-generation method. At the end of this section, we show how our method can be adapted to handle FSA. Figure 2 depicts an example of error-injected simulator model. Ignoring the dotted nodes and dashed edges, the remaining model is in the form of a probabilistic finite state automaton (PFSA). Each node in a PFSA represents a program state. There are 3 types of nodes: start, end and normal nodes. Each transition in the automaton denotes an abstract representation of a viable API method call from that state. Every transition is attached with a probability, indicating how likely the associated method call will be invoked from that source state. It is an invariant of any PFSA under consideration that all transitions emitting from a source (excluding the transitions leading to error nodes) must have their probabilities summed up to 1.0. Error Injection A PFSA model can be injected with error by including error nodes and error transitions, shown as dotted nodes and dashed edges respectively in Figure 2 . This inclusion enables generation of erroneous traces, and aids the evaluation of miner's ability to learn in the presence of error (i.e. robustness). The allocations of error nodes and transitions characterize the kind of errors allowed. Probabilities are not assigned to error transitions, as we do not intend to micro-manage the generation of erroneous traces. We will describe generation of erroneous traces in Section 3.2.
Probabilistic Model

Model Size and Model Generation
In addition to subjecting miners to tests with real-world specifications, we also devise ways to generate synthetic models. This allows us to perform controlled experiments on miners' quality.
To test a miner's scalability, we control the size of a simulator model by varying the number of nodes it has and the maximum number of transitions a node can emit. We automatically generate distinct models having n nodes and a maximum of m transitions per state with a common start and end nodes. Transition labels are chosen randomly, with repetition, from a pool of fixed number of labels. We first build a tree from a pre-determined number of nodes. Next, to mimic the behaviour of typical API-interaction, we introduce loops into the tree based on an idea similar to the principle of 'locality of reference'. This well-known principle states that a program tends to reuse data and instructions it has used recently [23] . Adapting from this principle, a method will more likely be invoked again if it has just been called before. Hence, loops between child and parent/ancestor nodes, including self-loop, are introduced with higher probability than those connecting to distant sibling nodes. Although we have not rigorously verified the applicability of this principle, the three real-world specifications shown in Section 6 are found to adhere to this principle.
Lastly, probabilities are assigned equally to transitions from the same source node. Due to lack of space, we refer readers to [17] for the algorithm detail of the synthetic model generator.
Trace Generation
Actual program trace can be mapped to string of alphabets, as shown by Ammons et al., through a 'standardization' process, in which an alphabet (corresponds to a transition label in the simulator model) represents a particular method call [1] . Two types of traces are generated: normal and erroneous traces. A normal trace is defined as a sequence of transition names that forms a path leading from the start node to the end node of a PFSA. An erroneous trace is one that includes an error transition.
Since normal traces are generated from a PFSA, we can determine the probability of a trace by multiplying together the probability of its constituents.
Given an input model, the algorithm for trace generation is described below. Basically, it performs a stratified random walk over the input model, guided by the probability of the PFSA's transitions. Consequently, it ensures that highly probable traces (sentences) accepted by the PFSA model will statistically be more likely to appear in the multiset of generated traces. (We use the term "sentence" and "trace" interchangeably.)
This algorithm, called TraceGen, is akin to the "code and branch coverage" criterion used in generating program test cases [6] . Given a PFSA M , a cover N , and a maximum trace number M ax , TraceGen generates a multiset of traces T possessing the following asymptotic property: This property ensures that all transitions in M have the opportunity to be used for trace generation. This is the coverage criterion used in our experiments. The algorithm detail is depicted in Figure 3 . Let rand = random number between 0 to 1 if (rand < GE) { Let T E = a trace generated randomly from Errlist
Figure 3. Trace Generation Algorithm
In Figure 3 , M EI is the PFSA M with error EI injected. At program point (*), a trace is generated by starting from start node of the model and independently "throwing a dice" at each node for decision on which transition to take according to the probability of the transitions until an end node is reached. Traces generated will then reflect the probabilities of the transitions in the simulator model (i.e., distribution of generated traces is governed by the model).
Traces will continue to be generated until all transitions have been covered at least N times or MAX number of traces have been generated. We use N here rather than 1 to accommodate slower learner that requires more than 1 sentence in the language to infer the automaton model.
Erroneous Traces Generation.
The percentage of erroneous traces generated are controlled at a global level by a probability GE. Before a trace is generated to fill up the trace set, the algorithm checks if erroneous trace needs to be generated. If so, such a trace is produced by choosing one randomly from previously generated pool of erroneous traces (Errlist -see Figure 3 ). Non-Probabilistic Model. An FSA model can be easily obtained from a PFSA simulator model by dropping the probability associated with each transition in the model. The major technical difference between using FSA and PFSA simulator models is trace generation. In FSA, a standard random walk is performed, rather than stratified random walk. For the algorithm in Figure 3 , this difference occurs at the program point (*): When FSA is used, a normal trace is generated by starting from start node of the model and randomly choosing an outgoing transition to reach the next node, until the end node is reached. Here, all outgoing transitions from a node have equal chance to be chosen.
Specification Miner Quality Assurance
The quality of a specification miner is measured along three dimensions: accuracy, robustness and scalability.
We define robustness of a specification miner as its ability in remaining accurate in recovering simulator models from simulated traces, in the presence of error. Erroneous traces usually constitute a small proportion of the entire collection of traces, and a robust miner should be able to filter erroneous traces in building mined models.
We define scalability of a specification miner as its ability in remaining accurate in recovering simulator models of varying sizes.
As these measurements are orthogonal, we can conveniently compose them, and objectively discuss about the robustness of a scalable miner, or the scalability of a robust miner. Central to our assessments is a thorough treatment of accuracy. In the rest of the section, we shall provide a detailed account of metrics and techniques employed in measuring accuracy.
Trace Similarity
The accuracy of a specification miner is determined by its ability in recovering simulator models by learning the simulated traces, in the absence of error. For clarity sake, we denote a simulator model by X and a mined model by Y . We use the term "sentence" and "trace" interchangeably.
In assessing accuracy, we adopt two metrics to measure the similarity between X and Y in terms of their generated traces (or sentences). First, the percentage of sentences generated by X that are accepted by Y represents the amount of correct information that can be recollected by the mined model. This measurement is known as recall in information retrieval literature (cf. [13] ). Second, the percentage of sentences generated by Y that are accepted by X represents the amount of correct information that can be produced by the mined model. This is known as precision (cf. [13] ).
The notions of recall and precision are also used by Nimmer et al to evaluate Daikon. Nimmer et al. further relate them to measures of completeness and soundness, respectively [20] .
To perform trace similarity measurement, we employ an automaton language search technique. This basically generates two sets of samples of traces from X and Y , respectively, and calculates the percentage of traces generated by X that are accepted by Y , and vice versa. The trace sample generated from X will be different from the set of traces used in training the miner. Separating the training set from the test set enables the detection of any "overfitting" done by the miner; ie., the miner learns the training set so closely that it does not generalize well to original model [14] .
This technique is effective in measuring the quality of Y (X) provided the set of traces generated are representative of X(Y ). To this end, we use the TraceGen procedure in Figure 3 to help in trace generation.
Probability Similarity
For models that are represented by PFSAs, it is not sufficient to measure their similarity by simply examining their recall and precision. It is equally important to determine if both the simulator and the mined models generate the same traces at similar frequencies, and thus place emphasis on similar sub-protocols. Thus, our third metric measures the similarity in terms of probabilities assigned to common traces generated by both X and Y : A trace might possibly be generated by both X and Y ; however, its probability might differ greatly.
Co-emission has been used in measuring probability similarity between two Hidden Markov Models [18] . Let L(M ) represent the language recognized by the automaton M , the co-emission is defined by the following formula:
Here, P CE (X, Y ) determines the probability that a sentence s is generated by both X and Y independently. P X (s) and P Y (s) denote the probability of generating sentence s by X and by Y , respectively.
The probability similarity between X and Y , denoted by PS, can then be defined as follows [18] :
This provides an unbiased and normalized probability similarity measurement of the two models. In practice, this computation is realized by a HMM-HMM comparison-based technique. This technique has been adapted from the work of Lyngsø et al. [18] . Due to lack of space, we refer readers to [17] for detailed discussion of this technique.
Specification Miners Used
In this section, the three specification miners used in our experiments will be briefly described. They are: (1) k-tails FSA learner, (2) sk-strings PFSA learner and (3) our own miner (Specification Mining Architecture with Trace Filtering and Clustering -SMArTIC) which produces PFSA.
k-tail algorithm is a well-known heuristic algorithm proposed by Biermann and Feldman [5] to learn automata from positive samples. It has been adapted/modified by various researchers to perform specification mining tasks [8, 22, 19] . From a training set of positive samples, the algorithm first builds a prefix tree acceptor. Informally, a prefix tree acceptor (PTA) is an automata in the form of a tree where there is one node for every common prefix and each leaf is a final state. Given a PTA, a node q, a set of alphabet Σ, a set of final states (the leaves of PTA) F c , and an extended transition function δ * , the set of k-tails associated with the node q is given by {s|s ∈ Σ * , |s| ≤ k ∧ δ * (q, s) ∩ F c = ∅}. Two nodes form this PTA are then merged if their respective k-tails are indistinguishable.
sk-strings algorithm is an extension of k-tails heuristic for stochastic automata. It has been used by Ammons et al. in [1] . Similar to k-tails, sk-strings algorithm also builds a prefix tree acceptor from traces. The difference lies in the criteria for merging of nodes and for incorporation of probability estimation. Two nodes are merged if they are indistinguishable with respect to the top s% most probable strings (instead of tails) of length exactly k (or less if an end node is encountered before reaching length k) that can be generated starting from them.
The default parameters of sk-strings [21] as implemented by Raman et al. are: s%=50% and k=1. Also, by default, an AND variant of the algorithm is used. Unless otherwise stated, these defaults are used in the experiments (k=3 is also used in some of our experiments).
In [1] , Ammons et al. discussed coring method as a post-processing step to remove erroneous transitions from the mined automaton. Briefly, identification of erroneous transitions is determined by a notion of heat. The heat between a source node and a sink node is the probability that the sink is reached from the source in any amount of steps. A low heat transition is likely to be erroneous and will be pruned. In this paper, we refer to sk-strings with coring as sk-coring.
Specification Mining Architecture with Trace Filtering and Clustering (SMArTIC) comprises 4 major blocks: Clustering, Filtering, Learning and Merging, as shown in Figure 4 . Traces deviating from common trace population rules are deemed to be erroneous, and are removed. Contrary to skcoring, removal of error is done prior to automata learning and not after. The resultant filtered traces are then separated into multiple clusters whose sizes are determined automatically. By clustering common traces together, the learner is expected to learn better since this restricts the effect of overgeneralization to within a cluster. Each cluster can be considered as an independent sub-protocols; each will be fed separately to a specification miner. Among others, we use sk-strings learner for convenient sake. The multiple mined automata are then merged, with no further generalization, to obtain the final automaton.
Experiments
Three sets of experiments were conducted to show the usefulness of QUARK in evaluating the performance of the three specification miners described earlier. These experiments aims to measure the accuracy of these miners in discovering various real-world specifications. Material Simulator models used in these experiments are specifications from (1) [25] . These simulator models are shown in Figure 5 , 6 and 7, and are referred to as x11, ws and cvs models respectively. Probabilities are distributed equally to transitions from the same source node (not shown in figures).
For each model, 100 experiments were run for each learner with the k parameter set to 1 and then to 3. A total of 1800 experiments were performed. For each experiment, a multi-set of traces was generated from the model using TraceGen (Figure 3 ) with parameters N , I and M ax set to 10, 10 and 10,000 respectively. No error was introduced to the models.
In analyzing the results, any two results differing in absolute value by less than 1%(0.01) are considered equivalent, as the difference is deemed insignificant. Figure 5 , from several programs using XLib and XToolkit intrinsic libraries for X11 windowing system.
In our experiments, the mining results obtained by the three learners are shown in the table below. k-len corresponds to the k parameter of sk-strings (used by both skstrings and SMArTIC) and k-tails algorithms. A default value of 50% for s was used. The columns Recall, Precs. and PS are the QA metrics defined in Section 4. Analysis The results show that: (1) k-tails did not learn well at k-len = 1, while sk-strings learnt reasonably well.
(2) With bigger k-len, all miners produced more precise automata. (3) sk-strings produced more precise automaton than k-tails, and SMArTIC improved upon sk-strings in both its precision and probability similarities. Analysis The results show that: (1) k-tails did not learn well at k-len = 1 as compared with sk-strings. (2) Increasing the value of k-len did not improve the performance of skstrings, and even caused a slight degradation in the performance of SMArTIC. (3) sk-strings performed worse than k-tails for k-len=3, wheras SMArTIC improved upon skstrings in its precision, and had better results than k-tails.
CVS on Jakarta Commons Net Jakarta Commons Net [25] is a set of reusable open source java code implementing the clients of many commonly used network protocols. We built a simple CVS (Concurrent Versions System) client on top of the FTP library provided by Jakarta Commons Net.
There are six common FTP interaction scenarios in our CVS implementation: Initialization, multiple-file upload, download, and deletion, multiple-directory creation and deletion. All scenarios begin by connecting and logging-in to the FTP server. They end by logging-off and disconnecting from the FTP server. The client side only maintains a record of files backed-up in the FTP server.
All these scenarios are depicted in the automata shown in Figure 7 . The dashed boxes, from top to bottom, represent upload files, initialization, delete files, make directories, remove directories and download files scenario, respectively.
Compared with x11 and ws models, this model has the most number of nodes, but it remains to be less 'bushy'. The experiments results are tabulated below. Analysis The results show that: (1) k-tails did not learn well at k-len = 1 and k-len = 3. (2) At k-len = 3, the performance of sk-strings was degraded, whereas that of SMArTIC improved sightly. (3) sk-strings performed better than k-tails, while SMArTIC improved upon sk-strings in both precision and probability similarities.
Robustness and Scalability
Two sets of experiments were conducted to evaluate the robustness and scalability of the three miners. In total, 2400 robustness experiments were run to cover three errorinjection levels, four learners and two k-len values. Also, 2400 scalability experiments were run to cover eight different pairs of node-numbers and maximum number of transitions per node, three learners and two k-len values.800 different models were used in the scalability experiments (ie. experiments with the same settings but for different learners shared the same model and trace multi-set). Material In the first set of experiments, we evaluated the learners' robustness. We used similar model of X11 Windowing Toolkit (shown in Figure 5) . However, the model was modified so that it was without any non-determinism nor repeated use of alphabet assigned to transitions. This is meant to produce a base model that can be learned (almost) perfectly by all miners. Error nodes and transitions were then injected to the automaton to conduct the robustness tests. The model used with injection of errors (transitions labelled as Z) is shown in the Figure 8 . 
Figure 8. Robustness Simulator Model
We expect specification miner to be able to filter error. We compared the inferred automaton with the simulator model shown in Figure 8 without error nodes and transitions and recorded their similarity metrics. We generated traces using TraceGen (Figure 3 ) with parameters N , I and M ax set to 10, 10 and 10,000 respectively. Error was injected at four, eight and ten percentages to the set of generated traces. In each case, we ran 100 experiments and recorded the average performance.
In addition to testing the three learners, we also tested sk-coring (combining sk-strings and coring method). In order to analyze the effect of the filtering block of SMArTIC (which is meant to ensure robustness), we only enabled this block. ('Full' SMArTIC was used for mining specifications extracted from real software in Section 6.)
In the second set of experiments, we evaluated the learners' scalability. Two sub-experiments were conducted, each with a different independent variable. In the first subexperiment, we varied the number of nodes (by 15, 20, 25, and 30) in the model and maintained the number of outgoing transitions per node to at most four (we refer to it as nodes experiment). In the second sub-experiment, we varied the maximum number of outgoing transitions per node (by 3, 5, 7, 9) and maintained the number of nodes at 10 (we refer to it as trans experiment). For each case, we performed 50 experiments and recorded their average performance.
We generated traces using TraceGen with parameters N , I and M ax set to 10, 10 and 10,000 respectively. No error was injected to the system. Since we imposed a cap of M ax traces, there might be a concern that training trace-set does not satisfy the coverage criterion by merely generating up to M ax traces. Fortunately, this did not happen that often, as only 18 out of 2400 experiments reached the cap; for all other experiments, the coverage criterion was met without the need to generate M ax traces.
The three usual learners were tested. To analyze the effect of clustering block of SMArTIC (which is meant to ensure scalability), only this block is enabled. Analysis The presence of error affected miners' precision. We rank the learners' precisions in decreasing order wrt the degrees of their susceptibility to errors as follows: k-tails, sk-strings, sk-coring and SMArTIC. Also, increasing k-len value did not significantly reduce the susceptibility to error. For sk-coring and sk-strings, losses in precision were about the same as the percentages of error injected. For ktails however, the losses of precision were much larger. Although sk-coring removed error and improved precision, the ability to recall was adversely affected. On the other hand, we note that SMArTIC was only slightly affected by the increase in the number of erroneous traces.
Robustness Experiment Results
Scalability Experiment Results
The results of our two sub-experiments are shown below. Column "N/TN" corresponds to the number of nodes and the maximum number of transitions per node in the simulator models. Analysis For all learners, their recalls were always greater than 90%. The average recalls for k-len = 1 and 3 were 99.6% and 96.6% respectively. In each experiment setting, recalls of different learners only differs by less than 5%. However, the precision results were less glossy. Even for k-len = 3, there were cases where precisions were less than 10% (see k-len=3;N=30;TN=4). The average precision for k-len = 1 and 3 are 14.2% and 45.3% respectively. sk-strings' precision is almost always equivalent to or better than k-tails', except for very "bushy" automaton (see k-len=3;N/TN=10/9). Similar results were reported in the ws experiment described in Section 6. k-tails did not perform well with k-len=1 (precision < 1%). Increasing the "bushiness" of models -by increasing TN from 1 to 9 for 10-node automatons -improved the relative performance of k-tails over sk-strings.
For all cases, SMArTIC had better overall performance in terms of precision over both k-tails and sk-strings, and probability similarity (PS) over sk-strings. The differences were significant, especially for large number of nodes (see k-len=3;N/TN=30/4). Its ability to recall is only slightly less than those of the other learners, with their differences capped at 4.5% (see k-len=3;N/TN=30/4), and averaged at 1.7%.
Related Work and Conclusion
In this paper, QUARK, a framework to empirically assess quality of automaton-based specification miner is proposed. Our assessment of specification miners is guided by the conviction that: A good miner should have good recall, good precision and be able to retain probability distribution of the original specification (for PFSA learner). In addition, it should remain robust in the presence of error, and scalable in learning from traces generated from large automata.
There have been numerous work in the research of automaton-based specification mining [1, 8, 22, 19] . Experiments provided in these works have given guarantees to the quality of the proposed miners. These guarantees can be further strengthened by our comprehensive quality assurance metrics and simulation-based framework.
Nimmer et al. provide a precision-and recall-based quality measures for Daikon -which generates Hoare-style equation of pre and post conditions [20] . Lyngsø et al. provide a similarity measures for probability distribution of Hidden Markov Model [18] . In this paper, we adapt these metrics to our framework as a means for measuring the accuracy of automata generated by specification miners.
To demonstrate the effectiveness of QUARK in assessing specification miners, we use it to assess three types of automaton-based specification miners: (1) k-tails FSA learner (2) sk-strings PFSA learner and its variant (skcoring) and (3) our own miner (Specification Mining Architecture with Trace Filtering and Clustering -SMArTIC).
Experiments using real-world specifications from X11 Windowing Toolkit, WebSphere R Commerce and CVS were performed. Results show that for x11 and cvs models, sk-strings performed better than k-tails. For cvs model, k-tails did not learn well even when k is set to 3. However, for ws model, k-tails performed slightly better than sk-strings. It is noted that for all cases SMArTIC had better performance.
Simulated experiments measuring robustness and scalability of the miners were also performed. The results indicate that specification miners typically have good recall ability but poor precision in the presence of error, resulting in inaccurate inferred specification. Our preliminary work in addressing this problem leads to the creation of SMAr-TIC. In the scalability experiments, increasing the number of nodes in simulator models can reduce recall ability; increasing the number of transitions per node in simulator models leads to narrowing in the performance gap between k-tails and sk-strings. For very "bushy" simulator models, k-tails perform better than sk-strings. Again, it was noted that for all cases SMArTIC had better results.
In summary, QUARK is specially designed to assess automaton-based specification miners rather than generic automaton miners, since: (1) Generated traces are viewed as abstract representation of actual program traces; (2) trace generation conforms to 'code and branch coverage'-based criterion; (3) various models extracted from real software have been used; (4) synthetic models are generated following the principle of locality of reference; and (5) metrics proposed are directly related to software engineering concerns.
The framework and metrics developed here do not only provide us a means for quality assurance measurement. They also provide hints for development of better specification miners to meet the stringent quality assurance requirements. While we acknowledge the usefulness of producing imperfect learned specification in meeting certain software engineering tasks, we also believe that improvement in specification miners' quality will greatly enhance their usefulness.
