We can now fill in the remaining values in the table: As a 2 U was chosen arbitrarily, we have proved that for any x 2 U there are at most maxf2; p 0 1g elements in (x) \ U:
Recall that any element x 2 p can be written as x = p i u for some 0 i k 0 1 and u a unit in p : The integer i is unique and will be denoted by log p x: Choose an element b 2 U with log p b minimal. For any other element c 2 U, log p c log p b, i.e., bjc and, therefore, c 2 (b): Hence U (b): The number of elements of weight 1 in k p ; and, therefore, in p ; is k(p 0 1): So k(p 0 1) = jUj = j(b) \ Uj maxf2; p 0 1g: When k 2, the inequality k(p 0 1) maxf2; p 0 1g is satisfied only for p = k = 2: (The other solution, k = 1 and p arbitrary, corresponds to the trivial isometry between p and p :)
We have proved, in particular, that for p = 2 and k > 2 none of the Gray maps is an isometry. Recall that a Gray map from 2 to k 2 is a one-to-one map G having the property that G(x) and G(x + 1) differ by exactly one bit. For weights on 2 with wt (1) = 1 any isometry would in particular be a Gray map.
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I. INTRODUCTION
Codes over rings have recently received a great deal of interest among coding theorists. Ring theory, as predicted earlier by McDonald [10] , offers a general setting to define and study codes. The most recent success was with the ring of integers modulo four, Z Z Z 4 , which explained the construction of certain good nonlinear codes, namely Kerdock, Preparata, and Goethals codes, through the Gray map from Z Z Z 4 to F F F 2 2 in a simple and natural way [7] . The ring F F F 4 has also been extensively studied which admits a linear Gray map but it does not lead to good binary codes. Recently, a new ring R R R = F F F 2 + uF F F 2 has been considered which shares some good properties of both Z Z Z 4 and F F F 4 [2] , [14] , [6] . This alphabet is given by all binary polynomials in the indeterminate u of degree less than 2, and is closed under usual binary polynomial addition and multiplication modulo u 2 : The set of elements of R R R is f0; 1;u;u = u + 1g: It is easy to verify that R R R is a local ring with a maximal ideal given by f0; ug: The multiplication and addition table for the ring is given in Table I .
The multiplication [14] we described the structure of cyclic codes over R R R of odd length n and constructed some good self-dual codes. In this correspondence, we give a simple Bose-Chaudhuri-Hocquenghemlike (BCH-like) bound for the minimum Lee distance of these codes by using a spectral representation on the lines of binary cyclic codes.
In this regard, we use the rth-degree Galois extension ring of R R R,
where r is the least integer such that n divides 2 r 0 1: The ring admits a natural linear Gray map which takes a code of length n to a binary code of length 2n: The Gray map leads to a construction of some good binary linear codes. We give a decoding algorithm in R R R domain which resembles the Peterson-Gorenstein-Zierler algorithm for binary BCH codes. This algorithm decodes up to minimum Lee distance assured by the BCH-like bound. We show that the codes so obtained are equivalent to hu, u+vi constructed codes. The main difference is that the component vectors u and u+v are interleaved in the cyclic R R R code construction whereas the vectors are concatenated in hu, u+vi construction. This is remarkable in the sense that certain good hu, u+vi constructed binary codes have a simple representation as cyclic R R R codes. Where the study of Z Z Z 4 cyclic codes revealed the structure of certain good nonlinear binary codes, the study of R R R cyclic codes reveal the structure of good linear hu, u+vi constructed codes. In fact, some of the binary nonlinear codes obtained from linear Z Z Z 4 cyclic codes can also be viewed as a generalization of hu, u+vi construction codes (see [8] ).
The correspondence is organized as follows. Section II gives some basic mathematical preliminaries and describes the structure of cyclic codes over R R R: The spectral-domain representation and BCH-like of bound on minimum Lee distance of R R R cyclic codes are given in Section III. A simple decoding algorithm for these BCH-type codes over R R R is given in Section IV. We conclude the correspondence in Section V.
II. PRELIMINARIES
A (2) This is analogous to the p-adic representation considered in [3] .
The Galois automorphism group of GR (R R R; r) is cyclic of order r and is generated by the Frobenius map defined by
where is as in (2).
C. Cyclic Codes Over R R R We first establish some terminology. The set R R R n of n-tuples from R R R is an R R R-module. By a linear code C over R R R (or a R R R-code), we mean an additive submodule of R R R n : Duality for codes is understood with respect to the form xy = 6 i x i y i , where x = (x 1 ; x 2 ; 1 11;x n ) and y = (y 1 ; y 2 ; 111; y n ): C is said to be self-dual if C = C ? : 
In [2] and [14] we have described the structure of the ideals in
Rn:
The key idea which fixes the ideal structure of the ring Rn is the factorization of the polynomial x n 0 1 over R R R: Since the the set f0; 1g of R R R is a subring of R R R, the factorization of x n 0 1 can be obtained by a trivial lift to R R R:
The following theorem characterizes all cyclic codes over R R R:
Theorem 1 [2] : Suppose C is a cyclic code of odd length n over R R R, then there are unique, monic polynomials f; g; h such that C = (fh; ufg), where fgh = x n 0 1 and jCj = 4
when h = 1; C = (f) and jCj = 4 n0deg(f) when g = 1; C = (uf) and jCj = 2 n0deg(f) :
The proof of the above theorem follows on the lines exactly similar to the corresponding theorem for Z Z Z 4 cyclic codes given in [12] . Hence, with any cyclic code over R R R, the residue and torsion codes are given by
The residue code
Note that the code C over R R R is completely determined from the residue and torsion codes, as the residue field obtained using the homomorphic mapping is a subring in R R R: A code is free if and only if the dimension of the residue code is equal to the dimension of the torsion code.
D. Gray Map and Binary Codes from Cyclic Codes
Over R R R An interesting aspect of R R R is that it admits a linear Gray map from R R R to F F F can be seen as equivalent to a hu, u+vi constructed code with binary codes C1 = (fh) = [n; k1; dR] and C2 = (f) = [n; k1 + k2; dT ]:
The codes C 1 and C 2 are, respectively, residue and torsion codes of C = (fh; ufg) (see (3) and [14] are new examples of codes through hu, u+vi constructions. It is, in fact, the structure of the ring R R R which was helpful in revealing this construction. The ring description also leads to advantages in decoding with which we deal in subsequent sections.
III. SPECTRAL REPRESENTATION OF CYCLIC CODES OVER R R R
In this section, we define on the lines of [1] a Galois ring Fourier transform for vectors over R R R: Using the Galois ring Fourier transform, we give another description of cyclic codes over R R R: A similar transform for vectors over more general ring Z Z Z M has been used in [13] to study Z Z Z M cyclic codes. The spectral domain approach makes the study of codes pedagogically simple. 
A. A Galois Ring Fourier Transform
We can represent a vector v v v by a polynomial v(x) = v0 + v1x + 1 11 + vn01x n01 :
Then using (4), v(x) can be transformed into a polynomial V (y) = V 0 + V 1 y + 111 + V n01 y n01 :
We call V (y) the spectrum polynomial of v(x): where Vj = Vj;0 + uVj;1; 0 j < n:
The proofs of the Theorems 2-4 follow similarly to the proofs of their corresponding theorems in [1] . Because of the above relations, we can partition the set of integers modulo n into a collection conjugacy classes as in [1] A e j = fj; 2j; 2 2 j; 1 11; 2 e01 jg where e is called the exponent, the smallest integer such that We shall define the structure <n comprising of vectors over GR (R R R; r) of length n satisfying the conjugacy relations of Theorem 4 with two operations: pointwise addition and multiplication in GR (R R R; r): Now using Theorems 2-4 and Lemma 4, it is a simple exercise to prove that the ring R n , under usual polynomial addition and multiplication modulo x n 0 1, is isomorphic to the structure <n under pointwise addition and multiplication. This fact leads to Theorem 5, whose proof can be done similarly to the corresponding theorem for the cyclic codes over ring Z Z Z p , p a prime, k a positive integer, in [13] . This isomorphism is the key to define cyclic codes on spectral domain. The above theorem gives a representation of a cyclic code leading to its parity-check matrix. In the standard polynomial representation, where is a primitive element of order n in GR (R R R; r), r is the least integer such that n divides 2 r 0 1:
B. BCH-Like Bound for Cyclic Codes
Over R R R The elements of R R R are given by f0; 1; u; u = (1 + u)g: The Lee weight of 1, u is equal to 1 and that of u is equal to 2. The Lee weight of a vector over R R R is defined as the sum of Lee weights of its components.
In the next lemma, we give a BCH-like bound on minimum Lee weight of a code C: We have given a BCH-like bound mainly to decode R R R cyclic codes. In general, the minimum Lee distance of an R R R cyclic code is given by min fdR; 2dT g, where dR and dT are, respectively, the minimum distances of the residue and torsion codes of the cyclic R R R code. We present some examples of cyclic codes over R R R with good minimum distance properties in Tables II and III. In Table II , dLee corresponds to the exact minimum Lee distance. We have used the results from minimum distance tables of binary cyclic codes from [11] to compute the exact dLee: The results in Table III Tables II and III gives some examples of good binary codes obtained from cyclic codes over R R R: In this section we decode these codes in the R R R domain. The decoding problem: Given a received vector r r r = c c c + e e e, the problem is to estimate either e e e or c c c given that the Lee weight of e e e is within the decoding capability of the code. To do so, we use only the traditional concept of error-location polynomials in algebraic decoding schemes and bypass error evaluation. Note that a similar decoding problem for cyclic codes over Z Z Z 4 is much more complex [4] . Let e(x) be the error polynomial associated with an error vector e e e:
Here we assume that n divides 2 r 01 and 2 G C is of multiplicative order n: In R R R, the set fGC; 0g is isomorphic to the Galois field of order 2 r (refer to Lemma 1). Let l 1 ; l 2 ; 111 ; l t be the nonzero 
Note that 3(y) is a polynomial over F F F 2 , the subring of GR (R R R; r):
Also, the definition of 3(y) does not depend on the type of errors.
Note that the degree of 3(y) need not be equal to the Lee weight of the error, whereas in the binary case, the degree of the locator polynomial is equal to the number of errors. In fact, the degree of 3(y) depends on the type of errors. We circumvent this problem by defining three binary error vectors for any e(x) over R R R in the following way. For any polynomial e(x) = n01 i=0 eix i over R R R, let e 1;u (x) be the binary polynomial such that for all i = 0; 1; 111; n01; the coefficient of x i in e 1;u (x) is equal to 1 if ei is either 1 or u and is equal to 0 otherwise. Similarly, the polynomials e 1;u (x) and e u;u (x) are defined. The polynomials can be expressed as follows using (6) (8) By using the vector space representation of R R R, it is easy to see that e(x) = e 1;u (x) + ue u;u (x):
Note that, in general, the number of nonzero positions of the binary error polynomials defined above is less than or equal to that of e(x): We have the following lemma which can be proved using the definition of Lee weight over R R R:
Lemma 5: Let e(x) be an error polynomial over R R R and e1;u; e 1;u ; e u;u be its associated binary error polynomials as defined above. Let W L (e(x)) t, then we have for the Hamming weights of corresponding binary associated polynomials:
• W H (e 1;u (x)) t.
• Either WH(e u;u (x)) bt=2c or WH(e1;u(x)) bt=2c, where btc represents the largest integer less than or equal to t:
Now corresponding to the above binary error polynomials we define error locator polynomials as in (7). Let 3 1;u (y) be the error locator polynomial for errors of type 1, u in e e e: Similarly, we define 3 u;u (y) and 3 1;u (y): In the sequel we give procedures to compute 3 1;u (y), 3 u;u (y), and 3 1;u (y):
Syndromes: Without loss of generality we can assume that for a code C = (fh; ufg) the sets 
The parity-check matrix given above implies the following: Thus we can compute the syndromes using the equation S S S = r r rH t = (c c c + e e e)H t = e e eH t :
The syndromes alternatively can be obtained by evaluating the received word at the roots given in the sets Z 1 and Z 2 as follows:
S i = r( i +i01 ) = e( i +i01 ); 1 i t 1 uS i = r( i +i01 ) = e( i +i01 ); 1 i t 1 + t 2 :
Using (9) the above syndromes can be written as Si;0 = e 1;u ( i +i01 ); 1 i t1 + t2 Si;1 = e u;u ( i +i01 ); 1 i t1 Si = e 1;u ( i +i01 ) + e u;u ( i +i01 ); 1 i t1: (11) Note that the error polynomials e 1;u , e u;u , and e 1;u are binary polynomials and, respectively, they are related to the three sets of syndromes defined above through the respective error locator polynomials. Let 3 1;u (y) be the error locator polynomial for the errors of type 1 and u given by 
Thus calculating error locator polynomials resembles the decoding procedure for binary cyclic codes. The error locator polynomial can be computed by solving the following key equation over F F F 2 :
(S 1;0 +S 2;0 y+1 11+S t +t ;0 y t +t )3 1;u (y)= 1;u (y) mod y t +t deg ( 1;u (y)) < deg (3 1;u (y)):
Similar relations hold for the other two sets of syndromes corresponding to polynomials 3 1;u (y) and 3 u;u (y): Hence the polynomials 3 u;u and 3 u;u (y) can be obtained by solving the following two key equations:
(S1;1+ S2;1y + 111 + St ;1y t )3 u;u (y) = u;u (y) mody t ; deg ( u;u (y)) < deg (3 u;u (y)) (14) (Ŝ 1 + S 2 y + 111 + S t y t )3 1;u (y) = 1;u (y) mody t ; deg ( 1;u (y)) < deg (3 1;u (y)): The above theorem gives the basis for decoding R R R-cyclic codes.
The syndrome equations can be solved using the Berlekamp-Massey algorithm [9] or Euclid's algorithm. Equation (13) Proof: Since the degree of the syndrome polynomial in (13) is t 1 + t 2 , the solution of (13) is guaranteed and the roots of the error locator polynomial 3 1;u (y) give the positions of 1 or u errors. But, we cannot yet distinguish between 1 and u errors. The solutions of (14) and (15) Note that even though an error vector is within the decoding capability of the code, the degree of one of the error locator polynomials 3 u;u (y) and 3 1;u (y) can be more than t 1 : For example, for an error of type 1 t +t , we have degree (31;u(y))> t1 and hence 3 1;u (y) cannot be determined from (15) . To test the validity of these locator polynomials, we use the familiar trick for checking the validity of binary error locator polynomials. It is known that all the known syndromes are recursively related according to (12) , for j := 0; 1; 11 1;n01: Thus after solving any of the key equations (refer to (13)-(15)) for the 3(y), some known syndromes other than those used in (13)-(15) could be checked using (12) . If the check fails we declare that the particular 3(y) is not valid. We summarize the decoding below.
Decoding Procedure:
1) Calculation of t1 +t2 syndromes S S S 0 = fSi;0; 1 i t1 +t2g
and t 1 syndromes S S S 1 = fS i;1 ; 1 i t 1 g according to (11) .
2) Calculation of error locator polynomials: Find 3 1;u (y) using (13) and 3 u;u (y) using (14) . 3) Check the validity of 3 1;u (y) and 3 u;u (y) according to (12) sets among the sets P 1;u ; P u;u ; and P1;u can be determined.
The positions of 1, u, and u are computed using the appropriate equations given below P 1 = P 1;u \ P 1;u = P 1;u nP u = P 1;u nP u P u = P 1;u \ P u;u = P 1;u nP 1 = P u;u nP u P u = P 1;u \ P u;u = P u;u nP u = P 1;u nP 1
where the symbols \ and n, respectively, denote set intersection and subtraction.
Apart from the errors with Lee weight less than or equal to bt 1 +t 2 =2c, the code by virtue of its structure can correct some errors with Lee weight exceeding the bound. The proofs of the following two lemmas run similar to that of Theorem 9. Here t1 = 4 and t1 + t2 = 10: The minimum Lee distance of the code is equal to 10. The calculations for different set of error vectors are shown below. We solve the key equations (13)- (15) in this case using either Euclidean or Berlekamp-Massey algorithm. We use the symbol 3 when there is no solution to the key equation. To find out the actual error positions of 1, u, and u errors, it is sufficient to obtain the positions of any two of the sets P1;u; P u;u ; and P 1;u : : We show that the linear Gray images of these codes are equivalent to hu, u+vi constructed codes where both u and v parts belong to cyclic codes. Hence a code of length n over F F F 2 + uF F F 2 gives rise to a linear binary code of length 2n and some classes of these codes lead to good binary linear cyclic codes in terms of minimum distance. The main difference is that the component vectors u and u+v are interleaved in the cyclic R R R code construction whereas the vectors are concatenated in the hu, u+vi construction. This makes it possible to correct certain bursts.
The main advantage of studying these codes is from the decoding point of view. The natural structure of these Gray mapped codes allows for them to be decoded in the R R R domain. Hence the complexity of decoding a codeword of length 2n boils down to the complexity of decoding a minimum of two or at the most three binary codewords of length n: This gives rise to significant advantage in practical implementation. Finally a perspective from studying codes over rings. Recently, the ring Z Z Z 4 was used to rediscover the structure of some notorious nonlinear binary codes. Our ring F F F 2 + uF F F 2 throws light on the structure of certain good hu, u+vi constructed binary linear codes. The use of ring theory to improve the decoding of linear binary codes seems to be new. The ideas developed in this correspondence apply also to cyclic codes over F F F p + uF F F p , where p is a prime number.
