We show and give the linear differential operators L scal q of order q = n 2 /4 + n+7/8+(−1) n /8, for the integrals In(r) which appear in the two-point correlation scaling function of Ising model
Introduction
The scaling functions of the two-point correlation function of the square lattice Ising model F ± (r) have been obtained by Wu et al. [1] . These scaling functions F ± (r) are solutions of a Painlevé like equation [1, 2] . Symmetrical forms of these scaling functions have been also obtained by Palmer and Tracy [3, 4] F ± (r) = n I n ,
where the I n 's are n-dimensional integrals. The expressions of I 1 and I 2 are known in closed form. Note that the integrand in the integrals I n (see (11) below) is not algebraic in the variables but it is holonomic. Thus the integrals I n must be solution of linear differential equations ‡. These linear differential equations, annihilating the integrals I n , are the main subject of this paper. ‡ The integrals of a holonomic integrand are also holonomic.
The paper is organized as follows. Section 2 contains recalls on the scaling function of the two-point correlation function F ± (r) and its symmetrical forms. Section 3 is a recall on the f 
N and f
N , at scaling, are given. Once the observation that the scaling limits of f (1) N and f (2) N are identical to I 1 and I 2 , we show in section 4, that the integrals I n are solutions of the linear differential operators L scal q . The proof is carried out by numerical methods, allowing to write the integrals I n as an expansion of formal solutions of L scal q , where the combination coefficients are transcendental numbers. Section 5 deals with the sigma form of Painlevé VI equation that annihilates C(N, N ), as well as its scaling limit. We seek, and find, four solutions to the scaled Painlevé equation. To each solution, we identify the corresponding solution of the N -dependent sigma form of Painlevé VI equation. In Section 6, we show that x 1/4 exp(x 2 /32) is the scaling limit of C(N, N ), and, in section 7, we show that it is also the scaling limit of C(N, N + 1). We show, in section 8, that the factors of the linear differential operators for the f (n) N (as well as the corresponding operators in the scaling limit) have "special" differential Galois groups. Our conclusions are given in section 9.
Recalls on the scaling functions of the Ising model
The scaling functions are defined as [1] (where ξ · r = √ M 2 + N 2 )
with M ± = (1 − t) 1/8 , where t is defined in section 3. The scaling functions obtained in [1] are, for T < T c 
where 
It has been shown [1, 2] that the scaling functions F ± are remarkably given by nonlinear equations of Painlevé type:
sinh(ψ(r)/2) cosh(ψ(r)/2) · exp 1 4
where ψ(r) verifies:
Setting
the equation (7) becomes:
The scaling functions are also given in a symmetrical form in [3] (see also [4] ).
A direct computation gives
A "less" direct computation yields
where K 0 (resp. K 1 ) is the (resp. derivative of the) modified Bessel function (see below).
The linear ODE of the form factors and their scaling limit
The diagonal correlation functions C(N, N ) of the square Ising model have a form factor expansion [5] 
, and
, where E h and E v = E h are the horizontal and vertical interaction energies of the Ising model.
The diagonal correlation functions C(N, N ) can be calculated from Toeplitz determinants [6, 7, 8] . They are also solutions of Painlevé VI in its sigma form [9] .
The diagonal correlation functions C(N, N ), as well as the form factors f (n) N , write as polynomials in the complete elliptic integrals (see Appendix A for some recalls).
The diagonal form factors f (n) N are n-dimensional integrals [5] and are annihilated by linear ODEs whose corresponding linear differential operators factorize, with factors such that the f (n) N are "embedded" in the form factors f
which means, for instance, that f
N are solutions of the linear ODEs:
The expressions of these order-n linear differential operators L n have been obtained [5] for generic values of N (they are given up to n = 10 in [5] ). This way, the scaling limit of these linear differential operators has been possible. The scaling limit amounts to taking both the limits t → 1 and N → ∞ in the linear differential operators. This is performed with the change of variable x = (1 − t) · N , keeping the leading order of N .
In the scaling limit, the linear differential operators L n in the variable t become linear differential operators L scal n in the scaling variable x, and we have shown [5] that the factors L scal n solve as polynomial expressions of modified Bessel functions of homogeneous degree. For some purposes in the sequel and easy references, we recall
in Appendix B. Call B 0 (x/2) and K 0 (x/2) the (respectively analytical at x = 0, and logarithmic) solutions of the modified Bessel differential operator (with D x the derivative ¶ d/dx):
We call B 1 (x/2) and K 1 (x/2) the first derivative of, respectively, 2 B 0 (x/2) and −2 K 0 (x/2). Consider the linear differential operator L 4 · L 2 that annihilates the form factors f (1) (N ) and f (3) (N ), and denote by L 
The general solution of 
i.e. the scaling limit of f (1) 
is not a polynomial expression of modified Bessel functions.
Similarly, for T < T c , consider the linear differential operator L 3 · L 1 , with the constant and f (2) (N ) as solutions. In the scaling limit the operator
, and its general solution reads:
· D x , once the correspondence r → x/2 has been made. We now argue that the integrals I n (x) are solutions of the linear differential operator
for n odd, and
for n even. This will be proved numerically for the first I n (x), i.e. we show that:
Let us show the method for the integrals I 1 (x) and I 2 (x) which are known in closed form expressions. 
16
+ 3x
we form the generic combination c
1 S
2 S
(1) 2 that we evaluate numerically (and its first derivative) at a fixed value of x = x 0 . The integral I 1 (x) (and its first · D x with the formal solutions written as
Similarly, the combination c
4 , and its first three derivatives are evaluated numerically at a fixed value of x = x 0 , and matched to the integral I 2 (x) (and its first three derivatives) performed numerically. Solving in the constants c (2) j , one obtains: Here also, since I 2 (x) is known (and given in (14) with r = x/2), the constants are easy to recognize , whose local exponents at x = 0 are 0, 0, 0, 0, 2, 2 (that we note 0 4 , 2 2 ). The formal solutions are written as: 
1 , S Similar calculations are done for I 4 (x) with the basis of solutions at
(whose local exponents at x = 0 are 0 5 , 2 3 , 6):
4 . The coefficients combination read c , one may proceed as follows. Call I n (x, u) the integrand of I n (x) and integrate numerically
for fixed n and various values of x, to get zero with the desired accuracy. We claim that this continues for the higher I n , and conclude that the integrals I n (x) are solutions of L scal q , the scaling limit of the linear differential operator annihilating the form factors f 
Note that the numerical values c
do depend on the basis chosen for the formal
(see Appendix C which gives the constants for I 2 (x) with another combination of formal solutions). However, as an expansion, I n (x) is obviously not dependent on the basis. For instance, if we trust the guessed constants c 2 , the integral I 3 (x) reads:
In front of ln(x) 3 , there is the overall constant c
1 . For ln(x) 2 , there is no overall constant, because the series in front of ln (x) 2 is a sum of two series with the combination coefficients c
1 and c
2 . The same occurs for the others series in front of ln(x) and ln(x) 0 . For I 4 (x), the expansion reads:
Remark 1: In the numerical evaluation of the constants c
by linear systems like (25) , the issue of the numerical accuracy raises. For the left hand side (25) it is straigthforward to have the series S (n) j to any length. The difficulty is in the numerical evaluation of the multiple integrals (12) which controls the number of digits of the constants c (n) j . Remark 2: In the evaluation of the linear systems like (25) , the matching point x = x 0 is used. The value of x 0 can be any positive number, since the integrals I n (x) are defined for the positive r = x/2, and since the solutions S (n) j are given by linear ODEs which have only x = 0 and x = ∞ as singularities.
We now turn to the diagonal correlation functions C(N, N ), which write as expansion on the form factors f (n) N . The linear differential equations that annihilate the C(N, N ) are of order N + 1. Appendix D shows that we can find the coefficients for generic N , but to go further, a recursion on these coefficients should be found. This seems hard to achieve. Fortunatly, there is a way to produce the linear differential equation at scaling that should contain the scaling limit of C(N, N ).
Painlevé VI sigma form equation in the scaling limit
It is known that the diagonal correlation functions of the Ising model, C N = C(N, N ) verify the Painlevé VI equation in its sigma form [9] 
where:
The scaling limit of this equation has been given by Jimbo and Miwa [9] . It is obtained by simply performing the approriate change of variable, which amounts to changing to the variable x = (1 − t) · N in Painlevé VI sigma form, keeping the leading N term. This gives the scaling equation (irrespective of the regime T < T c or T > T c )
with:
To make the expressions closer to the sigma form, one may define
Equation (38) becomes
Remark 3: The form (41) is equation (38) in [9] , and identifies with (10) on ζ with r = x/2. It seems that this identification between (10) and (41) (and thus eq.(38) in [9] ) has not been remarked. 
Some solutions of the Painlevé VI sigma form equation in the scaling limit
In order to find some of the (non logarithmic) solution C scal (x), we plug in (41) the form
and solves, term by term, on the coefficients a k . For generic α, one obtains
The value α = 1/4 pops out as particular. When fixed and plugging (42) in (41), one obtains a one-parameter solution that reads:
For the value a 0 = 0, the solution corresponds to (43) for α = 1/4 + 2. For a 2 = 0, the solution is
Now we want to find whether there are particular values of a 2 /a 0 for which the series C scal (x)/x 1/4 in (44) verifies a linear ODE. For this we use the methods developped in [10, 11, 12, 13] (see also section 6 in [14] , section 3 in [15] ) and consider the series (44) modulo a given prime p r . This way, as far as the coefficient a 2 /a 0 is rational, its value is restricted to the interval [1, p r ]. We then let a 2 /a 0 varies over the whole interval [1, p r ] until a linear ODE is found. We have written the linear ODE in the (homogeneous) derivative x · D x , the coefficient-polynomials being of degree D, and searched for an ODE of order Q ≤ 6, with (Q + 1) (D + 1) ≤ 220. In this range of Q and D, there are only the values a 2 /a 0 = 1/16 and a 2 /a 0 = 1/32 that are found, for which the series (44) is annihilated by a linear ODE.
For the particular value a 2 = a 0 /16, the linear ODE found is of order two, with the non logarithmic solution
For the particular value a 2 = a 0 /32, the linear ODE is of order one and solves as:
Correspondence with solutions of PVI sigma form equation
In the scaling limit, we have obtained that Painlevé VI sigma form equation has the following solutions:
For the logarithmic solution of the Painlevé VI sigma form in the scaling limit, the first terms are given in [2] . More terms are given in Appendix E. Now, we show the solutions of the Painlevé VI sigma form corresponding to these scaling solutions, C
scal (x). There is one solution to the Painlevé VI sigma form which reads
with (for T > T c )
and (for T < T c )
In the scaling limit, the corresponding linear differential operator is (for both regimes)
with solutions
which are the solutions (43). The same solution to the Painlevé VI sigma form can be seen as given with α being a free parameter, i.e.
giving the solution (45).
We have shown in [16] that any combination of the two solutions of (with
actually satisfies the Painlevé VI sigma form (35). In the scaling limit, the two solutions are
i.e. the scaling solution (46). Note that
is also a solution of (41), and
N .
Scaling limit of the diagonal correlation functions C(N, N )
Now, let us show that the scaling solution (47)
corresponds (up to x 1/4 ) to an infinite sum of the scaling limit of the f We will consider f
These linear differential operators are given in [5] , and we 
The identification will be done on the formal solutions of the scaling linear differential operators.
With the first terms of the solution of L scal 2
there is only the constant term which matches.
reads:
With the well suited combination (a 2 = 1/32), S 42 becomes:
We see that, up to x 4 , the coefficients are reproduced, i.e. up to x 4 , the solution C (IV ) scal (x) is reproduced by the scaling limit of:
Note that the next coefficients of C (IV )
scal (x)/x 1/4 , and S 42 (i.e. at x 6 ), are in the ratio 4/3.
Next, we consider the scaling of
This amounts to considering the solution of L scal (x)/x 1/4 up to x 10 , the ratio of the next coefficients 43/45 being almost the unity.
With the first three form factors, we may infer that, for each f (2n+1) N form factor added to C(N, N ), the coefficients of the scaling function are reproduced up to x n(n+3) . Indeed, and as a last check, we consider the next form factor f (7)
, and its analytical solution (at x = 0) which reads: 
, which reads
where we remark that this solution identifies with S 642 , up to x 10 , i.e. for the same well suited combination it reproduces C N , up to x n(n+3) . As far as the analytical solution at x = 0 of the scaling function is concerned, the scaling function is the same for both regimes (high and low temperatures).
The scaling limit of C(N, N ) is therefore:
7. Scaling limit of the next-to-diagonal correlation functions C(N, N + 1)
The non-diagonal correlation functions C(N, M ) are given in terms of determinants (see [7] ). It has been shown in [17] that the next-to-diagonal correlation functions C(N, N + 1) have the form of a bordered Toeplitz determinant. An iteration scheme of the diagonal and the next-to-diagonal correlation functions is given by Witte [18] . Unlike the diagonal correlation functions C(N, N ) which are annihilated by Painlevé VI equation, there is no known (non-linear) differential equation for C(N, N + 1) on which the simple scaling limit t → 1, N → ∞ can be performed. However, these next-to-diagonal correlation functions can be written as sum of the form factors [19] , C (n) (N, N +1). In Appendix F, we show that these next-to-diagonal form factors are annihilated by linear ODEs that can be obtained for generic N . We give in Appendix F the first three linear differential operators and their corresponding linear differential operators in the scaling limit.
It appears that these linear differential operators, in the scaling limit, identify with the operators for the diagonal f (n) N in the scaling limit. Therefore, we will expect the occurrence of the same expression x 1/4 · exp(x 2 /32) as the scaling limit of C(N, N + 1).
Consider the first term C (1) (N, N + 1) whose scaling limit is given by the direct sum L , which has the analytic solution at x = 0:
For a 0 = 1 and a 2 = 1/32, there is matching with exp(x 2 /32) up to x 4 . The two terms C (1) (N, N + 1) + C (3) (N, N + 1) are annihilated by the operator V 10 which solves C (2) (N, N + 1) as well. But we have shown in Appendix F that in the scaling limit, the operator V 10 has the direct sum decomposition (F.14). This allows us to pick only the operators L
corresponding to the scaling limit of C (1) (N, N + 1) + C (3) (N, N + 1). The analytic solution at x = 0 expands as
and for a 0 = 1, a 2 = 1/32, a 6 = 1/196608, matches with exp(x 2 /32) up to x 10 . Let us consider the whole solutions of the scaling limit of V 10 , which means that we are matching exp(x 2 /32) to the scaling limit of C (1) (N, N + 1) + C (2) (N, N + 1) + C (3) (N, N + 1), i.e. mixing both regimes. The analytic solution at x = 0 of (F.14) depends on four free coefficients, which when fixed to a 0 = 1, a 2 = 1/32, a 6 = 1/196608, a 12 = 1/773094113280, actually matches exp(x 2 /32) up to x 18 . Therefore, we have shown that
Differential Galois groups of the operators in the scaling limit
The equivalence of two properties, namely the homomorphism of the operator with its adjoint, and either the occurrence of a rational solution for the symmetric (or exterior) square of that operator, or the drop of order of these squares †, have been seen for many linear differential operators [20] . The linear differential operators with these properties are such that their differential Galois groups are included in the symplectic, or orthogonal, differential groups.
The solutions of the operators L n , when N is fixed to an integer, write as polynomials in the complete elliptic integrals K and E. The operators are equivalent to some symmetric power of L E , the linear differential operator for the complete elliptic integral E. The homomorphisms of the L n with their corresponding adjoint is, therefore, a straightforward consequence of the homomorphism of L E with its adjoint.
Furthermore, we forwarded, in a recent paper [21] , a "canonical decomposition" for those operators whose differential Galois groups are included in symplectic or orthogonal groups. These linear differential operators are homomorph to their adjoints, and a "canonical decomposition" of these linear differential operators can be written in terms of a "tower of intertwiners" [21] .
The issue, we address in the sequel, is whether these properties hold for the operators L n with a generic parameter N , and whether this is preserved in the scaling limit.
We find that the linear differential operators L n (given up to n = 10 in [5] ) are homomorphic to their respective adjoints for generic values of N . Their differential Galois groups are in symplectic groups for n even, and in orthogonal groups for n odd. Their exterior (for n even) and symmetric (for n odd) squares do annihilate a rational function. For instance, the rational solution of the symmetric square of L 3 reads
and the rational solution of the exterior square of L 4 is:
The operator L scal 3
is the scaling limit of L 3 , and is (non-trivially) homomorphic to its adjoint. The rational solution of its symmetric square is
which is the rational function (76) in the scaling limit. Similarly, the operator L scal 4
(the scaling limit of L 4 ) is homomorphic to its adjoint, and the rational solution of its exterior square reads
which, in the scaling limit, is the rational function (77). † The order of the symmetric (or exterior) of these operators is less than the order generically expected for these squares. In terms of differential systems this corresponds, however, to rational solutions.
The orthogonal (resp. symplectic) differential Galois groups admit an invariant quadratic (resp. alternating) form. Here also, for instance for L 3 , one has the following quadratic form, depending on N , Q(X 0 , X 1 , X 2 ) = const. where
which, in the scaling limit, becomes the quadratic form
for L scal 3
. In (80), and (81), X 0 denotes any solution of the considered linear differential operator, X 1 and X 2 being the first and second derivative of X 0 .
The operators L scal n "inheritate" the differential Galois groups of the operators L n . For n even (resp. n odd), the differential Galois group of L scal n is included in Sp(n, C) (resp. SO(n, C)). Recall that the solutions of the operators L n (resp. L scal n ) write as polynomials in the complete elliptic integrals (resp. modified Bessel functions), which means that the linear differential operators L n (resp. L ). Thus, the differential Galois group of L n and L scal n is, in fact, the differential Galois group of
We have shown in [21] that the homomorphism of the operator with its adjoint implies a "canonical decomposition" in terms of self-adjoint operators. This decomposition is obtained by a sequence of Euclidean right divisions (see [21] and section 9 in [15] ). The operator L 3 has the canonical decomposition (for generic N )
where r
1 (x) is a rational function, and where U
1 , U are order-one self-adjoint operators. In the scaling limit, one obtains for L scal 3 :
Here also, r
2 (x) is a rational function, and W
1 , W are order-one self-adjoint operators.
Similarly, the operator L 4 has the following canonical decomposition (for generic N )
1 and U
2 are order-two self-adjoint operators. In the scaling limit, one obtains for L scal 4
(85) ‡ Ln is homomorphic to the symmetric (n − 1)-th power of L 2 , with N generic (not necessarily an integer). † SL(2, C) is isomorphic to Sp(2, C), to Spin(3, C), and isomorphic, up to a 2-to-1 homomorphism, to SO(3, C) ≃ P SL(2, C).
where r are order-two selfadjoint operators.
The "canonical" decomposition occurring for the operators L n , is preserved in the scaling limit. In particular the self-adjoint operators of these "canonical" decompositions [21] are all of order one for the L n and L scal n with n odd and are all of order two for the L n and L scal n with n even. The rational solutions of the symmetric, or exterior, squares of the L scal n are given in Appendix G.
Conclusion
To obtain the expression x 1/4 · exp(x 2 /32) as the scaling limit of the correlation functions C (N, N ) , we have made a "matching", in the scaling limit, of both handsides of:
The left-hand-side is taken as a particular solution that pops out from the sigma form of Painlevé VI in the scaling limit. The right-hand-side is a particular combination of the sum of the (non logarithmic) formal solutions of the operators (annihilating f
For the next-to-diagonal correlation functions C(N, N + 1), there is no (nonlinear) differential equation one can use, but we have obtained that the next-todiagonal form factors C (j) (N, N + 1) have, in the scaling limit, the same linear differential operators L scal n . One may conjecture that we will obtain the same linear differential operators at scaling for the j-contributions
Each time the discrete parameter N of the lattice appears explicitly in a differential equation, the scaling limit can easily be performed. The correlation functions C(N, N ) is a solution of the sigma form of Painlevé VI (see (35)) which, itself, is a specialisation of a more general nonlinear differential equation [22, 23] , also called sigma form of Painlevé VI, which depends on four parameters †. The scaling limit performed on (35) with (36) has given the nonlinear equation (41) that identifies with (10) which concerns the scaling limit of the correlation functions C(M, N ). If one assumes that, similarly to C(N, N ), the C(M, N ) also verify a non-linear differential equation, generalizing (35), one possible scenario could be that a two-parameter nonlinear equation for C(M, N ) emerges as a subcase of the four-parameter sigma form of Painlevé VI. Finding this two-parameter nonlinear equation for C(M, N ) essentially requires to generalize the definitions of σ, namely (36), and to find the constraints on the four parameters.
The square Ising model has shown an extremely rich structure illustrated by a large set of exact results corresponding to highly selected linear differential equations of the n-particle contribution to the magnetic susceptibility χ (n) , correlation functions C(N, M ), form factors C (j) (N, M ), etc. For the linear ODE which have only the three § regular singularities t = 0, t = 1 and t = ∞, the scaling limit leads to a confluence [25, 26] of the singularities, ending in the regular x = 0 and the irregular x = ∞ points.
All the remarkable structures discovered in previous papers, on the square Ising model (elliptic functions, modular forms, Calabi-Yau equations, "special" differential Galois groups, globally bounded series, diagonals of rational functions, ...) emerge in a framework related to the (Yang-Baxter) integrability concept occurring on a lattice. In the scaling limit, with the emergence of irregular singularities from the confluence of regular ones, many of these structures actually disappear, or are less crystal clear. For instance, the property of global nilpotence, occurring in all our linear ODEs, disappear in the scaling limit, but some structures still show up for the p-curvature (see section 10 in [27] ). In contrast, we have seen that the differential Galois group structures are more robust, being preserved by the scaling limit.
What happens in the scaling limit to all the remarkable holomic or non-holonomic structures we have discovered in the last decade, on the square Ising model?
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the form of C(N, N ) reads
where Q(N, i, t) is a rational function. For instance C(2, 2) in the T > T c regime, writes:
The form factors f N writes as a sum of polynomials in K and E. The form of f
with P (N, n, j, i, t) a rational function. In the expression of f , the homogeneous degrees of K and E occur as 1, 3, · · · , 2n + 1. Recall [5] that the linear differential operators annihilating the f (2n+1) N , have a direct sum structure when the unit circle |s| = 1 yielding a natural boundary. For the scaling function of the magnetic susceptibility χ, see [24] and references therein.
parameter N is fixed to an integer. The first two f (2n+1) N contributing to the example of C(2, 2) are:
The expression (16) reproduced here for N = 2
shows that an infinite sum of polynomials in K and E will give birth to the overall factor (1−t) −1/4 absent in (A.3). This situation has been encountered in the magnetic susceptibility of Ising model at scaling (see section 7 in [28] ). See also section 5.1 in [29] , where a sum of terms, each term being a polynomial expression of the complete elliptic integrals, reduces to an algebraic expression.
The form factors f , where:
The form factor f
N is annihilated by the order-twelve linear differential operator
, where L scal 6 reads:
The form factor f (2) N is annihilated by the order-four operator L 3 · L 1 , which, in the scaling limit, writes L
, where:
N is annihilated by the order-nine operator
, where L scal 5 reads:
4 , (C.1)
4 ,S 
The correlation functions C(N, N ) are annihilated by a linear ODE of order N + 1. The form of the linear differential operators is
where, for generic N , the first polynomials P N −k (for N > k) read:
The form factors C (j) (N, M ) for the anisotropic lattice, are given, in [19] . For the isotropic case the result is
with :
with w = s/2/(1 + s 2 ), and where s denotes sinh(2 K).
Appendix F.1. The linear differential equations of C (j (N, N + 1), j = 1, 2, 3
We give the linear differential equations that annihilate the first next-to-diagonal C (j) (N, N + 1) form factors (j = 1, 2, 3). The first terms of C (1) (N, N + 1) read (with x = w 2 )
These series are annihilated by an order-three ODE whose corresponding linear differential operator reads for generic N (and written in the variable s, where D s is the derivative d/ds) and are annihilated by an order six linear differential operator whose corresponding differential operator reads The first terms of C is the operator appearing in Appendix B and corresponding to the scaling limit of the operator for f (2) N . The scaling limit of V 10 (which corresponds to C (1) (N, N + 1), C (2) (N, N + 1), and C (3) (N, N + 1)) factorizes as:
(F.14)
Again, in the scaling limit, the linear differential operator corresponding to the diagonal f
N appears. 
