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MODELLING BREAKDOWN DURATIONS IN SIMULATION MODELS OF ENGINE
ASSEMBLY LINES
Lanting Lu
Machine failure is often an important source of variability and so it is essential
to model breakdowns in manufacturing simulation models accurately. This thesis
describes the modelling of machine breakdown durations in simulation models of
engine assembly lines. To simplify the inputs to the simulation models for com-
plex machining and assembly lines, the Arrows classiﬁcation method has been de-
rived to group machines with similar distributions of breakdown durations, where
the Two-Sample Cram´ er-von Mises statistic and bootstrap resampling are used to
measure the similarity of two sets of data. We use ﬁnite mixture distributions ﬁt-
ted to the breakdown durations data of groups of machines as the input models for
the simulation models. We evaluate the complete modelling methodology that in-
volves the use of the Arrows classiﬁcation method and ﬁnite mixture distributions,
by analysing the outputs of the simulation models using different input distribu-
tions for describing the machine breakdown durations. Details of the methods and
results of the grouping processes will be presented, and will be demonstrated using
examples.LIST OF FIGURES viii
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of their manufacturing plants. Different scenarios, such as number of resources,
length of buffers or layout of the manufacturing lines, can be set in different simu-
lation models. The outputs of these simulation models of machining and assembly
lines can and have been used to estimate costs, productivity targets and proper la-
bour requirements and layouts for existing and new engine programs. Therefore,
simulation models are required to reﬂect the real world as accurately as possible.
In manufacturing systems, machine failure is often an important source of vari-
ability. Therefore it must be represented correctly in simulation models of the
process. Machine and engine repairs and operator stoppages can have a signiﬁc-
ant effect on the line yield. For example, the total loss due to these repairs and
stoppages in the engine assembly line we consider in this thesis, for the last three
months of 2007 was 18.7%. However, while Ford have detailed duration data for
machine repairs, since the machines are linked to an automatic on-line monitoring
system, similar data are not available for engine repairs and operator stoppages
because the enormous time and resource requirements for monitoring every single
engine repair and operator stoppage are prohibitive. We therefore focus on the
development of a methodology to enable the modelling of the machine repair dur-
ations.
Currently, historical data are commonly used in Ford as machine breakdown
duration inputs to the simulation models while theoretical distributions are only
used when there are no historical data available for a machine. However, it is
generally preferable to use appropriate theoretical distributions as simulation in-
puts for several reasons; for example, it is often easier to change a theoretical
distribution when performing different experiments on the simulation model. No
common statistical distribution has been found to be a reasonable ﬁt for most of
the breakdown duration data as each set of data is a mixture of a number of dis-
tinct populations, resulting in a multimodal distribution. Therefore, ﬁnite mixture
distributions have been proposed to ﬁt the breakdown duration data of machines.CHAPTER 1 8
and can smooth out its irregularities. Our proposed breakdown duration modelling
process is shown in Figure 1.1 and comprises three major steps:
1. Data preparation/ transformation:
Adjustments need to be made to validate the data for the mixture distribu-
tions ﬁtting process. We transform the validated breakdown duration data to
obtain a better ﬁt of ﬁnite mixture distributions.
2. Select component distribution type:
The type of component distribution is chosen based on the characterisations
of the breakdown duration data. A mixture of lognormal distributions is
considered to be the most appropriate to represent machine downtimes and
is simple to input into the WITNESS models for the engine assembly lines.
Section 3.4 describes the rationale behind this choice.
3. Fitting mixture distributions:
We propose using ﬁnite mixture distributions ﬁtted to the amalgamation of
the data for all of the machines in a group to represent the machine down-
times for machines in the same group. There are three steps in this part:
(a) Estimate similarities between the machines
The similarities between machines are measures by the signiﬁcance
levelsofCram´ er-vonMisesstatisticsoftheircorrespondingbreakdown
duration data sets. The method for measuring machines’ similarities is
described in Chapter 4.
(b) Machines classiﬁcation
Use the Arrows classiﬁcation method to divide machines into groups
based on the similarities between their breakdown duration data. This
classiﬁcation method is described in Chapter 5.CHAPTER 1 9
(c) Fitting mixture distributions to the grouped data
This step involves estimating parameters of ﬁnite lognormal mixture
distributions for representing the breakdown durations for groups of
machines. A Bayesian framework is applied to ﬁnd the posterior dis-
tributions of the parameters of the component distributions and that of
the number of components in the mixture distribution (see Section 3.2
for details). We ﬁt one mixture distribution to each group of machines.
The ﬁtted mixture distribution for one group can be used to represent
the breakdown durations for all machines in this group.CHAPTER 1 10
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Figure 1.1: Diagram of the proposed machine breakdown duration modelling pro-
cess.CHAPTER 2 16
Porter and Finke [127] examined machine breakdowns with forty eight causes
on the area of integrated circuits and classiﬁed them into four main categories:
broken parts, time degradation, mechanical stress and serial effects of time de-
gradation and mechanical abrasion.
Buzacott and Haniﬁn [23] identiﬁed two types:
• Operation dependent cause:
Cannot happen when the machine is in the idle state; happens after a certain
number of operation cycles.
• Time dependent cause:
Can happen when the machine is idle; is due to some uncertain reason except
wear and happens after a certain amount of time.
This categorisation suggests that a breakdown can happen even when the ma-
chine is not operating and there is time dependency in the occurrences of break-
downs. However, engineers in Ford assume that a breakdown is a totally random
and independent event and cannot happen when a machine is not operating. We
make the same assumption in the simulation model and this is discussed further in
Chapter 6.
Another categorisation identiﬁed by Ibe and Wein [84] is based on the duration
of the failures, which is also used by Ford engineers. Law [103] (P320) gives a
similar opinion about the types of machine breakdowns. The two types are:
• Permanent failure:
Commonly classiﬁed as inherent failure by machine manufacturers, and “re-
quires the physical repair of a system by the ﬁeld service crew and usually
takeshourstocomplete”ItisreferredtoasMajorfailurebyFordanddeﬁned
as a failure that usually requires highly skilled maintenance staff to ﬁx and
normally takes longer than 15 minutes to repair.CHAPTER 2 18
1. The active stage
The period needed to change the machine into “a serviceable state”, i.e.
actual repair time.
2. The delay stage
Waiting time caused by the absence of one or more resources, such as tools
or maintenance staff.
Law [103] splits the repair time into the same two stages. Human behaviour
was cited by Haniﬁn [77] as an important contribution to uncertainty. Banks et al
[7] also blame human behaviour for much of the variability.
A diagram of two major types of machine repair process used at Ford manu-
facturing plants is given in Ladbrook [97] and is reproduced in Figure 2.2. The
repair process has two main types: (a) the left hand side of this diagram, shown
as blue arrows, is the process without line side maintenance and (b) the right hand
side, shown as purple arrows, is the process with line side maintenance. The rec-
tangles indicate the basic steps of the breakdown process and the blue or purple
arrows indicate two different sequences of the basic steps: blue for without line
side maintenance process and purple for with line side maintenance process. As
shown in this diagram, the biggest difference between the two types is that with
line side maintenance, there is no need to “call maintenance operators from a cen-
tral pool” [97].
Operators can manage to undertake a minor repair and maintenance operators
are called if it is identiﬁed as a major repair at the initial inspection of the operator.
Machine tryouts are test runs carried out by operators or maintenance operators to
check whether the machine is ﬁxed properly. If the machine operates successfully
during tryouts, the whole maintenance process is considered to be completed.
A sequence of very detailed elements and phases in a maintenance process is
identiﬁed by Ferrazano in [97], although no explanation of the different phases ofCHAPTER 2 19
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Figure 2.2: Diagram of elements of two types of repair process at Ford.
the whole maintenance route for a breakdown is given. A diagram of the mainten-
ance process is shown in Figure 2.3.
Carrie[25]describesamorestraightforwardlogicformodellingmachinebreak-
downs. After choosing the method to generate the failure times much (Steps 1 and
2), his approach is as follows:
Step 3 “Schedule start of breakdown event at this time.”
Step 4 “When the clock reaches this time take the machine out of service.”
Step5“DrawasamplefromtherepairtimedistributionandaddittothecurrentCHAPTER 2 20
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Figure 2.3: Detailed diagram of elements of the maintenance process. Reproduced
from [97].
clock time.”
Step 6 “Schedule an end of breakdown event at this time.”
Step 7 “When the clock reaches this time return the machine to normal serv-
ice.”
Step 8 “Draw a sample from the time between repair distribution and add it to
the current clock time.”
This logic assumes the time generated for a machine failure is the whole e-
lapsed time of all elements of the breakdown stage. Compared to the detailed
model shown by Figure 2.3, the greatest advantage is its simplicity. Ford found
it was very time consuming and even unrealistic to collect precise data for each
phase shown in Figure 2.3. Besides, experiments have been carried out on sim-
ulation models with different detail levels of breakdown durations modelling and
no signiﬁcant differences have been detected [97]. Therefore engineers in Ford
make similar assumptions to Carrie’s, that all of the elements of breakdowns are
included within the generated time to repair.CHAPTER 2 22
3. If the machine is powered off during repair, the system may record two stop-
pages instead of one.
4. A failure occurring on the last production shift of the week could have one
of two outcomes. First, the machine is ﬁxed during overtime at the weekend,
or second, it is ﬁxed in the ﬁrst shift of the following week. In either case,
the system records the duration of this repair as lasting the whole weekend
or lasting until the end of the last shift.
5. The monitoring system may be off during weekend overtime. Thus, it is
often not known when the repair is completed during the overtime period.
6. The automatic monitoring system might breakdown. In this case, it is nec-
essary to rely on the engineers responsible for the line to use other methods
to collect the data.
The data collected from the on-line monitoring system therefore needs to be
validated before subsequence analysis. The cleaning and validation of the raw
data was previously carried out manually in Ford, which was a very time consum-
ing process especially when dealing with large data sets that include thousands of
breakdown entries. We have derived a program using Visual Basic of Applica-
tions in Excel to process the data validation, which has helped the Ford simulation
modellers to achieve an enormous saving of time spent on this task.
The data validation may change the raw data signiﬁcantly. For example, the
histogram of the distribution of the raw repair time data for a typical machine in
an engine assembly line is shown in Figure 2.4 and the histogram of the validated
repair time data for the same machine is given in Figure 2.5. The detail of the data
validation process will be discussed in Section 3.3.CHAPTER 2 23
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Figure 2.4: Histogram of the distribution of the raw breakdown duration data of a
machine involved in engine assembly process.
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Figure 2.5: Histogram of the distribution of the validated breakdown duration data
of the same machine given in Figure 2.4.CHAPTER 2 25
• Represent extreme events:
Generally, empirical distributions only represent data with limited values be-
cause the randomly generated data from an empirical distribution cannot be
less than the minimum of the observed data or greater than the maximum of
the observed data. Since the chance of extreme events can heavily inﬂuence
the performance of simulation systems, a ﬁtted theoretical distribution can
be a better method of representing the whole process ([103] and [12]).
• Physical reasons:
Certain physical characteristics of the data, such as nonstationarity or de-
pendence, make it elaborate to obtain the empirical distribution ([103] and
[12]).
• Simpler to make changes:
It is much simpler to make changes to a theoretical distribution. If we want
to investigate the system performance in different scenarios with differences
in that input data. With theoretical distributions, simply changing the para-
meters will make all of the changes. But there is no straightforward way for
making the changes when using an empirical distribution ([103] and [12]).
• Compact way to represent the data:
The physical process to input the empirical distribution into the simulation
model might be time-consuming especially with a large data set. A theoreti-
cal distribution, on the other hand, is a much more compact way to represent
the input data [103].
In relevant work using this approach, most authors focus on relatively simple
problems where input random variables are independently and identically distri-
buted and follow well-known parametric theoretical distributions, such as gamma,
lognormal, normal, Weibull, etc. Since the natures of different kinds of data varyCHAPTER 2 26
a lot, the number of choices is correspondingly large. There are a few features of
the data that can help narrow down the possible choice to a few that may have a
better ﬁt, e.g. the shape of the histogram of data or whether the data consist of
negative or positive values([107], [108] and [109]). For example, if the histogram
of data skews to the right, the normal distribution can probably be ruled out. Law
[103] gives a tutorial on “hypothesizing” distributions that might be a good ﬁt of
the data. A good descriptions of the physical features of many standard theoretical
distributions can be found in [52] and Chapter 9 of [8].
Law et al. [106] identiﬁed that sometimes no standard theoretical distributions
can reﬂect the actual underlying distribution. If no theoretical distribution seems
to be a good ﬁt, it is recommended by most text books, such as Law [103], that an
empirical distribution should be used. Biller and Barry [12] also suggest that an
empirical distribution can be a good option “when an adequate sample is available,
the data are thought to be representative and there is no compelling reason to use a
probability model (including the case that nothing appears to ﬁt well)”. Barton et
al. [10] express their concerns on the common approach of using ﬁtted theoretical
distributions as simulation input and advocate the use of empirical distribution for
its simplicity and “transparent” meanings.
There is a growing recognition of problems where input random variables are
multivariateorcorrelated. Somerecentwork, suchasNelsonandYamnitsky[123],
Deler and Nelson [47], Ghosh and Henderson [65], Biller and Nelson [13] and
[14], Lada et al. [96] and Kuhl et al. [94], have studied these two situations.
There are also cases where no standard theoretical distribution can be a rea-
sonable ﬁt for the data: “the data are a mixture of two or more heterogeneous
populations” [103]. Cheng and Currie [35] indicate that many of these cases can
be generalised to the situation where input random variables are drawn from ﬁ-
nite mixture distributions. Most of Ford’s machine breakdown duration data are
multimodal and so can be described by ﬁnite mixture distributions. The term ﬁniteCHAPTER 2 28
that modelling machine breakdowns with theoretical distributions has risks and
indicate that ﬁrst, there is no actual theoretical proof that the assumed theoretical
distribution ﬁts data from a real transfer line and second, important variables in the
data are “disregarded, assumed constant or forced to ﬁt”. In their work, they gen-
erated machine breakdown durations in the simulation that were exactly the same
as the data they collected. The input was ﬁxed and set as the sequence of actual
start time and ﬁnish time of machine failures collected in a certain period. There-
fore, under their approach, every run has exactly the same sequence of breakdown
durations. However, this means that the length of the simulation run time can not
be more than the amount of time over which the breakdown data has been collect-
ed. Hence, if a particular event has low frequency and a relatively short length of
breakdown input is used, the simulation run length may not be sufﬁcient to reﬂect
the true impact of the rare events.
Some of the research on breakdown modelling of manufacturing simulation
supports the use of theoretical distributions. Bradford and Martin [21] studied 10
transferlinemachines’breakdownbehaviourandcomparedtheperformanceofav-
erage throughput of two simulation models consisting of these 10 machines. One
of the two models uses actual historical data to model machine breakdowns and the
other uses a negative exponential distribution to model machine up durations and
uses a Erlang-2 to represent machine downtimes. The conclusion is that the aver-
aged line yield produced with the use of standard theoretical distributions was “as
accurate as using historical data”. However, it is also indicated that no one distri-
bution used (negative exponential, Weibull, Poisson and Erlang-2) could represent
the time between failures and the breakdown durations accurately for all of the
machines, and the breakdown durations were modelled especially badly. Some
other authors like [104], [158], [159] and [105] believe that simulation models
using theoretical distributions to represent machine downtimes produce accurate
performance, but only when adequately well ﬁtted theoretical distributions can beCHAPTER 2 29
found.
Some projects on breakdown modelling that have been undertaken in Ford pre-
ferred the use of historical data (empirical/user-deﬁned distribution). Crosby and
Murton [39] conclude that the theoretical distribution could not truly reﬂect the
underlying distribution as the outputs were very different. Ikonen [85] states that
an empirical distribution was believed to be the more accurate way to represent the
actual data. Ladbrook [97] expresses his concerns that no theoretical distribution
seems to be an appropriate representation of the breakdown data.
It is also indicated that much of the relevant mathematical and statistical know-
ledge of theoretical distribution selection and estimation of parameters are very
complex [32] and “beyond the understanding of many manufacturing engineers”
who happen to be the simulation modellers. Correspondingly, it takes much longer
for the engineers to learn and build simulation models if applying theoretical dis-
tributions.
The factor of time limitations has been emphasized in a number of manufactur-
ing simulation studies, such as [111], [119], [97] and [98]. Therefore, as Ma and
Kochhar [111] state, it is ideal to obtain accurate repair times representation with
simple and intuitively meaningful mathematical formulations that can be easily
implemented in simulation software, which our proposed method aims to provide.CHAPTER 3 31
will produce poor ﬁts to these data. Instead, we use ﬁnite mixture distributions,
allowing us to describe the multimodality.
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Figure 3.1: Histogram showing the distribution of the machine breakdown dura-
tion data of a machine involved in engine assembly process.
We begin with a description of ﬁnite mixture distributions, our proposed meth-
od, in Section 3.1, stating the estimation problem of ﬁtted ﬁnite mixture models.
We use a Bayesian approach for the ﬁtting methodology and this is discussed in
Section 3.2, including a brief description of the implementation of the importance
sampling used to ﬁt the ﬁnite mixture models. Section 3.3 addresses some of the
issues in the raw data before carrying out the actual ﬁtting process for the machine
breakdown duration data. Section 3.4 discusses the selection of the distribution for
the individual components. We investigate the relations between the components
of the ﬁtted mixture distributions for the breakdown durations of a machine and
the different types of faults that cause failures of the machine in Section 3.5.CHAPTER 3 33
are the weights of the components whose individual densities are fi(x|θi) for i =
1,...,k. Theparameterk isthenumberofcomponentsintheﬁnitemixturemodel.
Being a particularly ﬂexible and useful method of modelling, ﬁnite mixture
models have been receiving more attention recently [76] and have been success-
fully applied in both practical and theoretical ﬁelds (e.g. [136], [11], [131], [35],
[110] and [1]).
Other multimodal distributions exist for ﬁtting data that are not distributed
according to common stochastic models. These are generally based on using ﬂexi-
ble families of distributions, such as the B´ ezier distribution ([161], [160], [123],
[95] and [103]) or the Johnson family (see Chapter 12 of [90], or page 297 of
[103]). The B´ ezier distribution exploits the properties of B´ ezier curves and allows
the modeller to ﬁt the cumulative distribution function F(x) to a wide range of
distributions of data, its ﬂexibility being due in part to the fact that the number
of parameters to be used is not ﬁxed. Johnson distributions are based on trans-
formations of normal variables and, although they offer a wide range of shapes of
distributions, do not cope as well with multimodality.
The advantage of the use of ﬁnite mixture models is that they provide a good
description of multimodal data, using parameters that have an intuitive meaning,
which will make it more understandable for engineers with little expertise. They
are also easy to implement in most standard simulation packages using a two-stage
approach, where the component is sampled in the ﬁrst step and then the input value
is sampled from the component density.
We use software developed by Cheng and Currie [40] to estimate the best ﬁtted
mixture models for breakdown duration data sets. The assumption made in [40] is
that all of the component densities take the same form. If we allow the component
densities to take different forms in the mixture, the time spent on the ﬁtting process
will increase massively, especially with a large selection of different distributionCHAPTER 3 34
typesandahighnumberofcomponents. Thereforetheprobabilitydensityfunction
3.1 can be written as
h(x) =
k  
i=1
wif(x|θi), (3.4)
where 0 < wi ≤ 1 for i = 1,...,k and
 k
i=1 wi = 1.
In this work, we have assumed that the components follow a lognormal distri-
bution, and so
f(x|θi) =
1
xτi
√
2π
e
−
(ln x−µi)2
2τ2
i (3.5)
where
θi = ( i,τi)
T (3.6)
The choice of distributions for the component densities should be dependent
on the characterisations of the data being modelled, for example the shape of the
corresponding histogram and the range of the data, and the selection is further
discussed in Section 3.4.
It is assumed that none of the θi nor the number of components k are known
in the model. It is possible for components to be present in the mixture that are
not represented within the data. Fitting such models is therefore a non-standard
statistical problem. The main issue of the estimating problem is that standard
asymptotic theory does not hold when the number of components is not known.
Thus, suitable statistical tests are difﬁcult to be constructed to identify the cor-
rect number of components. We adopt a Bayesian framework that makes use of
importance sampling ([35] and [40]). This is discussed further in the next section.CHAPTER 3 38
routine for ﬁnding the mode of the posterior distribution. The optimization routine
starts by ﬁtting a model with one component. The starting parameters for the
model with k components, 1 < k < K, are decided by the best estimates for the
model with k − 1 components by determining the greatest discrepancy between
the model and the data.
Deﬁning
  ψ
k = arg max[p(x|ψ
k,k)π(ψ
k|k)] (3.12)
conditional on each k = 1,2,...,K as the modes of the posterior distribution, the
candidate distribution for the importance sampling of a model with k components
is
q(ψk,k) = Φ(ψ
k|  ψ
k,Ξ
k), (3.13)
where Φ(ψk|  ψk,Ξk) is the degenerate multivariate normal density with mean   ψk
and covariance matrix Ξk, equal to the generalised inverse of the information ma-
trix at the mode. The reason it is degenerate is that the weights must sum to 1
(Equation 3.3).
The candidate distribution for the number of components is a uniform distri-
bution such that
q(k) = K
−1, k = 1,2,...,K. (3.14)
Thus, the complete candidate distribution for the importance sampling procedure
is
q(ψ,k) = q(k)q(ψ
k|k) = K
−1Φ(ψ
k|  ψ
k,Ξ
k). (3.15)
The implementation of the importance sampling is quite straightforward. Draw
asampleofmvaluesof(kj, ψ
kj
j ), j = 1,2,...,m, fromthecandidatedistribution
q(k)q(ψk|k), then the posterior distribution sample is
p(ψ
kj|x) =
p(x|ψkj,kj)r(ψkj,kj)
 m
j=1 p(x|ψkj,kj)r(ψkj,kj)
, j = 1,2,...,m, (3.16)CHAPTER 3 42
For the breakdown duration data of all of the 39 machines in the assembly line,
there are 7493 observations. Figure 3.3 is the plot of autocorrelations of all possi-
ble lags 1,2,...,7492 of this data set with approximate α = 0.05 critical bands for
the hypothesis that the correlations are equal to zero, generated by Minitab. It is
seen from this plot that the autocorrelations of some lags exceed the approximate
α = 0.05 critical bands, which suggests that the absolute value of autocorrelations
of these lags are statistically signiﬁcantly greater than zero. However, the largest
of all, lag 1211 autocorrelation, is 0.0958, which is a quite small value. Since there
are 7493 observations included in the data set, we wish to check whether it is the
inﬂuence of outliers that causes the lag 1211 autocorrelation to be relatively high.
We thus examine the lag 1211 autocorrelation more closely by making a scatter
plot ofX1,X2,...,X5981 against X1212,X1213,...,X7493, which isgiven in Figure
3.4. As shown in this scatter plot, there is no obvious correlation between the
majorities of points in the two time series. It is possible that the one outlier circled
in Figure 3.4 might be the reason that lag 1211 autocorrelation is high. Thus,
we delete that one outlier. Carrying out a Pearson correlation statistic test for the
two time-series of lag 1211 after deleting the outlier, the p-value is 0.826, which
suggests there is no signiﬁcant correlation between the two time-series. Based on
this more detailed analysis, we believe we may still assume that the breakdown
duration data for all of the 39 machines is made up of independent observations,
i.e. the repair time of the current failure of any machine does not have inﬂuence
on the repair time of the 1211st failure later of any machine in the assembly line.
The relationship between the current repair time and the next repair time is of
most interest. If there are other factors that might affect the breakdown durations,
such as the availability of maintenance operators or the age of a machine, the lag
1 autocorrelation should be able to indicate this by having a very large value. In
other words, in this case it is whether the lag 1 autocorrelation is zero that is of
most interest rather than any other autocorrelation with a greater lag. Therefore,CHAPTER 3 43
we focus on the calculation and analysis of the lag 1 autocorrelation for the whole
data set of the 39 machines as well as for the data sets of individual machines.
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Figure 3.3: Autocorrelation of lags 1,2,...,7492 within the data set of breakdown
durations for all 39 machines in the assembly line. Red curve indicates the 5%
signiﬁcance limits for the autocorrelations.
The lag 1 autocorrelation for the whole data set of the 39 machines is 0.0448,
which is an extremely small value. Although the 5% signiﬁcance limits shown
in Figure 3.3 suggests that 0.0448 is statistically signiﬁcantly greater than zero,
it is possibly because the whole data set for all machines contains such a large
number of observations (7493) that the statistical test rejects the hypothesis that
the correlations are equal to zero. Thus, we assume that there is no inﬂuence on
the next repair time of any machine from the duration of the current repair.
For the individual machines, 36 out of 39 have lag 1 autocorrelations that are
not signiﬁcantly different from zero. For example, Figure 3.5 gives the autocorre-
lations of lag 1 and all other possible lags for the breakdown duration data of
machine ML08, in which we can see that the values are all fairly small and canCHAPTER 3 44
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Figure 3.4: Scatter plot of observation i vs. observation i+1211 in the breakdown
duration data set for all 39 machines. The circled point indicates an outlier.
be considered as zero according to the 5% signiﬁcance limits. However, there
are 3 machines: ML17, ML07 and ML36, which have lag 1 autocorrelations that
are signiﬁcantly different from zero. Therefore, we examine the data sets for these
three machines more closely to decide whether we can assume there is no apparent
autocorrelation within the breakdown duration data for these three machines.
For machine ML17, the lag 1 autocorrelation is 0.104, which is still fairly close
to zero. Since the breakdown duration data set for ML17 has 1310 observations,
it is possible that the statistical test rejects the hypothesis that the correlations are
equal to zero because of the size of the data set. As this data set has a large number
of data points, with the majority falling into a very small range, the test can pick
up spurious correlations. Thus, we believe that for machine ML17, there is no
apparent correlation between the repair time for previous failure and that for the
current failure.
For machines ML07 and ML36, we believe the relatively high lag 1 autocorre-CHAPTER 3 45
lations are probably due to the effect of an extremely small number of outliers.
Within these two machines, machine ML07 appears to be more problematic as
ML36’s lag 1 autocorrelation is less than 0.20 while ML07’s is greater than 0.30.
Thus, we use the investigation of the data of machine ML07 as an illustration to
demonstrate the impact of outliers.
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Figure 3.5: Autocorrelation of lags 1,2,...,58 within the data set of breakdown
duration for machine ML08. Red curve indicates the 5% signiﬁcance limits for the
autocorrelations.
Figure 3.6 gives the autocorrelation of lags 1,2,...,60 for the breakdown du-
ration data set of machine ML07, and it can be seen that only the lag 1 value is
suggested to be signiﬁcantly higher than zero. We make the scatter plot of the
two lag 1 stochastic process given in Figure 3.7. There is no obvious correlation
between the majority of points in the two time series that can be seen in this scatter
plot. It is possible that the two outliers circled in Figure 3.7 might be the reason
that the lag 1 autocorrelation of ML07 is relatively big. Thus, we delete those
two outliers and get the new scatter plot in Figure 3.8, in which there seems to be
no obvious correlation. After deleting the two outliers, the p-value result of theCHAPTER 3 46
Pearson correlation statistic test for the two stochastic processes of lag 1 is 0.826,
which suggests that there is no signiﬁcant correlation between the two stochastic
processes.
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Figure 3.6: Autocorrelation of lags 1,2,...,60 within the data set of breakdown
duration for machine ML07. Red curve indicates the 5% signiﬁcance limits for the
autocorrelations.
Since it is illustrated that the lag 1 autocorrelation for machine ML07 is rela-
tively high because of the two outliers, we believe that we can still assume that the
breakdown duration data for machine ML07 are independent observations, i.e. the
time to repair the current failure of machine ML07 does not have any effect on the
time to repair the next failure of ML07. We also believe that it is due to the impact
of only one outlier in the data set for machine ML36 that the autocorrelations are
statistically non-zero, as after deleting that outlier, the lag 1 autocorrelation drops
dramatically from 0.193 to 0.028.
Therefore, from the analysis of the autocorrelation values and testing results,
we are able to assume that there is neither obvious correlation between the failureCHAPTER 3 47
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Figure 3.7: Scatter plot of observation i vs. observation i + 1 in the breakdown
duration data set for machine ML07. The circled points are identiﬁed as outliers.
durations of one machine and that of any other machine in the assembly line nor
apparent correlation between the current repair duration and the next repair dura-
tion for the same machine; i.e. the breakdown durations are independent of each
other.
We also wish to check whether there is any correlation between the breakdown
durations of a machine failure and the time this failure occurred, e.g. durations
may be longer at the end of a week. The time series plot for the whole breakdown
duration data set of 39 machines shown in Figure 3.9 shows no apparent correla-
tion between the two. Similar results can be drawn from the time series plots for
individual machines. Thus, it is believed that the time a failure happens does not
have any impact on the time that it takes to repair it.
Based on the above analysis of correlations for the breakdown duration data,
we may assume that the breakdown durations are independent random variables
and furthermore have no obvious correlation with the time the failures occur.CHAPTER 3 48
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Figure 3.8: Scatter plot of observation i vs. observation i + 1 in the breakdown
duration data set for machine ML07, after deleting the two outliers circled in the
previous scatter plot in Figure 3.7.
0
0.5
1
1.5
2
2.5
1/6 1/13 1/20 1/27 2/3 2/10 2/17 2/24 3/2 3/9
M
a
c
h
i
n
e
F
a
i
l
u
r
e
D
u
r
a
t
i
o
n
s
Date of Machine Failure
Figure 3.9: Time series plot of the breakdown duration data set for all 39 machines
in the engine assemble line collected in the period between 07 January 2008 and
14 March 2008.CHAPTER 3 50
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Figure 3.10: Histogram of the valid untransformed data and plot of the PDF of the
ﬁtted 3-component lognormal mixture model.CHAPTER 3 51
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Figure 3.11: Plots of the EDF and the best-ﬁt CDF of the untransformed data on
four different scales. Red line for EDF and black line for CDF in all four plots.CHAPTER 3 52
We then obtain the best-ﬁt lognormal mixture model for the transformed data
(square roots of the same data). This ﬁtted mixture model has 4 components. The
histogram of the transformed data and the plot of the best-ﬁt mixture model’s PDF,
and plots of the transformed data’s EDF and the ﬁtted mixture model’s CDF are
given in Figure 3.12.
Both of the charts in Figure 3.12 show that the best-ﬁt distribution is a rea-
sonably good ﬁt to the transformed data, which means that our ﬁtting method
deals with the transformed data set better than with the untransformed one. Also
for the implementation in simulation models, the transforming is straightforward;
simulations ﬁrst generate the transformed data from the ﬁtted models and then
transform back to the breakdown duration data by taking their squares.CHAPTER 3 53
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Figure 3.12: The ﬁrst chart includes the histogram of the transformed data and
the PDF of the ﬁtted 4-component lognormal mixture model. The second chart
includes the EDF of the transformed data and the CDF of the ﬁtted lognormal
mixture distribution; red line for EDF and black line for CDF.CHAPTER 3 55
the simulation models built in the WITNESS software, it is essential to choose a
distribution that is convenient and simple to code in the software language. Thus,
the lognormal distribution is selected to be the component distribution to analyse
the breakdown duration data as it is the only one of the three remaining types of
distributions that can be easily input into the WITNESS models.CHAPTER 3 56
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Figure 3.13: The ﬁrst chart includes the histogram of the same sample of trans-
formed data shown in Figure 3.12 and the PDF of the ﬁtted 8-component Weibull
mixture model. The second chart includes the EDF of the transformed data and
the CDF of the ﬁtted Weibull mixture distribution; red line for EDF and black line
for CDF.CHAPTER 3 57
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Figure 3.14: The ﬁrst chart includes the histogram of the same sample of trans-
formed data shown in Figure 3.12 and the PDF of the ﬁtted 6-component gamma
mixture model. The second chart includes the EDF of the transformed data and
the CDF of the ﬁtted gamma mixture distribution; red line for EDF and black line
for CDF.CHAPTER 3 58
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Figure 3.15: The ﬁrst chart includes the histogram of the same sample of trans-
formed data shown in Figure 3.12 and the PDF of the ﬁtted 4-component extreme
mixture model. The second chart includes the EDF of the transformed data and
the CDF of the ﬁtted extreme mixture distribution; red line for EDF and black line
for CDF.CHAPTER 3 59
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Figure 3.16: The ﬁrst chart includes the histogram of the same sample of trans-
formed data shown in Figure 3.12 and the PDF of the ﬁtted 4-component inverse
Gaussian mixture model. The second chart includes the EDF of the transformed
data and the CDF of the ﬁtted inverse Gaussian mixture distribution; red line for
EDF and black line for CDF.CHAPTER 3 61
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Figure 3.17: Histogram of breakdown duration data for machine ML01; the dif-
ferent colours represent different groups of faults, and the plot of the PDF of the
ﬁtted 3-component lognormal mixture distribution.CHAPTER 4 65
T criterionfortestingthatthetwosamples, X andY , comefromthesameunspeci-
ﬁed continuous distribution is
T = [nm/(n + m)]
  ∞
−∞
[Fn(v) − Gm(v)]
2dHn+m(v), (4.1)
where Fn(v) is the EDF of the ﬁrst sample; that is, Fn(v) = (no. of xi ≤ v)/n;
Gm(v) is the EDF of the second sample and Hn+m(v) is the EDF of the two
samples together; that is, (n + m)Hn+m(v) = nFn(v) + mGm(v).
As Hn+m(v) gives each observation in the pooled sample a weight of 1/(n +
m), Equation 4.1 can be calculated by
T = [nm/(n + m)
2]
 
n  
i=1
[Fn(xi) − Gm(xi)]
2 +
m  
j=1
[Fn(yi) − Gm(yi)]
2
 
,
(4.2)
Let ri and sj be the ranks in the pooled sample of the ordered observations of
the two samples X and Y , respectively, where i = 1,2,...,n and j = 1,2,...,m.
Then
Fn(v) − Gm(v) = i/n − (ri − i)/m, (4.3)
where v = xi, the ith x-observation and
Fn(v) − Gm(v) = (sj − j)/n − j/m, (4.4)
where v = yj, the jth y-observation. Thus we can write the criterion T as
T =
U
nm(n + m)
−
4nm − 1
6(n + m)
, (4.5)
where
U = n
n  
i=1
(ri − i)
2 + m
m  
j=1
(sj − j)
2. (4.6)CHAPTER 4 70
For i = 1 to m
Draw y
∗j
i from Z (with replacement)
Next i
Calculate T ∗j by comparing X∗j with Y ∗j
Next j
Form the EDF of T ∗, ΦB(T).
The p-value describing the ﬁt of data from machine Mx to data from machine
My is then obtained by checking the calculated T with ΦB(T). The whole process
of estimating the p-value is illustrated in Figure 4.1. This procedure is carried out
for all pairs of machines to form the similarity matrix.
As a measure of the similarity between machine Mx and machine My, the
higher the p-value, the greater the possibility that the breakdown duration data
of the two machines have been drawn from the same distribution and thus the
more similar the two machines. For example, Figure 4.2 shows that the p-value
correspondingtoT isunder0.10, whichmeansthatthedatafromthetwomachines
beingcomparedaresigniﬁcantlydifferentatasimilaritythresholdlevelof0.10and
have not been drawn from the same distribution. In contrast, Figure 4.3 shows that
the p-value of T is over 0.90, which means that the data from the two machines
being compared can be assumed to have been drawn from the same distribution,
with a probability of more than 0.90.CHAPTER 4 71
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Figure 4.1: (a) The bootstrapping process used to determine the null distribution of
T, Φ(T), and (b) the evaluation of the Cram´ er-von Mises statistic for the original
samples, which is compared with Φ(T) to determine the p-value for the similarity
of the two machines.CHAPTER 4 72
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Figure 4.2: M1 vs. M2, p12 < 0.10
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Figure 4.3: M1 vs. M3, p13 > 0.90CHAPTER 4 85
Q13.1 Q20.2 Q38.3 W37.1 W42.1
Q13.1 0.91 0.46 0.00 0.00
Q20.2 0.91 0.60 0.00 0.00
Q38.3 0.46 0.60 0.00 0.00
W37.1 0.00 0.00 0.00 0.31
W42.1 0.00 0.00 0.00 0.31
Table 4.11: Similarity Matrix for ﬁve procedures based on their patients’ length-
of-stay data.
the procedures Q13.1, Q20.2 and Q38.3 are all larger than 0.40, which suggests
the length-of-stay data of these three procedures have been drawn from the same
distribution with a high probability. This seems to reﬂect the real situation be-
cause these three procedures are similar operations on similar organs. In particular,
the similarity between Q13.1 and Q20.2, 0.91, is much higher than the similarity
between Q13.1 and Q38.3 and that between Q20.2 and Q38.8, which makes sense
intuitively as both Q13.1 and Q20.2 are operations on the uterus and Q38.3 is a
procedure on the fallopian tubes. The matrix also shows that there are signiﬁcant
differences between the set of procedures Q13.1, Q20.2 and Q38.3 and the set
of procedures W37.1 and W42.1 as the p-value between any procedure from the
former set and any from the latter set is zero, which is sensible because the former
set of procedures are very distinct from the joint replacements. That the p-value
between procedures W37.1 and W42.1 is larger than 0.30 is also reasonable as
there are deﬁnite similarities between the recovery time from a hip joint replace-
ment and a knee replacement. Overall, the resultant similarity matrix of the ﬁve
procedures appears to be reﬂecting the real situation quite well.
Since the p-value demonstrates the probability of the data sets having been
drawn from the same distribution, it shows the similarity of the corresponding
distributions of the data sets. The histograms of the length-of-stay data for the ﬁve
procedures given in Figure 4.8 add more conﬁdences to the similarity results. For
instance, the way the histograms for procedures Q13.1, Q20.2 and Q38.3 distinctCHAPTER 4 86
from those for W37.1 and W42.1 clearly supports the extremely small similarity
between the two sets of procedures.
These two examples show that the method we have described in this chapter
is an appropriate distribution-free method for estimating the similarity between
data sets that may be of different sizes. Although this method has been derived
to estimate the similarity index between breakdown duration data sets, it is also
applicable to other data sets, such as the hospital length-of-stay data in Example 2.CHAPTER 4 87
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Figure 4.7: Histograms of the breakdown duration data for the six machines.CHAPTER 4 88
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Figure 4.8: Histograms of the patients’ hospital length-of-stay data for the ﬁve
procedures.CHAPTER 5 102
to be grouped together. Increasing the threshold may improve the homogeneity of
the groups but also would increase the number of groups. It is therefore necessary
to set the threshold for p-values to achieve a balance between the two conﬂicting
aims of homogeneity and a small number of groups. A study of the inﬂuence of
the threshold on grouping results using the Arrows method will be given in Section
5.4. Using the groups found by the Arrows method we then ﬁt a different mixture
distribution for each group, and in the simulation use this as the breakdown dura-
tion distribution for all of the machines in the group. The inﬂuence of the choice of
threshold for machines grouping on the resultant output of simulation models us-
ing ﬁtted mixture distributions for different groups will be investigated in Section
7.3.C
H
A
P
T
E
R
5
1
0
3
M01 M02 M03 M04 M05 M06 M07 M08 M09 M10 M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M01 − 0.02 0.00 0.00 0.11 0.00 0.03 0.00 0.09 0.14 0.50 0.50 0.06 0.00 0.04 0.00 0.06 0.00 0.13 0.13
M02 0.02 − 0.62 0.00 0.03 0.00 0.00 0.00 0.08 0.22 0.02 0.03 0.00 0.00 0.17 0.00 0.00 0.01 0.01 0.07
M03 0.00 0.62 − 0.00 0.03 0.00 0.00 0.00 0.01 0.05 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.00 0.02 0.08
M04 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
M05 0.11 0.03 0.03 0.00 − 0.00 0.00 0.03 0.00 0.19 0.15 0.16 0.57 0.00 0.12 0.00 0.14 0.00 0.85 0.93
M06 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00
M07 0.03 0.00 0.00 0.00 0.00 0.00 − 0.17 0.00 0.36 0.00 0.00 0.31 0.01 0.00 0.00 0.82 0.00 0.18 0.01
M08 0.00 0.00 0.00 0.00 0.03 0.00 0.17 − 0.00 0.29 0.00 0.00 0.20 0.00 0.00 0.00 0.63 0.00 0.32 0.01
M09 0.09 0.08 0.01 0.00 0.00 0.00 0.00 0.00 − 0.02 0.05 0.08 0.00 0.00 0.01 0.00 0.00 0.00 0.02 0.01
M10 0.14 0.22 0.05 0.01 0.19 0.00 0.36 0.29 0.02 − 0.27 0.26 0.82 0.03 0.14 0.02 0.23 0.07 0.53 0.36
M11 0.50 0.02 0.00 0.00 0.15 0.00 0.00 0.00 0.05 0.27 − 0.38 0.29 0.00 0.06 0.00 0.01 0.00 0.38 0.25
M12 0.50 0.03 0.00 0.00 0.16 0.00 0.00 0.00 0.08 0.26 0.38 − 0.26 0.00 0.09 0.00 0.01 0.00 0.30 0.30
M13 0.06 0.00 0.00 0.00 0.57 0.00 0.31 0.20 0.00 0.82 0.29 0.26 − 0.02 0.05 0.00 0.62 0.02 0.57 0.48
M14 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.03 0.00 0.00 0.02 − 0.00 0.00 0.37 0.00 0.06 0.00
M15 0.04 0.17 0.12 0.00 0.12 0.00 0.00 0.00 0.01 0.14 0.06 0.09 0.05 0.00 − 0.00 0.00 0.10 0.38 0.45
M16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 − 0.07 0.00 0.01 0.00
M17 0.06 0.00 0.00 0.00 0.14 0.00 0.82 0.63 0.00 0.23 0.01 0.01 0.62 0.37 0.00 0.07 − 0.00 0.30 0.11
M18 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.02 0.00 0.10 0.00 0.00 − 0.51 0.15
M19 0.13 0.01 0.02 0.00 0.85 0.01 0.18 0.32 0.02 0.53 0.38 0.30 0.57 0.06 0.38 0.01 0.30 0.51 − 0.71
M20 0.13 0.07 0.08 0.00 0.93 0.00 0.01 0.01 0.01 0.36 0.25 0.30 0.48 0.00 0.45 0.00 0.11 0.15 0.71 −
Table 5.2: Similarity Matrix for the 20 machines based on their breakdown duration data.CHAPTER 5 104
For these 20 machines the Arrows classiﬁcation process proceeds as follows:
1. Step 1
Choose the p-value threshold p0 = 0.10.
2. Step 2 (see Figure 5.2)
Form 8 groups based on identifying the single-arrow and double-arrow con-
nections, which are displayed in Figure 5.2 as black arrows with heads at
either one end (single-arrow connections) or both ends (double-arrow con-
nections). For example, machines M01 and M11 have a double-arrow con-
nection as the p-value for the comparison between these two machines is the
greatest in row 1 and row 11 of the similarity matrix and is greater than p0.
3. Step 3 (see Figure 5.2)
Identify 6 pairs of machines in 3 groups that are formed in step 2 that have
signiﬁcantly different breakdown duration data. The connections between
these pairs are coloured red in Figure 5.2. Decide which machine or ma-
chines to remove from the corresponding groups to ensure that there are no
groups containing pairs of machines with p-values less than p0, i.e. no red
connections. The three groups with red connections are groups 2, 3 and 4.
We consider each of the three groups in turn:
(a) Group 2: The priority is to keep pairs of machines with double-arrow
connections in the same group; therefore, M09 is removed from the
group to eliminate the red connection.
(b) Group 3: M05 and M20 have a double-arrow connection and should
be kept in the same group. M18 has the weakest inside connection and
is discarded. The resultant group has no red connections.
(c) Group 4: M07 and M17 have a double-arrow connection and should
be kept in the same group. Of the remaining machines, M14 has theCHAPTER 5 105
weakest inside connection and is deleted. The resulting group has no
red connections.
4. Step 4 (see Figure 5.3)
Combine groups 4 and 5 after step 3 as no pairs of members are signiﬁcantly
different, i.e. there are no red connections after the amalgamation. This is
the only merging that can take place without creating red connections.
Finally 10 groups are obtained, as shown in Figure 5.3, the largest group
contains 5 machines and there are 6 groups that contain only one machine.CHAPTER 5 106
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Figure 5.2: Steps 1 and 2 of the example of 20 machines, showing groups with
double-arrow and single-arrow connections and the strength of the connections
within each group. Red curve (— - - — -): p-value of the two connected machines
is signiﬁcantly different; yellow curve (- - - - - - - -): p-value of the two connec-
ted machines is on the borderline; green curve (————–): p-value of the two
connected machines is not signiﬁcantly different.CHAPTER 5 107
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Figure 5.3: Step 4 of the example of 20 machines in which we try to combine the
primary groups without red connectionsCHAPTER 5 110
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Figure 5.4: Dendrograms of the grouping results for objects with the distance mat-
rix given in Table 5.3: (a) from the complete linkage cluster analysis; (b) from the
average linkage cluster analysis. The ﬁrst column of numbers is the corresponding
distance between the objects or groups at each amalgamation.
Distance
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5.00 3
10.00 4
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Figure 5.5: Dendrogram of the grouping results from the Arrows method for ob-
jects with distance matrix given in Table 5.3. The ﬁrst column of numbers is the
distance threshold.
In this example, objects 1 and 2, and objects 4 and 5 have double-arrow con-
nections and are also the closest and second closest pairings and therefore the
merging of these two pairs of objects will occur ﬁrst using all of the three meth-
ods. Although at the dissimilarity level of 5.00, object 3 is in the same group with
(4, 5) rather than with (1, 2) using all of the three methods, the criteria and pro-
cess of getting the group (3, 4, 5) differs between the three methods. For complete
linkage clustering and average linkage clustering, the only difference is the way
of calculating the distance from object 3 to the existing two groups (1, 2) and (4,CHAPTER 5 112
1 2 3 4 5 6 7
1 0.0 2.0 5.5 10.0 9.0 11.0 11.0
2 2.0 0.0 3.1 9.0 8.0 11.0 11.0
3 5.5 3.1 0.0 4.0 5.0 4.6 4.6
4 10.0 9.0 4.0 0.0 3.0 11.0 11.0
5 9.0 8.0 5.0 3.0 0.0 11.0 11.0
6 11.0 11.0 4.6 11.0 11.0 0.0 3.5
7 11.0 11.0 4.6 11.0 11.0 3.5 0.0
Table 5.4: Distance Matrix of Example 2.
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Figure 5.6: Dendrograms of the grouping results for objects with distance matrix
given in Table 5.4: (a) from the complete linkage cluster analysis; (b) from the
average linkage cluster analysis. The ﬁrst column of numbers is the corresponding
distance between the objects or groups at each amalgamation.
Using the new distance matrix, objects 1 and 2, objects 4 and 5, and objects
6 and 7 have double-arrow connections and are the closest pairs of objects and
therefore the merging of these three pairs of objects make up the ﬁrst three amal-
gamations. At the dissimilarity level of 4.60, the complete linkage clustering and
the Arrow method differ from the average linkage clustering over where they place
object 3. For the complete linkage clustering, the distance between object 3 and
group (6, 7) is 4.60, which is smaller than the distances between object 3 and
group (1, 2) or group (4, 5); and so object 3 is combined with group (6, 7). ForCHAPTER 5 113
Distance
Threshold
2.00 1
3.00 2
3.50 3
4.60
< 5.00
6 7 5 1 2 3 4
Figure 5.7: Dendrogram of the grouping results from the Arrows method using
distance threshold lower than 5.00 for objects with distance matrix given in Table
5.4. The ﬁrst column of numbers is the distance threshold.
the Arrows, object 3 is amalgamated with group (6, 7) rather than with group (1,
2) or group (4, 5) because the distances between object 3 and objects 1 or 5 are
both higher than the speciﬁed distance threshold. While for the average linkage
clustering, the distance between object 3 and group (1, 2) is 4.30, which is smaller
than the distances between object 3 and group (4, 5) or group (6, 7); the next
merging is therefore object 3 and group (1, 2).
For the Arrows method, multiple criteria are used to decide the next merging.
First it ensures that no objects that are further apart than the threshold distance can
be placed within the same group, then it ensures that objects with double-arrow
connection are placed in the same group. The Arrows method prefers to keep ob-
jects with single-arrow connections together, if all relevant distances are below the
threshold distance, even when there are other potential amalgamations satisfying
the ﬁrst criterion. If there are no objects with single-arrow connections involved, it
allows the merging of objects or groups with lower or the lowest average distance
(i.e. higher or the highest average connection).
It is possible that one object or group may be combined with different groups
or objects when the distance threshold changes. This might occur as a result ofCHAPTER 5 115
same group with (1, 2) because the distance between objects 3 and 1 is now larger
than the distance threshold; thus, object 3 is grouped with group (4, 5) in step
4 of the classiﬁcation process described in Section 5.2, as the distances between
object 3 and object 4 or object 5 are both no greater than the current distance
threshold and the average distance between object 3 and group (4, 5) is smaller
than the average distance between object 3 and group (6, 7). Moreover, when the
threshold is changed to be 4.60, the grouping result for object 3 is different again;
object 3 is amalgamated with group (6, 7) rather than with group (4, 5) because
the distance between objects 3 and 5 is now higher than the speciﬁed distance
threshold and hence object 3 cannot be merged with group (4, 5) even though the
average distance between object 3 and group (4, 5) is smaller than the average
distance between object 3 and group (6, 7).
Since using different thresholds means the grouping results for object 3 may
be different, it is not possible for the Arrows method to show the grouping results
of different similarity levels by a continuous and complete dendrogram; only the
incomplete dendrogram of using a distance threshold of less than 5.00 shown in
Figure 5.7 can be drawn, from which the grouping results can be read straightfor-
wardly when a distance threshold is set to be any value less than 5.00.
It is seen that the three methods give similar results; for instance, the core of the
groups, (1, 2), (4, 5) and (6, 7), stay the same. From the groupings resulting from
the Arrows method using different distance thresholds, it seems that when a lower
similarity level is required within the groups, the Arrows method appears to be
more similar to the average linkage clustering, however, when a higher similarity
level needs to be achieved, the Arrows method tends to be closer to the complete
linkage clustering.CHAPTER 5 117
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Figure 5.8: Dendrogram from the complete linkage cluster analysis for the ex-
ample of 20 machines. The ﬁrst column of numbers is the corresponding similarity
level at each amalgamation.CHAPTER 5 118
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Figure 5.9: Dendrogram from the average linkage cluster analysis for the example
of 20 machines. The ﬁrst column of numbers is the corresponding similarity level
at each amalgamation.CHAPTER 5 119
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Figure 5.10: Dendrogram from the Arrows clustering method using similarity
threshold p0 > 0.046 for the example of 20 machines. The ﬁrst column of numbers
is the corresponding p-value/similarity threshold.CHAPTER 5 122
The differences between the two grouping results come from the different
groupings of machine M15 only and this demonstrates one of the major features
of the Arrows method, that is, it aims to keep together objects with single-arrow
connections when possible. Using the Arrows method, M15 has a single-arrow
connection with machine M20 and has above-threshold (p0 = 0.10) similarities
with M05 and M19. Therefore it is amalgamated with group (M05, M19, M20)
during the second step of the process described in Section 5.2. The complete link-
age clustering method uses the furthest distance as the only index for grouping, in
this case, the smallest p-value. Using complete linkage, M15 is merged with (M02,
M03) instead of (M05, M19, M20) because the smallest p-value between M15 and
(M02, M03) is higher than the smallest between M15 and (M05, M19, M20). The
differences between the grouping results coming from the complete linkage and
the Arrows method can be seen in Tables 5.7 and 5.8: CL1 and CL2 vs. AR1,
AR2 and AR3. The average similarities within the three groups resulting from
the Arrows method are all higher than those within the two groups resulting from
the complete linkage clustering. Thus, it is believed that the Arrows classiﬁcation
method achieves more homogeneity within the resultant groups than the complete
linkage clustering at the similarity level of 0.10, although the latter method gives a
slightly smaller number of groups.
At similarity levels of 0.20, 0.30, ..., 0.90, all of the grouping results of the
Arrows method and complete linkage clustering are the same, despite their differ-
ent methods for merging groups. The results are shown in the dendrograms in
Figures 5.8 and 5.10 and are listed in Appendix A. It is seen that by increasing the
threshold p-value the homogeneity of the groups is improved but the number of
groups needed to describe the data increases.
On the whole, it seems that the proposed Arrows classiﬁcation method pro-
duces similar results to the hierarchical cluster analysis. The major difference
between the two is that the clustering method searches the whole matrix to ﬁnd theCHAPTER 5 127
classiﬁcation of medical procedures [41], as well as the classiﬁcation of machines.
When a larger similarity threshold is set, the homogeneity of the groups improves
but the number of groups generally increases. The balance between the competing
requirements of homogeneity within groups and having a small number of groups
therefore can be achieved by selecting an appropriate threshold p-value.
The Arrows method gives groupings similar to those resulting from complete
linkage and average linkage hierarchical cluster analysis. In general, when a lower
similarity level is required within the groups the Arrows method tends to be more
similartotheaveragelinkageclustering, whilewhenahighersimilaritylevelneeds
to be achieved the Arrows method performs more similarly to the complete link-
age clustering. This ﬂexibility in the Arrows method allows the same algorithm
to be used to satisfy different aims by simply changing the similarity threshold,
whereas with cluster analysis it can be necessary to switch to a different algorithm.
Moreover, the Arrows classiﬁcation method has been implemented in Visual Basic
for Applications in Excel, allowing it to be used by a non-expert; for example, the
engineers at Ford.
In the case of classifying machines based on their breakdown duration data,
the target might be to use fewer groups to gain a greater saving on the time spent
estimating ﬁtted mixture models. Using the Arrows method we can set a lower
threshold and using cluster analysis, we may choose to use the average linkage
clustering. Ifitisnecessarytobecautiouswiththeclassiﬁcation, andonlytogroup
machines with fairly high similarities we can use a higher threshold to achieve this
in the Arrows method, but using cluster analysis, we might need to switch to the
complete linkage clustering.CHAPTER 6 130
machines such as powered conveyors, gantries or palletised loops, manual serv-
ices and the other facilities mentioned above for assembly lines. Rough parts are
processed and machined into completed components in a transfer line. The ap-
propriate engine components are later transported to engine assembly lines, where
they are assembled together in a deﬁned sequence and ﬁnished as a saleable en-
gine.
The number of machines in an engine assembly line varies based on the type
of engines being assembled and the quantity required. Figures 6.1 and 6.2 are
layout diagrams of the DuntonL01 engine assembly line simulation model built
in WITNESS that we are working on. The former shows the whole view of the
assembly line but no details are legible as there are 192 main operations and over
200 machines involved in this line; the latter shows the details of a small part of
this line where the yellow blocks with the print of “OP” on indicate machines and
the other yellow blocks with small image of conveyor on indicate the conveyors
that link the machines together.CHAPTER 6 131
Figure 6.1: Layout diagram of the whole view of the DuntonL01 engine assembly
line built in the WITNESS 2008 version software.CHAPTER 6 132
Figure 6.2: Layout diagram of a part of the DuntonL01 engine assembly line built
in WITNESS 2008 version software.CHAPTER 6 135
duration data as the simulation inputs for machines involved. Engine repairs are
simply modelled using the percentage of engines with production quality issues,
since there are no available data for more detailed analysis. An operator who is
attending the machine may suddenly fail to perform the job on rare occasions.
Human breakdown modelling for machines is included to model these rare cases,
where generally an Erlang distribution is used to represent the time of operator
stoppages, and an extremely low percentage is used to model the frequency of
occurrences.
The maintenance logic for machine repairs in the model assumes that an imme-
diate repair will be made when a machine fault occurs and an operator or mainten-
ance operator is available [135]. The failure’s duration, which is generated from
the machine breakdown duration input distribution, is used to determine the skill
level of the maintenance staff required to complete the repair. For example, when
the time to repair a failure is generated to be longer than 15 minutes, the highly
skilled maintenance operator will be called; otherwise the operator attending the
machine will carry out the repair.
The assumption made is that the generated repair time includes the time to wait
for maintenance to become available and also the maintenance operator’s travel
time. In the design of the simulation model, the waiting time for maintenance to
become available is generated separately in situations where all of the maintenance
staff are busy. In order to meet the assumption of the wait for maintenance being
included in the repair time, while still using standard resources settings, a bypass
designed in the model is to set a large number of resources so that there are always
maintenance staff available for attending a repair when a machine failure happens.CHAPTER 6 137
An appropriate breakdown mode in the WITNESS simulation software must
be chosen as the method for modelling the machine breakdown behaviour
during simulation runs, i.e. the way that the WITNESS software calculates
the time between successive repairs. This step will be discussed in Section
6.5.
3. Develop distributions for representing time between machine failures and
repair times:
In order to use the models to reﬂect the real-world situation, information re-
lating to the breakdowns of the machines must be entered. This is normally
in the form of a downtime distribution and a time between failures distri-
bution [21]. An exponential distribution has been used to represent the time
betweenfailures, toparameterisewhichonlythevalueofmeantimebetween
failures (MTBF) needs calculation; MTBF is calculated using formulations
that have been established by Ford engineers and will be introduced in Sec-
tion 6.6. To represent the breakdown durations, Ford usually use empirical
distributions; we propose to use the ﬁnite mixture models for groups of ma-
chines, for which the ﬁtting process has been discussed in Chapter 3.
4. Input breakdown data:
Input the empirical distributions or ﬁnite mixture distributions that repres-
ent the machine failure durations and negative exponential distributions that
represent the time between failures.
5. Execute model:
It is usually executed for a warm up of one day and a length of 10 days in
Ford due to time limitation. An investigation of choosing appropriate warm
up period will be explained in Section 6.7.1.
6. Verify breakdown input:CHAPTER 6 143
Therefore, we need to estimate an appropriate warm-up period. Over the last 40
years of research into estimating warm-up periods for discrete-event simulation
models, various methods have been proposed. There are ﬁve main types of warm-
up estimating methods ([132], [133], [134] and [81]):
1. Graphical Methods:
A visual inspection of time-series of the simulation output. This set of meth-
ods can be implemented simply but relies on the expertise of the analyst
for a proper decision ([71], [164], [7], [133] and [103]). The simplest and
most popular methods are simple Time-series Inspection ([71] and [133])
and Welch’s method ([164] and [103]).
2. Heuristic Approaches:
Rules for determining the length of the stabilising process. These methods
have the advantage of easy implemention. Compared to the graphical meth-
ods, the use of rules reduces the risk factor of human judgement ([57], [58],
[60], [126] and [165]).
3. Statistical Methods:
Statistical principles are applied. These methods are more complicated and
require more speciﬁc knowledge ([103] and [172]).
4. Initialisation Bias Tests:
These tests are strictly speaking tests for determining whether initialisation
bias exists in a series of data. Therefore, these methods can be combined
with the above methods to verify whether the selected warm-up period is
long enough. These tests can lack accuracy for certain kinds of data ([143],
[144], [155] and [69]).
5. Hybrid Methods:CHAPTER 6 146
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Figure 6.6: Averaged process for hourly throughputs (Jobs completed per hour),
DuntonL01 model.
Both methods suggested a warm-up period of 48 hours, i.e. 2880 minutes.CHAPTER 6 147
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Figure 6.7: Moving averages (w = 5) for hourly throughputs (Jobs completed per
hour), DuntonL01 model.
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Figure 6.8: Moving averages (w = 10) for hourly throughputs (Jobs completed
per hour), DuntonL01 model.CHAPTER 6 149
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Figure 6.9: Autocorrelation of all possible lags within the JPH output of the simu-
lation run. Red curve indicates the 5% signiﬁcance limits for the autocorrelations.
variables. Thus, we may carry on the simulation evaluation assuming that, which
is given in Chapter 7.CHAPTER 7 155
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Figure 7.2: Interval plot of the set of real JPH observations and simulation output
JPH using the three methods for sampling breakdown durations. The central circle
shows the mean and the interval describes the 95% conﬁdence interval for the
mean.
where  d is the population mean of the differences and  0 is the hypothesized
mean of the differences. Since this test is comparing the difference between paired
observations of the outputs, it is applied to evaluate the simulation performance
at approximately the same time while using three different breakdown duration
inputs.
The results of the paired t-tests are given in Table 7.1. The conﬁdence intervals
for the mean difference between any two output process of the model using any
two breakdown duration inputs all include zero, which suggests there is no obvious
difference between any two of the simulation outputs. The high p-values further
suggest that the data are consistent with H0 :  d =  0 = 0, that is, any two outputsCHAPTER 7 158
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Figure7.3: BoxplotandIntervalplotofsimulationoutputJPHusingthreemethods
for sampling breakdown durations: group FMD (p0 = 0.10), one FMD for all 39
machines and one lognormal distribution for all 39 machines. The central line
shows the median and the box spans the inter-quartile range. The central circle
shows the mean and the interval describes the 95% conﬁdence interval for the
mean.CHAPTER 7 159
Therefore we investigate the causes of production loss further. Since there are
three main causes of production loss: the machine breakdowns, engine repairs and
operator stoppages, we shut down the engine repairs and operator breakdowns, and
run the simulation models with only the factor of machine breakdowns on to gain
a better and clearer picture of the solo impact of the machine breakdowns on the
system throughput.
The boxplot and interval plot of the JPH outputs of models with the factors
of engine repairs and human breakdowns taken out and using four methods for
describing the machine breakdown durations: historical data, individual FMD,
group FMD with a threshold of 0.10 in the grouping process and one FMD for all
machines, are shown in Figures 7.4 and 7.5. It is seen that the machine repairs
are only responsible for a small portion of the loss, as the JPH outputs are much
higher than the outputs when all of the three factors: machine breakdowns, engine
repairs and operator stoppages, are included in the simulation model. Thus, it
seems that the engine repairs and operator stoppages are responsible for a larger
portion of the production loss and when all three factors are functioning, their
impact on the simulation model overpowers the effect of the machine breakdowns
and effectively masks any differences in output resulting from different breakdown
duration inputs.
Although the simulation model with the engine repairs and operator stoppages
turned off is not a complete model, the outputs show the true impact of the machine
breakdowns on the line throughput, without the interaction with other factors that
are also affecting the total loss in real world. From Figures 7.4 and 7.5, it is seen
that the inter-quartile ranges and 95% conﬁdence intervals of the four outputs all
overlap, which suggests that there are similarities between the four breakdown
duration inputs. Another interesting observation to be made is that as we move
to more general models, i.e. from individually ﬁtted models, to ﬁtted models for
groupsofmachines, toamodelforallofthemachines, the95%conﬁdenceintervalCHAPTER 7 160
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Figure 7.4: Boxplot of simulation output JPH using four different methods for
sampling breakdown durations: EDF, individual FMD, group FMD (p0 = 0.10)
and one FMD for all 39 machines; while the engine repairs and operator stoppages
are set to be turned off. The central line shows the median and the box spans the
inter-quartile range.
for the output increases.
We focus on the models using the ﬁrst three methods for representing the ma-
chine breakdown durations: historical data, individual FMD, group FMD with a
threshold of 0.10. It can also be seen in the interval plot given in Figure 7.5 that
using empirical distributions results in a slightly lower JPH than the output using
FMD inputs. We use the breakdown duration data of machine ML06 as an example
to study a possible reason of these differences. Figure 7.6 shows the histogram
of the breakdown duration data for ML06, the ﬁtted mixture model for machine
ML06 only and the ﬁtted mixture model for G03, the group of machines including
ML06 (see Appendix B for more details). It can be seen in the histogram that thereCHAPTER 7 161
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Figure 7.5: Interval plot of simulation output JPH using four different methods for
sampling breakdown durations: EDF, individual FMD, group FMD (p0 = 0.10)
and one FMD for all 39 machines; while the engine repairs and operator stop-
pages are set to be turned off. The central circle shows the mean and the interval
describes the 95% conﬁdence interval for the mean.
isoneextremeoutlierforwhichthebreakdowndurationisaround133minutes(i.e.
near 11.5 in the X-axis, as the data shown in the plot is the transformed data of the
real breakdown durations), resulting in the whole assembly line being down for a
relatively long period. The ﬁtted mixture model for ML06 and the ﬁtted mixture
model for G03 are both much smoother than the empirical distribution for ML06,
and by using a continuous curve are unlikely to sample durations of 133 minutes
or greater as often as when using the empirical distributions. Hence, the JPH with
the EDF inputs could be lower than that with the mixture distribution inputs.
Since the cycle time of the assembly is 103 seconds, if a repair for any machine
needs a long time to be ﬁxed all machines need to stop after a while; therefore longCHAPTER 7 162
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Figure 7.6: Histogram of the transformed breakdown duration data of machine
ML06 and plots of its ﬁtted mixture distribution’s PDF and its group ﬁtted mixture
distribution’s PDF.
repair durations have a greater effect on the line production. As the high value out-
liers of breakdown durations have a signiﬁcant impact on the resultant JPH output,
we calculated the frequency of generating long breakdown durations (greater than
50 minutes) in the WITNESS models using the three different representations of
breakdown durations for machine ML06. The results are given in Table 7.3. The
frequency of long breakdowns is the highest when using the empirical distribution
as the breakdown duration input. Moreover, the three models are using the same
distribution to simulate time between two successive failures, so the fact that when
running for the same amount of time, the model using the empirical distribution as
its input has the lowest efﬁciency is quite reasonable.CHAPTER 7 164
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Figure 7.7: Boxplot of simulation output JPH using the FMD for individual ma-
chines together with the FMD for groups classiﬁed at different threshold levels us-
ing the Arrows method for sampling breakdown durations. The central line shows
the median and the box spans the inter-quartile range.
Tables 7.4 and 7.5, respectively. All of the conﬁdence intervals in Table 7.4 in-
clude zero, and the p-values are all quite high; both of which suggest that there is
no apparent difference between any pair of the simulation outputs and thus all of
the 8 simulation outputs perform equally. All of the p-values in Table 7.5 are all
quite high, which indicates that the distributions of the JPH outputs of the 8 simu-
lation models are all very similar to each other and thus consistently suggests the 8
representations of the breakdown duration inputs have a similar effect on the sys-
tem production performance. Therefore, it is believed that the choice of threshold
in ﬁnding the groups of machines does not have a signiﬁcant impact on the sim-
ulation performance when using group FMD as breakdown duration inputs. ThisCHAPTER 7 165
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Figure 7.8: Interval plot of simulation output JPH using the FMD for individual
machines together with the FMD for groups classiﬁed at different threshold levels
using the Arrows method for sampling breakdown durations. The central circle
shows the mean and the interval describes the 95% conﬁdence interval for the
mean.
suggests that p0 = 0.05 may be chosen as it is the smallest value of the thresholds
and thus provides the smallest number of groups; and hence decreases the time
spent estimating the ﬁtted distributions for all machines and also reduces the time
spent inputting the breakdown settings.
We next investigate the impact of the threshold using the simulation models
with the engine repairs and operator stoppages turned off. The plots of outputs are
shown in Figures 7.9 and 7.10, and these also suggest that there is little difference
in the outputs for the different thresholds.CHAPTER 7 168
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Figure 7.10: Interval plot of simulation output JPH using the FMD for groups clas-
siﬁed at different threshold levels using the Arrows method for sampling break-
down durations in the model with the engine repairs and operator stoppages turned
off. The central circle shows the mean and the interval describes the 95% conﬁd-
ence interval for the mean.
and operator stoppages are turned off, is encouraging.
The results of the comparison of the simulation outputs of the simulation mod-
els that have only the machine breakdowns functioning, i.e. with the engine repairs
and operator stoppages turned off, show that when FMD inputs are used, the JPH
output by the model is higher than the output when empirical distribution inputs
are used. It is believed that the reason for this is that the possibility of getting ex-
tremely high breakdown durations in the WITNESS models using historical data
is greater than that of the model using individual FMD or group FMD inputs; and
the very long breakdown durations have a signiﬁcant impact on the JPH of the line.CHAPTER 7 169
Nevertheless, as suggested by the analysis, the simulation outputs using the three
different breakdown duration representations are all quite similar.
The use of mixture distributions for representing simulation inputs has advant-
ages over using EDF inputs. Since the EDF is estimated from a random sample,
it may contain irregularities and have a limitation that data generated from it can
only be within a certain range. A mixture distribution is a continuous distribution
that copes well with the multimodality present within the data, thus can smooth
out the irregularities in the data. It is a compact way to represent the duration data
and also makes it simpler to make changes for experimental reasons.
On the whole, the similar simulation performance using FMD and group FMD
strongly suggests that the classiﬁcation of machines based on their breakdown
duration data is good enough for this purpose. Moreover, there are a number of
advantages of using grouped FMD instead of individual FMD. First, less ﬁtting
processes need to be carried out; and the number of data sets and variables in the
simulation can be reduced by the grouping and thus the subsequent input time re-
quired for all machines can be decreased. The total saving of time is signiﬁcant,
even when taking into account the time spent implementing the Arrows method.
Second, in the situations that a machine needs to be modelled while there is no
available data for it or it is a new machine, an experienced engineer could probably
help with identifying which groups of machines the no-data/new machine belongs
to and so the FMD for that group could be used to represent the breakdown dura-
tion input of this new machine. The accuracy of identifying the machine as being
similar to a group of machines should be higher that that of identifying a similarity
with one particular machine whose breakdown duration data are available.
While the different thresholds suggest different groupings, it appears that the
simulation outputs of models using different collections of group ﬁtted mixture
distributions for different sets of groups are not signiﬁcantly different, with or
without the factors of engine repairs and operator stoppages. The paired t-testsCHAPTER 7 170
and bootstrapping analysis that compares the simulation output of the model using
individual machine FMD and that of the models using FMD for groups obtained
using different thresholds conﬁrm this. Thus, it is concluded that the choice of
threshold for the Arrows grouping process does not have a signiﬁcant inﬂuence on
the simulation throughput of models using corresponding group ﬁtted distributions
in this example. Therefore, we could use a relatively low threshold for the classi-
ﬁcation analysis to gain a greater saving on the time for the ﬁtting and inputting
processes.CHAPTER 8 174
distributions of the data sets being analysed [5]. In addition, the Cram´ er-von Mises
goodness of ﬁt statistic copes well with the fact that the data sets contain very un-
even numbers of data points. The tabulated criterion values for the Cram´ er-von
Mises test are not very extensive and do not cover the samples that we are dealing
with and so we use bootstrap resampling to produce the distribution of Cram´ er-von
Mises goodness of ﬁt statistics. The similarity of the two samples of breakdown
duration data is then measured by the signiﬁcance level, i.e. the p-value, of T,
which is obtained by simply comparing T with Φ(T).
We tested the new method on samples drawn from (a) identical distributions;
(b) distributions with the same variance but different mean; (c) distributions with
equal means but different variances; and (d) different types of distributions. The
methodisespeciallysuccessfulwhenappliedtocaseswherethesamplesareclearly
distinct or are identical to each other, where extremely small or high p-values were
obtained as expected. It is more difﬁcult to calculate p-values for samples drawn
from close although not identical distributions. In these cases the method gives p-
values that are not extremely low but are close to our suggested threshold. Given
how close the distributions used are for some examples, it is not unreasonable to
sometimes obtain a result suggesting that the samples are generated from the same
distribution.
We applied the method to estimate the similarity matrix for all machines in-
volved in the engine assembly line we focused on. An example of six machines
was given in Section 4.6.1 and the reliability of the p-values was conﬁrmed by
the check of the features of the breakdown duration data sets. The method is
widely applicable and we have demonstrated its application to estimating the sim-
ilarity between medical procedures based on the patients’ hospital length-of-stay
data [41]; an example of ﬁve procedures was given in Section 4.6.2, where the
similarity results made sense intuitively. This method has also been used to eval-
uate the similarities between simulation outputs of models using the current andCHAPTER 8 177
ing the similarities between the stochastic outputs coming from the corresponding
simulation models.
The evaluation process revealed that the machine breakdown duration settings
did not affect the system throughput signiﬁcantly. Further work on investigating
thecausesofproductionlosswascarriedoutanditwasfoundthatthemainsources
of variability in the line yield are the engine repair process and operator stoppages,
and these mask the effect of changes in machine breakdown durations on the sys-
tem throughput. The three representations of the machine breakdown durations
considered here (empirical distributions, ﬁtted mixture distributions for individual
machines, and ﬁtted mixture distributions for the groups of machines obtained us-
ing the Arrows classiﬁcation method) generated simulation outputs that were all
within the 95% conﬁdence interval of the real line yield data, suggesting any of
them could be used as input models. The mixture distribution ﬁtted to groups of
machines is likely to be the most appropriate representation of the breakdown dur-
ation inputs for several reasons. First, it overcomes some shortcomings of the use
of empirical distributions as simulation inputs as discussed in Section 8.1. Further-
more, comparing the use of group ﬁtted mixture distributions to using individual
ﬁtted mixture distributions, the former has a couple of advantages over the latter:
(a) the total saving of time for the ﬁtting processes and the inputting of breakdown
setting is considerable, even when taking into account the time spent implementing
the Arrows method for the grouping; (b) for situations where a machine without
available data or a new machine is being modelled, an experienced engineer could
probably help with identifying which group of machines the no-data/new machine
belongs to and so the ﬁtted mixture distribution for that group could be used to rep-
resent the breakdown duration input of this machine; and the accuracy of identify-
ing the machine as being similar to a group of machines should be higher that that
of identifying one particular machine whose breakdown duration data are available
as a similar machine. In addition, the similar simulation performance using inputsCHAPTER 8 179
the simulation model. The methodology would not need to change substantially
and most of the work to make this extension would be involved in distinguishing
and recording the data for the actual repair stage and for the waiting stage.
Engine repairs andoperator stoppages, which areessentially product quality is-
sues and human behaviour breakdowns, are responsible for a great part of the total
loss of the line productions in the engine assembly plant. Therefore, it is important
thattheyaremodelledaccurately. AsMODAPTS,atechnologyinvolvedinrecord-
ing all motions required for a person to complete a task and analysis for methods
improvement, has been introduced and used in more manufacturing companies,
human behaviour can also be recorded more accurately. Accordingly it should
be possible to extend the methodology to incorporate modelling of human break-
downs and response times. This would allow a complete and integrated model of
machine breakdown behaviour to be developed including the modelling of time to
repair failures, waiting time for resources, time between failures, human response
times and human breakdowns. In the future we should also consider implement-
ing the methodology described in this thesis to model the engine repairs process.
Together with the extensions of modelling machine breakdowns discussed above,
this would result in a complete system for modelling the total loss in manufac-
turing processes due to machine breakdowns, operator performances and product
quality issues.
Simulation input modelling is an important part of simulation construction.
Themethodologyformodellingbreakdowndurationspresentedinthisthesiscould
be extended to model variable inputs in other simulation applications, where the
inputs are multimodal, outside of the manufacturing area.
The Arrows classiﬁcation of machines has been examined using the collected
historical breakdown duration data and we would like to be able to validate the
classiﬁcation using the machines’ future performance. New breakdown duration
data may provide more conﬁdence in the methods or may lead to the groups beingCHAPTER 8 181
We introduce the Arrows Classiﬁcation procedure in Chapter 5 and tested it
on a textbook example as well as two different sets of data coming from widely
different applications (manufacturing and health care). The results suggest that it
produces similar results to cluster analysis, while making it much easier to control
the similarity level in each resultant group in order to achieve different classiﬁca-
tion targets.
Ford have been using the program we developed for the data validation, which
hasachievedahugesavingonthedataprocesstime. Meanwhile, theyhaveshowed
interestinusingtheproposedmethodformodellingmachinebreakdowndurations.
However, as Ford use Excel interfaces to generate simulation models, these inter-
facesneedtobeupgraded, inordertoallowtheengineersandsimulationmodellers
to use ﬁtted mixture distributions to model the machine breakdown durations.
Inconclusion, ifthereismultimodality presentinadataset, themachinebreak-
down duration modelling process described in this thesis can be used to obtain a
representation of the random inputs for simulation models. We have demonstrated
its use on machine breakdown duration modelling in the manufacturing simulation
model of an engine assembly line. The calculation of similarity and the Arrows
Classiﬁcation method introduced in this thesis would be applicable in a wide range
of situations, not simply for analysing machine breakdown duration data. We have
demonstrated their use on grouping machines and medical procedures. The meth-
odology of simulation evaluation has been successfully used for evaluating the
machine breakdown duration inputs and could also be applied to evaluate other
sources of variability in simulation models.A
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ML01 − 0.12 0.07 0.21 0.00 0.00 0.02 0.00 0.00 0.00 0.93 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.07 0.00
ML02 0.12 − 0.03 0.48 0.00 0.00 0.00 0.00 0.00 0.00 0.87 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.01 0.00
ML03 0.07 0.03 − 0.20 0.00 0.00 0.01 0.00 0.00 0.00 0.36 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.18 0.00
ML04 0.21 0.48 0.20 − 0.00 0.00 0.00 0.00 0.00 0.02 0.89 0.02 0.00 0.00 0.00 0.15 0.00 0.00 0.03 0.00
ML05 0.00 0.00 0.00 0.00 − 0.89 0.00 0.00 0.01 0.02 0.21 0.00 0.00 0.30 0.00 0.23 0.62 0.06 0.00 0.00
ML06 0.00 0.00 0.00 0.00 0.89 − 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.18 0.01 0.00 0.00 0.00
ML07 0.02 0.00 0.01 0.00 0.00 0.00 − 0.00 0.00 0.00 0.09 0.00 0.16 0.00 0.00 0.00 0.00 0.00 0.49 0.06
ML08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.01 0.00 0.00 0.01 0.23 0.33 0.00 0.00 0.00 0.00
ML09 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 − 0.00 0.07 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.00 0.00
ML10 0.00 0.00 0.00 0.02 0.02 0.00 0.00 0.00 0.00 − 0.94 0.01 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.00
ML11 0.93 0.87 0.36 0.89 0.21 0.10 0.09 0.01 0.07 0.94 − 0.73 0.00 0.12 0.00 0.29 0.15 0.02 0.16 0.00
ML12 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.01 0.73 − 0.00 0.00 0.00 0.14 0.00 0.00 0.00 0.00
ML13 0.00 0.00 0.00 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.02 0.26
ML14 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.01 0.00 0.00 0.12 0.00 0.00 − 0.00 0.37 0.00 0.00 0.00 0.00
ML15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.23 0.00 0.00 0.00 0.00 0.00 0.00 − 0.06 0.00 0.00 0.00 0.00
ML16 0.07 0.10 0.04 0.15 0.23 0.18 0.00 0.33 0.12 0.16 0.29 0.14 0.00 0.37 0.06 − 0.20 0.10 0.02 0.00
ML17 0.00 0.00 0.00 0.00 0.62 0.01 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.00 0.00 0.20 − 0.00 0.00 0.00
ML18 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.10 0.00 − 0.00 0.00
ML19 0.07 0.01 0.18 0.03 0.00 0.00 0.49 0.00 0.00 0.00 0.16 0.00 0.02 0.00 0.00 0.02 0.00 0.00 − 0.01
ML20 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.26 0.00 0.00 0.00 0.00 0.00 0.01 −
ML21 0.00 0.00 0.20 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.04 0.00
ML22 0.24 0.05 0.42 0.11 0.00 0.00 0.37 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.87 0.00
ML23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00
ML24 0.04 0.00 0.29 0.03 0.00 0.00 0.21 0.00 0.00 0.00 0.32 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.84 0.00
ML25 0.00 0.00 0.00 0.00 0.00 0.00 0.19 0.00 0.00 0.00 0.01 0.00 0.61 0.00 0.00 0.00 0.00 0.00 0.03 0.47
ML26 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.18 0.00 0.06 0.00 0.00
ML27 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.64 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00
ML28 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 0.00
ML29 0.39 0.46 0.04 0.38 0.00 0.00 0.00 0.00 0.00 0.00 0.91 0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.01 0.00
ML30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.01 0.00 0.00 0.01 0.04 0.68 0.00 0.00 0.00 0.00
ML31 0.28 0.14 0.86 0.23 0.00 0.00 0.20 0.00 0.00 0.00 0.36 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.50 0.00
ML32 0.36 0.12 0.51 0.29 0.00 0.00 0.14 0.00 0.00 0.00 0.49 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.28 0.00
ML33 0.00 0.00 0.04 0.01 0.00 0.00 0.02 0.00 0.00 0.00 0.47 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.16 0.00
ML34 0.05 0.11 0.06 0.23 0.02 0.00 0.00 0.00 0.00 0.12 0.53 0.27 0.00 0.00 0.00 0.25 0.00 0.00 0.00 0.00
ML35 0.00 0.00 0.00 0.00 0.00 0.00 0.23 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.88 0.01
ML36 0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.17 0.00 0.22 0.00 0.00
ML37 0.13 0.09 0.05 0.29 0.06 0.03 0.00 0.06 0.00 0.18 0.58 0.12 0.00 0.05 0.00 0.68 0.02 0.01 0.02 0.00
ML38 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.04 0.00 0.00 0.19 0.00 0.00 0.00 0.00 0.62 0.00 0.00 0.00 0.00
ML39 0.06 0.18 0.03 0.41 0.02 0.00 0.00 0.00 0.00 0.35 0.94 0.13 0.00 0.00 0.00 0.19 0.00 0.00 0.00 0.00
Table B.1: Part a of the Similarity Matrix of the breakdown duration data for the 39 machines involved in DuntonL01 engine
assembly line, estimated using the method described in Chapter 4.A
P
P
E
N
D
I
X
B
1
8
9
ML21 ML22 ML23 ML24 ML25 ML26 ML27 ML28 ML29 ML30 ML31 ML32 ML33 ML34 ML35 ML36 ML37 ML38 ML39
ML01 0.00 0.24 0.00 0.04 0.00 0.00 0.00 0.00 0.39 0.00 0.28 0.36 0.00 0.05 0.00 0.00 0.13 0.00 0.06
ML02 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.46 0.00 0.14 0.12 0.00 0.11 0.00 0.00 0.09 0.00 0.18
ML03 0.20 0.42 0.00 0.29 0.00 0.00 0.00 0.00 0.04 0.00 0.86 0.51 0.04 0.06 0.00 0.00 0.05 0.00 0.03
ML04 0.03 0.11 0.00 0.03 0.00 0.00 0.01 0.00 0.38 0.00 0.23 0.29 0.01 0.23 0.00 0.00 0.29 0.01 0.41
ML05 0.00 0.00 0.00 0.00 0.00 0.10 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.09 0.06 0.01 0.02
ML06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00
ML07 0.00 0.37 0.00 0.21 0.19 0.00 0.00 0.08 0.00 0.00 0.20 0.14 0.02 0.00 0.23 0.00 0.00 0.00 0.00
ML08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.04 0.00
ML09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.18 0.00 0.35
ML11 0.13 0.33 0.03 0.32 0.01 0.04 0.64 0.02 0.91 0.01 0.36 0.49 0.47 0.53 0.05 0.02 0.58 0.19 0.94
ML12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.27 0.00 0.00 0.12 0.00 0.13
ML13 0.00 0.00 0.00 0.00 0.61 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00
ML15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML16 0.03 0.03 0.01 0.01 0.00 0.18 0.33 0.00 0.09 0.68 0.04 0.07 0.03 0.25 0.00 0.17 0.68 0.62 0.19
ML17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00
ML18 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.22 0.01 0.00 0.00
ML19 0.04 0.87 0.01 0.84 0.03 0.00 0.00 0.72 0.01 0.00 0.50 0.28 0.16 0.00 0.88 0.00 0.02 0.00 0.00
ML20 0.00 0.00 0.00 0.00 0.47 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00
ML21 − 0.07 0.17 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.11 0.05 0.00 0.01 0.00 0.00 0.04 0.00 0.00
ML22 0.07 − 0.00 0.99 0.00 0.00 0.00 0.19 0.08 0.00 0.86 0.79 0.52 0.01 0.37 0.00 0.03 0.01 0.02
ML23 0.17 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML24 0.01 0.99 0.00 − 0.00 0.00 0.00 0.05 0.00 0.00 0.63 0.62 0.11 0.00 0.08 0.00 0.02 0.00 0.00
ML25 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML26 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00
ML27 0.00 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.44 0.00 0.02
ML28 0.00 0.19 0.00 0.05 0.00 0.00 0.00 − 0.00 0.00 0.02 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.00
ML29 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.00 − 0.00 0.17 0.17 0.00 0.05 0.00 0.00 0.09 0.00 0.17
ML30 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.06 0.00
ML31 0.11 0.86 0.00 0.63 0.00 0.00 0.00 0.02 0.17 0.00 − 0.96 0.63 0.05 0.10 0.00 0.04 0.00 0.05
ML32 0.05 0.79 0.00 0.62 0.00 0.00 0.00 0.00 0.17 0.00 0.96 − 0.87 0.04 0.01 0.00 0.07 0.01 0.03
ML33 0.00 0.52 0.00 0.11 0.00 0.00 0.00 0.00 0.00 0.00 0.63 0.87 − 0.00 0.00 0.00 0.03 0.00 0.00
ML34 0.01 0.01 0.00 0.00 0.00 0.00 0.15 0.00 0.05 0.00 0.05 0.04 0.00 − 0.00 0.00 0.08 0.01 0.49
ML35 0.00 0.37 0.00 0.08 0.00 0.00 0.00 0.07 0.00 0.00 0.10 0.01 0.00 0.00 − 0.00 0.00 0.00 0.00
ML36 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 − 0.01 0.00 0.00
ML37 0.04 0.03 0.00 0.02 0.00 0.03 0.44 0.00 0.09 0.06 0.04 0.07 0.03 0.08 0.00 0.01 − 0.82 0.20
ML38 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.01 0.00 0.01 0.00 0.00 0.82 − 0.00
ML39 0.00 0.02 0.00 0.00 0.00 0.00 0.02 0.00 0.17 0.00 0.05 0.03 0.00 0.49 0.00 0.00 0.20 0.00 −
Table B.2: Part b of the Similarity Matrix of the breakdown duration data for the 39 machines involved in DuntonL01 engine
assembly line, estimated using the method described in Chapter 4.