In this paper we use a deep result of Ariki's to give a combinatorial algorithm for computing the decomposition matrices of the Ariki-Koike algebras H over fields of characteristic zero. As a corollary we obtain a classification of the irreducible Hmodules over an arbitrary field (for certain choices of the defining parameters).
The Ariki-Koike algebra
The Ariki-Koike algebra H is a deformation of the group ring of the wreath product of the cyclic group of order r and the symmetric group S n on n symbols. When r = 1, H is simply the Iwahori-Hecke algebra of type A; when r = 2, H is the Iwahori-Hecke algebra of type B. We have chosen our notation to reflect the close connections between the Ariki-Koike algebras and the Iwahori-Hecke algebras.
Let R be a commutative ring with 1, q an invertible element of R, and u 1 , u 2 , . . . , u r arbitrary elements of R. Then the Ariki-Koike algebra H = H n R,q,u 1 ,... ,ur is the unital associative R-algebra with generators T 0 , T 1 , . . . , T n−1 and relations
where 1 ≤ i < n and 0 ≤ j < n.
Recall that the symmetric group S n is a Coxeter group generated by the simple reflections s i = (i, i + 1), 1 ≤ i < n. Given w ∈ S n write w = s i 1 s i 2 . . . s i k (reduced) and define T w = T i 1 T i 2 . . . T i k . The homogeneous (braid) relations in H ensure that T w is independent of the choice of reduced expression for w. . . , n; these are analogues of the q-Murphy operators in the Iwahori-Hecke algebras (cf. [6, 7] ). An easy calculation using the relations in H (see, for example, [ 2 . . . L ar n T w : w ∈ S n , and 0 ≤ a m < r for m = 1, 2, . . . , n }.
In particular, H has rank r n n! It follows that H contains a subalgebra, H (S n ) = w∈Sn RT w , isomorphic to the Iwahori-Hecke algebra of the symmetric group.
(1.
3) The simple H -modules were described by Graham and Lehrer [8] (see [5] for the case r = 1, and [7] for r = 2). The techniques of [7] also generalize to the Ariki-Koike algebras, as we now describe.
A partition σ = (σ 1 , σ 2 , . . . ) of n is a sequence of non-negative integers such that σ 1 ≥ σ 2 ≥ · · · and |σ| = i σ i = n. The diagram of σ is the set { (j, k) : 1 ≤ k ≤ σ j }, which we shall think of as an array of boxes in the plane.
An r-multipartition of n is an r-tuple of partitions λ = (λ (1) , . . . , λ (r) ) with r i=1 |λ (i) | = n; usually, we omit the r and simply refer to λ as a multipartition. Formally, the diagram of λ is the disjoint union of the diagrams of the partitions λ (j) ; informally, the diagram of λ is an r-tuple diagrams. We will normally not distinguish between a multipartition and its diagram.
(1.4) Example If λ = (4, 3), (3, 2 2 ), (2 2 , 1) then the diagram of λ is , , .
The elements of (the diagram of) λ are called nodes; if γ is a node we shall write γ = (j, k) s to indicate that it is the element in the j-th row and k-th column of the diagram of λ (s) . We will often think of the diagrams in λ as being stacked with λ (1) being on top of λ (2) , λ (2) on top of λ (3) and so on. Accordingly, we say that a node γ = (j, k) s is above γ ′ = (l, m) t , or γ ′ is below γ, if either s < t, or s = t and k < m (cf. Example 1.14).
If λ is a multipartition let ||λ|| s = |λ If λ = µ and λ µ we write λ ⊲ µ. Then λ ⊲ µ if and only if µ can be obtained from λ by moving some of the nodes in λ to "lower" positions (perhaps in different diagrams). So, for example, if r = n = 2 then (2), (0) ⊲ (1 2 ), (0) ⊲ (1), (1) ⊲ (0), (2) ⊲ (0), (1 2 ) . Let λ be a multipartition. A λ-tableau t is a map t : λ −→ {1, 2, . . . , n}. Therefore, a λ-tableau corresponds to a labeling of the nodes in λ by {1, 2, . . . , n}, and we may identify it with an r-tuple of labeled diagrams. A λ-tableau t is row standard if the entries in each diagram λ (j) increase along the rows; t is standard if it is row standard and the entries in each column of t are also in increasing order.
(1.5) Example Let λ = (2, 2), (3, 2) and let s and t be the λ-tableaux
Then s is row standard (but not standard), and t is standard.
The symmetric group S n acts from the right on the set of λ-tableau by letter permutations. Let t λ be the λ-tableau with the numbers 1, 2, . . . , n entered in order along the rows of λ (1) , then the rows of λ (2) and so on. The row stablizer of t λ is the Young subgroup 
The right coset representatives of S λ in S n are parametrized by the row standard λ-tableaux (cf. [5] ). More precisely, the (distinguished) right coset representative corresponding to the row standard tableau s is the unique element d of S n such that s = t λ d; we write T s = T d , and T * s = T d −1 . Given a multipartition λ, and standard λ-tableaux s and t, let
where
By (1.1), the two factors in s λ commute.
(1.6) Example Suppose that r = 2 and n = 3. Then some of the s λ are:
When R is an arbitrary field, and r > 2, the simple H -modules were first constructed by Graham and Lehrer [8] using the Kazhdan-Lusztig basis of type A. The following theorem provides another approach; in this form the result was first noticed by Murphy [21] . To prove the theorem it suffices to generalize [7, Theorem 4.14] (which is essentially the case r = 2), to prove (i). The remaining statements then follow from the theory of cellular algebras (see [8] ).
Let tab(λ) be the set of standard λ-tableaux and let H λ be the R-span of S µ uv for µ ⊲ λ and u, v ∈ tab(µ).
(1.7) Theorem (cf. [5, 7, 8, 21] 
factor of S(λ). Then d µµ = 1 and d λµ = 0 unless λ µ.
The matrix D = (d λµ ) is the decomposition matrix of H . By (iv), D is unitriangular. In (3.12), using a result of Ariki (2.5), we give an explicit algorithm for computing the decomposition matrix of the Ariki-Koike algebras defined over fields of characteristic zero when the parameters u i are negative powers of q = 1.
We call S(λ) a Specht module of H . An important property of S(λ) is that it comes equipped with a natural H -invariant symmetric bilinear form [8] ; in (iii), rad S(λ) denotes the radical of this form. Moreover, H is semisimple if and only if S(λ) = D(λ) for all λ; in this case, the Specht modules give a complete set of non-isomorphic simple H -modules. The semisimple Ariki-Koike algebras were classified by Ariki.
(ii)
(1.9) In this paper we focus on the non-semisimple Ariki-Koike algebras in which the parameters u s are negative powers of q and q = 1. Let e = 1 be the smallest positive integer such that q e = 1; set e = 0 if no such integer exists. We consider those Ariki-Koike algebras where u i = −q e i for some e 1 , e 2 , . . . , e r ∈ Z/eZ. Let e = (e; e 1 , e 2 , . . . , e r ), and write H F,e = H F,q,u 1 ,... ,u 1 .
Without loss of generality, we amy assume that e 1 ≤ e 2 ≤ · · · ≤ e r (this leads to an easier definition of ladder below). Further, although we don't use this, we can assume that e 1 = 0 since the corresponding Ariki-Koike algebras are isomorphic (mapping T 0 to q −e 1 T 0 and T i to T i , for 1 ≤ i < n, gives the isomorphism).
(1.10) Remark As in [7] , the case where q = 1 must be dealt with separately. If q = 1 then by Theorem 1.8 all of the non-semisimple Ariki-Koike algebras are of the form H F,e when H is of type A or B (ie. r = 1 or 2); when r > 2 there exist non-simple Ariki-Koike algebras which are not of this form.
In type B, our notation differs from that of [7] since they assumed that e 1 ≥ e 2 (when e > 0). Even though our labeling of the Specht modules differs (by a permuation), it follows from Theorem 3.9 and Theorem 2.5 that the same set of multipartitions label the irreducibles in both cases. It is also easy to see that our Specht modules are mapped to those of [7] by the outer automorphism which sends T 0 to T 0 + u 1 + u 2 and fixes T i for 1 ≤ i < n (cf. the map # of [5] ).
Dipper, James, and Murphy [7] gave a sufficient condition for D(µ) to be non-zero in the case r ≤ 2, and Graham and Lehrer [8] generalized this theorem to the case r > 2. One of the main results of this paper is that the Dipper-James-Murphy criterion for the H F,emodule D(µ) to be non-zero is both necessary and sufficient for all r, as was conjectured in [7, 8] . To state this result precisely we need some more notation.
(1.11) Definition (cf. [7, 8.4] , [8, 5.6] ) Let γ = (j, k) s be a node in the multipartition λ.
Then the e-residue of γ is res e (γ) = k − j + e s (an element of Z/eZ). If res e (γ) = i we call γ an i-node.
So the e-residue of γ = (j, k) s is the usual e-residue [6] of γ "shifted" by e s .
(1.12) Example Suppose that λ = (2 2 , 1), (3, 2 2 ), (4, 3) and let e = (3; 0, 1, 2). Then the e-residues in λ are as follows. If t is a standard λ-tableau, then the diagram of t −1 {1, 2, . . . , k} (ie. the subtableau obtained from t by deleting all entries greater than k), has the shape of a multipartition for all k = 1, 2, . . . , n. We identify these tableau with their underlying diagram and extend the dominance ordering to the set of standard λ-tableaux by specifying that
For example, if t λ is the λ-tableau defined after Example 1.5, then t λ t for any λ-tableau t. The next result explains the origin of the definition of e-residue (we will also need it later); as its proof is almost the same as [7, Theorem 8.6] we only sketch the argument (and leave the result for arbitrary H as an exercise for the reader). 
for some a v ∈ R.
Proof: First consider the case where t = t λ ; so that
, and all of these factors commute.
Suppose that the (j, k) s -th node in t λ is labeled m, and that the (1, 1) s -th node is labeled k. Then, using (1.1)(ii) and (1.1)(iii),
where the last line follows by [20, Theorem 4.6] , because q k−m T m−1 . . . T k T k . . . T m−1 is a qMurphy operator in the Hecke algebra H (S λ (s) ) of type A. Because q res e (t −1 (m)) = −u s q k−j , this completes the proof when t = t λ . If t λ ⊲ t then there exists an integer i, 1 ≤ i < n, such that t ′ = t(i, i + 1) ⊲ t; then S We next generalize James' notion [11] of ladders to the case of multipartitions. A ladder is an equivalence class of nodes where two nodes (j, k) s and (l, m) t belong to the same ladder if and only if k + (e − 1)j + e s = m + (e − 1)l + e t , where we abuse notation and consider e s and e t as integers. In particular, two nodes belong to the same ladder only if they have the same e-residue. The entries in this diagram are obtained by writing e s in the (1, 1) s -th position for each s; the remaining labels then increase by 1 along the rows, and by e − 1 down the columns (so, in general, the entry in (j, k) s is k + (e − 1)j + e s − e). The ladders in λ correspond to lines of constant e-residue; they are best thought of as in the following diagram (remember that we think of λ (1) as being above λ (2) and λ (3) ). Note that a ladder is a union of ladders on the individual partitions λ (s) . The use of ladders, and the next definition, are motivated by Theorem 3.9. We remark that without the assumption on e that e 1 ≤ e 2 ≤ · · · ≤ e r , the definition of ladder must be modified to take in account the number of "inversions" in e if Theorem 3.9 (and hence Theorem 1.17), is to remain valid.
The idea that ladders might be useful in classifying irreducibles was given to me by Gene Murphy (who was using a slightly different definition of ladders in a slightly different context). We need the ladders to define the e-restricted multipartitions which, as we shall see, label the irreducible H -modules.
) is e-restricted if whenever γ ∈ λ and γ ′ is a node below γ which is also on the same ladder as γ, then γ ′ ∈ λ.
(1.16) Example Consider the multipartition of Example 1.14. Then λ is not e-restricted because the node (3, 2) 2 on the "6-ladder" can be moved down to (3, 1) 3 . Similarly, (3, 1) 1 can be moved to (1, 4) 2 . So, although λ is not e-restricted, we see that the multipartition (2 2 ), (4, 2, 1), (4, 3, 1) is. Notice also, that if λ is e-restricted then so is each λ (s) , 1 ≤ s ≤ r; however, the converse is false in general.
A partition λ (ie. when r = 1), is e-restricted if and only if λ j−1 ≡ λ j (mod e) for all j > 1 such that λ j = 0 (equivalently, the conjugate partition λ ′ of λ is e-regular). In this case Dipper and James [5] have proven that D(λ) is non-zero if and only if λ is e-restricted.
(Note that the Specht module S(λ) of [5] is the dual of S(λ ′ ) in our notation.)
(1.17) Theorem Let F be an arbitrary field and fix a sequence e = (e; e 1 , e 2 , . . . , e r ) as in (1.9) . Let µ = (µ (1) , . . . , µ (r) ) be a multipartition of n.
Then the H F,e -module D(µ) is nonzero if and only if µ is e-restricted. In particular, { D(µ) : µ e-restricted } is a complete set of non-isomorphic irreducible H F,e -modules.
The proof of this result will be given in section 4. We note that it is not at all clear how our labeling of the simple modules is related to that used by [7, 8] ; this will be explored in Lemma 4.1.
The quantum group U( sl e )
We fix a non-negative integer e = 1 as in (1.9) . In this section we introduce the quantum group U( sl e ) corresponding to the Kac-Moody Lie algebra of the affine special linear group (when e = 0, U( sl e ) is the quantum group of typeÃ ∞ ). This will enable us to state the key result of Ariki upon which this paper is based.
Let h be the free Z-module with basis
The α i are called the simple roots of h * , the Λ i the fundamental weights, and α i , h j i,j∈Z/eZ the Cartan matrix.
Let v be an indeterminate over Q and, for integers k and l, define polynomials
, and [
These are so-called "quantum analogues" of the integers, factorials, and binomial coefficients respectively.
The affine quantum group U( sl e ) is the unital, associative Q(v)-algebra with generators E i , F i , K h , where i ∈ Z/eZ and h ∈ h, which are subject to the relations
where i, j ∈ Z/eZ and h, g ∈ h.
We will also need the divided power operators E
! for all i ∈ Z/eZ and k ≥ 0. The algebra U( sl e ) is a Hopf algebra with (non-canonical) comultiplication map ∆ :
for h ∈ h and i ∈ Z/eZ.
Next, we recall some basic facts from the representation theory of quantum groups; we refer the reader to [18] for the details. Let X = ⊕ e−1 i=0 ZΛ i ⊕ Zδ be the weight lattice, and let
i=0 NΛ i be the set of dominant weights.
The subspace M Γ of M is the Γ-weight space of M, and its elements are called weight vectors of weight Γ. The module M is said to be a highest weight module of weight Λ if there exists a weight vector
By [18, Cor. 6.2.3], given a dominant weight Λ, there is a unique integrable highest weight module L(Λ) of highest weight Λ. In the next section we will explicitly describe the highest weight modules and their canonical bases; first, we describe Kashiwara's construction of the canonical basis of L(Λ).
Let U i (sl 2 ) be the subalgebra of U( sl e ) generated by E i , F i , and K ±h i . Because L(Λ) is integrable, E i and F i act locally nilpotently, and consequently [18, 16.1.4 ] each x in L Γ (Λ) can be written uniquely in the form
Γ,h i +2s x s (so x s is a highest weight vector for U i (sl 2 )), and only finitely many of the x s are non-zero. The Kashiwara operators [14] 
Let A be the rational functions in Q(v) which do not have a pole at 0, and let
where in both cases
Moreover, B 0 is a basis of the Q-vector space L/vL and
This last property allows us to associate a graph to the crystal basis. i , and K h where i ∈ Z/eZ and h ∈ h. Define the bar involution : U A ( sl e ) −→ U A ( sl e ) to be the Z-linear map determined by
The basis B = B(Λ) is called the canonical basis, or global crystal basis, of L(Λ). Note that for all k ≥ 0 and for all i we have F
Finally, we are able to state the main result of Ariki's paper [2] and so make the connection between the representation theory of H and U( sl e ). As in (1.9) we fix a sequence e = (e; e 1 , e 2 , . . . , e r ) where e = 1 is a non-negative integer and 0 = e 1 ≤ e 2 ≤ · · · ≤ e r are elements of Z/eZ. We also define Λ e to be the dominant weight In the next section we give an explicit realization of u * using the Fock space F e and we compute the canonical basis of U( sl e )u * Λe and hence the decomposition numbers of H .
The Fock space and crystal graphs
As in (1.9), we fix a sequence e = (e; e 1 , e 2 , . . . , e r ) where e ≥ 0, e s ∈ Z/eZ for all s and 0 = e 1 ≤ e 2 ≤ · · · ≤ e r and we let Λ e = r j=1 Λ e i be the corresponding dominant weight (as in Theorem 2.5). In this section we give an explicit description of the crystal graph and the canonical basis of the highest weight module L(Λ e ).
Lascoux, Leclerc, and Thibon [16] considered the Hecke algebras of type A; here e = (e; 0) and Λ e = Λ 0 . In order to compute the crystal basis of for L(Λ 0 ) they worked in the Fock space. Here we work in (essentially) the r-fold tensor product of the Fock space. We have chosen our notation so that there is little difference between the two settings (except that we work with conjugate partitions).
Let v be an indeterminate over Q and let F e be the free Q(v)-module with basis the set of all multipartitions of all integers; so,
In order to describe the action of U( sl e ) on F e we need to introduce some notation.
Let λ = (λ (1) , . . . , λ (r) ) be a multipartition and let γ be a node of e-residue i (see Definition 1.11). Then (i) γ is a removable i-node of λ if λ \ {γ} is a multipartition (and γ ∈ λ).
(ii) γ is an addable i-node of λ if λ ∪ {γ} is a multipartition (and γ / ∈ λ). Addable i-nodes are called indent nodes by Kleshchev [15] . Here, and below, we implicitly assume that γ / ∈ λ (resp. γ ∈ λ) whenever we write λ ∪ {γ} (resp. λ \ {γ}). Recall that we say that a node γ = (j, k) s is above γ ′ = (l, m) t , or γ ′ is below γ, if either s < t, or s = t and k < m. The picture to keep in mind is that of Example 1.14.
(3.1) Notation (cf. [16] ) Let λ be a multipartition, i an element of Z/eZ, γ an addable i-node of λ, and let µ = λ ∪ {γ}.
where i ∈ Z/eZ and λ is multipartition of k. . Conjecturally [7, 8] , the individual operators E i and F i compute the projections of these modules onto the blocks of H .
Proof: First consider the case where e = (e; e 1 ) for an arbitrary element e 1 of Z/eZ. In this case F e is the Fock space (ie. the free Q(v)-module with basis the set of all partitions of all integers), and this action was first noticed by Hayashi [10] (cf. [16] ). In fact, they considered only the case where e = (e; 0); however, the more general case is easily deduced from this. Suppose now that r > 1 and identify F e with F (e,e 1 ) ⊗ · · · ⊗ F (e,er) via the Q(v)-linear map which sends the multipartition λ = (λ (1) , . . . , λ (r) ) to λ (1) ⊗ · · · ⊗ λ (r) . Since U( sl e ) is a Hopf algebra with comultiplication map ∆ given in (2.1), there is an induced action of U( sl e ) on F e . Hence, using the obvious notation,
as required. The other calculations are similar. Finally, F e is integrable because each basis element λ is a weight vector and E (k)
i λ = 0 for all sufficiently large k since λ has only a finite number of addable and removable nodes of e-residue i.
By the proposition, the empty multipartition ∅ e = (0), . . . , (0) in F e is a highest weight vector of weight Λ e . Now integrable U( sl e )-modules are completely reducible [18, 6.2.2], so L(Λ e ) = U( sl e ) · ∅ e is a direct summand of F e . In order to describe the crystal graph and canonical basis of L(Λ e ) we need a lemma.
Recall that if µ ⊆ λ and res e (γ) = i for all γ ∈ λ \ µ then we write res e (λ \ µ) = i.
(3.4) Lemma Let λ be a multipartition and suppose i ∈ Z/eZ and k ≥ 0. Then
Proof: We only prove the formula for F (k) i λ, the proof for E (k) i λ being almost identical. When k = 1 the lemma is just a restatement of Proposition 3.2. We proceed now by induction on k.
Suppose that F (k+1) i λ = 0 and let µ be a multipartition with µ/λ = {γ 0 , γ 1 , . . . , γ k } such that res e (γ l ) = i for all l and where γ l is below γ m whenever l < m. Let µ s be the multipartition such that µ = µ s ∪ {γ s }. For convenience we let
By induction, the coefficient of ,γs) . Therefore, the contribution that µ s makes to the exponent of v in the coefficient of µ in
i λ, the lemma follows.
The edges in the crystal graph of L(Λ e ) are given by a generalization of Kleshchev's definition of good node, which we now describe. Consider the case i = 1. Reading nodes from the bottom up, we obtain the sequence
AR R AARARR R R A
where each "A" corresponds to an addable 1-node and each "R" to a removable 1-node. From this sequence, remove all occurrences of the string "AR", and keep on doing this until all such strings have been deleted. The "R"s that remain are the normal 1-nodes of λ and the highest of these is the good 1-node. In this example, all of the grouped letters disappear; so the normal nodes are the circled nodes in the diagram. Therefore, the 1-good node of λ is (2, 3) 1 . From this description it is clear that our definition of good node agrees with Kleshchev's in the case of partitions (ie. when r = 1; cf. [4, 15, 16] ).
(3.7) Remarks (i) If η 0 , η 1 , . . . , η k are the normal i-nodes of λ, such that η a is below η b whenever a < b, then N l i (η j ) = −j for all 0 ≤ j ≤ k. Moreover, η k is the good i-node in λ.
(ii) Using (i), we see that there is an equal number of addable and removable i-nodes between any two normal nodes. This justifies the procedure described in the example above, and is crucial in the proof of the next result. (iii) Suppose that λ = (λ (1) , . . . , λ (r) ) and that γ is a normal i-node of λ where γ ∈ λ (j) . Then γ is a normal i-node of λ (j) (but not conversely, in general). Similarly for good nodes.
We can now describe the crystal graph of F e . Our argument is essentially the same as that in [13] ; the main difference being that the use of good nodes helps to make the proof more transparent.
Recall that A is the ring of rational functions in Q(v) which do not have a pole at 0. Let L(F e ) = ⊕ λ Aλ where λ runs over all multipartitions of all integers. In the proof below we implicitly assume Kashiwara's result that the lattice L(F e ) is stable under the action ofẼ i andF i ; this can be proven by induction on λ using an extension of our argument. (i) If λ has no good node of e-residue i thenẼ i λ = 0 (mod vL(F e )).
(ii) If η is the good node of e-residue i in λ and λ = µ ∪ {η} theñ
Proof: Suppose that λ is a multipartition which does not have a good node of e-residue i. We first show thatẼ i λ = 0 (mod vL(F e )); to do this, we introduce the element
Let γ 1 , γ 2 , . . . , γ k be the removable i-nodes of λ; then N l i (γ j ) > 0 for all j (since λ does not have any normal i-nodes). Therefore, there are at least as many addable i-nodes below each γ j as there are removable i-nodes. Letγ j be the highest removable i-node which is below γ j such that
where λ J is the multipartition obtained from λ by moving γ j toγ j for each j ∈ J. We claim that E i Ω i (λ) = 0. To see this note that the only multipartitions appearing in E i Ω i (λ) are those of the form λ JK = λ ∪ {γ j : j ∈ J } \ { γ j : j / ∈ K } where J and K are disjoint subsets of {1, 2, . . . , k} such that J ∪ K ∪ {l} = {1, 2, . . . , k} for some l which does not belong to J or K (so λ J = λ JJ where J is the complement of J in {1, . . . , k}).
, where the first equality is modulo vL(F e ) and the second equality comes from (2.2). Now we computeF i λ. First, let A i (λ J ) be the set of addable i-nodes of λ J , and let
where we order the elements of A i so that α l is below α m whenever l < m. Note that s = |A i | = N i (λ) and that N l i (α m ) = m for all m (cf. Definition 3.5). Suppose that t ≥ 0.
Using, in turn,, (2.2), Lemma 3.4, and an argument similar to that above, we find
otherwise.
To complete the proof it remains to observe that α t is the good node of e-residue i in λ ∪ {α 1 , . . . , α t }.
In particular, we see that there is an most one addable i-node η such that η is a good node in λ ∪ {η}; which is not completely obvious from Definition 3.5 (there is, however, a direct argument; cf. [15] ). Proof: By Theorem 3.8, the crystal graph B 0 (F e ) of the Fock space F e is the graph with vertices the set of all multipartitions and edges λ i − → µ given by adjoining good i-nodes. Since L(Λ e ) is a direct summand of F e , using the natural projection map π : F e −→ L(Λ e ), we see that the crystal graph of L(Λ e ) is the full subgraph of B 0 (F e ) containing the empty multipartition ∅ e = (0), . . . , (0) . So it suffices to show that the vertices of B 0 (Λ e ) are precisely the e-restricted multipartitions.
We first show that all of the vertices in B 0 (Λ e ) are e-restricted. The empty multipartition ∅ e has exactly r addable nodes γ k = (1, 1) k , k = 1, 2, . . . , r. Let µ k = ∅ e ∪ {γ k }. Then γ k has e-residue e k and γ k is good in µ k if and only if either k = r or e k < e k+1 . However, this is exactly the condition for γ k to be at the bottom of its ladder and, hence, for µ k to be e-restricted. Now suppose that λ ⊲ ∅ e is a vertex of B 0 (Λ e ) and that λ i − → µ for some i ∈ Z/eZ, and write µ = λ ∪ {η}. By induction, λ is e-restricted, so if µ is not e-restricted then λ must have an addable i-node γ which is on the same ladder as η and also below η. Since λ is e-restricted, there cannot be any removable i-nodes in λ between η and γ; but if this is true, then η is not even a normal node in µ (cf. Example 3.6), so we have a contradiction.
Consequently all of the vertices in B 0 (Λ e ) are e-restricted. Conversely, if λ is e-restricted, then the lowest removable node in λ is normal. Therefore, λ has at least one good node; let η be the highest good node in λ. Then, because λ is e-restricted, η must be the highest node on its ladder. Therefore, λ \ {η} is e-restricted, and so λ ∈ B 0 (Λ e ) by induction.
Note that the theorem describes the crystal graph of L(Λ e ), and not the crystal basis. In fact, modulo vL(Λ e ), the elements of the crystal basis of L(Λ e ) are of the form µ + λ⊲µ a µλ (v)λ where µ is e-restricted, a µλ (v) ∈ vZ [v] , and the λ are not e-restricted. The whole point of using Theorem 3.8 is that it allows us to ignore the distinction between multipartitions which are e-restricted and those which are not.
Using Theorem 3.9 and Theorem 2.4 we can now give a more explicit description of the canonical basis of L(Λ e ) and, as a corollary, obtain an algorithm for computing it.
(3.10) Theorem Let µ be an e-restricted multipartition. Then the canonical basis element
Proof: First note that any element B µ satisfying (i) and (ii) is necessarily unique for if B because B µ = µ (mod vL(F e )) by Theorem 3.8. So it remains to verify that B µ is of the form stated in (ii); we show this by induction on |µ| and the dominance ordering.
When µ = ∅ e there is nothing to prove, so suppose that µ ⊲ ∅ e . Then µ has a removable node, so let i be the e-residue of the lowest removable node in µ. Suppose that γ 1 , γ 2 , . . . , γ k are the k lowest removable i-nodes in µ where k is maximal with respect to the property that there is no addable i-node below γ k . Let τ = µ \ {γ 1 , . . . , γ k } and set A µ = F (k) i B τ ; then A µ = A µ . Now |τ | < |µ|, so by induction B τ satisfies (ii); therefore,
for some Laurent polynomials a λµ (v). By Theorem 2.4, there exist scalars
where ν runs over all the set of e-restricted multipartitions. By construction, if ν appears with non-zero coefficient in A µ then |ν| = |µ| and ν µ. By induction on the dominance ordering, B ν is of the form given in (ii), so α νµ (v) is non-zero only if |ν| = |µ|. Consequently,
and the proof is complete.
(3.11) Remark The obstruction to proving the existence of the canonical basis element B µ using the argument above is we cannot guarantee that the polynomials b λµ (v) will belong to vZ [v] for multipartitions which are not e-restricted. That this is always true is quite remarkable since we only "adjust" A µ by elements whose leading term is always e-restricted.
(3.12) Note that the proof gives a purely combinatorial algorithm for calculating the canonical bases elements B µ . To see this note that because A µ and all of the B ν are invariant under the bar involution, the polynomials α νµ (v) are also bar invariant (ie. α νµ (v) = α νµ (v −1 )). By induction on ν, this determines the polynomials α νµ (v) uniquely.
In fact, because of the uniqueness statement in Theorem 3.10, there are many ways of commuting B µ . For example, if
im ∅ e = µ (mod vL(F e )), for some i 1 , . . . , i m ∈ Z/eZ and k 1 , . . . , k m ≥ 0, then we can compute B µ from A in exactly the same way.
By Theorem 2.5, the polynomials b λµ (v) which appear in the theorem give the decomposition numbers of H when we set v = 1. Note that it is not clear that the labeling of the canonical basis agrees with that of the Specht modules, so we don't yet know which decomposition number b λµ (1) computes. However, we shall see in Theorem 4.3 that d λµ = b λµ (1) as expected.
(3.13) Example Suppose that e = (2; 0, 1) and let µ = (0), (1 5 ) . Then, using the notation from the proof of the theorem, ν = (0), (1 4 ) and A µ = F 1 B ν . By "induction",
Therefore,
Because the coefficient of (0), (2 2 , 1) is 1, we must subtract B ((0),(2 2 ,1)) from A µ . Again, by induction,
So, B µ = A µ − B ((0),(2 2 ,1)) (after checking coefficients); therefore,
This is the simplest example I know of where A µ = B µ (and r > 1). I have implemented the algorithm in Gap using Specht [19] , and will include it in a future release of these programs.
The simple modules of H
In this section we prove Theorem 1.17 which stated that D(µ) is a non-zero H F,e -module if and only if µ is an e-restricted multipartition. By Ariki's result (2.5), we know that the number of simple H C,e -modules is equal to the number of e-restricted multipartitions. We first check that the labeling of the simple modules agrees with the labeling of the canonical basis.
Recall that we defined a µ-tableau to be a map t : µ −→ {1, 2 . . . , n}. Therefore, t −1 (j) is a node in µ for all 1 ≤ j ≤ n. The e-residue sequence of a µ-tableau t is the sequence res e (t) = res e (t −1 (1)), res e (t −1 (2)), . . . , res e (t −1 (n)) . I am indebted to Gordon James for the idea behind the following lemma. (i) µ is e-restricted.
(ii) There exists a standard µ-tableaux t such that res e (t) = res e (s) for any standard λ-tableau s where µ ⊲ λ.
Proof: By (3.12), a multipartition µ is e-restricted if and only if there exists a sequence (i
As we apply each operator F j in ( †), a single node is placed into the diagram of µ. Consequently, the sequence (i Proof: Suppose that µ is e-restricted, and let t be a µ-tableau satisfying Lemma 4.1(ii). By Theorem 1.7(iv), in the Grothendieck group of H we may write
Let L be the subalgebra of H generated by L 1 , L 2 , . . . , L n . By Theorem 1.13 the irreducible L -modules are all one dimensional. Let Rt be the L -module with action given by tL m = q rese(t −1 (m)) t. By our choice of t and Theorem 1.13, Rt is a composition factor of S(µ) but not of any S(λ), and hence D(λ), when µ ⊲ λ. Consequently, d µµ cannot be zero and the result follows.
This yields an explicit translation of Ariki's result (2.5) and, in view of (3.12), gives an algorithm for calculating the decomposition matrix of H C,e . Proof: By Corollary 4.2, D(µ) is non-zero when µ is e-restricted. Therefore, by (2.5) and (3.10), all that we need to check is that the labeling of the canonical basis and the H -modules D(µ) coincides. However, by Theorem 1.7(iv), the decomposition matrix of H is unitriangular, so everything follows.
This proves Theorem 1.17 for fields of characteristic zero. We now tackle the positive characteristic case, using an adaption of an argument of Matthew Richards [22] . Now Z[ζ] is a Dedekind domain, so there exists a homomorphism ϕ : Q(ζ) −→ F such that ϕ(ζ) = q; therefore ϕ(ζ es ) = q es for all s, 1 ≤ s ≤ r. Let R be the localization of Z[ζ] at the kernel of ϕ. Then R is a discrete valuation ring and Q(ζ) is its field of fractions. Therefore, there exists a surjective decomposition map d ϕ (of Grothendieck groups), sending H ζ,e -modules to H F,e -modules. Consequently, the number of simple H F,e -modules is less than or equal to the number of simple H ζ,e -modules. Therefore, by Corollary 4.2 and Theorem 4.3, the simple H F,e -modules are the set of D F,e (µ) as µ ranges over all e-restricted multipartitions. (This completes the proof of Theorem 1.17.)
Given two e-restricted multipartitions µ and ν, let a νµ be the composition multiplicity of the simple H F,e -module D F,e (µ) in d ϕ D ζ,e (ν), where we use the obvious notation. Then, for any multipartition λ we have d
By Theorem 1.7(iv), the decomposition matrices D e and D F are both unitriangular, so a µµ = 1 for all e-restricted multipartitions. Hence, we have shown. The canonical bases can be used to prove various properties of the decomposition numbers of the Ariki-Koike algebras. For example, suppose that λ = (λ (1) , . . . , λ (r) ) is a multipartition, µ = (µ (1) , . . . , µ (r) ) is e-restricted, and that
A much more general statement than this appears to be true. We conjecture that the polynomials b λµ (v) are an N[v]-linear combination of polynomials b σµ # (v) where σ runs over the (r − 1)-multipartitions of |µ # |. A result in this direction would be one way to classify the blocks of the Ariki-Koike algebras (note that by Theorem 4.5, in order to prove the conjectures of [7, 8] it suffices to consider the characteristic zero case).
In another direction, Lascoux, Leclerc, and Thibon [16] (see also [4] ), describe an involution on the crystal basis B(Λ 0 ) which corresponds to "tensoring" with the sign representation for Hecke algebras of type A. This generalizes to the current setting, giving 2e (canonical) bijections between the crystal bases of (in general) different highest weight modules L(Λ e ) and L(Λ e ′ ). In turn, this shows that the corresponding Ariki-Koike algebras H C,e and H C,e ′ are (canonically) Morita equivalent. For example, the algebras H C,e with e = (3; 0, 0, 1), (3; 0, 0, 2), (3; 0, 1, 1), and (3; 0, 2, 2) are all Morita equivalent. Details will appear elsewhere.
Finally, we note that the conjecture of [16, §9] should also be true in this case. Namely, if λ is any multipartition and S(λ) = S 0 (λ) ≥ · · · ≥ S k (λ) = 0 is the Jantzen filtration of S(λ) (see, for example, [12] ), then the polynomials b λµ (v) should satisfy
for all e-restricted multipartitions µ. In addition, Leclerc and Thibon [17] have extended the results of [16] to give a conjecture for computing the decomposition numbers of the q-Schur algebra. Their techniques should also generalize to this situation, and so compute the decomposition matrices of a "Schur algebra" of the Ariki-Koike algebra. 
