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Abstract
Explicit analytical expressions for Helmholtz free energy, chemical poten-
tial, entropy and pressure of the multi-component dimerizing Yukawa hard-
sphere fluid are presented. These expressions are written in terms of the
Blum’s scaling parameter Γ, which follows from the solution of the associative
mean spherical approximation (AMSA) for the model with factorized Yukawa
coefficients. In this case solution of the AMSA reduces to the solution of only
one nonlinear algebraic equation for Γ. This feature enables the theory to
be used in the description of the thermodynamical properties of associating
fluids with arbitrary number of components, including the limiting case of
polydisperse fluids.
1
1 Introduction
Much of the progress achieved by the liquid-state integral-equation theories is due to
the availability of the integral-equation approximations (IEA), which are amenable
to the analytical solution for a number of the models of dense fluids and liquids.
Since 1963, when Percus-Yevick approximation for the hard-sphere fluid was solved
analytically [1, 2], the analytical solutions were derived for a large variety of non-
trivial Hamiltonian models (see [3, 4] and references therein). During the last two
decades substantial efforts have been focused on the development of the analyti-
cally solvable IEA for the models of associating fluids [4]. Most of these studies
were carried out in the frames of the product-reactant Ornstein-Zernike approach
(PROZA) [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18] for the models, which
combine hard-sphere interaction and sticky interaction due to a certain number of
the sticky points located on the surface of each hard sphere. Different versions of
the models, which describe dimerizing [7, 8, 9], polymerizing [10, 11, 12, 13, 14, 15]
and network forming [16, 17, 18] fluids, where investigated . More recently these
studies were extended by adding a van der Waals attraction, modeled by a sum of
the Yukawa terms [19, 20, 21, 22]. The properties of the corresponding models were
studied using the analytical solution of the associating mean spherical approxima-
tion (AMSA) [23]. In the particular case of the multi-component Yukawa dimerizing
hard-sphere fluid with factorizable Yukawa coefficients the Yukawa part of the so-
lution was reduced to the solution of only one nonlinear algebraic equation for the
Blum’s [24, 25] scaling parameter Γ [26, 20]. In the limiting case of complete asso-
ciation, when the system is represented by the multi-component mixture of Yukawa
heteronuclear hard-sphere diatomics, solution of this equation represents full solu-
tion of the AMSA. In this limit PROZA reduces to the ’proper’ site-site theory [27]
due to Chandler et al. [28].
In this article we extend solution of the AMSA obtained earlier [19, 20] and de-
rive explicit expressions for the thermodynamical properties of the multi-component
Yukawa dimerizing hard-sphere fluid in terms of the Γ-parameter.
2
2 The model
We consider M-component mixture of dimerizing Yukawa hard spheres of species
i = 1, 2, . . . ,M with diameters σi and densities ρi. Each of the hard spheres has
one sticky site placed on a surface. The pair potential of the model consists of the
hard-sphere term, sticky site-site term and Yukawa term Φ
(Y )
ij (r), which was chosen
to be of the following form:
βΦ
(Y )
ij (r) = −
Kij
r
e−zr (1)
where β = 1/kT , k is the Boltzmann constant, T is the absolute temperature and r
is the distance between the centers of the spheres.
3 Solution of the AMSA
Solution of the AMSA for the model at hand was obtained earlier [19, 20] and we
shall therefore omit the details here and present only the final expressions, which
are needed in our derivation of the thermodynamics.
AMSA consists of the two-density Ornstein-Zernike equation
hˆij(k) = cˆij(k) +
∑
l
ρlcˆil(k)αlhˆlj(k), (2)
supplemented by the MSA-like closure conditions
cij(r) = E
Kij
r
e−zr, r > σij = (σi + σj)/2 (3)
hij(r) = −E+
tij
2piσij
δ(r − σij), r < σij . (4)
Here hˆij(k), cˆij(k), tij, αi and E are the following matrices:
hˆij(k) =

cˆi0j0(k) cˆi0j1(k)
cˆi1j0(k) cˆi1j1(k)

 , cˆij(k) =

cˆi0j0(k) cˆi0j1(k)
cˆi1j0(k) cˆi1j1(k)

 ,
tij =

0 0
0 ti1j1

 , αi =

 1 αi
αi 0

 , E =

1 0
0 0

 ,
3
where hˆiαjβ(k) and cˆiαjβ(k) are Fourier transforms of the total hiαjβ(r) and direct
ciαjβ(r) correlation functions, respectively, ti1j1 = Tijgi0j0(σ
+
ij), gi0j0(σ
+
ij) is the con-
tact value of the radial distribution function giαjβ (r) = hiαjβ (r) + δα0δβ0, Tij is the
parameter which defines the strength of the sticky interaction and αi is the fraction
of non bonded particles. Here the lower indices α and β denote the bonding state
of the corresponding particle and take the values 0 (non bonded) and 1 (bonded).
Fraction of non bonded particles αi together with association strength parameter
Tij obey the mass action law (MAL) relation
1 = αi
(
1 + 2
∑
j
ρjσijαjti1j1
)
. (5)
Solution of the AMSA was obtained using Baxter factorization method [29] with
the general scheme of the solution based upon the version of factorization technique
developed by Høye and Blum [30, 31]. According to Baxter [29] the OZ equation
(2) can be factorized as
Sij(|r|) = Qij(r)−
∑
l
ρl
∫
dr′Qil(r
′)αlQ
T
jl(r
′ − r), (6)
Jij(|r|) = Qij(r) +
∑
l
ρl
∫
dr′Jil(|r
′ − r|)αlQlj(r
′), (7)
where T denotes the transpose matrix and the integrals Sij(r) = 2pi
∫
∞
r
dr′r′cij(r
′)
and Jij(r) = 2pi
∫
∞
r
dr′r′hij(r
′) satisfy the following boundary conditions:
 Jij(r) = pir
2E+ Jij, r ≤ σij
Sij(r) = E
Kij
z
e−zr, r > σij
. (8)
Here Jij = Jij(0). From the analysis of the equations (6) and (7) we get [20]
Qij(r) = [qij(r) + tij] θ(σij − r) + E˜
T D˜ije
−zr, r > λji, (9)
where λij =
1
2
(σi − σj), D˜ij and E˜ are the row vectors, i.e. D˜ij = (Di0j0, Di0j1) ,
E˜ = (1, 0) . Vector D˜ij satisfies the following relation
2pi
z
K˜ij =
∑
l
ρlD˜ilαlQˆ
T
jl(iz), (10)
where Qˆij(k) = δij (ρjαj)
−1 − 2pi
∫
∞
λji
dr Qij(r)e
ikr and K˜ij = (Kij , 0). Expression
for qij(r) in the interval λji < r < σij is
qij(r) =
1
2
E˜T A˜j (r − σij) (r − λji) + E˜
T β˜j (r − σij) +Cij
(
e−zr − e−zσij
)
. (11)
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Here
β˜j =
pi
∆
σjE˜+
2pi
∆
∑
n
µ˜
(n)
j , A˜j =
2pi
∆
(
E˜+
1
2
ζ2β˜j +
∑
n
M˜
(n)
j − τ˜ j
)
, (12)
Cij =
∑
l
γil(z)E˜
T D˜lj − E˜
T D˜ij, (13)
where
sγij(s) = 2piρjGij(s)αj ,
(
Gij(s) =
∫
∞
0
dr′r′gij(r
′)e−sr
′
)
, (14)
µ˜
(n)
j =
∑
l
ρlC˜
µ
l (z)αlE˜
T D˜
(n)
lj e
−zσlj , M˜
(n)
j =
∑
l
ρlC˜
M
l (z)αlE˜
T D˜
(n)
lj e
−zσlj , (15)
C˜
µ
l (s) =
∑
k
E˜γTlk(s)e
sσlksσ3kφ1(σks) +
1
s2
(
1 +
1
2
sσl
)
E˜, (16)
C˜Ml (s) =
∑
k
E˜γTlk(s)e
sλlkσ2ksϕ1(−sσk)−
1 + sσl
s
E˜. (17)
Here γij(z) satisfies the following set of the algebraic equations
∑
l
zγ il(z)Qˆlj(iz) = E˜
[
A˜j
(
1 +
1
2
zσi
)
+ β˜jz
]
e−zσij
z2
−Cije
−2zσij + tije
−zσij (18)
and
τ˜ j =
∑
l
ρlσlE˜αltlj, ζm =
∑
l
ρlσ
m
l , ∆ = 1−
pi
6
ζ3, (19)
ϕ1(x) =
1− x− e−x
x2
, φ1(x) =
1
x3
[
1−
1
2
x−
(
1 +
1
2
x
)
e−x
]
.
One can see that all coefficients of the factor function Q(r) are determined by the
set of unknowns D˜ij and γ ij(z). These unknowns follow from the solution of the set
of equations (10) and (18).
Substantial simplification of the final algebraic equations representing the solu-
tion of the AMSA occurs in the case of factorizable Yukawa coefficients, i.e. for
Kij = Kdidj. According to Eq. (10) now D˜ij can be written in the following form
D˜ij = −dia˜je
1
2
zσj , (20)
which gives
Cij =
(
diE˜
T −
1
z
B˜Ti
)
a˜je
1
2
zσj , (21)
β˜j =
pi
∆
σjE˜+∆1a˜j , (22)
5
A˜j =
2pi
∆
(
1 +
pi
2∆
ζ2σj
)
E˜+
pi
∆
P a˜j −
2pi
∆
τ˜ j . (23)
Here
B˜i = z
∑
l
E˜γTil(z)dl, (24)
∆1 = −
2pi
∆
E˜
∑
l
ρlαlσ
2
l
[
φ1(zσl)σlB˜
T
l e
1
2
zσl +
1 + zσl/2
σ2l z
2
dlE˜
Te−
1
2
zσl
]
, (25)
P =
(
ζ2 −
∆
pi
z
)
∆1 + E˜
∑
l
ρlαlσl
[
ϕ0(zσl)σlB˜
T
l e
1
2
zσl + dlE˜
T e−
1
2
zσl
]
, (26)
where ϕ0(x) = (1− e
−x) /x. Next, making use of the symmetry property of the
factor function, i.e. Qij(λji) = Q
T
ji(λij), we have
X˜Ti a˜j = a˜
T
i X˜j, (27)
where
X˜Ti = E˜
T
(
σi∆1 + die
−
1
2
zσi
)
+ σiB˜
T
i ϕ0(zσi)e
1
2
zσi . (28)
Equation (27) enables us to introduce scaling parameter Γ via the following relation
a˜j =
2Γ
D
X˜j, (29)
where D =
∑
k ρkX˜kαkX˜
T
k . Differentiating (6) with respect to r and taking the
limit r → 0 we have
a˜i =
2
D
[
−E˜∆1
(
1 +
1
2
zσi
)
− B˜ie
1
2
zσi − σiE˜η
B +
∑
k
ρkX˜kαktik
]
, (30)
where
ηB =
pi
2∆
∑
k
ρkσkX˜kαkE˜
T . (31)
Now all the unknowns of the problem can be expressed in terms of Γ, i.e.
Xi0 = −λi − ηi∆1 −
2∆
pi
ξiη
B, (32)
Xi1 = T
η
i ∆1 +
2∆
pi
T ξi η
B + T λi , (33)
where piσiT
y
i = −2∆ξi
∑
k ρkαkti1k1yk, (y = η, ξ, λ),
λi = −
die
−
1
2
zσi
1 + ϕ0(zσi)σiΓ
, ηi =
σ3i z
2φ1(zσi)
1 + ϕ0(zσi)σiΓ
, ξi =
pi
2∆
σ2iϕ0(zσi)
1 + ϕ0(zσi)σiΓ
,
6
ηB =
− pi
∆
ΘηΩλ +Θλ
(
1
2
z2 + pi
∆
Ωη
)
Θη
(
2Γ + pi
∆
ζ2 + z + 2Ωξ
)
+ ∆
pi
(
z2 + 2pi
∆
Ωη
)
(1−Θξ)
, (34)
∆1 =
2Ωλ
(
Θξ − 1
)
−
[
2Γ + pi
∆
ζ2 + z + 2Ω
ξ
]
Θλ
Θη
(
2Γ + pi
∆
ζ2 + z + 2Ωξ
)
+ ∆
pi
(
z2 + 2pi
∆
Ωη
)
(1−Θξ)
, (35)
Ωy =
∑
l
ρl [αlT
y
l − yl (1− αlτl1)] , Θ
y =
∑
l
ρlσl (αlT
y
l − yl) . (36)
Finally, the nonlinear algebraic equation for Γ, which follows from (10), is
(Γ)2 + zΓ + piKD = 0. (37)
Full solution of the problem requires solution of the set of equations formed by
equations (5) and (37). The former equation needs as an input the contact values
of the radial distribution function gi0j0. Corresponding expression follows from (7)
gi0j0 ≡ gi0j0
(
r → σ+ij
)
=
(
1
∆
+
ξ2σiσj
4∆2σij
)
exp
(
K
σij
XTi0Xj0
)
. (38)
Here we have used exponential approximation [32].
4 Thermodynamics
Thermodynamic properties of the model at hand will be calculated via the energy
route, which appears to be the most accurate for the MSA-type of the theories. Using
standard expression for the excess internal energy in terms of the radial distribution
functions, we have
β∆EY = −K
∑
i
ρidiEαiB˜
T
i . (39)
Before proceeding to Helmholtz free energy calculations we will prove the following
two useful relations [
∂∆EY
∂ (ρiαiρjαjti1j1)
]
Γ=const
= −
K
β
Xi0Xj0, (40)
[
∂∆EY
∂Γ
]
ρp=const
= −
1
piβ
(
Γ2 + zΓ
)
, (41)
where ρp denotes the set of all products ρiαiρjαjti1j1. First of these relations can
be derived by substituting B˜i from (28) into (39) and differentiating it with respect
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to ρiαiρjαjti1j1 with Γ held constant. We will skip these straightforward calcula-
tions and proceed to the second of these relations. To prove relation (41) we start
eliminating X˜i from (28), (30) and (29) to get
B˜ie
1
2
zσi (1 + σiΓϕ0 (zσi)) =
− E˜∆1
(
1 +
1
2
zσi + σiΓ
)
− E˜Γdie
−
1
2
zσi − σiE˜η +
∑
k
ρkX˜αktik. (42)
After substituting (32) into the above equation and performing some lengthy algebra
we obtain the following matrix equation for B˜i
∑
k
B˜kMˆki =
({
1 +
1
2
zσi + σiΓ +
piσi
2∆
ζ2
}
E˜− τ˜ ik
)
2pi
∆z2
∑
l
ρl
(
1 +
1
2
zσl
)
dle
−
1
2
zσl
− E˜
piσl
2∆
∑
k
ρkσkdke
−
1
2
zσk − E˜die
−
1
2
zσiΓ + J˜
[
−
∑
k
ρkαkti1j1λk (43)
+
2pi
∆z2
∑
k
ρk
(
1 +
1
2
zσk
)
dke
−
1
2
zσk
∑
l
ρlαlti1j1χl −
∑
k
ρkσkdke
−
1
2
zσk
∑
l
ρlαlti1l1ξl
]
where J˜ = (0, 1), Mˆki = e
1
2
zσk (1 + ϕ0 (zσk)σkΓ) Pˆki,
χi =
σi
{
1 + 1
2
zσi + σiΓ +
piσi
2∆
ζ2
}
ϕ0 (zσi)
1 + ϕ0 (zσi) σiΓ
, (44)
and Pˆ is the Jacobi type of the matrix, i.e. Pˆki = δik Iˆ + c˜
T
k d˜i + e˜
T
k f˜i. Four vectors
c˜, d˜, e˜ and f˜ , that form the Jacobi matrix, are
c˜i = ρiξi (1, αi) , d˜i =
(
σi, −
σiT
ξ
i
ξi
)
, e˜i = −
2piρi
∆z2
ηi (1, αi) ,
f˜i =
({
1 +
1
2
zσi + σiΓ +
piσi
2∆
ζ2
}
, −τi1 +
∑
l
ρlαlti1l1χl
)
, Iˆ =

1 0
0 1

 .
Corresponding equation for
[
∂B˜i
∂Γ
]
ρp
follows from (43) upon its differentiation with
respect to Γ
∑
k
[
∂B˜k
∂Γ
]
ρp
Mˆki = −X˜i − J˜
(
2∆
pi
∑
k
ρkαkti1k1
ξk
σk
Xk0
)
. (45)
Taking derivative of the both sides of equation (39) with respect to Γ, using expres-
sion for
[
∂B˜i
∂Γ
]
ρp
, obtained from the solution of the set of equations (45) and taking
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into account equation (37), we recover relation (41). Inverse matrix Mˆ−1ki together
with Γ derivatives, which are used in our calculations, are given in the Appendix.
We start our derivation of the expression for Helmholtz free energy with the
following standard thermodynamic relation:
∂
∂β
(β∆A) = β∆E. (46)
Integrating this equality by parts and using the fact that all thermodynamic quan-
tities according AMSA depend only on one parameter Γ, we have
β∆AY = β∆EY −
∫ Γ
0
dΓ′β ′
d∆EY
dΓ′
, (47)
where ∆AY represent Yukawa contribution to Helmholtz free energy. We start with
the system of dimerizing hard spheres and charge it by the Yukawa charge di up to
the current conditions. Full derivative under the integral in (47) can be expressed
in terms of the partial derivatives giving
β∆AY = β∆EY−
∫ Γ
0
dΓ′β ′
[
∂∆EY
∂Γ′
]
ρp
−
∫ Γ
0
dΓ′β ′
∑
ij
[
∂∆EY
∂ρiαiρjαjti1j1
]
Γ′
∂ρiαiρjαjti1j1
∂Γ′
.
(48)
Integrating the second integral in (48) by parts and using (40) and (41), we get
β∆AY = β∆EY +
1
pi
(
Γ3
3
+ z
Γ2
2
)
+K
∑
ij
ρiαiρjαjti1j1Xi0Xj0 −
∑
ij
∫ Γ
0
dΓ′ρiαiρjαjti1j1
∂ (KXi0Xj0)
∂Γ′
. (49)
Since ∂tj1k1/∂Γ = tj1k1∂ ln (gj0k0) /∂Γ and due to the exponential approximation
(38) and MAL relation (5) it is straightforward to show that
∂ βAMAL
∂Γ
= −
∑
ij
ρiαiρjαjti1j1
∂ KXi0Xj0
∂Γ
, (50)
where
β∆AMAL =
∑
i
ln αi +
∑
ij
ρiαiρiαjti1j1. (51)
The final expression for Helmholtz free energy in excess to Helmholtz free energy of
dimerizing hard-spheres system is obtained combining (49) and (50)
β∆AY = β∆EY+
1
pi
(
Γ3
3
+ z
Γ2
2
)
+K
∑
ij
ρiαiρjαjti1j1Xi0Xj0+β∆A
MAL−β∆AMAL0 ,
(52)
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where
β∆AMAL0 =
∑
i
ln α0i +
∑
ij
ρiα
0
i ρjα
0
jσijt
0
i1j1
. (53)
In the case of the reference system represented by the multicomponent hard-sphere
mixture we have
β∆A = β∆E +
1
pi
(
Γ3
3
+ z
Γ2
2
)
+K
∑
ij
ρiαiρjαjti1j1Xi0Xj0 + β∆A
MAL, (54)
with ∆A being Helmholtz free energy in excess to the hard-sphere Helmholtz free
energy. Corresponding expression for the excess entropy ∆S is found differentiating
(54) with respect to the temperature
∆S = −
kB
pi
(
Γ3
3
+ z
Γ2
2
)
− kBβ∆A
MAL − kBK
∑
ij
ρiαiρjαjti1j1Xi0Xj0. (55)
Similar as in the earlier studies [32, 33] the scaling parameter Γ of our theory
minimizes the excess Helmholtz free energy
β
∂
∂Γ
∆A = 0. (56)
Differentiating (54) with respect to the density of one of the components ρl, we get
expression for the chemical potential
β∆µl = β
[
∂∆E
∂ρl
]
β
+
1
pi
(
Γ2 + zΓ
) [ ∂Γ
∂ρl
]
β
+ β
[
∂AMAL
∂ρl
]
β
+K
∑
ij
([
∂ρiαiρjαjti1j1
∂ρl
]
β
Xi0Xj0 + ρiαiρjαjti1j1
[
∂Xi0Xj0
∂ρl
]
β
)
. (57)
Using (5) and (38), it can be shown that
β
∂∆AMAL
∂ρl
= lnαl −
∑
ij
ρiαiρjαjti1j1

σij
[
∂ ln gHSij (σij)
∂ρl
]
β
+K
[
∂ (Xi0Xj0)
∂ρl
]
β


According to (40) and (41) we have
β
[
∂∆E
∂ρl
]
β
= −
Γ
pi
(Γ + z)
[
∂Γ
∂ρl
]
β
−K
∑
ij
Xi0Xj0
[
∂ρiαiρjαjti1j1
∂ρl
]
β
+β
[
∂∆E
∂ρl
]
ρp,Γ,β
.
The latter two expressions, when substituted into (57), yield the following simple
expression for the chemical potential
β∆µl = β
[
∂∆E
∂ρl
]
ρp,Γ,β
+ lnαl −
∑
ij
ρiαiρjαjti1j1
[
∂ ln gHSij (σij)
∂ρl
]
β
, (58)
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Expression for
[
∂∆E
∂ρl
]
ρp,Γ,β
was obtained using (39) and (28), it reads
β
[
∂∆E
∂ρl
]
ρp,Γ,β
= −Kdl
e−zσl/2
σlϕ0 (zσl)
Xc0
−K
∑
i
ρidi
e−zσi/2
σlϕ0 (zσi)
(
(αiT
η
i − ηi)
[
∂∆1
∂ρl
]
ρp,Γ,β
+
2∆
pi
(
αiT
ξ
i − ξi
)[∂ηB
∂ρl
]
ρp,Γ,β
)
+K∆1dl
e−zσl/2
ϕ0 (zσl)
+Kd2l
e−zσl
σlϕ0 (zσl)
+
[
∂∆1
∂ρl
]
ρp,Γ,β
K
∑
i
ρidi
e−zσi/2
σiϕ0 (zσi)
, (59)
where derivatives
[
∂∆1
∂ρl
]
ρp,Γ,β
and
[
∂ηB
∂ρl
]
ρp,Γ,β
are given in the Appendix. Finally for
the excess pressure ∆P one can use the following standard relation:
β∆P = β
∑
i
ρi∆µi − β∆A, (60)
Remarkable fact is that chemical potential and pressure are independent of
[
∂Γ
∂ρl
]
β
and thus we don’t need to solve any equations to obtain this derivative.
5 Summary and concluding remarks
In this paper we consider multi-component dimerizing Yukawa hard-sphere fluid. We
present explicit analytical expressions for Helmholtz free energy, chemical potential,
entropy and pressure of the system in terms of the Blum’s scaling parameter Γ,
which follows from the solution of the AMSA for the model with factorized Yukawa
coefficients. In the latter case solution of the AMSA reduces to the solution of only
one nonlinear algebraic equation for Γ. This feature enables the theory to be used
in the description of the structure and thermodynamics of associating fluids with
arbitrary number of components, including the limiting case of polydisperse fluids.
We are currently studying the effects of polydispersity on the phase behavior of
the polymer fluid combining the theory proposed here and dimer thermodynamic
perturbation theory for polymers [34, 35].
6 Appendix
We present here expressions for the elements of the inverse matrix Mˆ−1 and deriva-
tives, which are needed to prove relation (41) and appear in the expression for the
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chemical potential (58)
[
∂yi
∂Γ
]
ρp
= −
2∆
piσi
ξiyi, (61)[
∂T yi
∂Γ
]
ρp
= −
2∆
piσi
ξiT
y
i +
2∆
piσi
ξi
∑
k
ρkαkti1k1
2∆
piσk
ξkyk (62)
where y takes the values ξ,η or λ.[
∂χi
∂Γ
]
ρp
= −
2∆
piσi
ξiχi +
2∆
pi
ξi. (63)
Mˆ−1ki =
e−
zσi
2
1 + ϕ0 (zσi)σiΓ
[
δik Iˆ−
∆z2 + 2pi
(
Ωη +
(
z
2
+ Γ + piζ2
2∆
)
Θη
)
piS
c˜Tk d˜i (64)
+
∆z2
(
1−Θξ
)
piS
e˜Tk f˜i +
2Θη
S
c˜Tk f˜i +
∆z2
(
Ωξ +
(
z
2
+ Γ + piζ2
2∆
)
Θξ
)
piS
e˜Tk d˜i
]
,
where denominator
S = Θη
(
2Γ +
pi
∆
ζ2 + z + 2Ω
ξ
)
+
∆
pi
(
z2 +
2pi
∆
Ωη
)(
1−Θξ
)
. (65)
[
∂ηB
∂ρl
]
ρp,Γ,β
=
σl
2
(
σ2
l
3
ηB +Xc0
) (
z2 + 2pi
∆
Ωη
)
− pi
2∆
ΘηLl
S
, (66)
[
∂∆1
∂ρl
]
ρp,Γ,β
=
−
(
2Ωξ + 2Γ + z + piζ2
∆
)
σl
(
σ3
l
3
ηB +Xc0
)
−
(
1−Θξ
)
Ll
S
, (67)
where
Ll = 2η
Bσ2l
(
1 +
piζ2σl
6∆
)
+
piσ3l
3∆
(
Ωλ +∆1Ω
η +
2∆
pi
ηBΩξ
)
+ 2Xc0. (68)
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