Introduction
This paper updates the published history of archaeological computer simulation (Doran and Hodson 1975; Bell 1987; Aldenderfer 1991; Mithen 1994; Lake 2001a; McGlade 2005) to take account of developments over the past 15 years and with the benefit of greater hindsight on the 1990s. The principal aim is to provide the reader with a comprehensive survey of recent archaeological simulation, providing a sense of its diversity while remaining attentive to the intellectual lineages which connect models. The paper also suggests which are or have been the dominant areas of application, whether numerically or in terms of their perception. Ultimately, it demonstrates that the pessimism of earlier reviews was not wholly warranted and that computer simulation has now acquired methodological maturity in at least some areas of archaeological enquiry.
It is as well to be clear at the outset that this paper does not attempt to argue the case for computer simulation and nor is it a discussion of simulation method per se. I have discussed the former in a complimentary paper (Lake 2014 ) which covers both the rationale for archaeological simulation in general, and epistemic and ontological issues relating to agent-based archaeological simulation in particular. Arguments for the utility-or even necessity-of computer simulation in archaeology can also be found in the introduction to the edited collection Dynamics in Human and Primate Societies: Agent-Based Modelling of Social and Spatial Processes (Kohler 2000) , Premo et al.'s (2005) paper Making a Case for Agent-based Modeling, Premo's papers Exploratory Agent-based Models: Towards an Experimental Ethnoarchaeology (Premo 2007) and Equifinality and Explanation: The Role of Agent-Based Modeling in Postpositivist Archaeology (Premo 2010) , and Costopoulos' entry in the Handbook of Archaeological Theories (Costopoulos 2009 ). Reviews of simulation method can be found in papers by Cooke (1979) , Aldenderfer (1981a) and Lake (2001a) . Those seeking a textbook-style introduction to computer simulation could consult Grimm and Railsback's Individual-Based Modeling and Ecology (2005) and Agent-Based and Individual-Based Modeling: A Practical Introduction (Railsback and Grimm 2012) , both of which focus on agent-based simulation and have much to offer archaeologists despite being aimed at ecologists. Alternatively, Gilbert and Troitzsch's (1999) Simulation for the Social Scientist introduces and compares a wider range of simulation techniques.
Although the reader is referred to the sources just cited for a detailed account of simulation methodology, a review such as this necessarily makes certain assumptions and uses terminology that requires explanation, so it is worth very briefly reviewing what counts as simulation, how simulation is used and what are the main methods of simulation. It is widely recognised that archaeologists routinely build models (Kohler and van der Leeuw 2007, p. 3), although they may not be explicit that this is what they are doing. As Clarke (1972, p. 2) famously declared 'models are pieces of machinery that relate observations to theoretical ideas' and the subject of this paper is the subset of models that Clarke labelled 'iterative non-iconic analogues' (Clarke 1972, Fig. 1) : models which represent some facet of the real world as a set of variables linked by mathematical or logical conditions and which are studied by repeatedly replacing those variables with numbers until some specified conditions are met. In practice, such models are studied by implementing them as a computer program so that the computer can perform the requisite calculations-typically numbering many thousands, even millions. In archaeological writing the term 'computer simulation' is often reserved (e.g. Aldenderfer 1981a, pp. 13-14) for computational models of change through time. The point of this emphasis (see Lake 2001a for a detailed discussion) is to distinguish computational models of the unfolding of a system or process from those which are used to derive a numerical solution to an analytically intractable mathematical model which is not explicitly concerned with the passage of time. The latter would include, for example, various kinds of optimality model, for instance of subsistence behaviour (e.g. Belovsky 1987) , in which only the end state-in this case the optimal subsistence strategy-is of interest, but not how it was arrived at. A further narrowing of scope for the term 'computer simulation' was proposed by Doran and Hodson (1975, p. 286) , who suggested that simulation models one process by another which 'is itself an abstracted representation of the target real-word process'; in other words, not only is computer simulation of change through time, but change occurs by a process that is in some way analogous to the process of change in the real world. The closeness required of that analogy is a matter of debate and what is deemed acceptable typically correlates with both the scale of analysis and the simulation method adopted.
There are two main ways in which commentators have categorised the purposes for which simulation is used in archaeology. One focuses on the intention of the researcher(s) conducting the simulation. Thus, for example, Mithen (1994, pp. 176-177) distinguished simulations conducted to test hypotheses, to support theory building and to support the development of methodology (see Lake 2010 for discussion augmented with examples). When simulation models are used to test hypotheses the aim is usually to determine what actually happened in the past by comparing the output of a simulated process against the archaeological evidence. In contrast, the use of simulation models to support theory building-so-called heuristic modelling-does not necessarily, or even usually, involve detailed comparison of output against the archaeological record; in this case the purpose is not to test what happened in the past, but rather to understand how certain processes work and what sort of changes could plausibly have occurred. Methodological, or 'tactical' (Orton 1973) , simulations are those conducted to develop and/or test archaeological methods, usually by assessing the ability of those methods to identify meaningful patterns from a known (simulated) reality. These three categories are used throughout this paper as a useful device for teasing apart major trends in the history of archaeological simulation, but it is important to recognise that the distinction between hypothesis-testing and theory-building simulation as conceived by Mithen is not always so clear cut in practice. On the one hand, comparing simulation output with archaeological evidence can ultimately contribute to theory building (e.g. Kohler and Varien 2012) , while on the other hand simulation can be used to directly test hypothesis which are more about possible processes (e.g. the effect of parameters on model dynamics) than about what actually happened in the past (see Premo 2010, pp. 29-30 ).
An alternative classification of simulation models places greater emphasis on who benefits in what manner from the simulation, as witnessed in Aldenderfer's (1981a, p. 20) restatement of Innis' (1972) distinction between 'conceptual', 'developmental' and 'output' utility. Conceptual utility refers to the understanding gained from simply formulating a conceptual model, whereas developmental utility refers to the further benefit that accrues as a result of the discipline imposed by attempting to implement the conceptual model as a simulation model. Conceptual and developmental utility are considered to benefit the researcher(s) actually engaged in the model-building process. By contrast, output utility refers to benefits gained by others not involved in the model-building process, when 'the output of a simulation model is used to explore or explain some other event or process' (Aldenderfer 1981a, pp. 20-21) . It should be noted that practitioners of archaeological simulation do not always agree about how it can be used to greatest effect: several relatively recent programmatic statements were cited above, but a more comprehensive list would include : Aldenderfer 2010; Costopoulos 2009; Costopoulos 2010; Kohler 2000; Kohler and van der Leeuw 2007 1 ; Lake 2010; van der Leeuw and McGlade 1997a; Premo et al. 2005; Premo 2006a; Premo 2008; Premo 2010; Wobst 2010; Wright 2000; Wright 2007. Over the years archaeological simulation models have been implemented using a variety of methods derived from the physical sciences, computer science and the life sciences. Many archaeological simulation models are what one might term methodologically nonparadigmatic, that is, their creators do not explicitly identify them with any particular established method. These models are often technically simple, perhaps requiring the iteration of an equation or other logical expression in a widely used general-purpose numerical programming environment. Other archaeological simulation models are associated with a particular modelling paradigm: in the last 15-25 years this has most often been either dynamical systems modelling or agent-based modelling. Dynamical systems models use mathematical equations to determine the change through time of one or more quantifiable properties of a system and are closely associated with the mathematical approaches to morphogenesis (structural or organisational rather than purely quantitative change) that characterise catastrophe theory (Zeeman 1977) and chaos theory (Schuster 1988) . These models take the form of coupled difference equations, which determine how much a variable increases or decreases in a finite amount of time, or alternatively, differential equations, which describe rates of change at a moment in time. Either way, dynamical systems models share three key properties: they must be expressed mathematically, they are ultimately deterministic (which does not, however, mean that they necessarily lack the capacity to surprise-especially in the case of highly non-linear models) and they usually treat the target system as an undifferentiated whole. Agent-based models, at least in their most common form, merge properties of multi-agent systems developed in artifical intelligence (Ferber 1999 ) with cellular automata popularised by complexity science (Wolfram 1986) . Consequently, in these models the focus is very much on the behaviour and often reasoning of goal-directed micro-level agents inhabiting some kind of environment. The environment may simply comprise other agents, perhaps arranged in a network, or it may also include a geographically referenced model of the distribution of various resources required by the agents. Other possible extensions include explicit modelling of agent knowledge, individual agent learning and cultural learning, as well as the response of the environment to agent activity (for example, slower renewal of resources due to over-exploitation). Compared with dynamical systems models, the agent-based modelling paradigm is more flexible in that it does not require formal mathematical expression of the model. In addition, agent-based models can more closely mimic the actual processes that drive change in a system, for example individual people making decisions. However, these properties can make it more difficult or impossible to use well-established mathematical tools to analyse the behaviour of agent-based models, thus necessitating what one might call a more profoundly 'experimental' approach to learning about the target real-world system.
A Survey of Archaeological Simulation
Given that the purpose of this paper is to update the published history of archaeological computer simulation, the following survey moves fairly swiftly through the 1970s and 1980s before considering the last 20-25 years in more detail. In previous accounts, McGlade (2005) and Lake (2008) broadly agreed that the history of archaeological simulation can be divided into four phases: a pioneer phase (late 1960s-early 1970s); a mature phase characterised by significant diversification of purpose (mid-late 1970s); a period of pessimism and inactivity (1980s); and finally a renewal of interest and optimism (late 1980s-early 2000s) . This scheme offers a useful point of departure, although in the concluding comments I question the notion of 'maturity' and when that was achieved.
The Pioneer Phase and Subsequent Diversification of Purpose (Late 1960s-Early 1980s) Anthropologists (Hays 1965) and archaeologists (Doran 1970) were introduced to simulation in the late 1960s and early 1970s, when computers first became available as tools for use outside the fledgling computer sciences. Whallon's (1972, p. 39) survey of the use of computers in archaeology listed two simulation studies and he predicted that 'because of its real suitability to many of the current problems of archaeology and for working in a systemic frame of reference, [simulation] will be one of the burgeoning fields of activity in the next few years'. Indeed, by 1975 most of the archaeological problems that even today make up the core 'territory' of archaeological simulation had been tackled: demography and information exchange (Wobst 1974) , hunter-gatherer subsistence strategies (Thomas 1972) , the settlement patterns of small-scale societies (Cordell 1972; Zubrow 1971) , and colonisation (Levison et al. 1973) . The only major problems not represented among the earliest archaeological computer simulations were the functioning of exchange systems and the growth and decline of civilisations, but even these were the subject of simulation by the end of the decade. The early models were very much of their time in two ways. First, they did, as Whallon predicted, adopt the systemic perspective favoured by the New Archaeology (especially as espoused by Clarke 1968 Clarke , 1972 to construct algorithmic or mathematical models of processes involving the flow of information, energy, or materials through whole societies, sometimes in response to environmental change and often incorporating simple feedback representing, for example, the effect of population growth. Second, as McGlade (2005, pp. 563-564) has discussed at length, the pioneering simulation models reflect the rather dogmatic positivism of the early New Archaeology in that they sought to test hypotheses by predicting what ought to have happened in the real world.
The period from the mid 1970s to early 1980s has been described as a 'mature phase' of simulation modelling (McGlade 2005, p. 564) , one which saw the publication of three important edited volumes: Simulation Studies in Archaeology (Hodder 1978) , Transformations: Mathematical Approaches to Culture Change (Renfrew and Cooke 1979) and Simulations in Archaeology (Sabloff 1981) . These collections and other works bear witness to greater diversity in both the subject matter and purpose of simulation. Settlement pattern (Zimmerman 1977; O'Shea 1978; Chadwick 1979; Gunn 1979; Hodder 1979 ) remained a popular subject and there was continued interest in demography (Black 1978) and hunter-gatherer subsistence (Mosimann and Martin 1975) , but simulation was also used to study trade and exchange (Hodder and Orton 1976; Wright and Zeder 1977; Elliott et al. 1978) and even the rise and fall of entire civilisations (Hosler et al. 1977; Cooke and Renfrew 1979; Zubrow 1981) . Greater diversity in the purpose of these models can be attributed to the waning optimism of the New Archaeology as it became clear that it is seldom, if ever, possible to directly reconstruct the functioning of societal systems from the archaeological evidence without developing an elaborate body of middle range theory to first infer the specific (dynamic) behaviours that created the (static) archaeological record (Binford 1977) . Thus explicitly hypothesis-testing simulations (e.g. Elliott et al. 1978; O'Shea 1978; Chadwick 1979; Gunn 1979) tended to be narrower in scope than had previously been the case, focusing in on only part of a larger problem rather than attempting to predict the content of the archaeological record by simulating an entire system of behaviour. Conversely, the more ambitious 'whole society' (Aldenderfer 1998) simulations (e.g. Hosler et al. 1977; Cooke and Renfrew 1979; Zubrow 1981) were more used for heuristic purposes, to generate rather than test hypotheses. Indeed, Renfrew (1979b, p. 202) made it quite clear that in his view 'simulation is not explanation', but rather a means of exploring the implications of a model. In addition to these hypothesis-testing and heuristic models, the period from the mid 1970s to the early 1980s also saw the development of tactical simulations designed to develop archaeological methods. These included models designed to test the ability of statistical methods to tease apart the causes of artifact discard (Aldenderfer 1981b ) and dispersal (Hodder and Orton 1976) , the impact of edge-effects on nearest neighbour analysis (Donnelly 1978) and the efficacy of sampling methods (Ammerman et al. 1978) .
Hiatus (the 1980s)
Doran and Hodson were not impressed with the first tranche of archaeological simulation models, despite their early support. In 1975 they argued that: 'The established value of computer simulation techniques in other fields, together with the complexity of many archaeological problems, suggests that such techniques have archaeological potential. But it must be admitted that there is virtually no direct evidence in support of the suggestion' (Doran and Hodson 1975, p. 203) . In their view, existing models were either so simplistic that they barely warranted the use of simulation, or else they required more input data than was available. To some extent their criticism was answered by the narrowing of remit and/or adoption of a more hueristic approach to modelling that characterised the diversification of archaeological simulation. Nevertheless, by 1981 Aldenderfer conceded that '…a majority of archaeologists consider simulation mildly interesting but on the whole not particularly useful in the conduct of archaeological research' (Aldenderfer 1981a, p. 12 ). There was not, however, a complete cessation of archaeological simulation in the 1980s. Tactical modelling continued with Orton's (1982) experiments to assess the performance of measures of quantity of pottery, Yiannouli and Mithen's (1986) test of space syntax analysis, and van der Velde's (1987) model of postdepositional decay. There were also some models of past processes, but these all tackled very specific aspects of past behaviour rather than the functioning or evolution of societies as a whole. Thus Mithen (1988b) simulated red deer and reindeer yields under different intensities of hunting, Reynolds (1986 Reynolds ( , 1987 modelled huntergatherer resource scheduling and Potts (1988) modelled hominin stone-caching. Overall, however, fewer than ten simulation projects were published after 1982 and the remainder of the decade is universally characterised as one of considerable pessimism about the utility of simulation.
Several reasons have been suggested for the failure of simulation to become part of mainstream archaeological practice and/or its relative decline in the 1980s. In comments made at the 2005 Annual Conference of the Society for American Archaeology, Wobst concluded that the 'actual explanation for why simulation has not caught on in the discipline' is 'the very complexity and numerateness of most simulation method' (Wobst 2010, p. 10) . According to his account, there are few archaeologists with the skills to build a simulation model that addresses a genuinely interesting possible explanation and even fewer with the expertise to critically assess their own models and those of others. This is true, but Wobst's comments on the limitations of the method itself are also interesting, particularly with regard to its optimal niche and its ability to deal with morphogenesis. He argued that simulation is most useful when dealing with between 3 and 10-11 variables because a problem involving just one or two variables is more productively tackled using mathematical methods, while if there are too many variables it becomes impossible to devise a robust experimental design. Wobst suggests that this optimal range for simulation satisfies neither 'paradigmatically committed mainstream archaeologists', who seek explanation in terms of one or two driving forces rather than 'the simultaneous and well-integrated contribution of many variables', nor 'really committed holistic practitioners', 'who wish to incorporate as many variables as possible' (Wobst 2010, p. 10) . He also argued that 'simulation cannot deal very well with structural change, with rule change in midstream' (Wobst 2010) as such change can only be achieved by creating meta-rules to specify the conditions under which rule change occurs. Wright (2000, p.376 ) made a similar point in another conference review, suggesting that the early attempts to model network formation (Wobst 1974 ) and foraging behaviour (Thomas 1972) were not pursued 'in part because of the inability of these early models to deal with emergent phenomena'.
The deficiencies in simulation method identified by Wobst and Wright are not absolute, but relative to requirements determined by the purpose of the modelling exercise and the theoretical context in which it is conducted. The earliest simulations were unable to generate systemic change or emergent phenomena, but the early New Archaeology provided a favourable theoretical climate in which the deterministic account of system functioning provided by these models was not perceived to be problematic. This happy coincidence between what was technically possible and theoretically acceptable was ruptured in the very late 1970s and early 1980s. Colin Renfrew and Ian Hodder were both major contributors to the simulation literature and their different theoretical trajectories largely encapsulate the two principal forces that undermined the use of simulation in the 1980s.
In the introduction to his 1978 edited volume Simulation Studies in Archaeology, Hodder expressed optimism about the utility of simulation in archaeology (Hodder 1978, p. viii) , yet just four years later, in one of the founding works of postprocessual archaeology, he rejected the positivist inferential strategy and functionalism of the New Archaeology in favour of the hermeneutic interpretation of contextual meanings (Hodder 1982) . Ironically, the results of Hodder's own simulations (Hodder and Orton 1976) were a contributory factor in his volte-face because they revealed how the problem of equifinality could profoundly undermine attempts to quantitatively test hypotheses about settlement pattern and trade mechanisms. There was no place for computer simulation in postprocessual archaeology because its primary use for testing or generating hypotheses simply did not fit into the new inferential framework, which in its most extreme formulation rejected scientific method outright (see papers in Edmonds et al. 1990 ). Furthermore, accessible early 1980s simulation technologies offered relatively little to support the modelling of individual actors and their thought processes, and even when this was later attempted (e.g. Mithen 1990) postprocessual archaeologists argued that such models enforced a very particular and, in their view, inappropriate concept of rationality (see Thomas 1991 and commentary in Lake 2004) .
In the late 1970s and early 1980s, Colin Renfrew had also edited volumes collectively espousing the value of mathematical modelling and in some cases computer simulation, specifically Transformations: Mathematical Approaches to Culture Change (1979) and Explanation in Archaeology (1982) . Unlike Hodder, Renfrew did not explicitly turn his back on simulation and he continued to defend scientific inference, but in retrospect it can be argued that the direction he was pursuing undermined the short-term prospects for simulation, albeit unintentionally. Together, Transformations and Theory and Explanation in Archaeology laid out an ambitious agenda that focused on the heuristic value of modelling for generating hypotheses about the functioning and morphogenesis of entire societal systems (McGlade 2005, pp. 567-70) . This, of course, emphatically aligned simulation with a systemic approach to past societies which was about to become deeply unfashionable among those persuaded by the postprocessual critque (Shanks and Tilley 1987) of processual archaeology. More subtly, it is also likely that that Renfrew's introduction of concepts from the developing science of non-linear systems-concepts such as emergent phenomena and self-organization-not only lead to a level of abstraction that effectively rendered simulation irrelevant to many more practically minded archaeologists, but was also ahead of its time in terms of the preparedness of archaeologists to grapple with the new concepts, as well as the lack of accessible software to implement appropriate simulations. Furthermore, Renfrew increasingly applied himself to the task of defending scientific archaeology against the postprocessual critique. His solution was an 'archaeology of mind' (Renfrew 1982) , later developed into a programme for cognitive archaeology (Renfrew 1994) , which would put decision-making and ideology back into the otherwise rather behaviourist systems approach. However, as already noted in the context of Hodder's new focus on meaning, 1980s simulation technologies offered relatively little to support the modelling of cognition (but see Reynolds' 1987 model of huntergatherer resource scheduling adaptations for evidence of a lag in archaeological awareness of developments in computer science).
Renaissance (the 1990s)
Previous commentary on the history of archaeological simulation is unanimous that the 1990s saw a resurgence of archaeological simulation (Aldenderfer 1998; Costopoulos and Lake 2010; Lake 2001a Lake , 2008 McGlade 2005; Wright 2007 ). However, as already noted, archaeological simulation did not entirely die out during the 1980s, so it is worth considering the exact nature of this resurgence. In fact, I estimate that approximately ten archaeological simulation studies were undertaken in the 1980s and thirteen in the 1990s. Clearly neither is a large number in absolute terms, but nor is the increase anything approximating an order of magnitude. Among the commentaries published to date only Wobst seems to recognise this reality: he commented at the Annual Conference of the Society for American Archaeology in 2005 that 'Ever since the early eighties, simulation has been virtually dead in archaeology, present company excepted' (Wobst 2010, p. 9) . The reason why my estimates appear to tell a different story from the usual account is that they attempt to control for cases where substantial development of the model occurred in the decade prior to publication and they discount multiple publications of what is essentially the same model. What we learn from them is that the resurgence of simulation in the 1990s was more a matter of perception that of the actual numbers of models being built.
There are two main reasons why the use of simulation is perceived to have increased in the 1990s. The first and most trivial is an accident of history: several important studies that were initiated and largely completed in the late 1980s were not published until the 1990s, notably Mithen's (1990) Thoughtful Foragers and several models in van der Leeuw and McGlade's (1997a, b, c) Time, Process and Structured Transformation in Archaeology. Indeed, the fact that the latter appeared only three years before Kohler and Gumerman's (2000) influential collection of agent-based models, Dynamics in Human and Primate Societies, provided a real sense of end-ofmillennium momentum even though the underlying research had actually taken place over the best part of a decade.
The more profound reason why it is perceived that there was a resurgence of simulation in the 1990s relates to a contrast between the 1980s and 1990s in terms of the nature of the studies published, how they articulated with archaeological theory and how this was presented. It has already been noted that simulations developed and published in the 1980s were typically either tactical, or they focused on tightly bounded problems. Tactical simulation continued in the 1990s (Yorston et al. 1990; Lockyear 1991) , so the real contrast with the 1980s is to be found in simulations about the past. In a 1998 review of quantitative methods in archaeology, Aldenderfer suggested that 1980s simulation models largely functioned as an 'adjunct to middle range and formation process theory' (Aldenderfer 1998, p. 104) whereas the 1990s saw 'the return of whole society modelling' (Aldenderfer 1998, p. 103) . Although there is unquestionably some truth in this characterisation of the change, what is even more universally true is that models published in the 1980s were presented differently from those published in 1990s (or developed in that decade but published early in the new millennium). The 1980s simulations of past processes were largely presented as part of an argument about past behaviour rather than being about simulation: Mithen's (1988b) model of hunting returns was presented in a paper about the ecological context of palaeolithic art, published in the anthropological journal Man; Reynolds' (1986 Reynolds' ( , 1987 work on hunter-gatherer resource scheduling appeared as a chapter in Flannery's classic report on archaeological investigations at Guilá Naquitz; and Potts' (1988) simulation of stone-caching appeared as part of his monograph on early hominin activities at Olduvai. It is true that both Mithen (1986) and Reynolds (1987) wrote about technical aspects of their simulations, but these appeared in outlets peripheral to mainstream archaeology: Science in Archaeology and the European Journal of Operational Research respectively. By contrast, simulation models published in the 1990s and very early 2000s were much more likely to be presented as part of a programmatic statement about the value of simulation and, in particular, its relationship with archaeological theory. For example, the simulations presented in Mithen's 1990 Thoughtful Foragers (not cited by Aldenderfer) cannot be characterised as 'whole society modelling', but are undoubtedly offered in part as a contribution to wider theoretical debate. Indeed, this is the earliest of three books which collectively illustrate renewed optimism about the utility of simulation, but which also illustrate different strands in a new convergence of simulation technology and archaeological theory.
In essence, Mithen's Thoughtful Foragers offers a book-length manifesto for a cognitive prehistoric archaeology grounded in behavioural ecology and realised with the aid of simulation. Thoughtful Foragers is not about simulation any more or less than it is about archaeological method and theory, or about certain substantive problems in European Palaeolithic and Mesolithic archaeology, but it certainly is an optimistic declaration-and practical demonstration-of the importance of simulation in the project of building an archaeology of mind as a scientific counterweight to postprocessual archaeology. Behavioural ecology (specifically optimal foraging theory) provided Mithen with a route to modelling past cognition (Mithen 1989 ) and as we shall see, evolutionary archaeology, in its various guises (Lake 1997; Shennan 2008) , has been a significant sponsor of simulation ever since. Mithen's simulation of hunter-gather decision making is an example of an agent-based model, even though it predates the availability of generic agent-based modelling software 'platforms' and differs from most contemporary agent-based models by not explicitly modelling space. These differences partly reflect the fact that Mithen arrived at agent-based modelling not via the new science of complexity, but via a commitment to methodological individualism (Lake 2004, p. 194 ) as a strategy for inferring past individual decision-making from the aggregate properties of the archaeological record (Mithen 1988a) . This blend of behavioural ecology and methodological individualism also informed Lake and Mithen's (Lake 2000a (Lake , 2000b ) later model of Mesolithic land-use (MAGICAL), which incorporated geographically referenced space and more sophisticated group decision-making. MAGICAL was developed as an extension to the open-source GRASS geographical information systems software, but from a technical perspective it has many of the trappings of contemporary agent-based modelling platforms, including a scheduler and (partially) end-user configurable production rules. Indeed, inclusion of the MAGICAL model in Kohler and Gumerman's (2000) Dynamics in Human and Primate Societies probably owes as much to its technical attributes, particularly the close coupling with geographical information systems, as its theoretical stance. Kohler and Gumerman's (2000) edited volume Dynamics in Human and Primate Societies marks the coming-of-age of agent-based modelling in archaeology (McGlade 2005 , p. 581, Wright 2007 ). Kohler's introductory chapter (Kohler 2000) is, like Thoughtful Foragers a decade before, unashamedly pro scientific inference and programmatic, and it is similarly optimistic about the prospects-even necessity-of archaeological simulation. There are other important points of overlap too: both Kohler and Mithen agree with Collingwood that 'historical processes involve the actions of self-aware individuals' (Kohler 2000, p. 3), but reject the notion that this mandates a complete separation of culture and biology; and both agree that the archaeological record largely comprises a palimpsest of these actions. Nevertheless, Kohler's agenda is subtly different in that he is more interested in simulating the evolution of societal systems as part of a 'generative social science' (Kohler 2000, p. 9) . For example, while Mithen draws social inferences from the fact that his simulations suggest that two different Mesolithic groups had different hunting goals, he does not attempt to simulate the long-term evolution of these goals 2 or their social consequences. In contrast, several of the simulations presented in Dynamics in
Human and Primate Societies model the evolution of social phenomena such as cooperation (Lansing 2000; Pepper and Smuts 2000) , dominance hierarchies (te Boekhorst and Hemelrijk 2000) and even systems of shared meaning (Skyrms 2000) . These models are closely aligned with the sociological programme of growing artificial societies from the bottom-up (Epstein and Axtell 1996; also Gilbert and Conte 1995) , which was in turn inspired by the strand of complexity theory (Waldrop 1992) which deals with complex adaptive systems (Holland 1995) and, in particular, emergent phenomena (Holland 1998; Gilbert 1995 (Kohler 2000, p. 13 ), but taken overall, there is no doubt that Dynamics in Human and Primate Societies provided an influential statement of the potential for agent-based simulation as a means of modelling long-term social change without losing sight of the individual and household actions that underly it. As a selfproclaimed manifesto for 'putting social sciences together again' (Kohler 2000, p. 14) it certainly sketched how agent-based modelling might help reconcile processual interest in societal systems with postprocessual concern for human agency (but see the cautionary perspectives offered by O'Sullivan and Haklay 2000 and Beekman 2005a) and, perhaps to a lesser extent, how it might help overcome the tendency to overlook the feedback between human decision making and the environment in which decisions are made.
The third book-length treatment of archaeological simulation published in the 1990s was van der Leeuw and McGlade's (1997c) edited volume Time, Process and Structured Transformation in Archaeology. The editors' introduction is no less programmatic than Kohler's introduction to Dynamics in Human and Primate Societies and is similarly concerned with the long-term societal change, but their argument that 'dynamical systems approaches have a great deal to contribute to our understanding of societal structuring' (van der Leeuw and McGlade 1997a, p. 19) reflects an older intellectual lineage. Whereas Kohler draws explicitly on the notion of complex adaptive systems that came to the fore in the first half of the 1990s, van der Leeuw and McGlade take their cue from mathematical approaches to morphogenesis which have their foundation in studies of nonlinear dynamics in the late 1970s (see McGlade 2005, pp. 574-575 for more detail) and which were introduced to archaeologists at some length in Renfrew and Cooke's (1979) Transformations: Mathematical Approaches to Culture Change. This difference is less surprising when one considers that the papers gathered together in Time, Process and Structured Transformation in Archaeology were first presented at a conference in 1990. Indeed, there is considerable continuity between the editors' theoretical stance and the project proposed by Renfrew in the late 1970s in Trajectory Discontinuity and Morphogenesis: The Implications of Catastrophe Theory for Archaeology (Renfrew 1978) and System Collapse as Social Transformation (Renfrew 1979a) . If van der Leeuw and McGlade offer a realignment of simulation with the post-Symbols in Action (Hodder 1982 ) landscape of archaeological theory, it is not by rejecting systems thinking and wholeheartedly embracing the individual agency to which agent-based modelling so readily lends itself; rather, they seek to distance the science of non-linear systems from "the worst excesses of positivist 'explanation''' while cautioning that excessive focus on 'knowledgeable agents' risks obscuring alternative levels of description at which there are interesting structural similarities in human social organisation (van der Leeuw and McGlade 1997a, p (Mithen 1997 ) and a GIS-based epidemiological model of the spread of disease in the New World during the Sixteenth Century (Zubrow 1997) . As with Dynamics in Human and Primate Societies, the most archaeologically grounded simulations in Time, Process and Structured Transformation in Archaeology are arguably also those that travel least far down the road mapped out in the editorial.
Taken together, Thoughtful Foragers, Time, Process and Structured Transformation in Archaeology and Dynamics in Human and Primate Societies demonstrate renewed optimism about the value of simulation. Crucially, each, in a different way, sought to demonstrate that simulation has a valuable role to play in archaeological explanation despite the widespread rejection of the largely deterministic and behaviourist form of systemic thinking that had characterised the New Archaeology of the 1970s. With the benefit of hindsight it can now be seen that Time, Process and Structured Transformation in Archaeology was the least successful of these initiatives when measured by the number of subsequent models which implemented the editors' vision. Even so, the long gestation time of this volume resulted in it adding greatly to the sense of momentum at the end of the 1990s. Furthermore, fixation on the programmes laid out in the introductions to these two edited volumes runs the risk of overlooking other themes represented in their pages and elsewhere.
Two themes stand out as worthy of explicit note because they point to additional sources of inspiration for archaeological simulation and/or presage developments in the new millennium. Artificial intelligence (AI) is a good example of the former and very explicitly found its way into archaeological simulations with Reynolds and Zeigler's (1979) invocation of aspects of Minsky and Papert's (1969) foundational work on artifical neural networks to study the role of resource scheduling as a driver for the adoption of agriculture. Reynolds' (1986; later model of hunter-gatherer resource scheduling at Guilá Naquitz is probably better known to most archaeologists; in this model he employed the widely used AI formalism of a production system to model incipient farmers altering their plant resource acquisition strategies. Biskowski's 1992 proposal for the use of expert systems within archaeological simulation is in a similar vein and, although it seems never to have been implemented, is unusual for having been published in an edited volume that was about archaeological computing more generally. Reynolds' contribution to Time, Process and Structured Transformation in Archaeology drew on the AI concept of an autonomous learning system to propose a model of the interaction of biological and cultural evolution (Reynolds 1997) . There is some convergence between Reynolds' work and that of Mithen and Lake-even though the former was strongly grounded in computer science and the latter more 'home grown' within archaeology-notably between strategy-change in Reynolds' Guilá Naquitz model and 'meta decision-making' in Mithen's Thoughtful Foragers (Mithen 1990) , and between Reynolds' model of the interaction of biological and cultural evolution and model of the biological evolution of cultural learning. Like Reynolds, Doran contributed to both Time, Process and Structured Transformation in Archaeology and Dynamics in Human and Primate Societies, but whereas Reynolds' work has its roots in late 1960s and 1970s AI research on information processing, Doran's contributions draw on 1980s AI research on distributed AI and multiple agent systems. The latter emphasises information processing among collections of entities (agents), but also extends to consideration of the environment inhabited by those agents and the emergent properties of systems of agents. As Doran pointed out in his 1997 commentary Distributed AI and Social Complexity, distributed AI cuts across established theoretical categories (Doran 1997, pp. 285-286) , mixing concern with individual agent cognition with interest in the properties of non-linear systems. His own attempt to create an agent-based simulation of Mellars' model for the emergence of increased social complexity at the Middle-Upper Palaeolithic transition in south-western France (Doran et al. 1994; Doran and Palmer 1995; Doran 1997) testifies to this mixed heritage: by implementing agents who interact within a simulated environment, reason and form groups, Doran blends more traditional AI concern with, for example, production rules, with interest in long-term societal change (see also Doran 1982 Doran , 1989 .
A second theme which to some extent cross-cuts Time, Process and Structured Transformation in Archaeology and Dynamics in Human and Primate Societies, and which is represented elsewhere is growing concern with explicit treatment of space. Agent-based modelling lends itself particularly well to the construction of spatial models so it is no surprise that many contributions to Dynamics in Human and Primate Societies include a spatial component. This ranges from an abstract 'grid' or raster representation of a synthetic 'landscape' (te Boekhorst and Hemelrijk 2000; Pepper and Smuts 2000) , through a similar representation of real geographical space (Dean et al. 2000; and also Kohler and Carr 1997; Lansing 2000 and Lansing and Kremer 1993) to direct integration with a GIS (Lake 2000a and also Lake 2000b) . Thus by the turn of the millennium archaeological simulation already included examples of both of what came to be known as 'loose-coupled' and 'closecoupled' spatial agent-based modelling (Westervelt 2002). Spatial modelling was not, however, limited to agent-based models. Two simulations using rather different theoretical and methodological apparatus and conducted on rather larger spatial canvasses presage a major growth area for archaeological simulation in the next decade. Young and Bettinger (1995) and Steele et al. (1996 Steele et al. ( , 1998 both used FisherSkellam type reaction-diffusion equations to model population growth and dispersal across grids representing the Old World and North America, respectively. Of course, a grid or raster map is not the only possible form of spatial representation and this is reflected, albeit rarely, in Steele's (1994) use of lattice adjacency (a means of representing connections between entities at grid cells that are not immediately adjacent in Euclidean space) to model connectivity in Lower Palaeolithic social networks and perhaps more conspicuously in Zubrow's (1997) aforementioned network model of the spread of disease in the New World.
Expansion (2001 Onwards)
It was suggested above that the 1990s resurgence of archaeological simulation was more a matter of perception than of any real increase in the absolute number of studies. Indeed Wobst's 2005 comment (at that year's Annual Conference of the Society for American Archaeology) about simulation having been 'virtually dead' since the early 1980s except among a very small group of practitioners (Wobst 2010 With the benefit of hindsight, however, it can now been seen that Wobst (2010) and Lake's (2010 Lake's ( ) pessimism in 2005 4 about the future of simulation was premature. Indeed a real increase in the use of simulation was underway even as they were writing their commentaries. Recall my estimate that approximately thirteen archaeological simulations were developed in the 1990s. By contrast, I estimate that approximately 54 simulations were developed between 2001 and 2010 inclusive and further 16 have been published since 2011, omitting purely conceptual models and multiple publication of the same model. These figures should be treated with caution because different models involve different amounts of effort and one can argue about which are really archaeological, but nevertheless the difference is surely enough to indicate a substantial change in the fortunes of archaeological simulation. One could attempt to group the c. 70 simulations developed since 2001 along several dimensions, primarily method, purpose, subject matter and utility. A preliminary investigation suggests that there are probably no groups in which membership is invariant across dimensions. Consequently, since the focus of this review has been the relationship between simulation, theory and 'mainstream' archaeology, the following discussion is based around constellations of activity which are probably perceived as relatively homogeneous from outside the simulation community even though that may not be 4 The year these papers were first presented true in a more technical sense. These groups are: reaction-diffusion models, models of long-term societal change and/or human-environment interaction, models of aspects of human evolution, models of cultural evolution, and finally other miscellaneous models (which may individually be of great worth, but do not fit in to one of the other groups). This scheme is not necessarily the only or 'best' grouping, but it is good enough to reveal some of the key drivers and fault lines in contemporary archaeological simulation.
The use of reaction-diffusion equations to model the growth and dispersal of prehistoric populations dates back to Ammerman and Cavalli-Sforza's (1979) wellknown 'Wave of Advance Model for the Spread of Agriculture in Europe'. As already noted, in the 1990s several researchers extended this approach to model population growth and dispersal across lattices (Young and Bettinger 1995; Steele et al. 1996 Steele et al. , 1998 . Since 2000 this approach 5 has been applied to the Neolithic spread of agriculture in Europe in at least nine studies (Pinhasi et al. 2005; Davison et al. 2006; Ackland et al. 2007; Fort et al. 2008; Davison et al. 2009; Patterson et al. 2010; Pérez-Losada and Fort 2011; Fort 2012; Fort et al. 2012) . Other applications include the late glacial recolonisation of northern Europe (Fort et al. 2004) , the colonisation of the western Pacific (Fort 2003) , the diffusion of Clovis projectiles in late glacial North America (Hamilton and Buchanan 2007) , and the rather more recent spread of European American settlers (Campos et al. 2006; Fort and Pujol 2007) . Many of these studies are discussed in detail in Steele's excellent (2009) review of FisherSkellam type reaction-diffusion models of human dispersals. Two observations are particularly relevant here. The first is to note that Ammerman and Cavalli-Sforza's foundational study was published in Renfrew and Cooke's (1979) Transformations: Mathematical Approaches to Culture Change, so in a sense the intellectual lineage of the reaction-diffusion approach to modelling prehistoric dispersal can be traced back to that systemic approach to culture-change. It is interesting that whereas that approach led to a degree of theoretical soul-searching in the context of aspatial models of long-term societal change (see e.g. Van der Leeuw and McGlade's introduction to Time, Process and Structured Transformation in Archaeology) this does not seem to be equally true of the use of deterministic differential equations to model spatial phenomena. That said, the second observation worthy of comment is that there is a trend towards greater environmental realism in reaction-diffusion models, through the explicit inclusion of environmental heterogeneity (e.g. Davison et al. 2006; Ackland et al. 2007) , human impact on the environment (Fedotov et al. 2008) and, most recently, acknowledgement that populations are not necessarily homogeneous with respect to the strategies open to individuals (see Steele 2009, p. 134) . Thus in a very general sense reaction-diffusion modelling can be seen as an arena in which there is some convergence between two different intellectual lineages: dynamical systems and agent-based modelling.
In 1998 Aldenderfer predicted 'the return of whole-society modelling' (Aldenderfer 1998, p. 103) and, as discussed above, both Time, Process and Structured Transformation in Archaeology and Dynamics in Human and Primate Societies can be read as manifestos for renewed simulation of long-term societal change, in the first case by means of dynamical systems modelling and the second by means of agent-based simulation. Given the optimism of those books it is curious that fifteen years later models of long-term societal change constitute less than perhaps 20 % of all substantive (i.e. excluding tactical) archaeological 6 simulations developed since 2000. Very few dynamical systems models have appeared since 1997 and none of a complexity comparable to the exemplars provided by van der Leeuw and McGlade (van der Leeuw and McGlade 1997b; McGlade 1997b) . Those that have been published are either 'stylized models' (Janssen and Anderies 2007) , 'retain a metaphoric feel' (Beekman 2005b, p. 96) , or represent very tightly bounded systems such as the rope pull mechanisms used in the Hallstatt Bronze Ages mines (Heinzl et al. 2012) . It seems that researchers attracted to the dynamical systems perspective on morphogenesis have shifted their focus to 'human ecodynamics' (McGlade 1995) or 'socio-natural studies' (van der Leeuw and Redman 2002) : that is, the study of the complex interactions between societal and environmental change that play out over long timescales (Dearing et al. 2010) . Such studies as have been published to date (e.g. Berger et al. 2007; Kirch et al. 2007 ) are characterised by a substantial effort to assemble rich longitudinal datasets, significant use of GIS (Verhagen and McGlade 1997) and various kinds of statistical analysis, all brought together in a multi-scalar, multi-model 'interpretive/interrogative framework' (McGlade 1995, p. 128) , but one which has not yet included actual computer simulation of long-term change. It remains to be seen whether the lack of large-scale dynamical systems simulation simply reflects the magnitude of the task, or a more fundamental difficulty with capturing human ecodynamics in a mathematically expressed dynamical system. In contrast, the applicability of agent-based modelling to long-term societal change has been more widely advertised-not least in Scientific American and Proceedings of the National Academy of Sciences of the United States of America (Axtell et al. 2002) -although the number of such models is small. The most cited 'big' archaeological agent-based model is Kohler et al.'s model of prehispanic Pueblo settlement pattern in southwestern Colorado. Their 'Village' model has been developed over a period of more than 15 years (see Kohler et al. 2012a for its history) as a major plank in a project whose aim is to understand long-term variability in prehispanic settlement pattern, in particular the extent to which it can be explained by households seeking to maximise their net returns in the face of exogeneous climatic shocks and endogeneous processes of population growth, decline and resource depletion (Kohler et al. 2007, p. 64) . The agent-based model (now a suite of models) has developed from a relatively simple model-albeit sophisticated for its time-in which households apply fixed decision-making rules to settlement location (Kohler and Carr 1997; to one which uses cultural algorithms to adjust household decision-making among agents who have trading and kin relations (Cockburn et al. 2010 ) and which includes a realistic but changing environment populated with game (Cowan et al. 2012) , wood (Johnson et al. 2005) and springs whose flow is modulated according to a lagged relationship with reconstructed precipitation . At present the only other well-developed agentbased model of broadly similar scope and purpose is Wilkinson et al.'s (Christiansen and Altaweel 2006; Wilkinson et al. 2007a, b) model of household production and exchange in the late prehistoric and Bronze Age societies that developed at the onset of urbanization in Mesopotamia. However, in addition, Barton et al. are building a household-level agent-based model of agropastoralism (Barton et al. 2010b) as part of a long-term project on the long-term human 'socioecological dynamics' of Mediterranean landscapes (Barton et al. 1999; McClure et al. 2009) ; this model will couple with their already well-developed framework for simulating environmental change using GIS (Barton et al. 2010a) . These three projects share four characteristics: explicit concern with long-term human-environment interaction couched in terms of human ecodynamics, a high degree of realism, comparison of simulated output with rich archaeological datasets (see for commentary on the kinds of data required for modelling socio-ecological systems using agent-based modelling) and the longevity of the projects themselves.
While the household-scale agent-based models just described may be among the most widely known examples of archaeological simulation, they are certainly not the most numerous. The biggest growth area has been the development of simulations of aspects of human evolution and, perhaps even more so, for theory building and in some cases hypothesis testing in evolutionary archaeology, especially the branch centred on cultural transmission and dual inheritance theory (see Shennan 2008 for a 'map' of contemporary evolutionary archaeology). Although there is some overlap between these two domains, each is considered in turn. Simulation models designed to explore problems in human evolution do not have the kind of ethnographic-scale realism of agent-based models of societal change in later prehistory, either because they model much larger geographical areas, or because they eschew realism in favour of the simplicity that comes with greater abstraction. Two simulation models which exhibit the kind of coarse-grained realism that comes with a continental or even global scale are Mithen and Reed's (2002) and Nikitas and Nikita's (2005) cellular automata models of hominin dispersal from Africa. Both model the Old World as a lattice in which individual cells are differentiated in terms of basic environmental characteristics such as aridity and altitude. It is also the case that both explicitly compare simulation output against features of the archaeological record: Mithen and Reed generate a distribution of possible arrival dates at specific archaeological sites while Nikitas and Nikita attempt to estimate 'the probability of the earliest distribution of hominins throughout Eurasia as suggested by archaeological data' (Nikitas and Nikita 2005, pp. 603-604) . All other computer simulations of human evolution published since 2001 are abstract agent-based models intended to assist with hypothesis generation rather than hypothesis testing. Collectively, these models address seven themes: the impact of population structure on the emergence of cultural complexity (Powell et al. 2009 (Powell et al. , 2010 Premo and Kuhn 2010; Premo 2012a; Vaesen 2012) , the role of environmental heterogeneity in promoting enhanced sociality (Lake 2001b; Premo 2005 Premo , 2006b Reynolds et al. 2010) , interaction between hominin species/subspecies (Barton et al. 2011; Premo 2012b) , the causes of low genetic diversity in Pleistocene hominins (Premo and Hublin 2009; Premo 2012c) , the uniqueness of hominin life history (Kachel et al. 2011a (Kachel et al. , 2011b (Kachel et al. , 2011c , the impact of cognitive abilities on long-term adaptation in spatially and/or temporally variable environments (Costopoulos 2001; Xue et al. 2011; Wren et al. 2013) and (although this could be considered tactical) our ability to make inferences about hominin cognition from the landscape-scale spatial distribution of material in the archaeological record (Brantingham 2003 (Brantingham , 2006 . In addition to their high level of abstraction, all these models are nevertheless explicitly spatial, focused on one very tightly bounded problem and-with a few exceptions-their presentation in the literature treats the fact that they use simulation as largely unremarkable.
Papers that use simulation for theory building or hypothesis testing in evolutionary archaeology are the least likely to foreground their methodology-they are seldom, if ever, in any real sense about simulation. In part this is because the simulations in question are often very simple in terms of their technical requirements: those that are implemented using agent-based modelling software do not involve complex agent reasoning and behaviour, and others are implemented using widely used numerical computing environments (see Bentley et al. 2007 for a comment on why these methods can be complementary), or even, in at least one case, spreadsheet software . This technical simplicity stems from the fact that these simulations are typically abstract, often but not always aspatial, and have few parameters. That said, it should be noted that theory building often requires rigorous examination of a model's parameter space, which may make experimentation with such models computationally demanding despite their architectural simplicity. As already noted, a major role for simulation within evolutionary archaeology is to explore aspects of cultural transmission and dual inheritance theory. Exploration of the relationship between demography and cultural diversity has largely been conducted in the context of human evolution and a number of simulation studies addressing this theme have already been already been mentioned, although Premo and Scholnick's recent (2011) demonstration that localized unbiased transmission can be confused with biased transmission should be added to that list. Other aspects of cultural transmission tackled using simulation include: the development and testing of 'null models' for cultural evolution by random copying 7 (Hahn and Bentley 2003; Bentley et al. 2004 Bentley et al. , 2007 ; comparison of the effect of random copying versus frequency dependent copying on cultural trait distributions (Mesoudi and Lycett 2009) ; testing hypotheses about the kinds of cultural transmission bias responsible for observed artefact (Bentley and Shennan 2003) and crop (Conolly et al. 2008) diversity; development of a method to directly measure the relative strength of selection as opposed to stochastic processes in cultural evolution (Brantingham 2007; Brantingham and Perreault 2010) ; exploring the effect of different cultural transmission biases on our ability to reconstruct cultural trait phylogeny ; exploring the effect of copying error on cultural trait diversity (Eerkens and Lipo 2005) and the volume of knowledge that can be retained (Andersson 2011) ; and exploring the effect of cultural transmission on the diversity of adaptive (rather than neutral) traits when payoff is uncertain and/or frequency dependent (Lake and Crema 2012) . Apart from cultural transmission, two other evolutionary archaeological topics that have recently been addressed using simulation are the emergence of leadership (Kohler et al. 2012b ) and inequality (Bentley et al. 2005; Smith and Choi 2007) in small-scale societies and the process of fission and fusion in such societies (Griffin and Stanish 2007; Grove 2011; Crema, this issue) .
I estimate that models developed to address issues in human evolution and/or evolutionary archaeology account for slightly over 50 % of all archaeological simulation models developed since 2001 and reaction-diffusion models account for perhaps a further 10 %, so models addressing other issues make up slightly more than one third of the total. Some of these are the realistic models of long-term societal change which have already been discussed; the remainder are rather diverse in purpose and subject matter, but one aspect they typically share is a foregrounding of methodology-unlike most of the evolutionary models just discussed, the chapters and journal articles in which they appear are often at least partly about simulation.
Two recent simulation models that do not readily fit into the categories already discussed were created for tactical purposes, that is, to assist with the development of archaeological method. Surovell and Brantingham (2007) use a simple numerical simulation to investigate how taphonomic bias can affect frequency distributions of archaeological material in ways that can potentially result in false inferences about past demographic trends. In a similar vein, although using a rather more complex and computationally distributed (parallelised) agent-based simulation, Rubio-Campillo et al. (2011) aim to contribute to the development of battlefield archaeology by simulating a battle and subsequent attrition of material by taphonomic processes and archaeological sampling. Analysis of past military action is also the 'use-case' for another project to develop a distributed agent-based simulation framework capable of handling the 'study [of] behaviour dynamics at a larger scale, involving tens of thousands of agents' (Murgatroyd et al. 2011, p. 489) : the 'Medieval Warfare on the Grid' project will eventually be used for a logistical analysis of the Byzantine army's march to the AD 1071 battle of Manzikert in Anatolia (Craenen et al. 2010) . Similar work by Rubio-Campillo et al. (2013) , focused on European military tactics during the Eighteenth Century War of the Spanish Succession, perhaps takes us even further away from what might reasonably be labelled archaeological simulation. In contrast there can be no doubt about the archaeological applicability of another computationally intensive project which blends simulation and virtual reality: Ch'ng and Stone (2006 ( , Ch'ng 2007 have combined agent-based modelling and gaming engine technology to generate dynamic vegetation models for archaeological reconstruction and interactive visualisation. To date their simulation is capable of synthesising the 'dispersal patterns of natural vegetation communities as they grow, reproduce, and compete for resources' (Ch'ng and Stone 2006, p. 1) and work is underway to add agents representing Mesolithic hunter-gatherers foraging in a landscape now submerged under the North Sea (Ch'ng et al. 2011) . Although this is one of-perhaps the-most technologically sophisticated archaeological simulation to date, it is not yet clear what inferential strategy will guide its deployment for the purposes of learning about the past. In contrast the three remaining simulations noted here are all presented in publications which are explicit about their inferential role in a wider archaeological investigation. SHULGI (Branting et al. 2007 ) was developed to integrate multiple modelling techniques and GIS for the purpose of simulating pedestrian movement; its application to Kerkenes Dağ, a Sixth Century BC. Iron Age site in Turkey is expected to 'determine areas of potential archaeological significance and direct further investigations through field excavations or other archaeological techniques' (Altaweel and Wu 2010, Abstract) . Heinzl et al. (2012) present two simulation studies which they use to investigate the mining technology used the Bronze Age mining halls at Hallstatt. The first, mentioned earlier, uses a system of differential equations to study alternative rope pull systems, while the second models the use of bronze picks for digging as a rigid body system. In both cases, the aim is to falsify certain propositions and thus 'restrict the total set of possibilities' (Heinzl et al. 2012, p. 32) . Finally, Knappet et al. have used numerical simulations of network evolution 'to provide a novel perspective on the possible causes for the demise of Cretan Bronze Age palatial society at c. 1500 BC' (Knappett et al. 2011 (Knappett et al. , p. 1008 . As they are careful to point out, their simulation does not prove what happened, but it does allow them to propose the hypothesis that increased trading costs after the eruption of Thera lead to greater centralisation of exchange which in turn decreased the resilience of the exchange network, ultimately sowing the seeds of its demise. In many respects this is one of the relatively few very recent archaeological simulations (but see also Janssen and Anderies 2007) that addresses system morphogenesis using the concepts and language introduced to archaeologists 34 years ago in Transformations: Mathematical Approaches to Culture Change and revived in the introduction to Time, Process and Structured Transformation in Archaeology.
Conclusion
As noted at the outset of this review, the 'standard' account of the history of simulation has a pioneer phase (late 1960s-early 1970s) followed by a mature phase characterised by significant diversification of purpose (mid-late 1970s) and then a period of pessimism and inactivity (1980s) preceding a renewal of interest and optimism (late 1980s-early 2000s) . Given developments since 2001 and the benefit of greater hindsight, this no longer seems the most appropriate characterisation. To start with, one might question in what sense the mid-late 1970s and early 1980s can be viewed as the attainment of 'maturity' when the real explosion in the number of simulations came 20 years later. Furthermore, most of the simulations developed in that period were published in edited collections that were effectively-often explicitly-programmatic statements about the potential of simulation and its proper role in archaeological inference, whereas one might regard publication in books and papers about particular archaeological problems as a more convincing indicator of methodological maturity. Indeed, if one accepts the latter proposition, then what we appear to have is a programmatic phase lasting from the first uses of simulation until the early 1980s and a second programmatic phase from 1990 (the year of publication of Thoughtful Foragers and the Cambridge conference that was later published as Time, Process and Structured Transformation in Archaeology) to 2001 (the year that Dynamics in Human and Primate Societies was published). In this scheme the 1980s, while undoubtedly a period of low activity, is actually one of maturity in the sense that, as documented earlier in this account, most of the simulations published between 1982 and the end of that decade had output utility. The new millennium is similarly characterised by methodological maturity in which a high proportion of publications reporting simulation results do not foreground the method itself, or at the very least balance the account of method with a substantive research conclusion. Of course, the key difference between the 1980s and 2001-2013 is the explosion in the number of simulation models, which taken together with their output utility, suggests that simulation really has finally come of age as part of the archaeological toolkit.
The sceptic may point out, however, that simulation has only become unremarkable in certain fields of archaeological enquiry, in particular evolutionary archaeology and the study of human evolution, and cannot therefore yet be considered a 'mainstream' tool in the way that, say, geographical information systems are used in projects concerned with many different periods and conducted in many different theoretical frameworks. This is not the place to debate how one defines 'mainstream', but nevertheless, this observation is not easily dismissed. Does it matter? In one sense the answer must be 'no', not if simulation is now being used productively in areas where it fits naturally into existing inferential frameworks. Conversely, it does suggest that the project of 'putting social sciences together again' (Kohler 2000) remains work in progress and, in particular, that demonstrating the widespread archaeological applicability of what one might call explicitly 'sociological' simulation remains a challenge.
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