We study the nonlinear fractional stochastic heat equation in the spatial domain R driven by space-time white noise. The initial condition is taken to be a measure on R, such as the Dirac delta function, but this measure may also have non-compact support. Existence and uniqueness, as well as upper and lower bounds on all p-th moments (p ≥ 2), are obtained. These bounds are uniform in the spatial variable, which answers an open problem mentioned in Conus and Khoshnevisan [9] . We improve the weak intermittency statement by Foondun and Khoshnevisan [14] , and we show that the growth indices (of linear type) introduced in [9] are infinite. We introduce the notion of "growth indices of exponential type" in order to characterize the manner in which high peaks propagate away from the origin, and we show that the presence of a fractional differential operator leads to significantly different behavior compared with the standard stochastic heat equation.
Introduction
In this paper, we consider the following nonlinear fractional stochastic heat equation:
u(t, x) = ρ (u(t, x))Ẇ (t, x), t ∈ R * + := ]0, +∞[ , x ∈ R, u(0, •) = µ(•),
where a ∈ ]0, 2] is the order of the fractional differential operator x D a δ and δ (|δ| ≤ 2 − a) is its skewness,Ẇ is the space-time white noise, µ is the initial data (a measure), the function ρ : R → R is Lipschitz continuous, and • denotes the spatial dummy variable. We refer to [18] and [11, 12] for more details on these fractional differential operators.
This equation falls into a class of equations studied by Debbi and Dozzi [12] . According to [10, Theorem 11] , even the linear form of (1.1) (ρ ≡ 1) does not have a solution if a ≤ 1, so they consider a ∈ ]1, 2]. If we focus on deterministic initial conditions, then in our setting (1.1), they proved in [12, Theorem 1] that there is a unique random field solution if µ has a bounded density. Equation (1.1) is of particular interest since it is an extension of the classical parabolic Anderson model [4] , in which a = 2 and δ = 0, so x D a δ is the operator ∂ 2 /∂x 2 , and ρ(u) = λu is a linear function. Foondun and Khoshnevisan [14] considered problem (1.1) with the operator x D a δ replaced by the L 2 (R)-generator L of a Lévy process. They proved the existence of a random field solution under the assumption that the initial data µ has a bounded and nonnegative density. In [8] , the operator x D a δ is replaced by the generator of a symmetric Lévy process and the authors prove that µ can be any finite Borel measure on R. Recently Balan and Conus [1] studied the problem when the noise is Gaussian, spatially homogeneous and behaves in time like a fractional Brownian motion with Hurst index H > 1/2.
In the spirit of [5] , we begin by extending the above results (for the operator x D a δ ) to allow a wider class of initial data: Let M (R) be the set of signed Borel measures on R. From the Jordan decomposition, µ = µ + − µ − where µ ± are two non-negative Borel measures with disjoint support, and denote |µ| = µ + + µ − . Then our admissible initial data is µ ∈ M a (R), where For a detailed discussion of the meaning of this intermittency property, see [16] . Informally, it means that the sample paths of u(t, x) exhibit "high peaks" separated by "large valleys." Foondun and Khoshnevisan proved weak intermittency in [14] , namely, for all p ≥ 2, m 2 (x) > 0 , and m p (x) < +∞ for all x ∈ R , under the conditions that µ(dx) = f (x)dx with inf x∈R f (x) > 0 and inf x =0 |ρ(x)/x| > 0. We improve this result by showing in Theorem 3.4 that when 1 < a < 2, |δ| < 2 − a (strict inequality) and µ ∈ M a (R) is nonnegative and nonvanishing, then for all p ≥ 2, inf x∈R m p (x) > 0, and sup x∈R m p (x) < +∞.
For this, we need a growth condition on ρ, namely, that for some constants l ρ > 0 and ς ≥ 0,
In a forthcoming paper [7] , this weak intermittency property will be extended to full intermittency by showing in addition that m 1 (x) ≡ 0. Our result answers an open problem stated by Conus and Khoshnevisan [9] . Indeed, for the case of the fractional Laplacian, which corresponds to our setting with a ∈ ]1, 2[ and δ = 0, they ask whether the function t → sup x∈R E (|u(t, x)| 2 ) has exponential growth in t for initial data with exponential decay. Our answer is "yes" under the condition (1.3). In addition, under these conditions, if µ ∈ M a,+ (R) (where the "+" sign in the subscript M a,+ (R) refers to the subset of nonnegative measures) and µ = 0, then for fixed x ∈ R, the function t → E (|u(t, x)|
2 ) has at least exponential growth; see Remark 3.5. When the initial data are supported near the origin, we define the following growth indices of exponential type:
e(p) := sup α > 0 : lim 5) in order to give a proper characterization of the propagation speed of "high peaks". This concept is discussed in Conus and Khoshnevisan [9] . These authors define analogous indices λ(p) and λ(p), in which |x| ≥ exp(αt) is replaced by |x| ≥ αt, which we call growth indices of linear type. Conus and Khoshnevisan [9] consider the case where x D a δ is replaced by the generator L of a real-valued symmetric Lévy process {X t } t≥0 . They showed in [9, Theorem 1.1 and Remark 1.2] that if the initial data µ is a nonnegative lower semicontinuous function with certain exponential decay at infinity, and if X 1 has exponential moments, then
An important example of such a Lévy process is the "truncated symmetric stable process".
Here, we will be able to consider (not necessarily symmetric) stable processes with a ∈ ]1, 2], for which even the second moment of X 1 does not exist, and we will see that when 1 < a < 2, the presence of the fractional differential operator x D a δ leads to significantly different behaviors of the speed of propagation of high peaks, compared to that obtained in [9] .
First, we show that if the initial data has sufficient decay at ±∞, then e(p) < ∞. Then we show that if 1 < a < 2 and |δ| < 2 − a (meaning that the underlying stable process has both positive and negative jumps), then e(p) > 0 , for all p ∈ [2, +∞) and µ ∈ M a,+ (R), µ = 0 , (1.6) provided ρ satifies condition (1.3). This conclusion applies, for instance, to the case where the initial data µ is the Dirac delta function. In particular, for well-localized initial data (for instance, µ has a positive moment), 0 < e(p) ≤ e(p) < +∞, whereas for initial data that is bounded below (µ(dx) = f (x)dx with f (x) > c > 0, for all x ∈ R), e(p) = e(p) = +∞. See Theorem 3.6 for the precise statements. As a direct consequence, λ(p) = λ(p) = +∞ for all p ∈ [2, ∞[. The structure of this paper is as follows. After introducing some preliminaries in Section 2, the main results are presented in Section 3: Existence and general bounds are given in Theorem 3.1, followed by explicit upper and lower bounds on the function K. These lead to our results on weak intermittency (Theorem 3.4) and growth indices (Theorem 3.6). Section 4 contains the proof of Theorem 3.1 and Section 5 presents the proofs of Theorems 3.4 and 3.6.
Some preliminaries and notation
The Green function associated to the problem (1.1) is
where F −1 is the inverse Fourier transform and
Denote the solution to the homogeneous equation
where " * " denotes the convolution in the space variable.
Let W = {W t (A), A ∈ B b (R), t ≥ 0} be a space-time white noise defined on a probability space (Ω, F , P ), where B b (R) is the collection of Borel sets with finite Lebesgue measure.
Let (F t , t ≥ 0) be the filtration generated by W and augmented by the σ-field N generated by all P -null sets in F :
In the following, we fix this filtered probability space {Ω, F , {F t : t ≥ 0}, P }. We use ||·|| p to denote the L p (Ω)-norm (p ≥ 1). With this setup, W becomes a worthy martingale measure in the sense of Walsh [23] , and [0,t]×R X(s, y)W (ds, dy) is well-defined in this reference for a suitable class of random fields {X(s, y), (s, y) ∈ R + × R}.
The rigorous meaning of the spde (1.1) uses the integral formulation
, where
(1) u is adapted, i.e., for all (t, x) ∈ R *
(2) u is jointly measurable with respect to B R *
+ ×R, where "⋆" denotes the simultaneous convolution in both space and time variables; (4) For all (t, x) ∈ R * + × R, u(t, x) satisfies (2.2) a.s.;
Assume that the function ρ : R → R is globally Lipschitz continuous with Lipschitz constant Lip ρ > 0. We need some growth conditions on ρ: Assume that for some constants L ρ > 0 and ς ≥ 0,
Note that L ρ ≤ √ 2 Lip ρ , and the inequality may be strict. We shall also specially consider the linear case: ρ(u) = λu with λ = 0, which is related to the parabolic Anderson model (a = 2). It is a special case of the following near-linear growth condition: for some constant ς ≥ 0,
, for n ≥ 1, (2.5) and
(the convergence of this series is established in Proposition 3.2). For t ≥ 0, define
Let z p be the the universal constant in the Burkholder-Davis-Gundy inequality (in particular, z 2 = 1), and so z p ≤ 2 √ p for all p ≥ 2; see [3, Appendix] . Define
We apply the following conventions to the kernel functions K(t, x; λ) (and similarly to H(t; λ)):
3 Main results
Existence, uniqueness and moments
The following theorem extends the result of [5, Theorem 2.4] from a = 2 to a ∈ ]1, 2]. In view of the related result [6, Theorem 2.3] and Remark 2.4 in this reference, the bounds in this theorem are not a surprise, though they do require a proof. The main effort will be to turn these abstract bounds into concrete estimates, via explicit upper and lower bounds on the functions K and H (see Section 3.2). For τ ≥ t > 0 and x, y ∈ R, define I(t, x, τ, y; ς, λ) :=λ
Theorem 3.1 (Existence,uniqueness and moments). Suppose that (i) 1 < a ≤ 2 and |δ| ≤ 2 − a;
(ii) the function ρ is Lipschitz continuous and satisfies the growth condition (2.3);
(iii) the initial data are such that µ ∈ M a (R).
Then the stochastic pde (1.1) has a random field solution {u(t, x) : (t, x) ∈ R * + × R}. Moreover: (1) u(t, x) is unique in the sense of versions; (2) (t, x) → u(t, x) is L p (Ω)-continuous for all integers p ≥ 2; (3) For all even integers p ≥ 2, all τ ≥ t > 0 and x, y ∈ R,
and
, then for all τ ≥ t > 0 and x, y ∈ R,
The proof of this theorem is given in Section 4.
Estimates on the kernel function K(t, x)
Recall that if the partial differential operator is the heat operator
where ν > 0 and Φ(x) is the distribution function of the standard norm random variable; see [5, Proposition 2.2] . When the partial differential operator is the wave operator 
where Γ(x) = ∞ 0 e −t t x−1 dt is Euler's Gamma function [20] . Let a * be the dual of a: 1/a + 1/a * = 1. By Lemma 4.1 below (Property (ii)), the following constant
is finite. In particular,
In the following, we often omit the dependence of this constant on δ and a and simply write Λ instead of δ Λ a . Define
Clearly, γ 2 = γ.
Proposition 3.2 (Upper bound on K(t, x)
). Suppose that a ∈ ]1, 2] and |δ| ≤ 2 − a. The kernel function K(t, x) defined in (2.6) satisfies, for all t ≥ 0 and x ∈ R,
where the constant C = C(a, δ, λ) can be chosen as
This proposition is proved in Section 4. For a lower bound on K(t, x), we need another family of kernel functions:
These functions have the same scaling property as δ G a (t, x):
Note that g 1 (t, x) is nothing but the Poisson kernel (see, e.g., [24, p. 268] ), which satisfies the semigroup property
For a ∈ ]1, 2[ and |δ| < 2 − a, define
which is strictly positive by Lemma 5.1 below. Then let
where
Proposition 3.3 (Lower bound on K(t, x)). Fix a ∈ ]1, 2[ and |δ| < 2 − a (note the strict inequality). Set
where the constant C = C(λ, a, δ) can be chosen to be
In particular, for the same constant C, for all t > 0 and x ∈ R,
This proposition is proved in Section 5.1.
Growth indices and weak intermittency Theorem 3.4 (Weak intermittency).
Suppose that a ∈ ]1, 2] and |δ| ≤ 2 − a.
Note that if a = 2, then for some constant C, we have that m p ≤ Cp 3 , which recovers the previous analysis (see [2] , [5, Example 2.7], etc).
Hence, the function t → sup y∈R E (|u(t, y)| p ) has at least exponential growth. This answers the second open problem stated by Conus and Khoshnevisan in [9] . Moreover, Theorem 3.4 implies that for all fixed x ∈ R, the function t → E (|u(t, x)| p ) also has at least exponential growth.
Recall the definitions of the constants γ p and Υ(l ρ , a, δ) in (3.11) and (3.17), respectively. 
In particular, if, for some η > 0, R |µ|(dy)(1+|y| η ) < ∞, then (3.20) and (3.21) are satisfied with β = min(η, 1 + a).
For these µ, if ς = 0 and there is c > 0 such that 22) or if ς = 0, then e(p) = e(p) = +∞. In particular, λ(p) = λ(p) = +∞ for all p ≥ 2, and a sufficient condition for
The above two theorems are proved in Section 5.
Remark 3.7. In the case of the classical parabolic Anderson model, in which a = 2, δ = 0 and ρ(u) = λu, it was shown in [5] that λ(2) = λ(2) = λ 2 /2 when the initial data has compact support (for instance). Here, it is natural to ask whether e(p) = e(p) when ρ(u) = λu, for instance for initial data with compact support. This remains an open question.
Proof of Theorem 3.1
We need some technical results. The proof of Theorem 3.1 will be presented at the end of this section.
The Green functions defined in (2.1) are densities of stable random variables. Some key properties are stated in the next lemma. Recall that a probability density function f : R → R + is called bell-shaped if f is infinitely differentiable and its k-th derivative f (k) has exactly k zeros in its support for all k.
Lemma 4.1. For a ∈ ]0, 2], the following properties hold:
(ii) The unique mode is located on the positive semi-axis x > 0 if δ > 0 and on the negative semi-axis x < 0 if δ < 0 and at x = 0 if δ = 0.
(iii) δ G a (t, x) satisfies the semigroup property, i.e., for 0 < s < t,
(iv) The scaling property: For all n ≥ 0,
, then there exists some finite constants K a,n such that
Moreover, for all T ≥ t > 0, n ≥ 0 and x ∈ R,
, where δ 0 (x) is the Dirac delta function with unit mass at zero.
Proof. Most of these properties appear in several books [25, 22, 17] . We refer the interested readers to [11, Lemma 1] for Properties (i) (except the bell-shaped density), (iii) and (iv). Formula (v) can be find in [17, (5.9. 3), Sec. 5.9]. The proof that the density is bell-shaped is due to Gawronski [15] . Property (ii) can be found in the summary part of [25 
Then using the fact that the function t → t t+z is monotone increasing on R + , the above quantity is less than
This proves (4.3). Property (vii) follows easily by taking Fourier transforms F ( δ G a (t, ·))(ξ) = exp ( δ ψ a (ξ)t) → 1 as t → 0 + . This completes the proof of Lemma 4.1.
Let L n (t, x; λ) and K(t, x; λ), and Λ = δ Λ a be defined in (2.5), (2.6), and (3.10), respectively. Recall that 1/a + 1/a * = 1.
Lemma 4.2 (Theorem 1.3, p. 32 in [21] ). If 0 < α < 2, β is an arbitrary complex number and µ is an arbitrary real number such that
then for an arbitrary integer p ≥ 1 the following expression holds:
Proposition 4.3. For 1 < a ≤ 2, |δ| ≤ 2 − a and λ > 0, we have the following properties:
(i) L n (t, x; λ) is non-negative and for all n ≥ 0 and (t,
(ii) For all t > 0 and λ > 0, the series ∞ n=1 L n (t, x; λ) converges uniformly over x ∈ R and hence K(t, x; λ) in (2.6) is well defined.
Proof. (i) Non-negativity is clear. The scaling property (4.1) and the definition of Λ in (3.10) imply that
which establishes the case n = 0 in (4.4). Suppose that the relation (4.4) holds up to n − 1. Then by (4.5), we have
The conclusion now follows from the semigroup property of δ G a (t, x) and Euler's Beta integral (see [20, 5.12 
(ii) This is a consequence of (iii). As for (iii), the non-negativity is clear. By (4.4) and
Thus, if the series n B n (t ; λ) 1/m converges, then L n does so uniformly over x ∈ R. Denote β := 1/a * . We use the ratio test:
By the asymptotic expansion of the Gamma function ([20, 5.11.2, in p. 140]),
Proof of Proposition 3.2. The bound (3.12) follows from the fact that
which can be easily seen from the definition, and the bound in Proposition 4.3 (i):
As for (3.13), we only need to show that the constant C defined in (3.14) is finite. Let
By Lemma 4.2 with the real non-negative value z = γ t 1/a * and p = 1,
where we have used the fact that 1/Γ(0) = 0, we see that
Since E α,α (·) is continuous (by uniform convergence of the series in (3.9)), we conclude that sup t≥0 f (t) < +∞. This completes the proof of Proposition 3.2.
The next proposition is in principle a consequence of certain calculations in [12] . It is however not stated explicitly there, so we include a proof for the convenience of the reader. Proposition 4.4. Fix 1 < a ≤ 2, |δ| ≤ 2 − a and 1/a + 1/a * = 1. There are three universal constants
such that (i) for all t > 0 and x, y ∈ R,
(ii) for all s, t ∈ R * + with s ≤ t, and x ∈ R, 
. Let C ′ i , i = 1, 2, 3, be the optimal constants in [5, Proposition 3.5] with ν = 2. Then we have the following relation:
where for C 1 , we use the fact that 
By Plancherel's theorem, the left hand side of (4. After integrating over r, the above integral equals
2 cos(πδ/2)|ξ| a (1 − cos(ξ(x − y))) .
Use the change of variables ξ = u/(x − y) to see that this is equal to
This proves (4.8).
(ii) Denote the left hand side of (4.9) by I. Apply Plancherel's theorem for I:
Denote β := πδsgn(ξ)/2 and A r,t := (t − r)|ξ| a cos(β), B r,t := (t − r)|ξ| a sin(β) . Now, by the definition of Γ(·) function, we have that for all z ∈ C with ℜ(z) > 0,
Hence,
Note that in the above integral, we have used the fact that the value of cos(β) does not depend on ξ because cos (β) = cos(πδ/2). Similarly,
For the third term, notice that e −(Ar,t+Ar,s) cos(B r,t − B r,s ) = exp − t + s 2 − r 2 cos(β)|ξ| a · cos ((t − s) sin(β)|ξ| a )
Apply (4.11) with z = t+s 2 − r cos(β) + i(t − s) sin(β):
For z ∈ C, suppose that z = ρe iθ with θ ∈ R and ρ ≥ 0. For c ≤ 0, one has that
Integrating over r and then applying Lemma 4.6 below, we get (see the integration in (4.13))
where 1/a * + 1/a = 1. As for (4.10), from (4.12), we have
This completes the proof of Proposition 4.4.
where a * is the dual of a: 1/a + 1/a * = 1.
Proof. Clearly,
We need to prove that
is bounded from above for all 0 ≤ s ≤ t. Or equivalently, we need to show that
is bounded for all r ∈ [0, 1]. Clearly, g(0) = 0 and lim r↑1 g(r) = 2 1/a − 1 (by applying L'Hôpital's rule once). Hence sup r∈[0,1] g(r) < ∞. Actually
and notice that for all r ∈ ]0, 1],
Hence g ′ (r) ≥ 0 for r ∈ [0, 1[ and sup r∈[0,1] g(r) = g(1) = 2 1/a − 1. Therefore, Lemma 4.6 is proved with C = a * (2 1/a − 1).
The following proposition is useful to prove the L p (Ω)-continuity of I(t, x).
Proposition 4.7. Suppose that a ∈ ]1, 2] and |δ| ≤ 2 − a. Fix (t, x) ∈ R * + × R. Denote
Then there exists a constant
Proof. The case where a = 2 is proved in [5, Proposition 5.3], so we only need to prove the case where 1 < a < 2. Denote F (t, x) := δ G a (t, x) + −δ G a (t, x). Suppose the mode of the density δ G a (1, x) is located at m ∈ R. By the scaling property, the mode of the density δ G a (t, x) locate at t 1/a m. Hence, when x ≥ t 1/a |m| (resp. x ≤ −t 1/a |m|), the function x → F (t, x) is decreasing (resp. increasing).
Fix (t, x) ∈ R * + × R. Assume that |y − x| > 1 + (t + 1/2) 1/a |m|. Because of the above fact, we know that for all (t
Apply Lemma 4.1 (v) with N = 1 and use the scaling property of δ G a (t, x) to get
Because |δ| ≤ 2 − a and a ∈ ]1, 2[ , we see that sin(πa/2) cos(πδ/2) = 0. Hence,
which with (4.14) implies that
where we have used the fact that s → (t + 1 − s)/(t + 1/2 − s) is increasing. Hence, we can choose a large constant A uniformly over (t ′ , x ′ ) ∈ B and s ∈ [0, t ′ ], such that for all |y| ≥ A, the inequality
This completes the proof of Proposition 4.7. 
(2) For fixed t > 0, the partial derivative
as a function of x is smooth and integrable.
Proof. Part (2) is a direct consequence of (1) and the upper bounds in Lemma 4.1 (vi). We now prove (1). It is clearly true for n = m = 0: in this case, P (0,0) 0 (x) ≡ 1. Moreover if n = 0, then it is trivially true, with P (0,m) 0 (x) = 1. Consider the case n = 1 and m = 0. Using the scaling properties twice, we have
So in this case, P
(1,0) 0 (x) = −1 and P
(1,0) 1 (x) = −x. Now suppose that it is true for n, m ∈ N. It is easy to see that it is true also for n, m + 1 with
is a polynomial of degree ≤ i. Now assume that n ≥ 1 and the property is true forñ ≤ n and all m ≥ 0. We shall establish the property for n + 1 and m. By the induction assumption, we have
Then replace
∂t∂x i+m δ G a (t, x) by the following sum using the induction assumption
Finally, after grouping terms one can choose the following polynomials:
which is a polynomial of order 0,
which are polynomials of degree ≤ i, for i = 1, . . . , n, and
which are polynomials of degree ≤ n + 1. This completes the proof of Lemma 4.8.
Lemma 4.9. Suppose that a ∈ ]1, 2] and µ ∈ M a (R).
(
(2) For all compact sets K ⊂ R * + × R and v ∈ R,
In particular,
2), and
Proof.
(1) Fix 0 < t ≤ T and n, m ∈ N. By Lemma 4.8 and (4.3),
Since the polynomials P (n,m) i (x) are of order i, for some finite constant C > 0 depending on a, m, n and T , the above bound reduces to
Hence, for 0 < t 1 < t 2 ≤ T ,
By Fubini's theorem and induction, it is now possible to conclude that J 0 (·, •) ∈ C ∞ (R * + ×R). Indeed, the first step of this induction argument is:
where we have used Fubini's theorem, which applies by (4.19) . This shows that
and higher derivatives are obtained by induction. This proves (1).
(2) Without loss of generality, assume that µ is non-negative, i.e., µ ∈ M a,+ (R). By (4.3), for 0 < s ≤ t, 20) where A a is defined in (4.18). Hence, by (3.13), and by replacing one factor J 0 (s, y) of J 2 0 (s, y) by the above bound, we have that
where the constant C := C(a, δ, λ) is defined in (3.14). Integrate over dy using the semigroup property, and then integrate over µ(dz): 
In the first step of the Picard iteration scheme, the following property is useful: For all compact sets K ⊆ R + × R,
For the heat equation, this property is discussed in [5, Lemma 3.9] . Here, Lemma 4.9 gives the desired result with minimal requirements on the initial data. This property, together with the calculation of the upper bound on the function K in Proposition 3.2, guarantees that all the L p (Ω)-moments of u(t, x) are finite. This property is also used to establish uniform convergence of the Picard iteration scheme, hence L p (Ω)-continuity of (t, x) → I(t, x). The proofs of (3.3) and (3.4) are identical to those of the corresponding properties in [5, Theorem 2.4], and (3.5) and (3.6) are direct consequences of the preceding statements.
This completes the proof of Theorem 3.1.
Proofs of Theorems 3.4 and 3.6
We begin with the upper bound in Theorem 3.4.
Proof of Theorem 3.4 (1). Recall from (3.11) that γ p = a 
.
Since a p,ς ≤ 2 and z p ≤ 2 √ p, (3.19) follows.
Lower bound on K(t, x) (Proposition 3.3)
Lemma 5.1. Suppose that a ∈ ]1, 2[ and |δ| < 2 − a. Then the constant C a,δ defined in (3.16) is strictly positive, and so
, for all t > 0 and x ∈ R. (5.1)
Proof. By the scaling property of both δ G a and g a (t, x),
Let f (y) = δ Ga(1,y) πga (1,y) . Because the support of δ G a (1, •) is R (see [25, Remark 4, p .79]), f (y) > 0 for all y ∈ R. In the case where 1 < a ≤ 2 and |δ| < 2 − a, both δ G a (1, y) and g a (1, y) have tails at ±∞ with polynomial decay of the same rate as |y| −1−a : see [25, p. 143] (we use here the fact that |δ| = 2 − a). Hence,
Therefore, f (y) is a smooth function on R := R ∪ {±∞} such that f (y) > 0 for all y ∈ R. This implies that inf y∈R f (y) > 0, which completes the proof of Lemma 5.1.
for all b > 0 and z ∈ R, where the constant C ν > 0 is given in (3.18).
Proof. Note that the function f (x) is an even function, so its Fourier transform is a realvalued function, instead of a complex one, which allows us to bound this transform from below. Indeed, by [13, (7) p.11], we have that
where K ν (x) is the modified Bessel function of the second kind. Equivalently, we need to prove that the function
is uniformly bounded away from zero. By choosing u = b|z|, we reduce this problem to bounding the following function
away from zero, where f (u) := u ν e u K ν (u). By the differential formula for x ±ν K ν (x) (see, e.g., [19, 51:10:4, p .532]),
By the integral representation of K ν (z) in [20, 10. 32.9, p. 252],
Hence, f ′ (u) > 0 and inf
where we have used the property [20, 10. 30.2, p. 252]). Therefore,
This completes the proof of Lemma 5.2.
Lemma 5.3. For all x ∈ R, 0 ≤ s ≤ t and a ∈ ]1, 2], we have
Proof. First notice that
Elementary calculations show that the function f (r) = r
, the upper bound is bounded further by √ 2. Hence,
We need a property of g 1 (t, x): If 0 < t 0 ≤ t ≤ t 1 , then
Indeed, we only need to show (5.5) for x = 0. When x = 0, the function t → g 1 (t, x) is increasing on t ∈ [0, x] and decreasing on t ∈ [x, ∞[ because
Hence, (5.5) holds. Therefore, (5.4) implies that
Notice that
Taking this lower bound back to (5.6) proves Lemma 5.3.
Proof of Proposition 3.3. Notice that, by (2.6) and (5.1),
(t, x) .
We now calculate space-time convolutions of g 2 a . By Plancherel's theorem and Lemma 5.2 with ν = a + 1/2 and b = t 1/a , we have that
By the formula ∞ 0 dz cos(xz)e −z = (1 + x 2 ) −1 (which explicits the Laplace transform of cos(xz)) for x ∈ R and the bound in Lemma 5.3, the dz-integral satisfies:
As for the integral over the time variable, using the Euler's Beta integral (4.6), we have
With these calculations, we obtain
with
By the above calculation, we know that
Suppose by induction that all n ∈ N,
Using the semigroup property of g 1 and Lemma 5.3,
The ds-integral gives, by Euler's Beta integral (4.6),
where b = 2 − 2/a. Thus we have
with the constant
Therefore, we have
and in the last equation we have used (4.7). The constant C = C(λ, a, δ) can be chosen as
which completes the proof of the lower bound on K(t, x). Using the fact that R g 1 t 1/a , x dx = 1, we have
Recall that b = 2 − 2/a and so b ∈ ]0, 1]. Integrating term-by-term in (3.9), we obtain
see [21, (1.99) on p.24]. Therefore, integrating over s using (5.7), we see that
which completes the proof of Proposition 3.3.
Proofs of Theorems 3.6 and 3.4 (2)
We need some properties of g a (t, x) defined in (3.15).
Proof. This is a consequence of the inequalities 1 + (x − y)
2 ).
Lemma 5.5. Suppose that a ∈ ]1, 2[, |δ| < 2 − a and µ ∈ M a,+ (R), µ = 0. Then for all ǫ > 0, there exists a constant C such that
Proof. Denote J 0 (t, x) = ( δ G a (t, ·) * µ) (x). By the lower bound on δ G a (t, x) in (5.1), Lemma 5.4 and the scaling property of g a (t, x), we have
The above integrand is non-decreasing with respect to t. Hence
Since the function y → g a ǫ, √ 2y is strictly positive and µ is nonnegative and non-vanishing, the integral is positive. Finally, we can take
Lemma 5.6. For all a > 0, t ≥ s ≥ 0 and x ∈ R, we have Proof. Fix x ∈ R and set f (y) = |x − y| β + |y|. Assume first that x ≥ 0. By studying the sign of the derivative of f ′ (y), we find that if x ≥ β From (4.3), we deduce that for t ≥ 1, δ G a (t, x − y) 1 + |x − y| 1+a ≤ K a,n t.
Let ϕ = η/(1 + a), so that ϕ ≥ 1. Since for somec > 0,
( we see that for all t ≥ 1 and x ∈ R, there is c > 0 such that |J 0 (t, x)| ≤ CK a,n t Therefore, we have
where C = ǫ 2 C 2 C Γ (a + 3/2) √ 2 π 3/2 Γ(2 + a) .
Because x → g a (t, x) is an even function, decreasing for x ≥ 0, we deduce that for all β ≥ 0, log ||u(t, x)|| This lower bound does not depend on x and hence, by Lemma 4.2, we get (5.10) with the right-hand side replaced by Υ 1/b . This completes the proof of Theorem 3.6.
