The Impact of Automatic Pre-annotation in Clinical Note Data Element






















Objective.	 Annotation	 is	 expensive	 but	 essential	 for	 clinical	 note	 review	 and	 clinical	 natural	
language	processing	(cNLP).	However,	the	extent	to	which	computer-generated	pre-annotation	
is	beneficial	to	human	annotation	is	still	an	open	question.	Our	study	introduces	CLEAN	(CLinical	
note	 rEview	 and	 ANnotation),	 a	 pre-annotation-based	 cNLP	 annotation	 system	 to	 improve	
clinical	 note	 annotation	 of	 data	 elements,	 and	 comprehensively	 compares	 CLEAN	 with	 the	
widely-used	annotation	system	Brat	Rapid	Annotation	Tool	(BRAT).	
Materials	 and	 Methods.	 CLEAN	 includes	 an	 ensemble	 pipeline	 (CLEAN-EP)	 with	 a	 newly	










with	 the	 same	 level	 of	 efficiency.	 Limitations	 include	 untested	 impact	 of	 pre-annotation	
correctness	rate,	small	sample	size,	small	user	size,	and	restrictedly	validated	gold	standard.	




Clinical	 notes	 with	 unstructured	 narrative,	 such	 as	 progress	 notes,	 radiology	 reports,	 and	
discharge	summaries,	are	one	of	the	most	information-rich,	under-utilized	sources	of	healthcare	
data.[1]	Critical	aspects	of	clinical	quality	are	often	described	in	the	free-text	notes	of	electronic	
health	 records	 (EHR)	 systems.	 These	 important	 aspects	 can	 be	 used	 to	 improve	 healthcare	
delivery/management,	clinical/translational	research,	and	ultimately	patient	health.	
	
Clinical	 Natural	 Language	 Processing	 (cNLP)	 is	 dedicated	 to	 developing	 tools	 and	 systems	 to	
extract	such	useful	information	from	medical	text.	Widely	used	cNLP	tools	include	cTAKES	(clinical	






of	 target	signs,	 symptoms,	events,	etc.	 to	be	extracted	 in	clinical	notes.	Annotation,	although	
imperfect,	is	an	important	process	that	provides:	(1)	quality	control	for	final	cNLP	output	data,	
(2)	 gold	 standards	 to	 evaluate	 the	 performance	 of	 cNLP	 tools,	 and	 (3)	 training	 examples	 to	
develop	and	improve	cNLP	tools.	Specifically,	training	examples	are	essential	for	those	cNLP	tools	
based	 on	 supervised	 machine	 learning,	 as	 well	 as	 for	 the	 development	 of	 rule-based	 cNLP	
tools.[9-20]	
	Annotation,	however,	is	also	the	bottleneck	of	the	whole	development	process	of	cNLP	tools,[21]	
especially	 when	 numerous	 and	 diverse	 data	 elements	 are	 to	 be	 extracted.[1]	 From	 our	
experience	 in	 the	 patient-centered	 SCAlable	 National	 Network	 for	 Effectiveness	 Research	
(pSCANNER)	 project,[22]	 an	 experienced	 clinical	 annotator	 required	 an	 average	 of	 15	 to	 30	
minutes	 to	 annotate	 a	 clinical	 note	 for	 an	 annotation	 task	 involving	 the	 tagging	 of	 41	 data	
elements.		
	
Intuitively,	 pre-annotation	 by	 a	 cNLP	 tool	 before	 a	 manual	 review	 might	 help	 improve	 the	
correctness	and	efficiency	of	the	annotation	process.[12]	In	pre-annotation,	the	mentions	of	the	
target	data	elements	are	 identified	by	a	 cNLP	 tool.	These	elements	 serve	as	 suggestions	 to	a	
human	annotator,	so	that	the	annotator	can	review	and	revise	the	pre-annotated	mentions	(“pre-
annotations”)	instead	of	starting	the	annotation	process	from	scratch.	However,	previous	cNLP	
studies	of	pre-annotation	 showed	mixed	and	 inconsistent	 results	 in	 terms	of	 correctness	and	
efficiency	on	tasks	that	included	name	entity	recognition,[12	13]	de-identification,[14	15]	patient	
records	chart	review,[16	17]	corpus	creation,[18]	and	NLP	output	validation,[19	20].	None	of	the	
studies	 considered	 the	 tailored	 design	 of	 a	 user	 interface	 (UI)	 to	 take	 advantage	 of	 pre-
annotation.	In	the	study	of	name	entity	recognition,	some	authors	reported	positive	results	of	
pre-annotation	[12]:	“Time	savings	[of	pre-annotations]	ranged	from	13.85%	to	21.5%	per	entity.	
Inter-annotator	 agreement	 (IAA)	 ranged	 from	 93.4%	 to	 95.5%.	 …	 The	 time	 savings	 were	
statistically	 significant.	 Moreover,	 the	 pre-annotation	 did	 not	 reduce	 the	 IAA	 or	 annotator	

























The	overall	 architecture	of	 the	CLEAN	cNLP	 system	 is	 shown	 in	 Figure	1.	 The	 input	 to	CLEAN	


























































































































The	user	can	 then	choose	 from	the	 filtered	data	elements	 to	annotate	or	 re-annotate	
quickly.	
	
• Undo/redo	 (function	 buttons	 in	 the	 bottom	 panel).	 CLEAN-AT	 supports	 an	 unlimited	
number	 of	 undo	 and	 redo	 operations,	 which	 allows	 users	 to	 edit	 and	 delete	 quickly,	
knowing	 that	 they	 could	 easily	 recover	 from	 mistakes.	 Note	 that,	 deletions	 are	 also	




must	 maintain	 a	 stack	 data	 structure,	 to	 save	 the	 entire	 history	 of	 previous	 user	
interactions	that	need	to	be	accessible	anytime	the	user	attempts	to	undo/redo	the	last	
operations.	If	the	software	did	not	include	the	undo/redo	function	in	the	initial	design,	it	
would	 be	 difficult	 to	 add	 this	 feature	 because	 the	 whole	 program	might	 need	 to	 be	




























In	 our	 previous	 study,[1]	 CHF	 and	 KD	 subject	 matter	 experts	 had	 identified	 the	 target	 data	










































The	 subject	matter	 experts	 had	 enumerated	 87	 data	 elements	 for	 the	 CHF	 (50)	 and	 KD	 (37)	

























1	 BRAT	 42	 44,219	 1,053	 676	 724	
2	 CLEAN	 42	 48,998	 1,167	 706	 818	


















































Each	 evaluation	 session	 took	 about	 1.5	 to	 2	 hours	 long.	 Before	 the	 annotation,	 both	 users	
attended	a	20-minute	training	session	on	the	cNLP	annotation	guidelines,	data	element	tables,	
















level	 F1-score,	 with	 the	 computation	 of	 intra	 class	 correlation	 (ICC).	 Stepwise	 backward	
elimination	method	was	applied	to	select	variables	among	a	list	of	candidate	variables	consisting	
of	software	(CLEAN	versus	BRAT),	condition	(CHF	versus	KD),	length	(word	count	of	the	clinical	






The	 main	 metric	 of	 efficiency	 was	 the	 average	 annotation	 time,	 in	 minutes,	 to	 finish	 an	
annotation	task	for	each	clinical	note.	A	mixed-effects	model,	similar	to	the	models	described	in	
Section	 3.6.1,	 was	 considered	 for	 each	 response	 variable	 of	 the	 annotation	 time,	 with	 the	
computation	of	ICC.	In	addition,	we	considered	the	total	number	of	keyboard	presses	and	mouse	















































Level	 Software	 Precision	(95%	CI)	 Recall	(95%	CI)	 F1-score	(95%	CI)	
Note	 BRAT	 0.855	(0.826	to	0.885)	 0.816	(0.780	to	0.852)	 0.820	(0.794	to	0.846)	CLEAN	 0.895	(0.870	to	0.920)	 0.913	(0.890	to	0.936)	 0.896	(0.876	to	0.916)	
















































































score	was	 also	 related	 to	 concept	 frequency	 and	 condition.	 The	 details	 of	 the	mixed-effects	
modeling	results	are	shown	in	Table	3.	The	model	plots	of	note-	and	sentence-	level	F1-score	are	


















































































































































































Table	3.	 Final	 linear	mixed-effects	model	using	note-	 and	 sentence-level	 F1	as	 response,	 and	
annotators	as	random	effect.	The	most	relevant	factors	are	shown	in	bold	text.	
Level	 Effect	 Estimate	 Standard	Error	 P-value	
Note	
(Intercept)	 0.725989	 0.043538	 0.000001	
Software	 0.070426	 0.014759	 0.000004	
Concept	Frequency	 0.020996	 0.007027	 0.003235	
Condition	 0.037190	 0.015439	 0.017095	





































































































































































































Effect	 Estimate	 Standard	Error	 P-value	
(Intercept)	 -26.888250	 4.491174	 0.000007	
Software	 -1.716550	 0.685926	 0.013298	
Length	 3.346265	 0.482188	 0.000000	
Concept	Frequency	 0.851998	 0.429080	 0.048720	




A.2	 in	 Appendix	 A.	 The	 averaged-and-normalized	 user	 activities	 for	 BRAT	was	 0.094	 (or	 10.6	

















• User	 Interface	 Satisfaction.	 While	 the	 physician	 annotator	 perceived	 a	 higher	 level	 of	
satisfaction	of	 CLEAN	 compared	 to	BRAT,	with	 average	difference	of	 4.204	 in	 satisfaction	




ability	 to	 easily	 navigate	 to	 next	 notes	 to	 annotate,	 and	 the	 auto-save	 feature	 of	 the	 work	
progress.	However,	the	BRAT	interface	showed	inefficiency	as	a	system:	the	feedback	speed	to	
user	interaction	was	slow	and	finding	a	data	element	for	annotation	required	many	clicks.	The	
participants	had	 to	click	multiple	 times	 to	select	a	 text,	often	giving	unwanted	 text	 selection,	







However,	 the	 participants	 saw	 pre-annotation,	 which	was	 a	 unique	 feature	 to	 CLEAN,	 to	 be	
helpful	and	facilitating	of	their	annotation	process.	The	tool	allowed	easy	addition	or	deletion	of	






































The	 study	 compared	 CLEAN	 with	 BRAT	 and	 found	 that	 CLEAN	 demonstrated	 improved	










Shared	Tasks	 for	Challenges	 in	NLP	for	Clinical	Data	organized	by	Dr.	Ozlem	Uzuner,	 i2b2	and	
SUNY.	 The	 computational	 infrastructure	 was	 provided	 by	 the	 iDASH	 National	 Center	 for	
Biomedical	 Computing	 funded	 by	 U54HL108460	 and	 managed	 by	 the	 Clinical	 Translational	








the	 authors	 and	 do	 not	 necessarily	 represent	 the	 views	 of	 PCORI,	 its	 Board	 of	 Governors	 or	












T-TK	designed	and	 implemented	 the	 system,	 conducted	 literature	 review,	 collected	 the	data,	
developed	 the	 annotation	 guideline,	 provided	 training	 sessions,	 performed	 experiments,	
analyzed	the	results,	and	drafted	the	manuscript.	JH	provided	feedbacks	on	the	study	and	system	
design,	 suggested	 critical	 directions	 for	 efficiency,	 usability	 and	 satisfactory	 evaluations,	
performed	experiments,	and	edited	the	manuscript.	JK	provided	feedback	on	the	study	design,	





suggestions	 for	 system	 efficiency,	 usability	 and	 satisfaction	 improvement,	 and	 edited	 the	

























and	 ROCK	 (Rules	 for	 Obesity,	 Congestive	 heart	 failure,	 and	 Kawasaki	 disease),	 a	 newly	

















































































element	 appeared	 in	 the	 gold	 standard	 annotations	 for	 the	 same	note.	 At	 sentence-level,	 an	
annotated	data	element	mention	was	a	true	positive	if	it	appeared	in	the	same	sentence	as	any	
gold	standard	annotation	 for	 the	data	element.	 In	our	experiment,	data	element	annotations	


















































































































































































































• Interview	 for	 critical	 events	 of	 BRAT.	 The	 reported/observed	 issues	 are:	 (1)	 no	 pre-







pre-annotated	 as	 “past	 medical	 history,”	 thus	 the	 users	 were	 required	 to	 repeatedly	














CLEAN:	(1)	 it	was	very	quick	and	easy	to	 learn;	(2)	 it	did	a	good	job	of	pre-annotation;	(3)	
adding	 and	 deleting	 an	 annotation	 were	 easy;	 (4)	 the	 user	 felt	 more	 interaction	 while	
annotating;	(5)	it	was	easy	to	use,	assuming	the	accurate	learning	aspect	of	the	software;	(6)	






















































Using	the	system	in	my	job	would	enable	me	to	accomplish	tasks	more	quickly 6 7 2 7
Using	the	system	would	improve	my	job	performance 7 7 2 7
Using	the	system	in	my	job	would	increase	my	productivity 7 7 2 7
Using	the	system	would	enhance	my	effectiveness	on	the	job 5 7 2 7
Using	the	system	would	make	it	easier	to	do	my	job 6 7 2 7
I	would	find	the	system	useful	in	my	job 6 7 2 7
Perceived
Ease	of	Use	
Learning	to	operate	the	system	would	be	easy	for	me 7 7 5 7
I	would	find	it	easy	to	get	the	system	to	do	what	I	want	it	to	do 7 6 4 6
My	interaction	with	the	system	would	be	clear	and	understandable 7 6 4 6
I	would	find	the	system	to	be	flexible	to	interact	with 7 7 3 6






Use	of	terms	throughout	system:	inconsistent	(0)	- consistent	(9) 9 9 4 8
Terminology	related	to	task:	never	(0)	- always	(9) 7 5 3 8
Position	of	messages	on	screen:	inconsistent	(0)	- consistent	(9) 9 9 4 8
Prompts	for	input:	confusing	(0)	- clear	(9) 9 9 3 8
Computer	informs	about	its	progress:	never	(0)	- always	(9) N/A 0 1 7
Error	messages:	unhelpful	(0)	- helpful	(9) N/A 9 2 8
Learning
Learning	to	operate	the	system:	difficult	(0)	- easy	(9) 9 9 5 8
Exploring	new	features	by	trial	and	error:	difficult	(0)	- easy	(9) 9 9 3 8
Remembering	names	and	use	of	commands:	difficult	(0)	- easy	(9) 5 N/A 4 8
Performing	tasks	is	straightforward:	never	(0)	- always	(9) 9 9 4 8
Help	messages	on	the	screen:	unhelpful	(0)	- helpful	(9) N/A 9 3 8





terrible	(0)	- wonderful	(9) 8 8 3 8
difficult	(0)	- easy	(9) 8 9 7 8
frustrating	(0)	- satisfying	(9) 9 9 4 8
inadequate	power	(0)	- adequate	power	(9) 8 7 4 8
dull	(0)	- stimulating	(9) 8 9 3 8
rigid	(0)	- flexible	(9) 9 9 2 8
Screen
Reading	characters	on	the	screen:	hard	(0)	- easy	(9) 9 9 3 8
Highlighting	simplifies	task:	not	at	all	(0)	- very	much	(9) 5 9 3 8
Organization	of	information:	confusing	(0)	- very	clear	(9) 9 7 3 8
Sequence	of	screens:	confusing	(0)	- very	clear	(9) 9 9 5 8
System
Capabilities
System	speed:	too	slow	(0)	- fast	enough	(9) 7 9 2 7
System	reliability:	unreliable	(0)	- reliable	(9) 8 9 3 7
System	tends	to	be:	noisy	(0)	- quite	(9) 5 9 7 9
Correcting	your	mistakes:	difficult	(0)	- easy	(9) 9 9 3 6
Designed	for	all	levels	of	users:	never	(0)	- always	(9) 9 9 3 7
Table	A.1.	Time	analysis	results	(GradStud	=	Graduate	Student,	MD	=	Medical	Doctor).	





GradStud	 BRAT	 9.962	 5.611	CLEAN	 11.808	 8.266	
MD	 BRAT	 6.154	 4.315	CLEAN	 3.500	 2.045	
Kawasaki	Disease	
(KD)	
GradStud	 BRAT	 13.813	 10.647	CLEAN	 10.063	 5.360	





















BRAT	 2,629.5	 1,553.0	 4,182.5	 44,219	 0.059	 0.035	 0.094	




















Perceived	Usefulness	 6.17	 7.00	 2.00	 7.00	
Perceived	Ease	of	Use	 7.00	 6.60	 4.00	 6.20	
Satisfaction	
(0	–	9)	
Overall	Reaction	to	the	Software	 8.33	 8.50	 3.83	 8.00	
Screen	 8.00	 8.50	 3.50	 8.00	
Terminology	and	System	Information	 8.50	 8.00	 3.50	 8.00	
Learning	 8.75	 9.00	 3.75	 8.00	
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