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From insects to humans, successful navigation relies on retained representations of spatial relations. These representations are
thought to depend on the hippocampal formation, particularly those that are independent of the navigator (allocentric representations).
The Morris water maze is a simple and popular task often used to assess spatial navigation. But how animals navigate toward and retain
information regarding the location of the goal in this task remains unclear. We provide a comprehensive account of how the water maze
is accomplished behaviourally. Our findings suggest that animals solve the task using distal cues via an initial view-matching strategy that
is supported by egocentric guidance. Through increased training, however, an emergence of an egocentric-guiding strategy combined
with the animal’s greater ability to infer the hidden platform’s location (via allocentric extrapolation) emerges. We also demonstrate that
behavioural changes, towards a more allocentric strategy, are reflected in increases in hippocampal brain-derived neurotrophic factor.
 2007 Elsevier Inc. All rights reserved.
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The Morris water maze (MWM) task, initially described
over 25 years ago, is a simple yet effective paradigm used in
the investigation of spatial navigation, learning and mem-
ory in laboratory animals (Morris, 1981, 1984; Morris,
Garrud, Rawlins, & O’Keefe, 1982). Within this circular
pool of water animals are given several training trials to
locate a hidden escape platform. It’s simplicity and ease
of use offers this task many advantages over other spatial
tasks. The use of water allows for control over odour cues
and serves as an excellent motivating factor for animals to
find and remember the location of the hidden platform.
Despite these advantages and the simple nature of the task,1074-7427/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.nlm.2007.08.013
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E-mail address: Sean.Commins@nuim.ie (S. Commins).how animals navigate toward and retain information
regarding the location of the escape platform, remains
unclear. Multiple navigational strategies in orientation
and retention of spatial information have been illustrated
in both animals and humans (Aggleton, Vann, Oswald, &
Good, 2000; Pearce, Roberts, & Good, 1998). These strat-
egies are broadly separated into those termed egocentric
(defining the relation of an object, goal or location relative
to the subject) or allocentric (defining the relation of an
object, goal or location relative to another location, where
this object is independent of the subject). Such egocentric
mechanisms can also include, for example, repeating a par-
ticular sequence of responses or motor movements to a tar-
get, or learning to directly approach a distinct cue in the
environment (Brown, 1992; de Bruin, Moita, de Braban-
der, & Jooster, 2001) with little information on the spatial
relations between the cues used. However, previous
research has strongly implicated the use of allocentric
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visual distal cues in forming spatial relations (Cheng,
1986; McGauran, Harvey, Cunningham, Craig, & Com-
mins, 2004). It is thought that integrating the spatial rela-
tionship of several distal cues to one another and to the
platform’s location (including the direction and distance
between them) allows for accurate localisation of the goal
(Benhamou & Poucet, 1998; Hamilton, Rosenfelt, &
Whishaw, 2004). Indeed, rodents have been shown to suc-
cessfully navigate the water maze using several external dis-
tal cues (Allen, 2004; Martin, Walker, & Skinner, 2003),
with later retention of the task dependent on the associa-
tion between the cue configuration and the location of
the platform (Cohen & Bussey, 2003; McGauran et al.,
2004).
One temporal lobe structure known to play an impor-
tant role in spatial learning and memory is the hippocam-
pal formation (Aggleton, Keith, Rawlins, Hunt, &
Sahgal, 1992; Jarrard, 1993; Morris et al., 1982). Lesion
studies have demonstrated that an animal’s ability to learn
and retain the location of the hidden platform in the water
maze task is impaired, despite the platform’s position being
marked by the arrangement of distal landmarks (de Bruin
et al., 2001; Morris et al., 1982; Pearce et al., 1998).
Although animals can still swim in the pool itself following
these ablations, the vicinity of their searching is less accu-
rate (de Bruin et al., 2001; Whishaw & Jarrard, 1996) dis-
playing little preference for the goal area itself. It is
generally accepted that these impairments reflect the
importance of the hippocampal formation in establishing
allocentric relations (Morris et al., 1982). For example,
the hippocampus is known to respond to the spatial
arrangement of environmental cues (Hetherington & Shap-
iro, 1997), with rotation of distal cues leading to a similar
rotation of hippocampal place fields (Muller & Kubie,
1987). In addition, the hippocampus also seems to be
responsible for correct goal recognition (Hollup, Kjelstrup,
Hoff, Moser, & Moser, 2001). These factors amongst oth-
ers are critically important for the formation of allocentric
representations during the MWM task.
The water maze task, despite its simplicity and popu-
larity of use, is nonetheless a complex behavioural task.
In the hidden platform version of the task, animals must
use a range of different strategies, ranging from swimming
away from the pool wall, to discovering the platform, to
climbing on the platform and remaining there before
learning the platform location relative to the surrounding
cues (Nakazawa, McHugh, Wilson, & Tonegawa, 2004).
Despite the accumulation of evidence suggesting that the
water maze relies on the formation of allocentric rela-
tions, which in turn requires a functioning hippocampus,
the question remains of how animals form allocentric rep-
resentations of their environment using distal cues and
can these representations be separated out in terms of hip-
pocampal functioning? In the typically adopted spaced-
training version of the task (D’Hooge & De Deyn,
2001) learning requires multiple training trials over manydays, as such it is extremely difficult to state exactly how
and when these spatial relations are formed. Many
authors simply suggest that spatial relations are formed
as the animal sits on the platform between each trial
(Keith & Mc Vety, 1988; Sutherland & Linggard, 1982),
while others suggest (Chapillon, 1999; Devan, Blank, &
Petri, 1992; Moghaddam & Bures, 1996) that locomoting
during the trial is crucial for relation formation. We
would argue, however, that navigation in the water maze
is dynamic and constantly changing and therefore solving
the task may not rely solely on the formation of allocen-
tric representations, but instead involves a combination of
different strategies that include both cue-dependent allo-
centric and egocentric representations.
Here, we attempt to provide a comprehensive analysis of
MWM acquisition, incorporating both the animal’s swim-
ming in the pool and time spent on the hidden platform,
detailing a range of different behavioural strategies used
that ultimately culminate in the formation of cue-depen-
dent egocentric and allocentric representations. We further
argue that the formation of different representations may
change over time. As accurate learning of the platform’s
location requires many training trials, allocentric represen-
tations may not emerge until later in the training period
(Cimadevilla, Wesierska, Fenton, & Bures, 2001). If this
is the case, then we would suggest that molecular changes
in the hippocampal region reflecting alterations in the ani-
mal’s behaviour during acquisition (particularly the forma-
tion of allocentric representations) may also appear later
during the training period. To this end, we monitored
one molecule known to be fundamentally involved in mem-
ory formation; brain-derived neurotrophic factor (BDNF,
Lee, Everitt, & Thomas, 2004; Tyler, Alonso, Bramham,
& Pozzo-Miller, 2002). As the highest expression of BDNF
in the brain is found in the hippocampus, BDNF has also
been strongly implicated in hippocampally dependent spa-
tial learning (Hall, Thomas, & Everitt, 2000; Yamada, Miz-
uno, & Nabeshima, 2002). For example, Kesslak, So, Choi,
Cotman, and Gomez-Pinilla (1998) demonstrated that
water maze training resulted in increased expression of
BDNF in the hippocampus, but not in the cerebellum, stri-
atum or neocortex. Finally, BDNF’s rapid expression dur-
ing or soon after learning (Bekinschtein et al., 2007; Lee
et al., 2004) via the Mitogen-Activated Protein-Kinase
(MAP-K) signalling cascade pathway, in hippocampal-
dependent learning tasks (Tyler et al., 2002) makes this
an ideal marker to examine changes that may reflect acqui-
sition of the MWM overall.
2. Experiment 1
Our initial experiment aims to confirm that long-term
retention of the water maze task depends on the retention
of cue-platform associations. We hypothesise that by rotat-
ing the distal cues 180 7 days post-acquisition will result in
a similar rotation of searching by animals in the retention
probe task.
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2.1.1. Animals
Male Wistar rats (250–350 g, Biomedical Unit, Univer-
sity College Dublin), 3 months old, served as subjects. Ani-
mals were in similar housing conditions to those previously
reported (McGauran et al., 2004). Guideline for the main-
tenance and experimentation of animals conformed to the
Department of Health and Children (Ireland) guidelines
and European directive 86/609/EC.
2.1.2. Apparatus and procedure
Rats (n = 15) were trained (4 trials/day over 5 days) in a
170 cm diameter water maze (20 ± 1 C, maximum dura-
tion 60 s, 15 s platform interval, 15 s inter-trial interval
(ITI)) to locate the platform (centre NE quadrant, 15 cm
diameter, 1 cm below water level). Animals were trans-
ported from holding cage and placed into the water facing
the pool wall, from one of four pseudorandom starting
positions (north, south, east or west). Black curtains sur-
rounded the pool (50 cm from edge) with three distal cues
in fixed positions outside the pool (60 W light bulb NE cor-
ner, 40 W light bulb NW corner and a white rectangular
card (55 cm · 81 cm) east side of pool) throughout experi-
mentation. All acquisition trials were recorded using Etho-
Vision (Noldus Information Technology, Netherlands).
Retention was assessed 7 days post-acquisition (see
McGauran et al., 2004, for details). Rats were randomly
assigned to one of two groups; controls (CT, n = 8) or
cue-rotated group (CR, n = 8). Retention for both groups
was assessed by removing the platform and allowed to
swim for 60 s. For control group each rat was placed into
the water maze at NW position. The distal-cue layout
remained the same as during the acquisition phase. For
cue-rotated group, each rat was again placed into the water
at the NW position but the distal cues were rotated by
180, so that one light was now suspended from the SW
corner, and the other from the SE position. The sheet of
white paper was now positioned on the western side. Mea-
sures of retention included mean percentage time (of the
60 s) spent swimming by both groups in each of the four
quadrants of the pool. Mean percentage time spent swim-
ming in the ‘platform area’ was also assessed. This is an
area of approximately 27 cm in diameter and centred at
where the platform was located during the acquisition
(middle of NE quadrant). Three other equivalent areas
were also examined.
2.1.3. Statistics
Several repeated-measures ANOVAs with appropriate
post-hoc tests (Tukey) were conducted, wherever required
independent t-tests were calculated.
2.2. Results
All animals (n = 16) acquired the water maze task,
with mean escape latencies reducing from45.78 ± 2.53 s on the first training day to
19.96 ± 2.85 s on the final day (Fig. 1a). A repeated-
measures ANOVA confirmed this decrease to be signif-
icant across acquisition overall (F(4,12) = 13.599,
p < .001). Retention of the water maze was assessed 7
days post-acquisition with a single probe trial. The con-
trol group spent significantly more time in the NE
quadrant (i.e. the position of the platform during acqui-
sition training) compared to the SW quadrant
(t(14) = 2.11, p = .05) but importantly Fig. 1b demon-
strates that the CT group spent significantly more time
exploring the NE quadrant in comparison to the CR
group (t(14) = 4.736, p < .001; CT, 24.79 ± 1.27%; CR,
12.29 ± 2.31%). However, when the SW quadrant was
examined, we found that the CR group spent signifi-
cantly more time in this region when compared to the
CT group (t(14) = 4.415, p < .001; CT, 17.79 ± 3.06%;
CR, 37.7 ± 3.3%). Similar results were obtain for the
‘platform area’ with the CT group spending significantly
more time swimming in the NE ‘platform area’ in com-
parison to the CR group (t(14) = 2.107, p < .05; CT,
3.75 ± 1.06%; CR, 1.47 ± 0.48%), while the CR group
spent significantly more time in the SW ‘platform area’
compared to the CT group (t(14) = 2.141, p < .05; CT,
2.13 ± 1.44%; CR, 7.29 ± 1.93% data not shown).
3. Experiment 2
Results from experiment 1 confirm our previous find-
ings (McGauran et al., 2004) that animals in the MWM
establish a long-lasting association between the distal
visual cues and the hidden platform’s location. The results
demonstrate that rotation of the cues 180 7 days post-
acquisition leads to a concomitant rotation of searching
during the retention probe trial. This finding led us to
ask how are such cue-platform associations formed?
Research has indicated that this association may be
acquired either when animals sit on the platform (Keith
& Mc Vety, 1988) or during locomotion in the trial
(Chapillon, 1999; Devan et al., 1992; Moghaddam &
Bures, 1996). To examine both scenarios, in a second
experiment, we trained animals to find the platform and
analysed their behaviour while they sat on the platform
during the inter-trial interval and also during locomotion
in each trial.
3.1. Methods
3.1.1. Animals
Male Wistar rats (250–350 g, Biomedical Unit, Univer-
sity College Dublin), 3 months old were again used in this
experiment and were housed in conditions similar to those
reported in experiment 1.
3.1.2. Apparatus and procedure
All animals (n = 8) were trained for 5 days (4 trials/day)
in the MWM task as reported in experiment 1.
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Fig. 1. (a) Mean escape latency (±SEM) for animals having been trained to search for the platform in NE quadrant and (b) Mean percentage time
(±SEM) spent in NE and SW quadrants for the control and cue-rotated groups (n = 8/group) during retention probe trial 7 days post-acquisition
***p < .001, with Matlab density plots of overall search activity during retention (colour-coded red to blue representing high to low search activity
respectively). (c) Mean escape latency (±SEM) with (d) Matlab density plots during acquisition (*p < .05, **p < .01, ***p < .001).
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All platform intervals (15 s) were digitally recorded
using an overhead camera with video capture software
(VirtuaDub 1.5 10), and segmented (TMPGEnc 2.5, Hiro-
yuki Hori/Pegasys Inc.) to produce 15 digital photographs
(1 s apart) for each trial for each animal (n = 2400 total).
The head direction was calculated using Adobe Photoshop
5.0, based on a line running from the midpoint between the
animal’s eyes to the tip of the snout. Using the most south-
ern point on the platform as 0, all head directions of each
animal were plotted and analysed.
3.1.4. Data analysis
3.1.4.1. Correlation of platform head direction to subsequent
swim trial. The water maze was sectioned into 36 segments
(10 increment apart, platform as centre), with the first seg-
ment extended vertically from 0 on the platform ± 5 to
the pool edge. All head-direction data were re-entered in
the corresponding segment and calculated as an overallpercentage of time spent orientated in that segment. Etho-
Vision provided the percentage of time spent in each seg-
ment during swimming. Due to unequal surface area in
each segment, theoretically animals would be more likely
to be found in larger segments due to increased size, there-
fore the percentages given by EthoVision would be biased
accordingly. To counteract for this, segment percentages
were normalised based on their respective surface area. Ori-
ana (version 2) calculated the mean segment that was occu-
pied for both data sets in each trial, providing the data used
for correlations. Mean heading direction (calculated by
EthoVision) was defined as the initial definite directional
movement made within the first 15 s, beginning at the
respective starting location. Disorientation and adjustment
to the water environment was accommodated by eliminat-
ing the first 5 s of the trial due to the short stochastic nature
of movements presented during this time. Successful trials
under 5 s all had identifiable initial heading directions
therefore were used.
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animal’s head during trial. EthoVision provided x, y coordi-
nates (0.2 s increments apart) for the animals position
throughout each trial which were drawn in a scatterplot
with the coordinates for each cue. The cue angle was calcu-
lated (0.2 s increments apart) throughout the trial using
basic trigonometric formulae. The cue angles were subse-
quently graphed. Simultaneously evaluating the position
of each cue on each graph and confirming it via observa-
tion of the recorded track in EthoVision assessed the
momentary behavioural strategy used.
3.1.4.3. Zones of the pool. To examine turn positions, the
pool was divided into three zones of equal area, based on
the coordinates of each turn. For each turn point, a line
was drawn between the centre of the platform, the turn
position and the pool edge using Adobe Photoshop 5.0.
This program also measured the length of each line. The
location of the turn on each respective line was normalised
giving a percentage position on that line as to where the
point lay (i.e. pool wall was at 100% and platform edge
was at 0%). This accounted for unequal distances from
the platform to the side. Three zones were used in order
to categorise the location of turn positions in the pool;
turns within 0–33% were in the ‘‘near’’ zone. Turns within
34–66% were in the ‘‘middle’’ zone. Turns within 67–100%
were in the ‘‘far’’ zone.
3.1.5. Statistics
Several repeated-measures ANOVAs with appropriate
post-hoc tests (Tukey) were conducted, wherever required
independent t-tests were calculated. When reporting corre-
lations, Pearson’s correlation coefficient (r) was used. Cir-
cular statistics were used to assess all collated raw data of
a non-linear nature (e.g. head direction, mean segment
searched) with the appropriate Rayleigh tests and Wat-
son–Williams F-tests.
3.2. Results
3.2.1. Characterisation of head-direction movements on
platform and prediction of subsequent searching behaviour
Fig. 1c and d demonstrates that all animals (n = 8) in
this experiment successfully acquired the task
(F(4,35) = 8.095, p < .001). As each animal acquired the
task we recorded the head directions of each as they sat
on the platform for 15 s between trials (giving 2400 sepa-
rate 1 s head-direction stills, see Section 3.1). Fig. 2a and
b demonstrates that most platform head movements occur
after the first trial but by trial 4 they decrease or stop.
There is a significant decrease in head movements from
trial 1 to trial 4 on Days 1, 2, 4 and 5, respectively (Day
1: F(3,21) = 12.842, p < .01; Day 2: F(3,21) = 4.81,
p < .01; Day 4: F(3,21) = 3.84, p < .05; Day 5:
F(3,21) = 4.959, p < .01; there was no significant decrease
on Day 3: F(3,21) = 0.778, p > .05). In addition, there
was no significant change in the mean daily range acrossall 5 days (F(4,35) = 1.732, p > .05) suggesting a similar
behaviour across all days. Fig. 2c and d also illustrates ani-
mals generally tended to look around the arena over the 5
days, only showing a significant preference in orientation
towards the cues on 2 days (Days 3 and 5; both Rayleigh,
p < .01). In an attempt to examine whether a larger viewed
range (of head-direction movement) would predict success-
ful navigation, each animal’s range of head movement on
the platform was correlated with their escape latency on
the subsequent trial, but found no effect (r = .014,
p > .05). Furthermore, we also did not find a significant
relationship between the amount of time spent looking at
a cue and performance on the subsequent trial
(r = .109, p > .05).
We did however find that the direction in which an ani-
mal looked while sitting on the platform predicted search-
ing behaviour on the next trial. On Day 1, for example, an
animal’s mean head direction on the platform significantly
correlated with the mean location searched at in their sub-
sequent trial (r = .603, p = .002, see Section 3.1). This effect
was also time-dependent with the first 20 s being most
strongly correlated (Fig. 2e). The majority of animals on
Day 1 did not find the platform, with their swimming
and searching confined to the pool edge. However, animals
on some trials (10/32) were successful, and their searching
behaviour could also be attributed to the direction orien-
tated towards during the platform interval. The mean head
direction of an animal on the platform correlated signifi-
cantly (r = .805, p < .01) with their initial mean heading
direction during the subsequent successful trial highlighting
their early progression away from the pool wall during
these occurrences. On Days 2, 3, 4 and 5 animals were more
successful at finding the platform and showed less propen-
sity to search/stay at the pool edge (mean percentage time
at side decreased from 75.88% on Day 1 to 41.50% on Day
5; F(4,35) = 6.338, p < .001). Although still significant, the
correlation between the mean head direction presented on
the platform and the initial heading direction in the pro-
ceeding successful trial decreases from Days 2 to 5
(Fig. 2f), suggesting that information proffered during the
platform period dwindles.
3.2.2. Characterisation of cue-dependent searching strategies
used during trial locomotion
In addition to recording the platform head-direction
movement we also recorded each animal’s movement dur-
ing each trial for the 5 training days. To elucidate how dis-
tal visual cues are used during a trial, we calculated, the
angle each of the three cues subtended with the animal’s
head during movement in each successful trial (n = 10,
23, 26, 29 and 30/32 trials for Days 1–5, respectively, see
Section 3.1 and Judd & Collett, 1998). From this resulting
information, five distinct cue-related searching strategies
emerged; cue stability, turning, scanning, approach and
movement away from cues. The first behaviour, referred
to as ‘‘stability’’, is characterised by animal movements in
a definite direction over a minimum period of 1 s (five
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D.R. Harvey et al. / Neurobiology of Learning and Memory 89 (2008) 462–479 467consecutive data points, each data point is 0.2 s), where the
cue(s) position is maintained at a constant angle (<±20) to
the animals head, while moving towards a cue. (This ‘‘sta-
bility’’ behaviour is comparable to the ‘‘pivoting’’ action
reported in the wood ant (Formica rufa) when approachinga landmark (Judd & Collett, 1998)). The second behaviour
(i.e. ‘‘approach’’) is observed when the position of the cue
in relation to the animal’s head becomes increasingly/
decreasingly centralised (<±20) at a constant rate,
through movements in a specified direction towards a
468 D.R. Harvey et al. / Neurobiology of Learning and Memory 89 (2008) 462–479cue. Although both stability and approach behaviours are
outlined independently, they often are detected together
and can be treated as one (see Fig. 3a, first panel) due to
both moving positively in the direction of a cue. The third
behaviour is typified by a turn. For this behaviour, the ani-
mal moves in one distinct direction, with a cue centralised
and/or stable, followed by a change in orientation signified
by movement in a second distinct direction, with a second
cue becoming stable and/or centralised in relation to the
animals head (Fig. 3a, second panel). The fourth distin-
guishable behaviour sees the animal moving away fromL L L R R 
100 
80 
60 
40 
20 
0 100 0 -100 
Day 1 
Degrees 
150 
120 
90 
60 
30 
0 
100 0 -100 
Day 2 
Degrees 
200
150
100
50
0
-100
Da
Deg
Ti
m
e 
 (2
 x 
10
¯¹s
ec
.) 
A
ng
ul
ar
 p
os
iti
on
 o
f c
ue
s (
de
g.)
 
Fig. 3. (a) The position of cues relative to the animal’s head during three su
throughout. Schematic diagrams (inset) illustrate the animal’s position in the wa
approach behaviour leading into stability behaviour towards the red cue. (sec
behaviours in the direction of the blue and red cues, respectively. (third panel
schematics of the animals swim). (b) A successful trial, demonstrating the anim
red and green, respectively). Animal swim track (first panel), with the angular
panel). The most central cue in the visual field (0, minimum period 1 s) used
position of all cues relative to the animals head during approach and stabilitythe visual cues, thereby increasingly/decreasingly decentral-
ising the cue(s) position. The final behaviour, referred to as
‘‘scanning’’, is illustrated by animal movements in a more
general direction, while maintaining a centralised cue(s)
angle from the animal’s head, yet the cue position is not
‘‘stable’’ but rather meanders up and down in a constant
manner (<±50) around this core angle, during a minimum
period of 1 s (Fig. 3a, third panel). A similar scanning
behaviour has been previously outlined in bees and Cerce-
ris wasps upon leaving and returning to a goal (Zeil, Kel-
ber, & Voss, 1996).R L L R 
120 
100 
80 
80 
60 
40 
20 
0 
1000-100
Day 5 
Degrees 
100 0
y 3 
rees 
100
60
40
20
0 
100 0-100 
Day 4 
Degrees R 
ccessful trials, demonstrating the momentary behavioural strategies used
ter maze relative to the cues during each respective trial. (first panel) Initial
ond panel) A turning episode between a series of approach and stability
) Scanning behaviour in the direction of the blue cue (see insets above for
al’s momentary behavioural strategies (cues 1, 2 and 3 colour-coded blue,
position of all cues relative to the head during this successful trial (second
momentarily throughout the trial (third panel). (c) Histograms showing the
behaviour, across days.
D.R. Harvey et al. / Neurobiology of Learning and Memory 89 (2008) 462–479 4693.2.3. Using the cue-based strategies egocentrically and
allocentrically to find the hidden platform
Although no pattern of strategies is replicated within or
between animals, by employing these behaviours indepen-
dently or in combination an animal can effectively locate
the hidden platform. Fig. 3b outlines an example of a suc-
cessful trial. Fig. 3b (first panel) shows the actual track of
the animal in the maze, with Fig. 3b (second panel) demon-
strating the changes in angular position that each of the
cues make with the animals head during the successful trial.
Taking the cue most central in the animal’s visual field
(0), at any time we can break any trial into one or more
of the above-mentioned strategies (Fig. 3b, third panel). In
the example provided, the animal initially scans towards
cue 1 (red), followed by a turn and movement in the direc-
tion of cue 3 (green), before turning and scanning again
towards cue 1 (red). From this analysis, animals seem to
head directly towards the cues, either turning towards a
cue and keeping it stable on the retina for a while, or they
move towards a cue in a scanning motion. If animals tend
generally to move towards the cues, by measuring the
angular position of each cue on the animal’s head during
approach and stability we should expect a frequency distri-
bution of angles concentrated around zero for all successful
trials. Fig. 3c confirms this to be so, with similar results
found for each individual cue across days (data not
shown).
Heading directly towards the cues using an ‘‘egocentric-
guiding’’ strategy is useful but might not always guarantee
a successful outcome because the platform is located at a
distal point from the cues. This strategy is viable when ani-
mals move along a route that links both platform and cue.
The animal must gain some complementary information in
order to discern the exact location of the platform in rela-
tion to the overall configuration of cues, as opposed to a
wider general vicinity provided by cue approach alone.
‘‘Scanning’’ behaviour could potentially provide this sup-
plementary information, while still approaching a cue. It
may also give the animal more familiarity with the environ-
ment (Zeil et al., 1996) as well as an increased probability in
finding the hidden target, due to the wider surface area and
views covered compared to ‘‘stability’’ searching. This
‘‘scanning’’ behaviour initially emerged on Day 2, by which
time the animals would have awareness of the platforms
existence, in addition to a rudimentary knowledge of the
cue layout from the previous encountered trials and plat-
form intervals. Only four episodes of scanning were
recorded initially but this figure increased, with 6 noted
on Day 3, 12 on Day 4 and 8 on Day 5 (see Fig. 4a for a
spatial distribution of scanning incidents). Furthermore,
the mean arc viewed on each scanning episode increased
over training (F(3,26) = 3.129, p < .05, Fig. 4b). However,
scanning behaviour is not witnessed consistently in all ani-
mals for each day and the mean number of scanning occur-
rences remained low and relatively unchanged across the
acquisition period (0.125 ± 0.047, 0.218 ± 0.08,
0.375 ± 0.16 and 0.25 ± 0.09 for Days 2, 3, 4 and 5, respec-tively, ANOVA: F(3,28) = 0.935, p > .05). Consequently
scanning does not appear to be the main strategy employed
to get to the platform with most efficiency.
The behaviour that readily demonstrates animals can
infer the platform’s position relative to the cues (allocentri-
cally) is the turning strategy. Here, an animal heads
towards a cue but readjusts its position and approaches
another until the platform is found. Turning, unlike the
other observed behaviours, was identified in all animals
throughout training (Each animal makes 5 or more turns
daily on Days 2, 3, 4 and 5. It is only on Day 1 of training
that 2 of the animals do not show evidence of turning (Rats
7 and 8)). Fig. 4c plots the spatial distribution of each of
these turns for each training day. With training, more turns
are made overall (F(4,14) = 9.459, p < .001), with turns
generally located at the pool edge (‘Far-zone’ see Section
3.1; F(2,14) = 23.331, p < .001; Fig. 4c and d). However,
Fig. 4d also demonstrates that with training the mean num-
ber of edge turns decreases (from Day 2 to 5) while simul-
taneously there are increases in middle and/or near zones
turns. The mean number of ‘far’ turns was significantly
higher than either ‘middle’ (t(7) = 3.99, p < .05) or ‘near’
turns (t(7) = 3.685, p < .05) on Day 2, with a similar
effect for Day 3 (Middle; t(7) = 5.005, p < .01; Near;
t(7) = 6.523, p < .01). This effect is gone for Days 4 and
5 (Fig. 4d), suggesting that, with training, animals find
the platform effectively due to rising reorientation attempts
closer to the platform. In addition, the turns for each cue
are concentrated in precise regions of the pool (Fig. 4c
and e). Distributions of turns towards cue 1 (blue) concen-
trate consistently SE of the platform (Rayleigh p < .01 for
Days 1–5, Fig. 4e), with no significant difference in mean
location on Day 1 (47.4 ± 23.25) compared to Day 5
(48.73 ± 14.06, Watson–Williams F-test, F(1,43) = 0.003,
p > .05). Distributions of turns towards cue 2 (red) also
remained constant over training (mainly S of the platform;
Rayleigh p < .001, for each day, Fig. 4e), with no signifi-
cant difference between the mean turning distribution on
Day 1 (310.21 ± 13.96) compared to Day 5
(336.66 ± 7.76; F(1,36) = 3.25, p > .05). Turns for cue 3
(green) also demonstrated a preferred direction (mainly
NW; Rayleigh p < .001 for each day, Fig. 4e), with a signif-
icant change in the mean location of these turns from Day
1 (214.51 ± 17.69) to Day 5 (316.01 ± 14.6;
F(1,60) = 15.64, p < .001). This change may reflect the lar-
ger surface area occupied by this cue (large white card-
board sheet, compared to the two lights of cues 1 and 2)
and the contrast of its edges with the black background.
With training, the observed increases in turns particularly
near the platform coupled to their consistent distribution
allow animals to find the platform by combining egocentric
guidance with allocentric inferences.
4. Experiment 3
Our findings thus far demonstrate the requirement of
distal visual cues in overall acquisition of the MWM task.
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470 D.R. Harvey et al. / Neurobiology of Learning and Memory 89 (2008) 462–479Additionally animals incorporate these cues into their over-
all searching using several identified swimming strategies.
At the same time, assessments of platform behaviour in-
between trials also indicate that animals gain valuable
information during this interval. In experiment 3, we inves-tigate the relative contribution the locomotion phase and
platform interval offer to overall establishment of cue
relations. Specifically, we ask whether exposure to distal
visual cues during locomotion is sufficient for MWM
acquisition.
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4.1.1. Animals
Male Wistar rats (n = 60; Biomedical Unit, University
College Dublin), approximately 3 months of age, weighing
250–300 g, at start of experimentation, served as subjects in
this study and were housed in conditions similar to those
reported in experiment 1.4.1.2. Apparatus
The hidden platform version of the MWM task was
again used in this experiment. The three distal visual cues
and submerged escape platform (centre of the NE quad-
rant) remained fixed in the same position throughout
experimentation. A red LED light, powered by an attached
water resistant battery, was used to track the movements of
subjects in the water maze during darken conditions (Com-
mins, Gemmell, Anderson, Gigg, & O’Mara, 1999; Liu,
Turner, & Bures, 1994; Moghaddam & Bures, 1996). For
this, sticky backed Velcro was attached to the fur of the
animals back, just below the neck. A thin elastic band
was then placed over the subject’s head and front paws
and positioned over the Velcro. The reverse piece of Velcro
was attached to the battery. The LED light, with the
attached battery was then securely mounted onto the Vel-
cro on the subjects back.4.1.3. Procedure
All animals (n = 60) received four trials per day, for four
consecutive days in the MWM task. These were divided
into four groups. The first group (ON/ON, n = 15) had
lights on during the locomotion phase in the pool, as well
as when on the hidden escape platform (i.e. platform inter-
val). The locomotion phase commenced when the animal
was placed into the pool and finished when the platform
was located. The platform interval started once the animal
located the actual platform and was completed 15 s later.
Therefore, the ON/ON group had access to the distal
visual cues, throughout the entire acquisition trial. The0
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Day 4.second group (ON/OFF group, n = 15), had lights on dur-
ing the locomotion phase only. Once the hidden escape
platform was found all lights were turned off. The third
group, (OFF/ON, n = 15), had no lights on during the
locomotion phase. However, once they reached the hidden
escape platform, the experimenter turned on the lights.
Group 4 (OFF/OFF, n = 15), completed the entire acquisi-
tion trial in total darkness.
As the lights were extinguished in the MWM during the
locomotion phase for two of the experimental groups
(OFF/ON and OFF/OFF groups), to monitor tracking a
lightweight LED light was attached to their backs via an
elastic band during acquisition (see Moghaddam & Bures,
1996). The remaining ON/ON and ON/OFF groups had a
similar elastic band in order to control for any potential
differences this band might cause in the animals perfor-
mance. All animal movements were again captured using
the EthoVision tracking program providing daily escape
latencies, total distances travelled, and mean velocities.4.1.4. Statistics
Several repeated-measures ANOVAs with appropriate
post-hoc tests (Tukey) were conducted. Where required
independent t-tests were calculated. A star-based system
representing p-values of * < .05, ** < .01, *** < .001,
respectively, was used throughout.4.2. Results
4.2.1. Exposure to distal visual cues during locomotion is
sufficient for Morris water maze acquisition
Fig. 5 demonstrates the overall escape latencies for each
group across all days. A 4 · 4 mixed factorial ANOVA
revealed an overall main effect for experimental day
(F(3,141) = 16.87, p < .001) and main effect for group
(F(3,47) = 27.67, p < .001). Subsequent post-hoc tests
(Tukey, p < .05) showed the ON/ON group (26.31 ±
1.41 s) was significantly faster than the OFF/ON
(50.28 ± 1.19 s; p < .001) and OFF/OFF groups (48.19 ±Day 4
ON/ON ON/OFF
OFF/ON OFF/OFF 
and OFF/OFF groups with (b) Matlab density plots of search activity on
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1.41 s) was also faster than the OFF/ON (p < .001) and
OFF/OFF (p < .001) groups overall. A main interaction
effect was also found between the experimental day and
group (F(9,141) = 5.664, p < .001).
These results suggest that although exposure to cues on
the platform is important for directing navigation (particu-
larly on the subsequent trial, see experiment 2), this period
alone is insufficient to learn the platform’s location. Con-
versely, exposure of cues during locomotion in a trial how-
ever is sufficient for animals to acquire the task and to form
cue-platform associations.
5. Experiment 4
As stated in Section 1 one key brain structure implicated
in spatial navigation, learning and memory is the hippo-
campal formation (Morris et al., 1982). To determine
whether the behavioural changes that we observed as the
animals learn cue-platform associations (experiment 2)
are reflected in underlying molecular changes within the
hippocampus we decided to monitor Brain-Derived Neuro-
trophic Factor (BDNF) expression in both the acquisition
and retention of the MWM. This molecular marker was
chosen because BDNF is well known to be involved in sig-
nalling during or soon after learning (Bekinschtein et al.,
2007), it also has the highest expression (of the whole
brain) in the hippocampal formation (Yamada et al.,
2002) and has been implicated in contextual (Hall et al.,
2000) and spatial memories (Mizuno, Yamada, Olariu,
Nawa, & Nabeshima, 2000).
5.1. Methods
5.1.1. Animals
Male Wistar rats approximately 3 months of age, weigh-
ing 250–300 g, at start of experimentation, served as sub-
jects in this study and were housed in conditions similar
to those reported above.
5.1.2. Apparatus and procedure
All animals were trained in the MWM task as reported
in experiment 1. To examine changes in BDNF expression
with acquisition five separate groups were used (n = 5/
group), Group 1 was trained for 1 day (4 trials), Group 2
for 2 days (4 trials/day), Groups 3, 4 and 5 for 3, 4 and 5
days, respectively. After each experiment, the animals were
sacrificed, decapitated quickly and the brain was removed.
The hippocampus and EC were dissected out according to
standard methods (Gooney & Lynch, 2001; Gooney, Shaw,
Kelly, O’Mara, & Lynch, 2002) and chopped and stored
(70) pending subsequent biochemical analysis. Concen-
trations of BDNF were determined using ELISA. In order
to disassociate BDNF involvement in physically swimming
the MWM to it’s involvement in learning the platform’s
location, we also allowed three groups of rats to swim
(without a platform) for 1, 3 or 5 days (n = 4/group) forequivalent time-matched trials based on the mean for those
trained with a platform for 1, 3 or 5 days (see above). The
hippocampus and EC were also dissected from each of
these groups.
To examine changes in hippocampal BDNF expression
with MWM retention five separate groups were again used
(n = 4/group). Group 1 was trained for 1 day (4 trials),
given a 7 day rest followed by a retention probe task, sim-
ilarly Groups 2, 3, 4 and 5 were trained for 2, 3, 4 and 5
days, respectively (4 trials/day), with each group also given
a weeks rest followed by the retention probe task. Reten-
tion was assessed by removing the platform and allowing
animals to swim for 60 s. The mean percentage time in
the ‘platform area’ was calculated (see Fig. 7a, inset and
experiment 1). Following the retention test for animals that
had received 1, 3 and 5 days training the hippocampus was
removed for BDNF analysis. Again to control for physi-
cally swimming in the pool BDNF was also analysed in
matched control animals (n = 4/group).
Finally, to control for whether returning to the testing
environment and completion of the retention probe task
may somehow ‘boost’ BDNF expression. Animals (n = 8)
were trained for 5 days with a subsequent 7-day rest fol-
lowed by immediate examination of hippocampal BDNF
expression (without retention probe task). This was
matched by an equivalent group (n = 3) that was allowed
to swim in the pool for 5 days (without the platform and
with timing matched to those trained for 5 days), followed
by a week’s rest and immediate examination of hippocam-
pal BDNF expression (again without retention probe task).
5.1.3. ELISA analysis of BDNF expression
The expression of BDNF in the hippocampal formation
was measured via a BDNF Emax ImmunoAssay System
(Promega, UK). Hippocampal and EC samples were
homogenised on ice, in ice-cold Krebs solution 50 times.
Protein was assessed and samples diluted with Krebs solu-
tion to give equal protein concentrations, and stored at
20 C. Ninety-six-well plates were coated with 100 ll
anti-BDNF monoclonal antibody diluted (1:1000) in car-
bonate coating buffer (0.025 M sodium-bicarbonate,
0.025 M sodium carbonate, pH 9.7). Plates were covered
and incubated overnight at 4 C. On day two, plates were
washed once in Tris–HCl wash buffer (20 mM Tris–HCl
(pH 7.6); 150 mM NaCl; 0.05% Tween v/v) to remove
excess antibody. They were then blocked for non-specific
binding for 1 h at room temperature. Post-blocking, plates
were washed once before 100 ll samples of hippocampal
tissue or BDNF standards were added to the wells. Plates
were then covered and incubated for 2 h at room tempera-
ture. Aliquots (100 ll) of anti-human BDNF pAb (diluted
1:500) were added to the wells, plates were incubated for
2 h at room temperature and washed 5 times. Aliquots
(100 ll) of anti-immunoglobulin Y horseradish peroxidase
(1:2000 dilution) were added to the wells and incubated for
1 h at room temperature. Post-incubation, plates were
washed 5· and 100 ll of the enzyme substrate (room tem-
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incubated for approximately 15 min until a blue colour
formed in the wells. The reaction was stopped by the addi-
tion of 100 ll of 1 M hydrochloric acid to the wells. Plates
were read at 450 nm in a 96-well plate reader, and BDNF
concentrations were estimated for the standard curve. All
data are expressed as mean BDNF (pg/0.1 mg total
protein).
5.2. Results
5.2.1. Increase in hippocampal and EC BDNF expression
parallels water maze acquisition
Animals were trained in theMWM for 1, 2, 3, 4 or 5 days
(n = 5/group, see Fig. 6a). A 5 · 2 mixed factorial ANOVA
was used to investigate the expression ofBDNF in the hippo-
campus and entorhinal cortex following this training
(Fig. 6b). A main effect for brain area was found
(F(1,20) = 286.89, p < .001). An interaction effect between
brain area and days was also returned (F(4,20) = 14.659,
p < .001). Individual t-tests showed the expression of BDNF
in both these areas were significantly different on all days (1
Day, t(8) = 10.94, p < .001; 2 Days, t(8) = 7.07, p < .001; 3
Days, t(8) = 16.549, p < .001; 4 Days, t(8) = 13.8, p < .001;
5 Days, t(8) = 5.594, p < .001) with higher levels found in
the hippocampus compared to the entorhinal cortex on each
respective day. A main effect for day was also shown overall
(F(4,20) = 27.75, p < .001) with post-hoc tests showing 5
Days to be significantly different to all other days
(p < .001). A further one-way ANOVA found a significant
training dependent increase in the levels of BDNF in the hip-
pocampus (F(4,20) = 11.09, p < .001, black bars). Similarly
a one-way ANOVA also showed a significant increase in the
levels of BDNF in the entorhinal cortex with increased train-
ing (F(4,20) = 11.12, p < .001, white bars).
In order to disassociate BDNF involvement in physi-
cally swimming the MWM to it’s involvement in learning
the platform’s location, we allowed three groups of rats
to swim (without a platform) for 1, 3 or 5 days (n = 4/
group) for equivalent time-matched trials based on the
mean for those trained with a platform for 1, 3 or 5 days.
We found a small but non-significant increase in both hip-
pocampal BDNF expression (12.5 ± 1.4, 13.1 ± 0.7,
17.87 ± 2.1 pg/0.1 mg total protein for 1, 3 and 5 days
training respectively (F(2,12) = 2.605, p > .05, Fig. 6c,
black bars) and EC BDNF expression (2.8 ± 0.5,
3.5 ± 0.7 and 5.85 ± 1 pg/0.1 mg total protein for the same
three groups, F(2,9) = 4.23, p > .05, Fig. 6c, white bars). A
3 · 2 mixed factorial ANOVA demonstrated a main effect
for brain area (F(1,9) = 67.665, p < .001). Further individ-
ual t-tests on each day showed differences between the
brain areas (1 Day, t(6) = 6.363, p < .001; 3 Days,
t(6) = 9.694, p < .001; 5 Days, t(6) = 4.059, p < .001)
with higher levels indicated in the hippocampal formation
on each of these days. A main effect for day was also found
overall (F(2,9) = 22.817, p < .001) where post-hoc tests
showed the levels of BDNF following 5 Days swimmingwas significantly higher than that of 1 Day (p < .001) and
3 Days (p < .001) of swimming. Importantly, comparisons
of hippocampal BDNF expression in trained animals were
significantly greater (F(1,12) = 34.823, p < .001) than these
matched control groups suggesting that BDNF correlates
with learning rather than simply swimming in the pool.
There was no such difference between EC BDNF expres-
sion in the trained animals compared to the match control
group. A 2 · 3 mixed factorial ANOVA confirmed that nei-
ther a main effect for group was found (F(1,9) = 0.092,
p > .05) nor an interaction effect (F(2,9) = 0.348, p > .05).
A main effect for training duration was shown however
(F(2,9) = 11.4, p < .01) with 5 Days significantly different
to 1 Day (p < .01) and 3 Days (p < .05).
5.2.2. Learning-related changes in hippocampal BDNF are
long lasting
To examine whether hippocampal BDNF remains
expressed over the long-term following acquisition of the
water maze task, we trained animals for 1, 2, 3, 4 or 5 days
(n = 4/group) and allowed each group seven days rest
before a single retention probe trial. As expected, retention
of the platform’s location (mean percentage time swimming
in ‘platform area’ see Fig. 7a, inset) increased with the
amount of training given (grey, squares; F(4,31) = 5.185,
p < .01, Fig. 7a). Hippocampal BDNF expression was
examined immediately following the retention trial in the
groups that had received 1, 3 or 5 days training. Fig. 7a
(black bars) demonstrate that BDNF expression in the hip-
pocampus increased in line with the amount of training
received (F(2,9) = 24.7, p < .001). We then compared
BDNF expression immediately after training (see above)
to the matched trained groups given rest and a retention
trial but found no significant difference between the condi-
tions (F(1,24) = 0.592, p > .05), suggesting that once
expressed BDNF remains relatively increased for at least
a week. We also examined whether returning to the testing
environment and completion of the retention probe task
may somehow ‘boost’ BDNF expression (Fig. 7b). Animals
(n = 8) were trained for 5 days with a subsequent 7 day rest
followed by immediate examination of hippocampal BDNF
expression (without retention) and found a 21 ± 0.6 pg/
0.1 mg total protein expression of BDNF (significantly
decreased in comparison to those with the additional probe
trial, 34 ± 1.9 pg/0.1 mg total protein, t(10) = 8.03,
p < .01). This ‘boost’ in hippocampal BDNF was also
observed in control animals (n = 7), that had been allowed
to swim for 5 days (without a platform) followed by 7 days
rest and returned to the test environment. Hippocampal
BDNF expression in this group (33.1 ± 1.7 pg/0.1 mg total
protein) was significantly higher than controls (n = 3) that
had not returned to the testing environment
(12.57 ± 0.7 pg/0.1 mg total protein, t(8) = 6.83, p < .01,
Fig. 7b). Taken together these results would indicate that
hippocampal BDNF increases with spatial training but
may decrease in a time-dependent fashion until subse-
quently boosted by reactivated memory traces.
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We suggested in Section 1 that spatial navigation is a
dynamic process and that representations are not formed
instantaneously in a particular place or time. This idea is
confirmed by our analysis of platform behaviour. Prevent-
ing cue access while on the platform seemed to have little
effect on overall acquisition of the task, when compared
to that of animals with unrestricted cue access during the
entire task. However, when cues were unavailable during
the locomotion phase of the task greater disruptions in
overall acquisition emerged (experiment 3). These findings
would initially suggest that similar to previous research,
cue associations with the platform’s position are primarily
established during in-trial locomotion (Chapillon, 1999;Devan et al., 1992) and not while on the hidden escape
platform (Keith & Mc Vety, 1988). Alone this result might
imply that time on the platform is not required for the for-
mation of spatial relations; however the results of our
head-direction platform analysis (experiment 2) show that
the mean direction of where an animal looks when on the
platform seem to predict their initial heading direction in
their subsequent trial, therefore time spent on the platform
may contribute somewhat to the overall formation of spa-
tial relations. Not only were animals looking around while
on the platform, but additionally their gaze was directed
towards the cues on several occasions. Importantly, during
the early training days, strong correlations were revealed
between the mean direction faced while on the platform
and the initial heading direction taken in the pool on the
476 D.R. Harvey et al. / Neurobiology of Learning and Memory 89 (2008) 462–479following swim trial, strongly suggesting that animals were
using a view-matching strategy. While it is accepted that on
the early days of training most animals did not ‘head’ in a
particular direction but rather stayed at the side of the pool
swimming in a thigmotactic-like fashion, further analysis
revealed that the direction in which the animals looked
when sitting on the platform also strongly correlated with
the mean location of pool-side searching on the subsequent
trial. We would predict modelling animal movements at the
pool-side (similar to those conducted by Jeanson et al.
(2003) in the cockroach (Blattella germanica)) should reveal
a non-random pattern of searching during thigmotactic
swimming. As training progresses, however, the strength
of both sets of correlations show a decrease, signifying that
information provided on the platform has a diminishing
influence on subsequent searching behaviour, with animals
changing from simple view-matching supported by an ego-
centric-guiding strategy to a more efficient means of escape.
It would appear that during locomotion animals have
the ability to assimilate the distal visual cues into their
searching of the pool in several ways to form cue-related
representations. This is confirmed by the observed use of
at least five swimming strategies. Firstly, animals tended
to move towards and approach directly the path of a distal
cue, and then move along this path for a period of time
while holding the cue centrally in their field of vision. This
strategy is also often used by other species (e.g. wood ant
(Formica rufa; Judd & Collett, 1998) blowflies (Phaenicia
sericata; Campbell, 2001). Judd and Collett (1998), for
example, report that when ants approach an object initially
they hold the image of this object steady for a period of
time on their retina; subsequently when ants revisit the
object, they seem to be guided towards the object by
matching the current image that forms on the retina to
those initial preferred retinal positions. We suggest that
animals in the water maze may do something similar; cer-
tainly it seems that animals approach a cue and hold this
cue for a period of time on their retina. However, as ani-
mals are placed into the pool at different locations on sub-
sequent trials we cannot state with certainty that they try to
match the current image to those previously remembered.
That notwithstanding, we would suggest that by employing
this strategy the animals at least gain valuable information
on the pool layout and the positions of the cues. As the hid-
den platform is not located at the landmarks themselves
but rather at a distance from them, it is imperative that
their cue information is expanded so as to identify where
the hidden target is positioned distal to these cues. There-
fore, other behaviours which allow for more varied cue
interaction are required.
Scanning movement, for example, sees animals move in
a constant ambling manner, while still heading in a general
unified direction with a cue/s centralised relative to the
head. A similar form of egocentric movement is often
reported in wasps (Cerceris rybyensis; Jeanson et al.,
2003), where it may also act as a method of landmark sam-
pling. We would also suggest that this strategy could beused in an attempt to cover a larger surface area of the pool
when searching for the platform, by comparison to
approach and stability behaviours, therefore increasing
the likelihood of finding the platform. This behaviour,
however, was not seen consistently in all animals across
days, with a relatively low rate of occurrence throughout
acquisition. Further, animals also moved away from the
cues and headed towards the pool edge; however the fre-
quency of this behaviour decreased with training, thereby
suggesting a maladaptive strategy. As such, by Day 4 or
5 of training animals may have an increased awareness of
the importance of the cues or they may simply have an
increased overall knowledge of the pool itself. Further-
more, episodes of movement away may also operate as a
corrective strategy, in the desert ant (Cataglyphis bicolour)
and (Cataglyphis fortis), for example, this behaviour is seen
as an active attempt to rectify the discrepancy in their posi-
tion relative to their earlier stored memory of the landmark
(Collett, Dillmann, Giger, & Wehner, 1992).
It is with the final strategy of ‘‘turning’’ that the use of
an allocentric style of navigation appears to be confirmed,
particularly in the final days of training. By definition, this
strategy represents the use of the distal cues for reorienta-
tions during navigation, where animals must ‘stop’ and ver-
ify their position based on their knowledge of the cues
spatial relations, and then reorientates on this basis. Not
only was turning presented by all animals across each
acquisition day with an increase in its frequency seen over-
all, but the location of turns was also shown to shift in the
maze, with a significant decrease in their mean distance rel-
ative to the hidden target. We suggest that this highlights
the animals increased knowledge of the arena and ability
to infer the platform’s position using the distal cues. The
emergence of this style of navigation in the form of turning
behaviour was seen as early as Day 1, but with an increase
in its frequency and continual refining of its spatial location
shown as training progressed. Indeed, by the final days of
training, this strategy was obvious in all animals. Simulta-
neously, animals also showed evidence of the use of ego-
centric guidance during their searching of the pool. In a
single trial, animals may use an approach and stability
strategy, then make a turn followed by another cue guiding
strategy (approach and stability or scanning). Therefore
animals may actively employ and combine both egocen-
tric-guiding strategies and allocentric inferring strategies
in the one trial. While egocentric styles of guidance also
emerged on Day 1 and showed some persistence through-
out acquisition, their frequency decreased, particularly fol-
lowing Day 3, suggesting this style of navigation was not as
dominant as the allocentric alternative. While, previous
suggestions have speculated that animals only use one of
these strategies singly to successfully locate the platform
(e.g. Begega et al., 2001), few have commented on the
amalgamation of both within a trial.
Initially we had decided to investigate BDNF as a
molecular marker of hippocampal activity, mainly due to
its rapid expression in this region soon after learning (Miz-
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however, is a clearer understanding of the role that the hip-
pocampal formation may play in spatial navigation, and
also the general importance of BDNF in both spatial learn-
ing and retention. We demonstrate a significant increase in
the expression of BDNF in the hippocampus and entorhi-
nal cortex as training advanced complimenting previous
findings by Kesslak et al. (1998) who reported similar
increases in hippocampal BDNF following 3 and 6 days
of training in the water maze. Although there is strong evi-
dence that exercise can causes increases in BDNF in the
brain (Neeper, Gomez-Pinilla, Choi, & Cotman, 1996),
we found increases in hippocampal BDNF that were signif-
icantly higher in spatially trained animals compared to
those that were not, even though they were exposed to sim-
ilar testing environment and conditions. This would sug-
gest that, although motor movements may increase
BDNF expression, spatial learning enhances hippocampal
BDNF further.
Analyses of BDNF concentrations reveal molecular
changes in the hippocampal region that, we believe, parallel
the observed alternations in the animal’s learning behav-
iour during acquisition. While hippocampal BDNF is
expressed on Day 1, its expression increases in a non-linear
fashion by Day 5 (somewhat similar to that reported by
Kesslak et al., 1998). Many of the behavioural repertoires
of the animals change over training and the changes in hip-
pocampal BDNF expression may reflect any of these. So
without lesioning the hippocampus and conducting in-
depth behavioural analysis as described in this article we
cannot say for definite how this structure contributes to
the way animals solve the MWM task. Although the hippo-
campus has been shown to be involved in spatial learning
generally with evidence that this structure is required for
path integration and dead-reckoning (Whishaw, Hines, &
Wallace, 2001) and the formation of allocentric relations
in humans (King, Burgess, Hartley, Vargha-Khadem, &
O’Keefe, 2002) and animals (Lavenex, Amaral, & Lavenex,
2006), we speculate that it is the increase in allocentric
inferring abilities that occurs later in the learning period
that may be reflected in the observed gradual hippocampal
BDNF change. If the hippocampus becomes increasingly
active later during the acquisition phase, then this may
explain why many authors fail to observe spatial learning
deficits despite showing impairments in hippocampal
long-term potentiation (LTP; a biologically realistic model
for learning and memory, Bliss & Lomo, 1973). Tyler et al.
(2002) for example, suggest that either spatial learning does
not require CA1 LTP or the timing of hippocampal LTP
may be a critical for spatial learning to occur. We would
agree with the second idea, and suggest that in the water
maze task hippocampal LTP may occur later during acqui-
sition. Although it is often reported that BDNF plays an
important role in the acquisition of hippocampal-depen-
dent behavioural tasks (Mizuno et al., 2000; Yamada
et al., 2002), when also examined over a longer time scale
(as done in the current study), BDNF levels seem to remainelevated, suggesting this neurotrophin may also play an
important role in long-term spatial memory retention. This
finding would support previous work suggesting that
BDNF may be important for the maintenance phase of
LTP (Korte, Kang, Bonhoeffer, & Schuman, 1998) and
may also be necessary for many structural changes at the
cellular level. Infusion of BDNF into the dentate gyrus,
for example, induces a slow-developing long-lasting poten-
tiation (Messaoudi, Bardsen, Srebro, & Bramham, 1998),
while structurally BDNF has also been shown to enhance
dendritic growth and branching (McAllister, Lo, & Katz,
1995). In addition, there is increasing evidence that BDNF
can be recycled by hippocampal neurons and this BDNF-
induced BDNF release loop has been strongly implicated
in LTP maintenance (Bramham & Messaoudi, 2005; Santi
et al., 2006). It is therefore also possible that the long-last-
ing enhanced BDNF expression that we have observed in
our long-term retention experiments may be a result of a
similar BDNF-induced BDNF release type mechanism.
Finally, we also found that concentrations of BDNF are
‘boosted’ by a return to the testing environment, perhaps
suggesting a priming of neurotrophic response again per-
haps by some neurotrophin-induced neurotrophin release
mechanism.
In conclusion, we believe, the present article provides
one of the first comprehensive accounts of how the popular
MWM task is accomplished behaviourally. Our findings
suggest that animals solve the task using distal cues via
an initial view-matching strategy that is supported by ego-
centric guidance. Through increased training, however, the
influence of the view-dependent strategy weakens while
simultaneously the egocentric-guiding strategy combines
with the animal’s greater ability to infer the hidden plat-
form’s location (via allocentric extrapolation). In addition
to this, we also reveal how the hippocampus may contrib-
ute to the formation of allocentric representations. As the
animal acquires the task, adjustments in behavioural strat-
egies towards a more allocentric-based strategy, are
reflected in increased expression of BDNF in the hippo-
campus and entorhinal cortex. These increases can be
directly attributed to spatial learning rather than exercise
or other motor influences. Finally, we reveal that hippo-
campal BDNF can remain increased for at least a week,
but can also be ‘boosted’ by a returning to the testing envi-
ronment and completion of a retention task, thereby sug-
gesting an additional role for BDNF in spatial learning
that has not been previously reported.
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