The approximate Carathéodory theorem states that given a polytope P, each point in P can be approximated within -accuracy in p-norm as the convex combination of O(pD 2 p / 2 ) vertices, where p 2 and Dp is the diameter of P in p-norm. A solution satisfying these properties can be built using probabilistic arguments [Barman, 2015] or by applying mirror descent to the dual problem [Mirrokni et al., 2017] . We revisit the approximate Carathéodory problem by solving the primal problem via the Frank-Wolfe algorithm, providing a simplified analysis and leading to an efficient practical method. Sublinear to linear sparsity bounds are derived naturally using existing convergence results of the Frank-Wolfe algorithm in different scenarios.
Introduction
Consider the space R n equipped with the p -norm for some p 1. Let V ⊂ R n be a compact set and denote by C := conv(V) its convex hull. Slightly abusing notation we will refer to any point in V as a vertex. Let x * ∈ C and suppose that we are interested in expressing x * as the convex combination of as few vertices as possible. Motivations for this may lie in, e.g., memory space, computation time, or model interpretability. Then Carathéodory's theorem [Carathéodory, 1907] states that this can be achieved with less than n + 1 vertices, and this bound is tight. However, in the case where we can afford an -approximation in p -norm, can we reduce it to just m points with m being significantly smaller than n + 1?
In this paper, we address the approximate Carathéodory problem, which aims at finding a convex combination of m < n + 1 vertices that is -close to x * in p -norm. For any point x ∈ C, let the sparsity of x be the minimum number of vertices necessary to form x as a convex combination. Hence, we aim at finding a point x ∈ C with high sparsity satisfying x − x * p . When p 2, the approximate Carathéodory theorem states that there exists a solution with sparsity O(pD 2 p / 2 ), where D p is the diameter of V in p -norm. This bound depends only on the norm chosen and the accuracy of the approximation and it is independent of the dimension n. This is particularly useful in high-dimensional spaces as it shows that we can obtain very sparse solutions. Recently, Barman [2015] provided interesting applications in game theory (Nash equilibria) and combinatorial optimization (k-densest subgraphs) for the approximate Carathéodory problem under the pnorm.
The approximate Carathéodory theorem can be proved using Maurey's lemma [Pisier, 1981] . A similar proof was presented in Barman [2015] , which consists in solving the exact Carathéodory problem and then reducing the number of vertices by sampling. They also provided a lower bound of Ω (D p / ) p/(p−1) on the sparsity result. Later on, Mirrokni et al. [2017] proposed a new proof of the approximate Carathéodory theorem, using only deterministic arguments and building the solution via mirror descent [Nemirovsky and Yudin, 1983] . This is particularly relevant as the method of Barman [2015] is expensive since solving the exact Carathéodory problem has complexity polynomial in n even when the vertices are known [Maalouf et al., 2019] 1 . Furthermore, Mirrokni et al. [2017] proved that when x * is in the (relative) interior of C, a solution can be found with sparsity O (pD 2 p /r 2 p ) ln(r p / ) , where r p > 0 denotes the radius of the (affine) ball centered at x * and contained in C. Finally, they improved the sparsity lower bound to Ω(pD 2 p / 2 ), thus establishing the optimality of the approximate Carathéodory theorem in the general setting. We briefly discuss in Section 5 however that their example of a simple lower bound Ω(1/ 2 ) using Hadamard matrices does not hold, and we correct it accordingly.
The approach of Mirrokni et al. [2017] consists of formulating the dual problem and solving it via mirror descent. Although they point out, following the work of Bach [2015] , that this yields the exact same set of vertices as if the Frank-Wolfe algorithm (FW) [Frank and Wolfe, 1956, Levitin and Polyak, 1966] was applied to the primal problem, we show in this paper that the analysis is actually much simpler when working directly on the primal problem. Furthermore, their method for the case x * ∈ relint(C) requires restarting mirror descent and some knowledge of the radius r p to be efficient. In contrast, we show that a direct application of FW yields the same sparsity bound, i.e., that FW is adaptive to this special case. Lastly, the FW approach reveals other sparsity bounds in different cases.
Outline. We introduce definitions in Section 2 and review some convergence analyses of the Frank-Wolfe algorithm in Section 3. Section 4 shows how this algorithm constitutes an intuitive method to solve the approximate Carathéodory problem and provides sparsity bounds in different scenarios. Proofs are relegated to the Appendix. We provide some computational experiments in Section 5.
Preliminaries
We work in the Euclidean space (R n , ·, · ) equipped with the dot product. Let · be a norm on R n . The p -norm is defined for any p 1 as
r} the open ball with center c ∈ R n and radius r > 0 with respect to · . For any set S ⊆ R n , we denote by int · (S) := {x ∈ S | ∃r > 0 : B · (x, r) ⊆ S} the interior of S with respect to · and relint · (S) := {x ∈ S | ∃r > 0 : B · (x, r) ∩ aff(S) ⊆ S} the relative interior of S with respect to · . For any closed and convex set S ⊆ R n , let proj · (·, S) : x ∈ R n → arg min y∈S x − y denote the projection onto S with respect to · . A set S is S-strongly convex with respect to · if S > 0 and for all x, y ∈ S, z ∈ R n satisfying z = 1, and γ ∈ [0, 1], it holds (1 − γ)x + γy + (1 − γ)γS y − x 2 z/2 ∈ S. For any function f :
The dual norm of · is · * : y ∈ R n → sup x 1 x, y .
Let f : R n → R be a differentiable function. We say that f is:
(ii) S-strongly convex with respect to · if S > 0 and for all x, y ∈ R n ,
Definition (iii) is often referred to as the Polyak-Łojasiewicz inequality [Polyak, 1963 [Polyak, , Łojasiewicz, 1963 ] and provides a higher granularity in convergence analyses [Karimi et al., 2016] . It is a local condition that subsumes strong convexity (Fact 2.1), and it can still offer linear convergence rates for non-strongly convex functions. See also the Kurdyka-Łojasiewicz inequality [Kurdyka, 1998 [Kurdyka, , Łojasiewicz, 1963 for a generalization to non-smooth optimization [Bolte et al., 2017] .
Fact 2.1. Let f : R n → R be S-strongly convex with respect to · . Then f is S/4-PL with respect to · .
Facts 2.2-2.5 establish some key properties on the squared p -norms, which will be at the core of our analyses of the approximate Carathéodory problem. Proofs can be found in Appendix A.1.
p may not be strongly convex with respect to · p if p > 2, however it is PL. Thus, the PL inequality plays a central role in our analyses, as we can formulate the approximate Carathéodory problem as the minimization of f : x ∈ R n → x − x * 2 p over C. Fact 2.5 shows that f is both smooth and PL with respect to · p when p 2. Then, solving this minimization problem via the Frank-Wolfe algorithm builds a natural convex combination of vertices approximating x * , as discussed in Section 4. Fact 2.5. Let p 2 and x * ∈ R n . Then f : x ∈ R n → x − x * 2 p is 2(p − 1)-smooth and 2-PL both with respect to · p .
The Frank-Wolfe algorithm
Notation. In this section, C is the convex hull of a nonempty compact set V ⊂ R n and f : C → R is a L-smooth convex function with respect to · . We denote by D := sup x,y∈V y − x the diameter of C with respect to · . The Frank-Wolfe algorithm (FW) [Frank and Wolfe, 1956] , also known as the conditional gradient algorithm [Levitin and Polyak, 1966] , is a projection-free first-order method that solves the following constrained convex optimization problem:
(1)
Note that C is compact and therefore the problem is well-defined. At each iteration, FW solves a linear minimization oracle v t ← arg min v∈V ∇f (x t ), v over V and takes a step in the direction v t −x t of the vertex, thus ensuring feasibility of the new iterate x t+1 ← x t +γ t (v t −x t ) ∈ C by convexity. Thus, in situations where projections are computationally expensive while linear minimizations over C can be achieved efficiently, methods such as projected gradient descent are intractable and FW can offer a significant speed-up. See, e.g., Hazan and Kale [2012] for some examples of such applications. FW is presented in Algorithm 1.
Starting from a vertex x 0 ∈ V, the iterates of FW are maintained explicitly as convex combinations of vertices, and x t is a convex combination of at most t + 1 vertices since only 1 vertex is added at each iteration. Therefore, the iterates of FW are inherently sparse, which is exactly of interest to the approximate Carathéodory problem. We refer the reader to Jaggi [2013] and the upcoming survey Carderera et al. [2019] for in-depth discussions.
The general sublinear convergence rate
The general convergence rate O(1/t) of FW is presented in Theorem 3.1 and a proof is available in Appendix A.2.1 for completeness. The rate cannot be improved in general [Jaggi, 2013 , Lan, 2013 .
Theorem 3.1. Consider FW (Algorithm 1) with step sizes γ t ← 2/(t + 2) or with line segment searches. Then for all t ∈ N\{0},
(2)
A faster sublinear convergence rate when f is PL and C is strongly convex
A linear convergence rate for FW over strongly convex sets was provided by Levitin and Polyak [1966] , assuming that the global minimizers of f are outside C (see Section 3.3.1). More recently, Garber and Hazan [2015] showed that without this assumption, FW still admits a faster convergence rate if f is PL. In this case, the rate can be improved from O(1/t) to O(1/t 2 ) (Theorem 3.2). Note that this result subsumes the case where f is strongly convex by Fact 2.1. Some examples of strongly convex sets are provided in Garber and Hazan [2015] .
Linear convergence rates
3.3.1 When C is strongly convex and C ∩ arg min R n f = ∅ When C is strongly convex and C ∩ arg min R n f = ∅, we have a first case where FW achieves a linear convergence rate [Levitin and Polyak, 1966] . Note that in comparison with Theorem 3.2, Theorem 3.3 does not require f to be PL. A proof is available in Appendix A.2.2 for completeness.
Theorem 3.3. Suppose that C is S-strongly convex with respect to · and that C ∩ arg min R n f = ∅. Then FW (Algorithm 1) with step sizes γ t ← min ∇f (xt),xt−vt L xt−vt 2 , 1 or with line segment searches satisfies for all t ∈ N,
When f is PL and arg min
We now consider the case where f is PL and arg min C f ⊂ relint · (C); without loss of generality, we can assume that C is full dimensional hence arg min C f ⊂ int · (C). In this setting, Theorem 3.4 establishes a linear convergence rate of FW as shown in Garber and Hazan [2015, Section 4.2] , who follow a similar argument to that of Guélat and Marcotte [1986] . Note that Theorem 3.4 subsumes the case where f is strongly convex by Fact 2.1. A proof is available in Appendix A.2.3 for completeness.
Theorem 3.4. Suppose that f is µ-PL with respect to · and that arg min C f ⊂ int · (C). Then there exists r > 0 such that FW (Algorithm 1) with step sizes γ t ← min ∇f (xt),xt−vt L xt−vt 2 , 1 or with line segment searches satisfies for all t ∈ N,
The approximate Carathéodory problem via FW
Notation. In this section, C ⊂ R n is the convex hull of a nonempty compact set V ⊂ R n . We aim at approximating a point x * ∈ C in p -norm where p 2. Let f : x ∈ R n → x − x * 2 p . By Fact 2.5, f is 2(p − 1)-smooth and 2-PL both with respect to · p . We denote by > 0 the desired approximation accuracy and D p := sup x,y∈V y − x p < 1 the diameter of C with respect to · p .
In view of Algorithm 1, it is natural to think of FW as an implementation of a solution to the approximate Carathéodory problem. Indeed, FW approximates a minimizer of f over C by sequentially picking up vertices and building a convex combination. Thus, by running FW on f until 2 -convergence is achieved, the final iterate x T satisfies x T − x * p and it is the convex combination of at most T + 1 vertices, since each iteration adds at most one new vertex. Hence, we can provide bounds on the sparsity of the solution based on the convergence analyses of FW. We study these in different cases. Proofs are relegated to Appendix A.3.
Remark 4.1. When running FW (Algorithm 1) on f , the linear minimization oracle (Line 2) is
Thus if V = {e 1 , . . . , e n } is the canonical basis, then it reduces to
General result
Corollary 4.2 follows from the convergence analysis in Theorem 3.1 and shows that FW produces a solution with the optimal O(pD 2 p / 2 ) number of vertices. Therefore, a simple solution to the approximate Carathéodory problem under the p -norm can be obtained by applying FW.
Corollary 4.2. By running FW (Algorithm 1) on f : x ∈ R n → x − x * 2 p with step sizes γ t ← 2/(t + 2) or with line segment searches, we explicitly obtain a point x ∈ C with sparsity at worse 4(p−1)D 2
Improved result when C is strongly convex
Following Theorem 3.2, in Corollary 4.3 we improve the sparsity bound when C is strongly convex. Corollary 4.3. Suppose that C is S p -strongly convex with respect to · p . Then by running FW (Algorithm 1)
Improved results when x * ∈ relint p (C)
In this section, we assume that x * ∈ relint p (C); without loss of generality, we can assume that V is full dimensional hence x * ∈ int p (C). We denote by r p > 0 a radius such that B p (x * , r p ) ⊂ C. In this situation, we show that sparsity bound can be improved to O(ln(1/ )).
Via FW
In Corollary 4.4, we provide a first solution based on the convergence analysis of Theorem 3.4.
Corollary 4.4.
Starting from x 0 ∈ V and running FW (Algorithm 1) on f : x ∈ R n → x − x * 2 p with step sizes γ t ← min ∇f (xt),xt−vt 2(p−1) xt−vt 2 , 1 or with line segment searches, we explicitly obtain a point x ∈ C with sparsity
Via restarts on FW
Here we present another solution. We apply the restart idea of Mirrokni et al. [2017] to FW. Let V := V − x * and C := conv(V ). Then B p (0, r p ) ⊂ C . Algorithm 2 provides a procedure to obtain a point x ∈ 2(1 − 1/2 T ) · C satisfying x p r p /2 T and that is the combination of O (pD 2 p /r 2 p ) · T points in V (Theorem 4.5). For (y, r) ∈ C × R + \{0}, we denote by FW(y, r) an instance of Algorithm 1 ran on x ∈ R n → x − y 2 p with step-sizes γ t := 2/(t + 2) or with line segment searches until r 2 -convergence is achieved.
Algorithm 2 Restarted Frank-Wolfe (RFW) Input: Number of iterations T ∈ N\{0}, radius r p > 0. Output: Point 
The approximate Carathéodory problem as a p -projection method
Finally, we consider the situation where we want to express the projection in p -norm of a point x * / ∈ C onto C as a sparse convex combination of the vertices. This problem has numerous applications and offers another method to compute the (approximate) projection of a point. In the case where C is strongly convex, based on Theorem 3.3 we can show that there exists a point with sparsity O(ln(1/ )) approximating the projection of x * onto C (Corollary 4.7). Naturally, we can also derive similar results for non-strongly convex sets by using the analyses of Section 3.
Corollary 4.7. Let x * ∈ R n \C and suppose that C is S p -strongly convex with respect to · p . Then by running FW (Algorithm 1) on f : x ∈ R n → x − x * 2 p with step sizes γ t ← min ∇f (xt),xt−vt 2(p−1) xt−vt 2 , 1 or with line segment searches, we explicitly obtain a point x ∈ C with sparsity O (p/ηS p ) ln(1/ ) satisfying
Summary of results
We summarize the results in Table 1 , where we list the sparsity bounds obtained by FW to achieve -accuracy in the approximate Carathéodory problem. We did not include the case x * / ∈ C as the convergence guarantee is not the same for p > 2. Note that the two bounds in the case x * ∈ relint p (C) are actually the same and that the RFW method of Mirrokni et al. [2017] assumes some knowledge of r p > 0 to be efficiently executed. Furthermore, it is not practical in cases where an approximation greater than r p is acceptable: it would return a solution with better approximation error but with worse sparsity.
Assumptions
Algorithm Sparsity bound Reference Table 1 : Sparsity bounds of FW methods to achieve -accuracy in the approximate Carathéodory problem under the p -norm. When applicable, S p > 0 is the strong convexity constant of C and r p > 0 is the radius of the affine ball centered on x * and contained in C.
The Fully-Corrective Frank-Wolfe algorithm
In this section, we mention that the Fully-Corrective Frank-Wolfe algorithm (FCFW) yields solutions with significantly higher sparsity, as expected, but a precise convergence rate and sparsity bound have yet to be derived. As presented in Algorithm 3, FCFW reoptimizes f at each iteration over the convex hull of all the selected vertices x 0 , v 0 , . . . , v t , leading to iterates with much higher sparsity than other methods in practice, since these reoptimizations avoid selecting redundant vertices in the future. It is a natural variant of FW (Algorithm 1), which only optimizes x t+1 along the segment [x t , v t ] of the current iterate to the newly selected vertex. We illustrate the superiority of FCFW over FW and the Away-Step Frank-Wolfe algorithm (AFW) [Wolfe, 1970] in Figures 1 and 2. Algorithm 3 Fully-Corrective Frank-Wolfe (FCFW) Input: Start vertex x 0 ∈ V, number of iterations T ∈ N\{0}. Output: Point x T ∈ C.
x t+1 ← arg min conv(St+1) f 6: end for
In Figure 1 , we generated 1000 random atoms in R 1000 and created x * as (i) a random convex combination of these atoms and (ii) as a random sparse convex combination of these atoms, i.e., we randomly selected 50 atoms and created x * as a convex combination of these atoms only. We plotted the sparsity of the iterates vs. the distance to x * in p -norm, where p = 4 was randomly chosen. We see that in both cases FCFW offers much higher sparsity, and it is all the more relevant on the sparse instance. In Figure 2 , we compared the performance of FCFW vs. the lower bound of Mirrokni et al. [2017, Section 5.1] . We generated a Hadamard matrix H n of dimension n = 64 and considered the convex hull of its normalized columns with respect to the p -norm, i.e., the columns of H n /n 1/p , where p 2. We set x * := (H n /n 1/p )1/n = e 1 /n 1/p as the uniform convex combination of the columns, where e 1 ∈ R n is the first canonical vector. In this setting, Mirrokni et al. [2017, Theorem 5.3] established that for any x ∈ conv(H n /n 1/p ) satisfying x − x * p , then x has sparsity s min{1/ 2 , n}. However in their proof they used the inequality 1 2 + 1/n 1 max{ 2 , 1/n} which does not hold. Hence, for completeness, we state a minor correction of their lower bound [Mirrokni et al., 2017, Theorem 5.3] in Theorem 5.1.
Theorem 5.1. Let p 2, n ∈ {2 k | k ∈ N}, H n be the Hadamard matrix of dimension n, and C := conv(H n /n 1/p ) be the convex hull of the normalized columns of H n with respect to · p . Let x * := e 1 /n 1/p ∈ C. Then for all > 0 and x ∈ C satisfying x − x * p , x is the convex combination of at least 1/( 2 + 1/n) vertices.
We plot a comparison of FCFW, FW, AFW, and the corrected lower bound in Figure 2 , where p = 4 and p = 7 were randomly chosen. The lower bound is s ∈ 1, n → = 1/s − 1/n. We see that FCFW outperforms FW and AFW and that it almost matches the lower bound, highlighting its significance for the approximate Carathéodory problem. 
Conclusion
We have shown that the Frank-Wolfe algorithm provides a simple implementation of a solution with sparsity O(pD 2 p / 2 ) to the approximate Carathéodory problem under the p -norm. In the case where x * is in the relative interior of C, the algorithm naturally adapts and provides a solution with sparsity O (pD 2 p /r 2 p ) ln(1/ ) . This is in contrast with the restart method of Mirrokni et al. [2017] requiring some knowledge of r p . Furthermore, the analysis of FW allowed us to derive improved sparsity bounds in other specific cases, such as when C is strongly convex. Finally, we explored the Fully-Corrective Frank-Wolfe algorithm, a variant that yields the solution with the highest (and close-to-optimal) sparsity in practice. However, a precise estimation has yet to be derived.
A Proofs

A.1 Preliminaries
Proof of Fact 2.1. The function f is strongly convex hence it has a unique minimizer, which we denote by x * ∈ R n . Let x ∈ R n \{x * }. By optimality of x * , we have ∇f (x * ), x − x * 0 so, by strong convexity,
Thus, by convexity and the definition of the dual norm · * ,
.
Therefore,
If x = x * then (3) is trivially satisfied.
Proof of Fact 2.2. We refer the reader to, e.g., Shalev-Shwartz [2007, Lemma 17] for p ∈ ]1, 2[. The case p = 2 is trivial.
Proof of Fact 2.3. Let f : x ∈ R n → x 2 p /2 and q := p/(p − 1) ∈ ]1, 2] so that 1/p + 1/q = 1. Define g : y ∈ R n → y 2 q /2. Then the dual norm of · q is · p and the conjugate of g is f [Ekeland and Témam, 1999, Remark I.4.1] . Fact 2.2 shows that g is (q − 1)-strongly convex with respect to · q . By Zȃlinescu [2002, Corollary 3.5.11 and Remark 3.5.3] , we conclude that f is 1/(q − 1)-smooth with respect to · p , i.e., f is (p − 1)-smooth with respect to · p .
Proof of Fact 2.4. Let f : x ∈ R n → x 2 p and x ∈ R n . We have
The dual norm to · p is · q where q := p/(p − 1) > 1. We have
Proof of Fact 2.5. Let g : x ∈ R n → x 2 p . Since f = g(· − x * ) and ∇f = ∇g(· − x * ), it is easy to check using Facts 2.3-2.4 that f is 2(p − 1)-smooth and 2-PL both with respect to · p .
A.2 The Frank-Wolfe algorithm
A.2.1 The general sublinear convergence rate
Proof of Theorem 3.1. Let t := f (x t ) − min C f for all t ∈ N. We will prove that (2) holds for all t ∈ 1, T by induction. Let x * ∈ arg min C f . For t = 1, by smoothness, the optimality of v 0 (Line 2), γ 0 = 2/(0 + 2) = 1, and convexity respectively, we have
Thus, (2) holds for t = 1. We now prove that (2) holds for t + 1 assuming that it holds for some t ∈ 1, T − 1 . By smoothness, the optimality of v t (Line 2), and convexity in the first three inequalities respectively, we have
A.2.2 Linear convergence rate when C is strongly convex and C ∩ arg min
Since f is convex differentiable, C is closed, and C ∩ arg min R n f = ∅, we have η := inf C ∇f * > 0. Let z t ∈ arg min z 1 z, ∇f (x t ) and w t :=
Note that ∇f (x t ), z t = − ∇f (x t ) * and by strong convexity of C, we have w t ∈ C. Thus, by applying the optimality of v t (Line 2) twice and by convexity of f ,
The step size strategy γ t := min ∇f (xt),xt−vt L xt−vt 2 , 1 minimizes the right-hand side of (4) over [0, 1], else the line segment search strategy minimizes the left-hand side. Therefore, if S ∇f (x t ) * /4L 1, then we can let γ t = S ∇f (x t ) * /4L in (5), otherwise we can let γ t = 1. In all cases, we obtain t+1 max 1 2 , 1 − Sη 8L t .
A.2.3
Linear convergence rate when f is PL and arg min C f ⊂ relint · (C)
Recall that here we assume without loss of generality that V is full dimensional, hence the assumption is arg min C f ⊂ int · (C).
Proof of Theorem 3.4. Let x * ∈ arg min C f and for all t ∈ N, let t := f (x t ) − min C f and z t ∈ arg min z 1 z, ∇f (x t ) . Note that ∇f (x t ), z t = − ∇f (x t ) * . Since x * ∈ int · (C), there exists r > 0 such that B · (x * , 2r) ⊂ C. Let t ∈ N. Then x * + rz t ∈ B · (x * , 2r) ⊂ C so, by optimality of v t (Line 2),
∇f (x t ), v t ∇f (x t ), x * + rz t = ∇f (x t ), x * − r ∇f (x t ) * .
Since f is L-smooth, we have
and since f is µ-PL, we have − ∇f (x t ) * − 2µ t .
By (6) and since ∇f (x t ), x * − x t 0 by convexity, we have
where we used (8) in the last inequality. The step size strategy γ t := min ∇f (xt),xt−vt L xt−vt 2 , 1 minimizes the right-hand side of (9) over [0, 1], else the line segment search strategy minimizes the left-hand side. Therefore, in all cases the inequalities (9)-(10) still hold if we minimize (10) with respect to γ t , and by doing so we obtain
Note that r D and µ L/4 < L hence 1 − (r 2 /D 2 )(µ/L) ∈ ]0, 1[.
A.3 The approximate Carathéodory problem via FW
A.3.1 General result
Proof of Corollary 4.2. The function f satisfies the conditions of Theorem 3.1 with L = 2(p−1) and min C f = f (x * ) = 0. Thus, for T := 4(p − 1)D 2 p / 2 we have f (x T ) 2 , i.e., x T − x * p , and the sparsity of x T is at most T + 1.
