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Abstract
We propose a new self-supervised approach to image fea-
ture learning from motion cue. This new approach lever-
ages recent advances in deep learning in two directions:
1) the success of training deep neural network in estimat-
ing optical flow in real data using synthetic flow data; and
2) emerging work in learning image features from motion
cues, such as optical flow. Building on these, we demon-
strate that image features can be learned in self-supervision
by first training an optical flow estimator with synthetic flow
data, and then learning image features from the estimated
flows in real motion data. We demonstrate and evaluate this
approach on an image segmentation task. Using the learned
image feature representation, the network performs signifi-
cantly better than the ones trained from scratch in few-shot
segmentation tasks.
1. Introduction
In the past few years, Convolutional neural networks
(CNN) have made tremendous progress in learning image
features and solving various computer vision tasks [1, 2, 3].
Most of the previous successes rely heavily on having ac-
cess to large scale datasets with human annotated labels.
However, the need to collect high quality human annota-
tion significantly limits its applications in many applica-
tions, especially those in new domains, those that requires
detailed annotation, such as image segmentation, where
pixel-accurate annotation is required, and those that re-
quires highly-skilled expert knowledge, such as medical ap-
plications.
Recently, there have been surging interest in learning im-
age features without human provided labels, by exploring
self-supervision signals that come naturally from data them-
selves. The key idea is to learn representations so that it can
predict some attributes of data from other set of attributes.
For example, it has been shown that image features can be
learned by predicting next frame [4], by predicting adjacent
image patches [5], by generating naturally looking images
[6], by recovering colors from grayscale images [7].
In this paper, we study the problem of using motion as a
self-supervision signal for feature learning. The basic idea
is well explained in the one of the Gestalt principles: “El-
ements that move in the same direction are perceived as
more related than elements that are stationary or that move
in different directions”. In video analysis, there are strong
statistics that two pixels belong to the same object are more
likely to move together than two pixels from different ob-
jects. Based on this, the motion cue provides a strong signal
of two pixels having similar semantics.
On another thread, there have been recent works that
show we can train deep neural network to perform certain
vision tasks by training it on synthetic data, such as learn-
ing optical flow from synthetic flow [8, 9, 10], feature point
detection from synthetic images [11, 12], etc. These works
show that these pixel-level prediction tasks are hard to label
by hand, and are more suitable to train on synthetic data.
Since the synthetic data are generated by composing nat-
ural images, the learned networks are shown to generalize
well from synthetic to real data.
In this work, we show that by combining these two
threads of recent work, we can learn good quality single im-
age features by leveraging synthetic optical flow data. We
demonstrate the quality of learned features on a medical im-
age segmentation task, and show self-supervision with mo-
tion cue helps to learn features that generalize better than
training from annotated data only, making it useful in set-
tings where only limited annotation is available.
2. Related work
2.1. Optical flow estimation
Our work uses optical flow as a supervision signal
to learn (motion-free) appearance-based pixel embedding.
Optical flow, as a core computer vision concept, was tra-
ditionally formulated as an energy optimization problem
introduced in [13]. The optimization is usually done iter-
atively, which makes the flow estimation computationally
expensive. Recently, Dosovitskiy et al. [8] introduced a
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paradigm shift in flow estimation by showing the feasibility
of directly estimating optical flow using convolutional neu-
ral network. In the new paradigm, the computational burden
is transferred to the training step, while the estimation step
can be more than two magnitudes faster. Compared with
the traditional optimization based approach, the new learn-
ing based approach needs a large dataset of ground-truth
optical flow for training. But it has been shown that syn-
thetic flow data can be used to train CNN models that trans-
fer well to real data, and generate good quality optical flow
results. Synthetic flow data is usually generated by compos-
ing an object mask on a real image background with known
motion as the ground-truth flow. Further, Sun et al. [9] in-
troduced a new network architecture, called PWC-Net, and
showed that it can outperform other flow estimation meth-
ods including traditional ones. Our work uses the PWC-Net
to train from synthetic flow data and generate optical flow
for real video data.
2.2. Video segmentation
A related problem is video segmentation, where the goal
is to segment moving objects in a video sequence. Here the
motion information is usually combined with appearance
information together to segment moving objects, such as the
ones based on traditional segmentation and learning tech-
niques [14], and recent ones that is based on convolutional
neural networks [15]. In [16], Cheng et al. even further
combines the optical flow estimation together with object
segmentation in one network architecture. In these works,
the segmentation is inferred from information in multiple
frames. This is related, but different from what we are do-
ing here. Here we use the motion cue as a supervision signal
to learn pixel embedding from one single image. After the
learning, only a single image is necessary for the segmenta-
tion at the inference stage.
2.3. Metric learning
Our work is formulated as learning a metric embedding
for each pixel so that their pairwise similarities matches
the similarities measured in optical flow. Metric learning
has been used in many computer vision problems. In face
recognition, [17, 18, 19] learn metric embedding for each
face so that faces from the same person have higher similar-
ities than from other persons. In semantic learning, [20, 21]
learn metric embedding for each pixel, so that pixels from
the same objects have higher similarities than others. Dif-
ferent from most of the previous metric embedding work,
where the metric loss is defined on discrete values such as
class labels, this work defines the metric loss using a contin-
uous supervision signal estimated from inter-frame motion.
2.4. Motion based self-supervision
Motion as a supervision signal for training static image
segmentation has also been studied before. [22] uses back-
ground subtraction to get motion segmentation, which is
then used to learn the image and shape properties in static
images. More recently, [23] learns visual representation
from motion segmentation, which is generated from a cus-
tomized motion grouping method. [24] learns pixel em-
bedding such that it matches the optical flow directly with-
out explicit motion segmentation. All the above methods
use the traditional flow methods, such as the one described
and implemented in [25]. In this work, we show that re-
cently developed deep learning based flow algorithms gen-
erate much sharper flows on the object boundary, which pro-
vides stronger signals and is more suitable in learning to
segment static images. In the formulation of optical based
loss function, we also properly handle the influence of flow
magnitude.
3. Method
In this section, we describe our approach to learning
static image features from synthetic flow data. More specif-
ically, we learn feature representation for single image ap-
pearance — a vector embedding for each pixel. Figure 1
shows the overall diagram of our approach. We first esti-
mate the optical flow given two frames. From the estimated
flow, we train an embedding based network to learn pixel
embedding so that their pairwise similarities match the pair-
wise similarities derived from estimated optical flow.
3.1. Flow consistency loss
Given two pixels p and q, let’s denote the network em-
bedding function as φ(p) and φ(q), denote their flows as
fp and fq . Then we measure the consistency between two
pixel’s appearance embedding and flow using the weighted
sum of their cross entropy:
L(Θ) =
∑
p
‖fp‖2H(Pf (· | p), Pφ(· | p)) (1)
Here, fp is the flow vector of pixel p; ‖fp‖2 is the flow
magnitude; H(Pf (· | p), Pφ(· | p)) is the cross entropy
between the optical flow defined transition probability, and
the embedding defined transition probability at the pixel p.
Here we weight the cross entropy by the flow magnitude at
the pixel. The reason is that we are more confident about
pixel grouping when the two pixels move fast together. As
an extreme case, when no objects in the scene moves, the
flow carries no information about pixel grouping. The cross
entropy can be written as
H(Pf (· | p), Pφ(· | p)) =
∑
q
(Pf (q | p) log(Pφ(q | p)
(2)
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Figure 1. Overall diagram of our embedding learning framework
Pφ(q | p) is the probability of pixel q being the best
neighbor of pixel p under the metric defined with the em-
bedding function φ(·). It is defined as:
Pφ(q | p) = Sφ(φp, φq)∑
q Sφ(φp, φq)
(3)
where Sφ(φp, φq) is the pixel embedding similarity be-
tween p and q. It is measured using the cosine kernel:
Sφ(φp, φq) =
φTp φq
‖φp‖2‖φq‖2 (4)
Pf (q | p) is the probability of pixel q being the best
neighbor of pixel p measured under the metric defined with
optical flow f(·). Formally, it is defined as
Pf (q | p) = Sf (fq; fp)∑
q Sf (fq; fp)
(5)
where Sf (fq; fp) is the similarity between pixel flow p and
q. It is measured using the Gaussian Radial Basis Function
(RBF) kernel:
Sf (fq; fp) = exp
(
−‖fp − fq‖
2/(‖fp‖22 + )
2σ2
)
(6)
Here we use the relative flow magnitude in the above defini-
tion. This is because for the same pixel, its flow magnitude
will change depending on the frame interval used to com-
pute the optical flow. In practice, we put a small  at the
denominator to avoid numerical degeneracy. The value of
 depends on the optical flow’s noise level. In the experi-
ments reported in this paper, we empirically set  = 1 and
σ = 0.5.
Here we handle flow magnitude differently from [24]:
the pixel flow similarities are defined based on relative flow
magnitude; and the cross-entropy information are weighted
based on the confidence of that information, which is mea-
sured by the magnitude of the flow.
4. Experiments
4.1. Networks
In this work, we utilize two networks, one for optical
flow estimation, another one for pixel embedding. For op-
tical flow estimation, we use the PWC-Net [9], which was
shown to generate state-of-the-art results on several bench-
marks by training on synthetic flow data, such as the Flying
Chairs and Sintel. We use a PWC-Net pretrained on the
Flying Chair dataset. For pixel embedding, we adopt the
U-Net architecture and remove the last layer. But instead of
training the U-Net with a classification loss supervised by
the segmentation masks, we train it with a metric-learning
loss supervised by optical flow estimated from PWC-Net.
4.2. Dataset
We evaluate the method on an image segmentation task
using X-ray coronary angiography images. X-ray coronary
angiography is a standard procedure in diagnosing coronary
diseases in the catheter lab. This procedure involves inject-
ing X-ray contrast medium into the coronary arteries via
catheters. An X-ray camera films the blood flow to show
the location and severity of artery narrowing over several
heart beat cycles at normally 15 to 30 frames per second and
saves the video in DICOM (Digital Imaging and Commu-
nications in Medicine) format. Each video file contains an
image sequence of roughly 40 80 frames, each has 512*512
pixels, that dynamically captures the shape and state of the
blood vessel. A common task is to perform blood vessel
segmentation for subsequent Quantitative Coronary Analy-
sis (QCA) and 3D blood vessel reconstruction from two or
more stereo projection angles [26]. While single-frame im-
ages offer strong signals on the appearance, the original DI-
COM data are temporal in nature and capture rich informa-
tion about various object motion. The main motion patterns
presented in the data are blood vessel motion due to heart
beat, background organ movement due to breathing cycle,
and sporadic global motion due to patient table movement.
For this study, we use an X-ray angiography dataset con-
sisting of 727 coronary angiography DICOM files that are
randomly split into 582 training data and 145 testing data.
Our baseline method is to train a U-Net [3] model for
blood vessel segmentation. For all the 727 DICOM files,
we extract a middle frame from the image sequences and
name it as frame 1 (i.e., f1), and generate its ground truth
segmentation mask by first using Frangi filter [27] and then
human refinement.
To demonstrate the proposed method, we also extract an-
other frame 2 (i.e., f2) lagging by four frames from f1. The
4 frame interval is chosen to have large enough motion be-
tween two chosen frames. We obtain the corresponding op-
tical flow map between the two frames respectively based
on [25] and [9] pretrained on the Flying Chair dataset. As
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Figure 2. Three typical data shown on three columns. At each col-
umn, from top to bottom: ground truth segmentation mask, frame
1, frame 2, optical flow predicted by [25], optical flow predicted
by PWC-Net pretrained model [9].
shown in Figure 2, we provide three sample data namely
D1, D2 and D3 shown on three columns. On each column
from top to bottom are segmentation mask of frame 1, frame
1, frame 2, and optical flow calculated by optical flow algo-
rithm [25] and PWC-Net [9] pretrained on the Flying Chair
dataset. As can be seen, optical flow highlights the area
where there is motion, and similar objects tend to move to-
gether and thus have similar color as shown in the flow map.
Flow result from [25] appears to consist patches and is di-
lated, while flow based on PWC-Net is considerably sharper
and shows vessel structure in greater details.
4.3. Training
For our baseline segmentation model, we train a U-Net
[3] using 1, 5, 10, 100 and 582 annotated training labels re-
spectively. We consistently apply data augmentation (i.e.,
random horizontal flipping, random rotation between -20
and 20 degrees, random scaling between 0.8 and 1.2 and
random shear transformation between -20 and 20 degrees)
to alleviate overfitting. We modified original U-Net by
adding batch normalization and padding before each con-
volution to maintain the height and width of the final em-
bedding the same as the original image. We use binary
cross entropy as the loss function and Adam optimizer with
a fixed learning rate of 0.001. We threshold the predicted
probability map with 0.5 and evaluate the segmentation per-
formance with dice score. For our proposed self-supervised
embedding method, we use the same U-Net except that the
last layer is removed. The network outputs a 64 dimen-
sional embedding vector for each pixel in the original im-
age. We first trained the image embedding using flow sig-
nal. We normalized flow magnitude and use it as the sam-
pling probability to randomly select 250 points without re-
placement from each image. For points that have no flow,
they don’t provide useful information for learning. For each
point sampled, we train the model to learn the embedding
similarity of the point and its 24 (i.e., 5*5-1) neighbors to
be similar to the corresponding flow similarity. We trained
the embedding model for 200 epochs and used Adam opti-
mizer with a fixed learning rate of 0.001. We use a single
Tesla V100 GPU with 16 GB memory and limit the batch
size to 3.
After embedding training, we load the embedding model
as a pretrained model and finetune it with annotated train-
ing labels. In order to have a fair comparison with the base-
line U-Net model, we keep the training settings exactly the
same.
4.4. Results
We use optical flow as our self-supervised signal and an-
alyze the embedding trained from such flow supervision.
Using the same images presented in Figure 2, we visual-
ize the learned embedding in Figure 3. We learned em-
bedding from two sources of optical flow, flow based on
[25] and flow based on PWC-Net pretrained on the Flying
Chair dataset, respectively. Two sets of results are shown
in parallel in Figure 3. For each flow supervision, from left
to right, we first randomly project the learned 512*512*64
embedding map into a 512*512*3 color image in column
1. We also visualize the learned embedding similarity by
choosing an anchor embedding vector, as shown by a red
plus sign in the image, and calculate the cosine similarity
between all other embedding vectors and the anchor vector
as shown in column 2. We expect vectors from the same
class to have higher similarity scores and thus brighter col-
ors in the map. The flow similarity calculated by Gaussian
RBF kernel is also shown in column 3 with sigma set at
0.5. A small region close to the anchor point is bright since
the flow in this region are more similar. Since our metric
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Figure 3. For the same three data D1, D2, and D3, we visualize the learned embedding and similarity maps with [25] based flow supervision
and PWC-Net based flow supervision on the left and right halves respectively. In each half of the figure, from left to right: random projection
of image embedding, embedding similarity with an anchor vector shown as a red plus sign, flow similarity with an anchor vector, flow
similarity between original and shifted flow, embedding similarity between original and shifted embedding.
loss is defined by encouraging flow similarity and embed-
ding similarity to be similar across all neighboring elements
and the anchor element, we also visualize the neighboring
element flow and embedding similarity. To do so, we spa-
tially shift the flow map and embedding map by an offset
and then calculate the similarities between the original map
and the shifted map using Equations (4) and (6). As illus-
trated in Figure 3, we shift the flow and embedding map
by (5,5) offset in the bottom right direction. The resulting
similarity map represents the similarity between any (i, j)
element and its neighbor (i+5, j+5) element, where (i, j) and
(i+5, j+5) are all within the image dimension. Such defined
flow similarity and embedding similarity are shown in col-
umn 4 and 5 respectively, where bright color show up in the
blood vessel and background, (e.g., both (i, j) and (i+5, j+5)
are in the same area) indicating high similarity scores, while
dark color occurs at the boundary between vessel and back-
ground, (e.g., (i, j) lies on the vessel while (i+5, j+5) lies on
the background), indicating that the blood vessel and back-
ground have low similarity scores.
Based on only flow supervision, the learned embedding
of similar objects is already grouped together as shown by
the similar colors in random projection as well as the high-
lighted area in cosine embedding similarity. The embedding
trained with flow based on [25] captures the overall blood
vessel shape, but fails to reveal details and sharp edges. This
is mainly due to the fact that the flow used in training ap-
pears in vague patches and dilated as illustrated in Figure 2.
Therefore the provided supervision signal is not discrimi-
native enough for learning the differences around the vessel
boundaries. A lack of discriminative features can be obvi-
ously seen in the fluffy similarity map in column 2 and the
lack of sharp edges in column 5. On the other hand, em-
bedding trained with PWC-Net flow appears to have suc-
cessfully captured the semantics as the blood vessel area
has a distinct color from the background in both random
projection image and embedding similarity map. It is also
interesting to note that, although the loss function is defined
to encourage similarity between flow and embedding, the
learned embedding also picks up some appearance features
from seeing large amount of data. For example, for data D2
in the case of PWC-Net flow supervision, the embedding
similarity in column 5 shows vessel boundaries that are not
present in flow similarity in column 4.
Figure 4. Dice score of baseline U-Net method and self-supervised
method over a range of training data sizes
After learning meaningful pixel embeddings, we then
add the last fully convolutional layer of U-Net and finetune
the embedding model and last layer together with respec-
tively 1, 5, 10, 100 and 582 annotated training labels, as did
in the baseline method for a direct comparison. As can be
seen from Figure 4, the dice score of model prediction with
flow supervision is consistently better than that without flow
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supervision across all training data sizes, especially when
the number of training data is small. When there is only
1 annotated training data, baseline U-Net training overfits
and result in best dice score of 0.473 on the testing set,
while for the flow supervised U-Net model, with 1 anno-
tated data, dice score can be improved to 0.605, even better
than the baseline model with more than 10 training data.
Flow supervised model with 10 or 100 annotated training
data performs similarly well compared with baseline U-Net
model with 100 or 582 annotated training data respectively.
With self-supervision, the demand of annotated data can be
dramatically reduced.
4.5. Ablation experiments
Observing that sharper edges in the flow map might help
with better feature learning, we further finetune the PWC-
Net model on X-ray angiography images. We create syn-
thetic X-ray angiography images in a similar fashion as the
Flying Chair dataset. We apply random translation and rota-
tion on segmented blood vessels and then alpha blend them
with background images to create synthetic data. The back-
ground images are extracted from the first few frames of
each image sequence when the contrast medium is not yet
injected and hence contains only background. The ground
truth optical flow is obtained analytically from the synthetic
motion transform for both background and vessel. We ran-
domly choose a small amount of segmented data from train-
ing set (i.e., 10 data in our case) and randomly transform
them to create a large dataset with 5524 pairs of synthetic
data consisting of frame 1, frame 2 and their corresponding
optical flow map as shown in Figure 5. Despite the small
number of real data and simplistic approach used in creat-
ing synthetic data, the synthetic dataset is shown to be very
useful in finetuning PWC-Net. As shown in Figure 6, com-
pared with the pretrained PWC-Net generated flow shown
in column 1, the finetuned model produces much more ac-
curate optical flow, shown in column 2, that captures sharp
boundaries and motions of even very small vessel branches.
To further verify the correctness of the flow map, we also
obtained the reverse flow, shown in column 3, by using the
same model and changing the input order of two frames.
We use the reverse flow map to warp frame 2 and find the
warped results, shown in column 4, compare favorably well
with frame 1 as shown in Figure 2. The discrepancy of for-
ward and reverse flow are considered occlusion and shown
as dark color in warped images.
In the setting of few shot learning where we train on
only 1, 5 and 10 annotated data, we compare the baseline
model and various embedding model trained with differ-
ent sources of optical flow, such as flow based on [25],
PWC-Net flow trained on flying chair dataset, PWC-Net
flow trained on flying chair dataset and finetuned by X-ray
angiography synthetic dataset, respectively. As shown in
Figure 5. Sample synthetic X-ray angiography images for finetun-
ing PWC-Net. Two sample data are shown are two rows. On each
row from left to right, synthetic frame 1, synthetic frame 2 and
their corresponding flow as defined by the transformation
Figure 6. Optical flow of three sample data on three rows. For each
row from left to right, column 1 shows predicted flow by PWC-Net
trained on the Flying Chair data, column2 shows predicted flow
by PWC-Net trained on the Flying Chair data and finetuned on 10
X-ray angiography synthetic data, column 3 shows the predicted
reversed flow by using the same model as in column 2, column 4
shows the warped blood vessel images with occlusion
Figure 7, the performance with flow based self-supervision
are significantly better than the baseline model without any
self-supervision. Within the flow supervised candidates,
better quality of optical flow also improves the final seg-
mentation performance.
5. Discussion
A critical challenge in training deep models arises
mostly from the limited number of training samples, com-
pared to the number of learnable parameters. It is especially
true in medical field where large amount of annotation is
hard to obtain. In this paper, we leverage motion infor-
mation that is freely available in the raw image sequences
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Figure 7. Performance comparison between model trained with-
out flow supervision and with varying quality flow as supervision.
Comparison is made over 1, 5 and 10 annotated training data.
to learn meaningful pixel embedding in a self-supervised
fashion. We demonstrate that with self-supervision, the
same segmentation performance can be achieved with sig-
nificantly less annotated data while previously can only be
achieved with large amount of expensive annotation.
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