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LOCAL AND GLOBAL WELL-POSEDNESS OF DISPERSION
GENERALIZED BENJAMIN-ONO EQUATIONS ON THE CIRCLE
ROBERT SCHIPPA
Abstract. New local well-posedness results for dispersion generalized Benjamin-
Ono equations on the torus are proved. The family of equations under consider-
ation links the Benjamin-Ono and Korteweg-de Vries equation. For sufficiently
strong dispersion global well-posedness in L2(T) is derived.
1. Introduction
In this article we prove new well-posedness results for the one-dimensional frac-
tional Benjamin-Ono equation in the periodic case
(1)
{
∂tu+ ∂xD
a
xu = u∂xu, (t, x) ∈ R× T,
u(0) = u0 ∈ H
s(T),
where T = R/(2πZ), Dx = (−∆)
1/2 and 1 < a < 2 will be considered.
When we refer to local well-posedness in the following, we mean that the data-to-
solution mapping S∞T : H
∞(T)→ C([0, T ], H∞(T)) admits a continuous extension
SsT : H
s → C([0, T ], Hs) with T = T (‖u0‖Hs) which can be chosen continuously
on ‖u0‖Hs . The existence of S
∞
T : H
∞ → CTH
s follows from the classical energy
method (cf. [1, 3]).
Note that in non-negative Sobolev spaces the quadratic nonlinearity is still well-
defined in the sense of generalized functions, which is no longer true in negative
Sobolev spaces.
Though the present results are far from novel contributions in the Benjamin-Ono
case (a = 1, cf. [2, 27]) or the Korteweg-de Vries case (a = 2, cf. [18]), we recall
important results in the well-posedness theory of these two special cases in order to
highlight peculiarities of the well-posedness theory of (1):
The Benjamin-Ono and Korteweg-de Vries equation were extensively studied and
we mainly collect the most recent well-posedness result in the periodic case.
Global well-posedness of the Benjamin-Ono equation in L2(T) was proved by Mo-
linet in [22], see also the previous work [21].
In these works the gauge transform, which was originally applied by Tao on the
real line in [31], was transferred to the periodic case. Scaling critical regularity is
sc = −1/2, but the L
2-well-posedness result from [22] is sharp as pointed out in
[23].
Bourgain proved global well-posedness of the Korteweg-de Vries equation in L2(T)
in [4] via Picard iteration in Fourier restriction spaces.
The argument was refined by Kenig-Ponce-Vega in [15] to prove local well-posedness
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in H−1/2(T) and global well-posedness in H−1/2(T) was proved by Colliander et al.
in [5].
It is known that the data-to-solution mapping fails to be C2 below s = −1/2, which
is thus the limit of Picard iteration. Scaling critical regularity is sc = −3/2 and
by non-perturbative inverse scattering arguments Kappeler-Topalov proved global
well-posedness in H−1(T) in [14].
The argument was recently simplified by Killip-Visan in [16]. Sharpness of well-
posedness in H−1(T) was proved by Molinet in [24].
For the dispersion generalized equations on the real line
(2)
{
∂tu+ ∂xD
a
xu = u∂xu (t, x) ∈ R× R,
u(0) = u0 ∈ H
s(R)
global well-posedness in L2(R) was proved by Herr et al. in [12] adjusting the gauge
transform for 1 < a < 2. Carrying out this approach brought up substantial tech-
nical difficulties due to the strong dependence of the gauge on the frequencies.
Notably, in a previous work by Herr [10] was shown that after weakening the
problematic High× Low→ High-interaction through introducing a low-frequency
weight (2) becomes amenable to Picard iteration for 1 < a < 2 and sharp local
well-posedness results were established.
A much simpler approach than the one from [12] was pointed out recently by Mo-
linet and Vento in [26], where local well-posedness for s ≥ 1 − a/2 was proved as
well on the real line as on the circle. In [26] Fourier restriction spaces are utilized
in a novel iteration scheme combined with energy arguments to ameliorate the de-
rivative loss. This very accessible approach does not rely on frequency dependent
time localization, but on comprehension of the resonance function.
In the present work the following result is proved by short time analysis:
Theorem 1.1. For 1 < a ≤ 3/2 (1) is locally well-posed in Hs(T) provided that
s > 3/2− a and for 3/2 < a < 2 (1) is globally well-posed in L2(T).
Remark 1.2. Molinet pointed out in [22] that in the Benjamin-Ono case the peri-
odic data-to-solution mapping is C∞ on hyperplanes of initial data with fixed mean.
From this one might suspect that this is also true in the dispersion generalized case.
However, Herr proved in [11] that (1) can not be solved via Picard iteration for
1 ≤ a < 2 justifying the use of short time analysis.
The analysis extends and generalizes the short time analysis from [6] on the real
line, which is further improved by considering modified energies. By this we mean
correction terms for the frequency localized energy corresponding to normal form
transformations in the spirit of the I-method (cf. [5]), but without symmetrization.
The improved symmetrized expression does not yield new information when ana-
lyzing differences of solutions because of reduced symmetry, still normal form trans-
formations allow us to improve the energy estimates.
An early application of modified energies was given by Kwon in [20], also in the
context of derivative nonlinearities. In the context of short time analysis applica-
tions were given by Guo-Kwak-Kwon in [7] and Kwak in [19].
On the real line short time analysis for dispersion generalized Benjamin-Ono equa-
tions was already carried out in [6] without normal form transformation giving local
well-posedness for s ≥ 2− a, where 1 ≤ a ≤ 2.
For previous works making use of frequency dependent time localization close to
the present context see [13] or [8, 24] in the periodic case.
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The gain from modified energies is most significant for large dispersion coefficients
allowing us to prove well-posedness in L2(T). Further, it appears as if some of the
arguments can be applied in the low-dispersion case 0 < a < 1. For these equations
on the circle, which are also of physical interest, are currently no well-posedness
results beyond the classical energy method available.
On the real line there is the recent work by Molinet-Pilod-Vento [25] refining the
analysis from [26] by normal form transformations. Since this analysis makes use
of smoothing effects on the real line, which are not available on the circle, it is not
clear how to extend the analysis from [25] to the circle.
The local well-posedness result from Theorem 1.1 for 1 < a < 2, which is globalized
for a > 3/2 due to conservation of mass on T is currently the best. Previously,
global well-posedness for s ≥ 1− a/2, where 1 < a < 2, proved in [26] was the best
currently available result.
The analysis can be transferred to the real line. On the real line, the multilinear es-
timates relying on linear and bilinear Strichartz estimates would be improved due to
dispersive effects (thus, we prefer to analyze the more involved periodic case), how-
ever, the introduction of a modified energy would require additional care because
the resonance
Ω(ξ1, ξ2, ξ3) = ξ1|ξ1|
a + ξ2|ξ2|
a + ξ3|ξ3|
a ξi ∈ R, ξ1 + ξ2 + ξ3 = 0
might become arbitrary small in modulus for non-vanishing ξi ∈ R. To avoid this
we confine ourselves to initial data with vanishing mean. As this is a conserved
quantity, there is no loss of generality in assuming∫
T
u(x)dx = 0
Regarding the frequency dependent time localization we will not work in Euclidean
windows (cf. [28]), but rather base the analysis on the time localization T = T (N) =
Na−2 interpolating between Euclidean windows in the Benjamin-Ono case and the
Fourier restriction norm analysis from [4] for a = 2, where frequency dependent
time localization is no longer required. For the large data theory it turns out to be
convenient to consider the slightly shorter times Na−2−δ giving an additional factor
of T θ in the nonlinear estimates (cf. Lemma 2.3).
The following set of estimates will be established for the proof of Theorem 1.1 for a
smooth solution u to (1) with vanishing mean. For 1 < a < 2, T ∈ (0, 1], M ∈ 2N0
and s′ ≥ s ≥ max(3/2 − a, 0) there are δ(a, s) > 0, c(a, s) > 0, d(a, s) > 0 and
θ(a, s) > 0 such that
‖u‖
F s
′,δ
a (T )
. ‖u‖Es′(T ) + ‖u∂xu‖Ns′,δa (T )
‖u∂xu‖Ns′,δa (T )
. T θ‖u‖
F s
′,δ
a (T )
‖u‖F s,δa (T )
‖u‖2
Es′(T )
. ‖u(0)‖2
Hs′(T )
+M cT ‖u‖2
F s
′,δ
a (T )
‖u‖F s,δa (T )
+M−d‖u‖2
F s
′,δ
a (T )
‖u‖F s,δa (T ) + T
θ‖u‖2
F s
′,δ
a (T )
‖u‖2
F s,δa (T )
By the usual bootstrap arguments (cf. [8, 13]) the above display gives a priori
estimates.
For differences of solutions v = u1 − u2, where ui denote smooth solutions to (1)
with vanishing mean, we have the following set of estimates for s > 3/2− a in case
1 < a ≤ 3/2 and s = 0 in case 3/2 < a < 2 and the remaining parameters like in
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the previous display:
‖v‖
F
−1/2,δ
a (T )
. ‖v‖E−1/2(T ) + ‖∂x(v(u1 + u2))‖N−1/2,δa (T )
‖∂x((u1 + u2)v)‖N−1/2,δa (T )
. T θ‖v‖
F
−1/2,δ
a (T )
(‖u1‖F s,δa (T ) + ‖u2‖F s,δa (T ))
‖v‖2
E−1/2(T )
. ‖v(0)‖2
H−1/2
+M cT ‖v‖2
F
−1/2,δ
a (T )
(‖u1‖F s,δa (T ) + ‖u2‖F s,δa (T ))
+M−d‖v‖2
F
−1/2,δ
a (T )
(‖u1‖F s,δa (T ) + ‖u2‖F s,δa (T ))
+T θ‖v‖2
F
−1/2,δ
a (T )
(‖u1‖
2
F s,δa (T )
+ ‖u2‖
2
F s,δa (T )
)
which yields Lipschitz-continuity in H−1/2 for initial data in Hs.
The related set of estimates with parameters like in the previous display
‖v‖F s,δa (T ) . ‖v‖Es(T ) + ‖∂x(v(u1 + u2))‖Ns,δa (T )
‖∂x(v(u1 + u2))‖Ns,δa (T ) . T
θ‖v‖F s,δa (T )
(
‖u1‖F s,δa (T ) + ‖u2‖F s,δa (T )
)
‖v‖2Es(T ) . ‖v(0)‖
2
Hs
+M cT ‖v‖2
F s,δa (T )
(‖u2‖F s,δa (T ) + ‖v‖F s,δa (T ))
+M−d‖v‖2
F s,δa (T )
(‖u2‖F s,δa (T ) + ‖v‖F s,δa (T ))
+T θ(‖v‖2
F s,δa (T )
(‖u2‖
2
F s,δa (T )
+ ‖v‖2
F s,δa (T )
)
+‖v‖
F
−1/2,δ
a (T )
‖v‖F s,δa (T )‖u2‖F r,δa (T )‖u2‖F s,δa (T )),
where r = (2−a)+s, yields continuous dependence by a variant of the Bona-Smith
approximation (cf. [3, 8, 13]). The conclusion of Theorem 1.1 from the above set of
estimates is standard and thus omitted.
The article is structured as follows: In Section 2 notation and function spaces
are introduced, in Section 3 linear and bilinear estimates for frequency localized
functions are discussed. These estimates are applied in Section 4 to derive an
estimate for the nonlinearity in short time function spaces and in Section 5 the
energy norm is propagated in short time function spaces.
2. Notation and Function spaces
Purpose of this section is to fix notation and introduce function spaces. For the
proofs of the basic function space properties, which hold true independent of the
domain and dispersion relation, we will refer to the literature.
The Fourier transform of a 2π-periodic L1-function f : T→ C takes on values in Z
and is defined by
(3) fˆ(ξ) =
∫
T
f(x)e−ixξdx (ξ ∈ Z)
Below we will occasionally write (dξ)1 for the counting measure on Z to emphasize
similarity to the real line case
(4)
∫
a(ξ)(dξ)1 :=
∑
ξ∈Z
a(ξ)
dΓn(ξ1, . . . , ξn) denotes the measure on the hypersurface Γn = {(ξ1, . . . , ξn) ∈
Zn | ξ1 + . . .+ ξn = 0}:∫
Γn
f(ξ1, . . . , ξn)dΓn(ξ1, . . . , ξn) :=
∑
ξ1,...,ξn−1∈Z
f(ξ1, . . . , ξn−1,−ξ1 − . . .− ξn−1)
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The Fourier inversion formula is given by
(5) f(x) =
1
2π
∫
fˆ(ξ)eixξ(dξ)1
We define the Sobolev space Hs(T) (Hs for brevity) with norm
(6) ‖f‖Hs(T) = ‖fˆ(ξ)〈ξ〉
s‖L2
(dξ)1
and H∞(T) =
⋂
sH
s(T).
For a 2π-space-periodic function f(x, t) with time variable t ∈ R, we define the
space-time Fourier transform
(7) v˜(τ, ξ) = (Ft,xv)(τ, ξ) =
∫
R
dt
∫
T
dxe−ixξe−itτv(t, x) (ξ ∈ Z, τ ∈ R)
The periodic space-time Fourier transform is inverted by
(8) v(t, x) =
1
(2π)2
∫ ∫
eixξeitτ v˜(τ, ξ)(dξ)1dτ
We define Littlewood-Paley projectors on the circle: Let ρ : R→ R≥0 be a smooth
and radially decreasing function with
ρ(ξ) ≡ 1, |ξ| ≤ 1 and supp ρ ⊆ B(0, 2)
For k ∈ N define
χk(ξ) = ρ(2
−kξ)− ρ(21−kξ), suppχk ⊆ B(0, 2
k+1)\B(0, 2k−1)
and for f ∈ L2(T) the kth Littlewood-Paley projector is defined by
(Pkf )̂(ξ) = χk(ξ)fˆ(ξ).
The zero-frequency will be considered separately:
(9) P0f (̂ξ) = 1(−1/2,1/2)(ξ)fˆ(ξ)
The definition of the function spaces requires a partition in the modulation which
we will denote differently from the partition of the spatial frequencies.
Let η0 : R → [0, 1] denote an even, smooth function supp (η0) ⊆ [−5/4, 5/4]. For
k ∈ N we set
ηk(τ) = η0(τ/2
k)− η0(τ/2
k−1)
We write η≤m =
∑m
j=0 ηj for m ∈ N.
The dispersion relation will be denoted by
ϕa(ξ) = ξ|ξ|
a
The regions in Fourier space localized at frequency and modulation are denoted by
Daki,ji = {(ξ, τ) ∈ Z× R | |ξ| ∼ 2
ki , |τ − ϕa(ξ)| ∼ 2
ji}
with the obvious modification for the variant Daki,≤ji .
Next, we define an Xs,b-type space for the Fourier transform of frequency-localized
periodic functions:
Xa,k = {f : R× Z→ C |
supp(f) ⊆ R× Ik, ‖f‖Xa,k =
∞∑
j=0
2j/2‖ηj(τ − ϕa(ξ))f(τ, ξ)‖ℓ2ξL2τ <∞}.
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Partitioning the modulation variable through a sum over ηj yields the estimate
(10) ‖
∫
R
|fk(τ
′, ξ)|dτ ′‖ℓ2ξ . ‖fk‖Xa,k .
Also, we record the estimate
∞∑
j=l+1
2j/2‖ηj(τ − ϕa(ξ)) ·
∫
R
|fk(τ
′, ξ)| · 2−l(1 + 2−l|τ − τ ′|)−4dτ ′‖L2
(dξ)1
L2τ
+ 2l/2‖η≤l(τ − ϕa(ξ)) ·
∫
R
|fk(τ
′, ξ)| · 2−l(1 + 2−l|τ − τ ′|)−4dτ ′‖L2
(dξ)1
L2τ
. ‖fk‖Xa,k
(11)
which is an instance of [8, Equation (3.5)].
In particular, we find for a Schwartz-function γ for k, l ∈ N, t0 ∈ R, fk ∈ Xa,k the
estimate
(12) ‖F [γ(2l(t− t0)) · F
−1(fk)]‖Xa,k .γ ‖fk‖Xa,k
We define a dyadically localized energy space
Ek = {f ∈ L
2|Pkf = f}
and set
C0(R, Ek) = {uk ∈ C(R, Ek) | supp(uk) ⊆ [−4, 4]× R}
We define the short time Xs,b-space Fa,k for a frequency 2
k. For 1 ≤ a ≤ 2 we
localize time on a scale of 2(a−2−δ)k, where δ ≥ 0:
(13)
F δa,k = {uk ∈ C0(R, Ek)|‖uk‖F δa,k = suptk∈R
‖F [ukη0(2
(2−a+δ)k(t− tk))]‖Xa,k <∞}
Based on the observation that for a = 1 T = T (N) = N−1 is a natural localization
in time (cf. [28]) and that for a = 2 we do not need localization in time anymore
to overcome the derivative loss due to sufficient dispersive effects we choose as
inbetween localization in time T = T (N) = Na−2−δ. It turns out that for some
limiting cases δ > 0 will be useful.
Correspondingly, we define the space in which the nonlinearity will be estimated as
N δa,k = {uk ∈ C0(R, Ek)|
‖uk‖Nδ
k,a
= sup
tk∈R
‖(τ − ω(ξ) + i2(2−a+δ)k)−1F [ukη(2
(2−a+δ)k(t− tk))]‖Xk,a <∞}
We localize the spaces in time for T ∈ (0, 1] as usual:
F δa,k(T ) = {uk ∈ C([−T, T ], Ek)|‖uk‖F δa,k(T ) = infu˜k=uk in [−T,T ]
‖u˜k‖F δa,k <∞}
and
N δa,k(T ) = {uk ∈ C([−T, T ], Ek)|‖uk‖Nδa,k(T ) = infu˜k=uk in [−T,T ]
‖u˜k‖Nδa,k <∞}
The spaces Es, Es(T ), F s,δa (T ) and N
s,δ
a (T ) are composed via Littlewood-Paley
decomposition:
Es = {f : R→ C|‖φ‖2Es =
∑
k≥0
22ks‖Pkf‖
2
L2 <∞}
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and for the solution we define
Es(T ) = {u ∈ C([−T, T ], H∞)|‖u‖2Es(T ) = ‖P0u(0)‖
2
L2
+
∑
k≥1
sup
tk∈[−T,T ]
22ks‖Pku(tk)‖
2
L2 <∞}.
We define the short time Xs,b-space for the solution
F s,δa (T ) = {u ∈ C([−T, T ], H
∞)|‖u‖2
F s,δa (T )
=
∑
k≥0
22ks‖Pku‖
2
F δk,a(T )
<∞},
and for the nonlinearity we define
Ns,δa (T ) = {u ∈ C([−T, T ], H
∞)|‖u‖Ns,δa (T ) =
∑
k≥0
22ks‖Pku‖F δ
a,k
(T ) <∞}.
We will also make use of k-acceptable time multiplication factors (cf. [13]): For
k ∈ N0 we set
Sδa,k = {mk ∈ C
∞(R,R) : ‖mk‖Sk =
10∑
j=0
2−j(2−a+δ)k‖∂jmk‖L∞ <∞}.
The generic example is given by time localization on a scale of 2−(2−a+δ)k, i.e.,
η0(2
(2−a+δ)k·).
The estimates (cf. [13, Eq. (2.21), p. 273]){
‖
∑
k≥0mk(t)Pk(u)‖F δa,k(T ) . (supk≥0 ‖mk‖Sδa,k) · ‖u‖F δa,k(T ),
‖
∑
k≥0mk(t)Pk(u)‖Nδa,k(T ) . (supk≥0 ‖mk‖Sδa,k) · ‖u‖Nδa,k(T ),
(14)
follow from integration by parts. From (14) follows that we can assume F δa,k(T )
functions to be supported in time on an interval [−T − 2−αk−10, T + 2−αk−10].
We record basic properties of the shorttime Xs,b-spaces introduced above. The next
lemma establishes the embedding F s,δa (T ) →֒ C([0, T ], H
s).
Lemma 2.1. (i) We find the estimate
‖u‖L∞t L2x . ‖u‖F δa,k
to hold for any u ∈ F δa,k.
(ii) Suppose that s ∈ R, T > 0 and u ∈ F s,δa (T ). Then, we find the estimate
‖u‖C([0,T ],Hs) . ‖u‖F s,δa (T )
to hold.
Proof. For a proof see [13, Lemma 3.1., p. 274] in Euclidean space and
[8, Lemma 3.2, 3.3] in the periodic case. 
We state the energy estimate for the above short time Xs,b-spaces. The proof
which was carried out on the real line in [13, Proposition 3.2., p. 274] and in the
periodic case in [8, Proposition 4.1.] is omitted.
Proposition 2.2. Let T ∈ (0, 1], 1 < a < 2 and u, v ∈ C([−T, T ], H∞) satisfy the
equation
∂tu+ ϕa(∇/i)u = v in T× (−T, T ).
Then, we find the following estimate to hold for any s ∈ R:
‖u‖F s,δa (T ) . ‖u‖Es,δ(T ) + ‖v‖Ns,δa (T )
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For the large data theory we have to define the following generalizations in terms
of regularity in the modulation variable to the Xa,k-spaces:
Xba,k = {f : R× Z→ C |
supp(f) ⊆ R× Ik, ‖f‖Xb
a,k
=
∞∑
j=0
2bj‖ηj(τ − ϕa(ξ))f(τ, ξ)‖ℓ2ξL2τ <∞},
where b ∈ R. The short time spaces F b,δa,k, F
b,s,δ
a (T ) and N
b,δ
a,k, N
b,s,δ
a (T ) are defined
following along the above lines with Xa,k replaced by X
b
a,k.
Indeed, in a similar spirit to the treatment of Xs,bT -spaces we can trade regularity
in the modulation variable for a small power of T :
Lemma 2.3. [8, Lemma 3.4] Let T > 0, 1 < a < 2, δ ≥ 0 and b < 1/2. Then, we
find the following estimate to hold:
‖Pku‖F b,δa,k
. T (1/2−b)−‖Pku‖F δa,k
for any function u with temporal support in [−T, T ].
Below we will have to consider the action of sharp time cutoffs in the Xk-spaces.
Recall from the usual Xs,b-space-theory that multiplication with a sharp cutoff in
time is not bounded. However, we find the following estimate to hold:
Lemma 2.4. [8, Lemma 3.5] Let k ∈ Z. Then, for any interval I = [t1, t2] ⊆ R,
we find the following estimate to hold:
sup
j≥0
2j/2‖ηj(τ − ϕa(ξ))Ft,x[1I(t)Pku]‖L2τℓ2ξ . ‖Ft,x(Pku)‖Xa,k
with implicit constant independent of k and I.
3. Linear and bilinear estimates
In the following we derive L2-bilinear convolution estimates for space-time func-
tions localized in frequency and modulation. Consider ki, ji, i = 1, 2, 3 and fki,ji ∈
L2≥0(Z× R), supp(fki,ji) ⊆ D
a
ki,≤ji
. Aim is to prove estimates
(15)∫ ∫
fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)dΓ3(ξ)dΓ3(τ) . α(k, j)
3∏
i=1
‖fki,ji‖L2
The following L4t,x-Strichartz estimate is independent of the separation of the fre-
quencies. The proof generalizes the a = 2-case given in [24, Lemma 3.3., p. 1906].
Lemma 3.1. Let 1 ≤ a ≤ 2, fki,ji ∈ L
2
≥0(Z × R), suppfki,ji ⊆ D
a
ki,≤ji
, i = 1, 2.
Then, we find the following estimate to hold:
(16) ‖fk1,j1 ∗ fk2,j2‖L2τ,ξ . 2
jmin/22jmax/(2(a+1))‖fk1,j1‖2‖fk2,j2‖2
Proof. By the reflection lemma ([30, Corollary 3.8.])
‖uv‖2 = ‖uv‖2
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we can suppose that suppξfki,ji ⊆ Z for i = 1, 2.
An application of Cauchy-Schwarz gives∫
dτ
∫
(dξ)1
∣∣∣∣∫ dτ1 ∫ (dξ1)1fk1,j1(ξ1, τ1)fk2,j2(ξ − ξ1, τ − τ1)∣∣∣∣2
. sup
τ,ξ
α(τ, ξ)‖fk1,j1‖
2
2‖fk2,j2‖
2
2
where
α(τ, ξ) . mes({(τ1, ξ1) ∈ R× Z≥0|ξ − ξ1 ∈ Z≥0, 〈τ1 − ϕa(ξ1)〉 . 2
j1
and 〈τ − τ1 − ϕa(ξ − ξ1)〉 . 2
j2}) . 2jmin#A(τ, ξ)
with
A(τ, ξ) = {ξ1 ≥ 0|ξ − ξ1 ≥ 0 and 〈τ − ϕa(ξ1)− ϕa(ξ − ξ1)〉 . 2
jmax}
In the region 2jmax ≤ ξa+1, notice that
#A(τ, ξ) .
(
2jmax
ξa−1
)1/2
+ 1 . 2jmax/(a+1)
In the region 0 ≤ ξa+1 ≤ 2jmax , use that 0 ≤ ξ1 ≤ ξ to obtain that
#A(τ, ξ) . #{ξ1|0 ≤ ξ
a+1
1 ≤ 2
jmax} . 2jmax/(a+1)
(16) follows from the above two displays. 
The following L6t,x-estimate is a consequence of [29, Proposition 1.1] and the
transfer principle (cf. [32, Lemma 2.9, p. 100])):
Lemma 3.2. Let 1 < a < 2, fk,j ∈ L
2
≥0(Z×R) with supp(fk,j) ⊆ D
a
k,≤j. Then, we
find the following estimate to hold for any ε > 0:
‖F−1t,x [fk,j ]‖L6t,x . 2
εk2j/2‖fk,j‖L2τℓ2ξ
Next, we consider multilinear refinements:
Lemma 3.3. Let |k1 − k3| ≤ 5, k2 ≤ k1 − 10. Then, we find (15) to hold with
α(k, j) = min((1 + 2j3−ak1)1/22j2/2, (1 + 2j2−ak1)1/22j1/2,
(1 + 2j3−(a−1)k1−k2)1/22j1/2)
Proof. We perform a change of variables f#ki,ji(ξ, τ) = fki,ji(ξ, τ + ϕa(ξ)) so that
‖f#ki,ji‖2 = ‖fki,ji‖2 and supp(f
#
ki,ji
) ⊆ {(ξi, τi) ∈ Z× R | |ξi| ∼ 2
ki , |τi| . 2
ji}1.
The resonance function
(17) Ωa(ξ1, ξ2) = (ξ1 + ξ2)|ξ1 + ξ2|
a − ξ1|ξ1|
a − ξ2|ξ2|
a
will come into play quantifying the effective support of the involved functions.
Record ∣∣∣∣∂Ωa∂ξ1
∣∣∣∣ = ||ξ1 + ξ2|a − |ξ1|a| ∼ |ξ1|a−1|ξ2|∣∣∣∣∂Ωa∂ξ2
∣∣∣∣ = ||ξ1 + ξ2|a − |ξ2|a| ∼ |ξ1 + ξ2|a(18)
1Actually, in the following computations we freely interchange f with f˜(ξ, τ) = f(−ξ,−τ) as
‖f˜‖2 = ‖f‖2.
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We prove the first estimate. An application of Cauchy-Schwarz inequality in ξ2
yields ∫ ∫
fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)dΓ3(ξ)dΓ3(τ)
=
∫
(dξ1)1
∫
dτ1f
#
k1,j1
(ξ1, τ1)
∫
dτ2(1 + 2
j3−ak1)1/2(∫
(dξ2)1|f
#
k2,j2
(ξ2, τ2)|
2|f#k3,j3(ξ1 + ξ2, τ1 + τ2 +Ω)|
2
)1/2
Further applications of Cauchy-Schwarz in τ1, ξ1 and τ2 yield
.
∫
(dξ1)1
∫
dτ2(1 + 2
j3−ak1)1/2
(∫
dτ1|f
#
k1,j1
(ξ1, τ1)|
2
)1/2
×
(∫
(dξ2)1|f
#
k2,j2
(ξ2, τ2)|
2
∫
dτ1|f
#
k3,j3
(ξ1 + ξ2, τ1 + τ2 +Ω
a)|2
)1/2
. (1 + 2j3−ak1)1/2
∫
dτ2‖f
#
k1,j1
‖2
(∫
(dξ2)1|f
#
k2,j2
(ξ2, τ2)|
2
)1/2
‖f#k3,j3‖L2
. 2j2/2(1 + 2j3−ak1)1/2
3∏
i=1
‖f#ki,ji‖L2
This yields the first bound.
For the second claim carry out the same computation after rearranging∫ ∫
fk3,j3(ξ3, τ3)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)dΓ3(ξ)dΓ3(τ)
=
∫
(dξ3)1
∫
dτ3f
#
k3,j3
(ξ3, τ3)∫
(dξ1)1
∫
dτ1f
#
k1,j1
(ξ1, τ1)f
#
k2,j2
(ξ1 + ξ3, τ1 + τ3 +Ω
a(ξ1, ξ3))
Note that ∣∣∣∣∂Ωa(ξ1, ξ3)∂ξ1
∣∣∣∣ ∼ ||ξ1 + ξ3|a − |ξ1|a| ∼ |ξ1|a
Firstly, apply Cauchy-Schwarz in ξ1 to find
.
∫
(dξ3)1
∫
dτ3f
#
k3,j3
(ξ3, τ3)
∫
dτ1(1 + 2
j2−ak1)1/2
×
(∫
(dξ1)1|f
#
k1,j1
(ξ1, τ1)|
2|f#k2,j2(ξ1 + ξ3, τ1 + τ3 +Ω
a)|2
)1/2
and next, apply Cauchy-Schwarz in τ3, ξ3 and at last τ1 to find the bound
. 2j1/2(1 + 2j2−ak1)1/2
3∏
i=1
‖fki,ji‖2
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The third bound will be established by the same argument. The difference of the
group velocity is less favourable though, leading to inferior estimates: An applica-
tion of the Cauchy-Schwarz inequality in ξ1 yields∫
dτ2
∫
(dξ2)1f
#
k2,j2
(ξ2, τ2)
∫
(dξ1)1
∫
dτ1f
#
k1,j1
(ξ1, τ1)f
#
k3,j3
(ξ1 + ξ2, τ1 + τ2 +Ω
a)
.
∫
dτ2
∫
(dξ2)1f
#
k2,j2
(ξ2, τ2)
∫
dτ1(1 + 2
j3−(a−1)k1−k2)1/2
×
(∫
(dξ1)1|f
#
k1,j1
(ξ1, τ1)|
2|f#k3,j3(ξ1 + ξ2, τ1 + τ2 +Ω
a)|2
)1/2
Now apply Cauchy-Schwarz like above in τ2, ξ2 and τ1 to find
. 2j1/2(1 + 2j3−(a−1)k1−k2)1/2
3∏
i=1
‖fki,ji‖2
This proves the third bound. 
Remark 3.4. Unless one introduces modulation weights like e.g. in [9] the third
bound is insufficient to overcome the derivative loss in case of High×Low→ High-
interaction. Moreover, it is this estimate which complicates short time bilinear
estimates in negative Sobolev spaces.
Lemma 3.5. Let 1 ≤ a ≤ 2. If |ki − kj | ≤ 5, i = 1, 2, 3, then we find (15) to
hold with α(k, j) = 2ji1/2(1 + 2ji2−(a−1)k1)1/4 for any i1, i2 ∈ {1, 2, 3} provided that
i1 6= i2.
Suppose in addition that ||ξi1 |
a − |ξi2 |
a| ∼ 2ak1 provided that ξim ∈ supp(fkim ,jim ),
im ∈ {1, 2, 3}. Then, we find (15) to hold with α = 2
ji1/2(1 + 2ji2−ak1)1/2.
Proof. We assume in the following that a > 1 because the claim is covered in Lemma
3.1 for a = 1. For the first claim we apply Cauchy-Schwarz in ξ2 to find∫
dτ1
∫
(dξ1)1f
#
k1,j1
(ξ1, τ1)
∫
dτ2
∫
(dξ2)1f
#
k2,j2
(ξ2, τ2)f
#
k3,j3
(ξ1 + ξ2, τ1 + τ2 +Ω
a)
.
∫
dτ1
∫
(dξ1)1f
#
k1,j1
(ξ1, τ1)
∫
dτ2(1 + 2
j3−(a−1)k1)1/4
×
(∫
(dξ2)1|f
#
k2,j2
(ξ2, τ2)|
2|f#k3,j3(ξ1 + ξ2, τ1 + τ2 +Ω
a)|2
)1/2
This estimate follows due to ∣∣∣∣∂2Ωa∂ξ22
∣∣∣∣ ∼ 2(a−1)k1 ,
which is straight-forward from Case-by-Case analysis according to the signs of the
involved frequencies.
Applications of Cauchy-Schwarz in τ1, ξ1 and τ2 lead to
. 2j2/2(1 + 2j3−(a−1)k1)1/4
3∏
i=1
‖fki,ji‖2
which proves the first claim for m1 = 2, m2 = 3. There is no loss of generality due
to the symmetry among ki, i = 1, 2, 3.
For the second claim we argue like in Lemma 3.3: Let i1 = 3, i2 = 2. From the
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proof it will be clear that this is no loss of generality.
We apply the Cauchy-Schwarz inequality in ξ2 to find∫
dτ1
∫
(dξ1)1f
#
k1,j1
(ξ1, τ1)
∫
dτ2
∫
(dξ2)1f
#
k2,j2
(ξ2, τ2)f
#
k3,j3
(ξ1 + ξ2, τ1 + τ2 +Ω
a)
.
∫
dτ1
∫
(dξ1)1f
#
k1,j1
(ξ1, τ1)
∫
dτ2(1 + 2
j3−ak1)1/2
×
(∫
(dξ2)1|f
#
k2,j2
(ξ2, τ2)|
2|f#k3,j3(ξ1 + ξ2, τ1 + τ2 +Ω
a)|2
)1/2
Now the claim follows from application of Cauchy-Schwarz inequality in τ1, ξ1 and
τ2. 
To estimate lower order terms, we use the following estimate not exploiting the
dispersion relation, but following from Cauchy-Schwarz inequality:
Lemma 3.6. Estimate (15) holds with α = 2kmin/22jmin/2.
4. Short time bilinear estimates
Purpose of this section is to prove the following proposition:
Proposition 4.1. Let T ∈ (0, 1] and u, v ∈ F s,δa (T ), i = 1, 2.
If 1 < a ≤ 3/2, then there are δ = δ(a, s) > 0 and θ = θ(a, s) > 0, so that we find
the following estimates to hold:
‖∂x(uv)‖N0,δa (T ) . T
θ‖u‖F 0,δa (T )‖v‖F 0,δa (T )(19)
‖∂x(uv)‖N−1/2,δa (T )
. T θ‖u‖
F
−1/2,δ
a (T )
‖v‖F s,δa (T )(20)
provided that s > 3/2− a.
If 3/2 < a < 2, then there are δ(a) > 0 and ε(a) > 0, so that we find the following
estimate to hold:
‖∂x(uv)‖N0,δa (T ) . T
θ‖u‖F 0,δa (T )‖v‖F 0,δa (T )(21)
‖∂x(uv)‖N−1/2,δa (T )
. T θ‖u‖F 0,δa (T )‖v‖F−1/2,δa (T )
(22)
We will work with δ = 0 in the following which will be omitted from notation.
Later we shall see how the analysis yields the estimates claimed above.
The above estimates will be proved after decompositions in the frequency, essentially
reducing the estimates to
(23) ‖Pk3∂x(uk1uk2)‖Na,k3 . α(k)‖uk1‖Fa,k1 ‖uk2‖Fa,k2
These estimates will be proved via the L2-bilinear estimates from the previous
section. We enumerate the possible frequency interactions:
(i) High× Low→ High-interaction: This case will be treated in Lemma 4.2.
(ii) High×High→ High-interaction: This case will be treated in Lemma 4.3.
(iii) High×High→ Low-interaction: This case will be treated in Lemma 4.4.
(iv) Low × Low → Low-interaction: This will be treated in Lemma 4.5.
We start with High× Low→ High-interaction:
Lemma 4.2. Let 1 ≤ a ≤ 2. Suppose that k3 ≥ 20, |k1 − k3| ≤ 5, k2 ≤ k3 − 10.
Then, we find (23) to hold with α = 1.
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Proof. Let γ : R→ [0, 1] be a smooth function with supp(γ) ⊆ [−1, 1] and∑
m∈Z
γ2(x−m) ≡ 1
Plugging in the definition of Na,k3 we find the lhs in (23) to be dominated by
C2k3
∑
m∈Z
sup
tk3∈R
‖(τ − ϕa(ξ) + i2
(2−a)k3)−11Ik3 (ξ)
(Ft,x[η0(2
(2−a)k3(t− tk3))γ(2
(2−a)k3+10(t− tk3)−m)u1])
∗ (Ft,x[γ(2
(2−a)k3+10(t− tk3)−m)u2])‖Xa,k3
(24)
Note that
#{m ∈ Z|η0(2
(2−a)k3(· − tk))γ(2
(2−a)k3+10(· − tk)−m) 6= 0} = O(1)
Consequently, it is enough to estimate (24) for fixed m. Write
fk1 = Ft,x[η0(2
(2−a)k3(t− tk3))γ(2
(2−a)k3+10(t− tk3)−m)uk1 ]
fk2 = Ft,x[γ(2
(2−a)k3+10(t− tk3)−m)uk2 ]
Here, we omit dependence on tk3 and m because the derived bounds are uniform in
these parameters.
Further, we perform an additional localization in modulation
fki,ji =
{
η≤ji(τ − ϕa(ξ))fki . ji = (2− a)k3 + 10
ηji(τ − ϕa(ξ)fki , ji > (2− a)k3 + 10
and by the definition of the Fa,ki -spaces and (12) we reduce (23) in the peculiar
case of High× Low → High-interaction to
(25) 2k3
∑
j3≥(2−a)k3
2−j3/2‖1Dak3,j3
(fk1,j1 ∗ fk2,j2)‖L2 .
2∏
i=1
2ji/2‖fki,ji‖L2 ,
where supp(fki,ji) ⊆ D
a
ki,≤ji
for i = 1, 2 and we can suppose that ji ≥ (2− a)k3.
For the resonance function we have the estimate from below
|Ωa| & 2ak3+k2
Consequently, there is ji ≥ ak3 + k2 − 10.
Suppose that j3 ≥ ak3 + k2 − 10. Then, we apply duality and the first bound from
Lemma 3.3 to find ∑
j3≥ak3+k2−10
2−j3/2‖1Da
k3,j3
(fk1,j1 ∗ fk2,j2)‖L2
. 2−(ak3+k2)/22j2/2(1 + 2j1−ak3)1/2
2∏
i=1
‖fki,ji‖2
(26)
By the lower bound for j1 and a ≥ 1 it follows
(26) . 2−(ak3+k2)/22j2/22j1/22−(2−a)k3/2
2∏
i=1
‖fki,ji‖2 . 2
−k2/2
2∏
i=1
2ji/2‖fki,ji‖L2
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which yields (25).
Suppose that j1 ≥ ak3 + k2− 10. The argument for j2 ≥ ak3 + k2 − 10 is the same.
An application of the second bound from Lemma 4.2 yields∑
j3≥(2−a)k3
2−j3/2‖1Da
k3,j3
(fk1,j1 ∗ fk2,j2)‖L2
.
∑
j3≥(2−a)k3
2−j3/2(1 + 2j1−ak3)1/22j2/2
2∏
i=1
‖fki,ji‖2
. 2−(2−a)k3/22−ak3/2
2∏
i=1
2ji/2‖fki,ji‖2 = 2
−k3
2∏
i=1
2ji/2‖fki,ji‖2
This completes the proof. 
We turn to High×High→ High-interaction:
Lemma 4.3. Let 1 ≤ a ≤ 2. Suppose that k3 ≥ 20, |k1 − k2| ≤ 5, |k2 − k3| ≤ 5.
Then, we find (23) to hold with α = 1.
Actually, the same argument like inHigh×Low→ High-interaction is applicable
since there will be two frequencies with group velocity difference of size 2ak1 . Below
we point out how to derive improved estimates using the resonance.
Proof. Like above it will suffice to prove
(27) 2k3
∑
j3≥(2−a)k3
2−j3/2‖1Dak3,j3
(fk1,j1 ∗ fk2,j2)‖L2 .
2∏
i=1
2ji/2‖fki,ji‖2
In this case we have |Ωa| & 2(a+1)k3 . Hence, due to otherwise impossible modulation
interaction, there is ji ≥ (a+ 1)k3 − 10.
If j3 ≥ (a+1)k3 − 10 we use duality and the first estimate from Lemma 3.5 to find∑
j3≥(a+1)k3−10
2−j3/2‖1Da
k3,j3
(fk1,j1 ∗ fk2,j2)‖L2
. 2−(a+1)k3/22j1/2(1 + 2j2−(a−1)k3)1/4
2∏
i=1
‖fki,ji‖2,
from which the claim follows even with extra smoothing.
If j1 ≥ (a + 1)k3 − 10 (or j2 ≥ (a + 1)k3 − 10 where the same estimate can be
applied) we use again the first estimate from Lemma 3.5 to derive∑
j3≥(2−a)k3
2−j3/2‖1Dak3,j3
(fk1,j1 ∗ fk2,j2)‖L2
.
∑
j3≥(2−a)k3
2−j3/2(1 + 2j3−(a−1)k3)1/42j2/2
2∏
i=1
‖fki,ji‖2
. 2−(1+ε(a))k3
2∏
i=1
2ji/2‖fki,ji‖2
even for some ε = ε(a) > 0. 
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We turn to High ×High → Low-interaction, which is dual to High × Low →
High-interaction. We have to add localization in time in order to estimate the input
functions in short time spaces.
Lemma 4.4. Let k1 ≥ 20 and k3 ≤ k1 − 10. Then, we find (23) to hold with
α = (3k1)2
(1−a)k12(a−3/2)k3 .
Proof. Following the definition of the Na,k-spaces we have to estimate
(28) 2k3
∑
j3≥(2−a)k3
2−j3/2‖1Da
k3,j3
Ft,x(uk1vk2η(2
(2−a)k3(t− tk))‖L2τ,ξ ,
The resonance is given by |Ωa| & 2ak1+k3 .
Suppose that j3 ≥ ak1 + k3 − 10. Then, we find
(28) . 2k32−
ak1+k3
2 ‖uk1vk2η(2
(2−a)k3(t− tk))‖L2t,x
After adding localization in time (since we are estimating an L2t -norm at this point)
it is enough to estimate
(29) 2k32
(2−a)(k1−k3)
2 2−
ak1+k3
2 ‖uk1vk2η(2
(2−a)k1(t− tλ))‖L2t,x
Write
fk1,j1 = 1Dak1,(≤)j1
Ft,x[γ(2
(2−a)k1(t− tλ))uk1 ]
fk2,j2 = 1Dak2,(≤)j2
Ft,x[γ(2
(2−a)k1+10(t− tµ))vk2 ]
where the low modulations are annexed matching time localization as usual.
Then an application of two L4t,x-Strichartz estimates gives
(29) . 2(1−a)k12
a−1
2 k32−
k1
4
2∏
i=1
∑
ji≥(2−a)k1
2ji/2‖fki,ji‖2
. 2(3/4−a)k12
a−1
2 k3
2∏
i=1
∑
ji≥(2−a)k1
2ji/2‖fki,ji‖2
which yields a first bound. Some of the above estimates are crude because the next
case gives the worse bound anyway.
We turn to the sum over j3 in (28), where j3 ≤ ak1 + k3 − 10.
By the above reductions and notation we have to estimate
2(2−a)(k1−k3)2k3
∑
(2−a)k3≤j3≤ak1+k3
2−j3/2‖1Da
k3,≤j3
(fk1,j1 ∗ fk2,j2)‖L2τ,ξ ,
where j1, j2 ≥ (2− a)k1.
Suppose that j1 ≥ ak1+ k3− 10. An application of Lemma 3.3 in conjunction with
duality gives
. 2(2−a)(k1−k3)2k3
∑
j3≤ak1+k3
2−j3/22j3/2
(
1 + 2j2−ak1
)1/2
‖fk1,j1‖2‖fk2,j2‖2
. (3k1)2
(1−a)k12(a−3/2)k3
2∏
i=1
2ji/2‖fki,ji‖2,
which is inferior to the first bound. The proof is complete. 
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We record the estimate for Low × Low → Low-interaction which is immediate
from Lemma 3.6:
Lemma 4.5. Let ki ≤ 100, i = 1, 2, 3. Then, we find (23) to hold with α(k) = 1.
Proof of Proposition 4.1. With the above estimates for frequency localized interac-
tions at disposal, we can infer the claimed estimates: For High × Low → High-
interaction Lemma 4.2 gives the estimates after square-summing
‖∂x(uv)‖N0a(T ) . ‖u‖F 0a (T )‖v‖F 0+a (T )
‖∂x(uv)‖N−1/2a (T )
. ‖u‖
F
−1/2
a (T )
‖v‖F sa (T )
where 1 < a ≤ 3/2 and s > 3/2− a.
Increasing time localization leads to extra smoothing (because the minimal size of
the modulation regions will become larger) and together with Lemma 2.3 we deduce
from the proof of Lemma 4.2
‖∂x(uv)‖N0,δa (T ) . T
ε‖u‖F 0,δa (T )‖v‖F 0,δa (T )
‖∂x(uv)‖N−1/2,δa (T )
. T ε‖u‖
F
−1/2,δ
a (T )
‖v‖F s,δa (T )
for some ε > 0 for any δ > 0 with a and s like in the previous display.
For 3/2 < a < 2 the argument is analoguous for High× Low → High-interaction.
For High × High → Low-interaction the short time estimates get worse when
increasing time localization. But there is room in the estimate from Lemma 4.4 to
prove the estimates for δ(a) > 0 chosen sufficiently small. 
5. Energy estimates
Purpose of this section is to propagate the energy norm of solutions and differ-
ences of solutions: Set
‖u‖2Hm =
∑
ξ
m(ξ)uˆ(ξ)uˆ(−ξ)
We will consider generalized symbols m ∈ Ssε following [17]:
Definition 5.1. Let s ∈ R and ε > 0. Ssε denotes the class of spherically symmetric
smooth functions (symbols), where m ∈ Ssε satisfies
(i) symbol regularity,
|∂αm| .α (1 + ξ
2)−α/2m(ξ)
(ii) decay at infinity,
s− ε ≤
lnm(ξ)
ln(1 + ξ2)
≤ s+ ε, s− ε ≤
d lnm(ξ)
d ln(1 + ξ2)
≤ s+ ε
Also, the proof of Proposition 5.2 based on Lemma 5.5 and Lemma 5.14 is stan-
dard and will be omitted.
The following estimates will be shown:
Proposition 5.2. Let 1 < a < 2, T ∈ (0, 1], M ∈ 2N0 and suppose that u is
a smooth solution to (1) with vanishing mean. Then, there are positive ε(s, a),
θ(a, s), δ(a, s), c(a, s), d(a, s) so that we find the following estimate to hold
‖u‖2Es(T ) . ‖u‖
2
Hs + TM
c‖u‖3
F s−ε,δa (T )
+M−d‖u‖3
F s−ε,δa (T )
+ T θ‖u‖4
F s,δa (T )
(30)
provided that s ≥ 3/2− a.
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The following energy estimates for differences of solutions will be proved.
Proposition 5.3. Let T ∈ (0, 1], 1 < a < 2 and M ∈ 2N0 . Suppose that s > 3/2−a
and ui, i = 1, 2 are smooth solutions to (1) with vanishing mean. Then, there are
positive c(a, s), d(a, s), θ(a, s), δ(a, s) so that we find the following estimate to hold:
‖v‖2E−1/2(T ) . ‖v(0)‖
2
H−1/2 + TM
c‖v‖2
F
−1/2,δ
a (T )
(‖u1‖F s,δa (T ) + ‖u2‖F s,δa (T ))
+M−d‖v‖2
F
−1/2,δ
a (T )
(‖u1‖F s,δa (T ) + ‖u2‖F s,δa (T ))
+ T θ‖v‖2
F
−1/2,δ
a (T )
(‖u1‖
2
F s,δa (T )
+ ‖u2‖
2
F s,δa (T )
)
(31)
Furthermore, the following estimate holds:
‖v‖2Es(T ) . ‖v(0)‖
2
Hs +M
cT ‖v‖2
F s,δa (T )
(‖v‖F s,δa (T ) + ‖u2‖F s,δa (T ))
+M−d‖v‖2
F s,δa (T )
(‖v‖F s,δa (T ) + ‖u2‖F s,δa (T ))
+ T θ(‖v‖F s,δa (T )‖v‖F−1/2,δa (T )
‖u2‖F r,δa (T )‖u2‖F s,δa (T )
+ ‖v‖2
F s,δa (T )
‖u2‖
2
F s,δa (T )
+ ‖v‖3
F s,δa (T )
‖u2‖F s,δa (T )),
(32)
where r = s+ (2− a).
For smooth solutions we find by the fundamental theorem of calculus and after
symmetrization
‖u(t)‖2Hm = ‖u(0)‖
2
Hm
+ C
∫ t
0
∫
Γ3
(m(ξ1)ξ1 +m(ξ2)ξ2 +m(ξ3)ξ3)uˆ(ξ1)uˆ(ξ2)uˆ(ξ3)dΓ3ds
To integrate by parts like in [8, 17] we consider the first resonance function
(33) Ωa1(ξ1, ξ2, ξ3) = ξ1|ξ1|
a + ξ2|ξ2|
a + ξ3|ξ3|
a (ξ1, ξ2, ξ3) ∈ Γ3
A consequence of the mean value theorem is
|Ωa1(ξ1, ξ2, ξ3)| & |ξmax|
a|ξmin|
and thus, the first resonance does not vanish provided that ξi 6= 0. Integration by
parts becomes possible and we find
Rs,m3 =
∫ T
0
ds
∑
ξ1+ξ2+ξ3=0,
ξi 6=0
(m(ξ1)ξ1 +m(ξ2)ξ2 +m(ξ3)ξ3)uˆ(s, ξ1)uˆ(s, ξ2)uˆ(s, ξ3)
=
 ∑
ξ1+ξ2+ξ3=0,
ξi 6=0
(m(ξ1)ξ1 +m(ξ2)ξ2 +m(ξ3)ξ3)
Ωa1(ξ1, ξ2, ξ3)
uˆ(t, ξ1)uˆ(t, ξ2)uˆ(t, ξ3)

T
t=0
+ C
∫ T
0
∑
ξ1+ξ2+ξ3=0,
ξi 6=0
m(ξ1)ξ1 +m(ξ2)ξ2 +m(ξ3)ξ3
ξ1|ξ1|a + ξ2|ξ2|a + ξ3|ξ3|a
uˆ(t, ξ1)uˆ(t, ξ2)
× ξ3
∑
ξ3=ξ31+ξ32,
ξ3i 6=0
uˆ(t, ξ31)uˆ(t, ξ32)
= Bs,m3 (0;T ) +R
s,m
4 (T )
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Set
bs,m3 (ξ1, ξ2, ξ3) =
m(ξ1)ξ1 +m(ξ2)ξ2 +m(ξ3)ξ3
ξ1|ξ1|a + ξ2|ξ2|a + ξ3|ξ3|a
The following estimate of the multiplier is a consequence of the mean value theorem
and the lower bound for the resonance function:
Lemma 5.4. Let |ξ1| ∼ |ξ2| & |ξ3| > 0. Then, the following estimate holds:
|bs,m3 (ξ1, ξ2, ξ3)| .
maxi=1,2,3 |m(ξi)|
|ξ1|a
We collect the low frequencies as
Rs,m,M3 =
∫ T
0
dt
∑
ξ1+ξ2+ξ3=0,
1≤|ξi|≤M
bs,m3 (ξ1, ξ2, ξ3)uˆ(t, ξ1)uˆ(t, ξ2)uˆ(t, ξ3)
Following [8] we differentiate by parts only Rs,m3 − R
s,m,M
3 such that one of the
initial frequencies is higher than M .
This leads us to the boundary term Bs,m,M3 with one of the frequencies larger than
M . We have the following lemma:
Lemma 5.5. Suppose that −1/2 < s < 1/2. Then, we find the following estimate
to hold for any 1 < a < 2, δ ≥ 0:
(34) Bs,m,M3 (0;T ) .M
−d(s,a)‖u‖3
F s,δa (T )
Proof. Localize frequencies on a dyadic scale, i.e., Pkiui = ui and suppose k1 ≥
k2 ≥ k3 by symmetry. We use the embedding from Lemma 2.1 to reduce the bound
to a bound of Sobolev norms. By Lemma 5.4 and Ho¨lder in position space we find
the estimate for the evaluation at t
22εk1
max(22sk1 , 22sk3)
2ak1
∑
ξ1+ξ2+ξ3=0,
ξi 6=0,|ξ1|≥M
|uˆ1(t, ξ1)||uˆ2(t, ξ2)||uˆ3(t, ξ3)|
. 22εk1
max(22sk1 , 22sk3)
2ak1
‖Pk1u(t)‖L2‖Pk2u(t)‖L22
k3/2‖Pk3u(t)‖L2
This expression sums up to the claimed estimate. 
The remainder term is symmetrized once again to find (the constraint for the
initial frequencies will be omitted because it is not relevant in the following)
Rs,m4 = C
∫ T
0
dt
∫
Γ4
dΓ4(b
s,m
3 (ξ1, ξ2, ξ31 + ξ32)− b
s,m
3 (−ξ31,−ξ32, ξ31 + ξ32))ξ3
× uˆ(t, ξ1)uˆ(t, ξ2)uˆ(t, ξ31)uˆ(t, ξ32)
Set
bs,m4 (ξ1, ξ2, ξ31, ξ32) = [b
s,m
3 (ξ1, ξ2, ξ31 + ξ32)− b
s,m
3 (−ξ31,−ξ32, ξ31 + ξ32)]ξ3
For the second symmetrization we record again by the mean value theorem
Lemma 5.6. With the above notation we find the following estimate to hold:
|bs,m4 (ξ1, ξ2, ξ31, ξ32)| .
maxi=1,2,3 |m(ξi)|
maxi=1,2,3 |ξi|a
|ξ∗3 |
where |ξ∗1 | ≥ |ξ
∗
2 | ≥ . . . denotes a decreasing rearrangement of the ξi, i = 1, 2, 31, 32.
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For the more difficult remainder estimate it is important to note that the second
symmetrization cancels the second resonance
(35) Ωa2(ξ1, ξ2, ξ3, ξ4) = ξ1|ξ1|
a + ξ2|ξ2|
a + ξ3|ξ3|
a + ξ4|ξ4|
a (ξ1, ξ2, ξ3, ξ4) ∈ Γ4
Next, an estimate is derived which is effective when estimating expressions involving
two high frequencies and two low frequencies provided that the second resonance is
non-vanishing.
Lemma 5.7. Let ki, ji ∈ N and fki,ji ∈ L
2
≥0(Z × R) with supp(fki,ji) ⊆ D
a
ki,≤ji
.
Suppose that |k1 − k4| ≤ 5, k2 ≤ k3 ≤ k4 − 10 and suppξ(fkm,jm) ⊆ Im, m = 2, 3,
|Im| . 2
l.
Then, we find the following estimate to hold:
∫
dΓ4(τ)
∫
dΓ4(ξ)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)fk4,j4(ξ4, τ4)
. min(2j1/2, 2j2/2)(1 + 2j4−ak4)1/22j3/22l/2
4∏
i=1
‖fki,ji‖2
(36)
Proof. Like in Section 3 we rewrite and use consecutive applications of Cauchy-
Schwarz inequality
∫
dΓ4(τ)
∫
dΓ4(ξ)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)fk4,j4(ξ4, τ4)
=
∫
dτ1
∫
(dξ1)1f
#
k1,j1
(ξ1, τ1)
∫
dτ2
∫
(dξ2)2f
#
k2,j2
(ξ2, τ2)
×
∫
dτ3
∫
(dξ3)1f
#
k3,j3
(ξ3, τ3)f
#
k4,j4
(−ξ1 − ξ2 − ξ3,−τ1 − τ2 − τ3 +Ω
a
2)
.
∫
dτ1
∫
(dξ1)1f
#
k1,j1
(ξ1, τ1)
∫
dτ2
∫
(dξ2)1f
#
k2,j2
(ξ2, τ2)
×
∫
dτ3(1 + 2
j4−ak4)1/2
(∫
(dξ3)1|f
#
k3,j3
|2|f#k4,j4 |
2
)1/2
. (1 + 2j4−ak4)1/2
∫
(dξ1)1
∫
dτ2
∫
(dξ2)1f
#
k2,j2
(ξ2, τ2)
×
∫
dτ3
(∫
dτ1|f
#
k1,j1
(ξ1, τ1)|
2
)1/2
(∫
(dξ3)1|f
#
k3,j3
(ξ3, τ3)|
2‖fk4,j4(ξ1 + ξ2 + ξ3, ·)‖
2
L2τ
)1/2
. 2l/22j2/2(1 + 2j4−ak4)1/22j3/2
4∏
i=1
‖fki,ji‖2
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which yields the second estimate.
Similarly, we find the first estimate by∫
dτ2
∫
(dξ2)1f
#
k2,j2
(ξ2, τ2)
∫
dτ1
∫
(dξ1)1f
#
k1,j1
(ξ1, τ1)
×
∫
(dξ3)1
∫
dτ3f
#
k3,j3
(ξ3, τ3)f
#
k4,j4
(ξ1 + ξ2 + ξ3, τ1 + τ2 + τ3 +Ω)
. (1 + 2j4−ak4)1/2
∫
dτ2
∫
(dξ2)1f
#
k2,j2
(ξ2, τ2)
∫
dτ1
∫
(dξ1)1f
#
k1,j1
(ξ1, τ1)
×
∫
dτ3
(∫
(dξ3)1|f
#
k3,j3
(ξ3, τ3)|
2|f#k4,j4(ξ1 + ξ2 + ξ3, τ1 + τ2 + τ3 +Ω
a
2)|
2
)1/2
. 2j1/22l/22j3/2(1 + 2j4−ak4)1/2
4∏
i=1
‖fki,ji‖2

Remark 5.8. Note that the argument is symmetric with respect to the low fre-
quencies k2 and k3 above and the high frequencies k1 and k4. Below we will freely
use the estimates obtained from such permutations.
We record the following short time consequences (i.e. modulations large depend-
ing on the frequencies):
Lemma 5.9. Suppose that |k1 − k4| ≤ 5, k3 ≤ k4 − 10 and ji ≥ (2− a)ki.
Then, we find the following estimate to hold:∫
dΓ4(τ)
∫
dΓ4(ξ)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)fk4,j4(ξ4, τ4)
. 2−k1
4∏
i=1
2ji/2‖fki,ji‖2
(37)
provided that k2 ≤ k3 − 5.
Suppose the initial hypothesis and |k2−k3| ≤ 3. Then, we find the following estimate
to hold: ∫
dΓ4(τ)
∫
dΓ4(ξ)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)fk4,j4(ξ4, τ4)
. 2−k12(0k3)+
4∏
i=1
2ji/2‖fki,ji‖2
(38)
Proof. The first claim follows from applying Lemma 5.7 with l = k3 and observing
that jmax ≥ ak1 + k3 − 10.
For the second claim, we carry out a decomposition of the expression into |Ω2a| ∼
2ak1+l which is equivalent to assuming that |ξ2 ± ξ3| ∼ 2
l.
At this point, we can assume that fk3,j3(·, τ) and fk4,j4(·, τ) are supported in inter-
vals Im, m = 2, 3 of length 2
l.
The decompositions f Iiki,ji are almost orthogonal, that is∑
Ii
‖f Iiki,ji‖
2
2 . ‖fki,ji‖
2
2
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and further, supposing that |Ω2a| ∼ 2
ak1+l there are only finitely many intervals I3
such that there is a non-trivial contribution
(39)∫
dΓ4(τ)
∫
|Ω2a|∼2
ak1+l
dΓ4(ξ)fk1,j1(ξ1, τ1)f
I2
k2,j2
(ξ2, τ2)f
I3
k3,j3
(ξ3, τ3)fk4,j4(ξ4, τ4)
The localized expression is amenable to the argument yielding the first estimate
and so,
(39) . 2−k1
(
4∏
i=1
2ji/2
)
‖fk1,j1‖2‖f
I2
k2,j2
‖2‖f
I3
k3,j3
‖2‖fk4,j4‖2
The claim follows from carrying out the sum over I2 and I3 by almost orthogonality
and the sum over l, which leads to the 2(0k3)+ loss. 
We have the following estimate due to Cauchy-Schwarz inequality to handle lower
order terms:
Lemma 5.10. Let ki, ji ∈ N and fki,ji ∈ L
2
≥0(Z × R) with supp(fki,ji) ⊆ D
a
ki,≤ji
and let k∗1 ≥ . . . ≥ k
∗
4 and j
∗
1 ≥ . . . ≥ j
∗
4 denote decreasing rearrangements of ki, ji.
Then, we find the following estimate to hold:∫
dΓ4(τ)
∫
dΓ4(ξ)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)fk4,j4(ξ4, τ4)
. 2k
∗
4/22k
∗
3/22j
∗
4/22j
∗
3/2
4∏
i=1
‖fki,ji‖2
However, if Ωa2 = 0 we find |ξ
∗
1 | = |ξ
∗
2 |, |ξ
∗
3 | = |ξ
∗
4 |, where the actual frequen-
cies have opposite signs. Thus, the sum over the frequencies collapses and two
applications of Cauchy-Schwarz in the modulation variables give the following:
Lemma 5.11. Let ki, ji ∈ N and fki,ji ∈ L
2
≥0(Z × R) with supp(fki,ji) ⊆ D
a
ki,≤ji
.
Let |k1−k4| ≤ 2, |k3−k4| ≤ 2 and k1 ≥ k3 and let j
∗
1 ≥ . . . ≥ j
∗
4 denote a decreasing
rearrangement of the ji.
Then, we find the following estimate to hold:∫
dΓ4(τ)
∫
ξ1+ξ4=0,
ξ2+ξ3=0
dΓ4(ξ)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)fk4,j4(ξ4, τ4)
. 2j
∗
4/22j
∗
3/2
4∏
i=1
‖fki,ji‖2
In case there is one frequency clearly lower than the remaining three frequencies,
the resonance is very favourable and we will make use of the following bound which
is a consequence of three L6t,x-Strichartz estimates from Lemma 3.2:
Lemma 5.12. Let ki, ji ∈ N and fki,ji ∈ L
2
≥0(Z × R) with supp(fki,ji) ⊆ D
a
ki,≤ji
and let j∗1 ≥ . . . ≥ j
∗
4 denote a decreasing rearrangement of the ji.
Then, we find the following estimate to hold:∫
dΓ4(τ)
∫
dΓ4(ξ)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)fk4,j4(ξ4, τ4)
. 2−j
∗
1/22(0kmax)+
4∏
i=1
2ji/2‖fki,ji‖2
22 R. SCHIPPA
Proof. Let ui = F
−1
t,x [fki,ji ] denote the inverse Fourier transform and to simplify
the notation let j1 = j
∗
1 .
Then, changing back to position space and applying Ho¨lder’s inequality gives∫
dΓ4(τ)
∫
dΓ4(ξ)fk1,j1(ξ1, τ1) . . . fk2,j2(ξ2, τ2)
=
∫
dt
∫
dxu1(t, x) . . . u4(t, x)
. ‖u1‖L2t,x
4∏
i=2
‖ui‖L6t,x . ‖fk1,j1‖L2t,x
4∏
i=2
2(0ki)+2ji/2‖fki,ji‖2
. 2−j
∗
1/22(0kmax)+
4∏
i=1
2ji/2‖fki,ji‖2

Further, we have the following consequence of four L4t,x-Strichartz estimates:
Lemma 5.13. Let 1 ≤ a ≤ 2, ki, ji ∈ N and fki,ji ∈ L
2
≥0(Z×R) with supp(fki,ji) ⊆
Daki,≤ji . Then, we find the following estimate to hold:∫
Γ4(τ)
dΓ4(τ)
∫
Γ4(ξ)
dΓ4(ξ)fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3)fk4,j4(ξ4, τ4)
.
4∏
i=1
2
(a+2)ji
4(a+1) ‖fki,ji‖2
Proof. Like in Lemma 5.12 change to position space and apply Ho¨lder to find∫
dΓ4(τ)
∫
dΓ4(ξ)fk1,j1(ξ1, τ1) . . . fk4,j4(ξ4, τ4)
=
∫
dt
∫
dxu1(t, x) . . . u4(t, x)
.
4∏
i=1
‖ui‖L4t,x .
4∏
i=1
2
(a+2)ji
4(a+1) ‖fki,ji‖2
The L4t,x-Strichartz estimate is a consequence of Lemma 3.1. 
The more involved remainder estimate, where the above multilinear estimates
are deployed, is carried out in the following lemma:
Lemma 5.14. Let 1 < a < 2 and T ∈ (0, 1]. Suppose that s ≥ 3/2− a. Then, we
find the following estimate to hold:∣∣∣∣∣
∫ T
0
Rm4 [u]ds
∣∣∣∣∣ . T θ‖u‖4F s−ε,δa (T )
provided that m ∈ Ssε , where ε(s, a) > 0, θ(s, a) > 0, δ = δ(s, a) > 0 are chosen
sufficiently small.
Proof. In the expression
(40)
∫ T
0
dt
∫
Γ4
dΓ4b
mε
4 (ξ1, ξ2, ξ31, ξ32)uˆ(ξ1)uˆ(ξ2)uˆ(ξ31)uˆ(ξ32)
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we can suppose |ξ1| & |ξ2|, |ξ31| & |ξ32| by symmetry.
Further, we break the frequencies into dyadic blocks |ξ1| ∼ 2
k1 , |ξ2| ∼ 2
k2 , |ξ31| ∼
2k31 , |ξ32| ∼ 2
k32 .
After dyadic frequency localization for an estimate of (40) one has additionally to
take into account the time localization and the multiplier bound. For this purpose,
we perform a Case-by-Case analysis:
Case A. |ξ1| ∼ |ξ2|
Subcase AI. |ξ1| ≫ |ξ3| & |ξ31| & |ξ32|
Subcase AII. |ξ1| ≫ |ξ3| ≪ |ξ31| ∼ |ξ32|
Subcase AIII. |ξ1| ∼ |ξ3| & |ξ31| & |ξ32|
Subcase AIV. |ξ1| ∼ |ξ3| ≪ |ξ31| ∼ |ξ32|
Case B. |ξ1| ≫ |ξ2|
Subcase BI. |ξ1| ∼ |ξ3| ∼ |ξ31| ∼ |ξ32|
Subcase BII. |ξ1| ∼ |ξ3| ≪ |ξ31| ∼ |ξ32|
Subcase BIII. |ξ1| ∼ |ξ3| ∼ |ξ31| ≫ |ξ32|
Let γ : R→ [0, 1] denote a smooth function with support in [−1, 1] satisfying∑
n∈Z
γ4(x − n) ≡ 1
We have
(40)|ξ1|∼2k1 ,... =
∑
|m|.T2αkmax
∫
R
dt
∫
Γ4,|ξ1|∼2k1 ,...
bmε4 (ξ1, ξ2, ξ31, ξ32)
1[0,T ](t)γ(2
−αkmaxt−m)uˆ(ξ1) . . . γ(2
−αkmaxt−m)uˆ(ξ32)
where α = (2− a− δ), so that the products γ(2−αkmaxt−m)uˆ(ξi) are estimated in
the F δa,ki .
Here and below we confine ourselves to the majority of the cases, where the smooth
cutoff does not interact with the sharp cutoff, i.e., only the m ∈ Z are considered,
where
(41) 1[0,T ](t)γ(2
−αkmaxt−m) = γ(2−αkmaxt−m)
Observe that there are at most four exceptional cases, where the above display
fails. These can be treated by interpolation with the estimate from Lemma 5.10
and Lemma 2.4.
Thus, adapting the reductions and notations from Section 4 one has to estimate
T 2(2−a+δ)k
∗
1 |b4(2
k1 , 2k2 , 2k31 , 2k32)|
∫
dΓ4(τ)
∫
Ωa2 6=0
dΓ4(ξ)fk1,j1(ξ1, τ1)
× fk2,j2(ξ2, τ2)fk31,j31(ξ31, τ31)fk32,j32(ξ32, τ32)
(42)
where ji ≥ (2 − a + δ)k
∗
1 , i = 1, 2, 31, 32 taking into account the time localization.
For the sake of brevity write in the following fk3,j3 = fk31,j31 and fk4,j4 = fk32,j32 .
For the estimate we will use Lemma 5.9 and 5.12 in case of separated frequencies
and Lemma 3.1, whenever the frequencies are not separated. We turn to the single
cases.
Subcase AI. For bm4 we have the size estimate |b
m
4 | .
max(22sk1 ,22sk3 )22εk1
2ak1
2k3 . The
time localization yields a factor of T 2(2−a+δ)k1 and an application of Lemma 5.9
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gives
(42) . max(22sk1 , 22sk3)2k3−k122(1−a)k12δk122εk1
4∏
i=1
2ji/2‖fki,ji‖2
Subcase AII. In case the frequencies are not of comparable size one can argue like
in Case AI.
Otherwise, we apply Lemma 3.1 to find together with the size estimate of bm4 and
the time localization
(42) . T
max(22sk1 , 22sk3)
2ak1
2k32(2−a+δ)k122εk12−(δ+3ε)k1
4∏
i=1
2ji/2‖fki,ji‖2
Subcase AIII. This case can be covered following along the above lines.
Subcase AIV. The size estimate for bm4 is |b
m
4 | .
max(22sk1 ,22sk3 )
2ak1
22εk12k1 . The time
localization yields a factor of T 2(2−a+δ)k31 and an application of Lemma 5.9 gives
a smoothing factor of 2−k312εk1 , which yields
(42) . T max(22sk1 , 22sk3)2(1−a)k12(1−a)k312δk3122εk1
4∏
i=1
2ji/2‖fki,ji‖2
Subcase BI. The size estimate of bm4 is |b
m
4 | .
max(22sk1 ,22sk2 )2k1
2ak1
22εk1 , time localiza-
tion amounts to a factor of T 2(2−a+δ)k1 and using the resonance |Ωa2 | & 2
(a+1)k1 ,
hence, j∗1 ≥ (a+ 1)k1/2− 10 in conjunction with Lemma 5.12 we find
(42) . T
22(s+ε)k1
2ak1
2k12−(a+1)k1/22(2−a+δ)k123εk1
4∏
i=1
2ji/2‖fki,ji‖2
. T 22sk125/2(1−a)23εk1
4∏
i=1
2ji/2‖fki,ji‖2
Subcase BII. The size estimate is |bm4 | .
max(22sk1 ,22sk2 )22εk1
2ak1
, time localization gives
a factor of T 2(2−a+δ)k31 and by Lemma 5.9 we find
(42) . T
max(22sk1 , 22sk2)2k1
2ak1
2(2−a+δ)k312−k3123εk31
4∏
i=1
2ji/2‖fki,ji‖L2
Subcase BIII. The size of bm4 is given by |b
m
4 | .
max(22sk1 ,22sk2 )
2ak1
2(1+2ε)k1 . Time
localization gives a factor of T 2(2−a+δ)k1 and an application of Lemma 5.9 gives
(42) . T
max(22sk1 , 22sk2)2k1
2ak1
2(2−a+δ)k123εk12−k1
4∏
i=1
2ji/2‖fki,ji‖2
. T max(22sk1 , 22sk2)22(1−a)k12(3ε+δ)k1
4∏
i=1
2ji/2‖fki,ji‖2
In all cases we find extra smoothing. It is straight-forward to carry out the sum-
mations. 
We turn to the proof of energy estimates for differences of solutions.
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Proof of Proposition 5.3. We start with the proof of (31).
An application of the fundamental theorem of calculus gives
2−n‖Pnv(t)‖
2
L2 = 2
−n‖Pnv(0)‖
2
L2
+ 2−n2
∫ T
0
dt
∑
ξ1+ξ2+ξ3=0,
ξi 6=0
χ2n(ξ1)ξ1vˆ(ξ1)(uˆ1(ξ2) + uˆ2(ξ2))vˆ(ξ3)
In the following we pretend that v is governed by ∂tv+ ∂xD
a
xv = ∂x(vu1) to lighten
the notation because we can prove the same estimates replacing u1 with u2 due to
multilinearity of the argument.
The estimate will be carried out by Case-by-Case analysis which is more involved
than in the energy estimates for solutions due to reduced symmetry. For the inter-
action between v, u1, v in the above display we have to take care of the following
cases:
Case I : High× Low→ High-interaction: (v, u1, v)
Case II : High× Low → High-interaction: (v, v, u1)
Case III : High×High→ High-interaction
Case IV : High×High→ Low-interaction: (v, u1, v)
We start with an analysis of Case I. After integration by parts and switching back
to position space we find
(43) 2−n2k
∫ T
0
ds
∫
dxPnuPku1Pn′v (|n− n
′| ≤ 5, k ≤ n− 10)
Strictly speaking, the estimates are carried out rather for the absolute values of
the space-time Fourier transform which becomes only possible after integration by
parts in time first. The above notation is used in order to make the argument more
readable.
Further, we omit to indicate the summation over the frequencies. One checks that
the expressions sum up to the desired regularities.
Integration by parts in time is only carried out for n ≥ log2(M): This gives
(43) = 2−n2k2−(an+k) [PnvPku1Pn′v]
T
t=0
+ 2−n2k2−(an+k)(
∫ T
0
dt
∫
∂xPn(vu1)Pku1Pn′v +
∫ T
0
ds
∫
Pnv∂xPk(u
2
1)Pn′v)
= BI(0;T ) + I1 + I2, |n− n
′| ≤ 5, k ≤ n− 6
Like in the proof of Proposition 5.2 we only integrate by parts the high frequencies.
The boundary term can be estimated using Ho¨lder’s inequality and Bernstein’s
inequality like in the estimate of the boundary term for solutions:∑
n≥m
∑
k≤n−6
∑
|n−n′|≤5
2−(a+1)n
∫
dxPnv(t)Pku1(t)Pn′v(t)
.
∑
n≥m
∑
k≤n−6
∑
|n−n′|≤5
2−(a+1)n‖Pnv(t)‖L2‖Pku1(t)‖L∞‖Pn′v(t)‖L2
.M−d‖v‖2
F
−1/2,δ
a (T )
‖u1‖F s,δa (T )
where the ultimate estimate follows from Lemma 2.1.
Moreover, for the low frequencies it is straight-forward to infer by the same means
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that∑
1≤n≤m
∑
k≤n−6
2−n2k
∫ T
0
dt
∫
dxPnvPku1Pn′v . TM
c‖v‖2
F
−1/2,δ
a (T )
‖u1‖F s,δa (T )
We turn to the more involved estimate of I1 and I2. The frequency constraint will
be omitted in the following. Compared to the remainder estimate for solutions
the multiplier is slightly worse because we do not integrate by parts another time.
Moreover, the second resonance can vanish.
We split I1 = I11 + I12 + I13 according to Littlewood-Paley decomposition, which
means that we consider High× Low → High-interaction for I11, High×High→
High-interaction for I12 and High×High→ Low-interaction for I13.
If the second resonance does not vanish, then Lemma 5.9 applies and we find
I11 = 2
−an
∣∣∣∣∣
∫ T
0
dt
∫
(PnvPk′u1 + Pnu1Pk′v)Pku1Pn′v
∣∣∣∣∣
. T 2(2−a+δ)n2−an2−n2εn
(
‖Pnv‖F δa,n‖Pk′u1‖F δa,k′
+ ‖Pnu1‖F δa,n‖Pk′v‖F δa,k′
)
× ‖Pku1‖F δa,k‖Pn
′v‖F δ
a,n′
If the second resonance vanishes, then we use Lemma 5.11 which ameliorates the
factor 2(2−a+δ)n from the time localization and gives
I11 . T 2
−an
(
‖Pnv‖F δa,n‖Pku1‖F δa,k + ‖Pnu1‖F δa,n‖Pkv‖F δa,k
)
‖Pku1‖Fk‖Pnv‖F δa,n
For I12 we have to estimate
2−an
∫ T
0
dt
∫
PnvPn′u1Pku1Pn′′vdx, k ≤ n− 10, |n− n
′| ≤ 5, |n′′ − n| ≤ 5
The second resonance satisfies |Ωa2 | & 2
(a+1)n. By Lemma 5.12 we find
I12 . T 2
(2−a+δ)n2−an2−(a+1)n/22εn‖Pnv‖F δa,n‖Pn′u1‖F δa,n′
‖Pku1‖F δa,k‖Pn
′′v‖F δ
a,n′′
. T 2(3/2−5a/2)n2(ε+δ)n‖Pnv‖F δa,n‖Pn′u1‖F δa,n′
‖Pku1‖F δa,k‖Pn
′′v‖F δ
a,n′′
We turn to High×High→ Low-interaction: This amounts to estimate
I13 = 2
−an
∫ T
0
dt
∫
Pm1vPm2u1Pku1Pn′v (|m1 −m2| ≤ 5, n ≤ m1 − 6)
I13 is amenable to Lemma 5.9 after adding time localization T 2
(2−a+δ)m1 and taking
all factors together we find
I13 . T 2
(1−a)m12(ε+δ)m12−an‖Pm1v‖F δa,m1
‖Pm2u1‖F δa,m2
‖Pku1‖F δa,k‖Pn
′v‖F δ
a,n′
For I2 we use again Littlewood-Paley decomposition to write I2 = I21 + I22 + I23
like above.
Since the deployed arguments are multilinear, the estimates for I21 and I22 are
carried out like above. However, in case of I23 we encounter the additional case of
comparable frequencies
2−n2−an2k
∫ T
0
dt
∫
PnvPm1u1Pm2u1Pn′v |m1 −m2| ≤ 10, |m1 − n| ≤ 10
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which is not necessarily amenable to Lemma 5.9.
But, after adding localization in time T 2(2−a+δ)n and using Lemma 5.13 in the
non-resonant case and Lemma 5.11 in the resonant case we find the estimate
I23 . T 2
2(1−a)n2k−n‖Pnv‖F δa,n‖Pm1u1‖F δa,m1
‖Pm2u1‖F δa,m2
‖Pn′v‖F δ
a,n′
,
which is again more than enough.
In Case II we can not integrate by parts in space to put the derivative on a more
favourable factor, thus we have to estimate the expression
(44)
∫ T
0
dt
∫
PnvPn′u1Pkv
Integration by parts in time yields
II = 2−(an+k) [PnvPn′u1Pkv]
T
t=0 + 2
−(an+k)
(∫ T
0
dt
∫
∂xPn(vu1)Pn′u1Pkv
+
∫ T
0
dt
∫
Pnv∂xPn′(u
2
1)Pkv +
∫ T
0
dt
∫
PnvPn′u1∂xPk(vu1)
)
= BII(0;T ) + II1 + II2 + II3
To derive suitable estimates however, we do not integrate by parts all of (44), but
only the part with high frequencies like above. We find for the boundary term with
initial frequencies n ≥ log2(M) following along the above lines of the estimate for
BI(0;T ):
BII,M (0;T ) .M
−c‖v‖2
F
−1/2,δ
a (T )
‖u1‖F s,δa (T )
and for the low frequencies like above∑
1≤n≤m
∑
|n−n′|≤5
∑
k≤n−6
∫ T
0
ds
∫
dxPnvPn′u1Pkv . TM
d‖v‖2
F
−1/2
a,δ (T )
‖u1‖F sa,δ(T )
We turn to the estimate of II1. For the evaluation we plug in Littlewood-Paley
decomposition of Pn(u1v), and split like above II1 = II11 + II12 + II13.
We have
II11 = 2
−(an+k)2n
(∫ T
0
dt
∫
PnvPk′u1Pn′u1Pkv +
∫ T
0
dt
∫
Pk′vPnu1Pn′u1Pkv
)
(|n− n′| ≤ 5, k, k′ ≤ n− 6)
Time localization amounts to a factor of T 2(2−a+δ)n. In the non-resonant case we
use Lemma 5.9 and in the resonant case Lemma 5.11 to find gathering all factors
II11 . T 2
−k2(1−a)n‖Pn′u1‖F δ
a,n′
‖Pkv‖F δa,k(
‖Pnv‖F δa,n‖Pk′u1‖F δa,k′
+ ‖Pk′u1‖F δ
a,k′
‖Pnv‖F δa,n
)
‖Pn′u1‖F δ
a,n′
‖Pkv‖F δa,k
For II12 we have to estimate
(45) 2(1−a)n−k
∫ T
0
dt
∫
Pn1vPn2u1Pn′u1Pkv, |n1 − n
′| ≤ 5, |n2 − n
′| ≤ 5
For this we use Lemma 5.12 because the second resonance |Ω2a| & 2
(a+1)n is favourable:
(45) . T 2(2−a+δ)n2(1−a)n2−k2−(a+1)n/2‖Pn1v‖F δa,n1
‖Pn2u1‖F δa,n2
‖Pn′u1‖F δ
a,n′
‖Pkv‖F δa,k
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For II13 estimate by Lemma 5.9
2(1−a)n−k
∫ T
0
dt
∫
Pm1vPm2u2Pn′u2Pkv
. T 2(1−a+δ)m12(1−a)n−k‖Pm1v‖F δa,m1
‖Pm2u2‖F δa,m2
‖Pn′u2‖F δ
a,n′
‖Pkv‖F δa,k ,
where |m1 −m2| ≤ 5, n
′ ≤ m1 − 6.
Like above split II2 = II21 + II22 + II23 and for II21 we have to estimate
2(1−a)n−k
∫ T
0
dt
∫
PnvPn′u1Pk′u1Pkv (|n− n
′| ≤ 3, k, k′ ≤ n− 6)
In the non-resonant case we find by applying Lemma 5.7
II21 . T 2
2(1−a)n2(δ+ε)n2−k‖Pnv‖F δa,n‖Pn′u1‖F δa,n′
‖Pk′u1‖F δ
a,k′
‖Pkv‖F δa,k
In the resonant case it follows from Lemma 5.11
II21 . T 2
(1−a)n−k‖Pnv‖F δa,n‖Pn′u1‖F δa,n′
‖Pk′u1‖F δ
a,k′
‖Pkv‖F δa,k ,
which is still sufficient.
For II22 use Lemma 5.12 to find
2(1−a)n−k
∫ T
0
dt
∫
PnvPn2u1Pn3u1Pkv . T 2
(2−a+δ)n2(1−a)n2−k2−(a+1)n/22εn
‖Pnv‖F δa,n‖Pn2u1‖F δa,n2
‖Pn3u1‖F δa,n3
‖Pkv‖F δa,k
and for II23 we have to estimate
2(1−a)n−k
∫ T
0
dt
∫
PnvPm1u1Pm2u1Pkv, |m1 −m2| ≤ 5, n ≤ m1 − 6
Here, we apply Lemma 5.9 to find
II23 . T 2
(1−a+δ)m12(1−a)n−k‖Pnv‖F δa,n‖Pm1u1‖F δa,m1
‖Pm2u1‖F δa,m2
‖Pkv‖F δa,k
The estimate of II3 is easier because the derivative hits a smaller frequency. But
all frequencies can be comparable which leads to the expression
2−an
∫ T
0
dt
∫
PnvPn′u1Pm1vPm2u1,
which can also be treated like above with Lemma 5.9 in the non-resonant case and
Lemma 5.11 in the resonant case.
In Case III we have to estimate
(46)
∫ T
0
dt
∫
Pn1u1Pn2vPn3v
with |ni − n| ≤ 10 comparable.
The resonance is very favourable, and we find after integration by parts in time
(46) = 2−(a+1)n
[∫
Pn1u1Pn2vPn3v
]T
t=0
+ 2−(a+1)n
(∫ T
0
dt
∫
∂xPn1(u
2
1)Pn2vPn3v
+
∫ T
0
dt
∫
Pn1u1∂xPn2(vu1)Pn3v +
∫ T
0
dt
∫
Pn1u1Pn2v∂xPn3(vu1)
)
= BIII(0;T ) + III1 + III2 + III3
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Like above integration by parts in time is only carried out for high frequencies,
which gives∑
n≥m
∑
|ni−n|≤10
2−(a+1)n
[∫
Pn1u1Pn2vPn3v
]T
t=0
.M−d‖v‖2
F
−1/2,δ
a (T )
‖u1‖F s,δa (T )
and ∑
1≤n≤m
∑
|ni−n|≤10
∫ T
0
dt
∫
Pn1u1Pn2vPn3v .M
cT ‖v‖2
F
−1/2,δ
a (T )
‖u1‖F s,δa (T )
Due to symmetry in the frequencies and multilinearity of the applied estimates
we will only estimate III1. We split III1 = III11 + III12 + III13 according to
Littlewood-Paley decomposition. For III11 we have to consider
2−an
∫ T
0
ds
∫
Pn1u1Pku1Pn2vPn3v, k ≤ n− 15,
and an application of Lemma 5.12 gives
III11 . T 2
(2−a+δ)n2εn2−(a+1)n/22−an‖Pn1u1‖F δa,n1
‖Pku1‖F δa,k‖Pn2v‖F δa,n2
‖Pn3v‖F δa,n3
For III12 we have to estimate
2−an
∫ T
0
dt
∫
Pn1u1Pn2u1Pn3vPn4v
with all frequencies comparable, i.e., |ni − n| ≤ 15. In the non-resonant case use
Lemma 5.13 and in the resonant case use Lemma 5.11 to find
III12 . T 2
2(1−a)n‖Pn1u1‖F δa,n1
‖Pn2u1‖F δa,n2
‖Pn3v‖F δa,n3
‖Pn4v‖F δa,n4
, |ni − n| ≤ 15
For III13 we have to estimate
2−an
∫ T
0
dt
∫
Pm1u1Pm2u1Pn2vPn3v, |m1 −m2| ≤ 5, n ≤ m1 − 6
An application of Lemma 5.9 yields
III13 . 2
−anT 2(1−a+δ)m12εn‖Pm1u1‖F δa,m1
‖Pm2u1‖F δa,m2
‖Pn′v‖F δ
a,n′
‖Pn′′v‖F δ
a,n′′
This discloses the analysis of Case III.
In Case IV we are considering
(47)
∫ T
0
dt
∫
Pnv(Pm1u1Pm2v), |m1 −m2| ≤ 5, n ≤ m1 − 6
An integration by parts in time yields
(47) = 2−(am1+n)
[∫
PnvPm1u1Pm2v
]T
t=0
+ 2−(am1+n)
(∫ T
0
dt
∫
∂xPn(vu1)Pm1u1Pm2v
+
∫ T
0
dt
∫
Pnv∂xPm1(u
2
1)Pm2v +
∫ T
0
dt
∫
PnvPm1u1∂xPm2(vu1)
)
= BIV (0;T ) + IV1 + IV2 + IV3
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Like above only the high frequencies are integrated by parts. For the corresponding
boundary term we find by Ho¨lder’s inequality, Bernstein’s inequality and Lemma
2.1 like for the previous boundary term BI
BIV,M (0;T ) =
∑
m1≥m
∑
n≤m1−6
∑
|m1−m2|≤5
2−(am1+n)
[∫
PnvPm1u1Pm2v
]T
t=0
.M−d‖v‖2
F
−1/2,δ
a (T )
‖u1‖F s,δa (T )
and for the low frequencies∑
m1≤m
∑
n≤m1−6
∑
|m1−m2|≤5
∫ T
0
dt
∫
PnvPm1u1Pm2v . TM
c‖v‖2
F
−1/2,δ
a (T )
‖u1‖F s,δa (T )
Like above we split IV1 = IV11 + IV12 + IV13. To estimate IV11 consider
2−am1
∫ T
0
dt
∫
(PnvPku1 + PkvPnu1)Pm1u1Pm2v, k ≤ n− 6
Since the second resonance does not vanish, IV11 is amenable to Lemma 5.9 and we
find
IV11 . T 2
(1−2a)m12δm1(‖Pnv‖F δa,n‖Pku1‖F δa,k + ‖Pkv‖F δa,k‖Pnu1‖F δa,n)
× ‖Pm1u1‖F δa,m1
‖Pm2v‖F δa,m2
)
For IV12 we can apply once more Lemma 5.9 to find
IV12 . T 2
(1−2a)m12δm12εn‖Pnv‖F δa,n‖Pn′u1‖F δa,n′
‖Pm1u1‖F δa,m1
‖Pm2v‖F δa,m2
and for IV13 the only additional case arises when all frequencies are comparable in
2−am1
∫ T
0
dt
∫
Pm3vPm4u1Pm1u1Pm2v, ∃l : |mi − l| ≤ 10
In the non-resonant case use Lemma 5.13 and in the resonant case Lemma 5.11 to
find
IV13 . T 2
2(1−a)l2δl‖Pm1u1‖F δa,m1
‖Pm2v‖F δa,m2
‖Pm3v‖F δa,m3
‖Pm4u1‖F δa,m4
We split IV2 = IV21 + IV22 + IV23. In case IV21 we have to estimate
2(1−a)m12−n
∫ T
0
dt
∫
PnvPm1u1Pku1Pm2v (k, n ≤ m1 − 6, |m1 −m2| ≤ 5)
In the resonant case this expression is estimated by Lemma 5.11 and in the non-
resonant case use Lemma 5.9 to find
IV21 . T 2
(1−a)m12−n‖Pm1u1‖F δa,n‖Pm2v‖F δa,m2
‖Pnv‖F δa,n‖Pku1‖F δa,k
For IV22 consider
2(1−a)m1−n
∫ T
0
dt
∫
PnvPm1u1Pm2u1Pm3v, ∃m
′ : n ≤ m′ − 10, |mi −m
′| ≤ 7
This we estimate by Lemma 5.12 to find
IV22 . T 2
(2−a+δ)m12−(a+1)m1/22(1−a)m12−n
‖Pnv‖F δa,n‖Pm1u1‖F δa,m1
‖Pm2u1‖F δa,m2
‖Pm3v‖F δa,m3
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For IV23 we have to estimate
2(1−a)m12−n
∫ T
0
dt
∫
PnvPl1u1Pl2u1Pm2v, n ≤ m2 − 3 ≤ l1 − 9, |l1 − l2| ≤ 5
An application of Lemma 5.9 gives
IV23 . T 2
(1−a)m1−n2(1−a)l12δl1‖Pnv‖F δa,n‖Pl1u1‖F δa,l1
‖Pl2u1‖F δa,l2
‖Pm2v‖F δa,m2
IV3 is estimated like IV2. This completes the proof of (31).
In order to prove (32) we write by the fundamental theorem of calculus up to
irrelevant factors
22ns‖Pnv(T )‖
2
L2 = 2
2ns‖Pnv(0)‖
2
L2 + 2
2ns
∫ T
0
dt
∫
Pnv∂xPn(v
2)
+ 22ns
∫ T
0
dt
∫
Pnv∂xPn(vu) = 2
2ns‖Pnv(0)‖
2
L2 + 2
2ns(A+B)
where
A = 22ns
∫ T
0
dt
∫
Γ3
χ2n(ξ1)vˆ(ξ1)(iξ1)vˆ(ξ2)vˆ(ξ3)dΓ3
= 22nsC
∫ T
0
dt
∫
Γ3
dΓ3(χ
2
n(ξ1)ξ1 + χ
2
n(ξ2)ξ2 + χ
2
n(ξ3)ξ3)vˆ(ξ1)vˆ(ξ2)vˆ(ξ3)
and after integration by parts in time we find modulo boundary terms
A =
 ∑
ξ1+ξ2+ξ3=0,
ξi 6=0
(χ2n(ξ1)ξ1 + χ
2
n(ξ2)ξ2 + χ
2
n(ξ3)ξ3)
ξ1|ξ1|a + ξ2|ξ2|a + ξ3|ξ3|a
vˆ(ξ1)vˆ(ξ2)vˆ(ξ3)

T
t=0
+
∫ T
0
dt
∑
ξ1+ξ2+ξ3=0,
ξi 6=0
(χ2n(ξ1)ξ1 + χ
2
n(ξ2)ξ2 + χ
2
n(ξ3)ξ3)
ξ1|ξ1|a + ξ2|ξ2|a + ξ3|ξ3|a
vˆ(ξ1)vˆ(ξ2)
× ξ3
∑
ξ3=ξ31+ξ32,
ξ3i 6=0
vˆ(ξ31)vˆ(ξ32)
+
∫ T
0
dt
∑
ξ1+ξ2+ξ3=0,
ξi 6=0
(χ2n(ξ1)ξ1 + χ
2
n(ξ2)ξ2 + χ
2
n(ξ3)ξ3)
ξ1|ξ1|a + ξ2|ξ2|a + ξ3|ξ3|a
vˆ(ξ1)vˆ(ξ2)
× ξ3
∑
ξ3=ξ31+ξ32,
ξ3i 6=0
vˆ(ξ31)uˆ2(ξ32)
= BA(0;T ) +A1 +A2
Set
b3(ξ1, ξ2, ξ3) =
χ2n(ξ1)ξ1 + χ
2
n(ξ2)ξ2 + χ
2
n(ξ3)ξ3
ξ1|ξ1|a + ξ2|ξ2|a + ξ3|ξ3|a
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A second symmetrization like in the proof of the energy estimates for solutions gives
A1 = C
∫ T
0
dt
∫
Γ4
dΓ4b3(ξ1, ξ2, ξ31 + ξ32)ξ3vˆ(ξ1)vˆ(ξ2)vˆ(ξ31)vˆ(ξ32)
= C
∫ T
0
dt
∫
Γ4
dΓ4[b3(ξ1, ξ2, ξ31 + ξ32)− b3(−ξ31,−ξ32, ξ31 + ξ32)]
× ξ3vˆ(ξ1)vˆ(ξ2)vˆ(ξ31)vˆ(ξ32)
= C
∫ T
0
dt
∫
Γ4
dΓ4b4(ξ1, ξ2, ξ31, ξ32)vˆ(ξ1)vˆ(ξ2)vˆ(ξ31)vˆ(ξ32)
and the expression is estimated like in Lemma 5.14.
To estimate
A2 =
∫ T
0
dt
∫
Γ4
dΓ4b3(ξ1, ξ2, ξ3)ξ3vˆ(ξ1)vˆ(ξ2)vˆ(ξ31)uˆ2(ξ32)
we conduct a Case-by-Case analysis plugging in Littlewood-Paley decomposition.
For the interaction of (v, v, v) before integration by parts in time we have to take
into account the following cases:
Case I: High× Low → High (|ξ1| ∼ |ξ3| ≫ |ξ2|)
Case II: High×High→ High (|ξ1| ∼ |ξ2| ∼ |ξ3|)
Case III: High×High→ Low (|ξ3| ≪ |ξ1| ∼ |ξ2|)
Here, we additionally plug in the possible frequency interactions for (ξ3, ξ31, ξ32)
like I = I1 + I2 + I3. For I1 we have to estimate
I1 = 2
2ns2(1−a)n
(∫ T
0
dt
∫
PnvPkv (Pn′vPk′u2 + Pk′vPn′u2)
)
,
k, k′ ≤ n− 6, |n− n′| ≤ 5
In the non-resonant case both expressions can be handled with Lemma 5.9 and in
the resonant case Lemma 5.11 yields
I1 . 2
2nsT 2(1−a)n‖Pnv‖F δa,n‖Pkv‖F δa,k(
‖Pn′v‖F δ
a,n′
‖Pk′u2‖F δ
a,k′
+ ‖Pk′v‖F δ
a,k′
‖Pn′u2‖F δ
a,n′
)
I2 is amenable to Lemma 5.12 which gives
I2 . 2
2nsT 2(2−a+δ)n2(1−a)n2εn2−(a+1)n/2‖Pnv‖F δa,n‖Pkv‖F δa,k‖Pn2v‖F δa,n2
‖Pn3u2‖F δa,n3
,
where |n− ni| ≤ 5, k ≤ n− 10.
For I3 consider
22ns2(1−a)n
∫ T
0
dt
∫
PnvPkvPl1vPl2u2, |l1 − l2| ≤ 5, n ≤ l1 − 6, k ≤ n− 6
Lemma 5.9 gives
I3 . 2
2nsT 2(1−a+δ)l12(1−a)n‖Pnv‖F δa,n‖Pkv‖F δa,k‖Pl1v‖F δa,l1
‖Pl2u2‖F δa,l2
Consider Case II next. Split II = II1 + II2 + II3. For II1 we have to consider
22ns2(1−a)n
(∫ T
0
dt
∫
Pn1vPn2vPn3vPku2 +
∫ T
0
dt
∫
Pn1vPn2vPkvPn3u2
)
,
|n1 − n2| ≤ 3, |n1 − n3| ≤ 3, k ≤ n1 − 6
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This we estimate by Lemma 5.12 to find
II1 . 2
2nsT 2(2−a+δ)n2(1−a)n2−(a+1)n/2‖Pn1v‖F δa,n1
‖Pn2v‖F δa,n2
× (‖Pn3v‖F δa,n3
‖Pku2‖F δa,k + ‖Pkv‖F δa,k‖Pn3u2‖F δa,n3
)
For II2 consider
22ns2(1−a)n
∫ T
0
dt
∫
Pn1vPn2vPn3vPn4u2, |n1 − ni| ≤ 10, i = 2, 3, 4
This we estimate by Lemma 5.9 in the non-resonant case and by Lemma 5.11 in
the resonant case to find
II2 . 2
2nsT 2(3−2a)n‖Pn1v‖F δa,n1
‖Pn2v‖F δa,n2
‖Pn3v‖F δa,n3
‖Pn4u2‖F δa,n4
For II3 we have to consider
22ns2(1−a)n1
∫ T
0
dt
∫
Pn1vPn2vPl1vPl2u2, n1 ≤ l1−10, |l1− l2| ≤ 5, |n1−n2| ≤ 5
This is amenable to Lemma 5.9 which yields the estimate
II3 . 2
2nsT 2(1−a+δ)l12(1−a)n1‖Pn1v‖F δa,n1
‖Pn2v‖P δa,n2
‖Pl1v‖F δa,l1
‖Pl2u2‖F δa,l2
We estimate III = III1 + III2 + III3. For III1 consider
22ns2(1−a)n
∫ T
0
dt
∫
Pn1vPn2v(PkvPk′u2 + Pk′vPku2),
where |n1 − n2| ≤ 5, k ≤ n1 − 6, k
′ ≤ k − 6.
The expressions are amenable to Lemma 5.9 and we find
III1 . 2
2nsT 22(1−a)n2δn‖Pn1v‖F δa,n1
‖Pn2v‖F δa,n2
(‖Pkv‖F δa,k‖Pk
′u2‖F δ
a,k′
+ ‖Pk′v‖F δ
a,k′
‖Pku2‖F δa,k)
The same argument applies to III2 because there can not be a resonant case, which
gives
III2 . 2
2nsT 2(1−a)n12δn‖Pn1v‖F δa,n1
‖Pn2v‖F δa,n2
‖Pl1v‖F δa,l1
‖Pl2u2‖F δa,l2
|n1 − n2| ≤ 5, |l1 − l2| ≤ 5, l1 ≤ n1 − 10
For III3 we have to consider
22ns
∫ T
0
dt
∫
Pn1vPn2vPk(Pl1vPl2u2),
|l1 − l2| ≤ 5, k ≤ l1 − 10, |n1 − n2| ≤ 5, k ≤ n1 − 10
If |n1− l1| ≥ 15, we can argue like above. Otherwise, all frequencies are comparable
and applying Lemma 5.13 in the non-resonant case and Lemma 5.11 in the resonant
case to find
III3 . 2
2nsT 2(3−2a)n‖Pn1v‖F δa,n1
‖Pn2v‖F δa,n2
‖Pl1v‖F δa,l1
‖Pl2u2‖F δa,l2
, |n1 − l1| ≤ 5.
For the estimate of B we are again in the situation from the proof of (31). The
only difference is that we do not have the extra smoothing from the H−1/2-input
regularity which leads to the shift in regularity.
We have the following cases:
Case I: High× Low → High(v, u2, v)
Case II: High× Low → High(v, v, u2)
34 R. SCHIPPA
Case III: High×High→ High
Case IV: High×High→ Low(v, u2, v)
To estimate the individual contributions we use exactly the same arguments from
above. Hence, we will be brief.
In Case I we integrate by parts to put the derivative on the lowest frequency from
above to arrive at the expression
(48) 22ns2k
∫ T
0
dt
∫
dxPnvPku2Pn′v (|n− n
′| ≤ 5, k ≤ n− 6)
Integration by parts in time gives modulo boundary terms and irrelevant factors
(48)−BI(0;T ) = 2
2ns2−an
(∫ T
0
dt
∫
∂xPn(v(v + u2))Pku1Pn′v
+
∫ T
0
dt
∫
PnvPk∂x(u
2
2)Pn′v
)
= I1 + I2, (|n− n
′| ≤ 5, k, k′ ≤ n− 6)
The boundary terms are handled like in the proof of (31). We omit the estimates
of the boundary terms in the following. Split I1 = I11 + I12 + I13. Using Lemma
5.9 in case of non-vanishing resonance and Lemma 5.11 in case of vanishing second
resonance
I11 . 2
2nsT 2(1−a)n‖Pku1‖F δa,k‖Pnv‖F δa,n(‖Pn1v‖F δa,n1
‖Pk1u2‖F δa,k
+ ‖Pn1v‖F δa,k1
‖Pn1u2‖F δa,n1
+ ‖Pn1v‖F δa,n1
‖Pk1v‖F δa,k1
)
For I12 we find by the above argument
I12 . 2
2nsT 2(1−a)n‖Pn1v‖F δa,n1
(‖Pn2u2‖F δa,n2
+ ‖Pn2v‖F δa,n2
)‖Pku2‖F δa,k‖Pn3v‖F δa,n3
with |ni − n| ≤ 5, k ≤ n− 10.
Further,
I13 . 2
2nsT 2(1−a)n2(1−a+δ)m1‖Pm1v‖F δa,m1
‖Pku2‖F δ
a,k
‖Pk′v‖F δ
a,k′
(‖Pm2u2‖F δa,m2
+ ‖Pm2v‖F δa,m2
)
In case of I23 the additional case of comparable frequency occurs
22ns2−an2k
∫ T
0
dt
∫
PnvPm1u2Pm2u2Pn′v, |m1 −m2| ≤ 10, |m1 − n| ≤ 10
and we find by Lemma 5.13 or Lemma 5.11, respectively,
I23 . 2
2nsT 22(1−a)n‖Pnv‖F δa,n‖Pm1u2‖F δa,m1
‖Pm2u2‖F δa,m2
‖Pn′v‖F δ
a,n′
In Case II we have to estimate the expression
22ns2n
∫ T
0
dt
∫
PnvPn′u2Pkv |n− n
′| ≤ 5, k ≤ n− 10
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This we integrate by parts in time to find
II −BII(0;T ) = 2
2ns2(1−a)n−k(
∫ T
0
dt
∫
∂xPn(v(v + u2))Pn′u2Pkv
+
∫ T
0
dt
∫
Pnv∂xPn′(u
2
2)Pkv +
∫ T
0
dt
∫
PnvPn′u2∂xPk(v(v + u2)))
= II1 + II2 + II3
By the above notation and arguments we find
II11 . 2
2nsT 2(2−a)n−k‖Pn′u2‖F δ
a,n′
‖Pkv‖F δa,k(‖Pnv‖F δa,n‖Pk
′u2‖F δ
a,k′
+ ‖Pk′v‖F δ
a,k′
‖Pnu2‖F δa,n + ‖Pnv‖F δa,n‖Pk′v‖F δa,k′
) k, k′ ≤ n− 10
with an improved estimate for k 6= k′.
For II12 estimate by Lemma 5.12
22ns2(2−a)n−k
∫ T
0
dt
∫
Pn1vPn2u2Pn′u2Pkv
. 22nsT 2(2−a)n−k2−(a+1)/22(ε+δ)n‖Pn1v‖F δa,n1
(‖Pn2u2‖F δa,n2
+ ‖Pn2v‖F δa,n2
)
‖Pn3u2‖F δ
a,n′
‖Pkv‖F δa,k |ni − n
′| ≤ 5, k ≤ n− 10
For II13 estimate by Lemma 5.9
22ns2(2−a)n−k
∫ T
0
dt
∫
Pm1v(Pm2u2 + Pm2v)Pn′u2Pkv
. 22nsT 2(1−a+δ)m12(2−a)n−k‖Pm1v‖F δa,m1
‖Pn′u2‖F δ
a,n′
‖Pkv‖F δa,k
(‖Pm2u2‖F δa,m2
+ ‖Pm2v‖F δa,m2
),
where |m1 −m2| ≤ 5, n ≤ m1 − 6.
For II21 estimate
22ns2(2−a)n−k
∫ T
0
dt
∫
PnvPn′u2Pk′u2Pkv, |n− n
′| ≤ 5, k, k′ ≤ n− 10
and it follows like above
II21 . 2
2nsT 2(2−a)n−k‖Pnv‖F δa,n‖Pn′u2‖F δa,n′
‖Pk′u2‖F δ
a,k′
‖Pkv‖F δa,k
with an improved estimate for k 6= k′.
For II22 we find by Lemma 5.12
II22 . 2
2nsT 2(2−a+δ)n2εn2(2−a)n−k2−(a+1)/2
‖Pnv‖F δa,n‖Pn2u2‖F δa,n2
‖Pn3u2‖F δa,n3
‖Pkv‖F δa,k ,
where |n− ni| ≤ 5, k ≤ n− 10.
For II23 we find by Lemma 5.9
II23 . 2
2nsT 2(2−a)n−k2(1−a+δ)m1‖Pnv‖F δa,n‖Pm1u2‖F δa,m1
‖Pm2u2‖F δa,m2
‖Pkv‖F δ
a,k
For II3 we can argue in case of separated frequencies like in II1 or II2 and the
conclusion is easier because the derivative hits a low frequency. However, in case of
comparable frequencies there is the additional case
(49) 22ns2(1−a)n
∫ T
0
dt
∫
Pn1vPn2u2Pn3v(Pn4u2 + Pn4v) ∃n : |ni − n| ≤ 10
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This is estimated by Lemma 5.13 in case of non-vanishing resonance and 5.11 oth-
erwise to find
(49) . T 2(1−a)n2(2−a)n‖Pn1v‖F δa,n1
‖Pn2u2‖F δa,n2
‖Pn3v‖F δa,n3
(‖Pn4u2‖F δa,n4
+ ‖Pn4v‖F δa,n4
)
In Case III we find via the above arguments
III11 . 2
2nsT 2(2−a+δ)n2εn2−(a+1)n/22(1−a)n‖Pn1u2‖F δa,n1
‖Pku2‖F δa,k
‖Pn2v‖F δa,n2
‖Pn3v‖F δa,n3
, where |n− ni| ≤ 10, k ≤ n− 15
III12 . 2
2nsT 2(3−2a)n‖Pn1u2‖F δa,n1
‖Pn2u2‖F δa,n2
‖Pn3v‖F δa,n3
‖Pn4v‖F δa,n4
,
where |ni − n| ≤ 15
III13 . T 2
(1−a+δ)m12(1−a)n2εn‖Pm1u2‖F δa,m1
‖Pm2u2‖F δa,m2
‖Pn1v‖F δa,n1
‖Pn2v‖F δa,n2
,
where |m1 −m2| ≤ 5, n ≤ m1 − 10
and due to symmetry and multilinearity the remaining cases are omitted.
In Case IV consider
22ns2n
∫ T
0
dt
∫
Pnv(Pm1u2Pm2v), |m1 −m2| ≤ 5, n ≤ m1 − 6
With the notation from above we find
IV11 . 2
2nsT 2n2(1−2a)m12δm1‖Pm1u2‖F δa,m1
‖Pm2v‖F δa,m2
(‖Pnv‖F δa,n(‖Pku2‖F δa,k + ‖Pkv‖F δa,k) + ‖Pkv‖F δa,k‖Pnu2‖F δa,n)
IV12 . 2
2nsT 2n2(1−2a)m12δm1‖Pnv‖F δa,n‖Pm1u2‖F δa,m1
‖Pm2v‖F δa,m2
(‖Pn′u2‖F δ
a,n′
+ ‖Pn′v‖F δ
a,n′
)
IV13 . 2
2nsT 2(2−3a)m1‖Pm2v‖F δa,m2
‖Pm3v‖F δa,m3
‖Pm4u2‖F δa,m4
(‖Pm1u2‖F δa,m1
+ ‖Pm1v‖F δa,m1
)
For the other cases record
IV21 . 2
2nsT 2(1−a+δ)m1‖Pnv‖F δa,n‖Pm1u2‖F δa,m1
‖Pku2‖F δa,k‖Pm2v‖F δa,m2
IV22 . 2
2nsT 2(2−a+δ)m1‖Pnv‖F δa,n‖Pm1u2‖F δa,m1
‖Pm2u2‖F δa,m2
‖Pm3v‖F δa,m3
IV23 . 2
2nsT 2(1−a)m12(1−a)l1/22δl1‖Pnv‖F δa,n‖Pl1u2‖F δa,l1
‖Pl2u2‖F δa,l2
‖Pm2v‖F δa,m2
Case IV3 is omitted due to multilinearity and symmetry.
All frequency localized estimates sum up to one of the below expressions choosing
δ sufficiently small
T ‖v‖3
F s,δa (T )
‖u2‖F s,δa (T )
T ‖v‖2
F s,δa (T )
‖u2‖
2
F s,δa (T )
T ‖v‖F s,δa (T )‖v‖F−1/2,δa (T )
‖u2‖F s+(2−a),δa (T )
‖u2‖F s,δa (T )
This finishes the proof of (32). 
DISPERSION GENERALIZED BENJAMIN-ONO EQUATIONS ON THE CIRCLE 37
References
[1] L. Abdelouhab, J. L. Bona, M. Felland, and J.-C. Saut, Nonlocal models for nonlinear, dis-
persive waves, Phys. D 40 (1989), no. 3, 360–392. MR1044731
[2] T. Benjamin, Internal waves of permanent form in fluids of great depth, J. Fluid Mech. 29
(1967), 559–562.
[3] J. L. Bona and R. Smith, The initial-value problem for the Korteweg-de Vries equation, Philos.
Trans. Roy. Soc. London Ser. A 278 (1975), no. 1287, 555–601. MR0385355
[4] J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applica-
tions to nonlinear evolution equations. II. The KdV-equation, Geom. Funct. Anal. 3 (1993),
no. 3, 209–262. MR1215780
[5] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao, Sharp global well-posedness
for KdV and modified KdV on R and T, J. Amer. Math. Soc. 16 (2003), no. 3, 705–749.
MR1969209
[6] Zihua Guo, Local well-posedness for dispersion generalized Benjamin-Ono equations in Sobolev
spaces, J. Differential Equations 252 (2012), no. 3, 2053–2084. MR2860610
[7] Zihua Guo, Chulkwang Kwak, and Soonsik Kwon, Rough solutions of the fifth-order KdV
equations, J. Funct. Anal. 265 (2013), no. 11, 2791–2829. MR3096990
[8] Zihua Guo and Tadahiro Oh, Non-existence of solutions for the periodic cubic NLS below L2,
Int. Math. Res. Not. IMRN 6 (2018), 1656–1729. MR3801473
[9] Zihua Guo, Lizhong Peng, Baoxiang Wang, and Yuzhao Wang, Uniform well-posedness and
inviscid limit for the Benjamin-Ono-Burgers equation, Adv. Math. 228 (2011), no. 2, 647–677.
MR2822208
[10] Sebastian Herr, Well-posedness for equations of Benjamin-Ono type, Illinois J. Math. 51
(2007), no. 3, 951–976. MR2379733
[11] , A note on bilinear estimates and regularity of flow maps for nonlinear dispersive
equations, Proc. Amer. Math. Soc. 136 (2008), no. 8, 2881–2886. MR2399054
[12] Sebastian Herr, Alexandru D. Ionescu, Carlos E. Kenig, and Herbert Koch, A para-differential
renormalization technique for nonlinear dispersive equations, Comm. Partial Differential Equa-
tions 35 (2010), no. 10, 1827–1875. MR2754070
[13] A. D. Ionescu, C. E. Kenig, and D. Tataru, Global well-posedness of the KP-I initial-value
problem in the energy space, Invent. Math. 173 (2008), no. 2, 265–304. MR2415308
[14] T. Kappeler and P. Topalov, Global wellposedness of KdV in H−1(T,R), Duke Math. J. 135
(2006), no. 2, 327–360. MR2267286
[15] Carlos E. Kenig, Gustavo Ponce, and Luis Vega, A bilinear estimate with applications to the
KdV equation, J. Amer. Math. Soc. 9 (1996), no. 2, 573–603. MR1329387
[16] Rowan Killip and Monica Visan, KdV is wellposed in H−1, arXiv e-prints (February 2018),
arXiv:1802.04851, available at 1802.04851.
[17] Herbert Koch and Daniel Tataru, A priori bounds for the 1D cubic NLS in negative Sobolev
spaces, Int. Math. Res. Not. IMRN 16 (2007), Art. ID rnm053, 36. MR2353092
[18] D. J. Korteweg and G. de Vries, On the change of form of long waves advancing in a rectan-
gular canal, and on a new type of long stationary waves, Philos. Mag. (5) 39 (1895), no. 240,
422–443. MR3363408
[19] Chulkwang Kwak, Local well-posedness for the fifth-order KdV equations on T, J. Differential
Equations 260 (2016), no. 10, 7683–7737. MR3473453
[20] Soonsik Kwon, On the fifth-order KdV equation: local well-posedness and lack of uniform con-
tinuity of the solution map, J. Differential Equations 245 (2008), no. 9, 2627–2659. MR2455780
[21] Luc Molinet, Global well-posedness in the energy space for the Benjamin-Ono equation on
the circle, Math. Ann. 337 (2007), no. 2, 353–383. MR2262788
[22] , Global well-posedness in L2 for the periodic Benjamin-Ono equation, Amer. J. Math.
130 (2008), no. 3, 635–683. MR2418924
[23] , Sharp ill-posedness result for the periodic Benjamin-Ono equation, J. Funct. Anal.
257 (2009), no. 11, 3488–3516. MR2571435
[24] , Sharp ill-posedness results for the KdV and mKdV equations on the torus, Adv.
Math. 230 (2012), no. 4-6, 1895–1930. MR2927357
[25] Luc Molinet, Didier Pilod, and Ste´phane Vento, On well-posedness for some dispersive per-
turbations of Burgers’ equation, Ann. Inst. H. Poincare´ Anal. Non Line´aire 35 (2018), no. 7,
1719–1756. MR3906854
38 R. SCHIPPA
[26] Luc Molinet and Ste´phane Vento, Improvement of the energy method for strongly nonresonant
dispersive equations and applications, Anal. PDE 8 (2015), no. 6, 1455–1495. MR3397003
[27] Hiroaki Ono, Algebraic solitary waves in stratified fluids, J. Phys. Soc. Japan 39 (1975), no. 4,
1082–1091. MR0398275
[28] R. Schippa, On shorttime bilinear Strichartz estimates and applications to improve the energy
method, arXiv e-prints (October 2018), arXiv:1810.04406, available at 1810.04406.
[29] Robert Schippa, On Strichartz estimates from decoupling and applications, arXiv e-prints
(2019Jan), arXiv:1901.01177, available at 1901.01177.
[30] Terence Tao, Multilinear weighted convolution of L2-functions, and applications to nonlinear
dispersive equations, Amer. J. Math. 123 (2001), no. 5, 839–908. MR1854113
[31] , Global well-posedness of the Benjamin-Ono equation in H1(R), J. Hyperbolic Differ.
Equ. 1 (2004), no. 1, 27–49. MR2052470
[32] , Nonlinear dispersive equations, CBMS Regional Conference Series in Mathemat-
ics, vol. 106, Published for the Conference Board of the Mathematical Sciences, Washington,
DC; by the American Mathematical Society, Providence, RI, 2006. Local and global analysis.
MR2233925
Fakulta¨t fu¨r Mathematik, Universita¨t Bielefeld, Postfach 10 01 31, 33501 Bielefeld,
Germany
E-mail address: robert.schippa@uni-bielefeld.de
