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Self-organized ritiality [1℄ is one of the key onepts to desribe the emergene of om-
plexity in natural systems. The onept asserts that a system self-organizes into a ritial
state where system observables are distributed aording to a power-law. Prominent ex-
amples of self-organized ritial dynamis inlude, e.g., piling of granular media [2℄, plate
tetonis [3℄ and stikslip motion [4℄. Critial behavior has been shown to bring about op-
timal omputational apabilities [5℄, optimal transmission [6℄ and storage of information [7℄,
and sensitivity to sensory stimuli [8, 9, 10℄. In neuronal systems the existene of ritial
avalanhes was predited in a paper of one of the present authors [11℄ and observed exper-
imentally by Beggs and Plenz [6, 12, 13℄. Nevertheless, while in the experiments ritial
avalanhes were found generially in the sense of genuine self-organized ritiality, in the
model of Ref. [11℄ they only show up, if the set of parameters is ne-tuned externally to a
ritial transition state. In the present paper we demonstrate analytially and numerially
that by assuming (biologially more realisti) dynamial synapses [14℄ in a spiking neu-
ral network, the neuronal avalanhes turn from an exeptional phenomenon into a typial
and robust self-organized ritial behavior if the total resoures of neurotransmitter are
suiently large.
In multi-eletrode reordings on slies of rat ortex and neuronal ultures [6, 12℄ neuronal avalanhe
were observed whose sizes were distributed aording to a power-law with an exponent of -3/2. The
distribution was stable over a long period of time. Variations of the dynamial behavior are indued by
appliation or wash-out of neuromodulators. Qualitatively idential behavior an be reahed in models
like [11, 15℄ by variations of a global onnetivity parameter. In these models, ritiality only shows up,
if the interations are xed preisely at a spei value or onnetivity struture.
Here we study a model with ativity-dependent depressive synapses and show that existene of several
dynamial regimes an be reoniled with parameter-independent ritiality. We nd that synapti de-
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Figure 1: Distribution of avalanhe sizes for dierent oupling strengths α. At α < 1.3 small avalanhes
are preferred yielding a subritial distribution. The range of onnetivity parameters near α = 1.4
appears ritial. For α > 1.6 the distribution is superritial, i.e. a substantial fration of ring events
spreads through the whole system. These results are shown for N = 300, ν = 10, u = 0.2, Iext = 0.025,
other parameter values are disussed below.
pression auses the mean synapti strengths to approah a ritial value for a ertain range of interation
parameters, while outside this range other dynamial behaviors are prevalent, f. Fig. 1. We analytially
derive an expression for the average oupling strengths among neurons and the average inter-spike inter-
vals in a mean-eld approah. The mean eld approximation is appliable here even in the ritial state,
beause the quantities that are averaged do not exhibit power-laws, but unimodal distributions. These
mean values obey a self-onsisteny equation whih allows us to identify the mehanism that drives the
dynamis of the system towards the ritial regime. Moreover, the ritial regime indued by the synapti
dynamis is robust to parameter hanges.
Consider a network of N integrate-and-re neurons. Eah neuron is haraterized by a membrane po-
tential 0 < hi(t) < θ. The neurons reeive external inputs by a random proess ξτ ∈ {1, . . . , N} whih
selets a neuron ξτ (t) = i at a rate τ and advanes the membrane potential hi by an amount I
ext
. Eah
neuron integrates inputs until it reahes a threshold θ. As soon as hi(t) > θ the neuron emits a spike
whih is delivered to all postsynapti neurons at a xed delay τd. The membrane potential is reset by
hi(t
+
sp
) = hi(tsp)− θ. For simpliity we will assume in the following that θ = 1. Super-threshold ativity
is ommuniated along neural onnetions of a strength proportional to Jij to other neurons and may
ause them to re. In this way an avalanhe of neural ativity of size L ≥ 1 is triggered. More preisely,
an avalanhe is a period of ativity that is initiated by an external input and that terminates when no
further neuron beomes ativated. We dene the size of the avalanhe as the number of partiipating
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3neurons. The dynamis of the membrane potential is desribed by the following equation
h˙i = δi,ξτ (t)I
ext +
1
N
N∑
j=1
uJijδ
(
t− tj
sp
− τd
)
. (1)
In studies of self-organized ritiality typially a separation of time sales is assumed whih enters in
Eq. 1 by the ondition τd ≪ τ . It allows us to assume that external input is absent during avalanhes.
Later, in the disrete version of the model, τ will play the role of the temporal step size. The variables
Jij are subjet to the dynamis
J˙ij =
1
τJ
(α
u
− Jij
)
− uJijδ
(
t− tj
sp
)
, (2)
whih desribes the amount of available neurotransmitter in the orresponding synapse [14℄. Namely, if
a spike arrives at the synapse, the available transmitter is diminished by a fration u, i.e. the synapti
strength dereases due to the usage of transmitter resoures. If the presynapti neuron is silent then the
synapse reovers and and its strength Jij approahes the value α/u at a slow time sale τJ = τνN with
1 < ν ≪ N . Thus, the maximal strength of a onnetion is determined by the parameter α and an be
observed only when the synapse is fully reovered. The behavior of the network is determined, however,
by the averaged synapti strength whih will be denoted by 〈Jij〉 with the average taken with respet to
the distribution of inter-spike intervals. In order to obtain our main result we will alulate this eetive
value and use it in a stati network. The uniform strengths of the stati network are denoted by α0.
If the external drive and the synapti weights are small, the ativity of the network onsists of short burst-
like events whih are initiated by a partiular external input. The ring events are separated by relatively
long relaxation intervals when external inputs are integrated. We may thus be tempted to assume J ≈ αu
before any spiking event. In general, however, we must take into aount that the eay of a synapse
varies in a usage-dependent way whih ompensates large levels of network ativity. Depending on the
synapti strength the network an produe a rih repertoire of behaviors. In Fig. 1, we show examples
of avalanhe size distributions for various values of α. For small values of α, subritial avalanhe-
size distributions are observed. This regime is haraterized by a negligible number of avalanhes that
extend to the system size. Near α
r
the system has an approximate power-law avalanhe distribution for
avalanhe sizes almost up to the system size where an exponential ut-o is observed. The mean-squared
deviation from an exat power law is shown in Fig. 2. Finally, the distribution of avalanhe sizes beomes
non-monotonous when α is well above the ritial value α
r
.
In preliminary numerial studies we had assumed a model with failitating and depressing synapses [17℄.
Here we onlude that failitating synapses are not neessary to evoke self-organized ritial avalanhes
in spiking neural networks, depressing synapses are suient. This is in line with the observation [18℄
that synapses that onnet exitatory neurons are largely depressive. To identify the parameters of
the avalanhe size distribution it is suient to determine the average synapti strength: As seen in
Fig. 3 both the power-law exponent and the mean-squared deviation from the power-law are the same
for networks with dynamial synapses and networks with stati synapses if the strength of the stati
synapses is hosen as α0 = u 〈Jij〉. In order to alulate the average synapti strength analytially, we
onsider in addition the neural inter-spike intervals ∆isi. On the one hand, if the inter-spike intervals are
short then the synapses have a short time to reover and the average synapti strength resides at a low
level. On the other hand, large synapti strengths lead to long avalanhes and to large input to neurons
during the avalanhes, whih tends to shorten the inter-spike intervals.
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Figure 2: The range of onnetivity parameters whih ause a ritial dynamis extends with system
size. The mean-squared deviation from the best-mathing power-law is plotted in dependene of the
onnetion strengths α0 and α for stati synapses and depressive synapses, respetively. Blue irles,
squares and triangles stand for networks with dynamial synapses and system sizes N = 1000, 700, and
500, respetively. Red symbols represent the stati model. Note that the minimum of all urves depends
of the network size [11℄. The inset (same symbols) shows the lengths of the parameter intervals where
the deviation from the best-mathing power-law is smaller than an ad-ho threshold (∆γ = 0.005).
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Figure 3: Resaling of depressive synapses. A network with stati synapses of uniform strength α0 has
the same statistial properties as a network with dynami synapses if α0 is xed at the average synapti
strength of the dynamial ase, i.e. if α0 := 〈J〉u. The mean-squared deviation∆γ from the best-mathing
power-law is shown as a funtion of the synapti strength α0 for stati synapses (red symbols) and the
mean synapti strength for dynamial synapses (blue symbols), respetively. The inset (same symbols)
shows the exponent γ of the best-mathing power-law in the two ases. Parameters are N = 100, ν = 10,
u = 0.2.
A. Levina, J. M. Herrmann, T. Geisel, Nature Physis, 3, 857860 (2007)
5PSfrag replacements
〈∆isi〉
u
〈J
i,
j
〉
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
600 1000 1400 1800
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0.8
0.85
0.9
0.95
1
Figure 4: The graphial solution of Eqs. 3 establishes a funtional relation between the average synapti
strength and inter-spike interval. It is obtained by the intersetions of the solutions of Eq. 12 (dashed
line) and Eq. 7 (solid lines) for α = 1.3, . . . , 2.0 in steps of 0.1 (from right to left). This solution agrees
well with the results of simulations (irles) of a network with the same values of α. Parameters are
N = 500, ν = 10, u = 0.2.
This trade-o determines the expeted values of the synapti strengths and the inter-spike intervals whih
are realized by the dynamis of the network. In order to express this reasoning more formally, we solve the
dynamial equations (1) and (2) based on a stationarity assumption for both the synapti strengths and
the inter-spike interval. Neither of these quantities has a power-law distribution and their rst moments
exist. In Methods we derive expressions of the mean synapti strength 〈Jij〉 and the mean value of the
inter-spike intervals distribution 〈∆isi〉. The stohasti dependeny of the two quantities is reeted in
a mutual dependene of their averages. Eah of the dependenies is derived analytially whih allows
us to formulate the self-onsisteny of the stationarity requirement as the simultaneous solution of the
mean-eld equations
〈Jij〉 = 〈Jij〉
( 〈
∆isi
〉)
and
〈
∆isi
〉
=
〈
∆isi
〉 (
〈Jij〉
)
(3)
whih an be determined graphially from the intersetions of the solutions of Eqs. 7 and 12, f. Fig. 4.
The mean-eld solution is onrmed by diret network simulations that are are represented by the irles
in Fig. 4. The solution is unique for any α. The stationary distribution is less sensitive to hanges of
the parameter α near the ritial value of the synapti strength than further away from it. This brings
about the large ritial region for the model with depressive synapses, f. Fig. 2.
Furthermore we want to disuss the stability of the solution of the self-onsisteny equation (3). If we
apply a perturbation ∆J to all synapses at time tp suh that for eah i, j J˜ij = Jij + ∆J , we an show
with some simple omputations, that before the next spike the synapti strengths are on average smaller
than J˜ij . In the simulated system the average synapti strength is driven bak to the xed point by a
few spikes, suh that the solution of (3) is indeed stable for the ritial state.
Both the numerial study in Ref. [17℄ and the analysis presented so far refer to nite systems. In order
to hek whether the trend that is visible in Fig. 2 ontinues for larger network sizes, we onsider the
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6behavior of the mean synapti strength in the thermodynami limit N →∞ we ompute the expetation
value of the avalanhe-size distribution (11), 〈L〉 = NN−(N−1)α0 [11℄, and insert it into the self-onsisteny
equation (3)
α
(
1− e−
1
νN
〈∆isi〉
)
1− (1− u)e−
1
νN
〈∆isi〉
=
N
N − 1
−
Iext〈∆isi〉
N − 1
. (4)
In the limit N → ∞ we should sale the external input Iext ∼ N−w and w > 0. We now distinguish
the following ases. a) If 〈∆isi〉 ∼ N1+ǫ and ǫ > w then the right hand side (r.h.s.) of (4) tends to
−∞, while the l.h.s. is always larger than 0. b) If 〈∆isi〉 ∼ N1+ǫ and 0 < ǫ ≤ w then the r.h.s. of (4)
tends to 1 (or 0 if ǫ = w) while the l.h.s. α, hene a solution is only possible if α = 1 and in this ase
u〈Jij〉 → 1. ) If 〈∆
isi〉 ∼ N1−ǫ and ǫ < 0 then the r.h.s. of (4) tends to 1, while the l.h.s. approahes
0. d) If 〈∆isi〉 ∼ N, we an assume that 〈∆isi〉 = cN + o(N). From (4) for α > 1 we an nd the unique
solution c = −ν (ln(α− 1)− ln(α− 1 + u)). In all ases when the solution exists, u〈Jij〉 → 1, whih we
know to be the ritial onnetivity for the network with statial synapses in the limit N → ∞. Hene
in the thermodynamial limit the network with dynamial synapses beomes ritial for any α ≥ 1.
In this paper we have foused on fully onneted networks and neurons without leak urrents for reasons of
analytial tratability. We now disuss the results of various generalizations whih we have investigated
numerially. If the network has only partial onnetivity, the results stay the same, if the synapti
strengths are properly resaled. In a random network of size N with onnetivity probability c, the
ritial parameter α is approximately equal to αcrN/c, where α
cr
N is obtained from the ritial parameter
region of the fully onneted network of size c ×N . If the onnetions in a partially onneted random
network are not hosen independently (e.g. small-world onnetivity [19℄) one nds even more aurate
power-laws than for the independent ase with the same average onnetivity. A similar phenomenon
ours in the grid network [16℄ whih has been used to model ritiality in EEG reordings.
If in Eq. 1 we add a leak term, whih is present in biologially realisti situations
h˙(t) = −τ−1l h(t) + C + δi,ξτ (t)I
ext +
1
N
N∑
j=1
uJijδ
(
t− tj
sp
− τd
)
, (5)
we nd numerially that the distribution of the avalanhe sizes remains a power law for leak time-onstants
up to τl ≈ 40ms. In (5) we inluded a onstant ompensatory synapti urrent C whih depends on τl
and summarizes neuronal self-regulatory mehanisms. In this way the probability of the neuron to stay
near threshold is onserved and avalanhes are triggered in a similar way as in the non-leaky ase. The
resulting power-law exponent is slightly smaller than −1.5 and reahes values lose to −2 for strong
leakage in simulations of a network of N = 500 neurons.
In summary, we have presented an analytial and numerial study of spiking neural networks with dy-
namial synapses. Ativity-dependent synapti regulation leads to the self-organization of the network
towards a ritial state. The analysis demonstrates that mean synapti eay hereby plays a ruial
role. We explained how the ritial state depends on the maximally available resoures and have shown
that in the thermodynami limit the network beomes ritial for any α ≥ 1, i.e. that ritiality is an
intrinsi phenomenon produed by the synapti dynamis. The mean eld quantities are in very good
agreement with simulations and were shown to be robust with respet to perturbations of the model
parameters.
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Methods
In this setion we give an expliite derivation of the self-onsisteny relation (3). Solving Eq. 2 between
two spikes of neuron j we nd
Jij(t
−
2 ) =
α
u
(
1−
(
1−
u
α
Jij(t
+
1 )
)
e−(t2−t1)/τJ
)
, (6)
where the synapti strengths immediately before and after a spike of neuron j at time ts are denoted by
Jij(t
−
s ) and Jij(t
+
s ), respetively. Within a short interval ontaining the spike, Jij dereases by a fration
u suh that Jij(t
+
1 ) = (1− u)Jij(t
−
1 ).
The average synapti strength 〈Jij〉 is the expetation value of Jij(t
−
s ). Analogously,
〈
∆isi
〉
refers to
the inter-spike interval ∆isi. The random variables Jij(t
−
s ) and ∆
isi
both depend on the distribution of
external inputs and are thus related. The self-onsisteny onditions (3) express this relation for the
respetive averages. Assuming that 〈Jij〉 depends essentially only on the mean inter-spike interval, we
obtain from (6):
〈Jij〉 =
α
u
1− e−
1
νN
〈∆isi〉
1− (1 − u)e−
1
νN
〈∆isi〉
, (7)
where the average is performed in disrete time with step width τ , i.e. τJ = νN .
We are now going to establish a relation between P
(
∆isi
)
and the inter-avalanhe interval distribution
Q
(
∆iai
)
. It an be shown that the neuronal membrane potentials before an avalanhe are uniformly
distributed on the interval [ǫN , θ], where ǫN is a lower bound of hi(tsp) − θ with ǫN → 0 for N → ∞.
Under these onditions, Q(∆iai) has a geometri distribution
Q
(
∆iai
)
=
Iext
θ − ǫN
(
1−
Iext
θ − ǫN
)∆iai
. (8)
Let kj be the number of avalanhes between two spikes of the neuron j. A mean-eld approximation
relates the averages of the distributions of inter-spike and inter-avalanhe intervals〈
∆isi
〉
= 〈k〉〈∆iai〉. (9)
The average inter-avalanhe interval is easily omputed from (8)
〈∆iai〉 =
θ − ǫN
Iext
. (10)
In order to alulate the average number of avalanhes between two spikes of a neuron, we ompute
the time to reah the threshold by aumulating external inputs and spikes from other neurons during
avalanhes, i.e.
〈κ〉 =
θ
u 〈Jij〉 〈L〉+ Iext
〈∆iai〉
N
,
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8where 〈L〉 is the mean avalanhe size and 1N is the probability that neuron j is reeiving an input. The
distribution of avalanhe sizes an be omputed analytially for a network with stati synapses of strength
α0 [11℄:
P (L, α0, N) = L
L−2
(
N − 1
L− 1
)(α0
N
)L−1 (
1− L
α0
N
)N−L−1 N(1− α0)
N − (N − 1)α0
. (11)
In the ase of dynamial synapses we apply a mean eld approximation and set α0 = u 〈Jij〉 in (11). This
allows us to ompute 〈L〉 as a funtion of (u 〈Jij〉).
Combining (9), (10), and (11) we obtain a relation between the inter-spike interval and the average
synapti strength. 〈
∆isi
〉
=
θ − ǫN
Iext
θ
u 〈Jij〉 〈L〉 (u 〈Jij〉) + Iext
θ−ǫN
N
. (12)
The self-onsisteny equations (3) arise from (7) and (12). Its solution is obtained by numerial analysis
of the two independent relations (7) and (12), f. Fig. 4.
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