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$ OMMAIRE
L’objet de ce mémoire est de présenter une rétrospective et de rassembler
l’essentiel des informations reliées aux problèmes de segmentation d’images et
à leurs formulations mathématiques. Le traitement d’images est un processus
complexe multi-niveaux qui fait intervenir plusieurs domaines scientifiques tel que
les sciences informatiques, l’intelligence artificielle, les mathématiques, le calcul
scientifique, la géométrie des objets, les sciences cognitives et la psychologie. Dans
ce contexte, une revue complète des traitements particuliers liés à la segmentation
d’images permet au lecteur de s’initier aux terminologies et notations employées
par les différentes communautés scientifiques. Dans ce genre de problèmes, l’une
des premières difficultés est de choisir la représentation analytique des objets et
de leurs contours. Alors, sous certaines considérations et hypothèses, différentes
méthodes et techniques de segmentation d’images seront étudiées et analysées.
Le mémoire couvre les idées et méthodes informatiques et mathématiques de
base qui proviennent de plusieurs des domaines scientifiques énumérés ci-haut. Le
spectre de recherche associé au traitement des images est relativement large : il
touche plusieurs champs d’applications comme, par exemple, l’imagerie médicale,
la vision, la reconnaissance, la reconstruction et le modelage de forme, la détection
des contours des objets d’une images, le “shape-from-shading”, la recherche de
géodésiques généralisées. On y fait une revue et une synthèse des problèmes de
base en segmentation des images. Elle repose sur une riche bibliographie de plus
de 120 insertions, dont une quantité importante est relativement récente, et peut
servir de ressource biliographique au lecteur.
Le mémoire comprend deux parties principales et le chapitre 1 comme intro
duction. La première partie, les chapitres 2 et 3, comprend les aspects théoriques
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associés au traitement d’images. Entre autres, le chapitre 2 présente les diffé
rentes représentations des objets et des contours, paramétriques et intrinsèques,
le filtrage, la régularisation et la détection des objets d’une image, la recherche de
géodésiques par la minimisation de fonctions objectif définie sur les contours et de
la fonction objectif de Mumford et Shah définie dans tout le cadre de l’image. Le
chapitre 3 décrit et caractérise l’évolution des contours introduits au chapitre 2
sous forme d’équations différentielles obtenues à partir d’une version continue de
la méthode de descente par gradient et de la méthode des vitesses. Il comprend
également les notions de “snake”, de contours actif ainsi que de flots géodésiques.
La deuxième partie, le chapitre 4, expose l’expérimentation numérique d’une mé
thode dite de modèle déformabte qui a servi de motivation à ce travail.
Mots-clés : détection d’objets, filtre, image régularisée, fonction objectif, mi
nimisation, géodésique, représentations analytiques d’objets, fonction distance,
fonction distance orientée, fonction caractéristique, snake, contour actif, flot géo
désique, ensembles de niveau, équations d’évolutions, modèle déformable.
V$UMMARY
The object of this mémoire is to present a synthesis of and to gather the basic
material on image segmentation problems and their mathematical formulations.
Image processing is a multistage process related to many scientific area.s such
as computer sciences, artificial intelligence, mathernatics, scientific calculus, geo
metry of objects, cognitive sciences and psychology. In that context, a complete
review of specific processing in image segmentation provides the reader with an
initiation to the terrninology and the notation used by the various scientific com
munities. In this type of problems, one of the primary difficulties is to choose the
analytic representation of objects and contours. Then, iander certain considera
tions and assiimptions, different methods and techniques of image segmentation
will be studied and analyzed.
This mémoire covers the basic ideas and mathematical and computational
methods that corne from several of the above scientific areas. Image processing
is a relatively broad field of research : it touches upon many applications areas
such as medical imaging, computer vision, shape recovery, reconstruction and
modeling, edges detection, “shape-from-shading”, generalized geodesics. We make
a review and a synthesis of the basic problems in image segmentation. It is based
on a rich bibliography of more than 120 entries, of which a large number are
relatively recent, and it may be used as reference material for the reader.
This mémoire is divided in two main parts along with Chapter 1 as the in
troduction. The first part, Chapters 2 and 3, presents the theoretical aspects of
image processing. Among other things, Chapter 2 presents different parameteri
zed and intrinsic representations of objects and contours, filtering, smoothing of
an image, objects detection, geodesics search by minimizing objective functions
vi
defined on edges and the Mumford and Shah’s objective function defined in the
whole frame of the image. Chapter 3 describes and characterizes the evolution of
contours introduced in Chapter 2 as differential equations obtained from a conti
nuous version of tue steepest gradient descent and the velocity method. It also
includes the concepts of snakes, active contours and geodesic ftows. The second
part, Chapter 4, presents the numerical experiences for a “deformable model” that
served as a motivation for this work.
Key words : edges detection, filter, smoothed image, objective function, minimi
zation, geodesics, analytic representations of objects, distance function, oriented
distance function, characteristic function, snake, active contour, geodesic ftow,
level sets, evolution equations, deformable model.
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Chapitre 1
INTRODUCTION
Ce travail est motivé par le traitement automatique d’images médicales dans le
cadre du projet conjoint sur le “Design et contrôle des dispositifs médicaux” avec le
groupe d’André Garon’. Le point de départ a été l’article de Gill, Ladak, $teinman
et Fenster [68] intitulé “Accuracy and variabitity assessment of a semiautomatic
technique for segmentation of the carotid arteries from three-dzmenszonat uttra
sound images”. Dans cet article les auteurs construisent un ballon qui évolue à
l’intérieur d’un profil à identifier et qui, sous l’action de forces déterminées par
l’image brute, va se coller sur les contours de la région ciblée. Malheureusement
la construction du modèle du ballon repose sur des hypothèses ad hoc et les pre
mières simulations ont mis en évidence un comportement insatisfaisant. Enfin la
modification du modèle est rendue difficile par un manque d’éléments théoriques
adéquats et solides dans l’article.
Le mémoire a donc été orienté vers ne revue et une synthèse des problèmes
de base en segmentation d’image et de leurs principales formulations mathéma
tiques : filtage et régularisation d’une image, détection des contours des objets
dans une image, recherche de géodésiques généralisées à partir de fonctions ob
jectif ou d’énergie définies sur le contour recherché, et enfin la fonction objectif
de Mumford et Shah définie dans tout le cadre de l’image.
L’une des difficultés dans ces problèmes est le choix de la représentation des
contours. Initialement considérée comme une courbe régulière image de l’inter
valle [O, 1], cette approche limitée a évolué vers des représentations intrinsèques
‘Département de Génie mécanique, École Polytechnique de Montréal.
2comme celle des ensembles de niveau d’une fonction. La version en continu des ité
rations d’une méthode de gradient pour la minimisation d’une fonction objectif
mène à l’introduction d’une équation d’évolution pour chacune des représenta
tions des contours. Ceci comprend la théorie des contours actifs ou des modèles
déformables.
Le mémoire comprend trois chapitres. Le premier porte sur la représentation
et la détection des objets dans une image et le second sur l’évolution des contours
et images déformables. Dans le dernier chapitre on donne le détail de quelques
expériences numériques qui ont conduit à faire cette étude théorique afin de mieux
éclairer les étapes suivantes a cours desquelles il faudra choisir la représentation
des objets, le détecteur et/ou la fonction objectif, et, enfin, la méthode numérique
et sa mise en oeuvre.
Chapitre 2
REPRÉSENTATIONS ET DÉTECTION DES
OBJETS DANS UNE IMAGE
1. ORIENTATIoN
Pour bien comprendre les enjeux des nouvelles techniques en traitement d’ima
ges, il est important de connaître les différentes formulations qui ont été présentées
dans la littérature. Il devient alors plus facile et souvent immédiat de réaliser
les avancés théoriques, techniques et technologiques nécessaires pour relever les
nouveaux défis qui se présentent dans ce domaine.
Le traitement des images est un processus complexe multi-niveaux qui re
quiert une hiérarchie de traitements faisant appel à la psychologie, aux sciences
cognitives, à l’intelligence artificielle et à l’informatique. Dans ce travail on se
limitera au problème de recherche des contours saillants des objets et à la seg
mentation des images. Ce sont des traitements de premier ou bas niveau. On
passera d’abord en revue en section 2 les filtres et les détecteurs de contours de
Marr et Hildreth [89] en 1980 et Marr [881 en 1982. On précisera en section 3
les définitions mathématiques de l’image et de sa régularisée, des filtres et des
échelles, le principe d’incertitude et le détecteur laplacien.
On passera ensuite dans la section 4 à l’approche dite des suakes ou modêtes
à contours actifs de Kass, Witkin et Terzopoulos [75] en 1988 où l’on remplace
le détecteur par une fonction objectif définie sur le contour recherché qu’il fau
dra minimiser. Ils recherchent une courbe paramétrée qui minimise une fonction
objectif (ou d’énergie dans leur terminologie). Cette dernière est composée d’un
4terme lié à l’image et d’un autre lié à la courbe ou snake. Le premier terme peut,
par exemple, contenir le gradient de l’image, alors que le second pourrait tout sim
plement être la longueur du snake. La terminologie snake et modète à contours
actifs tire son origine du fait qu’au cours des itérations de minimisation de la fonc
tion d’énergie les courbes successives semblent se tordre comme de petits serpents.
Ces travaux débouchent sur les modètes déformabtes de Terzopoulos, Witkin et
Kass 1120] en 1988. Comme le feront remarquer en 1997 Caselles, Kimmel et
Shapiro [32], ces formulations peuvent être considérées comme la recherche d’une
géodésique généralisée par rapport à une nouvelle métrique riemannienne de lon
gueur spécifiée par la fonction objectif. Ils englobent donc la recherche de courbes
de longueur minimale entre deux points fixes sur une hypersurface ou celle d’une
courbe de longueur minimale contrainte à résider dans un canyon spécifié par le
négatif de la norme du gradient de l’image. On peut mettre dans cette dernière
catégorie les modèles de battons déformabtes comme ceux de Cohen [37] en 1991
et Cohen et Cohen [41] en 1993, IVlclnerney et Terzopoulos [91] et IVlalladi et
aï. [851 en 1996, et Gill et aï. [681 en 2000 pour l’imagerie médicale.
La représentation paramétrée d’une courbe pour les snakes n’est cependant
pas la seule et la meilleure représentation des contours d’un objet pour la détection
et la segmentation tant du point de vue théorique que computationnel. En 1988
Osher et Sethian [101] introduisent la représentation d’un contour par l’ensemble
de niveau zéro d’une fonction à partir de laquelle on peut calculer la normale et la
courbure moyenne. Il s’en suit plusieurs articles sur les modètes à contours actifs
de Caselles, Catté, Coli et Dibos [30] en 1993, Caselles [29] en 1995, Malladi et
aï. [85] en 1996, Caselles, Kimmel et Sapiro [32] et Cohen et Kimmel [421 en
1997.
La représentation par ensembles de niveau n’est cependant pas la seule per
tinente pour les images ou, de façon plus générale pour les problèmes faisant
intervenir la forme ou la géométrie d’un ensemble ou d’un domaine. On consacre
donc la section 5 aux différentes représentations des objets géométriques : para
métrisations par image d’un intervalle ou d’une surface fixe, courbes de Bézier,
5ensembles de niveau, fonction caractéristique, follction distance, fonction distance
orientée. Ces représentations seront utilisées au chapitre 3.
La section 6 est consacrée à une autre fonction objectif qui, à la différeilce
des précédentes, est définie sur toute l’image et pas seulement sur les contours
des objets de l’image. Elle a été introduite en 1985 par Mumford et Shah [96]
suivi de l’article [97] plus élaboré en 1989. Ici on cherche à partitionner l’image en
sous-régions et à trouver une fonction qui approxime l’image telle qu’elle soit re
lativement plate sur chaque sous-région. Le contour correspond alors à l’ensemble
des points de discontinuité de la fonction.
2. TRAITEMENT AUTOMATIQUE, VISION, FILTRE ET DÉTECTEUR
DE CONTOURS
2.1. Traitement automatique d’une image
La perception visuelle humaine ou vision est un processus extrêmement com
plexe qui marie des éléments de détection, d’analyse et d’interprétation à plusieurs
niveaux. Il n’est donc pas surprenant que l’analyse automatique d’une image par
un ordinateur soit une tâche délicate qui puisse faire appel à une combinaison de
plusieurs niveaux de traitement de l’image par un processus cognitif élaboré. Le
problème de la perception des formes linguistiques ou visuelles a été traité par
plusieurs auteurs comme Blum [20] en 1967, Marr et Hildreth [89] en 1980 et
Marr [88] en 1982. Il fait appel à des spécialistes de la psychologie et de l’intelli
gence artificielle et de l’expérimentation comme Hubel et Wiesel [731 en 1962 et
Campbell et Robson [26] en 1968.
Le niveau de traitement premier d’une image consiste à identifier le contour
de chaque objet qui s’y trouve. Dans le cas d’une image idéale I: D — R définie
dans un cadre ouvert D du plan R2 à valeur dans un interval continu de niveanx
de gTis allant du blanc au noir comme celle de la figure 2.1, le contour des objets
correspond aux points de discontinuité de l’image I (cf. [891). Ces contours sont
appelés “step edges” dans [88].
6Comme il est facile de le voir, les lieux de discontinuité de I ne révèlent pas
tous les objets car l’un d’eux peut être partiellement caché par les autres. Dans
ce cas d’autres niveaux de traitement seront nécessaires.
cadre D
Une situation plus difficile est celle de la détection de courbes noires dans un
cadre blanc qui correspondent à des mesures dans le plan comme la masse de
Dirac en dimension un ou à des fissures dans le cas du cadre D de dimension
deux.
cadre D
FIG. 2.2. Image I contenant des courbes noires ou des fissures dans
un cadre blanc ouvert D de dimension deux.
En pratique, le cadre D de l’image est divisé en pavés (pixels) disposés régu
lièrement et la valeur du gris sur chaque pixel est constante et quantifiée en 256
niveaux de gris. Le pixel de base P doit former un dallage ou remplissage pério
dique du cadre comme ceux du célèbre Escher [59]. En pratique on pourra utiliser
des petits carrés, losanges ou hexagones. La fonction I sera alors constante par
pavé ou par morceau c’est-à-dire I e L°°(D). On ne peut donc plus espérer détec
ter les contours des objets de la figure 2.1 en cherchant les lieux de discontinuité
de la fonction I. Il faudra d’abord fittrer ou régulariser l’image brute.
niveau de gris de I ensemble ouvert Ç2
FIG. 2.1. Image I des objets et sa segmentation dans un cadre
ouvert D de dimension deux.
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FIG. 2.3. Dallage du cadre carré D en pavés Pj d’aire 772.
Enfin, dans tout problème qui fait intervenir des observations ou des mesures,
il faut tenir compte des erreurs de mesure, des perturbations et du bruit. Le
bruit est souvent caractérisé par une distribution statistique bien spécifique. Par
exemple, l’amplitude de sa tranformée de Fourier peut révéler que le bruit se
trouve dans les hautes fréquences ou, dans une bande de fréquences déterminée.
Par un choix judicieux du filtre appliqué à l’image on pourra alors filtrer l’effet du
bruit. Voir par exemple les traitements liés à l’utilisation de filtres passe bande
(“low pass filtering”) dans [108, 123, 1241.
Cette opération sera suivie et/ou combinée avec l’utilisation d’un détecteur
de contours comme celui des passages par zéro du laplacien de l’image régulari
sée. Dans la littérature, on ne fait pas toujours la distinction entre un filtre qui
régularise et nettoie le bruit, et un détecteur qui cherche les caractéristiques de
l’image. La terminologie filtre s’applique souvent aux deux. Dans ce mémoire on
distinguera filtre et détecteur.
2.2. Exemples de filtres
Si l’on suppose que le cadre D est carré et contient nj par ra petits carrés ou
pixels et que l’on adopte une numérotation des pavés (pixels), on peut représenter
8l’image à l’aide d’une matrice ni x m1 de la forme
11,1 11,2
121 (2.1)
‘nj—1,mj
‘ni,mi—l ‘n1,m1
où chaque entrée correspond à l’intensité de gris du pavé (pixel).
Le tissage (“smoothing”) crée un effet de flou qui s’obtient par exemple en
calculant la moyenne de l’intensité de l’image (le niveau de gris) par rapport à
un groupe de pixels dans un voisinage prédéterminé du pixel visité (largeur de
bande et directions). Il y a de nombreux exemples de filtres dans la littérature
des images possédant des propriétés régularisantes (“smoothing”). Ils font appel
à des fonctions suffisamment différentiables.
Dans les exemples qui vont suivre le fittrage sera une opération linéaire sur
l’image. Par exemple on utilisera souvent la convolée de l’image I par une fonction
régularisante. Si l’on travaille avec une représentation matricielle du cadre D, le
flttTe K correspond à une matrice de dimension 2nK + 1 par 2K + 1 que l’on
appelle noyau ou “kernet”, qui agira autour de chaque pixel (i,j). La dimension
K est choisie de façon à couvrir le support du filtre et certains éléments de K
peuvent être nuls. Le nombre 2K + 1 est la taille du filtre qui représente la bande
de tissage, i.e. le nombre maximal de pixels pouvant intervenir lors du lissage dans
une direction donnée. L’image filtrée I’ sera donnée par
(I’), Kt,mli+t,j+m.
£,m=—nK
1<j+m<ni
1<i+t<mj
(2.2)
V,m, K,m O et K,m = 1.
£,m=—nK
Beaucoup de filtres reposent sur le principe de ta moyenne pondérée, c’est-à-dire
que
(2.3)
On procèdera des filtres les plus simples au plus complexes.
92.2.1. Fittre directionnel
Pour chaque pixel de l’image, on additionne les valeurs des pixels voisins et
on divise la somme par le nombre de voisins. On remplace ensuite le pixel original
par cette nouvelle valeur et on passe au pixel suivant. Prenons, par exemple en
(2.4), l’image représentée par le noyau ou la matrice I de taille 5 x 5 et le noyau
K du filtre de taille 3 x 3
13421
20400 00
1=36320, K= o . (2.4)
40400 00
50400
Le pixel du centre de l’image I est celui qui va être remplacé après calculs. On
utilise quatre voisins ce qui privilégie quatre directions. Plus le nombre de voisins
est important, plus le flou sera prononcé. Le pixel central du bloc (chaque nombre
entier est la valeur du niveau de gris du pixel) sera modifié de la façon suivante.
On additionne les quatre voisins du pixel central et on divise le résultat par le
nombre de voisins non-nuls selon la formule
4+6±4+24 (2.5)
On remplace alors l’ancienne valeur par celle-ci et on recommence avec le pixel
suivant. Pour augmenter l’intensité du flou, on peut procéder à plus d’un lissage.
Ce processus (filtre directionnel) est simple à mettre en oeuvre et très efficace
malgré le nombre important d’opérations qu’il nécessite.
2.2.2. Filtre gaussien
Le filtre gaussien est un peu plus compliqué mais beaucoup plus efficace. On
travaille par exemple avec un bloc de 5 x 5 pixels. Chaque pixel du bloc est non
nul et contribue au filtrage. On constate qu’un pixel éloigné a moins d’importance
sur le résultat final qu’un pixel proche du centre du bloc. On représente le poids
de chaque pixel par la valeur de l’élément du noyau. On attribue donc une pou
dration à chaque pixel du bloc sur lequel on travaille. La matrice (2.6) montre
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que le pixel du centre possède un poids de 41/273 et, plus l’on s’éloigne du pixel
central plus la pondération des autres pixels diminue
14741
4 16 26 16 4
K — 7 26 41 26 7 (2.6)
4 16 26 16 4
14741
L’algoritme fonctionne de la même façon que celui du paragraphe précédent en
multipliant l’intensité de chaque pixel par le poids correspondant provenant du
noyau. On applique aussi l’algorithme aux points du bord de l’image ainsi que
dans une couronne de cinq pixels autour de l’image. Hors de l’image on prend
zéro pour l’intensité des pixels extérieurs fictifs. L’image filtrée déborde donc
légèrement de l’image originale d’un nombre de pixels déterminé par la largeur
du filtre K.
Comme son nom l’indique, les valeurs de pondération de la matrice (2.6) du
filtre gaussien proviennent d’une distribution statistique de Gauss (figure 2.5(a)).
C’est la hauteur de la distribution prise à intervalles réguliers qui donne les poids
relatifs pour un filtre. La situation en dimension un est représentée à la figure 2.4.
Le pixel central est situé en x = O et son poids est donné par la valeur au sommet
FIG. 2.4. Pondération du noyau d’un filtre gaussien d’écart-type
E = 1 en dimension un.
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de la gallssienne ‘ (G (O) = 1/”) dont l’intégrale est normalisée à un (ce qui
explique (2.3)). On raisonne de la même façon pour les voisins en x = —2, —1, 1,2
sur l’axe horizontal. Le concept se généralise en dimension N.
xi
FIG. 2.5. Gaussienne avec ses deux parties exponentielles en x1 et
x2 lorsque 6 3 sur le carré [—10, 10] x [—10, 10].
Plus on s’éloigne du centre de la gaussienne plus les valeurs s’approchent de 0.
Aussi, plus l’écart-type de la gaussienne est grand, plus la bosse s’aplatit et donc
plus la taille de la matrice du filtre est grande (figure 2.6). Dans ce cas, l’effet de
flou sera très important puisque la matrice fait usage des pixels proches et très
éloignés du pixel central. En effet, puisque la bosse est aplatie, la variation de la
pondération entre les pixels est moins brusque.
1La gaussienrie normalisée d’écart-type e et son intégrale sont données par
1 1 ;I.,I2
=G(x) et
(a) G(xi,x2) (b) Partie exponentielle en
(e) Partie exponentielle en
X2
et reprises à l’équation (3.4) de la section 3.1.
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(c) G(xi,x2)
(b) G(xi,z2)
FIG. 2.6. Graphes de différentes gaussiennes sur le carré [—10, 10] x [—10, 10].
Le filtrage gaussien est assez lent même avec un noyau 5 x 5. Une des façons de
réduire le nombre d’opérations est d’utiliser le fait que la gaussienne se décompose
en une partie horizontale (figure 2.5(b)) et en une partie verticale (figure 2.5(c)).
Il s’agit de garder les valeurs trouvées lors du passage horizontal et de les réuti
liser lors du passage vertical. Cette technique diminue de moitié le nombre de
multiplications et divisions.
2.3. Détecteur laplacien
Le détecteur taptacien est un détecteur linéaire. Il nécessite d’abord un lissage
de l’image, par exemple par un filtre gaussien, avant de procéder à son appli
cation. Lorsque l’image a été régularisée, les lieux de discontinuité de l’image
correspondent à des maxima locaux de la norme du gradient. Le détecteur la
placien est un bon détecteur de contours, mais il est par contre très sensible au
bruit.
Comme pour le filtre gaussien, chaque pixel dans le voisinage du pixel à filtrer
possède un certain poids. Par contre, la pondération des pixels provient d’approxi
mations aux différences finies des dérivées secondes de l’image I. Par exemple, en
(a) G(x1,x2)
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utilisant les opérateurs de différences centrées suivants
82
‘i+1,j — + ‘_i,
j— (xy,x2)
— (Ax)2 (2.7)
32
‘i,j+l — +
—I(xi,x2) (Ax2)2 (2.8)
où Ax1, Ax2 sont les pas d’espace dans chaque direction. On définit le détecteur
en utilisant la définitioll du taplacien
82 32
Af(xi,x2) —f(xi,x2) + —f(xi,x2), (2.9)
xi X2
où f est mie fonction continue au moins deux fois différentiables en chacune de
ses variables. En prenant zx1 x2 1 et en additionnant les équations (2.7)
et (2.8) on a pour noyau du filtre laplacien
010
K= 1 —4 1
010
Remarque 2.1. La somme des étéments du noyau du détecteur laplacien est
nutte.
Il existe d’autres détecteurs de type laplacien. Ils se démarquent par le choix
de l’opérateur de différences, i.e. par la façon dont les dérivées secondes sont
approchées. Par exemple, le détecteur de White-Rohrer Kw [1071 fait ressortir
les contours dans quatre directions : nord, sud, est et ouest. On remarque qu’il
n’emploie pas les voisins immédiats du pixel central mais plutôt les voisins des
voisins i + 2 et j + 2. Le détecteur de Marr-Hitdreth KMH (mentionné dans
Haralick [721) quant à lui, fait ressortir les contours dans toutes les directions
du pixel central.
00100
00000 1 1 1
KWR = 1 0 —4 0 1 et K1,fH = 1 —4 — 2/ 1 . (2.10)
00000 1 1 1
00100
14
Il existe encore beaucoup d’autres types de détecteurs. Le détecteur gradient,
par exemple, est défini de la même façon que le détecteur laplacien mais emploie
une approximation de la dérivée première. Il n’agit alors que dans une direction.
La direction peut être vers l’avant comme vers l’arrière, vers le haut comme vers
le ba.s, etc.
3. IMAGE RÉGULARISÉE PAR CONVOLUTION ET DÉTECTEUR DE
CONTOURS
Dans ce paragraphe on s’intéresse à la régularisation de l’image I par convolu
tion avec une fonction suffisamment différentiable pour les besoins du traitement
de l’image. En section 3.1 on introduit le paramètre de “scaling” r > O qui contrôle
la taille de la zone d’influence de la convolution autour de chaque point de l’image.
Il repose sur les travaux de Marr et Hildreth [89] en 1980. Cela permet un trai
tement de l’image en partant d’une échelle grossière vers une échelle plus fine et
la possibilité de se concentrer sur certaines régions de l’image.
On revoit et généralise en section 3.2 le principe d’incertitude entre la localisa
tion en espace et la localisation en fréquence qui dit que le produit des variances
de l’image et de sa transformée de Fourier par rapport à l’énergie de l’image (me
surée dans la norme L2(D)) est toujours plus grand qu’une constante qui dépend
de la dimension de l’espace dans lequel se trouve l’image. Comme la convolution
agit à la fois comme régularisateur de l’image en espace et filtre de l’image en fré
quence, il y a conflit entre les deux fonctions. Le filtre gaussien est optimal dans
le sens qu’il réalise la borne inférieure sur le produit des variances. La section 3.3
donne l’expression du filtre sur une image qui se présente comme des niveaux de
gris quantifiés sur une grille de pixels. Enfin on revoit le détecteur laplacien en
section 3.4 et on généralise l’hypothèse de linéarité de [89] du cas de contours le
long de lignes au cas de contours le long de courbes.
15
3.1. Construction de la convolée de I
On se donne une fonction suffisamment régulière p : RN —* R, telle que p O
et
p(x) dx = 1,
et on associe à I et à un E> O la convolée ou 1’ image régutaTisée
I(x) (I*p)(x)
=
y) dy, (3.1)
où pour x RN
pE(x) p (). (3.2)
On remarque que
p(x) dx 1,
que Pe joue le rôle d’une densité de probabitité et que p(x) dx celui d’une mesure
de probabitité qui est une mesure de Radon.
Définition 3.1. Soit X un ensemble et 2 ta collection des sous-ensembles de
X. Une application : —* [O, oc] est appetée une mesure sur X si
(i) bt(ø) = O, et
00(ii) 1i(A) Zk=1 p(Ak) pour A C Uk_lAk.
Un ensembte A C X est n-mesurable si pour chaque ensembte B C X,
p(B) t(3 fl A) + ti(B - A).
Définition 3.2. Soit X un espace topologique localement compact. Alors,
(i) une mesure sur X est régulière si pour chaque ensemble A C X, il existe
un ensemble su-mesurable B tel que A C B et t(A) =
(ii) une mesure sur RN est dite de Borel si chaque ensemble de Bord est
eu-mesurable;
(iii) une mesure t sur R” est Borel régulière si est Bord et pour chaque
ensemble A C R”, il existe un ensemble de Bord B tel que A C B et
=
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(iv) une mesure ,u sur RN est une mesure de Radon si i est Boret régulière et
u(K) <oc pour chaque ensemble compact K C RN.
Remarque 3.1. Une mesure de Radoi y sur X est une mesure qui est la diffé
rence de mesures de Radon finies v et v sur X tette que
y — y
— v.
Pour la convergence de I vers la fonction I lorsque e — O, on utilse le théorème
3.1 (Evans et Gariepy [60], Théorème 1, p. 123), mais définissons tout d’abord la
notion de point de Lebesgue.
Définition 3.3. Soit une mesure de Radon sur RN, 1 p < oc, et f ê
L(RN, t). Alors un point x est appelé un point de Lebesgue de f par rapport à
/L si
1lim
ro(B(x,r)) L(,T) if — f(x)d = O
avec B(x, r) la boule ouverte centrée en x de rayon r.
Théorème 3.1 ([60], Théorème 1, p. 123). Soient f e L(U), la fonction
déf [exp (1X11) si jx <1;p(x)
10 silxl>1,
avec c une constante telle que l’intégrale de p soit égale à un. Pour e > 0, soient
U6 {x e U I dau(x) > e} 2 P6 donné par (3.2), et f6 = f * p la convolée de f
par p6. Alors
(i) pour chaque e > 0, f6 E Cœ(U6);
(ii) si f E C(U), alors
f6 —4f
uniformément sur tout compact contenu dans U;
2La fonction distance dA(x) d’un point x à une partie non-vide A de IRN est définie par
= inf i — xi.y€A
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(iii) 5 f C L(U) pour 1 <p < oc, alors
fE —* f dans L(U);
(iv) de plus, f(x) —* f(x) si x est un point de Lebesgue de f et, en particulier,
fE—*f mNp.p.;
‘p 3(y) s f e I4/j (U) pour 1 <p < oc, alors
8f
_
8f
—
— (i = 1,...,N)
axi 8x
sur UE;
(vi) en particulier, si f E l1/(U) pour 1 p oc, alors
f —* f dans I1’(U).
Remarque 3.2. Le théorème se généralise à des fonctions p O de classe C°° à
support compact. Par contre, lorsque p n’est pas à support compact, la partie (ii)
n’est pas vérifiée.
Alors, si I e V3(U) (resp. W”°(U)), on a les convergences suivantes
I = I * p —* I dans L”(U) (resp. W”(U)) lorsque E — O.
Pour un e > O assez petit, les lieux de discontinuité de la fonction I sont ainsi
transformés en lieux de fortes variations du gradient de la convolée
‘E• Si p est au
moins de classe 02 la matrice hessienne D21 est continue et selon Gili et al. [68]
et Malladi, Sethian et Vemuri [87], on peut alors chercher parmi les zéros de cette
matrice hessienne ceux correspondant à des maxima locaux de IVIEI.
Si p est à support compact, alors la convolution n’agit que localement dans le
support d’ordre e autour de chaque point de l’image, ce qui peut être avantageux
3Étant donné un sous-ensemble f1 C RN non-vide, un entier s O et un nombre réel p 1,
les espaces de Sobotev sont définis par
W8’(f1) {f L(f1) f E LP(f1), Va, O al s},
où les dérivées de f sont prises au sens des distributions. Voir Adams [3] pour détails et pro
longement de la définition dans le cas où s n’est pas un entier. La notation H8(fl) est utilisée
lorsque p = 2.
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pour les calculs. Pour régulariser l’image, on pourrait choisir une fonction de
V(RN), 1’ espace des fonctions infiniment différentiabtes dans RN dont le support
est compact et inclus dans 1• Par exemple, la fonction suivante appartient à
V(3(0, 1)) “
si x e 3(0, 1)
(3.3)
si x 3(0, 1),
où le support de cette fonction est la boule unité 3(0, 1) de centre O dans RN
Dans ce cas on prend
déf
___________
déf 1 fX” N
p(x)
= .
/‘(x)dx et pE(x) —p i—] pour x é R
et on vérifie que p est à support compact dans la boule ouverte 3(0, e). Comme les
fonctions appartenant à V(RN) ne sont pas nécessairement faciles à construire on
peut, pour les besoins de l’application, se restreindre à des fonctions plus simples
de classe C2.
On pourrait également choisir la gaussienne G pour régulariser l’image I. C’est
ce que font Gili et al. [68]. Bien que son support soit tout RN, il suffit de garder
la gaussienne sur un support assez grand pour la convolution puisque l’image
I est une fonction définie sur un domaine borné. Le paramètre e coïncide avec
l’écart-type dans la distribution de Gauss (voir figures 2.4 et 2.5). La gaussienne
d’intégrale normalisée à un dans RN est définie par
1
Ne2 et f GN(x)dx=1,()
et la gaussienne normalisée d’écart-type e et son intégrale par
G(x) EN()Ne et 1. (3.4)
En augmentant le paramètre e du filtre gaussien, la fonction G s’aplatit (voir
figure 2.5(a)) ce qui a pour effet d’intensifier le niveau de flou de l’image I. On
appellera ce procédé régularisation gaussienne. Comme le fait remarquer Alvarez,
4Pour un 1 ouvert dans lR”, on définit V(!2) comme l’espace des fonctions infiniment
différentiables à support compact dans ft
O
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Lions et Morel [5] en dimension N 2, la fonction u(t) = G * I est la solution
de l’équation parabolique
(t,x) = Au(t,x), u(O,x) 1(x),
où le laplacien /n est un terme de régularisation de I.
3.2. Relation d ‘incertitude espace-fréquence
Il est intéressant de calculer la transformée de Fourier .F de G’ pour x un
vecteur de R’ dans le but d’expliciter la relation existante entre les écarts-types
de G et de sa transformée de Fourier .F(G). Pour w un vecteur de R’ on
définit la transformée de Fourier d’une fonction f par
(f)(w) ()N LN f(x)
eiWX. (3.5)
Par le théorème de Plancherel (voir W. Rudin [1121), on sait que si f e Ll(RN)
L2(RN), on a
IIfL2 IIF(f) 11L2. (3.6)
Dans les applications, l’intégrale du carré de f correspond souvent à 1’ énergie.
On peut donc appeler la norme L2 de f la norme de t’énergie et la quantité f(x)2
la densité d’énergie.
On calcule premièrement la tranformée de Fourier (équation (3.5)) de la gaus
sienne normalisée (équation (3.4)) comme suit
()N LN
G(x) edx
2
_______
— î e 21e1 e zdx
(./)NEN(v/)N JRN
= 1 f e_[(_j)2+2]dx(2nE)N JaN
= 1
e2 f eIJdx.(27r6)N JaN
On procède au changement de variables
I x.
Iu=——rw du=dx,
E E
20
ce qui entraîne que
= (2nE)N e2L N du
= (2)N e2 du.
En utilisant le théorème de Fubini (cf. [122], Ex. 11, p. 97), on montre que
f e2du1RN
et ainsi
= ()N
e12. (37)
Remarque 3.3. La relation entre ta gaussienne normalisée d’écart-type E
rr 1 1G (x)=— eE
et sa transformmée de Fourier
F(GN)(w) = 1
E
est alors donnée par
= G(w). (3.8)
Marr et Hildreth [$9] font la remarque qu’il existe une relation d’incertitude
entre la variance de la densité d’énergie J(x)2 et la variance de la densité d’énergie
.F(f)(w)2 de sa transformée de Fourier de la forme
(varf2) (varF(f)2) > (3.9)
en dimension un en se basant sur un résultat de Braceweli [23] (pp. 160-161).
On est intéressé à généraliser la relation d’incertitude (3.9) à la dimension N.
On doit tout d’abord définir les notions de centroïde et de variance par rapport
à la densité d’énergie f(x)2. On définit le centroïde par
déf fRN x f(x)2 dx
C 2 L )
]RNf(x) dx
5En fait Braceweli [231 utilise la constante 1/(27r) au lieu de 1// dans la définition de la
transformée de Fourier ce qui donne 1/(4ir) au lieu de 1/2 comme borne inférieure au produit
des variances.
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et la variance par
f faNIXXVf(X)dx
fN f(x)2 cix
f[II2—2x+IxI2]f(x)2dx
— fNf(x)2dx
— II2 IN f(x)2 dx — 2 • faN x f(x)2 dx + fpN xi2 f(x)2 dx
— faNftx)2
— faN xi2 f(x)2 dx — iI2 f f(x)2 dx
— faN f@)2
— faNixi2f(X)2
—2 311
- JNf(x)2dx
Avant de faire le calcul de la variance de f = G on fait le calcul auxiliaire
suivant. Posons
déf f
—aI2g(a)= j e dx,
Jas
et appliquons le changement de variables
u=v’x
ce qui implique que
f
-IuP 1
()N tg(a)
JaN
e 2 ()N du = ()N
= V)
On prend ensuite la dérivée de g par rapport à a,
g’(a)
= -L 1x12 e2dx = -N (r)1 (j
fa xi2 e2 dx — g’(a) — N
fRN2
On retourne au calcul de chacune des intégrales de l’équation (3.11) pour
f GY la gaussienne normalisée (3.4) en procédant de la manière suivante.
On remarque que le résultat précédent correspond au numérateur du premier
terme de la définition (3.11) de la variance pour la fonction g définie ci-haut en
prenant a = car la constante devant l’exponentielle s’élimine avec
son homologue lors de la division dans le premier terme de la définition. De plus,
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on remarque que le numérateur du deuxième terme est nul puisque l’intégrale est
impaire, d’où
2± IRN xi2 f(x)2 dx fRN’ f(x)2 dx 2 — g’(a) — N
— faN f(x)dx fN f(X)dX — g(a) — 2a
On obtient donc pour
1 1 1Ir12f(x)=G(x)— e’I
—
2 NE2
<L2.x>
=——
(3.12)
En utilisant le même processus d’intégration, on évalue la variance par rapport à
la distribution d’énergie de f = F(G), la transformée de Fourier de la gaussienne
normalisée (3.7), et on trouve un résultat semblable, soit
d’où le produit des variances
par
(3.13)
(3.14)
< Ax >< w > = pour G et (G). (3.15)
La relation d’incertitude de Bracewell [231, p. 160, se généralise à la dimension
N.
Théorème 3.2. (Relation d’incertitude entre écarts-types par rapport à ta distri
bution d’énergie) Soit f e Wll(RN) n T’V”2(R”) tette que —ixf(x) é L’(R”)
L2(RN). Ators
<Ax > < iw>> —.
1
e’2 < Aw 2 Nf(w) =F(G)(w) - (/)N >-i
2 2 NE2 N N2
<LIX> <Aw>
2 2E 4
et la relation d’incertitude pour les écarts-types par rapport à ta distribution
d’énergie de la gaussienne normalisée et de sa transformée de Fourier est donnée
(3.16)
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Démonstration. On peut, sans perte de généralité, supposer la distTibution
d’ériergie centrée en O, c’est-à-dire pour = O et = O. On doit donc calcu
ler
<Ax >2< Aw >2f fRN Ixfi2dx faN iwF(f)i2dxfaNlfl2dx fRN IF(f)i2dx
Par le théorème de Plancherel [112], on a
f IfIdx=f I(f)I2dx.]N
La relation 6 F(Vf) = iw.F(f) et l’utilisation du théorème de Plancherel pour le
gradient de f entraîne que
IIw.F(f)11L2 = IF(Vf)11L2 IVfIIL2. (3.17)
Alors par l’inégalité de Cauchy-Schwartz pour les intégrales
<Ax>2<Aw>2
= fRNixfI2dxfaNiVfI2dx>faNxf•Vfdx2
(faNifi2) - faNf2dx2
et en regroupant les termes
<Ax>2<Aw>2
> IfaNx(fVf)dx2_IfRNxVifI2I2
— faNf2(1 faNf2dx2
car
Vif 2 2(fVf).
Par ailleurs, on a
fi2 = [x lf121 - fi2 8x div[xlfI2] -
6Selon le Théorème 9.2 de Rudin [112], si —ixf(x) e L’ alors la dérivée de la transformée
de Fourier de! existe et est égale àla transformée de —ix f(x). Voir aussi Khoan Vo-Khac [121].
7L’inégalité de Cauchy-Schwartz pour les intégrales est donnée par
f f() dx <{f If(x)12 dx} {f Ig(x)I2 dx}.RN RN RN
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d’où
<Ax >2<Aw >2 > fRN[dv
{xpfI2]_N1f12]dx12
— fRNf2dx2
pr2f_f2dx2fv2
— jffdx2 — 4
car
f div[xJJ2]dx=O
JN
en utiisant le théorème de Stokes et le fait que, par hypothèse sur f, xf(x)2 tend
vers zéro lorsque xi tend vers l’infini. D
Remarque 3.4. Cette démonstration nous permet donc d’affirmer que te filtre
gaussien normalisé est bel et bien te filtre optimal car it réatzse ta borne inférieure
dans toutes tes dimensions comme t’affirmaient Marr et Hitdreth [891 en dimen
sion un en 1980. Dans te contexte de ta mécanique quantique cette retation est
t’antogue du principe d’incertitude d’Heisenberg.
3.3. Image régularisée sur une grille de pixels
On veut trouver les variations brusques de niveau de gris qui sont uniquement
associées à la présence de contours. Pour ce faire, on doit calculer la valeur de
l’expression de la convolution de l’image 16 (équation (3.1)). On désire faire une
approximation numérique de celle-ci à partir de l’image I discrétisée en pavés
carrés Pj de côtés égaux î pour O i mj et O < j < ni (voir figure 2.3).
Chaque pavé correspond en général à un pixel où est spécifié le niveau de gris.
Des pavés de formes plus complexes peuvent aussi être envisagés (par exemple
des hexagones), mais le pavé choisi devra former un dallage du plan au sens de
Escher [59].
Pour la détection de contours en dimension deux, on doit calculer numérique
ment I et surtout son gradient VI6 défini par
V16(x) fI()Vp (x ) dy (3.18)
où D représente le domaine de l’image I. Chaque pavé P de l’image possède une
intensité (niveau de gris) et on définit l’image I comme la fonction constante
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par pavé
1(x) Ij,jp(x), (3.19)
O<i<m1
où est la fonction caractéristique définie par
déf fi, six E
xp3(x) =
10, autrement.
En utilisant la définition de I donnée par l’équation (3.19),
I(x) f IXP(Y)P( _) dy
=
O<j<nj O<j<n1
(3.20)
et similairement le gradient de la convolution VI s’écrit
(3.21)
car
On remarque que chaque intégrale des équations (3.20) et (3.21) est définie sur un
pavé particulier. On est intéressé à travailler avec un pavé de référence P fixe
pour faciliter le calcul des intégrales. On introduit donc une transformation affine
T définie entre les pavés physiques P et le pavé de référence P = ]0, 1[ x ]0, 1[
(voir figure 2.7). On aurait également pu choisir un pavé de référence défini sur
une autre partie du plan.
Le changement de variables de l’élément de référence à l’élément physique
est de la forme
_______________________
(3.22)
où F (i?], jij) est le vecteur position d’un sommet du pavé physique pour
O <i <m et O <j n. Cette transformation affine est inversible et à chaque
VIE(x)=fI(y)VpE(x_y)dy=fI(y)Vp() dy.
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T-’
FIG. 2.7. Transformation affine T entre un pavé physique Pj de
l’image I et le pavé de référence .
point de l’élément de référence P correspond un point y de l’élément et
réciproquement. La transformation inverse de T est alors
y = T’(y) : . (3.23)
On peut également obtenir cette tranformation en introduisant les fonctions
d’interpotation de Lagrange sur l’élément de référence (voir Raviart et Thomas
[103] ou Ciarlet [36]). Cette technique est très efficace pour l’intégration numé
rique de la convolution
‘E et de son gradient VIE. Les intégrales des équations
(3.20) et (3.21) subissent l’effet de la transformation T’ et le changement de
variables donne
f dy=fP
où det DT’ est le déterminant de la matrice jacobienne DT’ de la tranforma
tion T’. Puisque
IdetDT’I
‘7
les intégrales des équations (3.20) et (3.21) deviennent
IE(x)
=
______
O<j<nj
VIE(x)
=
Omj f Vp (x — xi — d.
Ojn
On veut donner une interprétation à ces formules dans le même ordre d’idées
que Giil et al. [68] et Malladi, Sethian et Vemuri [87] pour des filtres de type
gaussien (équation (2.6)) ou les filtres de White-Rohrer [107] et de Marr-Hildreth
o
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mentionnés dans [72] (équation (2.10)). Soit des points xe,e (kv, £) et x
(i77,jl]). Alors
IE(Xk,t)
=
O<i<mj
O<j<n1
VIE(xk,)
=
Vp(((k_i,_j)
-e)) d.
O<i<mj
O<j<nj
Soitc=k—iet/3=t—jpour—rn1 <c<mjet —flj <t3<nialorson
définit les noyaux
fp_))d,
F fVP()_))d
et ainsi les équations (3.20) et (3.21) deviennent
IE(Xk,t) iIÇ,
O<i<m1
O<j<n1
—
— (3.24)
VIE(xk,t)
=
Oim1
O<j<n1
3.4. Détecteur laplacien
Ce détecteur laplacien part de l’image régularisée par convolution
‘E qui pos
sède des dérivées secondes continues au moins jusqu’à l’ordre 2. Étant donnée
une direction y, lui = 1, et un point x E R2 on cherche les maxima locaux de la
dérivée directionnette f(t) VIE(x+tv).v. Soit un point réalisant le maximum.
Alors on a la condition nécessaire
D2IE(x + v)v y = 0.
Le point i = x + v est un point dit de passage à zéro (“zero-crossing” selon la
terminologie de IVIarr et Hildreth [$9]) de la dérivée seconde directionelle dans la
direction u. On cherche donc des couples (, ) qui vérifient la condition nécessaire
= 0 (3.25)
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et, plus précisément, des lignes ou courbes C tel que
Vs E C, Ev(x), v(s)i = 1, D2IE(s)v(x) . uts) = 0. (3.26)
Cette condition est nécessaire pour que, en chaque point s E C, il existe une
direction uts) telle que VIE(x) y soit extremum local.
Dans l’exemple donné par 1891, il est supposé que C est un segment de droite
et il introduit sa condition de variation linéaire.
Hypothèse 3.1. L’intensité
‘E dans un voisinage de tignes paraltètes à C est
localement tinéaire (affine).
Supposons donc que C soit un segment de droite contenu dans la frontière
d’un demi-plan Q {y E R2 (y — c) e < O}, où e et e sont des vecteurs de
R2 et lei = 1. Le segment C est donc contenu dans la droite F {c + te : Vt}.
Soit n(s) la normale extérieure à la frontière de Q. La ligne parallèle à distance
(algébrique) s est donnée par F5 = {c + t e + s n : Vt}. Par hypothèse, on a que
IE(c + t e + s n) = c(s) + /3(s) t dans un voisinage de C, (3.27)
c’est-à-dire pour si petit avec c et /3 des fonctions C’ de s.
Hypothèse 3.2. Le passage à zéro se fait en tout point de C dans la direction
de ta normale n au point, c’est-à-dire
DIE(c + t e) n n = O sur C. (3.28)
Le laplacien de
‘E sur C se décompose comme suit (Delfour et Zolésio [41, •
364)
AIE = divpVIE + D2IEn n,
où div PVIE est la divergence tangentielle de VL qui peut être définie comme suit
divpVL = div(VIE °pe)Ie
et Pc est la projection sur C. De (3.27)
L(c+te+sn) = (s) +/3(s)t
4 ?SIE(c+te+sn) =cV(s)+/3’(s)tet8IE(c+te+sn) =43(s).
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Puisque pe(c + te + sn) = c + te, il vient
aSIE(pC(c+te+sn)) =c’(0) +/3’(O)t et 8j(pc(c+te+sn)) =43(0)
as(asIE(pe(C + t e + s n))) = 88(a’(O) + 43’(O) t) = 0
3t(8tIE(pc(c+te+ s n))) = 8(/3(0)) = O
div(VI(p))r=0 zz divp(VI)=0.
Sous l’hypothèse (3.27), divp(VIE) = 0 sur C et, sous l’hypothèse 3.2, D2IE(c+
te)n n = 0, on a donc
= div (VI) + D21 n• n = 0 sur C,
et on en conclut que, sous les hypothèses 3.1 et 3.2, la condition nécessaire est
= O sur C. (3.29)
On a donc ramené le problème à la recherche des passages à zéro du laplacien
de
‘E• Comme ce n’est qu’une condition nécessaire, on trouvera aussi d’autres
points x, mais cette condition est beaucoup plus simple à vérifier que celle d’un
couple (x,v).
Ces considérations se généralisent immédiatement au cas ou C est contenue
dans la frontière F d’un ensemble Q de classe C2 en modifiant l’hypothèse 3.1
comme suit.
Hypothèse 3.3. La restriction du gradient de l’intensité i à la courbe C est
égate à un vecteur constant.
On peut alors décomposer le laplacien le long de C de la manière suivante
AIE div (VIE) = div (VL) + D21 n n = O sur C (3.30)
puisque par l’hypothèse 3.2, D2I n n = O sur C et par l’hypothèse 3.3, VIE =
c un vecteur constant, sur C et que
divp(VIE) =div(VIEopp)Ir=div(c)Ip =0.
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4. FONCTIONS OBJECTIF SUR LES CONTOURS ET GODSIQUES
GÉN ÉRALIS ÉES
Décrivons l’approche classique sous-jacente aux snakes (Kass et at. [75]) pour
détecter les contours des objets contenus dans une image I. Étant donné un
cadre D =]0, a{ x ]0, b[ et une image convolée I : D —* R, on cherche la courbe
paramétrée par e [0, 1] R2 qui minimise la fonction objectif (d’énergie) qui
consiste en u premier terme dépendant du gradient de l’image et un seco;d
terme qui dépend de la régularité souhaitée de la courbe (en général un terme de
pénalisation)
ri r’ r’
= -] VI(C(q)) dq+] IC’(q)12 dq+J C”(q)I2 dq, (4.1)o o o
pour , 3 > 0, où C’ et C11 sont les dérivées de la courbe C par rapport au paramétre
q. La fonction objectif E1 essaie de maximiser l’intégrale de VI(C(q)) le long de
la courbe C tout en pénalisant les dérivées première et seconde de C. Le premier
terme de E1 est utilisé dans le but d’attirer le contour actif le long des frontières
des objets contenus dans l’image (énergie externe) tandis que les deux derniers
termes contrôlent la régularité du contour des frontières (énergie interne).
On peut évidemment relaxer le terme de pénalisation pour permettre une
classe plus générale de courbes. Dans Caselles et aï. [3D], les auteurs considèrent
une autre classe de contours où le coefficient de rigidité 4? est pris égal à zéro.
Il y a deux raisons principales qui motivent le retrait du terme C” d’ordre deux
(Caselles, Kimmel et Sapiro [32])
(i) ce choix permet d’introduire la relation entre les contours actifs et la
géodésique via la représentation par ensembles de niveau (Caselles et al.
section 2.2 [321);
(ii) la régularité du contour ne dépend plus de la courbure mais uniquement
du terme en dérivée première dans l’équation (4.1).
En remplaçant le détecteur de contours —VII par une fonction g(VI) telle que
g(r) —* O lorsque r —* oc et en choisissant 4? 0, on obtient
r’ r’
E2(C)
= J g(VI(C(q))j) d+J C’(q)12 dq. (4.2)o o
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Remarque 4.1. It faut noter tout d’abord que cette fonction objectif ne donne
pas une formutation intrinsèque du problème puisque ta fonction d’énergie dépend
de ta paramétrisation de ta courbe C et n’est pas uniquement liée à ta géométrie
des objets.
Dans Caselles et at. [32], les auteurs précisent que les solutions minimisantes
de cette fonction objectif peuvent changer arbitrairement de forme lorsque l’on
change la paramétrisation. Dans [32], les auteurs suggère plutôt de minimiser la
fonction objectif
f g(V1(C(q)) IC’(q)I dq, (4.3)
où le terme C’(q)I dq n’est autre que le différentiel de longueur dl? le long de la
courbe C. On peut alors réécrire l’intégrale (4.3) sous forme intrinsèque, c-à-d.
sous la forme d’une intégrale le long de la courbe C
f g(IV1I)d. (4.4)
Sous la forme (4.4) il devient par exemple plus naturel de choisir comme terme
de pénalisation la longueur de la courbe ou l’intégrale de la courbure moyenne.
Dans cette optique, on peut modifier la fonction objectif (4.1) de plusieurs fa
çons. Étant donnée l’image convolée
‘E (équation (3.1)), un cadre D = 10, a[ x ]0, b[
et une image I : D — R, on cherche la courbe paramétrée C [0, 1] —* R2 qui
minimise la fonction objectif pénalisée
EE(C)—fIVIEId+f d (4.5)
pour c > 0. La fonction objectif EE maximise l’intégrale de VIE! le long de
la courbe C tout en pénalisant la longueur totale de la courbe C. EE permet la
présence de coins car il n’y a pas de terme de courbure. Lorsque le premier terme
en VIE est absent on se retrouve avec un problème de recherche d’une courbe de
longueur minimale entre deux points. Dans le cas général, le terme en VIE crée
un potentiel en forme de canyon autour du contour où le gragient est grand. On
cherche donc à placer la courbe dans ce canyon.
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Une forme générale de fonction objectif serait
E(C) f(IE) d, (4.6)
où g(L) est une fonctioll de
‘E Si on regarde g(IE) dl? comme une nouvelle métrique
riemannienne, la recherche d’une courbe minirnisante revient à la recherche d’une
géodésique pour cette métrique.
Dans le cas d’une courbe C qui est la frontière F d’un dornaille régulier Ç1,
on verra au chapitre 3 que la fonction objectif E(2) définie comme une intégrale
sur la frontière de E(Q) possède une semi-dérivée directionnette dE(2; V) par
rapport à un champ de vitesses V défini sur D (Delfour et Zolésio [54])
dE(Q; V)
= f [Hg(IE) + (I)] V n dU, (4.7)
où n est le vecteur unitaire sortant de l’ensemble 2, H est la courbure additive
(deux fois la courbure moyenne pour l’équation (4.7)) et l’autre terme est la
dérivée normale
g(I) = Vg(I) n. (4.8)
C’est le gradient qui fera bouger les snakes et activera les contours.
5. REPRÉSENTATIONS DES OBJETS ET DES CONTOURS
L’originalité des problèmes d’imagerie repose sur le fait que la variable est
une courbe, une surface, et plus généralement un objet géométrique auquel il
est important de donner une représentation analytique. Cette représentation peut
être paramétrique ou intrinsèque. En général l’intrinsèque permet de travailler
avec des familles d’objets plus généraux et permet des changements topologiques.
5.1. Représentations paramétrées des objets
5.1.1. Courbes et surfaces paramétrées
En dimension deux, une courbe planaire (resp. surface spatiale) peut se repré
senter comme l’image de l’intervalle [0, 1] par une application injective continue
C: [0, 1] —* R2 (resp. 3: [0, 1] x [0, 1] —* R3). On dit que la courbe est fermée si
elle est injective sur [0, 1[ et que C(0) = C(1).
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En dimension trois, une surface peut se représenter comme l’image du carré
[0, 1] x [0, 1] par une application injective continue 8 : [0, 1] — R3. On parlera en
général d’une surface avec bord (l’image du bord de [0, 1] x [0, 1]). L’image de la
sphère unité 3(0, 1) de R3 par une application injective continue 8 : 3(0, 1) —* R3
donne une surface sans bord.
On constate facilement que ces représentations limitent la famille des courbes
et des surfaces à des objets homéomorphiques à [0, 1] et 3(0, 1). C’est un cas
particulier des familles d’images F(Q0) d’un ensemble ouvert ou fermé Q0 par
une famille de transformations bijectives et bicontinues ou des différnorphismes
F:RN_RN.
5.1.2. Paramétrisation par les noeuds, courbes et surfaces de Bézier
On prend maintenant le point de vue qu’une courbe en dimension deux est
spécifiée par un certain nombre de points reliés entre eux par une ligne ou une
courbe prédéterminée. Par exemple, soient M points {xy,.. . , xji} dans R2 et la
courbe tinéaire par morceaux définie par
M
défF= [x,x],
i1
où [a, b] représente le segment entre deux vecteurs a et b de R2. On dit que la
courbe est fermée si et XM+1 x1. On suppose implicitement que F n’a pas de
point d’intersection. On peut aussi supposer que F est la frontière d’un domaine
ouvert connexe Q.
FIG. 2.8. F comme frontière d’un domaine Q.
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On peut également choisir de faire passer des courbes entre chacun des noeuds
en remplaçant les arêtes par des courbes de Bézier (voir annexe A). On peut
aussi inclure dans la définition la possibilité d’avoir plusieurs lignes ou courbes
non-connectées en introduisant une matrice de connectivité. Soit x1, x2,
..., xj,
xj une suite de M points distincts dans R2 A = {ak} une matTiCe de
connectivité, et Cik la ligne entre les points x et xk
si x et Xk sont connectés
(5.1)
si x et Xk ne sont pas connectés
Cik F {sx + (1 — s)x : s E [O, 1]}, si ak 1. (5.2)
Dans le cas de courbes de Bézier couramment utilisées en aéronautique, on ajoute
à chaque paire de noeuds connectés x et xk un noeud de contrôle jk et l’on modifie
la définition des ensembles Cik comme suit
Gjk {s2xj + 2s(1 — s)uk + (1— s)2xk : sE [O, 1H, S ak = 1,
où s = O correspond au point 1k et s 1 au point x.
5.2. Représentation des objets par ensembles de niveau d’une fonc
tion
On peut également représenter le contour par un autre genre de “parainétrisa
tion” : les ensembles de niveau d’une fonction. L’approche fut développée en 1988
par Osher et Sethian [1011. On parle de formulation eutérienne qui fait référence
à une représentation intrinsèque du contour. On utilisera aussi la terminologie
front empruntée de l’optique géométrique pour le contour.
Décrivons tout d’abord les propriétés et caractéristiques des ensembles qui
interviennent lors de l’utilisation de cette technique.
Définition 5.1 ([54], Définition 3.1, p. 22). Soit Q un sous-ensemble de R” tel
queQø.
(a) Q est de classe Ck, O < k <oc, si pour chaque x E 8Q il existe
(i) un voisinage U(x) de x, et
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(ii] une transformation bijective gz U(x) —÷ B avec tes propriétés sui
vantes
g E Ck(U(x),B), h f g1 e ck(B,u(x)), (5.3)
int Q n U(x) = h1(3), (5.4)
aQ n U(x) k1(30), B g(F). (5.5)
où B est ta boute umtazre ouverte avec
B0 {CeB:Nr=0}; (5.6)
3+ {CeB:N>0}; (5.7)
3_ f {(EB:CN<0}, (5.8)
pour un point (
= ( N) de RN.
(b] Q est (k,e)-hàtderien ou de ctasse Ck,e, 0 < k, 0< t2 1, si tes conditions
de ta partie (a] sont respectées avec ta transformation g E Ckt(U(x), B)
et son inverse h,
= g’ E Ck(B, U(x)).
Pour ce type d’ensemble, on peut construire une fonction globale sur R” pour
caractériser l’ensemble Q.
Théorème 5.1 ([541, Théorème 4.1, p. 28). Étant donné k 1, 0 1, et un
ensemble Q de RN de ctasse avec frontière compacte, it existe une fonction
tipshitzienne continue ço RN —* R, tette que
intQ = {x E RN : (x) <0}
extQ = {x E RN : (x) > 0}
= {x E R’ : (x) = 0},
et un voisinage W de 3Q tet que
CCk etV0 snrl’V etn= , (5.9)
où n est te vecteur unitaire normal sortant de l’ensemble Q sur Q.
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Remarque 5.1. Lorsque Q est de classe C2, on peut obtenir la courbure moyemie
sur 8Q pa ta retation
déf . . (V
___
H = divp n = div r i j = div j\IVIl IVI
car SUT
(V (v v v
DIVI)n.n=DIVl) =0.
On doit par coutre restreindre la fonction pour qu’elle possède une frontière
mince, c-à-d. de mesure nulle.
Théorème 5.2 ([541, Théorème 4.2, p. 30). Associons avec la fonction continue
RN
— R, l’ensemble
Q {x e RN (x) <0}. (5.10)
Supposons que
{0} {x e RN : (x) = 0} z (5.11)
et qu’il existe un voisinage V de 0) tel que e Ck(V) pour k 1 et
O < L < 1 et que le gradient V O sur o’{0}. Alors Q est un ensemble de
classe Ck,e et
intQ = Q et 8Q = ço’{O}. (5.12)
Remarque 5.2. On remarque que si ço n’est pas au moins C’ et/ou que V = O
sur Q, on est dans l’incertitude sur la nature et la régularité de la frontière 8Q.
En effet, on peut se retrouver avec une frontière épaisse, c-à-d. {0} de mesure
non-nulle.
5.3. Représentations intrinsèques des objets
Dans l’approche par ensembles de niveau, le choix de la fonction n’est pas
unique. À tout ensemble Q de R”” est associée une classe d’équivalence []- de
fonctions déterminant Q. On verra plus loin que dans cette classe il y a des
fonctions plus canoniques que d’autres.
Dans ce paragraphe, on développe l’approche qui consiste à identifier une
classe d’équivalence d’ensembles avec une fonction paramétrée par ces ensembles.
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On examine les cas de la fonction distance, de la fonction distance orientée et de
la fonction caractéristique.
5.3.1. Fonction distance
Étant donné un sous-ensemble Q de RN, la fonction distance de x à Q est
définie par
d’f finf y—xi, Q0,d0(x) (5.13)
+00, Q=ø.
Pour Q # 0, la classe d’équivalence correspondante à est
[Q]déf{Q!
:=r}. (5.14)
En général
= d0
La fonction distance d0 ne donne pas une description adéquate de sa frontière
F. De plus, même pour un ensemble de frontière très régulière son gradient est
discontinu à la frontière F ce qui empèche la récolte d’information sur la régularité
de Q à partir de la régularité de d0 dans un voisinage de F. Pour contourner le
problème, il est naturel d’ajouter la négative de la fonction distance au complé
ment CQ, ce qui élimine la discontinuité du gradient à la frontière dans le cas de
frontières régulières.
5.3.2. Fonction distance orientée
Étant donné un sous-ensemble Q de RN la fonction distance orientée de x à
Q est définie par
d0(x) = dp(x), x E intCQ,
défb0(x) d0(x)
— d00(x)
= o, x e F, (5.15)
—d00(x) —dp(x), x E intQ,
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où du(x) est la fonction distance d’un point x au complément CQ. La classe
d’équivalence correspondante à bç2 (pour Q 7t 0) est
[Q]b{Q’:=etF’r=F}. (5.16)
En général
b bo
Pollr les convexes, on a
alors que pour les ensembles vérifiant la propriété du segment uniforme , on a
= b0 bint.
Il est important de noter que, dans la littérature, la définition de la distance
signée est restrictive et difficile à cerner. En effet, elle est définie pour une sous-
variété régulière M de R’ par
—d5j(x). six E intQ;
défdsi,o(x) O, six e M; (5.17)
+dM(x), sixGQ
pour un ensemble Q tel que 8Q = M. Dans certaines situations, la définition
est ambigtie puisque lorsqu’une sous-variété M a été spécifiée, il y a plusieurs
choix d’ensembles ouverts Q ayant la même frontière F = M mais une fonction
b0 complètement différente (Delfour et Zolésio [56]) comme le montre l’exemple
suivant.
Exemple 5.1. Pour la sphère unité M = 8(0, 1) de centre O dans R’, il y a au
moins deux choix d’ensembles Q tels que 9Q lvi
= B(0, 1) et Q2 = RN \3(0 1),
8Ç satisfait la propriété du segment uniforme si
r>0, À> Otels queVx E F, d E RN, = 1
tels que pour tout y E B(x, T) n Ki, (y, y + M) c int Ç.
39
où B(O, 1) est ta boute ouverte unité de rayon 1 centrée en O. Il n’y a pas unicité
de t’ensernbte Q et
b01 b02
rnatgré te fait que 8Q = = M. De ptus, est C dans un voisinage de
M, alors que Vb09 est discontinu te tong de M.
Théorème 5.3. Soit Q C RN tel que f 0.
bçr=d0>0 intQ=0.
En particulier si Q C RN etdim Q <N, intQ = 0 et b0 = U0 0.
Démonstration. Si Q C R et f 0 sont tels que
b0(x) O, Vx E RN
alors
O = b(x) = d00(x), Vx E RN
= CQR f nOQ= et intQrrrCOQ=0.
Réciproquement, si int Q = 0
0=intQ=CCQ CQ=R’ = =f = d0=O,
d’où
bo(x) =rdo(x)_d00(x) do(x) >0, Vx ERN
LI
Enfin, la fonction est lipschitzienne continue de constante 1, son gradient
Vb0 existe et IVb0l 1 presque partout dans RN. Donc b0 E W’P(RN) pour tout
p, 1 <p oc. On remarque aussi que Vb0 coïncide avec la normale extérieure à
la frontière (lorsqu’elle existe).
On veut maintenant étudier la relation entre le gradient de b0 et la projection
d’un point sur la frontière f. Les points de R’ où le gradient de b- n’existe pas se
90n a b0 — b — b avec b — d0, b = d00, et bç = dr. De plus Xjnt0 =
XintCO = IVdoI, et yj- = 1 — VdrI presque partout dans jN
40
divisent en deux ensembles un pour les points de RN appartenant à la frontière F
et l’autre pour les points de RN à l’extérieur de F. On relie également l’ensemble
des singutarités dil gradient de b0 ainsi que les notions de squelette (“skeleton”)
et d’ensemble de fissures (“set of cracks”) au gradient de
Définition 5.2 ([541, Définition 3.1, p. 213). Soit Q un sous-ensemble de RN tet
que8QØ.
(i) L’ ensemble des projections de x sur 8Q est défini par
0(x) {z e 8Q: Iz — xi dao(x) Ibo(x)I}. (5.18)
Les éléments de ll90(x) sont appelés les projections sur 8Q et, lorsque la
projection de x sur 8Q est unique, elle est notée par pao(x).
(ii) L ‘ensemble des points x E RN pour lesquels la projection sur 8Q n’est pas
unique,
Sk(Q) {x e RN $ 1180(x) n’est pas un singleton}, (5.19)
est appelé le squelette de Q. Puisque 1160(x) est un singleton pour tout
x E 8Q, alors
Sk(Q) CR”\8Q.
(iii) L ‘ensemble des fissures est défini par
C(Q) {x E RN : Vb(x) existe mais Vbo(x) n’existe pas}. (5.20)
Remarque 5.3. La terminologie fissure (“crack’) est utilisée dans un sens assez
large et C(Q) peut contenir des sous-ensembles de codimension arbitraire (voir
figure .2). En dimension deux, les coins (“corners’2 le long d’une frontière régu
lière par morceaux appartiennent à C(Q).
Remarque 5.4. L’ ensemble des singularités, Sing(Vb0), de Vb0 a une mesure
de Lebesgue de dimension N nulle puisque b0 est lipschitzienne continue et donc
différentiable presque partout.
Le théorème suivant nous donne les conditions de différentiabilité de la fonc
tion distance orientée d’un sous-ensemble Q de RN, son comportement sur la
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frontière F ainsi que l’expression de la projection Paç-2 sur la frontière en terme de
Vb.
Théorème 5.4 ([56], Théorème 2.2). Soit un sous-ensemble de iiJ’ avec F =
8Q#ø.
(j) Pour tout x E F,
Vb(x) existe etVb(x) = O;
pour tout x F,
Vb(x) existe Vbo(x) existe.
Donc Vbo(x) existe si et seulement si x Sk(Q) U C(2). De plus,
Sk() {x e RN : Vb(x) n’existe pas}, (5.21)
Sk(Q) C R” \F et C(l) C F sont de mN-mesure nulle.
(ii) La projection pp(x) d’un point x Sk() sur la frontière F est donnée
par
pp(x) = x — Vb(x) = x — bo(x)Vb0(x). (5.22)
(iii) La semi-dérivée directionnelle au sens de Hadamard définie par
dHf(x; y) f(x + tw) - f(x), (5.23)
t\O
existe toujours pour b, et
VvERN, djjb(x;v)=r2 min (x—z).v. (5.24)
(iv) Pour tout x Ø F, la semi-dérivée directionnelle au sens de Hadamard de
b0 existe et
Ver, dHbo(x;v)= 1 min (x—z).v. (5.25)bo(x) zEHp(x)
Pour tout x e F, dHbo(x; y) existe si et seulement si
Vv E RN, lim
b0(x + tv)
existe. (5.26)
t\O t
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5.3.3. Fonction caractéristique
La dernière représentation est moins intéressante en imagerie, mais on la ren
contre fréquemment en mécanique des fluides et dans les problèmes de frontière
libre, Elle donne un exemple d’une fonction de nature très différente paramétrée
par un ensemble. On associe à un sous-ensemble Q mesurable au sens de Lebesgue
sa fonction caractéristique
df sixeQ;4 (5.27)
(o sixQ.
On identifie alors la fonction caractéristique de à la classe d’équivalence []
de sous-ensembles de RN presque partout égaux à Q. Considérons la famille de
fonctions caractéristiques correspondante
X(RN) { : VQ mesurable dans RN}. (5.28)
On remarque que X(RN) C L00(RN) et pour p 1, X(R’) C L,(RN), où
L(R”) est l’ensemble de toutes les fonctions mesurables au sens de Lebesgue
sur RN qui appartient à L(D) pour tout sous-ensemble borné mesurable D de
RN. On peut aussi associer à un ensemble mesurable non-vide D de RN la famille
X(D) tF {X2 : VQ mesurable dans D}. (5.29)
Ceci induit une structure d’espace métrique complet sur X(D) via l’injection
xo E X(D) C L?(D) (resp., X(RN) c L(R’)).
6. FONCTION OBJECTIF DE MuMF0RD ET SHAH
La convolution n’est qu’un moyen de régulariser une image I E L2(D) définie
dans un cadre D. On pourrait aussi, par exemple, utiliser la régularisation de
Tikhonov : pour E> O donné, on cherche la fonction I. é H’ (D) qui minimise la
fonction
E() f EV + I — 112 dx
43
(6.1)
(6.2)
ou selon le degré de régularité désiré 011 peut augmenter l’ordre du terme en e.
La fonction minimisante est solution de l’équation variationnelle suivante
V e H’(D), f eVI V+ (I — I)dx = O.
En fait, on peut faire beaucoup mieux et combiner la régularisation et la
détection. En 1985 Mumford et Shah introduisent une nouvelle fonction objectif
différente de celles définies le long des contours et qui réalise simultanément la
régularisation de l’image et la détection des contours. Cette fonction objectif a
reçu beaucoup d’attention auprès de la communauté mathématique.
On se donne une fonction objectif associée à la fonction I des niveaux de gris
d’une image dans un cadre fixe ouvert et borné D, un sous-ensemble ouvert Q de
D tel que sa frontière correspondra aux contours des objets contenus dans l’image
(voir figure 2.1).
Définition 6.1. Soit D un sous-ensemble ouvert et borné de RN tel que sa fron
tièTe soit lipschitzienne. Alors,
(i) Une image contenue dans le cadre D est définie par une fonction I e
L2(D).
(ii) On dit que est une partition ouverte de D si {Q}j est une
famitle de sous-ensembles ouverts connexes et disjoints de D telle que
mN(UEJQ) mN(D) et mN(8 Ujj Q) O.
On note par P(D) la famille de toutes les partitions ouvertes de D.
On se donne une partition ouverte {Q}j de D associée à chaque j e J et
une suite de fonctions ço e H’(Q). L’idée de Mumford et Shah [96, 97J est de
trouver une partition ouverte P
= {Q}j dans P(D), solution du problème de
minimisation
inf inf f eIV.I2+j.—II2dx
PeP(D)
.
3eH1(0) J.
pour une constante fixe e > O.
Remarque 6.1. Notons que sans la condition mN(UEJQ) = mN(D), l’ensemble
vide est une solution au problème de minimisation.
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La démonstration de l’existence nécessite une famille beaucoup plus spécifique
de partitions ouvertes ou l’addition d’un ter’rne de pénalisation sur la “longueur”
des interfaces entre les Q de la partition. Par exemple, on pourrait utiliser la
mesure de Hausdorff de dimension un dans le plan ou de dimension N—1 dans RN.
On pourrait aussi utiliser le périmètre de De Giorgi. Le problème de minimisation
devient alors
PD) eIv j 12 + I j _1I2 dx + CHN1(8 Uj j) (6.3)
pour une constante c> O.
Pour bien comprendre la nature du problème d’existence, on rappelle d’abord
la définition de la mesure de Hausdorff de dimension d et la notion d’ensembles
de Caccioppoli ou d’ensembles à périmètre fini.
Définition 6.2 ([541, Définition 3.1, p. 26). Pour tout sous-ensemble S de RN
te diamètre de S est défini par
défdiam(S) =sup{Ix—yI:x,yES}.
Soit 0d ta mesure de Lebesgue de ta boute unité dans Rd. La mesure de Hausdorff
de dimension d, Hd(A) d’un sous-ensembte A de RN est définie comme suit. Pour
S petit, il s’agit de recouvrir efficacement A par une suite dénombrable d’ensembles
S tels que diam (Si) S, puis d’additionner tous tes termes
d
(diarn(Si))ci
et de prendre ta limite lorsque S —* O
Hd
AS
(6.4)
diam(Sj)3 ‘
où t’infimum est pris sur tout le recouvrement {S} de A avec diam (Si) <S.
Définition 6.3 ([54], Définition 5.2, pp. 127, 128). Soit Q une partie mesurable
de RN.
(j) Étant donné un ensemble ouvert D de RN, Q est à périmètre fini par
rapport à D si Xo e BV(D), t’ espace des fonctions à variation bornée
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défini par
BV(D) {f e L’(D) Vf e 1/Il(D)N}
muni de ta norme
lfIIBv(D) = If IIL’(D) + jVfIIMl(D)N
où Ml(D)N est t’espace des mesures (vectorielles) bornées et Vf est cat
enté au sens des distributions. Le périmètre noté par PD(!2) est donné par
ta norme M’ du gradient
déf
= IVxQjIi1(D)N. (6.5)
La famitte 10 de ces fonctions caractéristiques est notée par
BX(D) {x e X(D) : E BV(D)}.
(ii) l est à périmètre localement fini si pour tout ouvert borné D de RN
e BV(D), c’est-à-dire E BV(RN)
(iii) 1 est à périmètre fini de Caccioppoli si xo E BV(RN).
Remarque 6.2. L ‘espace des fonctions à variation bornée BV(D) est un espace
de Banach.
La mesure de Hausdorff n’a cependant pas la propriété de semi-continuité
inférieure qui permettrait de conclure à l’existence d’une solution. D’autre part,
le périmètre de De Giorgi se réduit au périmètre du cadre D puisque la fonction
caractéristique de l’union UjQ est presque partout la fonction caractéristique
du cadre D.
Comme on le voit, le choix de la relaxation de la mesure de Hausdorff 1IN1 de
dimension (N — 1), est crucial. Il y a différentes façons de procéder pour montrer
l’existence de solutions. L’une d’entre elles est d’utiliser le périmètre de densité
de Bucur et Zolésio [25].
100n rappelle la définition de la famille
X(D) {xn : V1 mesurable dans D},
donnée par l’équation (5.29).
Chapitre 3
]VOLUTION DES CONTOURS ET IMAGES
D1FORMABLE$
1. ORIENTATIoN
Ce chapitre reprend les exemples de fonctions objectifs définies le long des
contours des objets d’une image qui mènent à la recherche de géodésiques géné
ralisées. L’application d’une simple méthode de descente dii gradient peut être
assimilée à la recherche de la solution stationnaire d’une équation d’évolution
gouvernée par le gradient de la fonction objectif. C’est la base des différentes
méthodes caractérisées par le choix de la représentation des contours. Les snakes
correspondent à des courbes paramétrées par l’intervalle [0, 1] et les contours actifs
aux ensembles de niveau d’une fonction.
La section 2 fait un tour d’horizon des snakes, des contours actifs et des en
sembles de niveau. La section 3 rappelle la méthode des vitesses pour calculer la
semi-dérivée d’une fonction objectif par rapport à un domaine géométrique. On
utilise cette méthode pour obtenir l’équation d’évolution correspondante pour dif
férentes représentations des contours : les ensembles de niveau dans la section 4,
la fonction caractéristique en section 5, la fonction distance orientée en section 6,
et des courbes paramétrées par des noeuds en section 7. Pour cette dernière re
présentation, l’équation d’évolution associée mène à un système fini d’équations
différentielles plutôt qu’à des équations aux dérivées partielles comme dans les
autres cas.
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2. $NAKES, CONTOURS ACTIFS ET ENSEMBLES DE NIVEAU
La détection des contours ou frontières des objets contenus dans une image
utilisant une fonction objectif définie sur le contour a été largement étudiée par de
nombreux chercheurs au cours des 20 dernières années. Par exemple, Blat et Mo
rel [181 ont travaillé sur la relation entre des problèmes elliptiques en segmentation
d’image et la théorie des fractures en 1987, Kass, Witkin, et Terzopoulos [751 sur
les modèles à contour actif, Osher et Sethian [1011 sur la propagation de fronts
et Terzopoulos, Witkin et Kass [1201 sur les contraintes liées aux modèles dé
formables en 1988, Cohen [37] pour les modèles à contour actif et les ballons
en 1991, Cohen et Cohen f41] sur des méthodes aux éléments finis appliquées
aux modèles de contour actif et ballons et Caselles, Catté, Coll et Dibos f301 sur
un modèle géométrique pour les contours actifs en 1993, Malladi, Sethian et Ve
muri [87] sur le modelage de forme avec propagation de fronts en 1995, Malladi,
Kimmel, Adalsteinsson, $apiro, Caselles, et Sethian [85] et Mclnerney et Terzo
poulos [91] sur des approches géométriques en segmentation d’images médicales
en 1996, Caselles, Kimmel et Sapiro [32] sur les contours actifs géodésiques en
1997, Aubert et Blanc-Féraud [14] sur la relation d’équivalence entre les snakes et
les contours actifs géodésiques en 1999, et Osher et Paragios [100] qui ont produit
une synthèse complète sur les méthodes par ensembles de niveau en imagerie en
2003.
En dimension deux, la définition d’une fonction objectif de densité g sur un
contour revient à un problème de recherche d’une courbe de longueur minimum ou
géodésique généralisée pour la métrique riemannienne g dl (pondérée par la densité
g). En effet, lorsque g 1 la fonction objectif se réduit à la longueur du contour et
sa minimisation à la recherche d’une courbe de longueur minimum ou géodésique.
Dans le cas général, on peut retenir cette interprétation en considérant que la
fonction g sous l’intégrale de contour redéfinit la métrique g dt de l’espace et donc
les géodésiques. On explique le principe de la géodésique ou courbe de distance
minimate (“geodesics or minimal distance curves”) en section 4 du chapitre 2.
Cette formulation se généralise facilement en dimension trois à des courbes ou à
des surfaces.
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Dans l’approche des géodésiques généralisées, où le contour est représenté
par une courbe régulière paramétrée, l’utilisation d’une simple méthode de des
cente par gradient d’une fonction objectif (ou fonction d’énergie) définie sur les
contours, génère une suite de courbes ou de géodésiques paramétrées. Ces courbes
qui semblent se tordre au cours des itérations ont été appelées serpents (snakes)
ou contours actifs (active contours) par Kass et al. [75] (cf. section 2.1). On est
ainsi amené à introduire une dynamique et un temps. À la limite, la méthode
de descente du gradient revient à considérer une équation en temps évoluant
sous l’effet de la semi-dérivée directionnelle de la fonction objectif par rapport
à un champ de vitesses (cf. section 3) dans une direction opposée au gradient.
Étant donnée une courbe (ou surface) initiale au temps zéro, le contour actif
est alors donné par un flot géométrique qui agit sous l’effet du gradient de la
fonction objectif et qui, en général, contient un terme de courbure moyenne (cf.
section 2.2). Dans le cas où la fonction objectif se réduit à l’intégrale de un le
long de la courbe, on recherche une courbe de longueur minimum ou géodésique
et on obtient l’équation du mouvement par courbure moyenne (cf. section 2.3).
D’abord représentés par des courbes paramétrées, les contours en dimension
deux sont plus tard représentés par les ensembles de niveau de Osher et Sethian
[101] en 1988, par Caselles et al. [301 en 1993 et par Malladi et aÏ. [87] en 1995.
Dans le cas de l’évolution d’un ballon par exemple, on peut spécifier le contour de
celui-ci (voir Cohen et Cohen [41] en 1993 et L. D. Cohen [371 en 1995) par les
points du niveau zéro d’une fonction qui dépend du temps. Si le champ de vitesses
qui déplace les points est spécifié par la direction opposée au gradient, on obtient
alors une équation d’évolution des ensembles de niveau (“level set equation”) pour
cette famille de fonctions. Cette approche permet, en principe, les changements
de topologie comme la fusion de deux contours lorsqu’il y a présence de plus
d’un objet dans l’image. Ce qui est impraticable avec la méthode classique des
snakes. C’est cette propriété qui a suscité un grand intérêt chez les chercheurs dans
des domaines comme la reconnaissance, la visualisation, le modelage de formes,
etc. Enfin, ces méthodes introduisent une représentation intrinsèque des objets
puisque ces derniers sont localisés par les ensembles de niveau d’une fonction
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particulière (e.g. la fonction caractéristique ou la fonction distance orientée). On
obtient alors une équation d’évotution de ta fonction caractéristique (cf. section 5)
ou une équation d ‘évoïntion de ta fonction distance orientée (cf. section 6).
2.1. Contour actif géodésique
Caselles, Kimmel et Sapiro [32] introduisent la notion de contour actif géo
désique en étudiant les relations entre les modèles de Caselles et aï. [30] et de
Malladi et aï. [87]. En effet, l’approche par les snakes (cf. section 4 du chapitre
2) revient à trouver la courbe géodésique contenue dans un espace riemannien
dont la métrique est directement liée à l’image. La frontière à détecter est alors
considérée comme étant la distance minimaïe entre deux points donnés de l’image
selon cette métrique riemannienne.
Étant donnée une représentation par ensembles de niveau du contour défor
mable, Caselles et aï. [32] montrent que trouver la courbe géodésique via un flot
géométrique est similaire aux approches géométriques mentionnées plus haut [30,
871. La méthode des contours actifs géodésiques est également introduite et testée
pour la détection d’objets en dimension trois dans [30, 32].
Rappellons tout d’abord la structure (section 4 du chapitre 2) de la fonction
objectif utilisée par Caselles et al. [30, 32] en dimension deux. Étant donné un
cadre D = ]O, a{ x 10, b[ et une image I D — R, le problème consiste à trouver
une courbe C dans R2 qui minimise la fonction objectif
E(C)fgid gjg(VI). (2.1)
Si on fait l’hypothèse que C est une courbe fermée pour laquelle il existe un
domaine régulier Ç2 de frontière F tel que F = C, alors la semi-dérivée directionnelle
dE(Q; V) par rapport à un champ de vitesses V de l’équation (2.1) est donnée
par (4.7) du chapitre 2
dE(; V) f [Hgj + (Vgj . n)] n V dF, (2.2)
avec n la normale unitaire extérieure à Ç2 et H div p(fl) la courbure moyenne.
Si on applique une méthode de descente du gradient pour minimiser (2.1) à
partir d’une courbe initiale C0 = C, le processus itératif est équivalent à suivre
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l’évollltion C (frontière d’un domaine régulier Q) de la courbe fermée C à l’aide
de l’équation
=
— [Hgi + (VgI ut)] ut sur (2.3)
où H est la courbure moyenne au sens euclidien, rit est la normale unitaire exté
rieure, et le côté droit de l’équation est la dérivée de la minimisation (2.1) (pour
détails voir annexe B [32]). L’équation (2.3) est appelée le flot géodésique et est
issue du calcul de la minimisation (2.1). Lorsque gi = 1 on obtient le mouvement
par courbure moyenne
= —Hn sur Ct. (2.4)
2.2. Flot géodésique représenté par les ensembles de niveau d’une
fonction
Il s’agit de représenter le flot géodésique (2.3) au temps t et les contours C
défpar les ensembles de niveau de la fonction t(X) = (t, x) pour une fonction
p: [0, r] x RN —* R en posant
{x RN : (t, x) = o}
Puisque la représentation de C,, maintenant vue comme l’ensemble de niveau zéro
de Pt’ ne requiert pas de paramétrisation dans l’espace, elle est dite intrinsèque.
Introduite par Osher et Sethian [101] en 1988, la technique de représentation
par ensembles de niveau d’une fonction est, en principe, indépendante des chan
gements de topologie puisque différentes topologies de l’ensemble de niveau zéro
n’impliquent pas différentes topologies de la fonction ‘. Selon Caselles, Kimmel
et Sapiro [32] (annexe C), il est facile de vérifier que si la courbe planaire évolue
selon l’équation différentielle
v(t) rit (2.5)
avec une fonction scalaire v(t), alors la fonction ÇO devrait évoluer (se déformer)
selon l’équation différentielle
8
--+v(t)IVotI=0surCt, (2.6)
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où v(t) est évaluée sur l’ensemble de niveau zéro de sot Selon les auteurs, les
changements de topologies de C, à partir d’un contour initial C sont bien traités
et lorsque les méthodes numériques d’Osher et Sethian [101] sont utilisées, il y a
stabilité du schéma et précision des résultats. Cette représentation par ensembles
de niveau zéro est également analysée formellement par Chen, Giga et Goto [34],
Evans et Spruck [61, 62, 63, 64] et Soner [117].
Remarque 2.1. Dans Casettes, Kimmet et Sapiro [32], so est présentée comme
étant ta fonction distance orientée (équation (5.15) du chapitre 2), où L’on
suppose que Ct = Ft, ta frontière d’un domaine f2t tet que
intQt = {x e RN : so(t,x) <O}
Ft = {x e RN : ço(t,x) = o}.
On peut par exempte poser ço(t,x) b(x) ta fonction distance orientée, et ta
faire évotuer dans t’équation (2.6) avec ta méthode des ensembtes de niveau. On
voudrait ta préserver tout au tong de t’évotution.
Basée sur la minimisation (2.1), la relation
v(t) = —[Htgi + (V91. flt)]
et l’équation différentielle (2.5), le problème de la géodésique est équivatent à
trouver l’ensemble de niveau zéro de l’état stationnaire de l’équation d’évolution
aso
. ï V
sot div gi
sot I
= gjjVdiv () +Vgi•V, (2.7)
avec la condition initiale soo(Co) so°(C) et C comme l’ensemble de niveau de la
fonction so°• L’équation (2.7) est obtenue à partir des relations
Vso
= div nt avec nt . (2.8)IVsotI
Pour les domaines de classe C2 la courbure moyenne est donnée par la divergence
tangentielle
divpnt=divp i\IVsoti
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On peut cependant vérifier que dans ce cas
tVoN . tVdiv r,nt div p, ) div\IVStIJ \IVI
car
___
(V V VDj j =0.\IVSIJ jVjj IVJ IVitI
On insiste sur le fait que l’équation du flot géodésique (2.3) est un des résultats
principaux de Caselles, Kimmel et Sapiro [321.
2.3. Mouvement des ensembles de niveau par courbure moyenne
Le mouvement d’une surface par courbure moyenne a été étudié par Brakke [24]
en 1978 en utilisant la théorie des “varifotds”. D’autres auteurs comme An
genent [9, 10, 11] de 1988 à 1991 ont développé une théorie des équations pa
raboliques pour des courbes sur des surfaces qui peut être appliquée aux “CuTUes
shortening” du problème de flot par courbure moyenne (cf. Grayson [71] en 1989)
ainsi qu’un certain nombre de modèles de transition de phases en deux dimensions
(cf. Angement et Gurtin [121 en 1989).
Evans et Spruck [61] en 1991 montrèrent que le mouvement des ensembles de
niveau par courbure moyenne était la solution unique d’une équation aux dérivées
partielles non-linéaire (cf. voir aussi [62, 63, 641 de 1992 à 1995). Ces travaux
furent suivis par une démonstration de l’existence, pour un court laps de temps,
d’une solution autour d’une hypersurface régulière dans [62] en 1992. En 1993
Soner [1171 utilise la récente théorie des solutions de viscosité 1 étroitement liée
aux travaux de Osher et Sethian [101] en 1988, Chen, Giga et Goto [34] en 1991,
et de Evans et Spruck [61, 62] en 1991 et 1992. Une importante litterature existe
sur les solutions de viscosité de l’équation de Hamitton-Jacobi (cf. Lions [82] en
1982, Crandal, Evans et Lions [43] en 1984 et Crandall et Lions [45, 46, 47, 48,
49, 50, 51] de 1985 à 1994 et Barles 116] en 1994).
tVoir également Rouy [1091 et Rouy et Tourin [110] en 1992 et Lions, Rouy et Tourin [83]
en 1993
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3. EVOLUTION D’UN ENSEMBLE SOUS L’ACTION D’UN CHAMP DE
VITESSES
Il existe différentes façons de déformer (perturber) un domaine. Dans cette
section, on développe la méthode des vitesses, ue technique analogue à la semi
dérivée directionilelle au sens de Hadamard utilisée pour les fonctions de forme
(“shape functions”). On introduit également une autre technique de déformation
analogue à la semi-dérivée directionnelle au sens de Gâteaux, soit la méthode de
perturbation de l’opérateur identité qui est un cas particulier de la méthode des
vitesses.
Définition 3.1. Soit f : E —* R une fonction à valeur réelle définie sur un
espace topologique vectoTiel E. La semi-dérivée directionnelle au sens de Gâteaux
au point x E E dans ta direction y E E est donnée par la limite (torsqu ‘elle existe)
df(x; y) lim f(x + tv) - f(x) (3.1)
t’\O t
et ta semi-dérivée directionnelle au sens de Hadamard par
déf . f(x+tw)—f(x)dHf(xv) = lim . (3.2)
w—,v
t’\O
L’équivalent de la semi-dérivée directionnelle au sens de Gâteaux pour les
fonctions de forme sera obtenu par la méthode de perturbation de l’opérateur
identité, mais ne fera pas l’objet de cette section, tandis que l’équivalent de la
semi-dérivée directionnelle au sens de Hadamard sera obtenue par la méthode
des vitesses. Définissons tout d’abord la notion de fonction de forme selon les
terminologies de [54]
Définition 3.2. Étant donné un sous-ensemble non-vide D de R”, considérons
l’ensemble P(D)
=
{2 Q C D} de sous-ensembles de D. L’ensemble D sera
identifié comme étant le fourre-tout ou l’univers. Une fonction de forme est une
fonction
J:A—E (3.3)
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(3.6)
(3.7)
(3.8)
d’une famille admissible de domaines A dans P(D) à vateur dans un espace
topologique E telle que pour n’importe quel homéomorphisme T de , tel que
T(Q) = Q, on a J(Q) = J(T(Q)) pour chaque élément Q A.
Le fourre-tout D peut représenter une contrainte de type physique ou méca
nique, une sous-variété de RN ou une quelconque contrainte mathématique. Dans
plusieurs cas il peut être choisi assez grand et/ou aussi régulier que nécessaire. D
peut être tout R’ lorsqu’il n’y a pas de contrainte.
Remarque 3.1. Considérons une fonction de forme à valeur réelle
Q —* J(Q) : A C P(RN) —* R (3.4)
définie sur une famille A dans P(RN). Selon l’espace du domaine, il est important
de s’assurer que la fonction de forme est bien définie, c’est-à-dire qu’elle a la
même valeur pour tous les éléments dans la classe d’équivalence.
Étant donnée la famille de transformations
x —* Tt(x) T(t, x) : RN RN (3.5)
de RN, on construit
T(t,X)x(t,X), t>0,XeRNJ
où x(t, X) = x(t) est défini comme le flot de l’équation différentielle
f dx
j -(t) = V(t,x(t)), t >0,
x(0, X) = X,
pour un champ de vitesses V: [0, r] x RN RN. On utilisera souvent la notation
défV(t)(x) V(t, x).
On complète les fondements de la méthode des vitesses 2 en y ajoutant le principe
sous-jacent suivant.
2En anglais, on trouve les expressions “Velocity method” et “Speed method”. “Velocity” et
“$peed” signifient vitesse, mais en anglais “velocity” est le vecteur vitesse, alors que “speed” est
le scalaire vitesse. La terminologie correcte est “Velocity method”.
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La semi-dérivée de forme de J à dans la direction de V est définie alors par
dJ( V) déf1. J(Qt) — J(Q) (39)
t\\O t
(lorsque la limite existe), où
t T(Q) = {Tt(x) x E Q} (3.10)
et T est la transformation de RN définie par les équations (3.5), (3.6) et (3.7).
C’est le principe sous-jacent à la me’thode des vitesses dont le but est de perturber
(déformer) un domaine dans la direction d’un champ de vitesses.
Sous des hypothèses adéquates sur la famille des champs de vitesses {V(t)},
les transformations {T} sont des homéomorphismes qui transportent la frontière
f de 2 sur la frontière ft de Ç2 et l’intérieur de Ç2 sur l’intérieur de t. Il est
intéressant de noter que si = f, alors
= ft pour le cas d’une sous-variété.
On veut analyser et calculer non seulement l’évolution du front ft, mais aussi
l’évolution de la normale rit et de la courbure moyenne H en fonction du temps
t.
4. EQUAT1ON D’ÉVOLUTION DES ENSEMBLES DE NIVEAU
Cette approche semble avoir été simultanément introduite en imagerie par
Caselles, Catté, Coll et Dibos [30] en 1993 sous le nom de “geometric partial
differential equations” avec en plus du terme de courbure moyenne un terme de
transport et par Malladi, Sethian et Vemuri [87] en 1995 sous le nom de “level
set approach” combinée avec la notion d”extension velocity”. Elle est également
utilisée par plusieurs groupes de recherche de domaines différents tels IVialladi
et Sethian [861 pour la segmentation, représentation et reconnaissance de forme
en 1994, Adalsteinsson et Sethian [1, 21 pour la propagation de front en 1995
et la construction de prolongements de vitesse en 1999, Sussman, Srnereka et
Osher [118] pour le calcul de solutions de flots imcompressibles (deux phases) en
1996, Zhao, Chan, Merriman et Osher [125] pour le “mouvement multi-phases” en
1996, Bosnjak et al. [21, 22] pour la segmentation du ventricule gauche en 2001,
et Sethian [115] en 1999, Osher et Fedwik [991 en 2001 et Osher et Paragios [100]
en 2003 pour leur synthèse complète sur ce type de méthodes.
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4.1. Équation d’évolution et les hypothèses
Soit (t, x) (t, x) : [O, T] x RN —* R une fonction régulière et un sous-
ensemble Q C R’ de frontière F = n CQ tel que
intQ={xERN:(O,x)<O}etF={xERN:(O.x)=O}. (4.1)
Soit V : [O, T] x RN , un champ de vitesses suffisamment régulier pour
extQ =
FIG. 3.1. Ensembles de niveau de la fonction définie sur le sous-
ensemble Q C RN.
que les transformations {T} soient des difféomorphismes. On suppose, en plus,
que sous l’action du champ de vitesses V(t), les images Q T(Q) vérifient les
propriétés suivantes
intQt={xERN:(t,x)<O} etFtrr{xeRN:(t,x)=O} VtE[0,T].
(4.2)
En supposant qe la fonction o(x) (t, x) est au moins de classe C’ et que
V ÇO O sur ‘{O} et en prenant la dérivée totate par rapport à t de (t, Tt(x))
pour x E F, on obtient
(t, T(x)) + V (t, Tt(x)) T(x) =0. (4.3)
En substituant le champ de vitesses de l’équation (3.7), on obtient
(t. T(x)) + V (t, T(x)) V(t, Tt(x)) = O, VT(x) E F
.V(t) O sur F, t e [O,T]. (4.4)
57
Cette dernière équation, l’équation d’évolution des ensembles de niveau , n’est
valide qu’uniquement sur les fronts Ft, O t < r. Il serait donc intéressant de
trouver un représentant p de la classe d’équivalence des fonctions qui vérifient
les conditions (4.1) et (4.2),
= {: ‘{0} Ft et ‘{< O} = intQ,Vt {0,r]},
pour étendre l’équation (4.4) de Ft à tout RN ou tout au moins presque partout
dans RN. On pourrait aussi considérer la classe d’équivalence plus grande
{: ‘{0} = F,Vt é [0,T]}.
4.2. Cas de la vitesse scalaire portée par la normale
Dans Adalsteinsson et Sethian [2], Gomez et Faugeras [69] et Malladi, $ethian
et Vemuri [87], le front se déplace sous l’effet d’un champ de vitesses porté par
sa normale avec une vitesse scalaire dépendant en particulier de la courbure de
l’ensemble de niveau ou du front.
On est donc amené à considérer des champs de vitesses V de la forme
V(t)Ip v(t) nt, x é Ft (4.5)
pour une vitesse scataiTe (t, x) v(t)(x) : [0, r] x RN —* R. En utilisant l’expres
sion V /IVot de la normale nt en fonction de l’équation (4.4) devient
alors
t+v(t)PVtI=0surFt. (4.6)
Par exemple, considérons le cas du problème de minimisation de la longueur
totale de la courbe C de l’équation (2.3) pour la métrique g(I) dC introduite par
Caselles et aÏ. [32]. En utilisant le calcul (4.7) du chapitre 2 de la semi-dérivée
directionnelle par rapport à un champ de vitesses V de la fonction objectif (4.6)
du chapitre 2
E(; V) f g(I) dF et dE(Q; V) = f [H(I) + (iE)] n• V dF,
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le choix d’une direction de descente du gradient amène à choisir
v(t) =
— [Ht g(I) + sur Ft. (4.7)
Par ailleurs, on a vu en (2.8) que la normale t et la courbure moyenne H
peuvent s’exprimer en fonction de V comme suit
rit
=
et H divp,nt divp ( = div ( . (4.8)IvtI IvtI] IvtI]
En substituant dans (4.6), on obtient l’équation d’évolution suivante
at
— (Htg(IE)+g(I)) Vt.11 Osur Ft. (4.9)
En simplifiant
{_ (Ht9(Ie)+ g(I))IVsotI=o surFe8t arit (4.10)
sur F0,
et en remplaçant rit et H par leurs expressions (4.8) en terme de V, il vient
finalement
(4.11)
Le signe négatif provient du fait que l’on a choisi la normale sortante plutôt que
rentrante. La littérature regroupant les théorèmes d’existence et d’unicité reliés
aux solutions de l’équation (4.11) peut être trouvée dans Chen, Giga et Goto [34].
4.3. Prolongement de l’équation des ensembles de niveau
L’équation (4.11) sur les fronts F n’est pas pratique tant sur le plan théorique
que numérique. On voudrait que l’équation (4.11) puisse être étendue dans un
petit voisinage tubulaire de rayon h
déf
Uh(It) = {xERN : dp,(x) <h} (4.12)
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du front ft pour un petit h > O. En théorie, le champ de vitesses associé sur
est donné par
[div () g(IE)+Vg(IE). surît. (4.13)
tant donné les identités (4.8), les expressions de ut et H se prolongent dans un
voisinage de ft et possiblement aux points de RN lorsque V est assez régulier
et que V Pt O sur F.
On peut alors essayer de prolonger l’équation (4.11) de Ft à tout RN au prix
de violer les hypothèses (4.1)-(4.2), soit par perte de régularité de ou soit par
annulation de son gradient
1L_ [div () g(I)+Vg(I). IVI=o dans
1. oo=so° dansRN.
(4.14)
En fait, le point de départ dans Caselles, Catté, Coll et Dibos [30] était l’équation
géométrique aux dérivées partiettes suivante
8 [div ( ) g(I)+vg(Is)]IVJ=O danslVcPtI (4.15)
= dans RN
pour une constante z’ > O, où la fonction g(IE) = 1/(1 + VI2). Ils donnent
l’existence, en dimension deux, d’une sotution de viscosité unique pour une donnée
initiale u0 G°”([O, l]x [O, Ï])flW”°°([O, 1] x [0,1]) et g E W”°°(R2) à l’équation
J — ga(Vu) 8u — vgIVnI = O dans RN
n(O) = u0 dans RN
où
( PzP3 .pj — Uij — p i- u,
et y un terme de transport.
Remarque 4.1. Four fin de comparaison, noter que
a(Vu) 8u = div Vul si Vu O
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et qu’il s’agit bien de l’équation précédente (4.15) en .
4.4. Difficultés liées au prolongement
Le prolongement de l’équation (4.11) de Ft à tout RN n’est cependant pas
la bonne chose à faire. En le faisant on s’expose à violer les hypothèses (4.1)-
(4.2), soit par perte de régularité de ou soit par annulation de son gradient.
L’autre point important mentionné par Barles, Soner et Souganidis [171 en 1993
est que la solution de l’équation (4.14) ayant pour donnée initiale une fonction
distance orientée d’un ensemble de frontière mince n’est pas une fonction distance
orientée pour t > O (voir aussi Gomes et Faugeras [691). On reviendra sur ce point
en section 6 lorsque l’on donnera l’équation d’évolution de la fonction distance
orientée d’un ensemble à frontière mince évoluant sous l’action d’un champ de
vitesses.
Les numériciens (par exemple Malladi, Sethian et Vemuri [871 en 1995) ont
rapidement pris conscience de cette difficulté théorique et introduirent la notion de
prolongement de ta vitesse (“extension vetocity”) pour empêcher la dégénérescence
du gradient et la ré-initialisation . La notion de prolongement de la vitesse
fut formalisée par Adalsteinsson et Sethian [11 en 1999 pour atteindre plusieurs
objectifs
1) “fournir une façon de construire des vitesses dans un voisinage de l’en
semble de niveau dans le cas où la vitesse est seulement définie sur le
front;
2) fournir des résolutions sous-grille pour des cas qui n’ont pas encore été
approfondis lors de l’utilisation de la méthode des ensembles de niveau
standard;
3) fournir une façon d’actualiser une interface selon une vitesse donnée sur
le front de telle façon que la fonction distance signée soit préservée et que
le front ne soit jamais ré-initialisé.”
3Voir par exemple Malladi, Sethian et Ve;nuri f871 pour plus de détails sur la technique de
ré-initialisation.
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Parmi les nombreux choix de prolongements de ta vitesse (extension velocity),
celui construit par IVialladi, Sethian et Vemuri [87] en 1995 correspond à la vitesse
t) V(t) opr évalué au point projeté sur le front Ft.
Ell citant [11 : “In cases where there is no availahie choice for an extension
velocity, one approa.ch is to sirnply extrapolate; standing at each grid point, the
value of the speed function at the closest point on the front is used as the extension
velocity at that point. This is the approach used hi [871.”
La même construction impliquant pp fut obtenue par Cornes et Faugeras [691
en 2000 avec plusieurs mises en oeuvres numériques. On verra plus loin à la sec
tion 6 comment ce prolongement de la vitesse arrive naturellement dans l’équation
d’évolution de b0.
5. EQUAT1ON D’ÉVOLUTION DE LA FONCTION CARACTÉRISTIQUE
En utilisant les résultats obtenus dans la section 3, on veut donner une équa
tion d’évolution pour la fonction caractéristique
df SiXQ; (5.1)
0 six.
Puisque Xo n’est pas différentiable, on doit définir son gradient à l’aide de la
théorie des distributions. Étant donnée un sous-ensemble non-vide D de R’, un
sous-ensemble 2 C D et une fonction régulière çb définie sur D dont le support
est compact et inclus dans D, on a
f xnkdx, V, (5.2)
—f 0divdx, V. (5.3)
Remarque 5.1. Si l’on choisit / dans V(R”) t’espace des fonctions infiniment
différentiabtes dans RN dont te support est compact et inclus dans RN introduit
en section 3.1 du chapitre 2, alors Vy est te gradient de xo au sens des distri
butions.
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(5.6)
(5.7)
(5.8)
(5.9)
Pour déformer Ç1 via la transformation T en = T(l) de l’équation (3.10),
on doit prendre la dérivée par rapport à t de l’intégrale
fxodx (5.4)
au sens faibte. Pour ce faire on utilise le théorème de catcut de forme (“shape
calculus”) suivant
Théorème 5.1 (1541, Théorème 4.2, p. 352). Supposons qu’it existe T> O tel que
te champ de vitesses V(t) satifasse tes conditions
f Vx E RN V(.x) E G([0,T];RN),
c> 0,Vx,y E RN, IIV(.,y)
— V(.,x)IIc([oT].aN) <cjy — xj,
où V(., x) est ta fonction t V(t, x) et V E C°([0, T]; C(RN, RN)) Étant don
née une fonction E C([0,T];I RN)) n Cl([0,T];Lc(RN)) et un domaine
mesurable borné Q de frontière F, ta semi-dérivée de ta fonction
Jv(t) f (t)dx
JO,(V) j
au temps t = O est donnée par
dJv(O) = f’(0) +div((0)V(0))dx,
où /(0)(x) F é(o, x) et ‘(0)(x) F 8/dt(0, x). Si Q est un domaine ouvert de
frontière F tipschitzienne, alors en plus (en utilisant le théorème de Stokes)
dJv(0) = f’(0)dx+f (O)V(0) . ndx.
La dérivée de l’intégrale (5.4) est alors
bdx = f 0,div(V(t))dx.
Puisque l’équation (5.9) est vérifiée pour toutes les fonctions régulières à support
compact inclus dans D, elle est une forme faible de l’équation différentielle aux
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dérivées partielles du premier ordre ‘
+ V(t) = O dans D,
(5.10)
Xo =
L’équation d’évolution de ta fonction caractéristique (5.10) sera utilisé lors de
l’évolution de la fonction caractéristique d’un domaine o vers un domaine
au temps t.
L’utilisation de pour l’évolution d’un front est une approche semblable aux
techniques de votume de fluide (“volume-of-fiuid technique”) introduiteut par Noh
et Woodward [981 et utilisant une formulation eutérienne. Ces techniques sont
apparues sous plusieurs formes et ont été introduites sous plusieurs noms tels
que la méthode des cellules “cell method” et la méthode des fractions partielles
“method of partial fractions”.
Le concept est relativement simple. tant donné une grille fixe placée sur le
domaine de calcul D, on assigne une valeur à chaque cellule basée sur la fraction de
matériels (objets) qu’elle contient. Les cellules contenant des parties de matériels
ou pas prennent des valeurs entre O et 1, 0 étant pour les cellules ne contenant
rien. L’idée est de relier cette grille à la location du front (voir Sethian [1151).
Selon lui, ces techniques possèdent quelques défauts
1) “elles sont imprécises;
2) puisque les approximations du front sont assez grossières, un grand nombre
de cellules sont nécessaires pour un résultat raisonnable;
3) lorsque la fonction vitesse est complexe. l’évolution est problématique à
cause de la dépendance de l’orientation par rapport à la grille;
4) les calculs des propriétés géométriques du front telles que la courbure, la
normale peuvent également être difficiles et imprécises;
5) l’extension en dimension supérieure et le développement de versions d’ordre
supérieur demandent un travail considérable.”
4Référence Dziri et Zolésio [58].
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6. EQUATION D’ÉVOLUTION DE LA FONCTION DISTANCE ORIEN
TÉE
Étant donné le fourre-tout D de R’, un champ de vitesses V et un sous-
ensemble Ç2 c D, on considère la fonction distance orientée de la section 5.3.1 du
chapitre 2
défb0(x) = do(x)
— d0(x). (6.1)
C’est un cas particulier d’une fonction employée dans le but d’utiliser les méthodes
par ensembles de niveau en posant o(t, s) = b- (x).
On est intéressé à construire une nouvelle équation d’évolution pour
t bç (resp.b,) : [O,T]
— C()
avec r > O, t un temps artificiel et 2 possédant une frontière mince (de mesure
nulle). Introduisons d’abord les notations des dérivées partielles de bi-2 qui seront
utiles dans le prochain théorème
b(x) F bos) et (b)’(x) b(x) . (6.2)t t=o+ t=o+
Théorème 6.1 ([56], Théorème 4.2). Soit r > O et V : [O,rJ x R’ ,
satisfaisant tes conditions (5.5).
(i) Soit f un sous-ensembte de R” tet que F 0, atOTs
(b)’ = —Vb (V(O) opp) dans R” \Sk(Q)
(6.3)
—Vb0 (V(O) °pr) dans RN \(F u Sk(Q))
et ces identités sont respectées presque partout dans RN et RN \F.
(ii) Soit 2 un sous-ensembte de RN tel que F o et mAr(F) = O, alors
= —Vb0 (V(O) opp) p.p. dans RN. (6.4)
Si V E C([O, r]; G0(i’, RN)) pour tout ouvert borné D de R’, E
L°°(D) et en plus
V é V(RN), f b, dx f bdx. (6.5)dt a t=o+ RN
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Nous pouvons maintenant construire l’éqllation d’évolution non-linéaire pour
la distance orientée bç comme fonction du temps t pour des ensembles Q ayant
une frontière mince. Un avantage de travailler avec cette équation est qu’elle
permet l’évolution de domaines arbitraires de mesure de Lebesgue de dimension N
nulle tels qu’un nuage de points, des courbes, des objets de codimension supérieure
ou égale à un ou un mélange de ceux-ci. Elle n’est pas uniquement restreinte
à l’évolution de domaine ouvert à frontière mince. Pour construire l’équation
d’évolution de il est pratique d’introduire la notation
b(x) (6.6)
pour l’utiliser dans le théorème suivant ([561, Théorème 5.1).
Théorème 6.2. Soit r > O et V [O, r] x RN ,V une transformation sa
tisfaisant tes conditions (5.5) et tette que V e G({O,r];CO(W,RN)). Supposons
que Q soit un sous-ensemble de RN avec une frontière mince F 0, atOTs pour
tout sous-ensembte ouvert borne D de RN et pour tout T, 1 <r <œ, ta fonction
t i— bç appartient à t’espace C’([O, ri; LT(D)) fl C°([O, r]; l17lT(D)) et satisfait
l’équation d’évolution de la fonction distance orientée
(6.7)
p.p. dans RN (6.8)
Remarque 6.1. Notons que l’équation d’évolution de la fonction distance orien
tée au carré = d., est donné’e par
{ ±vi• (v(t) o [I — Vb i) o p.p. dans RN, (6.9)
pour tout t, O t r. Remarquons qu’elle ne fait intervenir que des dérivées
premières.
pour tout t, O t r, où est ta projection sur
pr,(x) = x — Vb,(x)
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Remarque 6.2. En comparant l’équation (6.7) avec L’ équation d’évolution de ta
fonction caractéristique xs-
— f xo’ dx ± f mdiv (± V(t)) dx 0, V E V(RN) (6.10)dt RN jN
avec
= Xo, on remarque que cette dernière est inutite pour des ensembles de
mesure de dimension N nutte puisque ta fonction caractéristique est zéro presque
partout.
Contrairement à l’équation d’évolution de la fonction caractéristique (6.10),
l’équation d’évolution de la distance orientée (6.7) a un sens dans le contexte des
méthodes par ensembles de niveau. Étant donné un champ de vitesses
J x(t) V(t,x(t)),
tx(0)=X, XeF,
on peut obtenir l’ensemble de niveau F par la connaissance de F en solutionnant
cette équation. Par la suite, en connaissant Ft, la projection tr est déterminée
presque partout dans RN et pour tout t E [0, r], ce qui implique que le champ de
vitesses ‘(t) V(t) o est précisé et que l’équation (6.7) est linéaire en bot.
En associant aux solutions de
f x(t) = (t,x(t)), t >0;
XERN,
la transformation de RN, on peut vérifier formellement que la fonction distance
orientée bo = b0 o est bien la solution de l’équation d’évolution (6.7).
Dans le contexte des méthodes par ensembles de niveau, la fonction distance
orientée est un cas particulier de l’équation d’évolution (4.4)
t+VV(t)=0surFt. (6.11)
En effet, en posant
(t,x) I,’ (t,x) b0,(x(t)) : [0,r] x
la famille des ensembles de niveau zéro devient exactement
{x E RN : bo,(x) 0}. (6.12)
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Étant donné que les points x(t) sont transportés par le champ de vitesses V(t),
l’équation d’évolution (6.11) n’est vérifiée que sur les ensembles de niveau zéro Ft
(voir section 4). C’est la projection pp sur la frontière Ft qui permet d’étendre
l’équation d’évolution sur les fronts F à presque tout RN En effet, dans l’équation
t6.7), le champ de vitesses V(t) est remplacé par V(t) op à l’extérieur de Ft.
L’équation (6.7) est plus fondamentale que l’équation (6.11) qui n’a pas tou
jours de sens. En effet, pour des sous-variétés Q de codimension strictement supé
rieure à un, le gradient de la fonction distance orientée Vb- n’existe pas sur
et donc l’équation d’évolution (6.11)
+ Vb0 V(t) = O sur
n’a pas de sens (voir Delfour et Zolésio [56]).
7. EVOLUTION DE CONTOURS PARAMÉTRÉS PAR DES NOEUDS
Dans les sections précédentes, on a représenté le contour soit par une courbe
paramétrée, soit par une fonction paramétrée par un domaine. Dans ces derniers
cas, on obtient des équations d’évolution faisant intervenir des courbures qui,
pour des contollrs très irréguliers, deviennent des singularités ou des mesures ce
qui rend difficile l’attribution d’un sens à ces équations.
On peut contourner cette difficulté en représentant le contour par une courbe
paramétrée par un certain nombre de noeuds comme à la section 5.1.2 du cha
pitre 2. Cette approche mène à un système d’équations d’évolution pour les noeuds
de dimension finie sans courbures explicites plutôt qu’aux équations d’évolution
précédentes de dimension infinie que l’on devra tout de même discrétiser par
rapport à la variable d’espace.
Soient x1, x2,.. . ,x,.. . , xjj une suite de M points distincts dans R2, A =
{ aji} une matrice de connectivité, et Ck la ligne entre les points x et Xk
si x et Xk sont connectés
(7.1)
si x et xk ne sont pas connectés
déf
= {sx + (1
—
s)xk : s [O, 1]}, si ak = 1. (7.2)
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Dans le cas de courbes de Bézier couramment utilisées en aéronautique, on ajoute
à chaque paire de noeuds connectés x et Xk un noeud de contrôle jk et l’on modifie
la définition des ensembles Cik comme suit
{s2x + 2s(1
— s)uJk + (1 — S)2Xk : s E [O, ij}, si ak = 1, (7.3)
où s = O correspond au point xk et s = 1 au point x. On remarque que ak akJ
et Cj, = Gki.
Avec ces définitions, le contour est maintenant donné par
u C. (7.4)
j<k
a-k 1
On se donne une fonction objectif générale de la forme
E(F) f f, (7.5)
pour une fonction f R2 —÷ R assez régulière telle que sa semi-dérivée direction
nelle df(x; u) existe dans toute les directions u e R2. On pose
f dF (7.6)
et on remarque que E(Ck) = E(Ckj). On a la décomposition suivante
M M M
E(F) f f dF = E(G) E(C)j=1 1<k<M Ck j=1 1<k<M j=1 1<k<M
j<k j<k k<j
a3k=l a-k=l
E(F) = E(C). (7.7)
j=1 1<k<M
kj
a3 k = 1
Dans ce qui précède, le contour F
=
F(, A) est paramétré par le vecteur
X1
e (R2)AT (7.8)
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et la matrice de connectivité A. Si l’on fixe A, la fonction objectif E(F) qui dépend
des M points devient
e() E(F(,A)) = E(C) (7.9)
j1 1<k<M j=1
kj
a k = Y
où
f f dF (7.10)1<k<Ai 1<k<M Ck
kj kj
a3k=l
de l’identité (7.7).
Dans l’expression e(T), les seuls termes qui dépendent de xj sont précisément
ceux de e(). Donc si 7= (u1,... ,vA,j) est une direction de (R2)M
(7.11)
en introduisant la notation
(7.12)
7.1. Contours linéaires par morceaux
On calcule maintenant la semi-dérivée directionnelle de la fonction objectif par
rapport au noeud x dans la direction v E R2 dans le cas linéaire (7.2). Comme
on l’a vu, seuls les termes connectés à x dépendront de x. Il vient donc
e() E(C) = f f(sx + (1 — s)xk) x — xkI ds (7.13)1<k<M 1<k<M O
k#j kj
aik=l a-k=l
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On calcule pour t > O le k-ièrne terme du quotient différentiel
e(+tj) —e3()
= f(s[xj+tvjJ+(1—s)xk)[xj+tvj] Xk1
— f(sx + (1
— S)Xk) Ix — Xkl ds
fdf(sxi+(1_s)xk;svi)lxi—skI+f(sxi+(1—s)xk) .vds
= f df(sxj+(1—s)xk;v)lxj—xkIsds1<k<M O
(7.14)
+
X
— Xk
v f f(sx + (1 — s)xk) ds.jXjXkI o
Cette expression regroupe deux parties une partie différentiable et une partie
potentiellement non-différentiable dépendant de la nature de f. Dans le cas f = 1
la fonction objectif est égale à la longueur totale de F. On obtient la somme des
vecteurs unitaires tangents à chacune des lignes connectées au point xj
XXk (7.15)
1<k<M . j k
kj
ak1
Si on pense à un ballon, ce serait des forces élastiques tirant les noeuds xk vers le
noeud xj. Si f(x) =
—
VI(x) j, alors le terme est ilon-différentiable et df(x; y) est
donné par
f VI(x) si VI(x)
df(x;v) = — jVI(x) (7.16)
I vj, siVI(x)=0.
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Si I est suffisamment régulière, ce terme est l’opposé de la normale aux lignes de
niveau de la fonction I. Si VI O sur f et f = —jVI + )., il vient
= f — + (1— s)xk) x — xkl sds1<k<M O
a (7.17)
+ f [-jV1(sx + (1 S)Xk)I + ] ds
(7.18)
Il est intéressant de noter que la formule (7.14) peut s’obtenir par le choix
particulier suivant de la vitesse
X’(x) c(x)v (7.19)
associée au point x et à la direction e e R2 où cj est une fonction continue
linéaire par morceaux tel qu’au noeud Xk
si Xk X
(7.20)
0, 5iXiXj.
Cette fonction fut utilisée par Zolésio [1261 pour calculer la dérivée d’une fonc
tion objectif qui dépend de la solution d’un problème d’éléments finis par rapport
aux noeuds internes de la triangularisation du domaine sous-jacent. Pour t suffi
samment petit, la transformation générée par ‘j est T(x) = x + t c(x) e et elle
transporte les triangles sur les triangles et les lignes sur les lignes. Donc pour la
fonction objectif
Cxl
J fdr,Xk
f X — Xkj VI(x)V1e3(x)
1<k<M — JC1k xi — Ski IVI(x)l
kj
a k
+
— 1 f IVI(x)Idx Sj—Xklxi Xkl Jjk Ixi — Xkl
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on a
1 T(x)
t) [f fdf_f f df]Tt(xk)
ifXi[IT(x)T(X)I]
‘k X —XkI
= [Xi foTt-fjTt(xj)_Tt(xk)j
f’ (ITt(xi)_Tt(xk)It Xj
— XkI t \ Xj — Xk J
Mais
f(Tt(x)) - f(x) f(x + t c(x) u) — f(x)
df(x; c(x) u) = c(x) df(x; u)
puisque c(x) est positive. Aussi pour x
1 ITt(xi)—Tt(xk)I XjXk 1
— —1 •u
t Xi — X/j
— XkI Xi XkI
finalement on obtient la forme intrinsèque de la formule (7.14)
fci(x)df(x;u)+ X3 Xk 1 f df. (7.21)
Xk PXi — XÂ Xj — XkI
Dans les modèles ci-haut les inconnues sont les noeuds et possiblement la
matrice de connectivité A. Dans sa pleine généralité, la minimisation numérique
exigera des méthodes d’optimisation non-différentiables et de la programmation
O-1 pour gérer la matrice A.
7.2. Méthode de descente du gradient en continu
Dans ce qui précède, on a considéré un contour E(f(i, A)) paramétré par le
vecteur
X1
e (R2)M (7.22)
XM
et la matrice de connectivité A. En fixant A, la fonction objectif devient
e() fE(f(,A))
= ei() (7.23)
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par la décomposition (7.9) et la définition (7.10) de e(’). Enfin, il vient de (7.11)
M
V7= (V,...,VM) e (R2)M de(5) de(;fij).
j1
Si e() possède un gradient Ve(), alors la version continue de la méthode
de descente du gradient revient à chercher la solution stationnaire de l’équation
d ‘évolution de dimension finie
dx(t)
+ Ve((t)) 0. (7.24)
Si e ne possède qu’une semi-dérivée directionnelle de(; i7), on peut alors construire
l’ensemble des directions de croissance maximale de e
G() e (RN)M: <1 et de(; sup de(; iJ) . (7.25)
ts i’i’ j
Ceci mène à l’équation différentielle muttivoque
dx(t)
e -G((t)). (7.26)ut
Lorsque e possède un gradient, G() = {Ve()} est un singleton et l’équation
multivoque (7.26) se réduit à l’équation (7.24).
On voit que cette approche, tout en étant dans l’esprit des équations d’évo
lution des sections 4, 5 et 6, donne un système fini d’équations et permet une
discrétisation implicite des termes de gradient et de courbure.
7.3. Contours Bézier par morceaux
Les constructions et calculs ci-dessus s’étendent des courbes linéaires par mor
ceaux à des courbes de Bézier par morceaux couramment utilisées en aéronautique
et autres domaines. Par exemple, le cas de courbes de Bézier du second ordre peut
être facilement obtenil en ajoutant à chaque paire de noeuds connectés x et xk un
noeud de contrôle Ujk et en modifiant les définitions des ensembles CJk de lignes
à des courbes comme suit
Ck {s2x + 2s(1
— s)ujk + (1— S)2Xk : s E [0, i]}, si ak = 1,
où s = O correspond au point xk et s = 1 au point x. Pour compléter cette
section, on calcule la semi-dérivée directionnelle de la fonction objectif par rapport
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au noeud xj dans la direction u. Seuls les termes qui correspondent à des segments
connectés à x dépendront de x
e(x) f f df = f f(s2x + 28(1 — s)uk + (1— s)2Xk)1<k<M 0jk 1<k<M O
ai 2 Isx + (1 — 2s)uk — (1 — s)xkl
et sa semi-dérivée dans la direction u est donnée par l’expression
de(x; u) = f’df(s2x + 2s(1
— s)ujk + (1 — s)2xk; u)
1<k<1I O
Isxj+(1 —2s)u —(1 —s)xk1282ds
+ f f(sx + 2s(1 — s)uk + (1 — s)2xk)
sxj+(1—2s)uk—(1—s)xk
•u2 U
sx + (1 — 2s)ujk (1 S)Zkj
Ici et plus bas, pour simplifier, on a commis un abus de notation en écrivant e(x),
car cette fonction dépend du vecteur (x1,. . . , x8i) et de U {Ujk}1j<k<jf.
De la même façon pour une paire d’indices tels que ak = 1, le seul terme
dependant du noeud de contrôle Ujk est
ek(uk) f UF
C,
= f f(sx+2s(1 —s)uk+(1 —s)2xk)2Isx+ (1 —2s)njk— (1—s)xklds
et sa semi-dérivée dans la direction u est donnée par l’expression
dek(uk; u) = f df(s2x + 2s(1 — s)uk + (1 — s)2xk; u)
Isx + (1 — 2s)uJk — (1 — S)XkI 4s(1 — s) Us
+ f f(s2x + 2s(1 — s)uk + (1 — S)2Xk)
sx + (1— 2s)uk —(1— 5)Xk
•u2(1 —2sdsIsx + (1 — 2s)uk — (1
— s)xkI
La formule ci-dessus peut aussi être obtenue en introduisant le champ de vitesses
particulier suivant associé au noeud de contrôle Ujk et la direction u é R2
déf
‘vk(x) = ck(x) u, (7.27)
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où jk est une fonction continue linéaire par morceaux telle qu’à chaque noeud x
et noeud de contrôle u ‘k’
déf déf 1, Si Uj’k’ =
ck(Xk’) 0, ck(U’k’) = (7.28)
10, Si U Uk.
Pour t suffisamment petit, elle transforme le triangle {xj, Xk, Ujk} en le triangle
{Tt(x),Tt(xk),Tt(ujk)} et la courbe de Bézier
s2x + 2s(1 — s)uk + (1 — S)2Xk (7.29)
qui est contenue dans le triangle {xj, Xk, ujk} en la courbe de Bézier
s2T(x) + 2s(1 s)Tt(uk) + (1
— s)2Tt(xk) (7.30)
dans le triangle {Tt(x), Tt(xk), Tt(ujk)}.
Les constructions et calculs ci-dessus peuvent être étendus à la dimension
trois en représentant F par des facettes triangulaires ou des surfaces triangulaires
courbes avec des noeuds de contrôle.
Chapitre 4
EXPÉRIMENTATION NUMÉRIQUE
1. ORIENTATIoN
Ce chapitre donne à la fois la motivation initiale de l’ensemble de notre travail
et une perspective sur ce qu’il resterait à faire, mais qu’il n’a pas été possible de
réaliser dans le cadre limité d’un mémoire de maîtrise. La première section 2
reprend le modèle du ballon dont les contours sont paramétrés par les noeuds
comme à la section 5.1.2 du chapitre 2, la fonction objectif définie sur les contours
E(F) f —lVII dF + À f (1.1)
avec À > O un coefficient de pénalisation de la longueur du contour, et les gradients
calculés à la section Z du chapitre 3. Pour simplifier, on remplacera le terme
non-différentiable
— I VIE I par un canyon circulaire de pentes régulières placé au
centre de l’image carrée. Cet exemple académique contient cependant toutes les
caractéristiques du problème, permet de bien identifier les difficultés et enfin
d’expérimenter. On verra qu’il faut procéder en plusieurs étapes : placement du
ballon initial et son guidage dans un voisinage du contour recherché suivi de la
localisation du contour par minimisation de la fonction objectif définie sur le
contour.
La section 3 présente l’ensemble de l’expérimentation faite à partir du modèle
du ballon de Gui et aÏ. [68]. Cette section a été réalisée antérieurement aux
chapitres précédents et elle donne des éléments plus directs pour construire les
forces appliquées au ballon dans le voisinage des contours. Ceci est fait à partir
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de la fonction objectif explicité en section 5.1.2 du chapitre 2 et section 7.1 du
chapitre 3.
2. ExEMPLE DU CANYON CIRCULAIRE DANS UNE IMAGE CARRÉE
On se place dans le cadre de la minimisation d’une fonction objectif (1.1).
Le calcul du terme
—lVI à partir d’une image I est une étape préliminaire
indépendante du processus de minimisation. Pour simplifier, on va considérer
une image circulaire I placée au centre du cadre de l’image, avec une intensité
constante égale à un sur l’image circulaire et zéro partout ailleurs dans le cadre.
La régularisation I et le calcul de — VIE I vont produire un canyon circulaire en
dessous du niveau zéro.
2.1. Exemple académique : le canyon circulaire
Pour simplifier la première étape et se concentrer sur le problème de minimi
sation, on construit un exemple académique : un canyon circulaire dans un cadre
carré D. Pour modéliser le canyon, on spécifie la section du canyon par la fonction
polynomiale suivante définie sur l’intervalle [—1, 1]
déf 9 2p(x) = [x-1] . (2.1)
La fonction p est centrée en x O et égale à O en x = ±1 et à 1 en O et sa dérivée
FIG. 4.1. Fonction polynomiale p(x) définie par l’équation (2.1).
est zéro en O et en x = +1. Soient w > O, a> w et h > O, trois paramètres et la
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fonction
déf
?h(T) = —h
t. o,
a—w <r <a+w
O<r<a—weta+w<r
(2.2)
qui définit une fonction centrée en a de largeur 2w et de hauteur h. Pour une
image carrée de coté 2c > O, O < w < a et a + w < c, on définit la densité
(canyon)
déf ag(x1, x2)
= Ph (Vx1 — a)2 + (x2 — a)2) , Ixi + 1x21 <c.
On cherche maintenant à minimiser l’intégrale
E(F)
(2.3)
(2.4)
le long de la courbe F pour un paramètre .\ > O qui pénalise la longueur de F.
2.2. Étape d’initialisation
Il est facile de voir que si l’on met un petit ballon initial dans la partie de
l’image où le terme g est zéro, c’est le terme en .\ qui, en minimisant la longueur
de la frontière du ballon, va le faire rétrécir jusqu’à sa disparition (voir figure 4.3).
Il faut alors placer le ballon initial de façon à ce que la frontière du ballon en
toure le canyon de l’extérieur. Il faut donc, avant de minimiser quoique ce soit,
amener le ballon initial dans le canyon. Il faudrait aussi que cette opération soit
O
—h
a—w a r
FIG. 4.2. Fonction ph(r) définie par l’équation (2.2) avec O <
a — w <a + w <c.
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FIG. 4.3. Différentes vues de la densité g(xi, x2) définie par (2.3).
automatique. On retrouve ainsi la seconde étape de la méthode de Gui qui suit
celle du placement du ballon initial.
Ces observations indiquent aussi que le choix de la fonction objectif n’est
pas avantageux pour au moins deux raisons. La première est que l’utilisation de
seulement VI6 nous prive de l’information de l’image régularisée 16. La seconde est
que l’utilisation d’une fonction objectif qui est définie uniquement sur le contour
augmente le risque de se trouver piégé dans une région du cadre de l’image, car
elle n’utilise pas l’information donnée dans tout le cadre. C’est pour cela que la
fonction objectif de Mumford et Shah (cf. section 6 du chapitre 2), qui est définie
dans tout le cadre est probablement beaucoup plus intéressante tant du point de
vue théorique que numérique.
3. BALLON DE GILL
Pour déterminer les contours des objets dans une image, Gill et al. [68] uti
lisent la méthode du batÏon pour la segmentation semi-automatique de la carotide.
L’analogie physique est de mettre un petit ballon au milieu de ce vaisseau et de
le gonfler jusqu’à ce que la paroi du ballon moule bien les parois de cette artère.
Si l’image comporte plusieurs objets, alors on sèmera plusieurs petits ballons ini
tiaux. La paroi du ballon que l’on appelera front avance sous l’effet de la pression
à l’intérieur de l’artère et se régularise par la tension superficielle de la paroi. On
retrouve essentiellement la même démarche dans Magee, Bullpitt et Berry [84]
pour la segmentation de réseaux vasculaires.
ta) Vue 3d de g(x1,x2). (b) Vue 2d de g(x;,x2).
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Il reste à déterminer comment utiliser l’image pour ralentir et arrêter le dé
placement du front. L’image est une fonction I définie sur un cadre fixe D qui se
nomme VOl (“volume of interest”) selon la terminologie des ailteurs. On s’attend
à voir les objets de l’image dans cette région. Il faudra alors utiliser les niveaux
de gris de l’image pour créer des forces qui ralentiront le front précisément sur
les frontières des objets. Une frontière entre deux objets peut par exemple être
déterminée par un changement brusque (même très petit) du niveau de gris, ce
qui signifierait que le gradient de l’image le long de cette frontière serait impul
sionnel. D’un point de vue pratique, on régularisera l’image en la convolant avec
une fonction suffisamment différentiable d’intégrale égale à un, et on cherchera
les lignes ou les lieux de fort gradient.
3.1. Méthode du ballon en dimension deux
La méthode du batlon de Gill et al. [68] est divisée en trois étapes distinctes
• étape 1: le placement interactif du ballon à l’intérieur de la lumen de
l’artère,
• étape 2: le gonflement automatique du ballon vers la paroi de l’artère,
• étape 3: et la localisation automatique de la paroi artérielle.
En dimension deux, la paroi du ballon est représentée par des segme;lts extensibles
entre un nombre fini de noeuds formant et définissant le front; en dimension
trois, on utilisera des facettes triangulaires. On pourra raffiner en ajoutant des
noeuds de contrôle pour générer des courbes de Bézier comme en section 5.1.2 du
Chapitre 2 1
3.1.1. Ballon déformabte
Rappellons la formulation introduite en section 5.1.2 du chapitre 2 qui traite
de la paramétrisation par les noeuds d’un petit ballon. Soient lvi points x1,.. . ,x1
dans R2 et la courbe fermée
AI
défF= [x,x1],
i=1
1Voir également l’annexe A pour les définitions et propriétés des courbes de Bézier.
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où [a, b] représente le segment entre deux vecteurs u et b de R2 et 1M±1 X;.
On supposera que F n’a pas de point d’intersection et que F est la frontière d’un
domaine ouvert connexe Ç2 que l’on appelera le ballon. On appelera aussi F le
front et les points x les noeuds du front.
Pour déformer ce ballon, on se donne une pression en sou intérieur et l’on
suppose que les segments [xi, x+;] peuvent se déformer longitudinalement comme
des petits ressorts. Sous l’influence des forces résultantes, le vecteur des noeuds
évolue en un nouveau vecteur
déf
— (x1,... ,x)
déf
x(t) - (xi(t),..
.
,x(t))
au temps t et forme un nouveau front
lvi
défF(t)
— x(t), x+1(t)] avec xsi+i(t) = x;(t).
On supposera que dans cette évolution, F(t) n’a toujours pas de point d’intersec
tion et qu’il demeure la frontière d’un domaine ouvert connexe (t). On parlera
maintenant de Q et de son évolution Q(t) (voir figure 4.5) comme d’un ballon
déformable par analogie avec un ballon physique qui se gonfle sous la pression et
dont la paroi linéaire par morceaux se déforme.
X’
FIG. 4.4. Ballon au temps initial.
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xM)tO
fia. 4.5. Évolution dii ballon du temps initial au temps t.
3.1.2. Problème de segmentation d’image
La méthode du batton consiste à utiliser le ballon déformable pour détecter
les positions de forte variation du gradient de la fonction I. On place un ballon
initial, ou plusieurs ballons si nécessaire, dans le domaine D. Sous l’action de la
pression constante, le ballon se gonfle et occupe de plus en plus d’espace jusqu’à
ce qu’il rencontre un fort gradient de l’image, qui formera une barrière extérieure
sur laquelle la paroi du ballon viendra buter. En augmentant la pression, le ballon
se collera de plus en plus près des contours des objets, tandis que la tension dans
les arêtes contribuera à régulariser ces contours.
Ces constructions s’appliquent à une image statique ou à une image dynamique
Itt) qui varierait avec le temps t comme pour la détection d’objets en mouvement.
3.1.3. Modèle du ballon déformabte
Il faut maintenant préciser les équations qui décrivent l’évolution des noeuds
qui définissent le ballon Q(t). On suppose que le noeud x(t) possède une masse
m et qu’il subit un amortissement v. La pression à l’intérieur du ballon exerce
une force f(x(t)), qui est la somme des forces de pression sur les arêtes adjacentes
au noeud x(t) et une autre force g(x(t)), qui est la somme des forces de tension
dans les arêtes adjacentes au noeud x(t). Le système d’équations provenant de
Terzopoulos et Vasilescu [1191 s’écrit
d2x dx
+ v-—(t) + g(x(t)) f(x(t)), 1 i PvI.
xj(t)
x2(t)
(3.1)
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On peut mettre ce système d’équations sous forme vectorielle
mx”(t) + ux’(t) + g(x(t)) J(x(t)) (3.2)
où x(t) = (xi(t), . . . , x,1(t)), x’(t) et x”(t) représentent les vecteurs vitesse et
accélération du système, m correspond à la matrice diagonale des masses en
chaque noeud et u la matrice diagonale des coefficients d’amortissement. On in
troduit également les fonctions vectorielles f(x) (fi(x), . . . , fj(x)), g(x) =
(g1(x),.. . ,g(x)). La figure 4.4 représente le ballon au temps initial.
L’enveloppe du ballon F est spécifiée par les M points x1,. .
.
,xj. Le seg
ment reliant un noeud à un autre ne se déforme que longitudinalement. Le ballon
évolue alors sous l’influence d’une force de pression qui le fait gonfler et d’une
force de tension superficielle qui force les noeuds à se rapprocher. Selon Chen et
Medioni [351, le ballon cesse de se déformer lorsqu’il y a équilibre des forces de
pression et de tension superficielle
f(x(t)) — g(x(t)) = 0. (3.3)
Ceci signifie que l’équilibre est atteint lorsque la vitesse et l’accélération s’an
nulent. Décrivons maintenant les forces qui contribuent à l’évolution du ballon.
Soit M(i) l’ensemble des indices des noeuds connectés au noeud x
M(i) = {j :1 <j <M tel que [x,x] C F}, (3.4)
et M(i)I la cardinalité de M(i) qui, dans le cas d’une courbe fermée, est toujours
2 en dimension deux. En effet, par construction, les noeuds adjacents au noeud x
sont Xj4 et x1. Par contre, i’vI(i)I peut prendre différentes valeurs en dimension
trois, dépendant par exemple du choix de la géométrie du ballon.
La résultante des forces de tension snperficiette au noeud x(t), utilisée par
Gili et at. [68J, est donnée par
Mfi)
— ktens e(t)gxj
— M(i)I Jejj(t)I’j=1
où
déf
.
e(t) = x(t) — x(t) y
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et ktens est un coefficient d’intensité donné. Ils supposent donc que la résultante
des forces de tension superficielle est portée par la somme des vecteurs normalisés
I’I(i) I
ç- ej(t)
4—’ ejj(t)
pour les noeuds x(t) connectés au noeud x(t).
Dans le cas bidimentionnel, on peut représenter l’action, sur le noeud x, des
deux forces de tensioll superficielle reliées aux noeuds xi_1 et xj par la figure 4.6.
xi+1
FIG. 4.6. Force de tension superficielle au noeud x.
À l’étape 2, on suppose que le ballon est maintenu à une pression interne kf
qui produit une force normale extérieure à la paroi du ballon
f k n(t), si I(x(t)) <T et x(t) e
fjnf(X(t)) (3.6)
10 autrement,
où k11 est l’amplitude de la force de pression interne et n(t) est le vecteur normal 2
au noeud x(t), lequel est calculé comme étant la moyenne des normales de chaque
segment attaché au noeud.
Cela correspond à l’hypothèse que la force due à la pression est la même
sur chaque arête. En fait, mécaniquement parlant, une force de pression réelle
2Le terme “normal” est un abus de langage, car en général il n’y a pas une seule normale
en un point anguleux, mais un cône de directions normales. Les auteurs choisissent la direction
normale égale à la moyenne des vecteurs normaux extérieurs aux segments qui sont adjacents
au noeud x(t).
$5
devrait être proportionnelle à la longueur de l’arête comme illustré en figure 4.7.
Cependant dans le problème d’image, le ballon n’est pas physique et l’on peut
utiliser d’autres hypothèses pour l’objectif visé.
— xii ni
kjflflxi+1 X
FIc. 4.7. Force de pression interne au noeud x.
VOl correspond au cadre D dans lequel est définie la fonction I désignant le
niveau de gris de l’image. Le paramètre T est un seuil de niveau de gris en dessus
duquel les auteurs mettent la force de pression à zéro.
À l’étape 3 de l’algorithme de Giil et at. [681, la force de pression interne est
remplacée par une fonction potentiel P construite à partir de l’image I et définie
par
1
II(VG*I)II+c’ (3.7)
où “*“ désigne l’opérateur de convolution, G un filtre gaussien d’écart-type e, et
c une petite constante positive qui empêche la division par O.
Ils prennent ensuite le gradient du produit convolé dans le but d’obtenir les
variations brusques de niveau de gris et ainsi dévoiler les contours des objets de
l’image. Donc, l’ensemble des minimums de la fonction de potentiel P coïnciderait
avec la frontière du domaine Ç2. En effet, lorsque la variation de niveau de gris est
très brusque, la fonction de potentiel P prend une valeur très petite. Ils utilisent
la fonction de potentiel P pour produire un champ de forces
fedge(X(t)) kedgeVP(X(t)) (3.8)
xi+1 kf
déformant le ballon où kedge représente un coefficient d’intensité.
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3.1.4. A’Iodète du ballon simplifié
Comme on l’a vu plus haut, le concept du ballon est quelque peu artificiel et
n’a d’autre but que d’introduire des équations qui gouvernent la propagation du
front. Ce qui compte vraimellt c’est le ou les points d’équilibre. En particulier, il
est avantageux de remplacer les équations du deuxième ordre par des équations
du premier ordre ayant le ou les mêmes points d’équilibre. Dans Gill et al. [68],
on considère l’équation différentielle
(t) - f(x(t))
- g(x(t)). (3.9)
L’équilibre de cette dernière équation est atteint lorsque f g, i.e. aux mêmes
points que dans la forme générale (3.1). L’équation (3.9) est plus simple à mettre
en oeuvre numériquement et selon Chen et Medioni [35J elle atteint l’équilibre
plus rapidemment puisque le système ne possède pas d’inertie et qu’elle demande
moins d’opérations. Pour calculer la position d’équilibre de chaque noeud, Gill et
al. [68] utilisent le schéma explicite aux différences finies d’Euler. L’algorithme
itère dans le temps jusqu’à ce que la norme de la vitesse soit inférieure à un
certain seuil u > O constant, prédéterminé et assez petit.
4. Mise EN OEUVRE DE QUELQUES SCÉNARIOS EN DIMENSION DEUX
On considère quelques scénarios d’évolution du ballon et la mise en oeuvre
de schémas numériques correspondants afin d’acquérir une meilleure intuition du
comportement du ballon. On introduit une variante du modèle de Gili et al. [68]
en modifiant les forces f et g pour se rapprocher un peu de la physique d’un
ballon déformable.
4.1. Nouvelles définitions des forces f et g
On redéfinit les fonctions f et g de la façon suivante
f(x_i,x,x+i) = pIxi__1 —xjlnj+plxj+l—xjlnj+l; (4.1)
g(xj_1, x, x+1) = r(x_i — x) + r(x+i — xi), (4.2)
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où p est le coefficient de la force de pression interne du ballon et r le coefficient
de la force de tension superficielle entre les noeuds. Dans le tableau 4.1, on étudie
les différences entre les fonctions f et g données par les équations (4.1) et (4.2)
et celles données pa.r les équations (3.5) et (3.6) de Giil et aï. [68]. De plus, on
représente les nouvelles définitions des forces de pression interne f et de tension
superficielle g sur la figure 4.8.
Force de pression interne
f de Gili et aï. [68] f de l’équation (4.1)
. La même pression sur chaque • Pression proportionnelle à la
arête; longueur de l’arête;
. Direction normale calculée avec • Direction normale calculée sans
la “moyenne” des directions nor- utilisation de “moyenne” (voir la
males (voir l’équation (3.6)); figure 4.7);
Force de tension superficielle
g de Gill et at. [68] g de l’équation (4.2)
• La force de tension est calculée • La force de tension est calculée
comme une moyenne.
- -
seulement comme une somme.
TAB. 4.1. Différences entre les forces de pression interne et de ten
sion superficielle de Gill et celles des équations (4.1) et (4.2).
4.2. Scénario A : modèle de Gui
Dans cette section, on fait évoluer des fronts initiaux sous l’effet des forces
de Giil et al. [681 définies par les équations (3.5) et (3.6). L’équation différen
tielle (3.9) d’ordre un du modèle simplifié est utilisée pour déformer le ballon et
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xi+1 xi_l
FIG. 4.8. Représentation des nouvelles forces de pression interne
et de tension superficielle.
l’on réécrit l’équation en posant F
= f — g
(4.3)
4.2.1. Schéma de discrétisation
On choisit de mettre en oeuvre une méthode aux différences finies pour ré
soudre l’équation différentielle.
Remarque 4.1. On rappelle que ta fonction F ne dépend que de x(t) et de ses
voisins. On écrira x pour ta position du noeud i au temps tk = kAt.
On utilise un schéma explicite d’Euler et on approche la dérivée première avec
la formule
d x—x
At
L’équation approchée devient
k+l kX Xj k k k
= F(x_, x,
Cette méthode nous permet une programmation simple et un minimum d’opéra
tions à effectuer. En introduisant la notation Fk F(x_1, x, x+1), la solution
approchée au noeud x en fonction du noeud x est donnée par
ni
Q
x = x + AtFk avec x
=
(x0). (4.4)
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4.2.2. Résultats numériques
Tout d’abord on doit préciser que l’on observe la propagation du front sous
l’effet des forces appliquées sans être limité par un cadre D. On veut observer le
comportement du ballon et alors on fixe les différentes constantes de l’équation
différentielle (4.3) et de la fonction F avec
V=r1 i=1,...,Nb0d;
pr=1O et r=1,
avec Nb0d le nombre de noeuds constituant le ballon initial. Les paramètres pour
les ballons initiaux sont
Cercle t Nb0d 20 et At = 0.01;
Carré : Nb0d = 20 et At = 0.025.
(a) Cercle centré en (0,0) de rayon
2, Nb0d = 20, /t = 0.01 et nombre
itérations=10.
FIG. 4.9. Évolution de différents fronts initiaux avec le schéma
numérique du modèle de Giil et al. [681 de l’équation (4.3).
On remarque sur la figure 4.9 que la propagation des fronts semble concorder
avec la définition des forces impliquées dans l’équation différentielle (3.9). On
s’attend à ce que le front circulaire de la figure 4.9(a) évolue de façon a garder la
forme circulaire. C’est ce qui se passe pour l’instant. Le carré de la figure 4.9(b)
semble également prendre une forme circulaire lorsque le ballon se gonfle.
(b) Carré centré en (0,0) de lon
gueur 0.4, Nb,0d = 20, t = 0.025
et nombre itérations=10.
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On se demande si les ballons arrêtent de se gonfler à partir d’un certain temps.
On veut vérifier si après un certain nombre d’itérations la force de tension com
pense la force de pression dans le modèle de Gill et at. [68]. La figure 4.10 montre
qu’il se passe autre chose lorsque l’on atteint environ 500 itérations et plus. À cet
instant, les noeuds se situent à environ 106 unités de l’origine (centre du ballon).
(b) nb itérations=530
FIG. 4.10. Évolution d’un front circulaire centré en (0,0) de rayon
2, Nb0d = 20, t 0.01 pour la 480-ième itération et plus.
En augmentant continuellement le nombre d’itérations on remarque (voir fi
gure 4.10) que certains noeuds viennent croiser des noeuds voisins. Ce phénomène
insensé est probablement dfi au manque de consistence de la physique du ballon.
En effet, les auteurs ont utilisé des définitions des forces de pression interne et
de tension superficielle différentes des lois naturelles de la physique. À environ
500 itérations, certains noeuds courbent et prennent une trajectoire tout à fait
inattendue. L’observation n’est vérifiée que numériquement.
On se pose la même question pour le ballon carré et l’on suppose que ce sera
sensiblement le même problème. En effet, on obtient le même genre de résultat
mais beaucoup plus tôt. Certains noeuds commencent à se croiser dès l’itération
25 comme en témoigne la figure 4.11. On remarque que ce sont les paires de noeuds
se situant au centre de chaque côté du carré qui sont les premières à se rejoindre.
On observe sur la figure 4.11(c) que les prochains noeuds à se rejoindre sont les
voisins immédiats des noeuds qui se sont croisés en premier. En effet, il y a une
sorte de rotation qui s’installe entre les noeuds qui se coupent chacun leur tour.
Seuls les noeuds situés aux 4 coins du carré évoluent en ligne droite.
/ ‘ .
/ ‘: \
(a) nb itérations=500 (c) nb itérations=568
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(a) nb itérations=18 (b) nb itérations=25 (c) nb itérations—30
FIG. 4.11. Évolution d’un front carré centré en (0,0) de longueur
0.4, Nb0d = 20, At 0.025 pour certains nombres d’itérations.
4.2.3. Difficultés rencontrées
La présence des phénomènes illustrés aux figures 4.10 et 4.11 peut être expli
quée par le fait que les forces f et g de GiIl et at. [68] ne concordent pas avec la
physique réelle d’un ballon. Ce comportement n’est pas étudié dans [68]. Peut-
être parce que la fonction de pression interne fj’ est remplacée par la fonction de
potentiel P avant que le phénomène surgisse. De plus, les notions de stabilité et
de convergence ne sont pratiquement pas traitées. Il est difficile de vérifier et de
contrôler certains critères numériques lorsqu’il n’y a pas ou peu d’informations
théoriques.
4.3. Scénario B t modèle d’ordre deux
Soit le système différentiel d’ordre deux avec conditions initiales
dx
+ v—(t) F(x(t));
dx
x(0) x0,
(4.5)
/
/
J
qui servira à déformer le ballon.
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4.3.1. Schéma de discrétisation
On utilise un schéma explicite aux différences finies, et on approche les dérivées
première et seconde au temps t avec les formules
& d
dt (At)2 et
On remplace ensuite les approximations dans l’équation (4.5) et on obtient
k+2 k+1 k k+1 k( ()2 +x) +(xi _x)
En utilisant la notation fk F F(x_1, x, x+1), la solution approchée au noeud
x2 en fonction des noeuds x’ et x est donnée par
= (2
— + — + (46)
m j \m j m
avec x (xo) et x
— x = At(xo).
4.3.2. Résuttats numériques
On ne limite pas le domaine par un cadre. On observe tout simplement com
ment le front se propage sous l’effet des forces appliquées. On fixe les valeurs des
différentes constantes de l’équation différentielle (4.5) et de la fonction F
= f — g
des équations (4.1) et (4.2) avec
= rn = 1 j 1,... ,Nbfl0d
p=10 et T1.
On choisit
Nb0d 20 et At 0.1
pour l’évolution des ballons de formes circulaires et carrées. La figure 4.12 montre
l’évolution de ces deux ballons initiaux. Entre autres, on remarque que les forces
de pression permettent aux noeuds de se distancer tandis que les forces de tension
tentent de maintenir une distance égale entre chacun des noeuds. De plus, le front
circulaire garde la même forme tandis que le front carré semble vouloir prendre
une forme circulaire. La pression étant constante, le ballon évolue continuement
sans atteindre une position d’équilibre. En effet, le ballon ne cesse d’évoluer que
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lorsque les noeuds rencontrent la valeur NAN (“Not A Number”). Physiquement
on devrait avoir
p pression interne;
pV
— C avec V volume du ballon;
C constante.
On remarque également que plus l’arête est longue plus la force de pression
est grande plus les noeuds avancent vite et inversement.
FIG. 4.12. vo1ution de différents fronts initiaux avec le schéma
numérique du modèle d’ordre deux de l’équation (4.5).
4.3.3. Difficultés rencontrées
Tout d’abord, nous savons que les schémas explicites sont stables sous cer
taines conditions (e.g. la condition CFL (Courant-Friedrichs-Levy)), c’est-à-dire
qu’ils ne sont pas inconditionnellement stables. Puisque l’étude de la stabilité
n’a pas été effectuée, il est difficile, de façon numérique, de trouver une relation
entre le pas de temps At, le pas dans l’espace Zx, la masse ni et le coefficient
d’amortissement y. On retrouve le même genre de problème pour la fixation des
coefficients de pression interne p et de tension superficielle T lors du calcul de f
et g. On procède donc par tests, tâtonnements et réajustements. Par contre, ces
(a) Cercle centré en (0,0) de rayon (b) Carré centré en (0,0) de lon
2, Nb0d = 20, t = 0.1 et. nombre gueur 0.4, Nb, = 20, t = 0.1 et
d’itérations=lO. nombre d’itérations=lO.
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résultats nous aident à acquérir, dans un premier temps, une intuition numérique
de la mise en oeuvre et du comportement du ballon en fonction de la valeur des
paramètres.
4.4. Scénario C modèle d’ordre un
On reprend l’équation (3.1) en posant z-’ = 1 et m 0. On fait alors évoluer
les points du ballon sans accélération. On retrouve une équation différentielle du
premier ordre à coefficients constants de la forme
dt (4.7)
x(0) = x0.
4.4.1. Schéma de discrétisation
On utilise le même schéma de discrétisation qu’à la section 4.2.1. On choisit
donc un schéma explicite d’Euler et seule la fonction F
= f — g est définie d’une
manière différente.
4.4.2. Résuttats numériques
Encore une fois on observe le front se propager sous l’effet des forces ap
pliquées. On fixe les valeurs des différentes constantes de l’équation différen
tielle (4.7) et de la fonction F f — g des équations (4.1) et (4.2) de la même
façon qu’à la section 4.3.2 à l’exception que m O Vi. On choisit
Nb0d = 20 et Af = 0.1
pour l’évolution du ballon initial en forme carrée. Par contre pour le ballon initial
de forme circulaire, on modifie le pas de temps par At = 0.01. On ajuste le pas
de temps parce que les noeuds du ballon final sont situés à des valeurs beaucoup
trop élevées. La figure 4.13 montre l’évolution des deux ballons initiaux. On a
les mêmes remarques qu’à la section 4.3.2 sur l’effet des forces de pression et
de tension. De plus, le front circulaire garde la même forme tandis que le front
carré semble vouloir prendre ne forme circulaire. Les remarques sur le point
d’équilibre du système sont les mêmes qu’en section 4.3.2. Puisqu’il n’y a pas
d’accélération, on apperçoit que la distance entre le même noeud i du cercle est la
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FiG. 4.13. Évoliltion de différents fronts initiaux avec le schéma
numérique de l’équation (4.7).
même, itération après itération. Ce qui n’était pas le cas pour le scénario B (voir
figure 4.12). Évidemment le temps de calcul est plus rapide puisqu’il y a moins
d’opérations à effectuer.
4.4.3. Difficultés rencontrées
On rencontre les mêmes difficultés qu’a la section 4.3.3. Rien de nouveau.
5. FoRcEs DIRECTEMENT CALCULÉES À PARTIR DE LA FONCTION
OBJECTIF
En utilisant les notations et les gradients calculés à la section 7 du chapitre 3
pour la fonction objectif (1.1) avec f = —jVI +À ou, de façon plus générale,
f = g + À pour un g dérivable, le modèle du ballon prend la forme du système
d’équations différentielles
di(t)
+ Ve((t)) = 0. (5.1)
où
e() E(F(,A)) = (5.2)
(a) Cercle centré en (0,0) de rayon (b) Carré centré en (0,0) de ion
2, Nb0d = 20, t = 0.01 et gueur 0.4, Nb0d = 20, t = 0.1 et
nombre itérations=10 nombre itérations=10
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et avec f = g +\
E(C) = f f(sx + (1 — 3)1k) ‘x — Xkl ds (5.3)1<k<M 1<k<M O
kj kj
aJk=l ak=l
et sa semi-dérivée dans la direction u est donnée par l’expression
= f’5x + (1— 8)1k; vi) lxi — xkjsds.
1<k<M O
kj
a-k = 1
+
X5—Xk
.vif1f(sxi+(1_s)xk)dslXiXk1 o
Donc si = (vi,.. . , x) est une direction de (R2)M et Îj = (0, . . . , 0, vj, 0,. . . , 0),
alors
Ue() (5.4)
Comme f = g +.\ est dérivable, les dérivées existent et
Ve() f Vg(sxi+ (1 —s)xk) —xksdsi=1 1<k<M O
kj
a3 k 1
+
X
— Xk
uj f [g(SXj + (1 — S)Xk) + ] ds.XjXkj o
Il ne reste plus qu’à calculer le gradient de g
Vg(x1, X2)
=
(p)’ (Vx + (X1,X2)
a—w<r<a+w
(Ph) (r) = -h
10, 0r<a—weta+wr
p’(r) = 4r [r2
— 1].
Étant donnés les outils en main, il serait intéressant de mettre en oeuvre cette
dernière technique.
Allnexe A
COURBES DE B]ZIER
Dans le contexte de la paramétrisation par les noeuds introduite en § 5.1.2 du
chapitre 2, on peut également choisir de faire passer des courbes entre chacun des
noeuds. On peut alors remplacer les arêtes par des courbes de Bézier ou des B
sptines. En effet, chaque segment de courbe peut être représenté par un polygone
de Bézier. La courbe est intimement liée à son polygone de Bézier formé par les
noeuds sur la courbe et des noeuds de contrôle. Par exemple, ils ont les mêmes
extrémités et la même tangente en ce point, la courbe se trouve dans l’enveloppe
convexe de son polygone de Bézier,
1. DÉFINITIONS ET PROPRIÉTÉS
Définissons d’abord les polynômes de Bernstein qui seront utiles par la suite
pour définir les courbes de Bézier.
Définition 1.1. Soit n un entier non-négatif. Pour tout i e {O, . . . ,n} te poly
nôme de Bernstein de degré n B’ : R —* R est donné par
n!défCB(t) (n,z) t(i — t) où C(n,i)
= (n — j)! i!’ (1.1)
et provient de l’expansion binomiale
1 = (t + (1 — t))
=
G(n, i) ti(i —
La famille {B}E{o n} forme une base pour l’espace des polynômes à une
variable de degré inférieur ou égal à n. On s’intéresse uniquement aux restrictions
de ces polynômes à l’intervalle [0, 1] et aux quelques propriétés suivantes
98
D3!/
0e
06
B ,/
04 /4
,_// \,:N\/\
OE2 //
,/‘ \ / \/ /
/ “-7’ --
0 0:2 04 06
FIG. A.1. Polynômes de Bernstein de degré n = 3 sur [0, 1].
(i) ils sont positifs pour tout t é [0, 1],
0< B’(t) <1, Vi E {0,. ..,n};
(ii) ils forment une partition de l’unité,
B(t) = 1, Vt E [0,1];
(iii) ils sont symétriques pour tout t E [0, 1],
B](t) B,_(1 — t), Vi E {0,.. . ,
(iv) ils satisfont la formule de récursion,
B(t) = (1 — t)B’(t) + tB11(t), Vi E {0,... , n}
pour tout t e [0, 1] avec la convention B4’(t) = O si j < O ou i > n et
Bg(t) = 0;
(y) ils sont différentiable pour tout t e [0, 1],
(B)’(t) = n(B’(t) - B’(t)), Vi e {0,. .. , n}.
On s’intéresse aux courbes de Bézier planes mais le résultat se généralise en
dimension N (voir Prautzsch et al. [102]).
99
P0
P3
FIG. A.2. Un segment de courbe cubique et sa courbe de Bézier ‘3
sur l’intervalle [a, b] pour t [0, 1].
Définition 1.2. Soient P0, P1,.. . ,P des points du ptan. La courbe de Bézier
associée à cet ensemble de points est ta courbe paramétrique polynomiale de degré
n définie par
‘3,(P0, P1, .. . , P; .): [0, 1] R2 ‘3(P0, Pi,.. . ,P; t) B(t) P.
(1.2)
Les points Po, P1,. .
. ,PT, s ‘appellent tes noeuds de contrôle de ta courbe de Bézier
et te polygone P0P1 .. . P, te polygone de Bézier ou te ‘3-polygone.
Les courbes de Bézier ont des propriétés géométriques intéressantes
(i) la courbe a les mêmes extrémités que son ‘3-polygone;
(ii) la collrbe est incluse dans l’enveloppe convexe de son ‘3-polygone;
(iii) la courbe est symétrique en t
(iv) les droites P0P1 et P,1_1P7, sont respectivement tangentes à la courbe en
P0etP7
P’
Ce qui complète le survol rapide des caractéristiques des courbes de Bézier.
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périmètre d’un, 45 signée, 38
espace lissage d’une, 8
de Sobolev, 17 maxima d’une, 12, 18, 27
des fonctions objectif, 30, 32, 43
à variation bornée, 44 potentiel, 86
infiniment différentiables, 18, 61 variance d’une, 21
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force des cellules, 63
de pression interne, 85 des fractions partielles, 63
de tension superficielle, 84 des vélocités, 54
formulation eulérienne, 34, 63 des vitesses, 53
formule de récursion, A-ii métrique riemannienne, 32, 47, 49
fourre-tout, 53 matrice
front, 34, 80 de connectivité, 34, 67
frontière hessienne, 17
épaisse, 36 jacobienne, 26
mince, 36 mesure, 15
étrangère, 16
géodésique, 47 de Borel, 15
généralisée, 47
régulière, 16
gaussienne, 18 de Hausdorff, 44
d’intégrale normalisée, 18 de Radon, 16
distribution, 18
signée, 16
normalisée d’écart-type , 19
nulle, 36
régularisation, 19
régulière, 15
mouvement par courbure moyenne, 50
homéomorphisme, 33, 54, 55
hypothèse de linéarité, 15
noeud de contrôle, 34, 68, 73, 80, A-iii
niveaux de gris, 5
image, 5, 43
normale extérieure, 28, 39filtrage d’une, 8
noyau, 8, 27
régularisée, 15, 27, 79
opérateurs de différences, 13kernel, 8
laplacien, 13, 19, 29 pénalisation
terme de, 30, 44Lebesgue
ensemble des fonctions mesurables au sens périmètre de
de, 42 De Giorgi, 45
densité, 45point de, 16
paramètre de scaling, 14
méthode partition
de descente du gradient, 48, 50 de l’unité, A-ii
de perturbation de l’opérateur identité, ouverte, 43
53 passage à zéro, 28
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pavé, 7
de référence, 25
sans bord, 33
pixel, 7
poids d’un, 9
pondération d’un, 9
principe
d’incertitude, 14
de la moyenne pondérée, $
probabilité
densité de, 15
mesure de, 15
projection, 29, 40, 41, 65
prolongement de la vitesse, 60, 61
propriété du segment uniforme, 38
ré-initialisation, 60
régularisation, 77
d’une fonction, 14
d’une image, 43
de Tikhonov, 42
gaussienne, 19
ordre de, 18
relation d’incertitude, 21, 23
représentation analytique, 32
semi-dérivée
de forme, 54
directionnelle, 32, 49, 57, 68, 69, 73
directionnelle au sens de
Gâteaux, 53
Hadamard, 41, 53
serpent, 48
snake, 30, 46
solution de viscosité, 52, 59
squelette, 40
surface, 33
avec bord, 33
technique de volume de fluide, 63
transformée de Fourier, 19
par rapport à l’énergie, 14
transformation, 55
affine, 25
bijective, 35
transport
terme de, 59
univers, 53
variation linéaire
condition de, 28
vecteur des noeuds, 81
vitesse scalaire, 57
voisinage tubulaire, 58
