We study the properties of Hopf-Lax formula restricted to convex functions and characterize the optimal transfer plan for weak transport problem.
Here the cost function c is defined on the space R n × P(R n ) and the infimum runs over all couplings π(dxdy) = p(x, dy)µ(dx) of µ and ν, and where p(x, · ) denotes the disintegration kernel of π with respect to its first marginal.
In terms of random variables, one has the following interpretation T c (ν|µ) = inf E (c(X, E(Y |X))) .
whereas T c (ν, µ) = inf E (c(X, Y )) , where in both cases the infimum runs over all random variables X, Y such that X follows the law µ and Y the law ν. Those general transport costs play a central role in the study of Talagrand type transport inequalities and some log-Sobolev inequalities, especially in a discret space such as graphs, or a subset of vector space. Those transport inequalities immediately yields concentrations results and tensorization properties of the measure (see [3, 7, 6, 16, 15] ).
In this paper, we will in particular interest in the case that all cost functions considered are of form c(x, y) = θ( x − y ), where θ is convex and vanished at 0. In what follows, taking two probability measures µ, ν in R n , the optimal weak transport cost of ν with respect to µ of cost θ : R → R means
where the infimum runs over all couplings π(dxdy) = p(x, dy)µ(dx) of µ and ν, and where p(x, · ) denotes the disintegration kernel of π with respect to its first marginal. Since the θ is convex, by Jensen's inequality, one has T θ (ν|µ) T θ (ν, µ).
This weak transport cost is deeply linked to the Monge-Kantorivich problem. Recently, together with Gozlan, Roberto, Samson and Tetali, following Strassen's theorem [17] , we proved in [6] that, T θ (ν|µ) = inf
where is the convex order, defined as:
Moreover, in dimension one, the measure ν 1 which achieves the infimum does not depend on the choice of the convex cost function θ. As an application, we deduced a completed characterization of a convex modified Log-Sobolev inequality.
Presentation of the results
It is natural to ask the following questions about the optimal transfer plan of weak transport problem:
• When the weak transport would be equal to the classical transport?
• Is it the optimal coupling depends on the cost function θ?
We approach those questions by the following duality form of the weak transport cost, following [7] . The operator Q θ t is often referred to Hopf-Lax formula, in some references it is also called the inf-convolution operator. The Hopf-Lax formula is known as the solution of a Hamilton Jacobi's equation, and have been widely studied in many different contexts.
Except the introduction, the paper is divided into two sections. In section 2, the space will be the real line R, and in section 3, the space will be R n .
In section 2, we stay on dimension one. We provide an equivalent condition for the equality between the weak transport cost and the classical Monge-Kantorovich transport cost (Theorem 2.5), which states that
if and only if the difference between the inverse cumulative functions of µ and ν is non decreasing, precisely, the function
On the other hand, according to Brenier [2] , in dimension one, the optimal mapping of a classical transport does not depends on the cost function as soon as the cost function is convex. In [6] , the same result is obtained for weak transport cost. We will give a new proof of this result in section 2, using a very different argument. During this approach, a byproduct about Hamilton-Jacobi's equation is obtained, which has its own interest (theorem 2.9).
In section 3, the space will be R n . We will extend the results of section 2 and look for conditions when the equality T θ (ν|µ) = T θ (µ, ν) will hold in proposition 3.15 and theorem 3.18. We will introduce a class of functions denoted by F, which is the set of all convex functions in the case of dimension one. The condition that the equality holds is deeply related to the set F.
In section 4, we briefly explain some applications on the infimum convolution inequality introduced by Maurey in [11] .
The set F will be defined in section 3. We can see that if the weak transport cost equals the transport cost, then the optimal transportation mapping does not depend on cost function anymore. Together with the fact that in dimension one, the optimal transportation mapping is always independent of the cost function. does not depend on θ, we obtain immediately theorem 2.1 and theorem 2.5.
Weak transport on the line
In this section we will focus on the real line.
A remark on Hopf-Lax formula
We begin with some development of the Hopf-Lax formula. The key observation is the following theorem.
Theorem 2.1. Given t > 0, let T t : R → R be an application from R to R. Then (i) If there exists a differentiable convex function f defined on R and a differentiable strictly convex cost θ (recall that a cost function here should be positive and vanishing on 0) such that for all x ∈ R, it holds
then T t is strictly increasing and x → T t (x) − x is non-increasing.
(ii) Inversely, taking a function T t defined on R, if T t is strictly increasing and x → T t (x) − x is non-increasing, then for all convex cost θ, there exists a convex function f , such that (2.2) holds. Remark 2.3. One can remove the assumption of differentiability, it is only for simplifying unnecessary technical discussions.
Proof. (i). Given t > 0 and x ∈ R, by convexity of f and θ, the function
is strictly convex, it allows at most one minimum. Therefore, the application T t is characterize by
We will firstly prove that T t is strictly increasing. For any x, y ∈ R, x < y, since θ ′ is strictly increasing, we deduce that
Together with the monotonicity of function G ′ , we can conclude that T t is strictly increasing.
Thus, from (2.4), one can write
where the term on the right hand side is well defined since θ ′−1 is well define on its domain and −f ′ (T t (x)) lies on the domain of θ ′−1 . Since θ ′−1 , f ′ and T t are increasing, we deduce that x → T t (x) − x is decreasing.
(ii). Assume that the function T t is strictly increasing and x → T t (x) − x is decreasing. Denote I := ImT t ⊂ R. Since T t is strictly increasing, T −1 t is an application well define on I. Construct a function g : R → R ∪ {∞} as following: For all y ∈ I, define
The function y ∈ I →
is decreasing since x → T t (x) − x is decreasing. Thus, by convexity of θ, g I is increasing on I and there exists an increasing function g :
By monotonicity of g, we conclude that f is convex on [inf I, sup I] and for all y ∈ I, g(y) ∈ (∂ − f (y), ∂ + f (y)). Therefore, for all x ∈ R, it holds
which is equivalent to
Thus the equation (2.2) holds. The conclusion follows by extending f on R.
Characterization of equality between weak transport cost and transport cost
We firstly recall the definition of cumulative distribution function and its inverse. For a probability measure µ on R, denote F µ the cumulative distribution function of µ, i.e.
and define the generalized inverse of F −1 µ by
µ (t) = inf{x ∈ R; F µ (x) < t}. Theorem 2.5. Let µ, ν be two probability measures of R and θ a strictly convex cost. Assume that µ and ν are absolutely continuous with respect to Lebesgue measure. Assume that there exists some couplings of µ and ν such that the weak transport is finite, then
if and only if
Now we are in position to prove theorem 2.5. We remark that the assumption of absolute continuity is unnecessary, but it allows to reduce a lot of regularity discussions.
In dimension one, given two probability measures µ and ν absolutely continuous with respect to Lebesgue measure, the optimal transport mapping for transport problem is transporting mass from location
. This mapping is in fact the monotonous rearrangement T from µ to ν. We will play with the Kantorovich duality formula related to this mapping T for the weak transport problem.
Proof. We assume at first that F −1 µ − F −1 ν is decreasing. Assume that µ and ν have no atom and denote T the monotone rearrangement from µ to ν. Thus it holds for all x ∈ R,
According to the latter equality, it holds F −1
According to our hypothesis, we have x → x − T (x) is non decreasing. Moreover, notice that T is the monotone push forward from µ to ν, we can apply theorem 2.1, and there exists a convex function f , such that
By Kantorovich duality from [8] , we have
Thus, all the inequality in the above formula should be equality, and we obtain
(With some minor regularity assumptions, the supremum in (1.1) is attained.) Thus,
Since f is convex and θ is strictly convex, according to theorem 2.1, there exists T 1 strictly increasing such that for all x ∈ R,
Hence, T 1 = T µ almost-surely. By theorem 2.1, it holds T (x) − x is non-increasing µ almost surely, which implies the conclusion.
Weak transfer plan
This section we give an alternative proof of a theorem in [6] , as a consequence of theorem 2.1. which is the following:
Theorem 2.6. [ [6] ] Let α, β and θ be convex functions satisfying
for all µ, ν ∈ P(R).
We need to prove the following proposition at first.
Proposition 2.8. Let α, β, θ : R → R be convex cost functions of class C 1 satisfying α + β = θ. We assume that θ is strictly convex. Then for all convex function f : R → R bounded from below of class C 1 , there exists convex functions f 1 and f 2 , of class
with any constant a ∈ R.
From this proposition, combining with the fact that Q θ t f is in fact the solution of Hamilton Jacobi equation (2.10), one deduce immediately the following theorem: Theorem 2.9. Let θ : R → R be a strictly convex cost function with super-linear growth (i.e. θ ′ (x) goes to ∞ as x goes to ∞). Consider the following Hamilton Jacobi's equation:
Assume that the initial function f : R → R is convex and bounded from below of class C 1 , then for all convex cost function θ 1 , θ 2 , with super-linear growth and satisfying θ 1 + θ 2 = θ, there exists v 1 and v 2 , such that for i = 1, 2, it holds
x ∈ R.
We begin with a lemma.
Lemma 2.11. Assume that θ is strictly convex. For t > 0, denote I := {x ∈ R|f ′ (x) ∈ θ(R)}. Define the mapping U t as following
Proof. Since θ is strictly convex, θ ′ : R → θ ′ (R) is a bijection and it is strictly increasing. We have θ ′−1 : θ ′ (R) → R is well defined as well as U t . It is easy to see that U t is strictly increasing and continuous. Now we will show that the image set U t (I) = R and U t is in fact a bijection from I to R. Assume at first that inf I = −∞, then it is easy to see that
The same argument holds for sup I. Therefore, U t : I → R is a bijective, strictly increasing, so U −1 t : R → I is well defined and strictly increasing. It remains to show that U −1 t (x) is the point achieving the infimum for
According to (2.4), it holds y = T t (x).
Now we are in position to prove proposition 2.8
proof of the proposition 2.8. We define f 1 as the following function: for all y ∈ I,
and (in the case that I = R) f 1 is affine when y > sup I, and y < inf I with
We deduce from equation (2.4) that
, which is increasing. Thus f 2 is convex.
On the other hand, since f ′ 1 (y) = −α ′ y−x t and f ′ (y) = −θ ′ y−x t , it holds that
According to equation (2.4) and we have
Now we are in position to proof the theorem 2.6.
Proof of the theorem 2.6. We first prove that for convex cost functions α and β, if θ = α + β is strictly convex, we have the desire equality (2.7):
Observe that by the definition of T , it is easy to see that
(2.14)
Now we turn to prove the inverse inequality. According to Theorem 2.8, for all convex function f , there exists f 1 and f 2 such that it holds:
We take the supremum over all convex function f and by the duality formula (1.1), we get
The conclusion follows with the inverse inequality (2.14). Now assume that θ is not strictly convex. Take γ a strictly convex cost function. We deduce that α + γ, (α + γ) + β are convex, then it holds:
The conclusion follows.
An alternative approach
The proof of theorem 2.5 in [6] is based on properties of convex ordering and Rado's theorem. In this section, we provide another way to understand theorem 2.1 in aspect of [6] .
Here we only recall some necessary definitions and properties of the convex ordering and majorization of vectors. We refer the interested reader to [10] , [9] and [13] for further results and bibliographic references, or to [6] for minimal results related to the optimal weak transfer plan.
Definition 2.15 (Convex order)
. Given ν 1 , ν 2 ∈ P 1 (R), we say that ν 2 dominates ν 1 in the convex order, and write ν 1 ν 2 , if for all convex functions f on R,
Definition 2.16 (Majorization of vectors).
Let a, b ∈ R n , one says that a is majorized by b if the sum of the largest j components of a is less than or equal to the corresponding sum of b, for every j, and if the total sum of the components of both vectors are equal.
Assuming that the components of a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) are in non-decreasing order (i.e. a 1 a 2 . . . a n and b 1 b 2 . . . b n ), a is majorized by b, if a n + a n−1 + · · · + a n−j+1 ≤ b n + b n−1 + · · · + b n−j+1 , for j = 1, . . . , n − 1, (ii) ν 1 is dominated by ν 2 for the convex order. In other words, for every convex f : R → R, it holds that
. Thanks to the above proposition and with a slight abuse of notation, we will also write a b when a is majorized by b. Now we are able to prove an alternative version of theorem 2.1. We shall focus on measure µ n of form 1 n n i=1 δ x i . For general measure, one can consider it as a limit of µ n as n goes to ∞. Then theorem 2.1 is telling the following: (ii) T θ (ν|µ) = T θ (ν, µ).
Proof. Observe that the optimal transfer plan of T θ (ν, µ) sends x i to y i since x i and y i are in non-decreasing order. As a consequence,
On the other hand, denote x = (x 1 , ..., x n ), y = (y 1 , ..., y n ) ∈ R n , following [6] ,
Now it is enough to prove that (2.19) is equivalent to (i).
It follows that
Thus x − y x − y ′ for all y ′ y, which leads to (2.19).
(ii) ⇒ (i): Assume that (ii) holds and (i) does not. Let i be the smallest integer such that
It is easy to see that y ′ y and by convexity of θ:
which is a contradiction with (2.19).
In higher dimension
This section is devoted to extend results of the previous section in higher dimension. The space is R n . We shall assume that all cost functions are convex and only depending on Euclidian distance . := . 2 .
The main results of this section are proposition 3.15, theorem 3.17 and theorem 3.18, which extend proposition 2.8, theorem 2.9 and theorem 2.5 respectively.
In dimension one, we consider largely the set of convex functions, but in dimension n, we shall first introduce the set F mentioned in the introduction, who plays the role of the set of convex functions.
Definition 3.1. Denote F the set of functions satisfying the following assumptions:
1. f is convex of class C 2 .
2. For all x ∈ R n , there exists λ ∈ R, such that Hessf (x)∇f (x) = λf (x).
Remark 3.2. For dimension n = 1, F is the set of convex function of class C 2 , since the second condition is always true: Hessf vanishes and one can always take λ = 0.
The next subsection introduce some properties of the set F. The Proposition 3.7 is the key tool of the proof of theorem 3.18.
Some properties
Let us begin with some properties of the set F: Lemma 3.3. Let f : R n → R of class C 2 . Denote u = ∇f . The following conditions are equivalent:
(i) For all x ∈ R n , there exists λ ∈ R such that Hessf (x)∇f (x) = λ∇f (x).
(ii) for all 1 i j n, it holds
From this lemma, we can construct some examples of f such that f ∈ F.
Example 3.4. In dimension n, the set F is not an empty set. Here are some non trivial examples:
1. F contains all linear forms.
2. Let g : R → R be a convex function of class C 2 with g(0) = 0, then x ∈ R n → g( x ) ∈ F.
3. Let a > 0 and L : R n → R be a linear form. Then the application x ∈ R n → a x 2 + L(x) ∈ F.
Proof of lemma 3.3. (i) ⇒ (ii):
Suppose that (i) holds. Given x ∈ R n , if ∇f (x) = 0, there is nothing to prove. Now assume that ∇f (x) = 0. It follows that for all 1 i j n,
(ii) ⇒ (i): Again we suppose that ∇f (x) = 0. There exists j such that ∂ j f = 0. Let λ = ∂ j u/∂ j f , (ii) implies that for all 1 i n,
Computing the differential of u, it holds
Together with (3.6), it holds for all 1 i n
which means exactly Hessf ∇f = λu∇f .
Proposition 3.7. Let f : R n → R be a convex function of class C 2 .
(i) If f ∈ F, then for all increasing function G : R → R of class C 1 with G(0) = 0, there exists ϕ ∈ F such that for all x ∈ R n with ∇f (x) = 0, it holds 8) and while ∇f (x) = 0,
(ii) If there exists an increasing function G : R → R of class C 1 with G(0) = 0, such that xG ′ (x)−G(x) = 0 for almost all x ∈ R, and there exists a convex function ϕ : R n → R of class C 2 such that equation (3.8) holds, then f ∈ F.
Proof. The proof of (i) is divided into three steps:
Step 1. There exists a function ϕ of class C 2 such that (3.8) holds. Fix x ∈ R n and such that ∇f (x) = 0. Denote F the vector field G( ∇f ) ∇f ∇f , then the i th component of F is :
In order to prove the existence of function ϕ, we only need to show that rot F = 0, which is equivalent to
for all 1 i, j n. Now denote u = ∇f 2 , it holds
The same argument leads to
Since f ∈ F, applying lemma 3.3, we deduce that
Thus equation (3.10) holds and the existence of ϕ follows.
Step 2. ϕ is convex. Fix x ∈ R n , assume that Hess f ∇f = λ∇f . It is enough to prove that Hess ϕ = (∂ ij ϕ) ij is positive. According to (3.11) and (3.5), we have
Noticing that G is increasing and u > 0, it follows that
Moreover, the convexity of f implies that λ 0. Thus, it is enough to prove that the matrix
We begin with the positivity of M 1 . For any vector w ∈ R n ,
Now we turn to the positivity of M 0 . For any w ∈ R n , write w = y + a∇f with a ∈ R and y perpendicular with ∇f . Noticing that
Using Hessf ∇f = λ∇f and u 2 = ∇f 2 , it holds t (y + a∇f )Hessf (y + a∇f ) = y, Hessf y + a 2 ∇f, Hessf ∇f + 2a y, Hessf ∇f = y, Hessf y + a 2 ∇f, λ∇f + 2a y, λ∇f
On the other hand, according to (3.13),
Thus, together with the convexity of f , we deduce that
Hence, M 0 , M 1 are positive matrix, and Hess ϕ =
The convexity of ϕ is proved in step 2. It is enough to show that for all x ∈ R n , there exists λ ∈ R such that Hessϕ(x)∇ϕ(x) = λ∇ϕ(x). Adapting the notations in step 1, applying lemma 3.3, it is enough to show that
(3.14)
If F (x) = 0, there is nothing to prove. Assume that F (x) = 0, then u = ∇f (x) = 0.
We develop ∂ i F F j by (3.9) and (3.11):
where
It is easy to see that B ij = B ji . Using (3.12), we deduce that A ij = A ji . Therefore, equation (3.14) holds and it follows that ϕ ∈ F. The proof of item (i) is completed. Now we turn to prove item (ii). Adapting the notations in the step 1 of the proof of item (i). The existence of ϕ guarantees that
Developing the latter equation (see (3.11)), it holds
By assumption of G, we deduce that for almost all x ∈ R n ,
The conclusion follows by applying lemma 3.3 and the fact that f is of class C 2 .
Now we present extensions of proposition 2.8 and theorem 2.9 in the n dimension case.
Proposition 3.15. Let α, β, θ be convex cost functions such that α + β = θ. We assume that θ is strictly convex. Then for all f ∈ F bounded from below, there exists ϕ, ψ ∈ F, such that f = ϕ + ψ and for all t > 0
Denote T t (x) the point such that
Combing with (3.16), we get
Which implies that for all x ∈ R n ,
By the same argument, there exists ψ ∈ F such that
Summing the two latter equalities leads to the conclusion.
From this proposition and the fact that Q θ t f is the solution of a HamiltonJacobi's equation, we have the following theorem: Theorem 3.17. Let θ : R → R be a strictly convex cost function with super linear growth. Consider the following Hamilton-Jacobi's equation:
Assume that the initial function f ∈ F, then for all convex cost function θ 1 , θ 2 , with super-linear growth and satisfying θ 1 + θ 2 = θ, there exists f 1 ∈ F and f 2 ∈ F, and v i such that for i = 1, 2, it holds
x ∈ R n .
Equality between weak transport cost and transport cost
Now we state the last main result, a condition of equality between weak transport cost and transport cost Theorem 3.18. Let µ, ν be two probability measures absolutely continuous with respect to Lebesgue measure. Denote g the convex function such that ∇g is the transfer plan for Monge-Kantorovich problem of quadratic cost. The following assertions hold.
(i) Assume that there exists a cost function θ such that xθ ′′ (x) − θ ′ (x) = 0 for almost every x ∈ R and
Then the function x → 1 2 x, x − g(x) ∈ F, and ∇g is the optimal transfer plan of T α for all convex cost α.
(ii) Inversely, if x → 1 2 x, x − g(x) ∈ F, then for all convex cost θ, ∇g is the optimal transfer plan of T θ for all convex cost θ and it holds
. Now we are in position to prove theorem 3.18.
Proof. We first prove (ii): Applying lemma 3.7 by taking f := x → 1 2 x, x − g(x) and G = θ ′ . There exists a convex function ϕ of class C 2 such that
Hence,
Together with the fact that T θ (ν|µ) T θ (µ, ν), the equality holds. Now we prove that the transfer plan does not depend on the cost function. Applying proposition 3.7 to equation (3.20) for G = θ ′ , together with the fact that x → 1 2 x, x − g(x) ∈ F, we deduce that ϕ ∈ F. Now given a convex cost function α of class C 1 , apply proposition 3.7 for G = α ′ • θ ′−1 . We deduce that there exists ψ ∈ F such that for all x ∈ R n , ∇ψ(x) = α ′ • θ ′−1 ∇ϕ(x) ∇ϕ(x) .
It follows that Q α ψ(∇g(x)) = ψ(x) + α( x − ∇g(x) ).
The conclusion follows by writing the definition of optimal transport and its Kantorovich's duality: 
By a similar argument, it holds
T α (ν|µ) = α( x − ∇g(x) )dν.
We now turn to prove (i): For all convex function ϕ, it holds for all x ∈ R, Q θ ϕ(∇g(x)) ϕ(x) + θ( x − ∇g(x) ). Now let ϕ be the convex function such that T θ (ν|µ) = Q θ ϕdµ − ϕdν. Together with (3.19), it follows
The assertion (i) implies that the inequality in the latter formula is in fact equality. Thus, for all x ∈ R ν almost surely, equation (3.19) holds. We deduce that ∇ϕ(x) = θ ′ ( x − ∇g(x) ) x − ∇g(x) x − ∇g(x) . (3.20)
According to lemma 3.7, the conclusion follows.
Links with the infimum convolution inequality
The so called infimum operator inequalities are first introduced by Maurey in [11] . They are closely related to Transport-cost inequalities. Let us stay in the space R n and adapt the settings before. We say that a probability measure µ satisfies the inf-convolution inequality IC(θ) with the cost θ if the following holds for all measurable functions bounded from below f : R n → R: e Q θ f dµ e −f dµ 1.
This inequality was proved to be equivalent to the transport cost inequality (see [1] ):
where H(ν|µ) is the related entropy of ν with respect to µ. Now consider the inf-convolution inequality restricted to the class F (denoted by rIC(θ)):
According to proposition 3.15, let α, β be convex costs such that α + β = θ, assume that rIC(α) and rIC(β) hold, then rIC( 1 2 θ) holds. The proof is simply apply Cauchy Schwartz inequality and proposition 3.15, details are left to the readers.
We remark that in dimension one, the set F is the set of all convex function on R. Gozlan and al. in [6] and [4] proved independently that for a quadratic linear cost α, the inequality rIC(α) is equivalent to the convex Poincaré inequality. For general convex cost θ, rIC(θ) is equivalent to the weak transport inequality T θ H. The implication that rIC(α) and rIC(β) implies rIC(θ) is simply the fact that T θ = T α + T β in dimension one.
