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The fractal interpolation surface on the rectangular domain is discussed in this paper. We
study the properties of the oscillation and the variation of bivariate continuous functions.
Then we discuss the special properties of bivariate fractal interpolation function, and
estimate the value of its variation. Using the relation between the Minkowski dimension
of the graph of continuous function and its variation, we obtain the exact value of the
Minkowski dimension of the fractal interpolation surface.
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1. Introduction
The function interpolation is an accustomed method for simulating data. The curves and the surfaces obtained by using
the classical function interpolations, such as the polynomial interpolation, rational interpolation and spline interpolation,
are always smooth or piecewise smooth. Because almost all real surfaces in nature are rough, many of which seem to
be smooth for naked eye, the smooth or piecewise smooth geometrics sometimes cannot perfectly ﬁt the practical phe-
nomenon. In 1986 Barnsley [1,2] proposed the concept of the fractal interpolation function. For the given interpolation
points, by constructing a proper contractive Iterated Function System (IFS) on a subset of R2, a univariate continuous inter-
polation function, whose graph is an invariant set of the IFS, can be gotten. Generally, this kind of interpolation functions are
non-differentiable everywhere, and the Minkowski dimensions of their graph are non-integral and larger than one, they are
called Fractal Interpolation Functions (FIF). A new and more advantageous interpolation method is provided for simulating
the rough and irregular curves.
Massopust [3] introduced the Fractal Interpolation Surface (FIS), which lies in that the interpolation region D is triangular
and the interpolation points on the boundary of D are coplanar. Geronimo and Hardin [4] considered the self-aﬃne FIS on
polygonal regions (including triangular regions) with arbitrary interpolation points. By triangulating the interpolation region
and constructing the recurrent IFS of which the same contraction factor is used for each map, the algorithms were given. For
some simple surfaces, of which the maps deﬁned on the interpolation region in the recurrent IFS are all similar, they gave
out the dimension equations. Zhao [17] presented an approach to the construction of fractal surfaces by triangulation, and
provided two fast, parallel, and iterative algorithms. For a rectangular domain D = [a,b]× [c,d], and an interpolation points’
set {(xi, y j, zi j): i = 0,1, . . . ,N; j = 0,1, . . . ,N} on the grids (xi, y j), where a = x0 < x1 < · · · < xN = b and c = y0 < y1 <
· · · < yM = d, using the rectangular partition of D , Xie et al. [8] proposed a mathematical model of an FIS on a rectangular
domain. For M = N and ai − ai−1 = b j − b j−1 = 1/N (i, j = 1,2, . . . ,N), they presented the formula of the dimension.
Dalla [9] considered the colinear boundary data, and proved that the invariant set of the IFS is a continuous interpolation
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Z. Feng / J. Math. Anal. Appl. 345 (2008) 322–334 323function in this case. In [5], using some reﬂections, Malysz constructed an IFS with same contraction factors, and then
proposed a new construction method of FIS for the interpolation points {(i/n, j/n, xij); i, j = 0,1, . . . ,n}. In this case, the
Minkowski dimension of the FIS is 3 + log |d|/ logn, where d is the contraction factor used in the IFS. Bouboulis et al. [10]
introduced recurrent bivariate FIS in order to gain more ﬂexibility in natural-shape generation or in image compression.
The bivariate FIS as the invariant set of the recurrent bivariate IFS is no longer self-aﬃne nor self-similar. For the equal-
spaced interpolation, the exact value of the Minkowski dimension of this kind of bivariate FIS is obtained. Bouboulis and
Dalla [11] used the theory presented in [10] to construct some closed fractal interpolation surfaces. Bouboulis and Dalla [18]
generalized the notion of fractal interpolation functions to (n+ 1)-dimensional space. They discussed some methods for the
construction of the functions, and derived the fractal dimensions of a class of FIFs.
By analyzing the papers above, we found that, when the Minkowski dimension of the FIS was considered, the authors
always supposed that the interpolation points are equal-spaced and the corresponding maps deﬁned on the interpolation
region in the IFS are all similar. In this case, the square columns on the interpolation region are transformed to the other
square columns, and then their horizon sections are similar. Then by estimating the relations of the numbers of δ-mesh
cubes that intersect the FIS between different scales, the Minkowski dimension formula was obtained.
In this paper, we study the variance and the Minkowski dimension of the general FIS on the rectangular domain. We do
not suppose that the interpolation points are equal-spaced, or the maps in the FIF are similar or aﬃne. In Section 2, we recall
the method of the fractal interpolation on the rectangular domain and discuss the conditions of continuity of the surface as
an invariant set of the IFS. In Section 3, the concepts of the oscillation and variance of a bivariate continuous function are
introduced, and some properties of the variance are proved. We discuss and estimate the variance of the bivariate fractal
interpolation function. By using the relation between the Minkowski dimension of the graph of continuous function and its
variation, the Minkowski dimension formula of the fractal interpolation surface is obtained. We also give some examples
for illustrating the bivariate fractal interpolating in Section 2, and the calculation of the Minkowski dimension of the fractal
interpolation surface in Section 3.
2. Bivariate fractal interpolation function
A method of constructing the general bivariate fractal interpolation function on a rectangular ﬁeld was introduced and
its continuity was discussed in some papers [7–10,12]. We recall and develop the method and the theory in this section.
Let I = J = [0,1], D = I × J . Partition the intervals I and J with 0 = x0 < x1 < · · · < xm = 1 and 0 = y0 < y1 < · · · <
yn = 1, respectively. Let Ii = [xi−1, xi], J j = [y j−1, y j], and Dij = Ii × J j , where i = 1,2, . . . ,m and j = 1,2, . . . ,n. Then
{Ii: i = 1,2, . . . ,m}, { J j: j = 1,2, . . . ,n} and {Dij: i = 1,2, . . . ,m; j = 1,2, . . . ,n} are partitions of the I , J and D , respec-
tively. For i = 1,2, . . . ,m, deﬁne Ai(x) = uix+ xi−1, where ui = xi − xi−1. Then Ai(0) = xi−1, Ai(1) = xi , and Ai(x) is a linear
mapping from I onto Ii . Similarly deﬁne linear mappings B j(y) = v j y + y j−1, j = 1,2, . . . ,n, where v j = y j − y j−1. For
i = 1,2, . . . ,m and j = 1,2, . . . ,n, we deﬁne the mappings Tij : D ×R→ Dij ×R,
Tij(x, y, z) =
(
Ai(x), B j(y), si j z + φi j(x, y)
)
, (1)
where si j all are given constants, and φi j(x, y) are continuous bivariate functions on D . Then we get an IFS,
{D ×R, Tij: i = 1,2, . . . ,m; j = 1,2, . . . ,n}. (2)
Let H(D) denote the set of all compact, non-empty subsets of D × R. According to the IFS, we can construct a mapping
T :H(D) →H(D),
T (S) =
⋃
1im
1 jn
Ti j(S), (3)
where Tij(S) = {Tij(x, y, z): (x, y, z) ∈ S}. For a set S0 ∈H(D), if T (S0) = S0, the set S0 is called the invariant set of the
IFS (2).
Now let φi j(x, y) be all continuous on D and satisfy the following conditions. For some constants Li j > 0, Pij > 0,
0<αi j, βi j  1,∣∣φi j(x1, y1) − φi j(x2, y2)∣∣ Li j|x1 − x2|αi j + Pij |y1 − y2|βi j , (x1, y1), (x2, y2) ∈ D. (4)
Wang [12] has proved following theorem.
Theorem 2.1. If |s| = max{|si j|: i = 1,2, . . . ,m, j = 1,2, . . . ,n} < 1, and all φi j(x, y) satisfy the conditions in (4), then FIS (2) has a
unique invariant set.
Let {(xi, y j, zi j): i = 0,1, . . . ,m, j = 0,1, . . . ,n} be a set of interpolation knots on D . In the IFS (2), suppose |s| < 1, all
φi j(x, y) satisfy the conditions in (4), and
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si j z0n + φi j(0,1) = z(i−1) j, si j zmn + φi j(1,1) = zi j . (5)
With the IFS (2), we can construct four IFSs on I ×R (or J ×R),
{
I ×R, T ui : i = 1,2, . . . ,m
}
, where T ui (x, z) =
(
Ai(x), si1z + φi1(x,0)
); (6){
I ×R, T oi : i = 1,2, . . . ,m
}
, where T oi (x, z) =
(
Ai(x), sinz + φin(x,1)
); (7){
J ×R, T lj: j = 1,2, . . . ,n
}
, where T lj(y, z) =
(
B j(y), s1 j z + φ1 j(0, y)
); (8){
J ×R, T rj : j = 1,2, . . . ,n
}
, where T rj(y, z) =
(
B j(y), smj z + φmj(1, y)
)
. (9)
According to Barnsley’s results [1], there exist four continuous fractal interpolation functions denoted by z = f u(x), z =
f o(x), z = f l(y) and z = f r(y) such that their graphs Γ ( f u), Γ ( f o), Γ ( f l) and Γ ( f r) are the invariant sets of the IFSs (6)–
(9), respectively.
Theorem 2.2. Let |s| < 1, all φi, j satisfy the conditions (4), and Eq. (5) hold. Then the invariant set of the IFS (2) is the graph of a
continuous function on D if and only if
(I) φi, j+1(x,0) − φi, j(x,1) = si, j f o(x) − si, j+1 f u(x), for any x ∈ I , i = 1,2, . . . ,m and j = 1,2, . . . ,n − 1,
(II) φi+1, j(0, y) − φi, j(1, y) = si, j f r(y) − si+1, j f l(y), for any y ∈ J , i = 1,2, . . . ,m − 1, and j = 1,2, . . . ,n.
Proof. Necessity. Let f be a continuous function on D , and its graph Γ ( f ) = {(x, y, f (x, y)): (x, y) ∈ D} be the invariant set
of the IFS (2). For (x, y, f (x, y)) ∈ Γ ( f ), we have Tij(x, y, f (x, y)) ∈ Γ ( f ). Therefore
f (x, y) = si, j f
(
A−1i (x), B
−1
j (y)
)+ φi, j(A−1i (x), B−1j (y)), for (x, y) ∈ Di, j, (10)
where i = 1,2, . . . ,m; j = 1,2, . . . ,n. Now let j = 1 and y = 0, we have
f (x,0) = si,1 f
(
A−1i (x),0
)+ φi,1(A−1i (x),0), for x ∈ Ii,
for i = 1,2, . . . ,m. With the result of [1], f (x,0) is the fractal interpolation function generated by the IFS (6), then
f (x,0) = f u(x). Similarly, we have f (x,1) = f o(x). For x ∈ I , i = 1,2, . . . ,m and j = 1,2, . . . ,n − 1, si, j f (x,1) + φi, j(x,1) =
f (Ai(x), B j(1)) = f (Ai(x), B j+1(0)) = si, j+1 f (x,0) + φi, j+1(x,0). Therefore, φi, j+1(x,0) − φi, j(x,1) = si, j f o(x) − si, j+1 f u(x),
(I) holds. (II) can be proved similarly.
Suﬃciency. Let C(D) denote the set of the bivariate continuous functions f (x, y) satisfying f (0, y) = f l(y), f (x,0) =
f u(x), f (1, y) = f r(y) and f (x,1) = f o(x). Let ρ( f , g) = sup{| f (x, y) − g(x, y)|: (x, y) ∈ D} for every two functions f , g ∈
C(D). It is obvious that the space (C(D),ρ) is a complete metric space. With the conditions (I) and (II), we can prove
(T g)(x, y) = si, j g
(
A−1i (x), B
−1
j (y)
)+ φi, j(A−1i (x), B−1j (y)), for (x, y) ∈ Di, j (11)
(i = 1,2, . . . ,m; j = 1,2, . . . ,n) is a mapping from C(D) to C(D). And for any f and g ∈ C(D),
ρ(T f ,T g) = sup{|si j| · ∣∣ f (x, y) − g(x, y)∣∣: (x, y) ∈ D, i = 1,2, . . . ,m, j = 1,2, . . . ,n}
max
{|si j|: i = 1,2, . . . ,m, j = 1,2, . . . ,n} · ρ( f , g) = |s| · ρ( f , g),
then T is a contractive mapping from C(D) to C(D). According to the principle of contractive mappings [6], there exists
one and only one ﬁxed point f0 ∈ C(D). Using the deﬁnition of T and Ti, j and the fact T ( f0) = f0, we may easily prove
that the graph of f0 is the unique ﬁxed point of IFS. 
Corollary 2.1. The bivariate continuous functions f on D introduced in Theorem 2.2 is an interpolation function passing through the
interpolation points {(xi, y j, zi j): i = 0,1, . . . ,m; j = 0,1, . . . ,n}, i.e.,
f (xi, y j) = zi j, for i = 0,1, . . . ,m; j = 0,1, . . . ,n.
Proof. According to [1], for i = 0,1,2, . . . ,m, f (xi,0) = f u(xi) = zi0 and f (xi,1) = f o(xi) = zin , for j = 0,1,2, . . . ,n,
f (0, y j) = f l(y j) = z0 j and f (1, y j) = f r(y j) = zmj . Then using Eqs. (5) and (10), we can easily prove that f (xi, y j) = zi j ,
for i = 0,1,2, . . . ,m and j = 0,1,2, . . . ,n. 
The function f derived from Theorem 2.2 is called fractal interpolation function generated by the IFS (2), and the graph
of the function f is called fractal interpolation surface.
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Example 2.1. Let the interpolation knots on D (see Fig. 1) be
(0,0,0.8), (1/4,0,0.7), (1/2,0,0.9), (3/4,0,0.8), (1,0,0.9);
(0,1/3,0.8), (1/4,1/3,0.9), (1/2,1/3,1.15), (3/4,1/3,1.1), (1,1/3,0.9);
(0,2/3,1.1), (1/4,2/3,1.1), (1/2,2/3,1), (3/4,2/3,1.15), (1,2/3,1.2);
(0,1,1), (1/4,1,0.9), (1/2,1,1.1), (3/4,1,1), (1,1,1.1).
We consider that the φi j are all in P2, the set of all bivariate 2 order polynomials of variants x and y. According to the
conditions (5), we can obtain φ11(x, y) = 0.2xy − 0.1(1+ s11)x− 0.2s11 y + 0.8(1− s11), φ21(x, y) = 0.05xy + 0.1(2− s21)x+
0.2(1− s21)y+0.7−0.8s21, φ31(x, y) = 0.05xy−0.1(1+ s31)x+ (0.25−0.2s31)y+0.9−0.8s31, φ41(x, y) = −0.3xy+0.1(1−
s41)x+ (0.3−0.2s41)y+0.8(1− s41), φ12(x, y) = 0.1(1− s12)x+ (0.3−0.2s12)y+0.8(1− s12), φ22(x, y) = −0.35xy+ (0.25−
0.1s22)x + 0.2(1 − s22)y + 0.9 − 0.8s22, φ32(x, y) = 0.3xy − 0.05(1 + 2s32)x − (0.15 + 0.2s32)y + 1.15 − 0.8s32, φ42(x, y) =
0.15xy−0.1(2+s42)x+(0.15−0.2s42)y+1.1−0.8s42, φ13(x, y) = −0.1s13x−0.1(1+2s13)y+1.1−0.8s13, φ23(x, y) = 0.3xy−
0.1(1+ s23)x−0.2(1+ s23)y+1.1−0.8s23, φ33(x, y) = −0.35xy+ (0.25−0.1s33)x+0.1(1−2s33)y+1−0.8s33), φ43(x, y) =
0.15xy−0.05(1+2s43)x− (0.25+0.2s43)y+1.25−0.8s43. Then the IFS (6)–(9) can generate 4 fractal interpolation functions
z = f u(x), z = f o(x), z = f l(y) and z = f r(y). Let si j = s, for i = 0,1,2, . . . ,m and j = 0,1,2, . . . ,n, where |s| < 1, we can
prove that f o(x) = f u(x)+ 0.2 for x ∈ [0,1], and f r(y) = f l(y)+ 0.1 for x ∈ [0,1]. We can also prove that the conditions (I)
and (II) in Theorem 2.2 hold. Then the IFS (2) generate an invariant set, which is the graph of a continuous function
z = f (x, y) on D . It is showed in Fig. 2, where s = 0.3.
The next corollary is a generalization of a known result that can be found in [9].
Corollary 2.2. If four boundary interpolation sets {(xi,0, zi0): i = 0,1,2, . . . ,m}, {(xi,1, zin): i = 0,1,2, . . . ,m}, {(0, y j, z0 j): j =
0,1,2, . . . ,n} and {(1, y j, zmj): j = 0,1,2, . . . ,n} all are collinear, respectively, |s| < 1 and for i = 1,2, . . . ,m; j = 1,2, . . . ,n, φi j
all are bilinear, i.e.,
φi j(x, y) = aijxy + bijx+ ci j y + dij, (12)
where ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
aij = zi j − zi( j−1) − z(i−1) j + z(i−1)( j−1) − si j[zmn − zm0 − z0n + z00],
bij = zi( j−1) − z(i−1)( j−1) − si j[zm0 − z00],
ci j = z(i−1) j − z(i−1)( j−1) − si j[z0n − z00],
dij = z(i−1)( j−1) − si j z00,
(13)
then the mapping T has one and only one ﬁxed point f , f is a continuous bivariate function on D and f (xi, y j) = zi j for i =
0,1,2, . . . ,m; j = 0,1,2, . . . ,n.
Proof. According to the results in [2], we have f u(x) = z00 + (zm0 − z00)x, f r(y) = zm0 + (zmn − zm0)y, f o(x) = z0n + (zmn −
z0n)x and f l(y) = z00 + (z0m − z00)y. And with Eqs. (12)–(13), by simple calculation, we can prove that the φi j satisfy the
conditions in Theorem 2.2. 
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The variation of a continuous function has been introduced and studied by Dubuc, Tricot, Quiniou and others (see for
example [13–16]). Using the variation, one can calculate the Minkowski dimension of the graph of a continuous function
(see [13]). We will discuss the special properties of the variation of the bivariate fractal interpolation function, and then
prove the equation of the Minkowski dimension of the fractal interpolation surface with its variation.
Let I = [a,b] and J = [c,d] be both intervals in R, D = I × J be a region in R2, and y = f (x, y) be a continuous function
on D . Suppose δ and γ are two non-negative real numbers, for any point (x, y) ∈ D , let
D[x, y; δ,γ ] = D ∩ ([x− δ, x+ δ] × [y − γ , y + γ ]).
Deﬁnition 3.1. Let z = f (x, y) be a bivariate continuous function on D , real numbers δ,γ  0, and (x, y) ∈ D . Then the value
sup
D[x,y;δ,γ ]
f (x′, y′) − inf
D[x,y;δ,γ ] f (x
′, y′) = sup
(x′,y′),(x′′,y′′)∈D[x,y;δ,γ ]
∣∣ f (x′, y′) − f (x′′, y′′)∣∣
is called (δ, γ )-oscillation of function f at point (x, y) about D , denoted by O Df ;δ,γ (x, y), for convenience, denoted by
O f ;δ,γ (x, y).
Deﬁnition 3.2. Let z = f (x, y) be a bivariate continuous function on D . We call integral ∫∫ D O f ;δ,γ (x, y)dxdy the (δ, γ )-
variation of the function f on the region D , denoted by V f ;δ,γ (D).
Lemma 3.1. Let z = f1(x, y) and z = f2(x, y) be two bivariate continuous functions on D, C1 and C2 be two given constants, then
(I) VC1 f1+C2;δ,γ (D) = |C1|V f1;δ,γ (D);
(II) V f1;δ,γ (D) − V f2;δ,γ (D) V f1+ f2;δ,γ (D) V f1;δ,γ (D) + V f2;δ,γ (D).
Proof. It is easy to prove that OC1 f1+C2;δ,γ (x) = sup(x′,y′),(x′′,y′′)∈D[x,y;δ,γ ] |(C1 f1(x′, y′) + C2) − (C1 f1(x′′, y′′) + C2)| =|C1| sup(x′,y′),(x′′,y′′)∈D[x,y;δ,γ ] | f1(x′, y′) − f1(x′′, y′′)| = |C1|O f1;δ,γ (D). Integrating on D , then (I) holds.
Because | f1(x′, y′) − f1(x′′, y′′)| − | f2(x′, y′) − f2(x′′, y′′)|  |( f1(x′, y′) + f2(x′, y′)) − ( f1(x′′, y′′) + f2(x′′, y′′))| 
| f1(x′, y′) − f1(x′′, y′′)| + | f2(x′, y′) − f2(x′′, y′′)|, it can be proved that O f1;δ,γ (x, y) − O f2;δ,γ (x, y)  O f1+ f2;δ,γ (x, y) 
O f1;δ,γ (x, y) + O f2;δ,γ (x, y). Integrating on D , (II) holds. 
Lemma 3.2. Let D = [a,b] × [c,d], z = f (x, y) be a bivariate continuous function on D, a < e < b, D1 = [a, e] × [c,d], and D2 =
[e,b] × [c,d]. Then
V f ;δ,γ (D1) + V f ;δ,γ (D2) V f ;δ,γ (D) V f ;δ,γ (D1) + V f ;δ,γ (D2) + 2V f (D)(d − c)δ, (14)
where V f (D) = supD f (x, y) − infD f (x, y).
Proof. According to the deﬁnition of the oscillation, it is obvious that for any (x, y) ∈ Di and i = 1,2, O Dif ;δ,γ (x, y) 
O Df ;δ,γ (x, y). Therefore V f ;δ,γ (D1)+V f ;δ,γ (D2) =
∫∫
D1
O D1f ;δ,γ (x, y)dxdy+
∫∫
D2
O D2f ;δ,γ (x, y)dxdy 
∫∫
D O
D
f ;δ,γ (x, y)dxdy =
V f ;δ,γ (D).
For any (x, y) ∈ [a, e − δ] × [c,d], we have O Df ;δ,γ (x, y) = O D1f ;δ,γ (x, y). And for any (x, y) ∈ [e − δ, e] × [c,d], we
have O Df ;δ,γ (x, y)  V f (D). So
∫∫
D1
O Df ;δ,γ (x, y)dxdy  V f ;δ,γ (D1) + V f (D)(d − c)δ. Similarly,
∫∫
D2
O Df ;δ,γ (x, y)dxdy 
V f ;δ,γ (D2)+ V f (D)(d− c)δ. Then V f ;δ,γ (D) =
∫∫
D1
O Df ;δ,γ (x, y)dxdy+
∫∫
D2
O Df ;δ,γ (x, y)dxdy  V f ;δ,γ (D1)+ V f ;δ,γ (D2)+
2V f (D)(d − c)δ. 
Lemma 3.3. Let z = f (x, y) be a continuous bivariate fractal interpolation function deﬁned on I × J . If A(x) = ux+ξ , B(y) = vy+η,
where u, v, ξ, η are constants, and u > 0, v > 0 with A(I) × B( J ) ⊂ I × J , then
V f (A−1(·),B−1(·));δ,γ
(
A(I) × B( J ))= uvV f ; δu , γv (I × J ). (15)
Proof. Denote D = I × J and D ′ = A(I) × B( J ). Because, for any (x, y) ∈ D ′ ,
O D
′
f (A−1(·),B−1(·));δ,γ (x, y) = sup
D ′[x,y;δ,γ ]
f
(
A−1(x′), B−1(y′)
)− inf
D ′[x,y;δ,γ ]
f
(
A−1(x′), B−1(y′)
)
= sup
D[s,t; δu , γv ]
f (s′, t′) − inf
D[s,t; δu , γv ]
f (s′, t′)
= O D δ γ (s, t),f ; u , v
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V f (A−1(·),B−1(·));δ,γ (D ′) =
∫ ∫
D ′
O D
′
f (A−1(·),B−1(·));δ,γ (x, y)dxdy
= uv
∫ ∫
D
O D
f ; δu , γv
(s, t)dsdt
= uvV f ; δu , γv (D). 
Now we return to the supposition I = J = [0,1], Ii = [xi−1, xi], i = 1,2, . . . ,m, J j = [y j−1, y j], j = 1,2, . . . ,n, D = I × J
and Dij = Ii × J j . Let Pr(x, y) be the set of all bivariate r order polynomials of variants x and y. Using the above general
results, we will study the behavior of the bivariate FIS which arises from an IFS satisfying the condition of Theorem 2.2,
where φi, j belong in Pr(x, y). In the following f will be denoted as bivariate fractal interpolation function on D .
Lemma 3.4. Let f (x, y) be a bivariate fractal interpolation function on D = I × J generated by the IFS (2), then exist constants A1 ,
A2 , B1 and B2 such that∑
1im
1 jn
|si j|ui v j V f ; δui , γv j (I × J ) − A1δ − B1γ  V f ;δ,γ (I × J )
∑
1im
1 jn
|si j|ui v j V f ; δui , γv j (I × J ) + A2δ + B2γ . (16)
Proof. According to Eq. (10) and Lemma 3.1,
|si j|V f (A−1(·),B−1(·));δ,γ (Ii × J j) − Vφi j(A−1(·),B−1(·));δ,γ (Ii × J j)
 V f ;δ,γ (Ii × J j) |si j|V f (A−1(·),B−1(·));δ,γ (Ii × J j) + Vφi j(A−1(·),B−1(·));δ,γ (Ii × J j). (17)
By Lemma 3.3
V f (A−1(·),B−1(·));δ,γ (Ii × J j) = ui v j V f ; δui , γv j (I × J ), (18)
Vφi j(A−1(·),B−1(·));δ,γ (Ii × J j) = ui v j Vφi j; δui , γv j (I × J ). (19)
For any φi j ∈ Pr , φi j is continuously differentiable on I × J , and let Mij = max(x,y)∈I× J |φ′i j(x, y)|, then O I× Jφi j;δ,γ (x, y) 
2Mij(δ + γ ). Therefore
Vφi j(A−1(·),B−1(·));δ,γ (Ii × J j) 2ui v jMij
(
δ
ui
+ γ
v j
)
. (20)
And by Lemma 3.2
V f ;δ,γ (I × J )
∑
1im
1 jn
V f ;δ,γ (Ii × J j) + 2(n − 1)V f (I × J )δ + 2(m − 1)V f (I × J )γ . (21)
According to the (17)–(21), the right inequality of the (16) can be proved. Similarly we can prove the left inequality of
the (16). 
Now denote
σ =
∑
1im
1 jn
|si j|ui v j . (22)
Because |s| = max{|si j|: i = 1,2, . . . ,m; j = 1,2, . . . ,n} < 1, we have σ <∑1im,1 jn ui v j = 1.
Lemma 3.5. If δ > 1 and γ > 1,
V f ;δ,γ (I × J ) A21− σ +
B2
1− σ , (23)
where A2 and B2 are constants given in Lemma 3.4.
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because 0 < ui, v j < 1, we have δ/ui > 1 and γ /v j > 1. And according to the deﬁnition of variance and Lemma 3.4, it is
obvious that V f ;δ,γ (I × J ) = V f ;1,1(I × J )∑1im,1 jn |si j|ui v j V f ; 1ui , 1v j (I × J )+ A2 + B2  σ V f ;1,1(I × J )+ A2 + B2 =
σ V f ;δ,γ (I × J ) + A2 + B2. Then the inequality (23) holds. 
Let σ1 =∑1im,1 jn |si j|v j , and σ2 =∑1im,1 jn |si j|ui . Denote Pr(x) the set of all r-order polynomials of the
variant x, and Pr(y) the set of all r-order polynomials of the variant y.
Lemma 3.6. Let there exist η ∈ [0,1], such that f (x, η) /∈ Pr(x),
(I) if σ1 > 1, then limδ→0+ V f ;δ,γ /δ = +∞,
(II) if σ1 = 1, then there exist constants δ0 > 0 and c > 0, such that for 0< δ  δ0 , V f ;δ,γ > c · δ.
Similarly, let there exist ξ ∈ [0,1], such that f (ξ, y) /∈ Pr(y),
(III) if σ2 > 1, then limγ→0+ V f ;δ,γ /γ = +∞,
(IV) if σ2 = 1, then there exist constants γ0 > 0 and c > 0, such that for 0< γ  γ0 , V f ;δ,γ > c · γ .
Proof. For y ∈ [0,1], let I(y) = infp∈Pr(x) sup0x1 |p(x) − f (x, y)|. The function f (x, y) is a continuous, then uniformly
continuous on D = [0,1] × [0,1]. For any y0 ∈ [0,1] and any ε > 0, there exists δ > 0, when |y − y0| < δ, | f (x, y) −
f (x, y0)| < ε/2. According to the deﬁnition of the I(y0), there exists p0 ∈ Pr(x), such that sup0x1 |p0(x) − f (x, y0)| <
I(y0) + ε/2. Therefore, for any |y − y0| < δ, sup0x1 |p0(x) − f (x, y)| sup0x1 |p0(x) − f (x, y0)| + sup0x1 | f (x, y) −
f (x, y0)| < I(y0) + ε, then I(y) < I(y0) + ε. On the other hand, if p ∈ Pr(x), for any |y − y0| < δ, I(y0) sup0x1 |p(x) −
f (x, y0)| sup0x1 |p(x) − f (x, y)| + ε/2, then I(y) > I(y0) − ε. Therefore, the function I(y) is continuous on [0,1].
For the given r ∈ N+ , under the distance d(g,h) = sup0x1 |g(x) − h(x)|, the set of all r-order polynomials on [0,1],
Pr(x), is closed. Because f (x, η) /∈ Pr(x), we have I(η) > 0. According to continuity of I(y),
ς =
1∫
0
I(y)dy > 0. (24)
For any p ∈ Pr(x), obviously p(A−1i (·)) ∈ Pr(x). Then, for y ∈ J j , we have
Ii(y) = inf
p∈Pr (x)
sup
x∈Ii
∣∣p(x) − f (x, y)∣∣
= inf
p∈Pr (x)
sup
s∈I
∣∣p(Ai(s))− f (Ai(s), B j(t))∣∣
= inf
p∈Pr (x)
sup
s∈I
∣∣p(Ai(s))− si j f (s, t) − φi j(s, t)∣∣
= |si j| inf
p∈Pr (x)
sup
s∈I
∣∣p(s) − f (s, t)∣∣
= |si j|I(t),
where s = A−1i (x) and t = B−1j (y). Therefore
L 2
(
Pyoz
(
Γ ( f , Ii × J j)
))

∫
J j
I i(y)dy = |si j|v j
1∫
0
I(t)dt = |si j|v jς,
where Pyoz(S) is the projection of the set S on the coordinate plane yoz, and L 2(Pyoz(S)) denotes the area of this
projection. With the farther proof, we can obtain L 2(Pyoz(Γ ( f , Ii(k) × J j(k)))) |si(k) j(k)|v j(k)ς , where Ii(k) = Aik ◦ Aik−1 ◦
· · · ◦ Ai1(I), J j(k) = A jk ◦ A jk−1 ◦ · · · ◦ A j1 ( J ), si(k) j(k) = sik jk sik−1 jk−1 · · · si1 j1 , and v j(k) = v jk v jk−1 · · · v j1 . Then if 0 < δ < uk ,
where u = min1im ui , V f ;δ,0(Ii(k) × J j(k)) L 2(Pyoz(Γ ( f , Ii(k) × J j(k)))) · δ  |si(k) j(k)|v j(k)ςδ. And by Lemma 3.2, we
have
V f ;δ,γ (I × J ) V f ;δ,0(I × J )
∑
V f ;δ,0(Ii(k) × J j(k)) = σ k1ςδ, (25)
where 0< δ < uk . Then it can be proved that if σ1 > 1, limδ→0+ V f ;δ,γ /δ = +∞, if σ1 = 1, there exists constant c > 0, such
that V f ;δ,γ > c · δ. Therefore (I) and (II) hold. (III) and (IV) in this lemma can be proved similarly. 
The next lemma holds obviously, for 0< ui, v j < 1 (i = 1,2, . . . ,m; j = 1,2, . . . ,n).
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(I) The equations
∑
1im,1 jn |si j|uD−2i v j = 1 and
∑
1im,1 jn |si j|ui vD−2j = 1 both have one and only one real root, and
they are less than 3.
(II) The root of the equation
∑
1im,1 jn |si j|uD−2i v j = 1 (or
∑
1im,1 jn |si j|ui vD−2j = 1) is in the interval (2,3) if and only
if σ1 > 1 (or σ2 > 1 respectively).
Now let D1 and D2 denote the real roots of the equation
∑
1im,1 jn |si j|uD−2i v j = 1 and the equation∑
1im
1 jn
|si j|ui vD−2j = 1,
respectively.
Theorem 3.1. Let f (x, y) be the bivariate fractal interpolation function deﬁned as above. Suppose D1  D2 and there exists η ∈ [0,1],
such that f (x, η) /∈ Pr(x),
(I) if D1 > 2, then there exist positive constants k1 , k2 and δ0 , such that for all 0< δ < δ0 ,
k1δ
3−D1  V f ;δ  k2δ3−D1 ; (26)
(II) if D1 = 2, then there exist positive constants k3 , k4 and δ0 , such that for all 0< δ < δ0 ,
k3δ  V f ;δ  (−k4) log δ · δ; (27)
(III) if D1 < 2, then there exist positive constants k5 and δ0 , such that for all 0< δ < δ0 ,
0 V f ;δ  k5δ; (28)
where V f ;δ = V f ;δ,δ(I × J ), I = J = [0,1].
Proof. Let u = min1im ui , u = max1im ui , v = min1 jn v j , and v = max1 jn u j .
Condition 1. D1  D2 > 2 (hence σ1 > 1, σ2 > 1 and σ < 1).
Let C1 be large enough, such that for any 1< δ  1/u,
A2
1− σ 
A2
1− σ1 δ + C1δ
3−D1 , (29)
and let C2 be large enough, such that for any 1< γ  1/v ,
B2
1− σ 
B2
1− σ2 γ + C2γ
3−D2 . (30)
Deﬁne
1(δ) =
{ A2
1−σ1 δ + C1δ3−D1 , for 0< δ  1,
A2
1−σ , for δ > 1,
(31)
and
2(γ ) =
{ B2
1−σ2 γ + C2γ 3−D2 , for 0< γ  1,
B2
1−σ , for γ > 1.
(32)
If δ > 1 and γ > 1, by Lemma 3.5, we have
V f ;δ,γ 1(δ) +2(γ ). (33)
If u < δ  1 and γ > 1, then 1< δ/ui  1/u and γ /vi > 1. According to Lemma 3.4, (33) and (29), we have
V f ;δ,γ = V f ;δ,1 
∑
1im
|si j|ui v j V f ; δui , 1v j + A2δ + B21 jn
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∑
1im
1 jn
|si j|ui v j
[
A2
1− σ +
B2
1− σ
]
+ A2δ + B2

∑
1im
1 jn
|si j|ui v j
[
A2
1− σ1
(
δ
ui
)
+ C1
(
δ
ui
)3−D1
+ B2
1− σ
]
+ A2δ + B2
= A2
1− σ1 δ + C1δ
3−D1 + B2
1− σ = 1(δ) +2(γ ).
Together with (33), we have, for any δ > u and γ > 1,
V f ;δ,γ 1(δ) +2(γ ). (34)
If u2 < δ  u and γ > 1, obviously u < δ/ui  1/u and γ /v j > 1, then according to Lemma 3.4, (29), (31) and (34),
V f ;δ,γ = V f ;δ,1 
∑
1im
1 jn
|si j|ui v j V f ; δui , 1v j + A2δ + B2

∑
1im
1 jn
|si j|ui v j
[
1
(
δ
ui
)
+2
(
1
v j
)]
+ A2δ + B2

∑
1im
1 jn
|si j|ui v j
[
A2
1− σ1
(
δ
ui
)
+ C1
(
δ
ui
)3−D1
+ B2
1− σ
]
+ A2δ + B2
= A2
1− σ1 δ + C1δ
3−D1 + B2
1− σ = 1(δ) +2(γ ).
Together with (34), it has been proved that V f ;δ,γ 1(δ) + 2(γ ), for any δ > u2 and γ > 1. Continuing this proof, we
can obtain that V f ;δ,γ 1(δ)+2(γ ), for any δ > 0 and γ > 1. Similarly we can prove that V f ;δ,γ 1(δ)+2(γ ), for
any δ > 1 and γ > 0.
If 0< δ  1 and v < γ  1, then 0< δ/ui  1/u and 1< γ /v j  1/v . With the proved results, (29) and (30), we have
V f ;δ,γ 
∑
1im
1 jn
|si j|ui v j V f ; δui , γv j + A2δ + B2γ

∑
1im
1 jn
|si j|ui v j
[
1
(
δ
ui
)
+2
(
γ
v j
)]
+ A2δ + B2γ

∑
1im
1 jn
|si j|ui v j
[
A2
1− σ1
(
δ
ui
)
+ C1
(
δ
ui
)3−D1
+ B2
1− σ2
(
γ
v j
)
+ C2
(
γ
v j
)3−D2]
+ A2δ + B2γ
= 1(δ) +2(γ ).
Together with the proved result, we have V f ;δ,γ 1(δ)+2(γ ), for any δ > 0 and γ > v . Similarly, we can prove for any
k ∈ N+ , if δ > 0 and γ > vk , the inequality also is true. Therefore, for any δ > 0 and γ > 0, V f ;δ,γ 1(δ) +2(γ ).
On the other hand, because σ1 > 1, according to Lemma 3.6, there exists δ0 > 0, for all 0 < δ  δ0/u, we have V f ;δ,0 
2A1δ/(σ1 − 1). Now let C3 is a small positive constant, such that for all δ0 < δ  δ0/u, we have C3δ3−D1  A1δ/(σ1 − 1).
Deﬁne
(δ) = A1
σ1 − 1 δ + C3δ
3−D1 . (35)
It is obvious that for δ0 < δ  δ0/u, V f ;δ,0  (δ). By simple calculation, we have
∑
1im
1 jn
|si j|ui v j
(
δ
ui
)
− A1δ = (δ). (36)
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V f ;δ,0 
∑
1im
1 jn
|si j|ui v j V f ; δui ,0 − A1δ 
∑
1im
1 jn
|si j|ui v j
(
δ
ui
)
− A1δ = (δ).
Similarly, for any k ∈ N+ , we can prove that for ukδ0 < δ  δ0, V f ;δ,0  (δ). Therefore, if 0< δ  δ0, we have V f ;δ,0  (δ).
Noticing V f ;δ,γ  V f ;δ,0, then for any 0< δ  δ0, we have
(δ) V f ;δ,0  V f ;δ,δ 1(δ) +2(δ). (37)
Because 3 − D1  3 − D2 < 1, according to the deﬁnitions of 1, 2 and , it can be proved that there exist positive
constants k1 and k2, such that for 0< δ  δ0, we have k1δ3−D1  V f ;δ  k2δ3−D1 .
Condition 2. D1 > D2 = 2.
Now σ1 > 1, σ2 = 1 and σ < 1. Suppose the positive constant C4 is large enough, such that for 1< γ  1/v , we have
B2
1− σ 
B2∑
1im,1 jn ui ln v j
γ lnγ + C4γ . (38)
Let
3(γ ) =
⎧⎨
⎩
B2∑
1im,1 jn ui ln v j
γ lnγ + C4γ , for 0< γ  1,
B2
1−σ , for γ > 1.
(39)
Similar to the proof of Condition 1, it can be proved that for δ,γ > 0, V f ;δ,γ 1(δ) +3(γ ), and there exists δ0 > 0, for
0< δ  δ0, V f ;δ,0  (δ). Therefore, for any 0< δ  δ0,
(δ) V f ;δ 1(δ) +3(δ). (40)
Because 3 − D1 < 1, as δ → 0+ , δ = o(δ3−D1 ) and δ ln δ = o(δ3−D1). Therefore, there exist positive constants k1, k2 and δ0,
for 0< δ  δ0, we have k1δ3−D1  V f ;δ  k2δ3−D1 .
Condition 3. D1 > 2> D2.
Here σ1 > 1, σ2 < 1 and σ < 1. There exists positive constant C2 too, for 1< γ  1/v , the inequality (30) holds. Similar
to the proof of Condition 1, we can prove for any 0< δ  δ0,
(δ) V f ;δ 1(δ) +2(δ). (41)
Because here 3− D1 < 1< 3− D2, as δ → 0+ , δ = o(δ3−D1 ) and δ3−D2 = o(δ3−D1 ). Therefore, there exist positive constants
k1, k2 and δ0, for any 0< δ  δ0, we have k1δ3−D1  V f ;δ  k2δ3−D1 .
Condition 4. D1 = D2 = 2.
Here σ1 = σ2 = 1 and σ < 1. Let C5 be such a positive constant that, for any 1< δ  1/u,
A2
1− σ 
A2∑
1im,1 jn |si j|v j lnui
δ ln δ + C5δ. (42)
Deﬁne a function
4(δ) =
⎧⎨
⎩
A2∑
1im,1 jn |si j |v j lnui δ ln δ + C5δ, for 0< δ  1,
A2
1−σ , for δ > 1.
(43)
Similar to the part of the proof of Condition 1 and Condition 2, we can prove that, for all δ,γ > 0, V f ;δ,γ 4(δ)+3(γ ).
Because δ = o(δ ln δ) (as δ → 0+), there exists constant k4 > 0 such that for 0< δ  δ0, we have V f ;δ = V f ;δ,δ  (−k4)δ ln δ.
According to Lemma 3.6, there exist δ1 > 0 and k3 > 0, for all 0< δ  δ1, V f ;δ  V f ;δ,0  k3δ.
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Here σ1 = 1, σ2 < 1 and σ < 1. Obviously, there are such positive constants C5 and C2 that, for 1 < δ  1/u, the
inequality (42) holds, for 1< γ  1/v , the inequality (30) holds. Similar to the proof of Condition 1 and Condition 4, it can
be proved that, for all δ,γ > 0, V f ;δ,γ 4(δ) + 2(γ ). Then, for any δ > 0, we have V f ;δ 4(δ) + 2(δ). Because of
3− D1 = 1< 3− D2, δ = o(δ ln δ) and δ3−D2 = δ ln δ (as δ → 0+). Then there exist such constants k4 > 0 and δ0 > 0 that, for
0< δ  δ0, V f ;δ  (−k4)δ ln δ. According to Lemma 3.6, there exist δ1 > 0 and k3 > 0, for all 0< δ  δ1, V f ;δ  V f ;δ,0  k3δ.
Condition 6. 2> D1  D2.
Here σ1 < 1, σ2 < 1 and σ < 1. Obviously, there are such positive constants C1 and C2 that, if 1< δ  1/u, the inequality
(29) holds, if 1< γ  1/v , the inequality (30) holds. Similar to the proof of Condition 1, it can be proved that for all δ > 0
and γ > 0, V f ;δ,γ 4(δ)+2(γ ). Then V f ;δ 4(δ)+2(δ), for any δ > 0. δ3−D1 = o(δ) and δ3−D2 = o(δ) (as δ → 0+),
for 3− D2 > 3− D1 > 1. Therefore, there exist such constants δ1 > 0 and k5 > 0 that, for all 0< δ  δ1, V f ;δ  k5δ. And by
the inequality (25), there exists δ2 > 0, such that for 0< δ  δ2, V f ;δ > 0.
With Conditions 1–6, the proof of this theorem is ﬁnished. 
Remark 3.1. Let f (x, y) be a bivariate fractal interpolation function as above. Suppose D1  D2 and there exists such a
ξ ∈ [0,1] that f (ξ, y) /∈ Pr(y), we also have the similar results.
The graph of the bivariate fractal interpolation function (called fractal interpolation surface) is a special set in R3. We
can use the variation properties of the bivariate fractal interpolation function to prove the following Minkowski dimension
theorem.
Theorem 3.2. Let f (x, y) be a fractal interpolation function as above.
(I) If D1  D2 and there exists such an η ∈ [0,1] that f (x, η) /∈ Pr(x), then the graph of the function z = f (x, y), Γ ( f , I × J ), has
the Minkowski dimension and
dimB
(
Γ ( f , I × J ))= max{D1,2}. (44)
(II) If D1  D2 and there exists such a ξ ∈ [0,1] that f (ξ, y) /∈ Pr(y), then the graph of the function z = f (x, y), Γ ( f , I × J ), has
the Minkowski dimension and
dimB
(
Γ ( f , I × J ))= max{D2,2}. (45)
Proof. (I) If D1 > 2, according to Theorem 3.1, there exists 0< Δ < 1, such that for all 0< δ < Δ,
3− log(k1δ
3−D1 )
log δ
 3− log V f ;δ
log δ
 3− log(k2δ
3−D1 )
log δ
.
With the known results (see for example [14]), for a non-constant continuous function z = f (x, y) on D ,
dimB
(
Γ ( f , D)
)= limsup
δ→0+
(
3− log V f ;δ(D)
log δ
)
, (46)
dimB
(
Γ ( f , D)
)= lim inf
δ→0+
(
3− log V f ;δ(D)
log δ
)
, (47)
we have
dimBΓ ( f , I × J ) limsup
δ→0+
(
3− log(k2δ
3−D1 )
log δ
)
= D1,
dimBΓ ( f , I × J ) lim inf
δ→0+
(
3− log(k1δ
3−D1 )
log δ
)
= D1.
Therefore, dimB Γ ( f , I × J ) = dimBΓ ( f , I × J ) = dimBΓ ( f , I × J ) = D1.
If D1 = 2, according to Theorem 3.1, (46) and (47),
dimBΓ ( f , I × J ) = limsup
+
(
3− ln V f ;δ
ln δ
)
 limsup
+
(
3− ln(−k4 ln δ · δ)
ln δ
)
= 2.δ→0 δ→0
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If D1 < 2, according to Theorem 3.1, (46) and (47),
dimBΓ ( f , I × J ) = limsup
δ→0+
(
3− ln V f ;δ
ln δ
)
 limsup
δ→0+
(
3− ln(k5δ)
ln δ
)
= 2.
It is said, for D1  2, we have dimBΓ ( f , I × J ) 2. On the other hand, because Γ ( f , I × J ) is a continuous surface in R3,
dimBΓ ( f , I × J ) 2. So, for D1  2, Γ ( f , I × J ) has the Minkowski dimension, and dimB Γ ( f , I × J ) = 2.
For D1  D2, we can prove the formula (45) similarly. 
Example 3.1. Continuing Example 2.1. Because ui = 1/4 (i = 1,2,3,4), v j = 1/3 ( j = 1,2,3), and |si j| = 0.3 (i = 1,2,3,4;
j = 1,2,3), it is easy to get the real roots of equations ∑1i4,1 j3 |si j|uD−2i v j = 1 and ∑1i4,1 j3 |si j|ui vD−2j = 1
are D1 = 3 + log(0.3)/ log4 .= 2.1315 and D2 = 3 + log(0.3)/ log3 .= 1.9041, respectively, then D1 > 2 > D2. Because the
points (0,1/3,0.8), (1/4,1/3,0.9), (1/2,1/3,1.15) and (1,1/3,0.9) are four interpolation knots, they are on the curve
of z = f (x,1/3). Three points (0,0.8), (1/2,1.15) and (1,0.9) can construct one and only one 2 order polynomial function
p(x) = −1.2x2+1.3x+0.8. Because p(1/4) = 1.05 
= 0.9, the function f (x,1/3) is not in P2(x). Therefore, dimB Γ ( f , I× J ) =
D1
.= 2.1315 according to Theorem 3.2.
Now we change the values of the s. Let si, j = 0.2, for i = 1,2,3,4; j = 1,2,3, and si, j = 0.4, for i = 1,2,3,4; j = 1,2,3.
The corresponding fractal interpolation surfaces z = f1(x, y) and z = f2(x, y) have been showed in Figs. 3 and 4, respectively.
Similarly, we can calculate the roots of the corresponding equations, they are D1 = 3 + ln(0.2)/ ln 4 .= 1.8390 and D2 =
3 + ln(0.2)/ ln 3 .= 1.5350 for the fractal interpolation surface z = f1(x, y), and D1 = 3 + ln(0.4)/ ln 4 .= 2.3390 and D2 =
3+ ln(0.4)/ ln 3 .= 2.1660 for z = f2(x, y). According to Theorem 3.2, we know dimB Γ ( f1, I× J ) = 2 and dimB Γ ( f2, I× J ) =
D1
.= 2.3390.
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