• Quantum Randomness and Macroscopic Randomness.
a b s t r a c t
For many stochastic phenomena, we observe statistical distributions that have fat-tails and high-peaks compared to the Gaussian distribution. In this paper, we will explain how observable statistical distributions in the macroscopic world could be related to the randomness in the subatomic world. We show that fat-tailed (leptokurtic) phenomena in our everyday macroscopic world are ultimately rooted in Gaussian -or very close to Gaussian-distributed subatomic particle randomness, but they are not, in a strict sense, Gaussian distributions.
By running a truly random experiment over a three and a half-year period, we observed a type of random behavior in trillions of photons. Combining our results with simple logic, we find that fat-tailed and high-peaked statistical distributions are exactly what we would expect to observe if the subatomic world is quantized and not continuously divisible. We extend our analysis to the fact that one typically observes fat-tails and high-peaks relative to the Gaussian distribution in stocks and commodity prices and many aspects of the natural world; these instances are all observable and documentable macro phenomena that strongly suggest that the ultimate building blocks of nature are discrete (e.g. they appear in quanta). 1 . Illustration of the typical Gaussian distribution, also known as the normal distribution.
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Introduction
We focus on understanding the fat-tailed and high-peaked statistical distributions that we observe around us from the point of view of fundamental physics. In this exploration, we assess not only distinct physical events, but also phenomenon related to human behavior. Is this even possible? Remarkably, the answer is yes. We assume everything that can be observed ultimately consists of discrete subatomic particles. If we understand the randomness affecting each particle, then we should be able to evaluate the uncertainty around macroscopic phenomena more clearly by viewing them as the aggregate of a massive number of subatomic particles.
In the experiment we use only one type of ''particle''-photons. An interesting question is: if we were using a different type of quantum particle, electrons, for example, would that give us different results? Based on the argumentation that is presented in the paper, we think that using a different type of particle would not be likely to change the main conclusions of the paper. It is also not that important what these particles actually are; the critical point is that the ultimate building blocks of nature are quantized. Further, a long series of experiments indicates that the subatomic world is indeed quantized, even though there are various interpretations of this concept and its implications.
The Gaussian curve and its failure
The normal distribution, also known as the ''bell curve'' or the ''Gaussian distribution'', is a cornerstone of modern statistics, and is actively used (and sometimes abused) across many scientific fields and social sciences, including physics, cosmology, biology, medicine, mathematical finance, and macroeconomics. Many scientists assume that the Gaussian distribution is a good description of the statistical distribution of many random phenomena. Specifically, the Gaussian curve provides information about data points that are random or at least appear to be random and describes how the phenomena in question are statistically distributed (clustered) relative to the mean. Fig. 1 shows a typical Gaussian distribution.
In order to draw the theoretical Gaussian curve for a particular phenomenon, one simply needs the mean and the standard deviation. Based on this information, one can accurately describe the entire statistical distribution of the phenomenon. Naturally this only holds true if the real distribution is normally distributed in reality.
A short history of the Gaussian curve
What is today known as the normal distribution was first described in 1733 by the French mathematician, Abraham de Moivre (1667-1754), although his theory would soon be partly forgotten. The French mathematician, Pierre-Simon Laplace (1749-1827), published a similar theory, and in many ways, extended de Moivre's result in his 1783 publication, and also in his book entitled, Analytical Theory of Probabilities (1812). Today, the credit for describing the normal distribution in detail often goes to the famous German mathematician, Carl Friedrich Gauss (1777-1855), even though Laplace was years ahead of him in describing such a statistical distribution. Gauss supposedly claimed that he had used the normal distribution since 1794, but he first explained it in written form in 1809. The French mathematician and artillery officer, Esprit Jouffret (1837-1904), was probably the first to use the term bell curve in 1872. He ascribed this name to the curve because the normal distribution has the shape of a bell when it is shown in graphical form. Clearly there were several vocal critics of the Gaussian curve (normal distribution) by the early 1900s. What is surprising is that little has changed since then. The Gaussian curve and Gaussian thinking are still predominantly used to describe the statistical distribution of a series of phenomena by many of the sciences. However, over time the statistical apparatus has also developed into a large class of non-Gaussian statistical distributions; some of them are better at fitting empirical observations than others. In recent years, more scientists, statisticians, and people in general have acknowledged the fact that many phenomena are not Gaussian-distributed. Benoit Mandelbrot and Nassim Nicholas Taleb have been among the key figures in illuminating the weaknesses of the Gaussian distribution, see [2] [3] [4] [5] [6] .
Non-Gaussian financial markets
Many scientists may think that finance has little or nothing to do with physics because finance is related to human behavior. Nevertheless, as we will see, even human behavior, which leads to price formation in financial markets, is governed by physics at a fundamental level. The empirical statistical distributions observed in finance are, surprisingly enough, what we would expect to discover in financial markets if everything was made of atoms and, at a deeper level, subatomic particles (photons, for example) traveling in empty space. Later we will explain why and how, but first we will take a look at the history of statistical distributions used in finance.
Early on in the fields of finance and economics, a number of researchers understood that the real market data were not Gaussian-distributed. Their work was firmly based on empirical studies. In particular, Wesley Clair Mitchell (1874 Mitchell ( -1948 , who was guiding the National Bureau of Economics Research in the US, worked with a large amount of price data from the commodity market and pointed out that the data tended to have much higher peaks than the Gaussian theory predicted; see his publication from 1915 [7] . This meant that there were more days when the market hardly moved at all than the Gaussian theory would have predicted. This is known in finance as the high-peak phenomena. However, Mitchell did not state that the empirical data also had more weight in the tails than the Gaussian theory predicted, this being the so-called fat-tailed distribution. It could be that he observed fat-tails, but he did not comment on them in his 1915 publication. Fredrick Mills, who also worked at the National Bureau of Economics Research (with Mitchell as his supervisor), was probably the first to point out the fat-tails that could be seen in price data; he did so in a thick book that he published in 1927 entitled, The Behaviour of Prices [8] . In this book, Mills comments:
A distribution may depart widely from the Gaussian type because of the influence of one or two extreme price changes.
In other words, Mills deduced from empirical observations that extreme price swings happened more often than the Gaussian theory predicted. In finance, extreme price swings typically mean either massive losses or gains for investors. In other words, extreme price swings often have large impacts and are therefore related to a substantial amount of risk.
Stock market crashes are examples of extreme price movements that have huge impacts. Such market crashes not only have an impact on individual investors, but can sometimes cause a chain effect throughout the entire economy. In their most intense forms, a crash can even affect the world economy in dramatic ways. According to the Gaussian-type statistical models, such crashes should happen very rarely. However, by studying the empirical data, we know that extreme events occur much more often than would be expected from such models. In other words, the probability for sudden, extreme price moves is much greater than the Gaussian probability distribution tells us.
The mathematician behind much of fractal theory, Benoit Mandelbrot [9] (1924-2010), attacked the heavy reliance on Gaussian models in finance and economics in the 1960s. From empirical commodity and stock price data, he showed that it was wrong to assume that the Gaussian models were correct. Just as Mitchell and Mills had already shown, the real data had higher peaks and fatter tails than was assumed by the Gaussian models.
Even now, several of the most popular risk management tools in finance are based on the Gaussian curve. What is known as Value-at-Risk (VaR) has been heavily used in risk management by many financial institutions, and other common measures and models of modern finance including the Sharpe Ratio, the capital asset pricing model (CAPM), and the famous Black, Scholes, and Merton model [10, 11] are all based on the assumption of Gaussian-distributed returns. For in-depth discussions regarding the weakness of the Gaussian distribution and its many implications for finance and beyond see [4, 5, 12, 13] , and [14] .
Non-Gaussian galaxies?
In 2000, William C. Saslaw [15] published a book entitled The Distribution of Galaxies, where he pointed out that the observed distribution of the velocities of a large number of galaxies is quite different from the theoretical distribution. As we have seen before, the real distribution has higher peaks, and probably also fatter tails 2 than the theoretical model that had been developed for galaxy distribution at the time, which was a theoretical statistical distribution very similar to the normal distribution. In the same book, the author suggests that the reason for the considerable difference between the observed distribution and the theoretical distribution may be due to data error. Naturally this could be the case. However, it is reminiscent of the physicist Osborne, who rejected the high-peaks and fat-tails that he observed for stock prices in 1959 and held on to the Gaussian model, see [16] . In that instance, Osborne was committed to a theory that he believed was correct and he rejected empirical data that actually gave an accurate picture of reality. However, Osborne correctly pointed out that the motion of small particles seemed to follow geometric Brownian motion and that the statistical distribution of changes in the motion of these small particles was Gaussian -or quite close to Gaussian-distributed. In fact, many years earlier, Bachelier (1900) developed much of the mathematics for Brownian motion and its relationship to the Gaussian curve in his PhD thesis on option valuation (finance), see [17] . Five years later, Einstein [18] developed mathematics similar to Bachelier's work, but with application to physics.
In recent years, several studies have confirmed the presence of high-peaks and fat-tails in the distribution of velocities in galaxies. This merely adds to a series of phenomena in cosmology that are non-Gaussian, just as the Swedish astronomer Carl Vilhelm Ludwig Charlier had described in 1920.
Distributions at a quantum level
If a range of diverse phenomena, from stock market behavior to the distribution of the velocities of galaxies, clearly seem to be non-Gaussian-distributed based on the empirical evidence, one key question is: how is this related to fundamental physics? If everything is created from discrete subatomic particles, then the uncertainty at a macro level must consist of the aggregated uncertainty at a micro level. By studying the uncertainty in small observable subatomic particle phenomena carefully, we should be able to understand the uncertainty and randomness at a macro level, at least to some extent.
To better understand the link between the quantum world and the macroscopic world we have performed a simple 3 quantum physics experiment related to this question. We have looked at a basic aspect of uncertainty within the behavior of photons. As a backdrop, we note that most computers have software that simulates pseudo-randomness. Often, however, these software-based pseudo-random number generators are not truly random at all, but rather they are deterministic, which is apparent if you study the computer algorithm that is generating the numbers. And even without knowing the underlying algorithm, a series of tests can prove that most, if not all, pseudo-random number generators are not truly random. True randomness comes from the randomness in the subatomic world and our lack of knowledge about the exact positions and behavior of particles in that world. For our experiment, we acquired a true random number generator. 4 Inside this machine is a light source that is supposed to emit photons one at a time. Based on the principles of quantum mechanics, the true random number generator should 2 Even if it is hard to say anything about the fat-tails from that graph.
3 Simple to perform with today's advanced technology, albeit unthinkable 100 years ago. 4 We used a true random number generator built by the Swiss company, ID Quantique. More precisely we used their 4-Mbits/s true quantum randomness USB generator (Product name: Quantis-USB-4M).
operate in the same way as a perfectly unbiased coin, at least in theory. This means that for each photon 5 there is a 50% probability of detection by detector A and 50% chance of detection by detector B. In other words, this is a binary random system. Even given this process, it is still important to try to rule out possible sources of bias from the apparatus. To that end we had several conversations with the manufacturer of the true random number generator. The unit is, at production, tested for dark counts which is considered negligible, 6 something that seems to be in line with our experimental results. The unit has a self-check system to make sure it actually operates correctly, which includes testing that the deflection rate is between 3.6 and 4.4 Mbit/s. However, the observations that come out of the unit are not filtered. What we observe are the raw data (observations) from photons detected by the two detectors. The possible cosmic ray influence has not been studied, but the company assumes that it is negligible.
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A true random number generator is basically a perfect ''coin-flipping machine'', based on true quantum randomness. To test this notion, we let our true random photon generator run continuously for several years, from May 5, 2011 until October 16, 2014. The electricity grid went down for a few hours at one point, but we had prepared for this with a battery-powered back-up that kept the project running during this time. Naturally both the true random number generator as well as the computer analyzing the data need electricity to run. In a second incident, on October 16, 2014 the electricity went out for a longer period of time and the back-up battery was not enough to keep it running and, as it happened, we were both on vacation. Thus, that date marks the end point of this study, concluding a 3.5 year continuous run, which provided a massive amount of random numbers to study.
We wanted to discover what type of statistical distribution would show up in the true random quantum photon experiment over a very long time period. In theory, it should produce a ''perfect'' binomial distribution, or what we could call a coin-flip distribution. We observed (flipped) 427 trillion photons in total, or more precisely 426,666,400,000,000 photons collected continuously over a three and a half-year period. That is, 4.27 × 10 14 number of photons, a large number of observations indeed. To put this into perspective, the theoretical probability of obtaining 47 heads in a row during a coinflip experiment should be 0. × 426,666,400,000,000 ≈ 3.03. times, or 3 times with rounding up. In fact, we observed 47 heads in a row three times -very close to what we expected theoretically. Bear in mind that theoretical probabilities are simply expected outcomes. We will not typically observe exactly the same thing as theoretically expected, but we should observe something reasonably close, if the model is good at representing reality. Table 1 shows what we observed from flipping 426,666,400,000,000 photons, as well as the theoretically expected coinflip (binomial) distribution for the same number of flips.
The empirical distribution basically fits the theoretical coin-flip (binomial) distribution as well as we could expect a perfectly unbiased coin (or a photon) to do. Although the very far-out tails do not match up perfectly between the theoretical and observed distributions, it is important to remember that the far-out tail in the empirical distribution will always be somewhat unstable until one has flipped enough photons (coins), and then what was the tail is no longer the tail. The tail keeps moving further and further out, the more times we flip (the more data we have). Still, we can say from statistical analysis that the true random number generator fits extremely well with what we would expect from the theory of flipping a perfectly unbiased coin.
Where is the true randomness in such an experiment? One can think of it as random for us, but it may not be random at all in the ultimate depth of reality. Each time we send out a photon, how do we know that the initial conditions are the same? On the contrary, in fact, the initial conditions are almost certainly not the same. Part of the issue lies in the physical apparatus; the photon generator itself consists of a large number of atomic particles that are constantly moving. As long as we do not have information regarding the position of every single subatomic particle that makes up the photon generator, we cannot ensure that they are at the same exact position relative to each other at each point in time that we send out a photon. Therefore, we have strong reasons to believe that the initial conditions must be different, and that this is at least partly the reason it appears to be random to us. We are constantly challenged by the fact that we have limited information about the depth of reality.
Another discussion concerns the definition of what a photon really is. In our view, a photon is a composite or collection of the most fundamental subatomic particles in the universe, see [20] for a detailed discussion of this topic. However, for the purposes of this discussion, the photon's complete nature is not of great importance as long as we agree that photons come in quanta, which is to say that energy comes in discrete packages. This view is fully consistent with mainstream quantum mechanics and a long series of physical experiments. 39  834  793  776  40  418  392  388  41  214  182  194  42  112  78  97  43  60  28  49  44  34  11  24  45  17  6  12  46  7  3  6  47  3  1  3  48 1 2
From quantum randomness to macro randomness
In our everyday lives, we observe macro changes that do not consist simply of a single photon or a single atom, and certainly not merely of a single subatomic particle. When we observe that something has changed in our daily lives, we are actually talking about the change in the sum of an enormous number of atoms and an even larger number of subatomic particles. The parallel to this in our photon experiment would be that we should not watch photons one by one, but we should take the sum of a large number of them, and then consider that as one single macroscopic observation. Assume for simplicity's sake that every observation consists of a short time window that involves 10,000 photons. If 5000 of them came up heads and 5000 came up tails, then we would observe this as being no change from the last period (the sum of changes). If 6000 photons came up heads (detector A) and 4000 came up tails (detector B), then we would observe this as 2000 heads up, or slightly up (or a small change from the last observation in whatever property we were actually observing). It is important to understand that even if a macro object or macroscopic phenomena appears to be unchanged, this only means that the sum of changes in the subatomic particles was unchanged. In fact, each subatomic particle could have been undergoing significant changes in its position or direction of motion, for example. Assume that inside a given volume, there were 5 atoms (or oxygen molecules, or photons, for example) to the far left side of the volume and 5 to the far right side of the volume. Next, the 5 atoms to the left move right, and the 5 atoms to the right move left -they exchange places. If we are not monitoring continuously, then the individual atoms would look unchanged after this move, despite the fact that each atom has actually changed position. This is related to the fact that given types of atoms or subatomic particles are indistinguishable from each other, in general, at least for us.
Consider a similar example: someone is watching a stock index that consists of 100 stocks (100 companies). Assume that the stock index is equally-weighted, which means that each share (company) at this moment comprises 1% of the index. Also assume that you are only watching the price movement in the index, and not the movement of individual stocks. If 50 shares went down in price and 50 shares went up in price by roughly the same amount, then the price of the stock index would be unchanged, or very close to unchanged. Our point is simply that every observation of change in our daily lives (macro observations) is an aggregate of the changes in a massive number of subatomic particles.
Assume that we are observing macroscopic phenomena in a small area of space and monitoring these phenomena for changes. Assume further that up to 10,000 photons could leave that area 8 and that up to 10,000 photons could also move into that area for every given unit of time. In order to eliminate the possibility that the area will become empty of photons and then negative for photons (something that naturally would be impossible in practice), we can also assume that there are already plenty of photons inside the area of space of interest at the beginning of the experiment. It is the change in the number of photons in the area that we are interested in, not in the absolute number of photons existing there. The area can receive or lose a maximum of 10,000 photons during each unit of time. If 10,000 photons were leaving the area, and 10,000 photons were simultaneously arriving, we would observe a change of zero. If 3000 photons left, and 1000 arrived, we would see a change of 2000 photons. We have simulated this for 10 million time units. That is, we ''flipped'' 10 million times 10 thousand photons, which is equal to 100,000,000,000 photons. We collected 10,000 photons for each ''time unit'' and looked at their aggregate as one observation. The resulting distribution is shown in Fig. 2 .
In this Fig. 2 , the distribution for the simulation is, as expected, very close to the normal distribution. 9 So, does this mean that apparent random phenomena in the true macro world should be assumed to be Gaussian-distributed? The answer in most cases is: No! It is well known from the field of statistics that if one combines a few Gaussian distributions with different standard deviations, the combined distribution will have higher peaks and fatter tails than the Gaussian distribution. One common way to see this is to use stochastic time, see [12] for a short discussion on this and further references. In practice, this simply means one uses different time intervals between the observations. The idea of how stochastic clocks affect the stochastic process, and thereby, the distribution, is discussed in the 1970 Ph.D. [21] thesis of Professor Clark that was published in 1973 [22] . How stochastic clocks and time potentially affect statistical distributions in finance is discussed by [23] . One reason that we observe fat-tails and high-peaks in empirical data compared to the Gaussian distribution is simply because we do not always have uniform time intervals between each observation, as recorded by a human researcher. However, in many databases, we have uniform time intervals, and the data still has high-peaks and fat-tails, so there must be more to it than stochastic time intervals and potential human error or inaccuracy.
Can quantum physics really help to explain why we typically observe higher peaks and fatter tails compared to the Gaussian distribution in stocks and commodities? Price behavior is basically driven by human behavior, which is driven in turn by news. We are now thinking about news in a wider perspective, where even a change in the price itself among many traders is analyzed by other traders and investors, and can therefore affect whether they will buy or sell. For example, some traders have stop-loss limits, which means that if the price hits a certain level, they will buy or sell a given number of shares. All human behavior in the stock and commodity markets ultimately comes from an astronomical number of interactions between subatomic particles.
Some numbers, such as the unemployment numbers, are generated from collecting data for days, or even weeks, depending on which country we are talking about. Other events are based on the aggregated information of much shorter time intervals that gets released into the market. The point is that some events are driven by aggregated information from larger time intervals than other events. Mixing a series of non-uniform intervals will lead to high-peaks and fat-tails. This is basically well known, but has received very little attention, particularly with respect to how this is ultimately linked to particle physics and space-time. 10 Varying the time intervals (partly deterministic, partly stochastic) behind such things as news can be replaced by a stochastic space interval. We need time for uncertainty to evolve; without any time interval, there is no uncertainty. But we will claim one also needs space; without space, we can have no uncertainty. According to simple logic, 11 change is time, and without any change, there is no uncertainty. The more time that has passed, the larger the uncertainty typically is. We can also simulate this. For example, getting 40 photons in a row all going through detector A (40 heads in a row) will normally take a lot of simulation time to observe. That is, if we are only using a small volume of space in which we ''flip'' the photons one by one using a single true random number generator. On the other hand, if we are using many true random number generators simultaneously, then time is basically replaced with space. If we have billions of random number generators running in parallel, then the chance of one of them producing 40 heads in a row (40 photons in a row going through detector A) is considerably higher. The uncertainty is increased by increasing either the space-volume of the experiment, or the time, or both.
In finance, in practice we often mix events from different space-volumes (different number of particles) together. Some news is generated by the speech of a single person, a person takes up a small space-volume and consists of fewer particles than, for example, a whole country or a continent. Other events are generated by news from crowds of people or entire countries. The space-volume (or number of particles) used to generate the news is from different volumes (number of particles) of void-space. The bigger the void-space, the more subatomic particles such a space-volume has room for, and the more states there will appear in such a space-volume. In other words, the standard deviation of different space-volumes will be different. This means that in financial markets, we are basically mixing a series of Gaussian distributions (or something close to Gaussian), and we should expect the combination of these distributions to be fat-tailed and high-peaked relative to the Gaussian. With phenomena where we are observing a given space-volume for each observation and using the same time interval between each observation, the data will be much more normally-distributed than it would be for phenomena where we are using different space-volumes and/or different time intervals for each data point.
To better illustrate this point, we ran a photon experiment during which the random number of photons between 2000 and 21,000 randomly leaving or entering an area could vary during each time unit. This was related to the different sizes of the areas of space (volume); up to 21,000 photons could leave or enter a large area, and up to 2000 photons could leave or enter a small area. In other words, we were looking at the stochastic space-volume (or alternatively, a stochastic number of particles) between each uniform time unit. Again, what we observe in our everyday lives can be seen as the sum of changes from a large number of fundamental particles. We never observe each and every one of them individually. In addition, people often tend to mix observations from different space areas. We ran the experiment for 10 million time units, where we were looking at the sum of changes in a random number of photons between 2000 and 21,000 for each ''time unit''. Fig. 3 illustrates a comparison between the distribution of the random number of particles (random space-volume [in blue]) and the distribution of the constant number of particles (10,000 photons for each time step [in red]). The random number of particle distribution clearly has fatter tails and higher peaks than the bell-shaped constant space-volume distribution. In finance, for example, we are indeed not keeping track of a given number of particles, but we are ''randomly'' mixing different particle groups with different size. At one moment, it is the change in a single man's speech that we pay attention to (a relatively small amount of particles), and in the next moment, we are looking at the unemployment statistics for the entire country, which reflects a much larger number of particles. Based on fundamental physics rooted in discrete particles, we should expect high-peaks and fat-tailed distributions compared to the Gaussian for any phenomena where the number of particles we indirectly observe and use for each observation varies, and this is exactly what we discover. 3 . Each observation consists of the sum of a random number of photons (between 2000 and 21,000). The blue graph has higher peaks and fatter tails than the fixed number of photons, 10,000, and the red graph is Gaussian-distributed. The fact that we mix observations from different space areas (or observations that consist of different numbers of subatomic particles) is likely the deeper, fundamental cause for why we have so many observed fat-tailed phenomena.
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The fact that time can be partly swapped with space (number of particles) when it comes to uncertainty can easily be observed on Earth for very different phenomena. Let us say that you want to observe the number of animal or plant species in a given land area. The longer you observe this land area, the more species you will observe there. If you observe the same land area, 10 square meters, for example, over millions of years, then you will likely observe many different species passing through. Alternatively, you could move along the surface of the Earth for a few days and also observe many different species. Uncertainty (the standard deviation) will, in general, increase with increased time, but also with increased space.
For example, if we take one square meter of land and collect the rain that falls on that square meter every day, we will likely get data that is very close to being normally-distributed. (Actually, the amount of rain falling there will likely be close to log-normal-distributed, while the natural logarithm of the daily percentage changes will be very close to normallydistributed because you are using a uniform time-window and a uniform space-window in your observations.) In finance, the space-window we pay attention to (or give weight to) often changes dramatically from observation to observation, and the time-interval often varies between different observations. We could provide many more examples and formalize this theory mathematically. The important point is that many fat-tailed and high-peaked phenomena are due to the use of a stochastic space-window (or stochastic number of particles) between observations. This must lead to high-peaked and fat-tailed distribution, even if the uncertainty in the smaller building blocks should fit Gaussian theories.
Conclusion
Stochastic time-windows as well as stochastic space-windows that frame the actions of a stochastic number of subatomic particles will typically result in fat-tailed and high-peaked statistical distributions, as compared to the Gaussian curve. This principle holds true for financial markets, which many scientists may consider to be unrelated to physics, as they claim that the action in markets is solely related to human behavior. However, human behavior is, at the depth of reality, ''nothing more'' than quantum physics. In financial markets, the space areas or the number of particles that investors pay attention to for different pieces of news are of different sizes, so this is like mixing Gaussian distributions with different standard deviations. In our view, this provides a revolutionary insight into the reason that empirically we observe high-peaked and fat-tailed distributions, as opposed to the Gaussian distribution, in a wide range of phenomena.
These findings have practical important implications. Several leading researchers we have talked to in finance think that as markets become increasingly liquid they will move closer towards the Gaussian distribution. Based on the principles of quantum physics, we contend that no matter what the level of liquidity may be, we will still expect fat-tails and high-peaks in the stock and commodity markets.
