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Chapter 1
Introduction
There is a close connection between properties of differential operators
and the geometry of manifolds. On complex manifolds, this relation
between analysis and geometry is represented best by the Dolbeault
operator ∂, which can be seen as a generalization of the Wirtinger
derivatives. ∂ represents the Cauchy-Riemann equations and is called
as well Cauchy-Riemann operator.
Particularly, the L2-theory for the Dolbeault operator is a crucial part
of complex analysis and has become indispensable for the subject area
after the fundamental work of L. Ho¨rmander on L2-estimates and
existence theorems for the ∂-operator (see [Ho¨r65] and [Ho¨r66]) and
the related work of A. Andreotti and E. Vesentini (see [AV63]). One
should also mention J. Kohn’s solution of the ∂-Neumann problem (see
[Koh63, Koh64] and also [KN65], joint with L. Nirenberg), which also
implies existence and regularity results of the ∂-complex (see Chap. III.1
in [FK72], joint with G. Folland). Some important applications of the
L2-methods are for instance the Ohsawa-Takegoshi extension theorem
(see [OT87]), analyticity of level sets of Lelong numbers and invariance
of plurigenera proven by Y.-T. Siu (see [Siu74] or [Siu98], respectively).
Whereas the theory is very well-developed on complex manifolds, there
are many open questions and problems in singular settings. Hence, we
are especially interested in studying the Dolbeault operator on singular
complex spaces by transferring the mentioned L2-methods.
The first problem here is that there is no canonical way to define
differential forms on complex spaces. Let us recall three possibilities
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(among others):
1. intrinsic: differential forms defined on the regular part of the
complex space.
2. extrinsic: differential forms which are (locally) given by the em-
bedding of the complex space in the complex number space, and
3. as differential forms on a resolution.
Holomorphic differential forms of top-degree in the second and third
category are used to define canonical sheaves of complex spaces (see
Section 2.4).
For an appropriate definition of the Dolbeault operator, we choose
the intrinsic setup. Since we are interested in L2-methods, we need
to measure the modulus of differential forms. For this, we choose a
Hermitian metric on the regular part of the variety which extends
smoothly to the singular points. Here, the next problem occurs: Since
the Hermitian metric restricted to the regular part is not complete,
densely defined differential operators – especially, the Dolbeault oper-
ator – between L2-spaces have various closed extensions. Actually, this
will be the essential difference between Dolbeault theory on manifolds
and complex spaces and the reason why the theory gets significantly
more complicated.
Let us briefly introduce the definitions and notations in the singular
setting. For more details, please see Chapter 5. Let X be a (reduced)
complex space with a Hermitian structure on the regular partX∗:=Xreg
which extends smoothly to the singular points. Let ∂cpt : Dp,q(X∗)→
Dp,q+1(X∗) denote the Dolbeault operator with compact support on
the manifold X∗. On the Hilbert space L2p,q(X∗) of square-integrable
differential forms on X∗, ∂cpt is a densely defined differential operator,
which is not closed. Let ∂s denote the strong / minimal extension
which is defined by the closure of the graph of ∂cpt, and let ∂w be the
weak / maximal extension, i. e. ∂ in the sense of distributions. Like ∂cpt,
the two operators ∂s and ∂w induce chain complexes, i. e. ∂e ◦ ∂e = 0
for e ∈ {cpt, w, s}. The associated so-called Dolbeault cohomologies
2
Hp,qs (X) := ker
(
∂s : L
2
p,q(X
∗)→ L2p,q+1(X∗)
)/
∂sL
2
p,q−1(X
∗) and
Hp,qw (X) := ker
(
∂w : L
2
p,q(X
∗)→ L2p,q+1(X∗)
)/
∂wL
2
p,q−1(X
∗)
are crucial indicators to study the geometry of the complex space X.
In [CGM82], J. Cheeger, M. Goresky and R. MacPherson were hoping
that the Hodge decomposition of the de Rham cohomology generalizes
to the singular case considering L2-cohomologies. This motivated W.
Pardon and M. Stern to study the arithmetic genus of projective variet-
ies with respect to the above mentioned L2-Dolbeault cohomologies. In
[Par89], W. Pardon proved relations between the L2-arithmetic genus
of an algebraic surface X, i. e. the alternating sum of the dimensions of
L2-Dolbeault cohomology groups, and the (classical) arithmetic Todd
genus of a resolution of X. In [PS91], W. Pardon and M. Stern proved
that ∂s-Dolbeault cohomology groups of low-degree (i. e. p = 0) of a
projective variety are isomorphic to the sheaf cohomology groups of
the structure sheaf on a resolution of the variety, and that ∂w-Dol-
beault cohomology groups of low-degree of a projective surface with
isolated singularities are isomorphic to cohomology groups of the sheaf
of holomorphic functions on a resolution with values in a certain divisor
(cf. (1.2) below). For projective varieties with isolated singularities
of arbitrary dimension, they proved the conjecture about the Hodge
decomposition mentioned above in [PS01]. In [BS02], B. Berndtsson
and N. Sibony studied the solvability of the strong and weak extensions
of the Dolbeault operator on currents.
Just recently, considerable progress has been made in understanding
the ∂w-Dolbeault cohomology: Let X be a compact complex space
and let pi : M → X be a resolution of singularities such that the
unreduced exceptional divisor Z := pi−1(Xsing) is supported on the
union of smooth hypersurfaces with normal crossings. Then, it has been
shown by N. Øvrelid and S. Vassiliadou in [ØV13] and J. Ruppenthal
in [Rup11, Rup14a] by different approaches that there is a natural
isomorphism
Hn,qw (X)
∼= Hq(M,ΩnM ) ∼= Hn,q(M), (1.1)
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and, if X has only isolated singularities, there exists an effective divisor
D ≥ Z−|Z| on M such that
H0,qw (X)
∼= Hq(M,O(D))/Hq|Z|(M,O(D)) (1.2)
for all 0 ≤ q ≤ n. Here, ΩnM denotes the sheaf of holomorphic
n-forms on M and Hq|Z| denotes the cohomology with support on
|Z|. If dimX ≤ 2, then (1.2) holds with the divisor D = Z−|Z|
and Hq|Z|
(
M,O(Z−|Z|)) = 0, so that (1.1) and (1.2) give a smooth
representation of the L2-cohomology groups H0,qw (X). J. Ruppenthal
conjectured that (1.2) holds with D = Z−|Z| for arbitrary dimension
of X (see [Rup11]).
However, the L2-theory for the ∂-operator developed in [ØV13] and
[Rup11, Rup14a] applies only to dimX ≥ 2 (for dimX = 1, (1.1)
and (1.2) have been known before, see [Par89, PS91]). Hence, we
present a complete L2-theory for the ∂-operator on a singular complex
curve in Chapter 6. There, we will comprehend the appearance of the
divisor Z−|Z| for dimX = 1 in very detail. This is done by use of the
Puiseux normalization for complex curves. In particular, we present an
L2-Dolbeault version of the Riemann-Roch theorem, which connects
the topological invariant genus to the dimension of the Dolbeault
cohomology groups with values in line bundles (cf. L2-arithmetic genus
mentioned above). Furthermore, we will prove that for a complex
curve X,
H0,qs,loc(X)
∼= Hq(X, ÔX), q = 0, 1,
where ÔX denotes the sheaf of weakly holomorphic functions on X and
Hp,qs,loc denotes the Dolbeault cohomology with respect to a localized
version of ∂s (see Theorem 6.3 and Section 6.4).
A further aim of this thesis is the study of Dolbeault cohomologies
with values in vector bundles. We obtain the following generalization
of (1.1) (for a line-bundle-version, see [Rup14a, Thm. 1.5]).
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Theorem 1.3. Let X be a Hermitian complex space of pure dimension
n, let S be a coherent analytic sheaf on X, and let pi : M → X be a
resolution of singularities such that the torsion-free preimage piTS is
locally free. We set X ′ := Xreg\ SingS and denote the vector bundle
associated to SX′ as F → X ′. Then, for all q ≥ 0,
Hn,qw,loc(X,F )
∼= Hq(M,ΩnM ⊗ piTS ).
If either X is compact or X b Y , where Y is a Hermitian complex
space such that ∂X is smooth, strictly pseudoconvex and contained in
Xreg, then
Hn,qw (X,F )
∼= Hq(M,ΩnM ⊗ piTS ).
Here, Hp,qw,loc(X,F ) denotes the Dolbeault cohomology with respect to
a localized version of ∂w and values in F , defined in Section 5.1. Note
that the index ‘loc’ means local on X, i. e. the cohomology group with
respect to differential forms with on X locally square-integrable coeffi-
cients, and not on X ′. In general, we have Hp,qw,loc(X) 6= Hp,qw,loc(Xreg),
where the latter cohomology group is defined by ∂w,loc : L
2,loc
p,q (Xreg)→
L2,locp,q (Xreg) in the usual way for the manifold Xreg.
Additionally, we get the following slight variation:
Theorem 1.3’. Let X be a Hermitian complex space of pure dimension
n, let pi : M → X be a resolution of singularities, let M ′ ⊂M be the
complement of the exceptional set of pi, and let E →M be a Hermitian
vector bundle on M which is Nakano semi-positive on pi−1(U) for all
U ⊂ X small enough. Let F := (pi|−1M ′)∗E denote the pullback bundle
of E on pi(M ′). Then, for all q ≥ 0,
Hn,qw,loc(X,F )
∼= Hq(M,ΩnM (E)).
For locally free sheaves, we get the following corollary:
Corollary 1.4. Let X be a Hermitian complex space of pure dimension
n, and let E be a Hermitian vector bundle on X. Then, for all q ≥ 0,
Hn,qw,loc(X,E)
∼= Hq(X,KX(E)).
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Here, KX denotes the Grauert-Riemenschneider canonical sheaf (see
Section 2.4 or [GR70]) and KX(E) := KX⊗O(E).
A crucial ingredient of the proof of the theorems above is the relative
vanishing theorem of K. Takegoshi in [Tak85]. More precisely, we
will prove and use its generalization for Nakano semi-positive vector
bundles on manifolds in Chapter 7. In Chapter 8, we present further
generalizations.
Let us picture the historical background of the relative vanishing
theorem. K. Kodaira proved in [Kod53], that for a compact Ka¨hler
manifold M of dimension n and a positive (holomorphic) line bundle
L on M , all higher sheaf cohomology groups of the canonical bundle
ΩnM with values in L vanish, i. e.
Hq(X,ΩnM (L)) = 0 for q ≥ 1.
There exist many generalizations of this theorem – for instance, the
so-called Nakano vanishing theorem for Nakano positive vector bundles
(cf. [Nak55]). H. Grauert and O. Riemenschneider studied the general-
ization of Kodaira’s vanishing theorem to complex spaces. In [GR70],
they proved that, if X is a Moishezon space, i. e. an irreducible compact
complex space of dimension n with n independent (globally defined)
meromorphic functions, and if E is a quasi-positive locally free sheaf
on X, then
Hq(X,E ⊗KX) = 0 for q ≥ 1.
K. Takegoshi gave a relative version of the Grauert-Riemenschneider
vanishing theorem in [Tak85]. He proved that for a proper surjective
holomorphic map f : M → Z where M is a manifold of dimension n
bimeromorphic to a Ka¨hler manifold, the higher direct images f(q)(Ω
n
M )
vanish for q > n−dimZ. The key ingredient is an L2-vanishing theorem
for weakly 1-complete Ka¨hler manifolds. These results have many
applications, in particular in the study of singular complex spaces (see
e. g. [CS95, CR09]). Therefore, we are interested in generalizations of
these so-called relative vanishing theorems.
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Applying the Grauert-Riemenschneider vanishing theorem (Satz 2.1 in
[GR70]) and K. Takegoshi’s L2-vanishing theorem (see Theorem 7.9),
we get the following two corollaries of Theorem 1.3’.
Corollary 1.5. Let X be a compact Moishezon space, and let S be
a torsion-free quasi-positive sheaf. We set X ′ := Xreg\ SingS and
denote the vector bundle associated to SX′ as F . Then, for each q > 0,
Hn,qw (X,F ) = 0.
Corollary 1.6. Let X be a holomorphically convex irreducible Ka¨hler
space of dimension n, let Φ be a smooth plurisubharmonic exhaustion
function of X whose complex Hessian has in at least one point r strict
positive eigenvalues, and let S be a Nakano semi-positive torsion-free
sheaf on X. We set X ′ := Xreg\ SingS and denote the vector bundle
associated to SX′ as F . Then, for each q > n− r,
Hn,qw,loc(X,F ) = 0.
Let Y be a complex space, and X b Y have a smooth, strictly pseudo-
convex boundary contained in Yreg. Then, for all q > 0,
Hn,qw (X,F ) = 0.
A key ingredient of the computation of the Dolbeault cohomology
groups of top degree, i. e. for p = n, is the following L2-variant of a
canonical sheaf with values in a coherent analytic sheaf S :
KX(S ) := Ker
(
∂w,loc : L
2,loc
n,0 (X,F )→ L2,locn,1 (X,F )
)
,
where F is the vector bundle on X ′ := X\SingS associated to SX′
(for more details see Section 5.1). KX(S ) can be interpreted as the
Grauert-Riemenschneider canonical sheaf KX with values in S . In
Chapter 10, we will prove
KX(S ) ∼= S ·KX
using the notation of H. Grauert and O. Riemenschneider in [GR70].
For locally free sheaves E on X, the projection formula (see The-
orem 4.10) implies
KX(E ) ∼= E ⊗KX .
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For arbitrary coherent analytic sheavesS , KX(S ) andS⊗KX do not
coincide. Since S⊗KX is a natural way to define n-forms with values
in S , we are interested in understanding S⊗KX and in the question
under which circumstances the projection formula does generalize for
non-locally-free sheaves.
To study these questions, we investigate proper modifications of coher-
ent analytic sheaves in Chapter 4. More precisely, we study the direct
image of the preimage sheaf and vice versa. Among other results,
we obtain the following statement (see Theorem 4.2). Let S be a
torsion-free coherent analytic sheaf on a locally irreducible complex
space X. If the linear space associated to S is normal, then
S ∼= pi∗piTS (1.7)
for all proper modifications pi : Y → X of X. Using this result and
Theorem 4.8, we get the following answer to the question from above: If
additionally KX and KY are locally free, then there exists an effective
Cartier divisor D on Y with support on the exceptional divisor of pi
such that
S ⊗KX ∼= pi∗(piTS ⊗KY (D)).
A further motivation for the study of modifications of coherent analytic
sheaves is as follows. H. Rossi proved that for all coherent analytic
sheaves S , there exists a proper modification pi such that the tor-
sion-free preimage piTS is locally free. Using this, we will prove a
generalization of Takegoshi’s relative vanishing theorem (see The-
orem 8.2 and Theorem 8.4) and of the vanishing theorem of H. Grauert
and O. Riemenschneider itself (see Corollary 8.3). Furthermore, we
will show that the normality assumption is necessary to obtain (1.7) for
coherent analytic sheaves of rank one whose associated linear spaces
are irreducible and Cohen-Macaulay (see Remark 4.20).
A linear space is a fibre space which has vector spaces as fibres. For
a proper definition and crucial properties, see Section 3.2. Whereas
all fibres of a vector bundle have the same dimension, the dimen-
sion of the fibres of a linear space depends on the base point. The
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category of linear spaces is dual to the category of coherent analytic
sheaves. Motivated by the results on modifications of coherent analytic
sheaves mentioned above, we will study linear spaces in Chapter 3
comprehensively. In particular, we present criteria for coherent analytic
sheaves whose associated linear spaces are normal (see Theorem 3.1
and Corollary 3.20).
Let us summarize the structure of this thesis and clarify the connection
to the author’s articles. We start by recalling basic definitions and
preliminaries in Chapter 2. Then, we discuss linear spaces in Chapter 3.
Most of its results are already presented in Sect. 3 of [RS13]. In
Chapter 4, we study direct image and preimage of coherent analytic
sheaves under proper modifications, covering results of [RS13] and
Sect. 4 in [Ser15]. Chapter 5 contains the definitions of the studied
Dolbeault operators and basic properties of them, for instance an
L2-extension theorem (see Theorem 5.6). This is followed by the
study of singular complex curves in Chapter 6 as in [RS15]. The
generalization of Takegoshi’s relative vanishing theorem is done in
Chapter 7 and Chapter 8. Here, we follow mainly the lines of [Ser15].
Chapter 9 contains applications to ideal sheaves on holomorphically
convex manifolds as studied in Sect. 7 of [RS13] and in Sect. 5 of
[Ser15]. Finally, we conclude this thesis with the proofs of Theorem 1.3
and Theorem 1.3’ in Chapter 10.
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Chapter 2
Preliminaries
In this chapter, we recall basic definitions and propositions about modi-
fications, coherent analytic sheaves and plurisubharmonic functions,
which will be used in the other sections of this thesis.
2.1 Proper modifications
In complex analysis, proper modifications belong to the most important
tools, especially in the study of bimeromorphic geometry on complex
spaces. The best example is the σ-process, which rises to be useful for
resolutions of singularities of complex spaces. We recall the definition:
Def. 2.1. A proper surjective holomorphic map ϕ : X → Y of complex
spaces X and Y is called a (proper) modification of X if there are
closed analytic sets A ⊂ X and B ⊂ Y such that
(1) B = ϕ(A),
(2) ϕ|X\A : X \A→ Y \B is biholomorphic, and
(3) A and B are analytically rare.
If A and B are minimal with the properties (1 – 3), then A is called
the exceptional set of ϕ and B the centre of the modification.
Let us also recall the definition of rare and thin:
Def. 2.2. Let X be a complex space and A a subspace of X. If the
restriction OX(U)→ OX(U\A) is injective for all open U ⊂ X, then
we call A rare in X. If X\A = X, then A is called thin.
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If X is reduced, then rare and thin are equivalent. In general, rare
does not imply thin and vice versa.
Monoidal transformations. One of the most popular modifica-
tions is the monoidal transformation along a submanifold in a manifold,
also called σ-process or blow-up: Let M be a complex manifold and
Σ be a (complex) submanifold of M of codimension m + 1. Then,
there exists a proper modification σ : M˜ →M with Σ as centre such
that the exceptional set σ−1(Σ) is a smooth hypersurface in M˜ , locally
(with respect to M) M˜ is embedded in M×CPm, σ is the restriction
of the projection pr|
M˜
: M˜ →M and σ−1(Σ)=Σ×CPm. The monoidal
transformation is quite useful. Among other, one application is the
generalization of results about hypersurfaces to submanifolds of ar-
bitrary codimension, e. g. the theorem of M. Schneider (see [Sch73]),
which answered a conjecture of Hartshorne: If M is compact and Σ
has a ‘metrisch q-konkaves’ normal bundle (i. e. outside of the zero
section, the hermitian form is fibrewise a q-convex function), then
M\Σ is (m+q)-convex in the sense of Andreotti-Grauert.
If pi : M → X is a proper modification of X with smooth M , then pi
is called a resolution of singularities of X. Note that there exists no
minimal resolution of singularities, i. e. in general, it can not satisfy a
universal property (except for dimX = 1, see next section). Never-
theless, H. Hironaka proved that a resolution of singularities always
exists by using the blow-up procedure in an inductive procedure (see
[Hir64] or [Hir77, Thm. 7.1]):
Theorem 2.3 (Resolution of singularities). Let X be a reduced complex
space. Then, there exist a smooth manifold M and a proper modification
pi : M → X such that the centre of pi is the singular set Xsing of X and
the exceptional set pi−1(Xsing) is the union of smooth hypersurfaces with
only normal crossings (snc), i. e. the intersections of the hypersurfaces
are transversal.
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2.2 Resolution of complex curves
Def. 2.4. We call a reduced complex space of pure-dimension one a
(singular) complex curve.
Let X be a compact complex curve. Then, a resolution of the singular-
ities of X is given just by the normalization of the curve, and it is unique
up to biholomorphism: Let pi1 : M1 → X and pi2 : M2 → X be two res-
olutions of X. Then, ψ := pi−12 ◦ pi1 : M1\pi−11 (Xsing)→M2\pi−12 (Xsing)
is biholomorphic and bounded in the singular locus. Yet, pi−1i (Xsing)
consist of isolated points. Therefore, ψ has a (bi-) holomorphic exten-
sion.
Let pi : M → X be a resolution of a compact complex curve X. We
define the genus of X by the genus of the resolution
g(X) := h1(M) = dimH1(M,O).
If X has more than one irreducible component, then M is not connected
and h1(M) is the sum of the genera of the connected components.
Since the resolution is unique, it is well-defined.
Throughout Chapter 6 (except of Section 6.5.1), we will work with
divisors on compact Riemann surfaces only. Therefore, there are no
differences between Cartier and Weil divisors, and we can associate to
each line bundle a divisor.
Let L→ X be a holomorphic line bundle. Then, the pullback pi∗L→
M is well-defined by the pullback of the transition functions of the
line bundle. There is a divisor D on M associated to pi∗L such
that O(pi∗L) ∼= O(D), where O(D) denotes the sheaf of germs of
holomorphic functions f such that div(f) + D ≥ 0, and deg pi∗L =
degD. The uniqueness of the resolution (up to biholomorphism)
implies the independence of deg pi∗L from pi, so that
degL := deg pi∗L
is also well-defined.
13
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For any divisor D on M , there exists a holomorphic line bundle
LD → M associated to D such that O(LD) ∼= O(D). Since the
construction of LD allows different possible choices, we will define
square-integrable sections via the identification with meromorphic
functions on M :
Since M is a Riemann surface, we can assume D =
∑
i∈I aipi, where
{pi}i∈I is a locally finite subset of M and pi denotes the reduced
divisor in the point pi ∈ M . Choose small enough neighbourhoods
Vi b Ui b M of pi with charts ψi : Ui → C, ψi(pi) = 0 such that the
Ui are pairwise disjoint, and set U0 := M\
⋃
Vi. For each holomorphic
section s : M → LD, there exists a meromorphic function Ψ(s) : M →
C, with ψaii Ψ(s) ∈ O(Ui). By definition, Ψ(s) can be defined for any
section s : M → LD even for non-holomorphic sections. Hence, we
define
L2,loc(M,D) :=
{
h : M → C : h ∈ L2,loc(U0), ψaii · h ∈ L2(Ui)
}
L2(M,D) :=
{
h : M → C : h ∈ L2(U0),
∑
i∈I
∫
Ui
|ψaii · h|2 <∞
}
.
Obviously, the definition does not depend on the choice of Ui, Vi and ψi.
A section s : M → LD is called square-integrable if Ψ(s) ∈ L2(M,D). If
M is compact, then this coincides with the usual notation of square-in-
tegrable sections with respect to an arbitrary smooth Hermitian metric
on the line bundle (all such metrics are equivalent). The set of (p, q)-
forms with values in LD and square-integrable coefficients will be
denoted by L2,locp,q (M,LD). For an effective divisor Y (i. e. Y ≥ 0), we
get L2(M) = L2(M, 0) ⊂ L2(M,Y ). For arbitrary Hermitian metrics
on M and on the line bundles, this induces the embedding / inclusion
L2,locp,q (M,M × C) ⊂ L2,locp,q (M,LY ) and
L2,locp,q (M,LD) ⊂ L2,locp,q (M,LD+Y ), via s 7→ [Ψ−1](Ψ(s) + Y ), (2.5)
and, if M is compact, then
L2p,q(M,LD) ⊂ L2p,q(M,LD+Y ). (2.6)
Let Z := pi−1(Xsing) be the unreduced exceptional divisor of the
resolution pi : M → X and |Z| the underlying reduced divisor. Then,
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deg(Z − |Z|) is independent of the resolution as well. We will discuss
some alternative ways to compute degZ.
Locally, the resolution is given by the Puiseux parametrization: Let A
be an analytic set of dimension one in Ω b Cn with Asing = {0} which
is irreducible at 0. Shrinking Ω, there are coordinates z, w1, ..., wn−1
around 0 such that A is contained in the cone ‖w‖ ≤ C|z|, w =
(w1, .. , wn−1). The projection prz : A → Cz on the z-coordinate is a
finite ramified covering. Let s be the number of the sheets of prz. Gen-
eric choices of the coordinates give the same number of sheets s, called
the multiplicity mult0A of A in {0}. There exists a parametrization
pi : ∆ → A, t 7→ (ts, w1(t), ..., wn−1(t)), where ∆ := {t ∈ C : |t| < 1};
cf. e. g. [Chi89, Sect. 6.1]. pi is called the Puiseux parametrization.
The unreduced exceptional divisor is just Z = (pi−1(z)) = (ts), and so
degZ = s.
The number of sheets of the covering prz is also equal to the Lelong
number ν([A],0) of the positive current [A] given by integration over
A (see [Chi89, Prop. 2 in § 3.15], [Dem12, Thm. 7.7] or [GH78, § 3.2]).
The tangent cone gives another way to compute mult0A. For a
holomorphic function f on Ω, let f =
∑∞
k=k0
fk be the decomposition
in homogeneous polynomials fk of degree k with fk0 6= 0 (choosing a
smaller Ω) and f∗ := fk0 6= 0 be the initial homogeneous polynomial
of f . If A is given by the ideal sheaf JA, then
C0(A) = {α ∈ Cn : f∗(α) = 0 ∀f ∈JA,0} ⊂ T0Cn
is called the tangent cone of A in 0 (cf. [Chi89, Sect. 8.4]). The nat-
ural projection Cn\0 → CPn−1 maps C0(A) on a projective variety
C˜0(A). The degree deg Y of a projective variety Y in CPn−1 of di-
mension p is defined as the class of Y in H2p(CPn−1,Z) ∼= Z, and
mult0A = deg C˜0(A) (see e. g. Sect. 2 of [GH78, § 1.3]). In the case
of an irreducible complex curve A, note that C˜0(A) is just a point of
multiplicity mult0A.
All in all, we have
degZ = mult0A = ν([A], 0) = deg C˜0(A).
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2.3 Coherent analytic sheaves
In this section, we recall some basic properties about coherent analytic
sheaves.
Let X be a complex space. Throughout this thesis, we will always
denote the associated structure sheaf with OX . An OX -module sheaf
is called analytic. If M is an open subset or an analytic subspace, then
SM shall denote the restriction of a sheaf S to M .
Since OX is OX -coherent, we obtain that an analytic sheaf is coherent
(with respect to OX) if and only if, for every p ∈ X, there exists a
neighbourhood U ⊂ X and numbers s, t such that
OsU → OtU → SU → 0
is exact. Actually, the definition of coherence is represented in this
sequence: If there exists a number t such that Otp → Sp is surjective,
then this means Sp is generated by less than t elements as Op-module.
In particular, it is finitely generated. The number s gives an estimate
of the relations which are needed to define Sp as a quotient of OtU .
This shows that the kernel of Otp → Sp is finitely generated and from
that one can conclude that S is relation finite.
If mp denotes the maximal ideal of Op, then Sp/mpSp is a finite
dimensional vector space. We define the rank of S in p by
rkpS := dimSp/mpSp
and obtain that there exist a neighbourhood U ⊂ X of p and a sur-
jection OrkpSU  SU . In particular, p 7→ rkpS is an upper semi-con-
tinuous function. The rank of S is defined as rkS := minp∈X rkpS .
In points p, where rkpS = rkS , S is locally free, i. e. there exists a
neighbourhood U such that SU ∼= OrkSU . The singular locus
SingS := {p ∈ X : rkpS ≥ rkS }
of S is analytic in X. If X is irreducible, then SingS is thin in X
(see e. g. Prop. 3.1 in [Ros68]).
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Torsion of sheaves. Let sp ∈ Sp be a germ of the coherent analytic
sheaf S on X, p ∈ X. If there exits an rp ∈ OX,p, rp 6= 0, such that
rp·sp = 0, then sp is called torsion element of Sp. The subsheaf
T (S ) :=
⋃˙
p∈X{sp ∈ Sp : sp is torsion element}
of S is called torsion sheaf. Actually, T (S ) is the kernel of the
canonical map S → (S ∗)∗. In particular, T (S ) is coherent. If X is
irreducible, then the support of T (S ) is thin. Furthermore, we get
S = T (S ) if and only if rkS = 0.
Def. 2.7. S is called torsion-free if T (S ) = 0.
Remark 2.8. Let S be a torsion-free coherent analytic sheaf on a
complex space X which is normal or (more weakly) satisfies codimXsing
≥ 2. The torsion-freeness of S implies that for all small enough open
sets U ⊂ Xreg, there is an inclusion
SU ↪→ OrU ,
where r denotes the rank of S , i. e. SXreg is a first syzygy sheaf. Then,
the syzygy theorem implies codim SingSXreg ≥ 2 (see e. g. Lem. 1.1.8
and its corollary in [OSS11, Chap. 2]). Since codimXsing ≥ 2 and
SingS ⊂ Xsing ∪ SingSXreg , we get
codim SingS ≥ 2.
Remark 2.9. The tensor product of two torsion-free sheaves do not
need to be torsion-free. E. g., let I be the ideal sheaf generated by
(z2, zw) on C2z,w andJ be the ideal sheaf generated by (w2, zw). Then,
z2⊗w2 − zw⊗zw ∈ I⊗J is not zero. Yet, z · (z2⊗w2 − zw⊗zw) =
z3⊗w2 − z2⊗zw2 = 0.
Let pi : Y → X be a proper modification of a complex space X. Then,
it is easy to see that the direct image pi∗F of a torsion-free coherent
analytic sheaf F remains torsion-free. But, the analytic inverse image
sheaf pi∗S of a torsion-free coherent analytic sheafS is not torsion-free
in general. For a counterexample, see the example in [GR70, Sect. 1],
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i. e. the pullback of the maximal ideal sheaf of the origin in C2 under
blow-up of the origin is not torsion-free. One can say more or less
that pi∗S is torsion-free in a point y ∈ Y if and only if S is locally
free in pi(y) (see [Rab79] or Remark 3.15 below). This motivates the
following definition:
Def. 2.10. Let f : Y → X be a holomorphic map between complex
spaces such that Y is locally irreducible. Let S be a coherent analytic
sheaf on X. Then,
fTS := f∗S /T (f∗S )
is called the torsion-free preimage sheaf of S under f .
Torsion-free preimages under proper modifications have been first
studied by H. Rossi in [Ros68], H. Grauert and O. Riemenschneider in
[GR70] and [Rie71] (they denoted it as S ◦ f).
Grauert’s direct image theorem. LetX and Y be complex spaces,
f : X → Y a proper holomorphic map and S a coherent analytic sheaf
on X. Then, U → Hq(f−1(U),S ), U open⊂ X, is a presheaf. We call the
associated sheaf the higher direct image sheaf f(q)S . f(0)S coincides
with the classical direct image f∗S . In [Gra60, Thm. I], H. Grauert
has proven for all q ≥ 0:
If f is proper, then f(q)S is coherent.
With Grauert’s direct image theorem, the proofs of the following
famous theorems of R. Remmert get much more simplified.
Theorem 2.11 (Remmert reduction, [Rem56]). Let X be a holo-
morphically convex complex space. Then, there is a Stein space Y and
a proper, holomorphic and surjective pi : X → Y such that the sheaf
homomorphism OY → pi∗(OX) is an isomorphism.
Theorem 2.12 (Remmert’s mapping theorem, [Rem57]). Let f : X→
Y be a proper holomorphic map of complex spaces, and let A ⊂ X be
analytic. Then, the image f(A) is analytic in Y .
18
2.4 Canonical sheaves on singular spaces
Normalization sheaf. If X is a pure dimensional complex space,
let Ô = ÔX denote the normalization sheaf of OX which is defined
stalkwise by the integral closure of OX,x in the sheaf MX,x of mero-
morphic functions for all x ∈ X (cf. e. g. [GR84, §VI.4]). A function in
Ô(U), U ⊂ X open, is called weakly holomorphic. Weakly holomorphic
functions are holomorphic in regular points of X and bounded in
singular points. If X is locally irreducible, then weakly holomorphic
functions are continuous in Xsing.
The classical Riemann extension theorem generalizes to the following
result (see e. g. [GR84, Sect. VII.4.1]):
Theorem 2.13 (Riemann extension). Let X be a pure dimensional
complex space. Every holomorphic function on Xreg which is bounded
in points of Xsing is weakly holomorphic on X.
2.4 Canonical sheaves on singular spaces
Def. 2.14. Let X be a complex space of pure dimension n and pi : M →
X be a resolution of singularities. Let ΩnM denote the canonical sheaf
of holomorphic n-forms on M . Then,
KX := pi∗ΩnM
is the so-called Grauert-Riemenschneider canonical sheaf.
H. Grauert and O. Riemenschneider introduced this canonical sheaf
and proved that the definition is independent of the resolution in
[GR70, § 2.1]. In § 2.2 of [GR70], it is shown that for normal spaces
X, KX is given by the presheaf
KX(U) = {α ∈ ΩnXreg(Ureg) :
∫
Vreg
α ∧ α <∞ ∀ VbU}, (2.15)
where the definition is obviously independent of the chosen Hermitian
metric on Ureg. We will see that (2.15) holds even for non-normal X
(see Theorem 10.1).
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In the following, we recall the definition and basic results of the tangent
and the cotangent sheaf on complex spaces. For more details, see e. g.
[PR94, § 1].
Let X be a complex subspace of an open set D ⊂ CN of pure-dimension
n, given by the ideal sheaf J. The map J → Ω1D, f 7→ df induces
a morphism α : J/J2 → Ω1D/JΩ1D. We call Ω1X := Coker α the
cotangent sheaf of X. The tangent sheaf TX of X is the dual of the
cotangent sheaf, i. e. TX :=Hom (Ω
1
X ,OX). For all points x ∈ X, let
mx denote the maximal ideal of OX,x. Then, there exists a bijection
Ω1X,x/mX,xΩ
1
X,x
∼−→ mX,x/m2X,x, (2.16)
which allows to compute Ω1X,x and TX,x.
The dualizing canonical sheaf in sense of A. Grothendieck is defined as
ωX := Ext
N−n
OD (OX ,ΩND).
In general, the nth exterior power ΩnX := Λ
nΩ1X and the dualizing
sheaf ωX do not coincide. The first one is in some sense too singular.
If X is a locally complete intersection, the adjunction formula gives
the canonical isomorphism
ωX ∼= ΩND |X⊗detNX/D,
where NX/D :=HomOD(J/J
2,OX) denotes the normal sheaf of X
in D. For regular X, NX/D is the sheaf of sections of the normal
bundle to X.
For arbitrary complex spaces X, the local definitions can be glued
together. Hence, Ω1X and ωX are well-defined. If X is a manifold, the
notations coincide with the usual one and ωX = Ω
n
X = KX .
For normal spaces X, we obtain that ωX is a subsheaf of KX (see § 3.1
in [GR70]), i. e.
ωX ⊂ KX .
If ωX is locally free and X a Cohen-Macaulay space, then X is called
Gorenstein. For these complex spaces, we get the following criterion
for KX being locally free (see Thm. 5.3 in [Rup14b]).
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Theorem 2.17. Let X be a Gorenstein space. If and only if X has
(only) canonical singularities, the dualizing sheaf coincides with the
Grauert-Riemenschneider canonical sheaf, i. e.
ωX = KX
and KX is locally free.
2.5 Monoidal transformations w. r. t. sheaves
As mentioned above, monoidal transformation are an especially useful
tool in bimeromorphic complex analysis. In this section, we will
introduce the monoidal transformations of a complex spaces with
respect to a coherent analytic sheaf.
H. Rossi showed in [Ros68, Sect. 3] that coherent analytic sheaves can
be made locally free by the use of modifications. This process has
been treated more systematically by O. Riemenschneider in [Rie71].
Following [Rie71, § 2], we define:
Def. 2.18. Let X be a complex space and S a coherent analytic sheaf
on X. Then, a pair (XS , ϕS ) of a complex space XS and a proper
modification ϕS : XS → X is called the monoidal transformation of
X with respect to S if the following two conditions are fulfilled:
(1) the torsion-free preimage ϕTSS = ϕ
∗
SS /T (ϕ
∗
SS ) is locally free
on XS ,
(2) if pi : Y → X is any proper modification with (1), then there is a
unique holomorphic mapping ψ : Y → XS such that pi = ϕS ◦ ψ.
Thus, if XS exists, it is uniquely determined up to biholomorphism
by (2). But its existence was first proven by H. Rossi (see Thm. 3.5 in
[Ros68]) and then studied further by O. Riemenschneider (see Thm. 2
in [Rie71]):
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Theorem 2.19. Let X be an (irreducible) complex space, S a coherent
analytic sheaf on X and A = SingS the singular locus of S . Then,
there exists the monoidal transformation (XS , ϕS ) of X with respect to
S . XS is a reduced (irreducible) complex space and ϕS is a projective
proper modification such that
ϕS : XS \ ϕ−1S (A)→ X \A
is biholomorphic. If U ⊂ X is an open subset, then (ϕ−1S (U), ϕS )
is the monoidal transformation of U with respect to SU . ϕS is a
projective morphism.
We also recall the following simple observation (see the Korollar in
§ 1.3 of [GR70]).
Lemma 2.20. Let ρ : Z → Y and pi : Y → X be two holomorphic
mappings where Z and Y have the same dimension n such that the
preimage of analytic sets of dimension < n in Y under ρ have dimen-
sion < n in X. Then, ρTpiTF = (pi ◦ ρ)TF for any coherent analytic
sheaf F on X.
2.6 Plurisubharmonic functions
on complex spaces
Def. 2.21. Let X be a complex space. An upper semi-continuous
function φ : X → [−∞,∞) is called plurisubharmonic if there exists a
holomorphic embedding ι : U ↪→ D ⊂ CN for each small enough open
set U ⊂ X such that φ admits a plurisubharmonic extension φ̂ on D,
i. e. φ̂◦ ι = φ. If there exits a smooth function φ˜ : D → R with φ˜◦ ι = φ,
then φ is called smooth. Note that for a smooth plurisubharmonic
function φ on X, the plurisubharmonic extension φ̂ does not need to
coincide with the smooth extension φ˜, i. e. in general, there does not
need to exist a smooth plurisubharmonic extension of φ.
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There exists also an intrinsic definition of plurisubharmonicity (so-
called weak plurisubharmonicity), which coincides with the one from
above (see Thm. 5.3.1 in [FN80]):
Theorem 2.22. Let X be a complex space and φ an upper semi-
continuous function on X. If φ ◦ f is subharmonic for all analytic
discs f : ∆→ X, then φ is plurisubharmonic.
Corollary 2.23. An upper semi-continuous function φ on a com-
plex space X is plurisubharmonic if it is plurisubharmonic on each
irreducible component of X.
Since a plurisubharmonic function can be extended plurisubharmonic
over pluripolar sets where it is locally bounded (see e. g. Prop. 6 and
Cor. 2 in [Vaˆj99]), we get:
Theorem 2.24. Let X be a complex space and φ ∈ C 0(X,R) be
plurisubharmonic on Xreg. Then, φ is plurisubharmonic on the whole
of X.
Furthermore, we get for all continuous functions φ : X → R and for all
proper modifications pi : M → X: φ is plurisubharmonic if and only if
φ ◦ pi is plurisubharmonic.
Weakly 1-complete spaces. A complex space with a smooth pluri-
subharmonic exhaustion function is called weakly 1-complete. This
property is stable under proper holomorphic maps. If the exhaustion
is strictly plurisubharmonic, then X is Stein, i. e. X is holomorphically
convex and globally defined holomorphic functions separate points
(this is obviously not stable under modifications, not to mention under
proper holomorphic maps).
Every holomorphically convex space X is weakly 1-complete: Using
the Remmert reduction (see Theorem 2.11), we get a Stein space Y
and a proper holomorphic map pi : X → Y (with further properties).
Then, Y admits a strictly plurisubharmonic exhaustion function Φ
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(see [Nar62, Thm. II]). Hence, Φ ◦ pi is a plurisubharmonic exhaustion
function of X.
The converse is not true. In [Gra63], H. Grauert constructed an
example of a weakly 1-complete complex manifold / space which is not
holomorphically convex.
For a (C 2-) smooth function φ on a complex space X, let H(φ)x denote
the complex Hessian of φ at a point x ∈ Xreg. We set
σ(φ) := max
x∈Xreg
(rkH(φ)x). (2.25)
σ(φ) is equal to the maximal number of positive eigenvalues of H(φ).
For a smooth plurisubharmonic exhaustion function Φ, we obtain
σ(Φ) > 0 since an exhaustion function can not be pluriharmonic
(contradiction to the Maximum Principle).
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Linear Spaces
Coherent analytic sheaves are an essential ingredient of complex ana-
lysis. Especially, to study singular complex spaces, it is crucial to
understand coherent analytic sheaves, though sections of sheaves are
quite abstract objects to study. A section of a coherent analytic sheaf
can be written locally as a tuple of holomorphic functions (finiteness of
the sheaf). However, it is difficult to figure out the relations between
these tuples, which are essential in order to obtain the complete picture
since coherent analytic sheaves are in general not locally free. From
this point of view, the duality between coherent analytic sheaves and
linear spaces is very interesting. As a fibre space, the linear space
associated to a coherent analytic sheaf can sometimes be handled more
easily: The duality allows to identify the sections of the sheaf with
holomorphic mappings on a complex space.
Therefore, this chapter treats the study of linear spaces. After recalling
the basic facts about fibre spaces in Section 3.1, we introduce the
notion of linear spaces in the sense of G. Fischer (see [Fis66, Fis67])
in Section 3.2. Furthermore, we will define the primary component of
a linear space and prove some basic facts in Section 3.3. Assumptions
on the corank of a linear space / sheaf (minimal number of generators
minus rank) will be helpful to prove deeper relations between coherent
analytic sheaves and linear spaces (see Section 3.4 and Section 3.5).
Section 3.3 and Section 3.5 are mainly based on Sect. 3 in [RS13].
Let us emphasize the following theorem, which can be seen as one of
the main results of this chapter (cf. Thm. 1.3 in [RS13], proven here
in Section 3.5).
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Theorem 3.1. Let X be a connected factorial Cohen-Macaulay space
and S a coherent analytic sheaf on X, generated by rkS +m sections,
m≤2, such that the singular locus of S is at least of codimension m+1
in X. Then, the following is equivalent:
(1) S is torsion-free.
(2) The linear space L(S ) associated to S is (globally) irreducible
(i. e. it consists only of its primary component).
(3) L(S ) is locally irreducible.
(4) For all p ∈ X, there is a neighbourhood U ⊂ X such that
0→ OmU → OrkS+mU → SU → 0
is exact, i. e. the homological dimension of S is at most one.
If (1 – 4) is fulfilled and
(5) if codim SingS ≥ m+ 2, then L(S ) is normal.
For coherent analytic sheaves with homological dimension less or equal
1, (5) holds as well for m > 2 (see Corollary 3.20).
3.1 Fibre spaces
Let X be a complex space. A pair (Y, pi) of a complex space Y and a
holomorphic map pi : Y → X is called a complex space (or fibre space)
over X. A holomorphic map ϕ : Y1 → Y2 between complex spaces
pi1 : Y1 → X,pi2 : Y2 → X over X is called a holomorphic map over X
if pi1 = pi2 ◦ϕ, i. e. ϕ preserves fibres. The complex spaces over X with
holomorphic maps over X as morphisms form a category, which we
denote as CX . The product in CX is called the fibre product over X:
Def. 3.2. For two complex spaces pi1 : Y1 → X and pi2 : Y2 → X in CX ,
we define the fibre product of Y1 and Y2 over X as the complex space
Y1×XY2 ∈ CX together with holomorphic maps pri : Y1×XY2 → Yi
over X, i = 1, 2, which satisfy the following universal property: for
any complex space Z over X with holomorphic maps ψi : Z → Yi
over X, i = 1, 2, (in particular pi1 ◦ ψ1 = pi2 ◦ ψ2), there exists a
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holomorphic map ψ : Z → Y1×XY2 over X such that the following
diagram commutes:
Y1×XY2 pr1 //
pr2

Y1
pi1

Y2
pi2 // X ,
Z ψ1
''
ψ2

ψ $$
i. e. ψ is a holomorphic map over Y1 and over Y2.
It is well known that the fibre product exists (see e. g. Cor. 0.32 in
[Fis76]). Actually, it is the closed subspace of the Cartesian product
Y1×Y2, given by the pullback under (pi1, pi2) of the ideal sheaf which
defines the diagonal in X×X.
The fibre product of two reduced complex spaces over X need not be
reduced. Yet, under the assumption that the universal property is only
satisfied for reduced spaces Z, one gets a reduced version, as well.
Let f : Y → X be a holomorphic map (i. e. Y is a complex space over
X via f), and let Z be a complex space over X. Then, we define the
pullback of Z under f by f∗(Z) := Y×XZ. With prY : f∗(Z) → Y ,
we get that f∗(Z) is a complex space over Y .
Complex subspaces (whether closed or open) of X are complex spaces
over X via the embedding. If A is a closed subspace of X and
f : Y → X a holomorphic map, then the (unreduced) preimage of A
can be defined as f−1(A) := f∗(A) = A×XY . It is easy to see that
f−1(A) is a closed subspace of Y . The (unreduced) intersection of two
closed complex subspaces A,B ⊂ X can be defined as A∩B := A×XB,
which is as well a closed subspace of X. Per definition, this coincides
with the preimage of B under the embedding of A (and vice versa).
If A and B are reduced, i. e. analytic sets, the intersection is reduced
and coincides with the set-intersection.
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3.2 Definition of linear spaces
and preliminaries
Let X be a complex space. The category of complex vector bundles
on X is equivalent to the category of locally free sheaves on X. Un-
fortunately, vector bundles do not behave well under direct images
and, correspondingly, the direct image of a locally free sheaf is not
locally free any more. Yet, H. Grauert’s direct image theorem says that
it is still a coherent analytic sheaf. The equivalence between vector
bundles and locally free sheaves can be generalized in the following
sense: The category of coherent analytic sheaves is dual to the category
of linear spaces in the sense of A. Grothendieck and G. Fischer, which
is a subcategory of CX . In this section, we will define linear spaces,
sketch the construction of the mentioned duality and recall some basic
properties. For the proofs and more crucial properties, we recommend
[Gro61, Fis66, Fis67, Fis76, PR94].
Def. 3.3. Let X be a complex space. A complex space L ∈ CX with
a holomorphic map λ : L → X is called linear space over X if there
exist holomorphic maps
+: L×XL→ L (addition),
 : C× L→ L (scalar multiplication) and
0: X → L (zero section)
with the following properties:
(i) + and  commute with λ (e. g. λ ◦+ = + ◦ (λ, λ)) and λ ◦ 0 = id.
Particularly, +,  and 0 can be understood as holomorphic maps
over X.
(ii) They satisfy the usual vector space / module axioms given by
commutative diagrams, e. g.
 ◦ (idC,+) = + ◦ (,) ◦ (prC,pr1; prC, pr2)
(distributive property) where prC : C×L×XL → C denotes the
projection on C and pri the projections on the factors of L×XL.
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λ is called the projection of L to X.
This means there is a linear structure on L: Each fibre Lp := λ
−1(p)
is a C-vector space of a dimension which depends on p ∈ X. We call
rkp L := dimLp the rank of L in p and rkL := minp∈X rkp L the rank
of L. The rank rkp L is an upper semi-continuous function on X and
the set {p ∈ X : rkp L ≥ r} is analytic in X for all r ∈ N0. We call
SingL := {p ∈ X : rkp L ≥ rkL}
the singular locus of L. Please distinguish it from the singular set
(denoted as Lsing) of L as complex space. If X is reduced and rkp L is
constant in p, then L is a vector bundle over X (see Satz 3 in [Fis66]).
In particular, L is a vector bundle over X\SingL.
For an analytic or open subset M of X the restriction of L to M is
defined as LM := λ
−1(M). If ι : M → X is a holomorphic (closed or
open, respectively) embedding of M in X, we get that LM = ι
∗L =
M×XL.
A (homo-) morphism ξ between linear spaces L1 → L2 is a holomorphic
map ξ : L1 → L2 which commutes with the addition + and the scalar
multiplication . We denote the set of homomorphism Hom(L1, L2).
In particular, the restriction ξp : L1,p → L2,p of ξ is a homomorphism
of vector spaces for all p ∈ X.
For a vector space V of dimension r, X × V with the projection on X
is the trivial linear space of rank r. Locally all linear spaces can be
embedded in U×CN for N big and open U ⊂ X small enough. For all
Stein U , N can be chosen less or equal dimU + rkLU − 1 if rkp L <∞
for all p ∈ X (see Satz 4 in [Fis67, Sect. 3]). Moreover, we get (see
Lem. 1 and 2 in [Fis67]):
Theorem 3.4. Let X be a complex space, and let L be a linear space
over X. For all p0 ∈ X, there exists a neighbourhood U ⊂ X such
that LU can be embedded in U×CNz with N= rkp0 L and the embedding
is the analytic subspace given by holomorphic functions h1, ..., hm ∈
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O(U×CN ) over U which are fibrewise linear, i. e. (p, z)7→(p, hi(p, z)) ∈
Hom(U×CN , U×C).
There is a duality between the category of linear spaces and coherent
analytic sheaves on X (see Satz 2 in [Fis67]). Let us sketch the
construction of the functors:
For a linear space L→ X, the presheaf L = L (L) given by L (U) :=
Hom(LU , U×C) is canonical, i. e. it defines a sheaf. For an open
set U ⊂ X, a holomorphic r ∈ OX(U) and a section s ∈ L (U) =
Hom(LU , U×C), the scalar multiplication  induces a section rs ∈
Hom(LU , U×C). This means L (L) is an analytic sheaf.
A homomorphism ξ : L1 → L2 between linear spaces induces a ho-
momorphism ξ∗ := L (ξ) : L (L2) → L (L1) between the associated
coherent analytic sheaves defined by
ξ∗U (s) := s ◦ ξ|U ∈ Hom(L1,U , U×C) = L (L1)(U)
for all open U ⊂ X and s ∈ L (L2)(U) = Hom(L2,U , U×C) (using
ξ|U ∈ Hom(L1,U , L2,U )).
Theorem 3.4 implies the coherence of L : For small enough U ⊂ X,
LU can be embedded in U×CN such that LU = {h1=...=hm=0} (in
the unreduced sense) for holomorphic functions hi in O(U×CN ) which
are fibrewise linear. This means LU = kerα where
α(p, z) := (p;h1(p, z), .., hm(p, z)) ∈ Hom(U×CN , U×Cm),
where p denotes the coordinates of U and z of CN , i. e.
0→ LU ↪→ U×CN α−→ U×Cm
is an exact sequence. We get the exact sequence
OmU α
∗→ ONU → L (L)U → 0.
Vice versa, the linear space associated to a coherent analytic sheaf is
constructed as follows:
Let S be a coherent analytic sheaf on X. For a small enough open
set U ⊂ X, the coherence of S gives us an exact sequence OsU α→
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OtU → SU → 0. The holomorphic morphism α can be interpreted as
matrix with holomorphic entries. Hence, the transposed of α induces
a homomorphism α∗ : U×Ct → U×Cs ∈ Hom(U×Ct, U×Cs). Let SU
be the kernel of α∗, i. e.
SU := {(p, z) ∈ U×Ct : α∗(p, z) = (p, 0)}.
The linear space S := L(S ) associated to S can be obtained by
patching the constructed SU from above. For the construction, the
coherence of S is obviously necessary.
For a sheaf morphism ξ : S1 → S2, L(ξ) can be constructed as follows:
Let OsiU
αi→ OtiU
βi→ Si,U → 0 be exact sequences for a small enough
U ⊂ X. Per construction of the linear space, L(Si) = kerα∗i . There
exist an extension ξˆ : Ot1U → Ot2U of ξ, i. e. ξ ◦ β1 = β2 ◦ ξˆ, and a
morphism ξ˜ : Os1U → Os2U such that ξˆ ◦ α1 = α2 ◦ ξ˜ (see e. g. Lem. 20.3
in [Eis95]), i. e. the following exact diagram commutes:
Os1U
α1 //
ξ˜

Ot1U
β1 //
ξˆ

S1,U //
ξ

0
Os2U
α2 // Ot2U
β2 // S2,U // 0 .
As homomorphisms, ξˆ and ξ˜ can be interpreted as matrices with
holomorphic entries (like αi, see above), i. e. the transposition gives
homomorphisms
(ξˆ)∗ ∈ Hom(U×Ct2 , U×Ct1) and (ξ˜)∗ ∈ Hom(U×Cs2 , U×Cs1).
Let L(ξ) be the restriction of (ξˆ)∗ to L(S2) ⊂ U×Ct2 . Since L(S2) =
kerα∗2, we get
α∗1 ◦ (ξˆ)∗ (L(S2)) = (ξ˜)∗ ◦ α∗2(L(S2)) = 0.
Hence, Im (ξˆ)∗|L(S2) ⊂ kerα∗1 = L(S1) (in the unreduced sense) and
L(ξ) = (ξˆ)∗ ∈ Hom(L(S2), L(S1)) is well-defined.
Let ξ : S1 → S2 be a morphism between sheaves. Since the functor L
gives a duality between categories, L(ξ) is an epimorphism with respect
to the category of linear spaces if and only if ξ is a monomorphism.
Here, one should be careful because an epimorphism of linear spaces
must not be surjective as holomorphic map: For a counterexample, we
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consider the injective sheaf morphism ι : OC ↪→ OC defined by ι(r) =
p·r on the Cp. Then, ι∗=L(ι) : C2 → C2 is given by ι∗(p, z) = (p, p · z)
and an epimorphism with respect to the category of linear spaces. Yet,
ι∗ is not surjective since ι∗(0, z) = (0, 0).
On the other hand, for a surjective ξ : S1 → S2 (i. e. an epimorphism),
one can show that L(ξ) : L(S2)→ L(S1) is a closed immersion, i. e.
L(S2) is (can be seen as) a closed complex subspace of L(S1). Actually,
this follows from the construction of L(ξ) from above.
If E is a locally free sheaf, then L(E ) is a vector bundle. Please do
not mix L(E ) up with the vector bundle R(E ) which has E as sheaf
of sections, i. e. O(R(E )) ∼= E . Actually, R(E ) is dual to L(E ). For
an arbitrary coherent analytic sheaf S on X, S is locally free on
X ′ := X\SingS . Let us define R(S ) as the vector bundle over X ′
which has SX′ as sheaf of sections, i. e. R(S ) := R(SX′) = L(SX′)
∗.
Let f : Y → X be a holomorphic map between complex spaces, and
let λ : L→ X be a linear space over X. Then, the pullback f∗L of L
under f is defined as the fibre product of Y and L over X:
f∗L := Y ×X L.
We obtain f∗(L(S )) = L(f∗S ). The pullback (as functor on linear
spaces) is covariant and left-exact. If L ⊂ Up×CNz is given by holo-
morphic fibrewise linear h1, ..., hm, then f
∗L is given by f∗h1, ..., f∗hm
with f∗hi(p, z) := hi(f(p), z). We obtain:
Lemma 3.5. Let L ⊂ U×CN be a linear space over a complex space
U , and let f : V → U be a holomorphic map. Then, the pullback
f∗(L) = V×UL can be embedded in V×CN .
Linear spaces in sense of Grauert. Let X be a reduced complex
space. There exists the (sub-) category CredX of reduced complex spaces
over X. Let ⊕X denote the (fibre) product in CredX , then it coincides
with the set-theoretic fibre product. In [Gra62, § 3.6], H. Grauert
defined linear spaces with respect to CredX : In contrast to G. Fischer’s
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notion of a linear space, where it is required that +: L×XL→ L is a
holomorphic map, H. Grauert requires that the addition +: L⊕XL→L
is holomorphic between reduced complex spaces. That gives a different
category of linear spaces (which is no longer dually equivalent to the
category of coherent analytic sheaves).
3.3 Primary component of a linear space
In the following, we will always assume that X is a locally irreducible
complex space. Thus, X decomposes into disjoint connected compon-
ents, which can be considered separately. So, we can assume that X
is connected, thus also globally irreducible. For a coherent analytic
sheaf S , let A := SingS = SingS be the singular locus of S and
S = L(S ), respectively, which is a thin analytic set. As X is irredu-
cible, X ′ := X\(A∪Xsing) and Ac := X\A are connected. SU ∼= U×Cr,
for small open sets U ⊂ Ac, implies that SAc is also connected. The
set SA is an analytic subset of S. Let E be the irreducible component
of red(S) which contains SAc . PC(S) := E will be called the primary
component of S (following the notation of J. Rabinowitz in [Rab78]).
We get the decomposition S = E ∪ SA.
Remark 3.6. Let S be the linear space associated to a coherent
analytic sheaf S . Let s ∈ Hom(SU , U×C) ∼= S (U) be a section.
Then, the primary component E = PC(S) of S determines s up to
torsion:
If s|E = 0, then s ∈ T (S ).
This is clear as s|E = 0 implies that s is supported only on an analyt-
ically thin set.
Lemma 3.7. Let X be a locally irreducible complex space and S
a coherent analytic sheaf on X. Let S = L(S ) be the linear space
associated to S and E its primary component. If S has a torsion
element, then E 6= S. In particular, S is reducible.
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Proof: Assume that S has a torsion element, i. e. there are an open
set U ⊂ X, an s ∈ S (U) ∼= Hom(SU , U×C) (see Section 3.2) and an
r ∈ OX(U) such that s, r 6= 0 but rs = r ·s = 0 on SU . As X is locally
irreducible, we can assume that U is irreducible. So, there is a dense
open set V ⊂ U such that r ∈ O∗X(V ). Thus s|SV = 0. But V ∩Ac is
also open and dense in U . So, s|E = 0 by the identity theorem as E is
irreducible. Since s 6= 0, SU has to contain (parts of) other irreducible
components than E. 
Remark 3.8. The converse of Lemma 3.7 is not true: Let J be
the ideal sheaf generated by x2, xy2, y4 on C2x,y and S := L(J) the
linear space associated to J. Since J can not be generated by 2
elements, we get rkS0 = rkJ0 = 3. Hence, S0 is a 3-dimensional
analytic subset of S. On the other hand, the primary component has
dimension 2+ rkS = 3. Hence, S is not irreducible. Furthermore, one
can compute that S is even not reduced: S is given in C2x,y×C3z by the
ideal sheaf JS generated by h1(x, y; z) := y
2z1−xz2 and h2(x, y; z) :=
y2z2 − xz3 where z = (z1, z2, z3). Since y2(z22 − z1z3) = z2h2 − z3h1,
we get (y(z22 − z1z3))2 ∈JS . Yet, we have y(z22 − z1z3) /∈JS .
The primary component PC(S) is defined by the functions h1, h2 and
z22 − z1z3. Then, the fibre over the origin is just {z22 = z1z3} and not a
vector space. So, the fibres of the primary component do not need to
be linear and the primary component is in general not a linear space
(in the sense of Fischer). In [Rab78, p. 238], J. Rabinowitz claims that
the primary component of a linear space is a linear space in the sense
of Grauert, but not in the sense of Fischer. Our example shows that
even this is not the case.
At least, we obtain that the smallest linear space containing the primary
component induces the torsion-free part of a sheaf. More precisely:
Lemma 3.9. For a coherent analytic sheaf S on a complex space X,
the linear space associated to the torsion-free sheaf S /T (S ) can be
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realized locally as the unreduced intersection over all linear spaces L
containing the primary component of L(S ) as analytic set, i. e.
L(S /T (S )) =
⋂
L⊃PC(L(S ))
L .
Proof: Let X ′ be the complement of SingS in X, let S be the linear
space associated to S . We define T := T (S ) and F := L(S /T ).
We consider a small open set so that SU is embedded in U×CN . In
U×CN , let Lmin be the unreduced intersection
⋂
L⊃PC(SU ) L, where
the intersection is over all linear spaces L over U embedded in U×CN
that contain PC(SU ). Theorem 3.4 implies that Lmin is a linear
space over U . Since FX′ = SX′ , we get PC(S) = PC(F ) ⊂ F , i. e.
Lmin ⊂ FU in the unreduced sense. In order to produce a contradiction,
assume that L 6= F . Since the ideal sheaf associated to Lmin is
generated by fibrewise linear holomorphic function on U×CN with
Lmin ⊂ FU ⊂ U×CN (see Theorem 3.4, shrinking U), there exists a
holomorphic map s ∈ Hom(U×CN , U×C) vanishing on Lmin but not on
FU (in the unreduced sense). Since s vanishes on PC(SU ) = PC(FU ),
we get that s is a torsion element of L (F ) = S /T . This is a
contradiction. 
Using Rossi’s monoidal transformation, we can make the following
observation about the primary component:
Theorem 3.10. Let X be a locally irreducible complex space and S
a coherent analytic sheaf on X. Then, the primary component E of
the linear space S associated to S is locally irreducible.
Proof: As above, we can assume that X is connected, i. e. irreducible.
Let
ϕ := ϕS : XS → X
be the monoidal transformation of X with respect to S . This implies
that ϕ is biholomorphic on XS \ ϕ−1(A) with A := SingS . Then,
ϕ∗S = XS ×X S
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is the linear space associated to ϕ∗S , and there is a proper holomorphic
projection
pr : ϕ∗S → S.
Now consider the natural surjective homomorphism
ϕ∗S −→ ϕTS = ϕ∗S /T (ϕ∗S ),
which induces a closed embedding of the linear space V := L(ϕTS )
into ϕ∗S. Note that V coincides with ϕ∗S on XS \ ϕ−1(A). Thus,
the vector bundle V is just the primary component of ϕ∗S, and V is
locally and globally irreducible since the base space XS is connected
and locally irreducible.
As pr is a proper holomorphic mapping, we have that pr(V ) is an
irreducible analytic subset of S by Remmert’s proper mapping theorem
(see Theorem 2.12) and the fact that holomorphic images of irreducible
sets are again irreducible (see § 1.3 in [GR84, Chap. 9]). But pr(V )
coincides with the primary component E of S over X\A. Thus:
pr(V ) = E, (3.11)
and so pr|V : V → E is a proper modification. Using this and the fact
that V is clearly locally irreducible, it is easy to see that E is also
locally irreducible: For an open connected set W ⊂ E, pr|−1V (W ) ⊂ V
is again open and connected, thus irreducible since ϕ is a proper
modification of the irreducible X. But then, W = pr|V
(
pr|−1V (W )
)
is
also irreducible by the same argument as above (holomorphic images
of irreducible sets are irreducible). 
Using Theorem 3.10, we can now show:
Lemma 3.12. Let X be a locally irreducible complex space and S a
torsion-free coherent analytic sheaf on X. Then, S = L(S ) is locally
irreducible if and only if the primary component of S is a linear space.
Proof: Let E ⊂ S denote the primary component of S. Theorem 3.10
implies that E is locally irreducible.
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Assume first that E is a linear space. For all points in X, there is a
neighbourhood U ⊂ X such that EU and SU are linear spaces in U×CN .
Lem. 1 in [Fis67] implies that E is defined by holomorphic functions
h1, ..., hm ∈ O(U×CN ) that are fibrewise linear. The restriction of hj
to S gives a section in Hom(SU , U×C) ∼= S (U). Since hj vanishes
on the primary component E of S, we get hj ∈ T (S ) = 0 (see
Remark 3.6), i. e. S ⊂ E. This shows that actually E = S. The
converse of the statement is trivial. 
As we have seen in the counterexample Remark 3.8, the primary com-
ponent does not need to be a linear space. Yet, it has a homogeneous
structure, i. e. it is a cone (fibre) space in the sense of G. Fischer [Fis76,
Sect. 1.2]:
Lemma 3.13. Let X be a (locally irreducible) complex space and S a
coherent analytic sheaf on X. Then, the primary component E of the
linear space S = L(S ) associated to S is fibrewise homogeneous and
E is locally defined as analytic set in U×CN by holomorphic fibrewise
homogeneous functions for U ⊂ X small enough.
Proof: As above, let A ⊂ X be the singular locus of S . So, E and S
coincide over X\A, and we only have to show that the fibres of E are
homogeneous over points of A.
The question is local, so consider a point p ∈ A and a Stein neigh-
bourhood U of p in X such that SU can be realized as a closed linear
subspace of U×CN . Now EU ⊂ U×CN is a closed component of SU ,
which is linear in the second component over U\A. Let f1, ..., fk be a
set of defining functions for EU in U×CN (U is chosen to be Stein).
For fj , j = 1, ..., k, we define
f

j (λ, x, z) := fj(x, λ · z)
on C×U×CN . Since EU\A is linear, the f j vanish on (C×E)U\A and
on its closure. By definition, the closure is the irreducible set C×EU .
Hence, the fibres of EU are homogeneous. Therefore,  : C×EU → EU
given by the restriction of  : C×U×CN → U×CN is a holomorphic
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map. Using this, we obtain that the ideal sheaf defining EU (as analytic
set) is generated by fibrewise homogeneous functions (see the first step
in the proof of Lem. 1 in [Fis67]). 
If E×XE is irreducible, one can prove in the same way that the
primary component E is a linear space. Yet, for an irreducible fibre
space E → X, the fibre product of E×XE does not need to be
reduced (not to mention irreducible; for a counterexample, see Sect. 4
in [Fis66]). Therefore, the restriction of the addition does not need to
be holomorphic.
More preliminaries on torsion.
We will use the following observation without referring to it explicitly,
again. Let ψ : F → G be a morphism of analytic sheaves on a (locally
irreducible) complex space (X,OX). Then, ψ induces a canonical map
ψ̂ : F/T (F )→ G /T (G )
because the torsion sheaf T (F ) of F is mapped by ψ into the torsion
sheaf T (G ) of G : rxψ(sx) = ψ(rxsx) = 0 for germs rx ∈ OX,x,
sx ∈ Tx(F ) with rxsx = 0. Note that particularly T (F ) ⊂ kerψ if G
is torsion-free. Additionally, if ψ is an epimorphism, then ψ̂ is as well.
Lemma 3.14. Let X be a locally irreducible complex space and let
F and G be coherent analytic sheaves on X such that there exists a
morphism ψ : F → G which is a monomorphism on an open dense
subset of X. If F is torsion-free, then ψ is a monomorphism. If not,
ψ induces a monomorphism ψ̂ : F/T (F ) ↪→ G /T (G ).
Proof: The second statement follows from the considerations above
and the torsion-free case. Hence, we can assume that F is torsion-free.
Let F and G denote the linear spaces associated to F and G , re-
spectively. Theorem 3.10 implies that PC(F ) and PC(G) are locally
irreducible. Let ψ be a monomorphism on the open dense subset W
of X with W ⊂ X\(SingF ∩ SingG ). Thus, ψ induces a holomorphic
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fibrewise linear map ψ∗ : G→ F such that ψ∗W : GW → FW is a sur-
jective map of vector bundles. Let s be a section in Ker ψ, i. e. ψ∗ ◦ s
vanishes on G. We get that s vanishes on FW and, hence, on PC(F ).
Since F is torsion free, we obtain s = 0 (cf. Remark 3.6). 
Alternatively, one can prove this lemma by using only sheaf-theoretical
terminology and arguments (cf. the proof of Lemma 4.4).
Remark 3.15. Let S be a coherent analytic sheaf over a locally
irreducible complex space X. Let ϕ = ϕS : XS → X be the monoidal
transformation of X with respect to S , i. e. E := ϕTS is locally free.
Note that XS is again locally irreducible. Then, ϕ
∗S has torsion in a
point q if and only ifS is not locally free in ϕ(q) (see [Rab79]). We will
give a short, alternative proof with the statements from above. Let S,
S∗ and E denote the linear complex spaces associated to S , ϕ∗S and
E , respectively. IfS is not locally free in ϕ(q), then dimEq < dimSϕ(q)
(as dimEq = rkE = dimSq˜ in all points q˜ where S is locally free,
see § 1.1 in [GR70]). Lemma 3.5 implies dimS∗q = dimSϕ(q) > dimEq.
Since PC(S∗) = E and E is a vector bundle, we obtain that S∗ is
reducible in (q, 0), i. e. ϕ∗S has torsion in q by Lemma 3.12. The
other implication of the claim is trivial.
3.4 Corank and Cohen-Macaulay linear spaces
In this section, we introduce the notion of corank of linear spaces
and coherent analytic sheaves. It will be helpful to characterize linear
spaces and to give a criterion whether the linear space associated to a
coherent analytic sheaf is normal.
Def. 3.16. Let X be a complex space and S a linear space over X.
For a point p ∈ X, we define the corank of S in p as the number
corkp S := rkp S − rkS
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and corkS := supp∈X corkp S. For a coherent analytic sheaf S on
X, we define the corank of S in a point p ∈ X, corkpS , as the
difference of the minimal number of generators of Sp and the rank of
S , and the global corank as corkS := supp∈X corkpS . The corank
of a linear space coincides with the corank of the associated coherent
analytic sheaf (using S
loc⊂ X×CrkS , see Theorem 3.4) and is upper
semi-continuous.
Lemma 3.17. Let X be a complex space and S a coherent analytic
sheaf on X. Then, for all p ∈ X, the following is equivalent:
(1) There exists a neighbourhood U of p such that the following se-
quence is exact:
OcorkpSU
α−→ OrkS+corkpSU → SU → 0.
(2) The homological dimension of S in p is less or equal 1, i. e. (per
definition) there exists a neighbourhood U of p such that
0→ OmU α→ ONU → SU → 0
is exact for suitable m and N .
Proof: For the implication (1)⇒ (2), we just need to show that α is
injective: In points where S is locally free, α is injective (due to the
rank / dimension). Hence, Ker α has support on a proper analytic
set in U , i. e. is a torsion sheaf or the zero sheaf. Since OU does not
contain any torsion sheaf, α is a monomorphism. (Alternatively, one
can apply Lemma 3.14.)
(2)⇒ (1): By the uniqueness of the minimal resolution (see e. g.
Thm. 20.2 in [Eis95]), we can assume that N is equal to the minimal
number of generators of S in p, i. e.
N = rkpS
def
= corkpS + rkS .
The injectivity of α implies N −m = rk(ON/α(Om)) = rkS , i. e.

m = N − rkS = corkpS .
Lemma 3.17 can be interpreted as follows: If and only if the homological
dimension of a coherent analytic sheaf is less or equal 1, then the
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minimal number of holomorphic fibrewise linear functions defining the
associated linear space is equal to the codimension of the linear space
(locally) embedded in the trivial vector bundle, i. e. the linear space is
locally some kind of complete intersection. Actually, estimates on the
corank of a linear space will be quite useful to show that a linear space
is a Cohen-Macaulay space (which is close to complete intersection).
Let us recall the definition and crucial properties of Cohen-Macaulay.
Remark 3.18. Let X be a complex space. Then, X is called Cohen-
Macaulay (or perfect) if codhOX,x = dimxX for all x ∈ X, where
codhM denotes the homological codimension of a module M (for more
details, see e. g. § 11 in [Rem94]). We will use the following facts about
Cohen-Macaulay spaces (see e. g. § 5 in [PR94]):
(i) Every Cohen-Macaulay space is locally pure dimensional.
(ii) X is Cohen-Macaulay in p ∈ X if and only if for any (or at least
one) non-zero-divisor f in the maximal ideal sheaf mp, {f = 0} is
Cohen-Macaulay in p.
(iii) If X is Cohen-Macaulay and A is an analytic subset of X with
codimA ≥ 2, then O(X)→ O(X\A) is bijective.
(iv) A Cohen-Macaulay space is normal if and only if its singular set
is at least 2-codimensional.
The following theorem will be the first example to show how useful
the corank estimate is to characterize linear spaces:
Theorem 3.19. Let S ⊂ U×CN be a linear space over an irredu-
cible Cohen-Macaulay space U of rank r defined by m holomorphic
fibrewise linear functions h1, .., hm ∈ O(U×CN ) (i. e. (p, hi(p, z)) ∈
Hom(U×CN , U×C)) such that N=r+m, i. e. m ≥ corkS.
(1) If codim Sing S ≥ m, then S is Cohen-Macaulay. If (additionally)
U is a complete intersection, then S is a complete intersection,
as well.
(2) If codim SingS ≥ m+1, then S is (locally) irreducible.
(3) If U is normal and codim SingS ≥ m+2, then S is normal.
41
3 Linear Spaces
Proof: Since S = {h1 = ... = hm = 0}, we get codim(p,z)S ≤ m for all
(p, z) ∈ S ⊂ Up×CNz .
Let A ⊂ U denote the singular locus of S, i. e. the set where S is not
locally free, and let E := PC(S) denote the primary component of S.
Then, dimE = dimU +r, i. e. codimE = m. We set T := (A×CN )∩S.
(1) By the assumption and by T ⊂ A×CN ,
codimT ≥ codim(A×CN ) ≥ m.
Hence, codim(p,z)S=m for all (p, z)∈S. Since OS=OU×CN/(h1, .., hm),
we get that S is Cohen-Macaulay (see Remark 3.18 (ii)). Addition-
ally, S is a locally complete intersection if U is a locally complete
intersection.
(2) Let us assume that S is not irreducible, i. e. T\E 6= ∅. For
all (p, z) ∈ T\E, there is a neighbourhood V of (p, z) such that
T ∩ V = {h1 = ... = hm = 0}, i. e. codim(p,z)T ≤ m. We get
codimUA ≤ codimU×CNT ≤ m. This proves the second claim.
(3) By the assumption, we obtain codimT ≥ codim(A×CN ) ≥ m+2.
Since U is normal, i. e. codimUUsing ≥ 2, we get codimSU\AEUsing\A ≥ 2.
Since the singular set Ssing of S is contained in T ∪EUsing and EA ⊂ T ,
we get that
codimSSsing ≥ min{codimT, codimSEUsing} ≥ 2.
Remark 3.18 (iv) implies that S is normal (by use of (1)). 
Using (2)⇒ (1) of Lemma 3.17 and Lemma 3.7, we conclude:
Corollary 3.20. Let S be a coherent analytic sheaf of homological
dimension less or equal than 1 on an irreducible Cohen-Macaulay space
X.
(1) If corkS ≤ codim SingS , then the linear space L(S ) associated
to S is Cohen-Macaulay.
(2) If corkS + 1 ≤ codim SingS , then L(S ) is irreducible and S
torsion-free.
(3) If corkS + 2 ≤ codim SingS and if X is normal, then L(S ) is
normal.
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3.5 Linear spaces of small corank
For a linear space to be (locally) irreducible, it is necessary that the
associated coherent analytic sheaf is torsion-free (see Lemma 3.7). In
the following, we will prove that this is a sufficient criterion under
certain additional assumptions, including the proof of Theorem 3.1 at
the end of the section.
Lemma 3.21. Let X be a normal or Cohen-Macaulay space and
S ⊂ X×CN be a linear space over X with at least 2-codimension-
al singular locus in X and defined by one fibrewise linear function
h ∈ O(X×CN ). Then, S is locally irreducible. In particular, the
coherent analytic sheaf associated to S is torsion-free.
Proof: Let A ⊂ X denote the singular locus of S (as linear space) and
E denote the primary component of S. Lemma 3.13 implies that E is
given by the ideal sheaf (h, g1, ..., gm) with gi holomorphic on X×CN
and fibrewise homogeneous (shrink X if necessary). On the regular
part X ′ := X\A of S, we get SX′ = EX′ , i. e. gi,(p,z) ∈ (h)(p,z) ∀(p, z) ∈
X ′×CN . Therefore, fi := gi/h is a holomorphic function on X ′×CN .
Since we assumed X to be normal or Cohen-Macaulay and A is of
codimension 2 in X, fi can be extended to a holomorphic function on
X×CN . We obtain gi ∈ (h) and E = S. Now, Lemma 3.7 implies the
second statement. 
Note that for the proof of Lemma 3.21, we hardly used the fact that
S is given by a principal ideal sheaf. If S is defined by more than two
functions while the corank of S is 1, it can happen that S=L (S) has
torsion elements with support on a 2-codimensional set.
Since the singular locus of a torsion-free coherent analytic sheaf on a
normal complex space is at least 2-codimensional (see Remark 2.8),
we get the following corollary:
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Corollary 3.22. Let S be a torsion-free coherent analytic sheaf on a
normal complex space X such that OX → ONX → S → 0 is exact (i. e.
the homological dimension of S is at most 1, see Lemma 3.17). Then,
the linear space associated to S is locally irreducible.
We call a normal complex space factorial if its structure sheaf is
factorial (also called unique factorization domain). In this case, hyper-
surfaces are (locally) given as the zero set of one holomorphic function.
The most simple examples for factorial spaces are manifolds.
Theorem 3.23. Let S be a linear space over a factorial complex space
X which is locally defined by one holomorphic fibrewise linear function
in X×CrkS+1 (i. e. the associated ideal sheaf is a principal ideal sheaf).
Then, the primary component of S is a linear space.
Proof: Let S ⊂ X×CN be given by the fibrewise linear h∈O(X×CN ).
The primary component E of S is an irreducible hypersurface. Since
X (and, hence, X×CN ) is factorial, the ideal sheafJE is generated by
one element. By Lemma 3.13, we get that g is fibrewise homogeneous.
Moreover, g divides h. Hence, it has to be fibrewise linear. This implies
that E is a linear space. 
Lemma 3.24. Let X be a factorial complex space and S ⊂ X×CN
a linear space associated to a torsion-free coherent analytic sheaf on
X. Then, S can be defined by locally irreducible holomorphic fibrewise
linear functions.
Proof: Let the linear space S be defined by fibrewise linear h1, ..., hm ∈
O(X×CN ). Let Si := PC({hi = 0}) be defined by the fibrewise linear
gi ∈ O(X×CN ) (using Theorem 3.23). We will prove S =
⋂
Si, i. e.
(hi)
m
i=1 = (gj)
m
j=1:
Since gj |hj , we get (hi)mi=1 ⊂ (gj)mj=1. On the other hand, gj vanishes
on Sj . Hence, it vanishes on PC(S), as well. Since the coherent
analytic sheaf L (S) associated to S is torsion-free, we get gj = 0 on
S (in the non-reduced sense; see Remark 3.6), i. e. gj ∈ (hi)mi=1. 
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Theorem 3.25. Let S be a torsion-free coherent analytic sheaf of
corank 1 on a factorial complex space X. Then, the linear space
associated to S is locally irreducible and, for small enough open U ⊂ X,
there exists an exact sequence
0→ OU → OrkS+1U → SU → 0,
i. e. the homological dimension of S is at most 1.
Proof: For small enough open U ⊂ X, Lemma 3.24 implies that
the linear space S associated to SU can be defined by irreducible
fibrewise linear h1, ..., hm ∈ O(U×CN ) with N = rkS+1. Yet, the
primary component E of S is already an irreducible hypersurface in
U×CN . Hence, E coincides with Si = {hi = 0} and is a linear space.
Lemma 3.12 implies S = E = Si.
We obtain the exact sequence OU
h∗i−→ ONU → SU → 0. Lemma 3.17,
(1)⇒ (2) or Lemma 3.14 give the injectivity of h∗i . 
Let us generalize this for sheaves of corank 2:
Theorem 3.26. Let X be a factorial Cohen-Macaulay space and let
S be a linear space of corank 2 on X such that SingS has at least
codimension 3 in X and the coherent analytic sheaf L (S) associated
to S is torsion-free. Then, S is locally irreducible.
Proof: The proof is similar to the proof of Lemma 3.21. Let S ⊂ U×CN
be defined by the fibrewise linear h1, ..., hm ∈ O(U×CN ) for an open
subset U ⊂ X with N = 2+ rkS . Because of Lemma 3.24, we can
assume that Si := {hi = 0} is locally irreducible. In particular, Si is
Cohen-Macaulay. Let us assume h1, h2 6= 0 and h2 /∈ (h1). Since h1 is
irreducible, S12 := S1 ∩ S2 is a linear space with the same rank as S.
We will prove that S1 ∩ S2 coincides with E := PC(S):
Through Lemma 3.13, E is defined by fibrewise homogeneous holo-
morphic functions g1, ..., gk (in particular, hi ∈ (g1, ..., gk)). Let A
denote the singular locus of S and U ′ = U\A. Since E ⊂ S12 and
dimEU ′ = dimS12,U ′ , we get E = S12 over U
′. Hence, we obtain
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gj,(p,z) ∈ (h1, h2)(p,z) for all (p, z) ∈ S1,U ′ . This means gjh2 is a holo-
morphic function on S1,U ′ . By assumption,
codimS1((A×CN ) ∩ S1) ≥ codimU×CN (A×CN )− 1 ≥ 2.
Taking into account that S1 is Cohen-Macaulay, we conclude that
fj := gj/h2 is holomorphic on S1. Since gj − fj · h2 ∈ O(U×CN )
vanishes on S1, we get gj ∈ (h1, h2), i. e. E = S12. Lemma 3.12 implies
the claim. 
Corollary 3.27. Let X be a factorial Cohen-Macaulay space and S
be a torsion-free coherent analytic sheaf S of corank 2 on X with at
least 3-codimensional singular locus. Then, the linear space associated
to S is locally irreducible and, for small enough open U ⊂ X, there
exists an exact sequence
0→ O2U → OrkS+2U → SU → 0,
i. e. the homological dimension of S is at most 1.
Proof: In the proof of Theorem 3.26, we have seen that the linear space
associated to S is given by two holomorphic fibrewise linear functions
on U×CrkS+2. We get the exact sequence O2 → OrkS+2 → S .
Lemma 3.17 implies the claim. 
The counterexample Remark 3.8 shows that the assumption on the
codimension is necessary in Corollary 3.27.
We can now put together the proof of the main result of this section:
Proof of Theorem 3.1: Lemma 3.7 yields the implication (2)⇒ (1) and
Theorem 3.25 and Corollary 3.27 yield the implication (1)⇒ (3, 4).
Using Corollary 3.20 (2, 3), we get the implication (4)⇒ (3, 5). It only
remains to show (3)⇒ (2):
Assume that (3) is satisfied, i. e. that L(S ) is locally irreducible. But
L(S ) is connected. So, there can be just one irreducible component,
i. e. (2) holds, too. 
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Chapter 4
Proper Modifications of
Coherent Analytic Sheaves
In bimeromorphic geometry, the use of locally free coherent analytic
sheaves is limited: The direct image of a locally free sheaf under a proper
modification is not locally free any more. Instead, it is reasonable to
consider the wider category of torsion-free coherent analytic sheaves.
The restriction to torsion-free sheaves makes sense for bimeromorphic
considerations as the torsion of a coherent analytic sheaf is supported
on analytically thin subsets. To exemplify the use of torsion-free
sheaves, just recall that an irreducible reduced compact space X is a
Moishezon space if and only if it carries a positive torsion-free coherent
analytic sheaf S with supp(S ) = X (see e. g. Thm. 6.14 in [Pet94a]).
The main motivation is as follows: Let S be a torsion-free coherent
analytic sheaf on an irreducible complex space X. Then, H. Rossi
showed that there exists a proper modification ϕ = ϕS : Y → X such
that the torsion-free preimage ϕTS is locally free (see Section 2.5 for
details). Combining this with a resolution of singularities σ : M → Y ,
which exists due to H. Hironaka, we obtain a resolution of singularities
pi=ϕ ◦ σ : M → X such that piTS is locally free. Thus, it is possible
to study coherent analytic sheaves modulo torsion by reducing the
problem in order to study vector bundles on manifolds.
In view of this idea, it seems very interesting to study the connection
between S and its torsion-free preimage piTS closer, and we found
the following theorem, which to our knowledge has not been covered
in the literature, yet:
47
4 Proper Modifications of Sheaves
Theorem 4.1. Let pi : Y → X be a proper modification of a complex
space X, and let F and G be torsion-free coherent analytic sheaves on
X and Y respectively.
(i) If F = pi∗G , then
F ∼= pi∗piTF .
(ii) If G = piTF , then
piTpi∗G ∼= G .
To prove this, we will show that the natural maps
F → pi∗piTF ,
piTpi∗G → G
both are injective (Theorem 4.12 (i) and Lemma 4.4; the proof of
Lemma 4.4 presented here is due to M. Toma). We give also counter-
examples to show that these injections are not bijective in general
(Remark 4.6 and Remark 4.14).
The assumption in Theorem 4.1 (i) can be replaced by a normality
assumption on the linear space associated to the sheaf:
Theorem 4.2. Let X be a locally irreducible complex space, S a
torsion-free coherent analytic sheaf on X such that the linear space
associated to S is normal, and pi : Y → X a proper modification of X.
Then, the canonical homomorphism S → pi∗(piTS ) is bijective, i. e.
S ∼= pi∗(piTS ).
In particular, S can actually be represented as the direct image of
a locally free sheaf. In Chapter 3, we presented some criteria for
normality of the linear space associated to S (see Theorem 3.1 and
Corollary 3.20). Additionally, we will see that the assumptions in
Theorem 4.2 are necessary to obtain that S is the direct image of a
locally free sheaf on a normal space (see Remark 4.20). For this, we
show that a locally free sheaf on a non-normal complex space X can
not be the direct image of a sheaf on a normal modification of X (cf.
Theorem 4.21). In particular, the Grauert-Riemenschneider canonical
sheaf KX can not be locally free on a non-normal space X.
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Furthermore, we obtain the following two results for specific proper
modifications: First, we show that the torsion-free preimage of the
direct image of an arbitrary torsion-free coherent analytic sheaf F
with respect to a 1:1 modification is canonically isomorphic to F (see
Theorem 4.9). Second, we prove that the direct image of the torsion-
free preimage of a suitable sheaf S of rank 1 under the monoidal
transformation with respect to S is canonically isomorphic to S (see
Theorem 4.17).
Let us consider two applications of Theorem 4.1. First, let X be
a locally irreducible complex space of pure dimension n, and KX
the Grauert-Riemenschneider canonical sheaf on X (as introduced in
Section 2.4). Then, there exists a resolution of singularities pi : M → X
(with only normal crossings) such that piTKX is locally free, and so
there is an effective divisor D with support on the exceptional set of
the modification such that
KX ∼= pi∗piTKX = pi∗ΩnM (−D) = pi∗
(
ΩnM ⊗O(−D)
)
(4.3)
(see Theorem 4.24). Let us explain briefly the meaning of (4.3). By
definition of the Grauert-Riemenschneider canonical sheaf, we know
already that KX ∼= pi∗ΩnM . (4.3) tells us that we can as well consider
the push-forward of holomorphic n-forms which vanish to the order of
D on the exceptional set. This is an important detail, particularly if pi
is explicitly given so that D can be calculated explicitly. An example:
If X is already a manifold (i. e. KX = Ω
n
X) and pi : M → X is the
blow-up along a submanifold of codimension s in X with exceptional
set E, then (see e. g. Prop. VII.12.7 in [Dem12]):
piTKX = pi
∗KX = ΩnM
(− (s−1)E),
and so
ΩnX = KX
∼= pi∗ΩnM
(− (s−1)E).
Considerations of this kind are particularly important in the study of
canonical sheaves on singular complex spaces (see [Rup14a]). We will
also set up the relation (4.3) for holomorphic n-forms with values in
locally free coherent analytic sheaves (see Theorem 4.28).
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Second, we will study reduced ideal sheaves in Section 9.1. Let pi : Y →
X be a proper modification of a locally irreducible complex space
X, A ⊂ X an analytic subset with (reduced) ideal sheaf JA, and
B := pi−1(A) the reduced analytic preimage with (reduced) ideal sheaf
JB. Then, pi
TJA = JB (cf. Lemma 9.2), and Theorem 4.1 yields
that JB
∼= piTpi∗JB.
If we assume moreover that X is normal and that A is either a locally
complete intersection or a normal analytic set and that σ : Y → X is
the monoidal transformation with respect to JA, then JB = σ
TJA
(is locally free) and we have (see Lemma 9.5):
JA
∼= σ∗JB ∼= σ∗σTJA.
Using Theorem 4.2, we are able to generalize Takegoshi’s relative
version [Tak85] of the Grauert-Riemenschneider vanishing theorem in
several directions. This is elaborated in Chapter 8 (cf. [Ser15]).
This chapter is organized as follows. We study torsion-free analytic
preimages of direct image sheaves in Section 4.1 and direct images
of (torsion-free) analytic preimage sheaves (including the proof of
Theorem 4.2) in Section 4.2. In Section 4.3, we show that the analytic
inverse image functor preserves monomorphisms and epimorphisms
and use this fact in combination with the previous considerations to
prove Theorem 4.1. Section 4.4 contains the first application described
above. We complement the chapter by analogous considerations on
the non-analytic inverse image functor in Section 4.5. The presented
results of this chapter and their proofs can be found in [RS13] and
[Ser15, Sect. 4], as well.
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4.1 Torsion-free preimages
of direct image sheaves
In this section, we study the torsion-free preimage of direct image
sheaves under proper modifications.
Lemma 4.4. Let pi : Y → X be a proper modification between complex
spaces Y , X, and E a torsion-free coherent analytic sheaf on Y . Then,
the canonical homomorphism pi∗pi∗E → E induces a canonical injection
piTpi∗E ↪→ E , (4.5)
where piTpi∗E = pi∗pi∗E /T (pi∗pi∗E ) is the torsion-free preimage of pi∗E .
The following proof was communicated to us by Matei Toma. Altern-
atively, Lemma 4.4 follows also from Lemma 3.14.
Proof: Let T denote the torsion sheaf of pi∗pi∗E , and let ψ : pi∗pi∗E → E
denote the natural map. Since E is torsion-free, ψ(T ) = 0 and, hence,
ψ factors through ψ̂ : piTpi∗E → E . Since ψ is an isomorphism outside
of a thin analytic set A ⊂ X, an element in the kernel of ψ has support
in A. Therefore, the kernel is a subset of T , i. e. ψ̂ is injective. 
Remark 4.6. Let us give a counterexample showing that (4.5) is in
general not an isomorphism. Consider a modification pi : M → Cn
where M is a complex manifold with canonical sheaves ΩnM and Ω
n
Cn
∼=
OCn . Then, pi∗ΩnM = ΩnCn ∼= OCn so that piTpi∗ΩnM ∼= piTOCn ∼= OM .
But, OM 6= ΩnM in general.
However, we can be a bit more precise in Lemma 4.4 by use of the
following observation if E is locally free of rank 1:
Lemma 4.7. Let X be a complex space and i : F ↪→ G an injective
morphism between two coherent locally free sheaves of rank 1 over X.
Then, there exists an effective Cartier divisor, D ≥ 0, such that
i(F ) = G ⊗OX(−D).
In particular, i is an isomorphism precisely on X\|D|.
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Proof: Let {Xα}α be a locally finite open cover of X such that both,
F and G , are free over each Xα. So, there are trivializations
φα : FXα
∼−→ OXα ,
ψα : GXα
∼−→ OXα ,
and, for Xαβ := Xα ∩Xβ 6= ∅, we have transition functions Fβα :=
φβ ◦ φ−1α ∈ O∗(Xαβ) and Gβα := ψβ ◦ ψ−1α ∈ O∗(Xαβ) satisfying the
cocycle conditions. In trivializations,
ψα ◦ i|Xα ◦ φ−1α : OXα → OXα
is given by a holomorphic function iα ∈ O(Xα), vanishing nowhere
identically with (unreduced) divisor (iα). On Xαβ, we get
Gβα ·iα = ψβ ◦ψ−1α ◦ψα◦i|αβ ◦φ−1α = ψβ ◦i|αβ ◦φ−1β ◦φβ ◦φ−1α = iβ ·Fβα
so that iα/iβ = Fβα/Gβα ∈ O∗(Xαβ). Thus, D := {(Xα, iα)}α defines
in fact an effective Cartier divisor with support |D|.
To see that i(F ) = G ⊗OX(−D), note that G ⊗OX(−D) is a coherent
subsheaf of G because OX(−D) is a sheaf of ideals in OX , and that

ψα ⊗ 1: G ⊗OX(−D)|Xα
∼−→ OXα ⊗OXα(−(iα)).
So, we can deduce the following direct consequence of Lemma 4.4:
Theorem 4.8. Let pi : Y → X be a proper modification of X, E a
locally free analytic sheaf of rank 1 on Y and assume that piTpi∗E is also
locally free. Then, there exists an effective Cartier divisor D on Y such
that the following holds: The canonical homomorphism pi∗pi∗E → E
induces a canonical injection
i : piTpi∗E ↪→ E
and
i(piTpi∗E ) = E ⊗OY (−D).
In particular, i is an isomorphism precisely on Y − |D|, and |D| is
contained in the exceptional set of pi.
For the torsion-free inverse image of the direct image sheaf under a
1:1 modification, we obtain:
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Theorem 4.9. Let X be a locally irreducible complex space, let ψ : X̂ →
X be the normalization of X, and let F be a torsion-free coherent
analytic sheaf on X̂. Then, the canonical morphism ψ∗ψ∗F → F
induces an isomorphism
ψTψ∗F ∼= F .
Proof: Since the 1-sheeted covering ψ is a homeomorphism (X is locally
irreducible), we get for all q ∈ X̂:
Fq = (ψ∗F )ψ(q)
def
= (ψ−1ψ∗F )q.
By the definition of the (analytic) inverse image sheaf, we obtain
ψ∗ψ∗F
def
= ψ−1ψ∗F⊗ψ−1OXOX̂ = F⊗ψ−1OXOX̂ .
Yet, the injective map ψ−1OX ↪→ OX̂ gives us the surjectivity of the
canonical morphism:
ψ∗ψ∗F = F ⊗ψ−1OX OX̂  F⊗OX̂OX̂ = F , s⊗ r 7→ r · s.
With Lemma 4.4, we also have

ψTψ∗F ↪→ F , s⊗ r +T (ψ∗ψ∗F ) 7→ r · s.
4.2 Direct image sheaves of
torsion-free preimage sheaves
In this section, we study the direct image of the torsion-free preimage
sheaf under a proper modification. In particular, we will prove The-
orem 4.2 (see Theorem 4.12 (iii)). Furthermore, we obtain more results
for sheaves of rank one. Let us first recall the elementary projection
formula (cf. e. g. Ex. II.5.1 in [Har77]).
Theorem 4.10 (Projection Formula). Let f : Y → X be a holomorphic
map between complex spaces, let E be a locally free sheaf on X, and
let F be a coherent analytic sheaf on Y . Then,
E ⊗ f∗F ∼= f∗ (f∗E ⊗F ) . (4.11)
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Proof: Let r denote the rank of E . Since the direct product is invariant
under the direct image, we conclude
O⊕rU ⊗f∗F ∼= (f∗F )⊕r ∼= f∗(F⊕r) ∼= f∗(O⊕rf−1(U)⊗F )
∼= f∗(f∗(O⊕rU )⊗F )
for all U ⊂ X. Let αU denote the map from left to right. Since all
used isomorphisms are natural, α itself is natural.
Choose an open covering {Xα}α of X such that there exist trivializa-
tions φα : EXα
∼→ OrXα of E over Xα. Let Fβα := φβ ◦ φ−1α denote the
transition function on Xαβ := Xα∩Xβ . The linear space L1 associated
to E⊗f∗F is given by L(O⊕rXα⊗f∗F ) glued together via L(Fβα⊗idf∗F ).
Also, L2 := L(f∗(f∗(E )⊗F )) is given by L(f∗(f∗(O⊕rXα)⊗F )) glued
together via L(f∗(f∗(Fβα)⊗idF )). Since αXβα is natural, we get
αXβα ◦ (Fβα⊗idf∗F ) = (f∗(f∗(Fβα)⊗idF )) ◦ αXβα . Hence, L1 and L2
are obtained by isomorphic gluing data, i. e. L1 ∼= L2. 
Theorem 4.12. Let X be a locally irreducible complex space, S a
torsion-free coherent analytic sheaf on X and pi : Y → X a proper
modification of X.
(i) Then, the canonical homomorphisms S → pi∗(pi∗S ) and S →
pi∗(piTS ) both are injective.
(ii) If the linear space L(S ) associated to S is irreducible and L(pi∗S )
is reduced, then pi∗(pi∗S )→ pi∗(piTS ) is injective.
(iii) If the linear space L(S ) is normal, then
S ∼= pi∗(piTS ).
Proof: We can assume that X is connected. Let S denote the linear
space associated to S , A ⊂ Y the set where pi is not biholomorphic
and Ac the complement. S∗ = Y×XS is the linear space associated
to S ∗ := pi∗S . Let pr : S∗ → S denote the projection, let E be the
linear space associated to E := piTS , let U be an open Stein set in X,
and let V := pi−1(U). The construction of the linear spaces implies
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Hom(SU , U×C) ∼= S (U),
Hom(S∗V , V×C) ∼= pi∗S (V ) =
(
pi∗(pi∗S )
)
(U) and
Hom(EV , V×C) ∼= E (V ) = (pi∗E )(U).
Let N be an integer big enough so that SU can be realized as a subset
of U×CN . We obtain closed embeddings EV ⊂ S∗V ⊂ V×CN , and (q, z)
is in S∗V if and only if (pi(q), z) ∈ S. Since obviously pr(EAc) = Spi(Ac)
and proper holomorphic images of irreducible sets are irreducible (using
Theorem 2.12), we obtain (cf. (3.11))
pr(PC(EV )) = PC(SU ), (4.13)
where PC denotes the primary component of a linear space (see Sec-
tion 3.3).
(i) S ↪→ pi∗(pi∗S ) and S ↪→ pi∗(piTS ) follows from Lemma 3.14.
(ii) Assume S is irreducible and S∗ is reduced. To prove that the
natural map given by the restriction Hom(S∗V , V×C) → Hom(EV ,
V×C) is injective, we use pr(PC(EV )) = SU (using (4.13) and that S
is irreducible):
Let s ∈ Hom(S∗V , V×C) with s|E = 0, i. e. s|PC(E) = 0. Since S
is irreducible, it is reduced, as well. Let s(q, z) = (q, f(q, z)) ∈
Hom(S∗V , V×C) be not the zero section, i. e. there is a point (q′, z0) ∈ S∗
with f(q′, z0) 6= 0 (S∗ is reduced). There is a q′′ ∈ pi−1(pi(q′)) such
that (q′′, z0) ∈ E. Since pi−1(pi(q′))×{z0} is a compact analytic set in
S∗V , we get f(q
′, z0) = f(q′′, z0), i. e. f |E 6= 0 and s|E 6= 0.
(iii) Assume that S is normal. In particular, S is irreducible. Fix a
section s(q, z)=(q, f(q, z)) ∈ Hom(EV , V×C). Since pr : PC(EV ) →
PC(SU )=SU is a proper modification (surjectivity is (4.13) and SU is
irreducible), the map f˜ := f ◦pr−1 : SU → C is a bounded meromorphic
function, i. e. it is weakly holomorphic. Since SU is normal, f˜ is
holomorphic. Obviously, it is linear in the second argument. Hence,
pr−1 gives a map (pr−1)∗ : Hom(EV , V×C)→ Hom(SU , U×C), s 7→ s˜
with s˜(p, z) = (p, f˜(p, z)). Since f ◦ pr−1 = f˜ = 0 implies f = 0, this
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map is injective. It is now easy to see that (pr−1)∗ : pi∗piTS ↪→ S is
the inverse to the natural mapping S ↪→ pi∗piTS . 
Remark 4.14. Without the additional assumption about normality,
the natural map S ↪→ pi∗piTS is not necessarily bijective. The
following counterexample is derived from one due to Mircea Mustat¸a˘.
Let S = (x3, y3) be the ideal sheaf on C2x,y, generated by the functions
x3 and y3, and let pi : M → C2 be the blow up of the origin, i. e.
M = {(x, y; [t1 : t2]) ∈ C2×CP1 : xt2 = yt1}.
S has the following sequence as resolution:
O // O2 // S // 0 .
(f1, f2)
 // x3f1+y
3f2
g  // (y3g,−x3g)
Hence,
S = L(S ) = {(x, y; z1, z2) ∈ C2×C2 : z2x3 = z1y3},
and sections in S correspond to sections in Hom(S,C2×C) via the
assignment x3 7→ [(x, y; z1, z2) 7→ z1], y3 7→ [(x, y; z1, z2) 7→ z2]. Now,
S∗ = L(pi∗S ) = {(x, y; [t1 : t2]; z1, z2) ∈M×C2 : z2x3 = z1y3},
E = L(piTS ) = {(x, y; [t1 : t2]; z1, z2) ∈M×C2 : z2t31 = z1t32}.
Thus, S∗ = E ∪ T with
T = {(x, y; [t2 : t2]; z1, z2) ∈M×C2 : x = y = 0} = 0×CP1×C2.
In Hom(E,M×C), we have now also the section{
( t2t1 z1 : t1 6= 0); ( t
2
1
t22
z2 : t2 6= 0)
}
,
corresponding to x2y in piTS , and the section{
( t
2
2
t21
z1 : t1 6= 0); ( t1t2 z2 : t2 6= 0)
}
,
corresponding to xy2, but these two do not extend to S∗ = E ∪ T
because there is no relation between z1 and z2 on T . In Hom(S
∗,M×C),
however, we have the section{
(y t2t1 z1 : t1 6= 0); (y t
2
1
t22
z2 : t2 6= 0)
}
,
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corresponding to x2y2 in pi∗S . Moreover, it is easy to verify that x, x2,
y, y2 and xy are neither contained in pi∗pi∗S nor in pi∗piTS . Hence,
we have:
S ( (x3, x2y2, y3) = pi∗pi∗S ( (x3, x2y, xy2, y3) = pi∗piTS .
Remark 4.15. Let us present a counterexample for (ii) in The-
orem 4.12 if S is not irreducible:
Let X = {x3 = y2} ⊂ C2 be the cusp, pi : C → X, pi(t) := (t2, t3)
the normalization and let ÔX denote the sheaf of weakly holomorphic
functions on X. Then, one can compute that pi∗pi∗ÔX has torsion
elements with support in 0. Yet, pi∗piT ÔX = pi∗OC = ÔX is torsion-free.
Hence, there can not exist an injective morphism pi∗pi∗ÔX → pi∗piT ÔX .
Remark 4.16. In order to get the isomorphism S = pi∗piTS for
all proper modifications, the normality of the linear space of S is
a natural assumption. For example, if E is locally free, we obtain
pi∗pi∗E ∼= E if and only if pi∗OY ∼= OX . Yet, this is only satisfied for
all proper modifications if it is satisfied for the normalization, i. e. this
is equivalent to X being normal.
Additionally, the normality assumption is required for the following
purpose (see Remark 4.20): If ϕ = ϕS : Y → X is the monoidal
transformation with respect to S , then Y does not have to be normal
(under some additional assumptions this is equivalent to L(S ) being
normal, see Remark 4.19). The question is now, does there exist a
(locally free) sheaf on the normalization of Y such that its direct image
is ϕT (S ). Under the same assumptions as in Remark 4.19, we will
see that this is equivalent to Y being normal. This means that the
normality assumption on L(S ) is necessary to obtain S ∼= pi∗piTS
for normal Y and locally free piTS .
If we choose the monoidal transformation for the proper modification
(see Section 2.5), we get an alternative result to Theorem 4.12 (iii),
where the normality assumption can be replaced to show that the
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composition of the direct image and preimage functor is an isomorphism
(cf. Sect. 4 in [Ser15]).
Theorem 4.17. Let X be an irreducible Cohen-Macaulay space, and
let S be a coherent analytic sheaf of rank 1 on X such that, for
each p ∈ X, there exist a neighbourhood U and a free resolution
OmU → Om+1U → SU → 0 (i. e. the homological dimension of S is
at most 1, see Lemma 3.17) and the singular locus of S is at least
(m+1)-codimensional, or such that (more weakly) the linear space L(S )
associated to S is Cohen-Macaulay and irreducible. Let ϕ=ϕS : Y →
X denote the monoidal transformation of X with respect to S . Then,
the canonical morphism S → ϕ∗ϕ∗S induces an isomorphism
S
∼−→ ϕ∗ϕTS .
For m ≤ 2, the assumption on the free resolution of SU in The-
orem 4.17 is always satisfied if X is factorial and Cohen-Macaulay and
if S is torsion-free with corkS ≤ m (see Theorem 3.1).
Proof: Let S denote the linear space associated to S . With The-
orem 3.19 or by the assumption, we get that S is Cohen-Macaulay
and irreducible (in particular, S is torsion-free, see Lemma 3.7). Let
E := L(ϕTS ) ⊂ ϕ∗S = L(ϕ∗S ) denote the linear space associated
to the torsion-free preimage of S and pr: E → S be the restriction
of the projection of the fibre product Y×XS = ϕ∗S to S. Then, E is
irreducible and the proper mapping theorem implies pr(E) = S, i. e.
pr is a proper modification of S.
The biholomorphism between Cm+1\0 and the universal line bundle
without zero section OCPm(1)\(CPm×0) defined by z 7→ ([z], z) induces
a biholomorphic map from Sp\0 ∼−→ Eϕ−1(p)\(ϕ−1(p)×0) for each
p ∈ X, which is the inverse map of
pr : E\(Y×0)→ S\(X×0)
(in this respect, recall the construction of ϕ=ϕS in [Rie71, § 2]).
Let A denote the singular locus of S , i. e. the set where S is not
locally free (and S is not a line bundle), and set B := ϕ−1(A). Since
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ϕ is biholomorphic outside of B, pr = (ϕ, idCm+1)|E is already a
biholomorphic map on the complement of B and A:
pr : E\(B×0) ∼−−→ S\(A×0). (4.18)
Since A×0 is at least of codimension 2 in S and S is Cohen-Macaulay,
every holomorphic function on S\(A×0) extends to S (see Cor. 5.9 in
[PR94]). Hence, for all open sets U ⊂ X, we get
(ϕ∗ϕTS )(U)
def
= (ϕTS )(ϕ−1(U)) ∼= Hom(Eϕ−1(U), ϕ−1(U)×C)
∼= Hom(SU , U×C) ∼= S (U),
where the second and the last isomorphism are given by the construc-
tion of the linear spaces associated to ϕTS and S , resp. 
The following two remarks show that the assumption on normality is
just implicit:
Remark 4.19. For the irreducible Cohen-Macaulay space S of rank
1, we get that S is normal if and only if S\(A×0) is normal (recall that
a Cohen-Macaulay space is normal if and only if its singular locus is
at least of codimension 2). Since E\(B×0) ∼−→ S\(A×0) (4.18), and
since E is a vector bundle, this is furthermore equivalent to Y being
normal.
Remark 4.20. Let S be a coherent analytic sheaf of rank 1 on a
complex manifold M such that the linear space S = L(S ) is Cohen-
Macaulay and irreducible, but not normal, and let ϕ : Y →M be the
monoidal transformation of M with respect to S . We obtain with
Theorem 4.17:
S ⊗KM ∼= ϕ∗(ϕTS ⊗ ϕ∗KM ).
The sheaf E := ϕTS ⊗ ϕ∗KM is locally free. For our purpose of
generalizing Takegoshi’s vanishing theorem (in Chapter 8), we need
a proper modification pi : Z → Y and a locally free sheaf E˜ with
E ∼= pi∗(E˜⊗KZ). With the projection formula for locally free sheaves
and a normalization, we can assume that Z is normal. Hence, we can
apply the following theorem, which maintains a contradiction to the
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assumption that S and, hence, Y are not normal (see Remark 4.19).
This means that the assumption on normality of L(S ) is necessary for
a generalization of Takegoshi’s vanishing theorem by use of a monoidal
transformation.
Theorem 4.21. If E is a locally free sheaf with positive rank on
a locally irreducible complex space Y such that there exist a proper
modification pi : Z → Y with normal Z and a coherent analytic sheaf
F with pi∗F ∼= E , then Y is normal.
Proof: Let ψ : Ŷ → Y be a normalization of Y . Since Z is normal, pi
factorizes over the normalization, i. e. ∃pi : Z → Ŷ with pi = ψ ◦ pi (see
e. g. Sect. 8.4.3 in [GR84]). Therefore, E ∼= ψ∗pi∗F . For F̂ := pi∗F ,
Theorem 4.9 implies
E ∼= ψ∗F̂ ∼= ψ∗ψTψ∗F̂ ∼= ψ∗ψTE
= ψ∗(ψ∗E⊗OŶ )
(4.11)∼= E⊗ψ∗OŶ ∼= E ⊗ ÔY .
Since E is locally free of positive rank, we obtain ÔY ∼= OY , i. e. Y is
normal. 
We deduce immediately:
Corollary 4.22. The Grauert-Riemenschneider canonical sheaf on a
non-normal locally irreducible complex space is not locally free.
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4.3 Proof of Theorem 4.1
In preparation, we make the following observation:
Lemma 4.23. Let pi : Y → X be a proper modification of a complex
space X such that Y is locally irreducible. Let
ψ : F → G
be a morphism of coherent analytic sheaves. If ψ is an epimorphism,
then the induced mapping
piTψ : piTF → piTG
is also an epimorphism. If ψ is a monomorphism, then piT is also a
monomorphism.
Note that piT is not exact. A simple counterexample is the following.
Let m0 be the maximal ideal sheaf of the origin in C2. Then,
0→ m0 ↪→ OC2 → OC2/m0 → 0
is exact. Let pi be just the identity on C2. So, we have piTm0 = m0,
piTOC2 = OC2 and piT
(OC2/m0) = 0. The resulting sequence 0 →
m0 ↪→ OC2 → 0 is clearly not exact.
Proof: Let ψ be an epimorphism, i. e. surjective. Recall that pi∗ is
right-exact. So, pi∗ψ : pi∗F → pi∗G is still surjective. But then, it
is easy to see that the induced mapping piTψ : piTF → piTG is also
surjective.
To prove the second statement in the lemma, let ψ be injective. Let
fx ∈ (piTF )x such that piTψ(fx) = 0. This means that there is an open
set U ⊂ Y and a representative f ∈ piTF (U) such that piTψ(f) = 0.
But, piTψ is injective on a dense open subset W ⊂ X. Thus, f = 0 on
U ∩W , i. e. f has support on a thin set. Since piTF is torsion-free, we
get fx = 0 and f = 0. 
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Proof of Theorem 4.1: Let pi : Y → X be a proper modification be-
tween locally irreducible complex spaces. Let F and G be coherent
analytic sheaves on X and Y , respectively.
(i) The case F = pi∗G : By Theorem 4.12 (i), the natural map
F → pi∗piTF is injective. Moreover, Lemma 4.4 yields injectivity of
the natural map
piTF = piTpi∗G → G .
Since pi∗ is left-exact, we obtain the second natural injection
pi∗piTF ↪→ pi∗G = F .
(ii) The case G = piTF : As above, Lemma 4.4 gives piTpi∗G ↪→ G .
By Theorem 4.12 (i) we have also the natural injection
F ↪→ pi∗piTF = pi∗G .
But, piT preserves injectivity (Lemma 4.23) so that we obtain the
injection

G = piTF ↪→ piTpi∗G .
4.4 Holomorphic n-forms on singular spaces
As a consequence of Theorem 4.1 and Theorem 4.8, we have the
following application to holomorphic n-forms:
Theorem 4.24. Let X be a complex space of pure dimension n and
KX the Grauert-Riemenschneider canonical sheaf on X. Then, there
exist a resolution of singularities pi : M → X and an effective divisor,
D ≥ 0, with support on the exceptional set of the resolution such that
piTKX ∼= ΩnM (−D) = ΩnM ⊗OM (−D), (4.25)
where ΩnM is the canonical sheaf of holomorphic n-forms on M , and
(4.25) is induced by the natural mapping pi∗KX = pi∗pi∗ΩnM → ΩnM .
Moreover, we get
pi∗ΩnM = KX ∼= pi∗ΩnM (−D).
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Proof: Let pi : M → X be a resolution of singularities such that piTKX
is locally free. Such a resolution exists due to H. Rossi and H. Hironaka
(apply first Rossi’s Theorem 2.19 and, then, Hironaka’s resolution of
singularities). Recall that KX = pi∗ΩnM by definition of the Grauert-
Riemenschneider canonical sheaf. So, the assertion follows directly
from Theorem 4.8 and Theorem 4.1. 
The following observation is also useful:
Lemma 4.26. Let F , G be torsion-free coherent analytic sheaves on
a locally irreducible complex space X, and let pi : Y → X be a proper
modification of X such that piTG is locally free. Then,
piT
(
F ⊗ G ) = piTF ⊗ piTG
and there is a natural injection
F ⊗ G ↪→ pi∗
(
piTF ⊗ piTG ).
Proof: Note that Y is also locally irreducible. Consider the two natural
surjections pi∗F → piTF and pi∗G → piTG . These yield a natural
surjection
pi∗(F ⊗ G ) = pi∗F ⊗ pi∗G −→ piTF ⊗ piTG ,
which is an isomorphism on an open dense subset of Y . Since the
tensor product of a torsion-free and a locally free sheaf is torsion-free
(this is not the case if both are not locally free, see Remark 2.9), we
obtain by use of Lemma 3.14 a natural isomorphism
piT
(
F ⊗ G ) = pi∗(F ⊗ G )
T
(
pi∗(F ⊗ G )) ∼−→ piTF ⊗ piTG . (4.27)
The second statement follows by taking the direct image of (4.27)
under pi and Theorem 4.12 (i). 
Using this lemma and the projection formula (see Theorem 4.10), we
obtain with an analogue proof the following variant of Theorem 4.24.
Theorem 4.28. Let X be a complex space of pure dimension n, F
be a torsion-free coherent analytic sheaf on X and pi : M → X be a
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resolution of singularities such that piT (KX) is locally free. Then, there
exists an effective divisor, D ≥ 0, with support on the exceptional set
of the resolution such that
piT (F ⊗KX) ∼= piTF ⊗ ΩnM (−D).
If F is locally free, then
pi∗(pi∗F ⊗ ΩnM ) ∼= F ⊗KX ∼= pi∗ (pi∗F ⊗ ΩnM (−D)) .
4.5 Non-analytic preimages and direct images
In this section, we will finally study non-analytic preimages of direct
image sheaves and vice versa. For our purpose, the following definition
is useful:
Def. 4.29. Let F be a sheaf on a complex space X. We say that F
satisfies the property (id) if the following holds: For any irreducible
open set W ⊂ X and sections s, t ∈ F (W ), the equality s = t on a
non-empty open subset of W implies that s = t on W .
Property (id) means that the identity theorem generalizes to sections
of F . Actually, the identity theorem for irreducible complex spaces
(cf. e. g. § 1.3 in [GR84, Chap. 9]) implies that the structure sheaf OX
of a complex space satisfies (id). Moreover, we have:
Lemma 4.30. Let X be a locally irreducible complex space. Then, a
coherent analytic sheaf F on X satisfies the property (id) if and only
if it is torsion-free.
Proof: Let F be a torsion-free coherent sheaf on X and F := L(F )
the associated linear space. Then, by Remark 3.6, a section of F
is uniquely defined by it values on the locally irreducible primary
component E := PC(F ) of F . I. e. for W ⊂ X and s, t ∈ F (W ) =
Hom(FW ,W×C), s|E = t|E is equivalent to s = t. So, the desired
property follows by the identity theorem applied to E.
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Conversely, it is clear that sheaves with torsion on a locally irreducible
space do not satisfy (id). 
For non-coherent sheaves, the equivalence of Lemma 4.30 does not
hold in general: The sheaf C of continuous functions on an irreducible
complex space X is torsion-free as OX -module sheaf, but it does not
satisfy (id):
Torsion-freeness: Choose rx ∈ OX,x and sx ∈ CX,x with rx 6= 0 and
rx · sx = 0. We obtain rs = 0 on small enough neighbourhoods U of x
and r(y) 6= 0 outside of a thin analytic set A ⊂ U . This implies s = 0
on U\A. Since s is continuous, we get sx = 0.
On the other hand, it is obvious that C does not satisfy (id).
The property (id) is useful in the context of non-analytic preimages:
Lemma 4.31. Let pi : Y → X be a proper modification of a locally
irreducible complex space X, and F a sheaf on X satisfying (id). Then,
for U ⊂ Y open:
pi−1F (U) = lim−→
V⊃pi(U)
F (V ), (4.32)
where the limit runs over the open neighbourhoods of pi(U).
Proof: As X is locally irreducible, we can assume that X and Y are
connected. Recall that pi−1F is the sheaf associated to the presheaf
U 7→ F (U) := lim−→
V⊃pi(U)
F (V )
where U ⊂ Y is open and the limit runs over the open neighbourhoods
of pi(U). We have to show that the presheaf F is canonical (i. e. it is
already a sheaf).
i) Existence/Gluing-axiom: Let U ⊂ Y be covered by open sets
Ui, i ∈ I, and let si ∈ F (Ui) satisfy si = sj on Uij := Ui ∩ Uj .
By definition of the inductive limit, si ∈ F (Ui) means there are an
open set Vi ⊃ pi(Ui) and a section fi ∈ F (Vi) with si = [fi] (si is
represented by fi). A priori, we just get fi = fj on pi(Uij)⊂Vij , where
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Vij = Vi ∩ Vj . Without loss of generality, we can assume that each
connected component of Vij contains an open subset of pi(Uij) (pi
is a modification). So, (id) for F implies that fi = fj on Vij . As
F is a sheaf, there is a section f ∈ F (V ) with f |Vi = fi, where
V :=
⋃
i∈I Vi ⊃ pi(U). f represents an s ∈ F (U) with s|Ui = si.
ii) Uniqueness-axiom: Let U ⊂ Y be a connected open set, covered by
open sets Ui, i ∈ I, and let s, t ∈ F (U) satisfy s = t on Ui for all i ∈ I.
By definition of the inductive limit, there are a connected open set
V ⊃ pi(U) and sections f, g ∈ F (V ) with s = [f ] and t = [g]. We get
f = g on pi(Ui). Since pi(Ui) contains an open subset of V , (id) implies
that f = g on V . (We have not directly used the uniqueness-axiom for
F because it is contained in (id)). 
As a special case, we have:
Lemma 4.33. Let pi : Y → X be a proper modification of a locally
irreducible complex space X and G a sheaf on Y satisfying (id). Then,
for U ⊂ Y open:
pi−1pi∗G (U) = lim−→
V⊃pi(U)
G (pi−1(V )), (4.34)
where the limit runs over the open neighbourhoods of pi(U). Further-
more, the canonical homomorphism pi−1pi∗G → G is injective so that
pi−1pi∗G is a subsheaf of G .
Proof: As X is locally irreducible, we can assume that X and Y are
connected. Here, pi−1pi∗G is the sheaf associated to the presheaf
U 7→ F (U) := lim−→
V⊃pi(U)
G (pi−1(V ))
where U ⊂ Y is open and the limit runs over the open neighbourhoods
of pi(U). The canonical homomorphism pi−1pi∗G → G is, then, induced
by the restrictions · |U : G (pi−1(V ))→ G (U).
By Lemma 4.31, F is canonical, i. e. (4.34) holds. It is now easy to
see that the canonical homomorphism ψ : pi−1pi∗G → G is injective:
Let sx ∈
(
pi−1pi∗G
)
x
. Then, (4.34) implies that sx is represented by
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a section s ∈ G (U), where U is an open neighbourhood of Kx :=
pi−1(pi(x)). But, our assumptions yield that Kx is connected and so we
can assume that U is a connected neighbourhood of Kx. Assume that
ψ(sx) = 0. This means that s is vanishing on a neighbourhood of the
point x. But then, s = 0 as U is connected (and G satisfies (id)). 
Lemma 4.33 allows for the following interpretation of pi−1pi∗G : The
sections of pi−1pi∗G are the sections of G which extend along fibres
of the modification pi. This is of particular interest for the choices
G = OM or G = ΩnM when pi : M → X is a resolution of singularities,
giving the useful injections pi−1pi∗OM ↪→ OM and pi−1pi∗ΩnM ↪→ ΩnM ,
respectively.
Let F be a sheaf on an irreducible complex space X satisfying (id),
let pi be a proper modification of X, and let U be an open subset of X.
For the direct image of a non-analytic inverse image sheaf, Lemma 4.31
implies
(pi∗pi−1F )(U) = (pi−1F )(pi−1(U)) = lim−→
V⊃U
F (V ) = F (U),
i. e. we obtain:
Corollary 4.35. Let pi : Y → X be a proper modification of a locally
irreducible complex space X, and F a sheaf on X satisfying (id). Then,
pi∗pi−1F = F .
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Chapter 5
The Dolbeault Operator
on Complex Spaces
In this chapter, we introduce the Dolbeault operator on complex spaces
and different types of extensions for its L2-version (see e. g. Section 5.2).
Additionally, we define the Dolbeault operator as sheaf homomorphism
between L2,loc-spaces and the sheaf KX(F ) of holomorphic square-
integrable n-forms with values in a vector bundle F , which will be a
key ingredient to understand L2-Dolbeault cohomologies on complex
spaces (see Chapter 10). In Section 5.3, we recall an extension theorem
for the Dolbeault operator on manifolds.
Def. 5.1. A Hermitian complex space (X, γ) is a reduced complex
space X with a Hermitian metric γ on the regular part Xreg such that
the following holds: If x ∈ Xsing is an arbitrary point, there exist a
neighbourhood U = U(x) ⊂ X, a holomorphic embedding of U into
a domain D in CN and an ordinary smooth Hermitian metric in D
whose restriction to U is γ|U .
Note that two Hermitian metrics on X are equivalent on all compact
subsets of X.
Let (X, γ) be a Hermitian complex space. Let A ⊂ X be an analytic
set which contains the singular set of X, i. e. Xsing ⊂ A. Let F → X ′
be a Hermitian vector bundle on X ′ := X\A ⊂ Xreg. Then, the set of
smooth forms (with compact support) with values in F is well-defined:
E p,q(X ′, F ) := C∞(X ′,Λp,qT ∗X ′ ⊗ F ),
Dp,q(X ′, F ) := C∞cpt(X
′,Λp,qT ∗X ′ ⊗ F ).
69
5 The Dolbeault Operator on Complex Spaces
Further, the space of square-integrable (p, q)-forms with values in F on
X is denoted L2p,q(X,F ) := L
2
p,q(X
′, F ). This definition is independent
of A since square-integrable forms extend over analytic sets.
The Dolbeault operator ∂ is well-defined for differential forms with
values in a holomorphic vector bundle since the transition functions
commute with ∂. Let ∂cpt : Dp,q(X ′, F )→ Dp,q+1(X ′, F ) denote the
Dolbeault operator on differential forms with values in F and compact
support. Then, ∂cpt is a densely defined operator on L
2
p,q(X,F ), which
is (in general) not closed. Let ∂s : L
2
p,q(X,F )→ L2p,q+1(X,F ) denote
the minimal closed extension of ∂cpt which is given by the closure of
the graph
Γ∂cpt := {(u, ∂cptu) : u ∈ Dp,q(X ′, F )} ⊂ L2p,q(X,F )×L2p,q+1(X,F ).
Let ∂w : L
2
p,q(X,F )→ L2p,q+1(X,F ) denote the maximal extension of
∂cpt, i. e. ∂w is defined in the sense of distribution:
(u ∈ dom ∂w and ∂wu = v) :⇐⇒∫
X′
u ∧ ∂α = (−1)p+q+1
∫
X′
v ∧ α ∀α∈Dn−p,n−q−1(X ′, F ∗).
In Remark 5.10, we will see that the definitions of ∂w and ∂s are
independent of the choice of A (as long as Xsing ⊂ A and F is defined
on X\A).
The extensions ∂s and ∂w correspond to some kind of boundary condi-
tions on A and at the boundary of X or at infinity of X, respectively.
If there is no boundary condition made, then we obtain ∂w. It is also
called the weak extension and it is the closed (L2-) extension with the
largest domain of definition. If all boundary conditions are made, then
we get ∂s, which is also called the strong extension. More precisely,
u ∈ dom ∂s if and only if there exits a sequence {uj} ⊂ Dp,q(X ′, F )
(in particular, suppuj ∩ ∂X ′ = ∅) such that
uj → u and ∂wuj → ∂wu in L2.
∂s is the closed extension with the smallest domain of definition. In
Section 5.2 and Section 6.1, we also study other extensions which are
needed in Section 6.4.
70
5.1 Local version of the weak extension, def. of KX(F )
We use the following notations of Dolbeault cohomology:
Hp,qs (X,F ) :=ker
(
∂s : L
2
p,q(X,F )→L2p,q+1(X,F )
)/
∂s(L
2
p,q−1(X,F )),
Hp,qw (X,F ) :=ker
(
∂w :L
2
p,q(X,F )→L2p,q+1(X,F )
)/
∂w(L
2
p,q−1(X,F )).
Let hp,qe (X ′, F ) denote the dimension of Hp,qe (X ′, F ) for e = w or e = s.
Since ∂w and ∂s are independent of A, we get that the cohomologies
are independent, as well. A priori, they depend on the metric γ and
the Hermitian metric of F .
Let ϑcpt : Dp,q+1(X ′, F )→ Dp,q(X ′, F ) be the formal adjoint of ∂cpt
and ϑs := ∂
∗
w and ϑw := ∂
∗
s the Hilbert-space adjoints of ∂w and ∂s,
respectively. This notation makes sense as ϑw/s is in fact the maximal
(weak) or minimal (strong), respectively, L2-extension of ϑcpt. Let
∗ : L2p,q(X,F )→ L2n−p,n−q(X,F ∗) be the conjugated Hodge-∗-operator
with respect to the metric γ of X and the Hermitian metric of F
defined by
〈u, v〉γ,FdV = u ∧ ∗ v for u, v ∈ L2p,q(X,F ),
where dV = dVγ denotes the volume form with respect to γ. Then, we
have
ϑe = −∗ ∂e ∗ (5.2)
for each e ∈ {cpt, w, s}.
5.1 Local version of the weak extension,
definition of KX(F )
In this section, we introduce a local version of the Dolbeault operator
and obtain a sheaf homomorphism on the sheaves of locally (square-)
integrable forms. Actually, there exists a localized version of the
∂s-operator, as well (cf. Section 6.4).
Let X be a Hermitian complex space, A ⊃ Xsing an analytic set in X
and F a Hermitian vector bundle on X ′ := X\A. We define locally
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square-integrable (p, q)-forms with values in F on an open set U ⊂ X
by
L2,locp,q (U,F ) :=
{
u ∈ L2,locp,q (U\A,F ) : u ∈ L2p,q(V \A,F ) ∀VbU
}
.
The presheaf Lp,qF defined by Lp,qF (U) := L2,locp,q (U,F ) is canonical, i. e.
Lp,qF is already a sheaf.
Let ∂w,loc : L
2,loc
p,q (U, F )→ L2,locp,q+1(U, F ) denote the Dolbeault operator
in the sense of distributions on locally square-integrable differential
forms with values in F . Then, the extension ∂w,loc is locally defined,
i. e. for open V ⊂ U , ∂w,loc : L2,locp,q (V, F ) → L2,locp,q+1(V, F ) is given by
the restriction of ∂w,loc : L
2,loc
p,q (U,F ) → L2,locp,q+1(U,F ). In particular,
the presheaf
Cp,qF (U) = Cp,q(U,F ) := dom
(
∂w,loc : L
2,loc
p,q (U,F )→ L2,locp,q+1(U,F )
)
defines a sheaf and ∂w,loc defines a sheaf homomorphism Cp,qF → Cp,q+1F .
Since Cp,qF admits a partition of the unity, it is fine. This implies that
it is acyclic, i. e. Hr(U, Cp,qF ) = 0 for all r ≥ 1.
We define
KX(F ) := Ker (∂w,loc : Cn,0F → Cn,1F )
and obtain the following complex of sheaves
0→ KX(F )→ Cn,0F → Cn,1F → Cn,2F → ... (5.3)
Under some additional assumptions, (5.3) is a fine resolution of KF
(see Theorem 10.5). Hence, we can use it to compute the Dolbeault
cohomology of locally square-integrable differential forms with values
in F which is defined as follows:
Hp,qw,loc(X,F ) :=
ker(∂w,loc : L
2,loc
p,q (X,F )→ L2p,q+1(X,F ))
∂w,loc(L
2,loc
p,q−1(X,F ))
.
This does not depend on A and the Hermitian metric γ of X. If the
Hermitian metric of F does not extend over A, then Hp,qw,loc(X,F ) does
not coincide with Hp,qw,loc(X
′, F ) which is usually defined as
ker
(
∂w,loc : L
2,loc
p,q (X
′, F )→ L2p,q+1(X ′, F )
)/
∂w,loc(L
2,loc
p,q−1(X
′, F )).
Furthermore, Hp,qw,loc(X,F ) does depend on the Hermitian metric of F
unless the metric extends over A.
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This motivates the following definitions.
Def. 5.4. Let S be a coherent analytic sheaf on a complex space X,
let S := L(S ) denote the associated linear space. For each x ∈ X,
there exist a neighbourhood U = U(x) ⊂ X and an embedding of SU
in U×CN(x). We call h = {hx}x∈X a (smooth) Hermitian form on S
if all hx are Hermitian forms on Sx and, for an open covering {Uj}
of X with embeddings SUj ⊂ Uj×CNj , there exist smooth Hermitian
forms hj on Uj×CNj with hj |SUj = h. We call S Hermitian if there
exits a smooth Hermitian metric h on S. The dual g of h induces a
Hermitian metric on the vector bundle R(S ). We say g is induced by
the Hermitian structure of S .
Recall that R(S ) denotes the vector bundle on X ′ := X\ SingS
associated to the locally free sheaf SX′ , i. e. R(S ) = L(S
∗
X′) (see
Section 3.2).
The construction of a Hermitian metric on an arbitrary vector bundle
generalizes to linear spaces, i. e. all coherent analytic sheaves are
Hermitian. Yet, not every Hermitian metric on R(S ) is induced by
a Hermitian structure of S . For us, this special kind of metrics are
of interest because of the following fact: If g1, g2 are two Hermitian
metrics induced by two Hermitian structures of S , then g1 and g2 are
equivalent on K\ SingS for all compact subsets K of X. In particular,
L2,locp,q (U,R(S )) and ∂w,loc are independent of it.
For a Hermitian sheaf S , we set
KX(S ) := KX(R(S )).
We will see that (5.3) is a fine resolution of KX(S ) (see Theorem 10.5
with independence of the choice of the Hermitian metric on S ). There-
fore, we can use it to compute the Dolbeault cohomology of locally
square-integrable differential forms with values in S
Hp,qw,loc(X,S ) := H
p,q
w,loc(X,R(S ))
which is independent of A, γ and the Hermitian structure of S .
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5.2 The extensions ∂w,s and ∂s,w
In Section 6.1, we will study the following closed extensions of ∂cpt,
which are different from the minimal ∂s and the maximal ∂w. Let
X b Y be a relative-compact domain in a Hermitian complex space
Y . We can interpret ∂s as ∂w with certain boundary conditions. The
boundary of X∗ := X\Ysing consists of two parts, the singular set Xsing
and the boundary at ∂X, i. e. ∂X∗ = ∂X ∪Xsing. Therefore, we have
to deal with two kinds of boundary conditions. Let ∂s,w denote the
closed L2-extension which satisfies the boundary condition at Xsing,
i. e.
dom ∂s,w := {u∈dom ∂w : ∃ {uj}⊂dom ∂w withXsing∩ suppuj = ∅,
uj → u & ∂wuj → ∂wu in L2}.
∂w,s denotes the extension which satisfies the boundary condition
at ∂X, i. e.
dom ∂s,w := {u∈dom ∂w : ∃ {uj}⊂dom ∂w with ∂X∩ suppuj = ∅,
uj → u & ∂wuj → ∂wu in L2}.
Here, we refer to the support with respect to the ambient space Y .
The first index represents the inner boundary Xsing, the second the
outer boundary ∂X. H∗,∗s,w and H∗,∗w,s denote the cohomologies with
respect to ∂s,w and ∂w,s respectively.
We define the formal adjoint operators (cf. (5.2))
ϑs,w := −∗ ∂s,w ∗ and ϑw,s := −∗ ∂w,s ∗,
which we can realize as Hilbert-space adjoint operators in special cases
(cf. [Rup14a, Lem. 5.1]):
Lemma 5.5. If ∂X does not intersect Ysing, the Hilbert-space adjoints
∂
∗
s,w and ∂
∗
w,s satisfy the representations ∂
∗
s,w = ϑw,s = −∗ ∂w,s ∗ and
∂
∗
w,s = ϑs,w = −∗ ∂s,w ∗, respectively.
Proof: We will show that dom ∂
∗
s,w = dom ϑw,s. The other identity
dom ∂
∗
w,s = dom ϑs,w can be shown in the same way.
(i) dom ϑw,s ⊂ dom ∂∗s,w: Choose a u ∈ dom ϑw,s, i. e. there is a
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sequence uj ∈ dom ϑw with uj → u, ϑuj → ϑu, and suppuj ∩ ∂X = ∅.
We have to prove
(u, ∂v) . ‖v‖ ∀v ∈ dom ∂s,w.
Let v be in dom ∂s,w and vj a sequence associated to v in dom ∂w, i. e.
vj → v, ∂vj → ∂v, and Xsing ∩ supp vj = ∅. Since a product of uj and
vj has compact support in X
∗ (using ∂X ∩ Ysing = ∅), integration by
parts implies
(uj , ∂vj) =
∫
uj ∧ ∗ ∂vj = −
∫
uj ∧ ϑ ∗ vj =
∫
ϑuj ∧ ∗ vj = (ϑuj , vj).
Passing to the limit, we get
|(u, ∂v)| = lim
j→∞
|(vj , ϑuj)| ≤ lim
j→∞
‖vj‖ · ‖ϑuj‖ = ‖v‖‖ϑu‖.
(ii) dom ∂
∗
s,w ⊂ dom ϑw,s: Let u be in dom ∂∗s,w. This implies
that u ∈ dom ϑw, and we have to show that u ∈ dom ϑw,s. For
this, we can choose a cut-off function χ ∈ C∞ (X; [0, 1]) with χ = 0
on a neighbourhood U(Xsing) of the singular set and χ = 1 on a
neighbourhood U(∂X) of the boundary since ∂X does not intersect
Xsing ⊂ Ysing. We will show that both, χu ∈ dom ϑw,s and (1− χ)u ∈
dom ϑw,s, separately.
First, it is clear that χu, (1−χ)u ∈ dom ϑw. But (1−χ)u has support
away from the boundary ∂X, and so (1− χ)u ∈ dom ϑw,s.
Let us now consider χu. For each v ∈ dom ∂w, we have
(χu, ∂v) = (u, χ∂v) =
(
u, ∂(χv)− ∂χ ∧ v) = (∂∗u, χv)− (u, ∂χ ∧ v),
where we infer the last equation from the assumption u ∈ dom ∂∗s,w
and χv ∈ dom ∂s,w. We conclude
|(χu, ∂v)| ≤ ‖∂∗u‖‖χv‖+ ‖u‖‖∂χ‖‖v‖ . ‖v‖
and, hence, χu is in dom ∂
∗
w = dom ϑs. Therefore, χu ∈ dom ϑs ⊂
dom ϑw,s. 
Note that we say that a(x) . b(x) for functions a, b : S → R on a
set S if there is a constant C > 0 with a(x) ≤ C · b(x) for all x ∈ S.
a(x) ∼ b(x) means that a(x) . b(x) and b(x) . a(x), i. e. there exists
a constant C > 0 such that 1C b(x) ≤ a(x) ≤ C · b(x) for all x ∈ S.
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5.3 L2-extension theorem
In this section, we recall the following L2-version of Riemann’s exten-
sion theorem:
Theorem 5.6. Let M be a Hermitian manifold, let A ⊂ M be a
thin analytic set, let F be a Hermitian vector bundle on M , and
let P : Dp,q(M,F ) → Dp′,q′(M,F ) be a partial differential operator
of first order with continuous coefficients. If u ∈ L2,locp,q (M,F ) and
v ∈ L1,locp′,q′ (M,F ) satisfy Pu = v on M\A in the sense of distributions,
then Pu = v in the sense of distribution on M .
This theorem is a simple generalization of Thm. 3.2 in [Rup09]. We
will present the same proof as in the author’s diploma thesis [Ser10].
Proof: We want to simplify the problem. We keep in mind that it is a
local statement.
The proof is conducted recursively by dividing A in the regular part
Areg and singular part Asing. If we assume that the proposition holds
for Areg in place of A and M\Asing in place of M , then it remains to
show the proposition for Asing in M . Since Asing is an analytic set in
M with smaller dimension than A, we can repeat the argument by
separating Asing. Hence, the problem can be reduced to the case that
A is regular.
With a partition of unity and a biholomorphic transformation, we
can consider M b Cn, F trivial and A = M ∩ (Cm × 0) since A is
regular. In addition, we can see P as a matrix if we interpret the
(p, q)-forms and (p′, q′)-forms as vector spaces. One entry of P looks
like Pij =
∑2n
k=1 αk
∂
∂xk
+ β if we set zj = xj + ixn+j .
It remains to show that, if α ∈ C 0(M), f ∈ L2,loc(M) and g ∈ L1,loc(M)
satisfy ∫
M\A
fα ∂ϕ∂xk dV = −
∫
M\A
gϕdV ∀ϕ ∈ D(M\A), (5.7)
then this equation (5.7) holds for all ϕ ∈ D(M).
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Let ϕ be in D(M), and let d be the diameter of M . We choose
χ ∈ D(R+0 , [0, 1]) such that χ(x) = 1 for x ≤ 14 , χ(x) = 0 for x ≥ 34 and
χ′ ≤ C. We set χδ : M → R, χδ(z′, z′′) := χ
(‖z′′‖
δ
)
with z′ = (z1, ..., zm)
and z′′ = (zm+1, ..., zn). Then, we get ϕδ := ϕ · (1− χδ) ∈ D(M\A)
and suppχδϕ ⊂ Uδ := Uδ(A) = {(z′, z′′) ∈ M : ‖z′′‖ < δ}. We infer
from (5.7) that∣∣∣∣∫
M
fα ∂ϕ∂xk + gϕ dV
∣∣∣∣ ≤ ∣∣∣∣∫
M
fα∂ϕδ∂xk+gϕδ dV
∣∣∣∣+∫
M
∣∣∣fα∂(χδϕ)∂xk +gχδϕ∣∣∣dV
=
∫
M
∣∣∣fα∂(χδϕ)∂xk + gχδϕ∣∣∣ dV
≤
∫
M
∣∣∣fαϕ∂χδ∂xk ∣∣∣+ χδ ∣∣∣fα ∂ϕ∂xk ∣∣∣+ χδ |gϕ| dV.
With χδ |gϕ| ≤ |gϕ|, we conclude χδ |gϕ| ∈ L1,loc(M) and∫
M
χδ |gϕ| dV ≤
∫
Uδ
|gϕ| dV → 0 if δ → 0
(cf. Lem. A1.17 in [Alt06]). Analogously, we get∫
M
χδ
∣∣∣fα ∂ϕ∂xk ∣∣∣ dV → 0 if δ → 0.
Ho¨lder’s inequality implies∫
M
∣∣∣fαϕ∂χδ∂xk ∣∣∣ dV = ∫
Uδ
|fαϕ|
∣∣∣∂χδ∂xk ∣∣∣ dV
≤
(∫
Uδ
|fαϕ|2 dV ·
∫
Uδ
∣∣∣∂χδ∂xk ∣∣∣2 dV
) 1
2
.
With
∣∣∣∂χδ∂xk ∣∣∣ ≤ Cδ , we can estimate∫
Uδ
∣∣∣∂χδ∂xk ∣∣∣2 dV ≤ ∫
Uδ
C2
δ2
dV = vol(Uδ) · C2δ2 ≤ d2m(2δ)2(n−m) · C
2
δ2
.
Since m < n, we deduce that
∫
Uδ
∣∣∣∂χδ∂xk ∣∣∣2 dV is bounded and

∫
M
∣∣∣fαϕ∂χδ∂xk ∣∣∣ dV .
(∫
Uδ
|fαϕ|2 dV
) 1
2
→ 0 if δ → 0.
Corollary 5.8. Let M be a Hermitian manifold, and let F be a
Hermitian vector bundle on M . Then,
∂
M\A
s := ∂s : L
2
p,q(M\A,FM\A)→ L2p,q+1(M\A,FM\A)
77
5 The Dolbeault Operator on Complex Spaces
coincides with
∂
M
s := ∂s : L
2
p,q(M,F )→ L2p,q+1(M,F ).
More precisely, if u ∈ dom ∂Ms , then there exits a sequence {uj} of
smooth forms with values in F and compact support in M\A such that
uj → u and ∂wu→ ∂wu in L2.
Proof: We use the notation with the superscript for the adjoint operator
ϑ of ∂, as well, and set M ′ := M\A. Since the Hilbert-space adjoint
of ∂
M ′
s is ϑ
M ′
w , we get (
ϑM
′
w v, ϕ
)
=
(
v, ∂ϕ
)
(5.9)
for all ϕ ∈ Dp,q(M ′, F ). With Theorem 5.6, we get the equality (5.9)
also for all ϕ ∈ Dp,q(M,F ). This means
dom ϑM
′
w = dom ϑ
M
w .
In particular the Hilbert-space adjoints coincide:

dom ∂
M ′
s = dom ∂
M
s .
Remark 5.10. Let X be a Hermitian complex space, let A,B be
analytic sets in X with Xsing ⊂ A ⊂ B, let F ′ be a Hermitian vector
bundle on X ′ := X\A, and let F ′′ be the restriction of F ′ to X ′′ :=
X\B. Since ∂w is defined in the sense of distributions, Theorem 5.6
implies that ∂w : L
2
p,q(X,F
′)→ L2p,q+1(X,F ′) and ∂w : L2p,q(X,F ′′)→
L2p,q+1(X,F
′′) have essentially the same domain of definition, i. e. they
coincide. The same holds for ∂w,loc, i. e. CF ′ = CF ′′ . In particular,
Hp,qw (X,F
′) = Hp,qw (X,F
′′) and Hp,qw,loc(X,F
′) = Hp,qw,loc(X,F
′′).
As elaborated in Corollary 5.8, we obtain that the domains of definition
of ∂s in L
2(X,F ′) and L2(X,F ′′) coincide, as well. This implies
Hp,qs (X,F
′) = Hp,qs (X,F
′′).
78
Chapter 6
L2-Riemann-Roch
for Singular Complex Curves
The purpose of this chapter is to give a comprehensive L2-theory for
the ∂-operator on a singular complex curve, including L2-versions of
the Riemann-Roch theorem as it is presented in [RS15].
Let us explain some of our results in detail. Let X be a compact
singular Hermitian complex space of dimension 1, i. e. a Hermitian
complex curve, and L → X a Hermitian holomorphic line bundle.
Note that the genus g = g(X) of X and the degree deg(L) of L are
well-defined, even in the presence of singularities (see Section 2.2). For
a singular point x ∈ Xsing, we define its modified multiplicity mult′xX
as follows: Let Xj , j = 1, ...,m, be the irreducible components of X in
the singular point x. Then,
mult′xX :=
∑m
j=1
(
multxXj − 1
)
.
Note that regular irreducible components of X do not contribute to
mult′xX. In Section 2.2, we recalled the definition of the multiplicity
multxXj and presented different ways to compute it. We obtain the
following L2-version of the Riemann-Roch theorem:
Theorem 6.1 (∂w-Riemann-Roch). Let X be a compact Hermitian
complex curve with m irreducible components and L → X a holo-
morphic line bundle. Then,
h0,0w (X,L)− h0,1w (X,L) = m− g + deg(L) +
∑
x∈Xsing
mult′xX, (6.2)
and
h1,1w (X,L)− h1,0w (X,L) = m− g − deg(L).
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Theorem 6.1 is a corollary of Theorem 6.15, which we prove in Sec-
tion 6.2. There, we also consider an L2-dual version, i. e. an L2-
Riemann-Roch theorem for the minimal closed L2-extension of the
∂-operator ∂s.
On singular complex curves, the ∂s-operator is of particular importance
because of its relation to weakly holomorphic functions.
Theorem 6.3. Let X be a Hermitian complex curve. Then,
H0(X, ÔX) = H0,0s,loc(X),
H1(X, ÔX) ∼= H0,1s,loc(X).
If X is irreducible and compact, then dimH0(X, ÔX) = 1, g(X) =
dimH1(X, ÔX). We prove Theorem 6.3 in Section 6.4.
To exemplify the use of L2-theory for the ∂-operator on a singular
complex space, in particular the L2-Riemann-Roch theorem, we give
two applications in Section 6.5. There, we use our L2-theory to give
alternative proofs of two well-known facts. First, we show that each
compact complex curve can be realized as a ramified covering of CP1.
Second, we show that a positive holomorphic line bundle over a compact
complex curve is ample, yielding that any compact complex curve is
projective.
Let us clarify the relation to the previous work of others. One can de-
duce parts of Theorem 6.15 and the second statement of Corollary 6.19
from W. Pardon’s work [Par89] by some additional arguments on the
regularity of the ∂-operator. The first part of Corollary 6.19 was dis-
covered by P. Haskell [Has89], from which one can deduce the second
statement of Theorem 6.1 by the use of L2-Serre duality. Moreover,
Theorem 6.1 was proven in essence by J. Bru¨ning, N. Peyerimhoff and
H. Schro¨der in [BPS90] and [Sch89] by computing the indices of the
∂w-and the ∂s-operator.
The new point in the present chapter is that we can put all the partial
results mentioned above in the general framework of a comprehensive
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L2-theory. From that, we draw also a new understanding of weakly
holomorphic functions (Theorem 6.3) and of the divisor Z− |Z|, which
was mentioned in the introduction (see (1.2)). Moreover, all the
previous work has been done only for forms with values in the trivial
bundle (except of [Sch89]), whereas we incorporate line bundles. This
is essential for the application as we will illustrate by the examples
mentioned above.
6.1 Local L2-theory of complex curves
In this section, we study the local L2-theory of (locally) irreducible
analytic curves in Cn. By the remarks on the local structure of singular
complex curves in Section 2.2 and Section 6.2, it follows that the
studied situation is general enough. We will compute the L2-Dolbeault
cohomology by use of the Puiseux parametrization and will see why
the term
∑
x∈Xsing mult
′
xX occurs in (6.2).
Let A be an irreducible analytic curve in ∆n ⊂ Cnzw1...wn−1 , given by
the Puiseux parametrization
pi : ∆→ Cn , pi(t) := (ts, w(t)),
where w = (w1, ..., wn−1) : ∆→ ∆n−1 is a holomorphic map such that
each component wi vanishes at least of the order s+ 1 in the origin.
Here, ∆ is the unit disk {t ∈ C : |t| < 1}. We can assume that pi
is bijective, in particular, a resolution / normalization of A such that
mult0A = s. Further, we can assume that 0 is the only singular point
of A.
For a regular point (z0, w0) ∈ A∗ := Areg, let t0 ∈ ∆∗ := ∆\{0} be
the preimage under pi. Since pi is biholomorphic on ∆∗, dpit0(
∂
∂t) =
sts−10
∂
∂z +
∑n−1
k=1 w
′
k(t0)
∂
∂wk
is a non-vanishing tangent vector of A∗ in
(z0, w0), i. e.
(1 + ‖1s t1−s0 w′(t0)‖2)−
1/2
(
∂
∂z
+
1
s
t1−s0
n−1∑
k=1
w′k(t0)
∂
∂wk
)
81
6 L2-Riemann-Roch for Singular Complex Curves
is a normalized generator of T(z0,w0)A
∗ and (1+‖1s t1−s0 w′(t0)‖2)
1/2dz is a
normalized generator of T ∗(z0,w0)A
∗. Since w′k vanishes at least of order s
in the origin, we obtain 1+‖1s t1−sw′(t)‖2 ∼ 1 on ∆ and dVA∗ ∼ idz∧dz,
where dVA∗ denotes the volume form on A
∗ induced by the standard
Euclidean metric of Cn. Using pi∗dz = d(pi∗z) = dts = sts−1dt and
pi∗(dz ∧ dz) = s2|t|2(s−1)dt ∧ dt, we get
pi∗dVA∗ ∼ |t|2(s−1)dV∆.
Let ι : A∗ → ∆∗ be the inverse of pi. Then, ι(z, w) is the root t =
s
√
z with w = w(t). We get ι∗(dt) = 1sz
1/s−1dz and ι∗(dt ∧ dt) =
1
s2
|z|2(1/s−1)dz ∧ dz, i. e.
ι∗dV∆∗ ∼ |z|2(1/s−1)dVA∗ .
If g is a measurable function on A∗, we obtain∫
A∗
|g|2dVA∗ =
∫
∆
|pi∗g|2pi∗dVA∗ ∼
∫
∆
|pi∗g|2 · |t|2(s−1)dV∆.
Hence,
g ∈ L20,0(A∗)⇔ ts−1pi∗g ∈ L20,0(∆).
For (0, 1)-forms and (1, 1)-forms, we have
pi∗(gdz) = pi∗g · pi∗(dz) = ts−1pi∗(g)dt,
pi∗(gdz ∧ dz) = |t|2(s−1)pi∗(g)dt ∧ dt.
Thus,
f ∈ L20,0(A∗)⇔ ts−1 · pi∗f ∈ L20,0(∆),
f ∈ L21,0(A∗)⇔ pi∗f ∈ L21,0(∆),
f ∈ L20,1(A∗)⇔ pi∗f ∈ L20,1(∆), and
f ∈ L21,1(A∗)⇔ t1−s · pi∗f ∈ L21,1(∆).
(6.4)
On the other hand, if v ∈ L20,0(∆), we get
∞ >
∫
∆
|v|2dV∆ =
∫
A∗
|ι∗v|2ι∗dV∆ ∼
∫
A∗
|ι∗v|2 · |z|2(1/s−1)dVA∗ .
Thus, |z|1/s−1ι∗v is square-integrable on A∗. For each (0, 1)-form
vdt ∈ L20,1(∆), we get sι∗(vdt) = z
1/s−1ι∗(v)dz ∈ L20,1(A∗), and for each
(1, 1)-form vdt ∧ dt ∈ L21,1(∆), we get |z|1−
1
s ι∗(vdt ∧ dt) ∈ L21,1(A∗).
So, if f ∈ L20,1(A∗), then u := pi∗f is in L2, too. Since dim ∆ = 1,
there exists v ∈ L20,0(∆) with ∂wv = u. We set g := ι∗v. Since |z|
1/s−1g
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is in L2 and |z|2(1−1/s) is bounded,
‖g‖2L2 =
∫
A∗
|z1/s−1g|2 · |z|2(1−1/s)dVA∗
≤ ‖z1/s−1g‖L2 · ‖z2(1−
1/s)‖L∞ <∞.
Hence, we get an L2-solution for ∂wg = f and so
H0,1w (A) = L
2
0,1(A
∗)
/R(∂w) = 0.
In the same way, it is easy to compute
H1,1w (A) = 0.
We will now determine Hp,0w (A) = ker(∂w : L
2
p,0 → L2p,1) by use of
the L2-extension theorem (Theorem 5.6). For this, let OL2(∆) be the
square-integrable holomorphic functions on ∆, and let Ω1L2(∆) be the
holomorphic 1-forms with square-integrable coefficient. If g ∈ L20,0(A∗)
and ∂wg = 0, then v := pi
∗g ∈ |t|1−sL20,0(∆) and ∂wv = 0 on ∆∗.
Therefore, ∂(ts−1v) = 0 on ∆∗ and ts−1v ∈ L20,0(∆). The L2-extension
theorem implies ∂(ts−1v) = 0 on ∆, i. e. v is a meromorphic function
with a pole of order s− 1 or less at the origin. We say v ∈ t1−sOL2(∆).
Since, on the other hand, ι∗(t1−sOL2(∆)) ⊂ ker ∂w, we conclude
H0,0w (A)
∼= t1−sOL2(∆). (6.5)
If f ∈ L21,0(A∗) and ∂wf = 0, then u := pi∗f ∈ L21,0(∆) and ∂wu = 0
on ∆ (using the L2-extension theorem again). Hence, u is holomorphic
on ∆ and
H1,0w (A)
∼= Ω1L2(∆).
To compute the cohomology groups H∗,∗s (A), we use L2-duality:
Lemma 6.6. Let ∂e denote either the weak or the strong closed exten-
sion of ∂, and ∂ec the other one. For p ∈ {0, 1}, let the range R(∂e)
of ∂e : L
2
p,0 → L2p,1 be closed. Then,
Hp,1e (A)
∼= H1−p,0ec (A).
For the proof see e. g. [Rup14a, Thm. 2.3].
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Lemma 6.7. For p ∈ {0, 1},
Hp,0s (A)
∼= H1−p,1w (A) = 0 and
Hp,1s (A)
∼= H1−p,0w (A).
Proof: Recall that H1−p,1w (A) = 0. This implies L21−p,1(A∗) = R(∂w)
and, particularly, that the range of ∂w : L
2
1−p,0 → L21−p,1 is closed. As
ϑw = −∗ ∂w ∗ and ∗ is an isometric isomorphism, we conclude that
the range of ϑw : L
2
p,1 → L2p,0 is closed as well. This is equivalent to
the range of ∂s = ϑ
∗
w : L
2
p,0 → L2p,1 being closed (standard functional
analysis). Lemma 6.6 implies both isomorphisms. 
To get the complete picture, we also need to understand the Dolbeault
cohomology groups of the closed extensions ∂s,w and ∂w,s, which was
defined in Section 5.2.
Lemma 6.8. For p ∈ {0, 1},
Hp,0w,s(A) = 0.
Proof: Let f ∈ ker ∂w,s = Hp,0w,s(A). We have shown that ω · u :=
ω · pi∗f ∈ L2p,0(∆) with ω(t) = ts−1 if p = 0 and ω(t) ≡ 1 if p = 1.
By the L2-extension theorem, we conclude ∂s(ω · u) = 0 on ∆. The
generalized Cauchy condition implies that the trivial extension of ωu
to the complex plane is a holomorphic p-form with compact support
(cf. [LM02, §V.3]). We deduce that ωu = 0 and, hence, f = 0. 
Lemma 6.9. H0,0s,w(A)
∼= OL2(∆) and
H1,0s,w(A)
∼= ts−1Ω1L2(∆).
As OL2(∆) ∼= ÔL2(A), the first isomorphism implies that the ∂s,w-
holomorphic functions on a singular complex curve are precisely the
square-integrable weakly holomorphic functions.
Proof: First, we prove that OL2(∆) = pi∗ker
(
∂s,w :L
2
0,0(A
∗)→L20,1(A∗)
)
.
(i) For v ∈ OL2(∆), we claim that g := ι∗v ∈ ker ∂s,w. To show
this, choose smooth functions χ˜k : R → [0, 1] with χ˜k|(−∞,k] = 0,
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χ˜k|[k+1,∞) = 1 and |χ˜′k| ≤ 2. We get (χ˜k ◦ log ◦| log |)′(ρ) =
χ˜′k(log |log ρ|)
ρ log ρ .
We define χk : A
∗ → [0, 1], (z, w) 7→ χ˜k(log | log |z||) (which is in-
spired by [PS91, p. 617]) and get supp ∂χk ⊂ A∗ ∩ ∆nεk , where
εk := exp(− exp(k))→ 0 if k →∞. As v ∈ L20,0(∆), we have
g ∈ z1− 1sL20,0(A∗) ⊂ L20,0(A∗).
Then, g · χk → g in L2. As a holomorphic function, v is bounded in a
neighbourhood of 0. Therefore,
‖g∂χk‖2A∗ =
∥∥∥∥g · χ˜′k(log | log |z||)|z| log |z| ∂|z|
∥∥∥∥2
A∗∩∆nεk
.
∥∥∥∥g · 1|z| log |z|
∥∥∥∥2
A∗∩∆nεk
∼
∥∥∥∥∥v · |t|s−1|t|s log |t|s
∥∥∥∥∥
2
∆εk
.
∥∥∥∥ 1|t| log |t|
∥∥∥∥2
∆εk
=
∫
∆εk
1
|t|2 log2 |t|dV
= 2pi
∫ εk
0
ρ
ρ2 log2 ρ
dρ ∼
[
− 1
log ρ
]εk
0
→ 0 if k →∞.
Hence, ∂(gχk) = g∂χk → 0 = ∂wg in L2. So, g ∈ dom ∂s,w.
(ii) pi∗(ker ∂s,w) ⊂ OL2(∆) (cf. the proof of Lem. 6.2 in [Rup14a]):
Let g be in ker ∂s,w, i. e. there are gj in L
2(A∗) with gj → g, ∂gj → 0 in
L2(A∗) and 0 /∈ supp gj . Let χ ∈ C∞cpt(∆, [0, 1]) be identically 1 on ∆1/2 .
We define u := χpi∗g and uj := χpi∗gj . It follows that ts−1uj → ts−1u
and ∂uj → ∂u in L2(∆). Let P : L2(∆) → L2(∆) be the Cauchy
operator on the punctured disc, i. e.
[P (h)](t) :=
1
2pii
∫
∆∗
h(ζ)
ζ − tdζ ∧ dζ.
Since the support of uj is away from 0 and ∂∆, we get uj = P
(∂uj
∂ζ
)
.
The L2-continuity of P and ∂uj → ∂u in L2 imply that
uj = P
(
∂uj
∂ζ
)
→ P
(
∂u
∂ζ
)
in L2. Since ts−1 is bounded, we obtain ts−1uj → ts−1P
(
∂u
∂ζ
)
and,
hence, u = P
(
∂u
∂ζ
)
in L2. That yields pi∗g ∈ L2(∆). With pi∗g ∈
t1−sOL2(∆) and the L2-extension theorem, we conclude pi∗g∈OL2(∆).
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Second, we claim that ker
(
∂s,w : L
2
1,0(A
∗)→ L21,1(A∗)
) ∼= ts−1Ω1L2(∆):
f = gdz is in ker ∂s,w if and only if g ∈ ker ∂s,w. This is equivalent to
pi∗g ∈ OL2(∆). Since pi∗(dz) = ts−1dt, we infer that
pi∗ : H1,0s,w(A)→ ts−1Ω1L2(∆), pi∗f = ts−1pi∗gdt
is an isomorphism.
The Riemann extension theorem (see Theorem 2.13) implies OL2(∆)∼=
ÔL2(A) and the last statement. 
Lemma 6.10. For p ∈ {0, 1}, R(∂w,s : L2p,0(A∗) → L2p,1(A∗)) and
R(∂s,w : L2p,0(A∗)→ L2p,1(A∗)) both are closed, and
Hp,1−qw,s (A) ∼= H1−p,qs,w (A) for q ∈ {0, 1}.
Proof: Since ∂
∗
w,s = ϑs,w, ∂
∗
s,w = ϑw,s, ϑs,w = −∗ ∂s,w ∗ and ϑw,s =
−∗ ∂w,s ∗ (see Lemma 5.5), it is easy to see that Lemma 6.6 holds for
∂w,s and ∂s,w. We remark (cf. the proof of Lemma 6.7) that
R(∂s,w) is closed ⇔ R(ϑw,s) is closed
⇔ R(∂w,s) is closed.
Therefore, it is enough to show that R(∂w,s) is closed.
Let ϕ : ∆∗→R be the smooth function defined by ϕ(t) := (1−s) log |t|2.
Then, we get
t1−sL2p,q(∆) = L
2
p,q(∆, ϕ) :=
{
u ∈ L2,locp,q (∆∗) :
∫
|u|2e−ϕ <∞
}
for the L2-space with weight e−ϕ.
We set T1 := pi
∗∂w,sι∗ : L20,0(∆, ϕ) → L20,1(∆). The L2-extension
theorem implies that T1 is the (strong) closure of ∂cpt : L
2
0,0(∆, ϕ)→
L20,1(∆). Therefore, T
∗
1 is the weak closed extension of ϑ
ϕ
cpt : L
2
0,1(∆)→
L20,0(∆, ϕ) which is defined by
(∂cptα, β) = (α, ϑ
ϕ
cptβ)ϕ :=
∫
〈α, ϑϕcptβ〉e−ϕdV.
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We set ∗ϕ := e−ϕ ∗. Then, T2 := −∗ϕ T ∗1 ∗ is the weak closed extension
of ∂cpt : L
2
1,0(∆)→ L21,1(∆,−ϕ) because integration by parts implies
ϑϕcpt = −∗−ϕ ∂cpt ∗:
(α, ∗−ϕ ∂cpt ∗β)ϕ =
∫
α ∧ ∗ϕ ∗−ϕ ∂cpt ∗β =
∫
α ∧ ∂cpt ∗β
= −
∫
∂cptα ∧ ∗β = −(∂cptα, β) = −(α, ϑϕcptβ)ϕ.
Hence, T2 is ∂w : L
2
1,0(∆)→ L21,1(∆,−ϕ) in the sense of distributions.
Since, for each u ∈ L21,1(∆,−ϕ) = ts−1L21,1(∆) ⊂ L21,1(∆), there is a
v ∈ L21,0(∆) with T2v = ∂wv = u, the range of T2 is closed. Thus, the
range of T ∗1 and the range of ∂w,s = ι∗T1pi∗ : L20,0(A∗)→ L20,1(A∗) are
closed, as well.
Analogously, we set S1 := pi
∗∂w,sι∗ : L21,0(∆)→ L21,1(∆,−ϕ) and S2 :=
−∗S∗1 ∗ϕ. Then, S2 is the weak closure of ∂cpt : L20,0(∆, ϕ)→ L20,1(∆).
R(S2) = {u ∈ L20,1(∆): ∃v ∈ L20,0(∆, ϕ) = t1−sL20,0(∆) with S2v = u}
⊃ {u ∈ L20,1(∆): ∃v ∈ L20,0(∆) with ∂wv = u} = L20,1(∆).
Therefore, R(S2) = L20,1(∆) is closed. This implies the claim. 
Summarizing, we computed (with s = mult0A):
H0,0w (A) ∼= H1,1s (A) ∼= t1−sOL2(∆),
H1,0w (A) ∼= H0,1s (A) ∼= Ω1L2(∆),
Hp,1w (A) = H
1−p,0
s (A) = 0,
H0,0s,w(A) ∼= H1,1w,s(A) ∼= OL2(∆),
H1,0s,w(A) ∼= H0,1w,s(A) ∼= ts−1Ω1L2(∆), and
Hp,1s,w(A) = H
1−p,0
w,s (A) = 0.
(6.11)
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6.2 L2-cohomology of compact complex curves
We will prove Theorem 6.1 in this section. As a preparation, we consider
the following local situation: Let A be a locally irreducible analytic
set of dimension one in a domain Ω b Cnzw1...wn−1 with Asing = {0},
let dV denote the volume form on A∗ := Areg which is induced by the
Euclidean metric, and let z : A → Cz be the projection on the first
coordinate. Let us mention (cf. e. g. Prop. in [Chi89, Sect. 8.1]):
Theorem 6.12. The set of all tangent vectors at a point of a one-
dimensional irreducible analytic set in Cn is a complex line.
Thus, we can assume that C0(A) = Cz × {0} ⊂ Cz × Cn−1w1...wn−1 , and,
therefore, dV ∼ dz ∧ dz (by shrinking Ω if necessary).
Let pi : M → A be a resolution of A, x0 := pi−1(0). Then, Z = (pi∗(z))
is the unreduced exceptional divisor of the resolution. After shrinking
A and M again, we can assume that M is covered by a single chart
ψ : M → C with x0 ∈ M and ψ(x0) = 0. We set ζ := pi∗(z) and get
Z = (ζ). |Z| = (ψ) implies Z − |Z| = ( ζψ). We obtain
pi∗(dz) = d(pi∗z) =
∂ζ
∂ψ
dψ ∼ ζ
ψ
dψ.
Therefore, pi∗(dV ) ∼
∣∣∣ ζψ ∣∣∣2 dψ∧dψ, and we conclude (recall the definition
of line bundles LD from Section 2.2):
f ∈ L2p,q(A∗)⇔
∣∣∣∣ ζψ
∣∣∣∣1−p−q· pi∗f ∈ L2p,q(M)
⇔ pi∗f ∈ L2p,q(M,L(1−p−q)(Z−|Z|)).
(6.13)
M. Nagase stated this equivalence already in Lem. 5.1 of [Nag90]. By
use of the L2-extension Theorem 5.6, we get:
f ∈ dom (∂w : L2p,0(A∗)→ L2p,1(A∗))
⇔ pi∗f ∈ dom (∂w : L2p,0(M,L(1−p)(Z−|Z|))→ L2p,1(M,Lp(|Z|−Z))).
(6.14)
The essential observation for the proof of Theorem 6.1 is the following:
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Theorem 6.15. Let X be a compact complex curve and L → X a
holomorphic line bundle. Let pi : M → X be a resolution of X with
exceptional divisor Z, and D a divisor on M such that pi∗L ∼= LD, i. e.
O(pi∗L) ∼= O(D). Then,
H0,0w (X,L)
∼= H0(M,O(Z − |Z|+D)),
H0,1w (X,L)
∼= H1(M,O(Z − |Z|+D)),
H1,0w (X,L)
∼= H0(M,Ω1(D)) ∼= H1(M,O(−D)), and
H1,1w (X,L)
∼= H1(M,Ω1(D)) ∼= H0(M,O(−D)).
In [Par89, § 5], Pardon proved that H0,q(2),sm(X∗) ∼= Hq(M,O(Z − |Z|),
where Hp,q(2),sm(X
∗) denotes the ∂-cohomology groups with respect to
smooth L2-forms. We will use similar arguments here.
Proof: Let x0 be in Xsing, and let A be an open neighbourhood of
x0 = 0 in X embedded locally in Cn. We assume that A = A1∪ ... ∪Am
with at x0 irreducible analytic sets Ai. For Mi := pi
−1(Ai), we obtain
the resolutions pii := pi|Mi : Mi → Ai of Ai. The sets Mi are pairwise
disjoint in M and so are the supports of the exceptional divisors
Zi = Z|Mi of the resolutions pii. We get Z|pi−1(A) =
∑m
i=1 Zi and
|Z||pi−1(A) =
∑m
i=1 |Zi|. Therefore, the consideration in the local
case (see (6.14)) implies that ∂w : L
2
p,0(X
∗, L) → L2p,1(X∗, L) can be
identified with
∂w : L
2
p,0(M,L(1−p)(Z−|Z|)+D)→ L2p,1(M,Lp(|Z|−Z)+D).
Hence,
H0,0w (X,L)
∼= ker(∂w : L20,0(M,LZ−|Z|+D)→ L20,1(M,LD))
∼= H0(M,O(Z − |Z|+D))
and
H1,0w (X,L)
∼= ker(∂w : L21,0(M,LD)→ L21,1(M,L|Z|−Z+D))
∼= H0(M,Ω1(D)).
Serre duality (see Thm. 2 in [Ser55, § 3.10]) implies
H1,0w (X,L)
∼= H0(M,Ω1(D)) ∼= H1(M,O(−D)).
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To prove the other two isomorphisms, consider the following general
situation: Let E be a divisor on M , LE the associated bundle, and let
Lp,qE denote the sheaf on M which is defined by Lp,qE (U) := L2,locp,q (U,LE)
for each open set U ⊂M . Let E′ ≤ E be another divisor. Consider
the ∂-operator in the sense of distributions ∂w,loc : Lp,0E → Lp,1E′ . Let
Cp,0E,E′ denote the sheaf defined by
Cp,0E,E′(U) := dom
(
∂w,loc : L
2,loc
p,0 (U,LE)→ L2,locp,1 (U,LE′)
)
.
Then, Cp,0E,E′ is fine and, in particular, H1(M, Cp,0E,E′) = 0. We get the
sequence
0→ Ωp(E)→ Cp,0E,E′
∂w,loc−→ Lp,1E′ → 0, (6.16)
which is exact by the usual Grothendieck-Dolbeault lemma because
there is an embedding Lp,qE′ ⊂ Lp,qE (induced by the natural inclusion
O(E′) ⊂ O(E), see (2.5) in Section 2.2).
This induces the long exact sequence of cohomology groups
0 // Ωp(M,E) // Cp,0E,E′(M)
∂w // Lp,1E′ (M) //
// H1(M,Ωp(E)) // H1(M, Cp,0E,E′) = 0 .
Hence, Lp,1E′ (M)/∂wCp,0E,E′(M) ∼= H1(M,Ωp(E)). We conclude
H0,1w (X,L)
∼= L0,1D (M)
/
∂wC0,0Z−|Z|+D,D(M)
∼= H1(M,O(Z − |Z|+D))
and, using Serre duality again,

H1,1w (X,L)
∼= L1,1|Z|−Z+D(M)
/
∂wC1,0D,|Z|−Z+D(M)
∼= H1(M,Ω1(D)) ∼= H0(M,O(−D)).
Theorem 6.1 follows now as a simple corollary by the use of the
classical Riemann-Roch theorem for each connected component of the
Riemann surface M , keeping in mind that by definition g(M) = g(X),
degL = deg pi∗L = degD and mult′xX =
∑
p∈pi−1(x) degp(Z−|Z|) (see
Section 2.2).
To deduce also a Riemann-Roch theorem for the ∂s-cohomology, we
can use the following L2-version of Serre duality:
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Theorem 6.17. For each p ∈ {0, 1}, the range of ∂w : L2p,0(X∗, L)→
L2p,1(X
∗, L) is closed. In particular, we get
Hp,qw (X,L)
∼= H1−p,1−qs (X,L−1).
Proof: Recall the following well-known fact. If P : H1 → H2 is a
densely defined closed operator between Hilbert spaces with range
R(P ) of finite codimension, then the range R(P ) is closed in H2 (see
e. g. [HL84], App. 2.4).
As M is compact, Theorem 6.15 implies particularly that the range of
∂w is finite codimensional and, therefore, closed. Since ∂s is the adjoint
of −∗ ∂w ∗, the range of ∂s : L21−p,0(X∗, L−1) → L21−p,1(X∗, L−1) is
closed, as well. That both ranges are closed implies the L2-duality (cf.
Lemma 6.6)
Hp,qw (X,L)
∼=H p,qw (X,L) ∼=H 1−p,1−qs (X,L−1)
∼= H1−p,1−qs (X,L−1),
where H p,qe (X,L) := ker ∂e ∩ ker ∂∗e denotes the space of ∂e-harmonic
forms with values in L for e ∈ {w, s}. 
Therefore, Theorem 6.15 yields:
H0,0s (X,L)
∼= H1,1w (X,L−1) ∼= H0(M,O(D)),
H0,1s (X,L)
∼= H1,0w (X,L−1) ∼= H1(M,O(D)),
H1,0s (X,L)
∼= H0,1w (X,L−1) ∼= H1(M,O(Z − |Z| −D)), and
H1,1s (X,L)
∼= H0,0w (X,L−1) ∼= H0(M,O(Z − |Z| −D)).
(6.18)
Haskell computed H0,qcpt(X
∗) ∼= Hq(M,OM ), where Hp,qcpt(X∗) denotes
the ∂-cohomology groups with respect to smooth forms with compact
support (see Thm. 3.1 in [Has89]). From (6.18), we obtain the dual
version of Theorem 6.1, i. e. the Riemann-Roch theorem for the ∂s-
cohomology:
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Corollary 6.19 (∂s-Riemann-Roch). Let X be a compact complex
curve with m irreducible components, L → X be a holomorphic line
bundle and pi : M → X be a resolution of X. Then,
h0,0s (X,L)− h0,1s (X,L) = m− g + degL, and
h1,1s (X,L)− h1,0s (X,L) = m− g + deg(Z − |Z|)− degL,
where Z is the exceptional divisor of the resolution.
In [BPS90], J. Bru¨ning, N. Peyerimhoff, and H. Schro¨der proved that
h0,0s (X)−h0,1s (X) = m−g and h0,0w (X)−h0,1w (X) = m−g+degZ−|Z|
by computing the indices of the differential operators ∂s and ∂w. H.
Schro¨der generalized this result to vector bundles in [Sch89].
6.3 Singular metrics
In this section, we will present the L2-Riemann-Roch theorem gener-
alized to the case that the regular part of the complex curve carries a
singular metric.
Let X be a compact complex curve and pi : M → X a resolution of X.
We set X∗ := Xreg and M∗ := pi−1(X∗). Let σ be a Hermitian metric
on M∗, σ0 a standard metric on M (all metrics are equivalent) and E
a divisor on M with |E| ⊂M\M∗. We say that σ behaves like E if
dVσ ∼ |t|2kdVσ0
close to each point p0 ∈ M\M∗, where t : U(p0) → C is a chart,
k = E(p0) and dVσ and dVσ0 denote the volume forms which are given
by σ and σ0, respectively. If E ≥ 0, then σ is a pseudo-metric on M , i. e.
σ is positive semi-definite on M . Consider the metric γE := (pi
−1)∗σ
on X∗ and the Dolbeault cohomology groups Hp,qw,γE (X,L) given by
the square-integrable forms on X∗ with respect to the metric γE . We
already computed that the standard metric γstd on X
∗ coincides with
γZ−|Z|, where Z is the exceptional divisor of the resolution pi.
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Theorem 6.20. Let X be a compact complex curve and L → X a
holomorphic line bundle. Let pi : M → X be a resolution of X, γE a
Hermitian metric on X∗, where pi∗γE behaves like the divisor E ≥ 0
on M whose support is contained in pi−1(Xsing), and D is the divisor
associated to pi∗L. Then,
H0,0w,γE (X,L)
∼= H0(M,O(E +D)),
H0,1w,γE (X,L)
∼= H1(M,O(E +D)),
H1,0w,γE (X,L)
∼= H1(M,O(−D)), and
H1,1w,γE (X,L)
∼= H0(M,O(−D)).
In particular,
h0,0w,γE (X,L)− h0,1w,γE (X,L) = 1− g + degE + degL.
The proof of this is the same as the proof of Theorem 6.15. The
assumption E ≥ 0 is necessary to see that (6.16) is exact.
6.4 Weakly holomorphic functions
In this section, we will prove Theorem 6.3 by studying weakly holo-
morphic functions and a localized version of the ∂s-operator.
Recalling the arguments at the beginning of Section 6.2, it is easy
to see that the results of Section 6.1 generalize to arbitrary complex
curves. In particular, the ∂s,w-holomorphic functions on a singular
complex curve are precisely the square-integrable weakly holomorphic
functions (cf. Lemma 6.9), and the ∂s,w-equation is locally solvable in
the L2-sense (combine Lemma 6.8 and Lemma 6.10).
Let X be a singular complex curve, Lp,qX the sheaf of locally square-
integrable forms, and let ∂w : Lp,0X → Lp,1X be the ∂-operator in the
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sense of distributions. For each open set U ⊂ X, we define ∂s,loc on
L2,locp,0 (U) as the restriction of ∂w to
dom ∂s,loc := {f ∈ dom ∂w :
f ∈ dom(∂s,w : L2p,0(V )→ L2p,1(V )) ∀V b U}
(for more details, see Section 5.2 and [Rup14a, Sect. 6]). Let Fp,0X be
the sheaf of germs defined by
Fp,0X (U) := dom
(
∂s,loc : L
2,loc
p,0 (U)→ L2,locp,1 (U)
)
Then, Lemma 6.9 implies that the sheaf of germs of weakly holomorphic
functions ÔX coincides with Ker (∂s,loc : F0,0X → L0,1X ). Lemma 6.8 and
Lemma 6.10 yield an exact sequence
0→ ÔX = Ker ∂s,loc ↪→ F0,0X
∂s,loc−→ L0,1X → 0. (6.21)
The sheaves F0,0X and L0,1X are fine and so (6.21) is a fine resolution
of ÔX . Let Hp,qs,loc(X) denote the L2,loc-Dolbeault cohomology on X∗
with respect to the ∂s,loc-operator. Using ÔX = pi∗OM and the first
direct image pi(1)OM = 0, we deduce from (6.21) (by use of the Leray
spectral sequence, cf. Theorem 8.5):
H0(M,OM ) ∼= H0(X, ÔX) = H0,0s,loc(X),
H1(M,OM ) ∼= H1(X, ÔX) ∼= H0,1s,loc(X),
where pi : M → X is a resolution of X. This proves Theorem 6.3.
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6.5 Applications
There are many applications of the classical Riemann-Roch theorem.
We will transfer two of them to our situation to exemplify how the
L2-Riemann-Roch theorem can substitute the classical one on singular
spaces.
6.5.1 Compact complex curves
as covering spaces of CP1
Let X be a compact irreducible complex curve with Xsing ={x1, .., xk},
let (hi)xi ∈ Oxi be chosen such that (hi)xiÔxi ⊂ Oxi and let Ui ⊂ X
be a (Stein) neighbourhood of xi with hi · Ô(Ui) ⊂ O(Ui) (for the
existence of the hi, see e. g. Thm. 6 and its Cor. in [Nar66, § III.2]).
Choose an x0 ∈ X∗ := Xreg and a (Stein) neighbourhood U0 of x0. We
can assume that U0, ..., Uk are pairwise disjoint.
We define a line bundle L → X as follows. Let Uk+1 = X∗\{x0}
and choose f0 ∈ O(U0) such that f0 is vanishing to the order r :=
ordx0 f0 ≥ 1 in x0, which we will determine later, but has no other
zeros. We also set fi := 1/hi for i = 1, ..., k and fk+1 = 1, and consider
the Cartier divisor {(Ui, fi)}i=0,...,k+1 on X. Let L→ X be the line
bundle associated to this divisor. As the fi have no zeros for i > 0,
there exists a non-negative integer δ such that degL = r − δ. Now
choose r := g(X) + δ + 1. It follows that degL = g(X) + 1. Give L an
arbitrary smooth Hermitian metric.
There is a canonical way to identify holomorphic sections of L with
meromorphic functions on X. A holomorphic section s ∈ O(L) is
represented by a tuple {si}i where sj/fj = sl/fl on Uj ∩Ul. This gives
a meromorphic function Ψ(s) by setting Ψ(s) := sj/fj on Uj . Note
that Ψ(s) has zeros in the singular points x1, ..., xk and may have a
pole of order r at x0 /∈ Xsing.
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We can now apply our L2-Riemann-Roch theorem. The ∂s-Riemann-
Roch theorem, Corollary 6.19, implies dimH0,0s (X,L) ≥ 1− g(X) +
degL = 2. Therefore, there is a section τ ∈ L2(X∗, L) with ∂sτ = 0
and τk+1 is non-constant, where τ = {τi}i=0,..,k+1 is written in the
trivialization as above. This means that τi ∈ L2(X∗ ∩ Ui), ∂sτi = 0,
and τj/fj = τk+1 is non-constant on Uj ∩ Uk+1. Theorem 6.3 implies
that τi ∈ Ô(Ui), i = 1, ..., k + 1. Now consider Ψ(τ) as defined above,
i. e. Ψ(τ) = τi/fi on Ui. We conclude that Ψ(τ)/hi ∈ Ô(Ui), thus
Ψ(τ) ∈ O(Ui) for i = 1, ..., k. Moreover, Ψ(τ) is non-constant, so it
cannot be holomorphic on the whole compact space X, thus, must
have a pole of some order ≤ r in x0. Hence, we get
Ψ(τ) : X\{x0} → C, and
Ψ˜(τ) : X → CP1, x 7→
[Ψ(τ)(x) : 1], x 6= x0[1 : 1Ψ(τ)(x) ], x ∈ U0
are finite, open and, therefore, analytic ramified coverings (see e. g.
Covering Lemma in [GR84, Sect. VII.2.2]). In particular, X\{x0} is
Stein (use e. g. Thm. 1 in [GR79, §V.1]).
6.5.2 Projectivity of compact complex curves
A line bundle L→ X on a compact complex space is called very ample
if its global holomorphic sections induce a holomorphic embedding
into the projective space CPN , i. e. if s0, ..., sN is a basis of the space
of holomorphic sections O(X,L), then the map
Φ: X → CPN , x 7→ [s0(x) : ... : sN (x)], (6.22)
given in local trivializations of the si, defines a holomorphic embedding
of X in CPN . If some positive power of the line bundle has this
property, then we say that it is ample. A compact complex space is
called projective if there is an ample (and, hence, a very ample) line
bundle on it.
96
6.5 Applications
A classical application of the Riemann-Roch theorem is that any
compact Riemann surface is projective, and a line bundle on a Riemann
surface is ample if its degree is positive (cf. e. g. [Nar92, Sect. 10]).
This generalizes to singular complex curves:
Theorem 6.23. Let X be a compact locally irreducible complex curve.
If L→ X is a holomorphic line bundle with degL 0, then L is very
ample. In particular, X is projective and each holomorphic line bundle
on X is ample if its degree is positive.
Clearly, this result is well-known and follows from more general sheaf-
theoretical methods (vanishing theorems) once one knows that L is
positive if and only if degL > 0 (cf. e. g. Thm. 4.4 in [Pet94b] or Satz
2 in [Gra62, § 3]). Nevertheless, it seems interesting to us to present
another proof of Theorem 6.23 which is based on the L2-Riemann-Roch
of singular complex curves. The assumption that X must be locally
irreducible in Theorem 6.23 is not necessary. One can prove the result
without this assumption easily by the same technique. Yet, to keep
the notation simple, we present here only the locally irreducible case.
Let us make some preparations for the proof of Theorem 6.23. Let X
be a connected complex curve and pi : M → X a resolution of X. We
choose a point x0 ∈ Xsing and a small neighbourhood U ⊂ X of x0
with U∗ := U\{x0} ⊂ Xreg. Assume X is irreducible at x0. We define
p0 := pi
−1(x0), V := pi−1(U), and V ∗ := V \{p0}. We can assume that
there is a chart t : V → C such that the image of t is bounded.
The Riemann extension theorem implies that pi−1 : U → V is weakly
holomorphic or, briefly, τ := t ◦ pi−1 ∈ Ô(U) (see Theorem 2.13). We
show that τ generates the weakly holomorphic functions at x0 in the
following sense: Let f be in Ô(U). Then, f ◦ pi is holomorphic on
V ∗ and bounded in p0. This implies that f ◦ pi is holomorphic on V ,
f ◦ pi(t) = ∑∞ι=0 aιtι, and
f(x) =
∑∞
ι=0
aιτ(x)
ι
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(by shrinking U and V if necessary). This allows to define the order
ordx0 f of vanishing of f in x0 by r ∈ N0 if ar 6= 0 and aι = 0 for ι < r.
In particular,
ordx0 f = ordp0(f ◦ pi).
Note that this definition does not depend on the resolution as different
resolutions are biholomorphically equivalent (see Section 2.2).
The L2-extension theorem (see Theorem 5.6) and (6.14) imply
f ∈ H0,0w (U)⇔ tr0 · pi∗f ∈ OL2(V )
⇔ (τ r0 · f ∈ Ô(U) and f ∈ L2(U)), (6.24)
where Z denotes the exceptional divisor of the resolution and r0 :=
degp0(Z − |Z|). In particular, we get the representation f(x) =∑
ι≥−r0 aιτ(x)
ι and ordx0 f := ordp0 pi
∗f ≥ −r0 is again well-defined.
f is weakly holomorphic if and only if ordx0 f ≥ 0.
We denote by Lx0 the holomorphic line bundle on X which is trivial
on X\{x0} and is given by τ on U , i. e. the line bundle on X given
by the open covering U1 := X\{x0}, U0 := U and the transition
function g01 := τ : U0 ∩ U1 → C. Then, pi∗Lx0 ∼= Lp0 , where Lp0 is the
holomorphic line bundle Lp0 →M associated to the divisor {p0}.
Let L→ X be any holomorphic line bundle, L′ := L⊗ L−1x0 , and let s′
be a section in H0,0w (X,L′). We can assume that L and L′ are given
by divisors {(Uj , fj)} and {(Uj , f ′j)}, respectively, where {Uj} is an
open covering of X with U0 = U and x0 /∈ Uj for j 6= 0 and where
fj , f
′
j ∈ M(Uj) with gjk := fj/fk and g′jk := f ′j/f ′k in O(Uj ∩ Uk) (gj,k
and g′jk are the transition functions of L and L
′, respectively).
We get f0 = f
′
0 · τ and fj = f ′j for j 6= 0. There is a meromorphic
function s˜ := Ψ(s′) ∈ M(X) representing s′. This meromorphic
function is defined by s˜ = s′j/f
′
j on Uj , where s
′
j is the trivialization of
s′ on Uj . We can define a section s = {sj} ∈ H0,0w (X,L) by sj = s˜ · fj .
Thus, s0 = s
′
0 · τ and sj = s′j for j 6= 0. Hence, ordx0 s0 = ordx0 s′0 + 1.
Summarizing, we get an injective linear map
T : H0,0w (X,L⊗ L−1x0 )→ H0,0w (X,L), s′ 7→ s,
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which we call the natural inclusion. It follows from the construction
above and by use of (6.24) that each section s ∈ H0,0w (X,L) with
ordx0 s0 > −r0 is in the image of T .
As H1(M,O(D′)) = 0 for a divisor D′ with degD′ > 2g−2 by the clas-
sical Riemann-Roch theorem (cf. e. g. [Nar92, Sect. 10]), Theorem 6.15
(more precisely, H0,1w (X,L) ∼= H1(M,O(Z − |Z| + D))) implies the
following vanishing theorem.
Theorem 6.25. If L→ Xis a holomorphic line bundle on an irredu-
cible compact complex curve X with degL > 2g−2−∑x∈Xsing mult′xX,
then H0,1w (X,L) = 0.
As a preparation for the proof of Theorem 6.23, we get our main
ingredient:
Lemma 6.26. Let L→ X be a holomorphic line bundle on a connected
compact locally irreducible complex curve X with degL > 2g − 1 −∑
x∈Xsing mult
′
xX. Then, the natural inclusion
T : H0,0w (X,L⊗ L−1x0 )→ H0,0w (X,L)
is not surjective. If degL > 2g+ r0− 1−
∑
x∈Xsing mult
′
xX, then there
is a section s ∈ H0,0w (X,L) which is weakly holomorphic on U(x0) and
does not vanish in x0.
Recall that r0 = multx0 X − 1 = degp0(Z − |Z|).
Proof: (i) As pi∗(L ⊗ L−1x0 ) ∼= pi∗L ⊗ L−1p0 , we get degL ⊗ L−1x0 =
degL − 1 > 2g − 2 − deg(Z−|Z|). The ∂w-Riemann-Roch theorem
and h0,1w (X,L) = 0 = h
0,1
w (X,L⊗ L−1x0 ) (using Theorem 6.25) yield
h0,0w (X,L⊗ L−1x0 ) = 1−g + deg(Z−|Z|) + degL⊗ L−1x0
< 1−g + deg(Z−|Z|) + degL = h0,0w (X,L).
Therefore, the natural inclusion T cannot be surjective.
(ii) The image of T r0 : H0,0w (X,L ⊗ L−r0x0 ) → H0,0w (X,L) are the
sections s with ordx0 s0 ≥ 0, i. e. s0 is weakly holomorphic on U(x0),
where s0 denotes the trivialization of s over U(x0). As H
0,0
w (X,L⊗
L−r0−1x0 ) → H0,0w (X,L ⊗ L−r0x0 ) is not surjective (use degL ⊗ L−r0x0 =
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degL − r0 > 2g − 1 − deg(Z−|Z|) and part (i)), there is a section
s′ ∈ H0,0w (X,L⊗ L−r0x0 ) with ordx0 s′0 = −r0 and ordx0(T r0(s′))0 = 0.
So, s := T r0(s′) is the section of H0,0w (X,L) that we were looking
for. 
Proof of Theorem 6.23: Let X be a connected compact locally irredu-
cible complex curve with Xsing = {x1, ..., xk} and L→ X a line bundle
with degL  0. Following the classical arguments in order to show
that the map Φ in (6.22) is a well-defined holomorphic embedding (see
e. g. [Pet94b, Thm. 4.4]), we have to prove:
(i) Φ is well-defined: For x ∈ X, there exists an s ∈ O(X,L) such
that s(x) 6= 0.
(ii) Φ is injective: For x, y ∈ X, x 6=y, there exists an s ∈ O(X,L)
such that s(x) 6= 0 and s(y) = 0.
(iii) Φ is an immersion: For x ∈ X, the differential TxΦ is injective.
Since (obviously) Φ is closed, (ii) and (iii) imply that Φ is an embedding
(see e. g. Sect. 1.2.7 in [GR84]).
We will prove the statements (i) and (iii) for singular points x ∈ Xsing.
The case of regular points is simpler and follows easily with the natural
inclusion and Lemma 6.26. The statement (ii) can be seen as (i) by
imposing the additional condition that s(y) = 0.
Let pi : M → X be a resolution of singularities. Set X∗ = Xreg,
M∗ = pi−1(X∗), pj := pi−1(xj), and rj := degpj (Z − |Z|), where Z is
the unreduced exceptional divisor of the resolution.
Fix a µ ∈ {1, ..., k}, choose a neighbourhood Uµ of xµ such that there
exists a chart t : Vµ → Uµ with Vµ ⊂ C and tµ(0) = xµ, and set
τ := t−1.
For each singularity xj , we can choose a function hj ∈ O(Uj) such
that hj · Ô(Uj) ⊂ O(Uj) for a neighbourhood Uj of xj small enough
(see [Nar66, § III.2]). The number
ηj := ordxj hj
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is important for our considerations because of the following fact: If
f is a function on Uj with ordxj f ≥ ηj , then f/hj is bounded at xj
(ordxj f/hj ≥ 0). This implies f/hj ∈ Ô(Uj) and, hence, f ∈ O(Uj).
For the maximal ideal in OX,xj , we get mxj = {f ∈ OX,xj : ordxj f >
0} and {f ∈ OX,xj : ordxj f ≥ 2ηj} ⊂ m2xj .
We can choose a weakly holomorphic section σ ∈ H0,0w (X,L) such that
σ does not vanish in xµ and ordxj σ ≥ ηj for j 6= µ. This section σ
exists as we have the natural inclusion (see the construction above)
H0,0w
(
X,L⊗ L−rµxµ ⊗
⊗
j 6=µ
L
−ηj−rj
xj
)
→ H0,0w (X,L)
and degL 0 implies by Lemma 6.26 that the natural inclusion
H0,0w
(
X,L⊗L−rµ−1xµ ⊗
⊗
j 6=µ
L
−ηj−rj
xj
)
→ H0,0w
(
X,L⊗L−rµxµ ⊗
⊗
j 6=µ
L
−ηj−rj
xj
)
is not surjective.
Note that σ is holomorphic on X − {xµ} but just weakly holomorphic
in xµ. We will now modify σ so that it becomes holomorphic and non-
vanishing in xµ. Shrink Uµ such that σ =
∑
ι≥0 aιτ
ι on Uµ with a0 6= 0.
Let σ′ := σ/a0 so that ordxµ(σ′ − 1) ≥ 1, i. e. σ′ − 1 =
∑
ι≥1 a
′
ιτ
ι
on Uµ. Choose as above a σ˜ ∈ H0,0w (X,L) with ordxµ σ˜ = 1 and
ordxj σ˜ ≥ ηj for j 6= µ. Let σ˜ =
∑
ι≥1 a˜ιτ
ι close to xµ with a˜1 6= 0.
We define σ′′ := σ′ − a′1a˜1 σ˜. Then, ordxµ(σ′′ − 1) ≥ 2 and ordxj σ′′ ≥ ηj
for j 6= µ. We repeat this procedure recursively to get a section
ξ = {ξj} ∈ H0,0w (X,L) with ordxµ(ξµ − 1) ≥ ηµ and ordxj ξj ≥ ηj for
j 6= µ. Thus, ξ is a holomorphic section on X, non-vanishing in xµ.
That shows (i) for x = xµ.
We will prove (iii) for xµ. Let v ∈ TxµX
(2.16)
= (mxµ/m
2
xµ)
∗ satisfy v 6= 0,
i. e. there exists an f ∈ mxµ with v(f+m2xµ) 6= 0. We claim there exists
a g ∈ mΦ(xµ) with g◦Φ−f ∈ m2xµ . Then, v(g◦Φ+m2xµ) = v(f+m2xµ) 6= 0,
i. e. TxΦ(v) 6= 0.
Proof of the claim: Replacing 1 with f =
∑
ι≥1 fιτ
ι, we can repeat
the procedure in (i) to construct a section ξ = {ξj} ∈ H0,0w (X,L)
101
6 L2-Riemann-Roch for Singular Complex Curves
with ordxµ(ξµ − f) ≥ 2ηµ and ordxj ξj ≥ ηj for j 6= µ. We get ξ is
holomorphic, ξµ ∈ mxµ and
ξµ − f ∈ m2xµ .
Let Φ be defined by Φ(x) = [s0(x):...:sN (x)] with holomorphic sections
si = {sij} (see (6.22)). Hence, we can choose a vector (g0, ..., gN ) ∈
CN+1 such that ξ =
∑
i gisi. Because of (i), there exits an i0 such
that c := si0µ(xµ) 6= 0 – we can assume i0 = 0. We set U := {x ∈
Uµ : s0µ(x) 6= 0} and identify {[t0:...:tN ] : t0 = 1} ⊂ CPN with CN
such that Φ|U : U → CN is defined by Φ(x) =
(
s1µ(x)
s0µ(x)
, ...,
sNµ(x)
s0µ(x)
)
.
Let g : CN → C denote the holomorphic function g(t1, ..., tN ) :=
c · (g0 +
∑N
i=1 giti), i. e.
s0µ · (g ◦ Φ|U ) = c
∑N
i=0
gisiµ = c · ξµ
on U . Since c= s0µ(xµ) 6= 0 and since f and cs0µ−1 are in mxµ , we get
g ∈ mΦ(xµ) and
g ◦ Φ− f =
c
s0µ
(ξµ − f) + f ·
( c
s0µ
− 1
)
∈ m2xµ .
For this proof, L has to satisfy
degL > 2g + max{ηj}+
∑k
j=1
(ηj+rj)− deg(Z−|Z|)
= 2g + max{ηj}+ k +
∑k
j=1
ηj .
102
Chapter 7
Nakano Semi-positive Vector Bundles
on Complex Manifolds
In this chapter, we first generalize K. Takegoshi’s vanishing theorem
[Tak85, Thm. 2.1] to Nakano semi-positive vector bundles, using main-
ly the argumentation as in Takegoshi’s original proof (also presented
in [Ser15, Sect. 2]). In Section 7.1, we recall the definition of pos-
itivity for vector bundles. The key lemmata (positivity statements
and an a-priori-estimate) are achieved by L2-methods elaborated by
J.-P. Demailly in [Dem02] (see Section 7.2). In Section 7.3, we state
L2-vanishing theorems for Nakano semi-positive vector bundles on
complex manifolds including generalizations of Takegoshi and Don-
nelly-Fefferman-Ohsawa.
7.1 Positivity for vector bundles
Def. 7.1. Let M be a Hermitian manifold of dimension n, and let
E → M be a holomorphic vector bundle of rank r with Hermitian
metric 〈 · , · 〉E . We call a tensor u ∈ TxM ⊗ Ex of rank m if m ≥ 0
is the smallest integer such that u is the sum
∑m
j=1 ξj ⊗ sj of m
pure / simple tensors ξj⊗sj with ξj ∈ TxM and sj ∈ Ex. A Hermitian
form h on TxM ⊗ Ex is called m-(semi-)positive if h(u, u) > 0 (or ≥ 0
resp.) for every tensor u ∈ TxM ⊗ Ex\{0} of rank ≤ m. We say E
is m-(semi-)positive if the Hermitian form associated to the Chern
curvature iΘ(E) is m-(semi-)positive in each point x ∈M and write
E >m 0 (or E ≥m 0 resp.). We call E Griffiths (semi-) positive if E is
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1-(semi-)positive, and Nakano (semi-) positive if E is min{n, r}-(semi-)
positive, i. e. iΘ(E) is (semi-) positive in the classical sense.
If ω denotes the Hermitian form on M , then Λ denotes the formal
adjoint of the operator ω∧ · , and 〈 · , · 〉ω,E is the metric on Λs,tT ∗M⊗E
given by ω and the Hermitian metric 〈 · , · 〉E .
As a more or less immediate consequence of Def. 7.1, we get (see e. g.
Lem. VII.7.2 in [Dem12]):
Lemma 7.2. Let E be an m-semi-positive holomorphic vector bundle
on a Ka¨hler manifold M of rank r. If t ≥ 1 and m ≥ min{n− t+ 1, r},
then the Hermitian operator iΘ(E) ∧ Λ is semi-positive definite on
Λn,tT ∗M ⊗ E and, particularly,
〈iΘ(E) ∧ Λw,w〉ω,E ≥ 0 ∀ w∈Dn,t(M,E).
Sketch of the proof: The proof is more or less straight forward but
very technical. Hence, we will just present a sketch of it to emphasize
where the assumptions are used.
Let ω denote the Ka¨hler form of X and fix a point x ∈ M . We
can choose coordinates (z1, .., zn) of M around x with orthonormal
( ∂∂z1, ..,
∂
∂zn
) and such that ω = ω(x) = i
∑n
j=1 dzj∧dzj . Let (e1, .., er)
be an orthonormal frame of E. Then, there exist coefficients cjkλµ ∈ C
with
iΘ(E) = iΘ(E)(x) = i
∑
j,k,λ,µ
cjkλµ dzj∧dzk ⊗ e∗λ⊗eµ
and ckjµλ = cjkλµ. In particular,
θE
(∑
j,λ
ujλ
∂
∂zj
⊗eλ,
∑
k,µ
vkµ
∂
∂zk
⊗eµ
)
:=
∑
j,k,λ,µ
cjkλµ · ujλvkµ
is a Hermitian form on TxM⊗Ex ∼= Cnr. The m-semi-positivity of
E can be characterized by: θE(u, u) is semi-positive for all tensors
u ∈ TxM ⊗ Ex of rank ≤ m.
For all (n, t)-forms w =
∑
K,λwK,λ dz{1,..,n}∧dzK⊗eλ, we get
〈iΘ(E)∧Λw,w〉 =
∑
|S|=t−1
∑
j,k,λ,µ
cjkλµwjS,λwkS,µ.
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Actually, a similar formula can be computed for forms of arbitrary
degree. Yet, there occur summands whose signs will not be manageable.
Fortunately, these summands vanish for (n, t)-forms.
Since wjS = 0 for j ∈ S, we obtain
〈iΘ(E)∧Λw,w〉 =
∑
|S|=t−1
θE(w˜S , w˜S),
where w˜S :=
∑
j /∈S,λ∈{1,..,r}wjS,λ. Yet, w˜S is a tensor of rank less or
equal to both, r and n−|S| = n−t+1. Since E is r- and (n−t+1)-semi-
positive, we get θE(w˜S , w˜S) ≥ 0. 
7.2 A-priori-estimates for the ∂-operator
Let M be a weakly 1-complete Ka¨hler manifold of dimension n, ω the
Ka¨hler form on M , and let Φ be a plurisubharmonic smooth exhaustion
function of M . Let λ : R→ R be an increasing convex smooth function
with λ(t) = 0 for t ≤ 0 and ∫√λ′′(t)dt = +∞. By replacing, firstly,
Φ by λ ◦ exp ◦Φ and, secondly, ω by ω + i∂∂Φ, we can assume that
Φ > 0 and that the Ka¨hler metric associated to ω is complete (see e. g.
Prop. 12.10 in [Dem02]).
Let dV be the volume form on M induced by ω. We define the weighted
product of u and v in Ds,t(M,E) by
(u, v)Φ :=
∫
M
〈u, v〉ω,E · e−ΦdV
and set ‖u‖Φ :=
√
(u, u)Φ. Let ϑΦ : E
s,t+1(M,E)→ E s,t(M,E) denote
the formal adjoint of ∂ : E s,t(M,E) → E s,t+1(M,E) with respect to
( · , · )Φ.
We obtain the following a-priori-estimate for the ∂-operator:
Lemma 7.3. For all t ≥ 1 and w ∈ Dn,t(M,E) :
(i(Θ(E) + ∂∂Φ) ∧ Λw,w)Φ ≤ ‖∂w‖2Φ + ‖ϑΦw‖2Φ.
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Proof: Let L denote the trivial line bundle M×C with the Hermitian
metric 〈 · , · 〉L := 〈 · , · 〉Ce−Φ. Then, iΘ(L) = i∂∂Φ. Let F := E ⊗ L
denote the vector bundle with the metric 〈 · , · 〉F induced by 〈 · , · 〉E
and 〈 · , · 〉L. We can assume Ds,t(M,E) = Ds,t(M,F ) by identifying
u⊗ g = (g ∧ u)⊗ 1 with g ∧ u for u ∈ Ds,t(M,E), g ∈ O(L). Thus, we
get 〈 · , · 〉F = 〈 · , · 〉E · e−Φ. With
Θ(F ) = Θ(E)⊗ idL + idE ⊗Θ(L)
(cf. [Dem12, §V.4]), we conclude for u ∈ Ds,t(M,E):
Θ(F ) ∧ u = Θ(F ) ∧ (u⊗ 1) = (Θ(E) ∧ u)⊗ 1 + u⊗Θ(L)
= (Θ(E) + Θ(L)) ∧ u⊗ 1 = (Θ(E) + ∂∂Φ) ∧ u.
Let ∆
(i)
F := D
(i)
F D
(i)
F
∗ +D(i)F
∗D(i)F denote the Laplace-Beltrami operat-
ors, where DF = D
′
F +D
′′
F is the Chern connection with respect to
the metric 〈 · , · 〉Ee−Φ. Note that D′′F = ∂ and (D′′F )∗ = ϑΦ. Recall the
Bochner-Kodaira-Nakano identity (see e. g. [Dem02, Sect. 13.2]):
∆′′F = ∆
′
F + [iΘ(F ),Λ],
where [ · , · ] denotes the graded Lie bracket, i. e. [P1, P2] = P1P2 +
(−1)p1·p2P2P1 for differential operators Pi with degree pi, i = 1, 2.
Integration by parts yields
(∆
(i)
F u, u)Φ = ‖D(i)F u‖2Φ + ‖(D(i)F )∗u‖2Φ ∀ u∈Ds,t(M,E).
Altogether, we conclude
‖∂w‖2Φ + ‖ϑΦw‖2Φ = (∆′′Fw,w)Φ
= ‖D′Fw‖2Φ + ‖(D′F )∗w‖2Φ + ([iΘ(F ),Λ]w,w)Φ
≥
∫
M
〈iΘ(F ) ∧ Λw,w〉ω,Ee−ΦdV
= (i(Θ(E) + ∂∂Φ) ∧ Λw,w)Φ
for all w∈Dn,t(M,E). 
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We will combine the a-priori-estimate with the following positivity
statement:
Lemma 7.4. Choose some integers q, t with t ≥ q ≥ 1. Then, there
is a non-negative (bounded) continuous function δ on M such that
δ(x) > 0 for all points x ∈M satisfying rkH(Φ)x > n− q, and
δ · 〈w,w〉ω,E ≤ 〈i∂∂Φ ∧ Λw,w〉ω,E ∀ w∈Dn,t(M,E).
Proof: Fix a point x in M . There is a base
{
∂
∂zj
}n
j=1
of TCxM such
that
ω(x) = i
n∑
j=1
dzj ∧ dzj and i∂∂Φ(x) = i
n∑
j=1
δjdzj ∧ dzj
with δ1, ..., δn ∈ R. For u =
∑
uJKdzJ ∧ dzK ∈ Ds,t(M), we get (see
e. g. Prop. 6.8 in [Dem02, Sect. 6.B])
[
i∂∂Φ,Λ
]
u(x) =
∑
J,K
∑
j∈J
δj +
∑
j∈K
δj −
n∑
j=1
δj
uJ,K(x)dzJ ∧ dzK .
(7.5)
Let us define δJ,K :=
∑
j∈J δj +
∑
j∈K δj −
∑n
j=1 δj . Choose a frame
{e1, ..., er} of E on a small open neighbourhood of x. Let (hλµ) denote
the Hermitian matrix associated to the Hermitian metric 〈 · , · 〉E on
E such that 〈u, v〉ω,E =
∑r
λ,µ=1 hλµ〈uλ, vµ〉ω for u =
∑
uλ ⊗ eλ, v =∑
vλ⊗eλ ∈ Ds,t(M,E). For u =
∑
uJ,K,λdzJ∧dzK⊗eλ ∈ Ds,t(M,E),
we obtain (in the point x):〈[
i∂∂Φ,Λ
]
u, u
〉
ω,E
=
∑
λ,µ
hλµ
〈[
i∂∂Φ,Λ
]
uλ, uµ
〉
ω
(7.5)
=
∑
λ,µ
hλµ
〈∑
J,K
δJ,KuJ,K,λdzJ ∧ dzK , uµ
〉
ω
=
∑
J,K,λ,µ
δJ,Khλµ
〈
uJ,K,λdzJ∧dzK , uJ,K,µdzJ∧dzK
〉
ω
=
∑
J,K
δJ,K 〈uJ,K , uJ,K〉E =
∑
J,K
δJ,K |uJ,K |2E ,
where uλ :=
∑
J,K uJ,K,λdzJ ∧ dzK and uJ,K :=
∑
λ uJ,K,λ ⊗ eλ.
Now, we define δ(x) as the maximum of the q smallest δj (but not
greater than 1). Moreover, we get δ{1,..,n},K =
∑
j∈K δj ≥ δ(x) if
107
7 Nakano Semi-positive Vector Bundles on Manifolds
|K| ≥ q. Hence,〈[
i∂∂Φ,Λ
]
w,w
〉
ω,E
(x) ≥ δ(x)
∑
K
|wK |2E(x) = δ(x)〈w,w〉ω,E(x)
for all w =
∑
wKdz{1,..,n} ∧ dzK ∈ Dn,t(M,E) and t ≥ q. Obviously,
δ is continuous in x and positive where rkH(Φ)x > n− q. 
The three lemmata 7.2, 7.3 and 7.4 together imply, assuming that E
is an m-semi-positive holomorphic vector bundle of rank r on M , that
(δ · w,w)Φ ≤ ‖∂w‖2Φ + ‖ϑΦw‖2Φ (7.6)
for all w ∈ Dn,t(M,E) and t ≥ 1 if m ≥ min{n, r}, i. e. E is Nakano
semi-positive, or t ≥ min{n−m+ 1, r} else.
7.3 L2-vanishing theorems
on complete manifolds
We keep the setting and notations of the former section. Further, let
L2s,t(M,E; Φ) denote the square-integrable forms u with respect to the
norm ‖ · ‖Φ, and let ∂ = ∂w be the weak extension of ∂cpt (cf. Chap-
ter 5). Since the metric on M is complete, we obtain that the weak
extension and the strong extension of the ∂cpt-operator coincide. There-
fore, ϑΦ = ϑΦ,w in the sense of distributions coincides with the Hil-
bert-space adjoint of ∂. Let ∗Φ : L2s,t(M,E; Φ)→ L2n−s,n−t(M,E∗;−Φ)
be the weighted conjugated Hodge-∗-operator defined by
〈u, v〉ω,E · e−Φ = u ∧ ∗Φ v for u, v ∈ L2s,t(M,E; Φ).
Recall σ(Φ) := maxx∈M (rkH(Φ)x), where H(Φ)x denotes the complex
Hessian of Φ at x.
Theorem 7.7. Let M be a complete Ka¨hler manifold of dimension n,
let Φ be a smooth plurisubharmonic exhaustion function of M , and let
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E →M be a Nakano semi-positive holomorphic vector bundle. Then,
the following groups of harmonic forms are zero for all q > n− σ(Φ):
H n,q
L2(Φ)
(M,E) := {u ∈ L2n,q(M,E; Φ) : ∂u = 0, ϑΦu = 0} = 0 and
H 0,n−q
L2(−Φ)(M,E
∗) = 0.
Proof: Using that the given metric is complete, it is well-known that
∗Φ induces the L2-duality H n,qL2(Φ)(M,E) ∼= H 0,n−qL2(−Φ)(M,E∗). Let h
be a harmonic form in H n,q
L2(Φ)
(M,E). Then, h is in the kernel of the
elliptic weighted Laplace operator Φ := ∆′′Φ so that h is smooth,
i. e. h ∈ L2n,q(M,E; Φ) ∩ E n,q(M,E). As the metric is complete,
Dn,q(M,E) is dense in dom ∂ ∩ dom ϑΦ with respect to the graph
norm u 7→ ‖u‖Φ + ‖∂u‖Φ + ‖ϑΦu‖Φ. Hence, there is a sequence {hk}
in Dn,q(M,E) with hk → h, ∂hk → ∂h = 0 and ϑΦhk → ϑΦh = 0 in
L2n,·(M,E; Φ). With (7.6), we obtain
(δ ·h, h)Φ = (δ ·(h−hk), h)Φ + (δ ·hk, h−hk)Φ + (δ ·hk, hk)Φ
. ‖h−hk‖Φ ·‖h‖Φ + ‖hk‖Φ ·‖h−hk‖Φ + ‖∂hk‖2Φ + ‖ϑΦhk‖2Φ
→ 0 if k →∞.
Therefore, the harmonic form h vanishes on the open set
{x ∈M : δ(x) > 0} ⊃ {x ∈M : rkH(Φ)x > n−q}.
But, {x ∈M : rkH(Φ)x > n−q} is not empty for q > n− σ(Φ). So,
the unique continuation theorem (see [Aro57]) implies that h vanishes
on M . 
Before proving Takegoshi’s vanishing theorem for vector bundles on
complex manifolds, let us recall the following criterion of A. Andreotti
and E. Vesentini (see [AV63, Prop. 41 and Lem. 12]). For a differential
form v ∈ Dn−s,n−t(M,E∗), we define the distribution
Tv : E
s,t(M,E)→ C by Tvu :=
∫
M
v ∧ u.
Theorem 7.8. Let M be a complex manifold of dimension n, let
E → M be a holomorphic vector bundle on M , let the Dolbeault
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operator ∂ : E s,t(M,E)→ E s,t+1(M,E) be a topological homomorph-
ism, and let v ∈ Dn−s,n−t(M,E∗) be a ∂-closed form with values in
the dual vector bundle E∗. Then, the equation ∂w = v has a solu-
tion w ∈ Dn−s,n−t−1(M,E∗) if and only if Tvu = 0 for all ∂-closed
u ∈ E s,t(M,E).
Theorem 7.9. Let M be a weakly 1-complete complex manifold of
dimension n, and let E →M be a Nakano semi-positive holomorphic
vector bundle on M . Assume that M admits a smooth plurisubhar-
monic exhaustion function Φ such that the sublevel sets Ml := {x ∈
M : Φ(x) < l} b M are Ka¨hler, l ∈ N (i. e. M is Ka¨hler on relative
compact sets). Then, for all q > n− σ(Φ):
Hn−qcpt (M,OM (E∗)) ∼= H0,n−qcpt (M,E∗) = 0
if and only if Hq+1(M,ΩnM (E)) is Hausdorff. In this case, the following
is equivalent:
(1) Hq(M,ΩnM (E)) is Hausdorff.
(2) Hn−q+1cpt (M,OM (E∗)) is Hausdorff.
(3) Hn,q(M,E) ∼= Hq(M,ΩnM (E)) = 0.
If M is holomorphically convex, then all mentioned cohomology spaces
vanish.
Proof: The Dolbeault isomorphism theorem (see e. g. § 1.3 in [GR79,
Chap. B]) yields
Ht(M,ΩsM (E))
∼= Hs,t(M,E)
:= {u ∈ E s,t(M,E) : ∂u = 0}/∂E s,t−1(M,E)
and
Htcpt(M,Ω
s
M (E
∗)) ∼= Hs,tcpt(M,E∗)
:= {u ∈ Ds,t(M,E∗) : ∂u = 0}/∂Ds,t−1(M,E∗).
Let us first prove the implication Hq+1(M,ΩnM (E)) Hausdorff ⇒
H0,n−qcpt (M,E∗) = 0:
Since Hq+1(M,ΩnM (E)) is Hausdorff, ∂ : E
n,q(M,E)→ E n,q+1(M,E)
is a topological homomorphism on Fre´chet spaces (see e. g. Prop. 6
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of [Ser55]). Hence, the assumptions of Theorem 7.8 are satisfied for
(s, t) = (n, q) and we can use it to show that H0,n−qcpt (M,E∗) = 0:
So, let v ∈ D0,n−q(M,E∗) be ∂-closed. We have to show that v is
∂-exact. Choose an l ∈ N such that supp v ⊂Ml and σ(Φ|Ml) = σ(Φ),
i. e. Ml contains a point x where rkH(Φ)x is maximal. By Theorem 7.8,
it suffices to show that Tvu = 0 for all u ∈ E n,q(Ml, E) with ∂u = 0.
Fix such a u.
Choosing an appropriate smooth increasing convex positive function
λ : (−∞, l)→ R+ with limt→l λ(t) =∞, we get
(i) a smooth plurisubharmonic exhaustion function Ψ:=λ◦Φ of Ml,
(ii) the Ka¨hler metric given by ω is complete on Ml (replace ω by
ω + i∂∂Ψ), and
(iii) u ∈ L2n,q(Ml, E; Ψ) ∩ E n,q(Ml, E).
Thus, g := (−1)n+q ∗Ψ u ∈ L20,n−q(Ml, E∗;−Ψ) ∩ E 0,n−q(Ml, E∗) and
ϑ−Ψg = 0. Since kerϑ−ψ ∩ ker ∂ = H 0,n−qL2(−Ψ)(Ml, E∗) = 0 (see The-
orem 7.7), we get g ∈ kerϑ−ψ = (ker ∂)⊥ = Im(ϑ−Ψ). Hence, there is
a sequence {fk} in D0,n−q+1(Ml, E∗) with
‖g − ϑ−Ψfk‖−Ψ → 0 if k →∞.
Finally, we infer
Tvu =
∫
Ml
v ∧ u =
∫
Ml
v ∧ ∗−Ψ g = (v, g)−Ψ
= lim
k→∞
(v, ϑ−Ψfk)−Ψ = lim
k→∞
(∂v, fk)−Ψ
∂v=0
= 0.
This shows that, indeed, Hn−qcpt (M,OM (E∗)) ∼= H0,n−qcpt (M,E∗) = 0.
To prove the other implications, we use the following result of H.
Laufer (see Thm. 3.2 in [Lau67]): There exist linear topological spaces
R = Rq+1(M,ΩnM (E)) and Rcpt = R
n−q+1
cpt (M,OM (E∗)) such that
Hq(M,ΩnM (E))
∼= Hn−qcpt (M,OM (E∗))∗ ⊕Rcpt, (7.10)
Hn−qcpt (M,OM (E∗)) ∼= Hq(M,ΩnM (E))∗ ⊕R, (7.11)
R = 0 ⇔Hq+1(M,ΩnM (E)) is Hausdorff (7.12)
Rcpt = 0 ⇔Hn−q+1cpt (M,OM (E∗)) is Hausdorff.(7.13)
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Using (7.11), Hn−qcpt (M,OM (E∗)) = 0 implies that R = 0 and, hence,
Hq+1(M,ΩnM (E)) is Hausdorff.
If Hq+1(M,ΩnM (E)) is Hausdorff, then (7.11) implies
Hq(M,ΩnM (E))
∗ ∼= Hn−qcpt (M,OM (E∗)) = 0.
If Hq(M,ΩnM (E)) is Hausdorff, then H
q(M,ΩnM (E)) has to vanish, i. e.
(1) ⇒ (3). The converse (3) ⇒ (1) is trivial. Finally, (7.10) and (7.13)
give us (2) ⇔ (3), immediately. Actually, the equivalence (1) ⇔ (2)
can directly be proven with functional analysis tools.
It is well-known that the sheaf cohomology groups for coherent ana-
lytic sheaves on holomorphically convex manifolds are Hausdorff (see
Lem. II.1 in [Pri71]). 
The result [Lau67, Thm. 3.2] of H. Laufer is a generalization of the
Serre duality (see [Ser55, Thm. 2]). He treated the case where ∂ is not
necessarily a topological homomorphism.
Donnelly-Fefferman-Ohsawa vanishing theorem. For the proof
of Theorem 1.3 in Chapter 10, we will need the following simple
generalization of a theorem of H. Donnelly and C. Fefferman (see
Thm. 1.1 and Prop. 2.1 in [DF83]) which was simplified by T. Ohsawa
in [Ohs87, Thm. 1.1].
Theorem 7.14. Let M be a complete Ka¨hler manifold of dimension n,
and let E →M be a Nakano semi-positive holomorphic vector bundle
on M . Assume that the Ka¨hler form is given by ω = i∂∂G for a smooth
G : M → R with bounded |∂G|ω ≤ C (self-bounded gradient). If u is a
∂w-closed square-integrable (n, q)-form on M with values in E, then
there exists a v ∈ L2n,q−1(M,E) with ∂wv = u and ‖v‖ω ≤ 4C‖u‖ω,
i. e. Hn,qw (M,E) = 0 for all q > 0.
J. Ruppenthal proved this theorem for semi-positive line bundles (see
Thm. 3.2 in [Rup14a]). Using Lemma 7.2, the proof generalizes easily
to Nakano semi-positive vector bundles.
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Chapter 8
The Relative Vanishing Theorem
In this section, we will present further generalizations of K. Takegoshi’s
vanishing theorem besides Theorem 7.9 above. Especially, we are
interested in a generalization for torsion-free coherent analytic sheaves.
Let us first describe our setting and explain the notation. Let X
be a weakly 1-complete complex space with Φ as plurisubharmonic
exhaustion function. Recall that σ(Φ) := maxx∈Xreg(rkH(Φ)x) is
the maximal number of positive eigenvalues of Φ’s complex Hessian.
We will assume that the Grauert-Riemenschneider canonical sheaf
KX is locally free. This is for example the case if X is Gorenstein
and has canonical singularities (see Thm. 5.3 in [Rup14b] or The-
orem 2.17). Recall that local freeness of KX implies that X is normal
(see Theorem 4.21).
We say a complex space X is Ka¨hler if there exists a Ka¨hler form
on the regular part Xreg such that each singular point x ∈ Xsing has
an open neighbourhood U = U(x) ⊂ X which can be embedded in
V ⊂ Cd(x) and a Ka¨hler form η on V with η|Ureg = ω.
Let S be a coherent analytic sheaf on X. Recall that there exists
a duality L( · ) between the coherent analytic sheaves and the linear
(fibre) spaces over X (see Section 3.2). We callS Nakano semi-positive
if there exists a smooth Hermitian form on L(S ) which induces that
R(S ) = L(S ∗X\ SingS ) is Nakano semi-positive (for more details, see
Def. 8.11 or [GR70, § 1.2]).
Def. 8.1. We say that a coherent analytic sheaf S on X fulfils
condition (+) if there exist a projective morphism pi : X˜ → X with
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locally free piTS and a semi-positive invertible coherent analytic sheaf
L on X˜ such that piTKX ∼= L ⊗KX˜ . If these exist on all relatively
compact holomorphically convex open subsets of X, we say that S
satisfies (+)loc.
We can now state our first main result of this chapter:
Theorem 8.2. Let X be a weakly 1-complete connected (normal)
Ka¨hler space of dimension n with locally free canonical sheaf, let Φ be
a smooth plurisubharmonic exhaustion function of X, and let S be a
Nakano semi-positive torsion-free sheaf on X with (+) such that L(S )
is normal. Then, for each q > n− σ(Φ),
Hq(X,S ⊗KX) = 0
if Hq(X,S ⊗KX) and Hq+1(X,S ⊗KX) are Hausdorff.
If X is holomorphically convex, then the Hausdorff assumption is
always satisfied, [Pri71, Lem. II.1]. We remark also that the Ka¨hler
structure of X and the Nakano semi-positivity of S are needed only
on relatively compact holomorphically convex subsets of X (cf. The-
orem 7.9).
The proof of Theorem 8.2 uses that the isomorphism induced by
the Leray spectral sequence is already topological (see Theorem 8.5).
Actually, this is easy to prove, although, to the knowledge of the author,
it has not been observed in the literature (yet, [Pri71, Lem. II.1] and
its proof is interesting in this context).
Obviously, locally free sheaves satisfy (+) and their associated linear
spaces are normal. In this case, we get the vanishing theorem for
arbitrary irreducible complex spaces (see Theorem 8.9). In Section 7.3,
we already proved the result in the regular case (for vector bundles on
manifolds). By use of the projection formula (see Theorem 4.10), we
obtain Theorem 7.9 for singular complex spaces (see Section 8.1).
Since there is no projection formula for non-locally-free sheaves, the
situation is much more complicated for such sheaves. Then, we need
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to assume that L(S ) is normal, and the additional semi-positivity
property (+). If the linear space associated to S ⊗KX is normal,
there is a canonical isomorphism
S ⊗KX ∼= pi∗(piTS ⊗ piTKX)
for all modifications pi of X (see Theorem 4.2). In Remark 4.20, we
have seen that the normality assumption on L(S ) is necessary for a
generalization of Takegoshi’s vanishing theorem that makes use of the
monoidal transformation. Furthermore, one needs a suitable connection
between piTKX and KX˜ . If (+) holds, then we obtain S ⊗KX as the
direct image of a Nakano semi-positive locally free sheaf tensored with
the canonical sheaf. Using the Leray spectral sequence, we can, then,
prove Theorem 8.2 (see Section 8.2.1). The last step was inspired by
[GR70] of H. Grauert and O. Riemenschneider. Analogously, one can
prove the following corollary of Satz 2.1 in [GR70]:
Corollary 8.3. Let X be a compact normal Moishezon space with
locally free canonical sheaf, and let S be a torsion-free quasi-positive
sheaf with (+) such that L(S ) is normal. Then, for each q > 0,
Hq(X,S ⊗KX) = 0.
Let us add a few words on how to verify that S satisfies (+). H. Rossi
proved that there exists a projective morphism ϕ = ϕS : XS → X such
that ϕTS is locally free (see Thm. 3.5 in [Ros68] or Theorem 2.19).
We called ϕ monoidal transformation with respect to S . Moreover, we
have the following useful fact (see Theorem 4.24): For any resolution
pi : M → X of singularities (such that piTKX is locally free), there exists
an effective Cartier divisor D ≥ 0 (with support on the exceptional
set of the resolution) such that
piTKX ∼= KM ⊗OM (−D).
Hence, for the property (+) to hold, it is just needed that O(−D) is
semi-positive.
In Section 9.2, we give an example where the assumption (+) holds for
a non-locally-free sheaf. More precisely, we consider a semi-positive
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(reduced) ideal sheaf J given by a submanifold on a holomorphically
convex manifold and prove that J satisfies (+). This is obtained by
the semi-positivity ofJ itself, which is an indication for a link between
(Nakano) semi-positivity of a sheaf and (+). Using Theorem 8.2, we
obtain a vanishing theorem for globally defined submanifolds (see
Corollary 9.12).
The following result (a generalization of Thm. I in [Tak85]) is a con-
clusion of Theorem 8.2 proven in Section 8.2.2; the presented proof is
derived from Takegoshi’s.
Theorem 8.4. Let X be a normal complex space with a locally free
canonical sheaf which is bimeromorphic to a Ka¨hler space, let f : X →
Z be a proper surjective holomorphic map onto a complex space Z, and
let S be a semi-globally (i. e. on relatively compact holomorphically
convex sets) Nakano semi-positive torsion-free sheaf on X satisfying
(+)loc such that L(S ) is normal. Then, the higher direct images of
S ⊗KX under f vanish for all q > dimX − dimZ :
f(q)(S ⊗KX) = 0.
In Section 8.3, we finally study coherent analytic sheaves with torsion.
We prove a generalization of Theorem 8.2 for q strictly greater than the
dimension of the support of the associated torsion sheaf. For smaller
q, we give a counterexample.
8.1 Irreducible complex spaces
In this section, we prove Takegoshi’s vanishing theorem for locally
free sheaves on irreducible complex spaces. For this, we indicate how
a vanishing theorem as Theorem 7.9 yields vanishing of some higher
direct image sheaves (relative vanishing theorem). We will need this
observation later in the proof of Theorem 8.2 and Theorem 8.4, as
well.
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Theorem 8.5. Let X be a complex space of pure dimension n, and let
F be a coherent analytic sheaf on X such that the following property
is satisfied: For every relatively compact holomorphically convex open
U ⊂ X with a smooth plurisubharmonic exhaustion function Φ, we
have Hr(U,F ) = 0 for all r > n− σ(Φ). Further, we assume there is
a proper surjective holomorphic map f : X → Z to a complex space Z.
For each r > n− dimZ, we get
f(r)(F ) = 0.
If dimZ = n, the isomorphism
Hq(X,F ) ∼= Hq(Z, f∗F )
induced by the Leray spectral sequence is topological for all q.
Proof: Let r be a number greater than n−dimZ, let z be in Z, and let
V ⊂ Z be a relatively compact Stein neighbourhood of z, i. e. there is
a smooth strictly plurisubharmonic exhaustion function Φ of V . Then,
Φ◦f is a smooth plurisubharmonic exhaustion function of the relatively
compact set U := f−1(V ), which is holomorphically convex (using that
f is proper). Since f is surjective, we obtain σ(Φ ◦ f) = σ(Φ) = dimZ.
So, the assumption says Hr(U,F ) = 0 since r > n − dimZ. Yet,
the direct image sheaf f(r)(F ) is the sheaf associated to the presheaf
defined by V 7→ Hr(f−1(V ),F ) = 0. That proves
f(r)(F ) = 0.
If dimZ = n, the Leray spectral sequence (see [Ler50, Chap. II])
implies
Hq(X,F ) ∼= Hq(Z, f∗F ).
Let V = {Vi}i∈I be a Leray Covering of Z, i. e.
Hq(Z, f∗F ) ∼= Hˇq(V, f∗F ). (8.6)
Actually, the latter space defines the topology on the first one. If
it is Hausdorff, it is independent of V (see Lem. 4.2 in [Kau67]).
For U := {f−1(Vi)}i∈I , the definition of Cˇech cohomology implies
Hˇq(V, f∗F ) = Hˇq(U,F ) with the same topology. Yet, we know that
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U is already a Leray covering of X, i. e.
Hq(X,F ) ∼= Hˇq(U,F ) = Hˇq(V, f∗F ) ∼= Hq(Z, f∗F )
is topological as well. 
Remark 8.7. If X is regular and F locally free, Thm. 2.1 in [Lau67]
says that the different topologies of a cohomology group given by Leray
coverings, differential forms or currents coincide.
Let us recall the projection formula (see Theorem 4.10). If f : Y → X
is a holomorphic map between complex spaces, if E is a locally free
sheaf on X, and if F is a coherent analytic sheaf on Y , then
f∗F ⊗ E ∼= f∗ (F ⊗ f∗E ) . (8.8)
Using this fact, we obtain the following generalization of Takegoshi’s
vanishing theorem.
Theorem 8.9. Let X be a weakly 1-complete irreducible complex
space of dimension n which is Ka¨hler on relatively compact sets, let
Φ be a smooth plurisubharmonic exhaustion function of X, and let
E be a Nakano semi-positive locally free sheaf on X. Then, for each
q > n− σ(Φ):
Hq(X,E ⊗KX) = 0
if Hq(X,E ⊗KX) and Hq+1(X,E ⊗KX) are Hausdorff.
Proof: Let pi : M → X be a resolution of the singularities of X (cf.
[Hir64, Hir77]). Since X is irreducible, M is connected. We can
assume that pi is projective. This implies that M is Ka¨hler on relatively
compact open sets (cf. e. g. Lem. 4.4 in [Fuj78]). Since Φ◦pi is a smooth
plurisubharmonic exhaustion function of M with σ(Φ ◦ pi) = σ(Φ),
Theorem 7.9 implies: For each q > n− σ(Φ),
Hq(M,pi∗E ⊗ ΩnM ) = 0
if Hq/q+1(M,pi∗E ⊗ΩnM ) are Hausdorff. Theorem 7.9 also implies that
the assumptions of Theorem 8.5 are satisfied for pi∗E⊗ΩnM over M and
pi, i. e. for each q > n− σ(Φ),
Hq(X,pi∗(pi∗E ⊗ ΩnM )) ∼= Hq(M,pi∗E ⊗ ΩnM ) = 0
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if Hq/q+1(X,pi∗(pi∗E ⊗ ΩnM )) are Hausdorff. With the projection for-
mula (8.8) / Theorem 4.10, we obtain the claimed. 
Theorem 8.5 and Theorem 8.9 immediately imply the following vari-
ation of Theorem 8.4:
Corollary 8.10. Let X be a Ka¨hler space, let f : X → Z be a proper
surjective holomorphic map onto a complex space Z, and let E be a
locally free Nakano semi-positive torsion-free sheaf on X. Then, for
all q > dimX − dimZ,
f(q)(E ⊗KX) = 0.
8.2 Vanishing theorems
for torsion-free sheaves
In this section, we will prove the main theorems. Let us first recall
the definition of Nakano semi-positive coherent analytic sheaves in the
sense of H. Grauert and O. Riemenschneider (see [GR70, § 1.2]).
Def. 8.11. Let S be a coherent analytic sheaf on a complex space X,
let S := L(S ) denote the associated linear space, let h be a Hermitian
form on S (recall the definition of Hermitian form on a linear space in
Def. 5.4). On the manifold X ′ := Xreg\ SingS , S is a vector bundle.
We call S Nakano semi-positive if there is a smooth Hermitian form
on S which induces a Nakano semi-positive hermitian metric on the
vector bundle R(S ) = S∗X′ (cf. Def. 7.1).
If, furthermore, there exists a Zariski open set X ′′ ⊂ X ′ (the com-
plement of a thin analytic set) such that R(SX′′) is Nakano positive,
then S is called quasi-positive.
If S is locally free, then the linear space L(S ) is dual to the vector
bundle associated to S . Hence, in this case, the notions of Nakano
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semi-positivity coincide. We will need only the following fact: Let S
be a Nakano semi-positive sheaf on a complex space, and let pi : Y → X
be a proper modification. Then, L(pi∗S ) = pi∗L(S ) and L(piTS ) is
embedded in L(pi∗S ) because of pi∗S  piTS . With the pullback
on L(pi∗S ) of the Hermitian metric on L(S ) and the restriction to
L(piTS ), we get that both, pi∗S and piTS , are Nakano semi-positive
sheaves on Y . Actually, this property is equivalent to the Nakano
semi-positivity of S because of the following fact (see [GR70, § 1.2]):
Lemma 8.12. Let M be a complex manifold and (E, h) → M a
Hermitian vector bundle on M . If (E, h) is Nakano-semi positive on a
Zariski open set M ′, then (E, h) is Nakano semi-positive on the whole
of M .
8.2.1 Proof of Theorem 8.2
Let X be a weakly 1-complete normal connected complex Ka¨hler space
with a smooth plurisubharmonic exhaustion function Φ and locally free
KX . Let S be a Nakano semi-positive torsion-free coherent analytic
sheaf on X with normal L(S ) and (+), i. e. there is a projective
pi : X˜ → X and a semi-positive locally free analytic sheaf L of rank 1
such that piTS is locally free and pi∗KX = piTKX ∼= L ⊗KX˜ .
The locally free sheaf E := piTS ⊗L is Nakano semi-positive.
The composition Φ ◦ pi is a plurisubharmonic exhaustion function of
X˜ because pi is proper and holomorphic, and σ(Φ ◦ pi) = σ(Φ) since pi
is biholomorphic on a dense open set. Recall that
σ(Φ) = max
x∈Xreg
(rkH(Φ)x),
where H(Φ)x denotes the complex Hessian of Φ at x. As X is Ka¨hler
and pi is projective, the irreducible complex space X˜ is Ka¨hler on
relatively compact open sets (cf. e. g. Lem. 4.4 in [Fuj78]). Theorem 8.9
yields: For each q > n− σ(Φ),
Hq(X˜,E ⊗K
X˜
) = 0
120
8.2 Vanishing theorems for torsion-free sheaves
if Hq(X˜,E ⊗K
X˜
) and Hq+1(X˜,E ⊗K
X˜
) are Hausdorff.
Theorem 8.9 also implies that the assumptions of Theorem 8.5 are sat-
isfied for E⊗K
X˜
and pi. Therefore, the suitable Hausdorff assumption
implies
Hq(X,pi∗(E⊗KX˜)) ∼= Hq(X˜,E⊗KX˜) = 0 ∀ q > n− σ(Φ).
Since KX is locally free and L(S ) is normal, we get L(S ⊗KX) is
normal. Therefore, Theorem 4.2 implies

S ⊗KX ∼= pi∗(piTS ⊗ pi∗KX) ∼= pi∗(E ⊗KX˜). (8.13)
8.2.2 Proof of Theorem 8.4
We will now use Theorem 8.2 to prove Theorem 8.4 with the help of
Theorem 8.5. We also need the following fact.
Lemma 8.14. Let X be a reduced complex space bimeromorphic to a
Ka¨hler space and U a relatively compact open set in X. Then, there
is a Ka¨hler manifold M and a proper modification g : M → U of U
such that g(q)(F ⊗ΩnM ) = 0 for all q > 0 and all Nakano semi-positive
torsion-free sheaves F on M with (+) and normal L(F ).
Proof: By assumption, there exists a Ka¨hler space Y and a bimero-
morphic map α : Y 99K X given by its graph Γα ⊂ Y ×X as analytic set.
Let prY : Γα → Y and prX : Γα → X be the holomorphic projections
such that α = prX ◦ pr−1Y . H. Hironaka’s version of the Chow lemma
(see Cor. 2 of the Flattening Theorem in [Hir75]) gives a projective,
particularly, proper bimeromorphic morphism β : M˜ → Y which dom-
inates prY , i. e. there is a holomorphic h : M˜ → Γα with prY ◦ h = β.
We can assume that M˜ is smooth by using a resolution of singularities.
We obtain the following commutative diagram:
M˜
h //
β   
Γα
prX //
prY

X .
Y
α
>>
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Then, g˜ := α ◦ β = prX ◦ h is a proper modification of X. Moreover,
M := g˜−1(U) is a Ka¨hler manifold – using [Fuj78, Lem. 4.4] for the
projective β : M˜ → Y and the relatively compact set α−1(U) in the
Ka¨hler space Y – and g := g˜|M : M→U is a proper modification of U .
To prove g(q)(F ⊗ΩnM ) = 0, we will use Theorem 8.2: Let x be a point
in U and W an open Stein neighbourhood of x in U , i. e. there is a
smooth strictly plurisubharmonic exhaustion function Ψ of W . Since g
is a proper modification, we get a plurisubharmonic exhaustion function
Ψ◦g of g−1(W ) with σ(Ψ◦g) = σ(Ψ) = dimM . Hence, the assumptions
of Theorem 8.2 are satisfied for the holomorphically convex Ka¨hler
manifold g−1(W ) and any Nakano semi-positive torsion-free sheaf F
with (+) and normal L(F ). So, we obtain Hq(g−1(W ),F ⊗ ΩnM ) = 0
for all q > dimX − dimM = 0 and, finally, g(q)(F ⊗ ΩnM ) = 0. 
Proof of Theorem 8.4: Let X be a normal complex space of pure di-
mension n with locally free KX which is bimeromorphic to a Ka¨hler
space, let S be a (semi-globally) Nakano semi-positive torsion-free
coherent analytic sheaf on X with (+)loc and normal L(S ), and let
f : X → Z be a proper surjective holomorphic map to a complex space
Z. To prove the vanishing of the higher direct images of S ⊗KX ,
we have to check that the assumptions of Theorem 8.5 are satisfied,
i. e. if a relatively compact open set U ⊂ X possesses a smooth pluri-
subharmonic exhaustion function Φ, then Hr(U,S ⊗KX) = 0 for
r > n− σ(Φ).
Let U ⊂ X be a relatively compact holomorphically convex open set
with smooth plurisubharmonic exhaustion function Φ. By assumption,
SU satisfies (+), i. e. there is a proper modification pi : U˜ → U and a
semi-positive locally free sheaf L on U˜ of rank one such that piTSU
is locally free and pi∗KU ∼= L ⊗KU˜ . In particular, the sheaf E :=
piTSU⊗L is locally free and Nakano semi-positive. Since L(SU⊗KU )
is normal, Theorem 4.2 implies
SU ⊗KU ∼= pi∗(E ⊗KU˜ ). (8.15)
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Since U˜ is bimeromorphic to U , it is bimeromorphic to a Ka¨hler space,
as well. Therefore, Lemma 8.14 gives a Ka¨hler manifold M and a
proper modification g : M → U˜ with g(q)(F ⊗ ΩnM ) = 0 for q ≥ 1 and
F := g∗E .
For all holomorphically convex open V ⊂ U˜ with smooth plurisubhar-
monic exhaustion function Ψ and W := g−1(V ), we get
0
Thm. 8.2
= Hr(W,F ⊗ ΩnW )
Leray∼= Hr(V, g∗(g∗E ⊗ ΩnW ))
(8.8)∼= Hr(V,E ⊗KV ) ∀r > n− σ(Ψ).
(8.16)
i. e. the assumptions of Theorem 8.5 hold for E⊗K
U˜
and pi. Therefore,
Theorem 8.5 and (8.15) imply
Hr(U˜ ,E ⊗K
U˜
) ∼= Hr(U, pi∗(E ⊗KU˜ )) ∼= Hr(U,SU ⊗KU ). (8.17)
Using (8.16) for V = U˜ and Ψ = Φ, we obtain

Hr(U,SU ⊗KU ) = 0 ∀r > n− σ(Φ).
In the proof, the Nakano semi-positivity of S is just needed on preim-
ages of small Stein sets in Z under f / on relatively compact weakly
1-complete subsets of X (cf. Def. 8.1 of (+)loc).
8.3 Sheaves with torsion
Let X be a holomorphically convex normal Ka¨hler space of dimension
n, Φ a smooth plurisubharmonic exhaustion function of X, and let S
be a Nakano semi-positive coherent analytic sheaf on X satisfying (+).
We define T := T (S ) as the torsion sheaf of S and obtain the exact
sequence
0→ T → S → S /T → 0.
Assuming that the Grauert-Riemenschneider canonical sheaf KX is
locally free, we get the exact sequence
0→ T ⊗KX → S ⊗KX → (S /T )⊗KX → 0.
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This yields the long exact sequence of cohomology:
0 // (T ⊗KX)(X) // (S⊗KX)(X) // (S/T ⊗KX)(X) // ...
... //Hq(X,T ⊗KX) //Hq(X,S⊗KX) //Hq(X,S/T ⊗KX) // ...
(8.18)
Since the restriction of the Hermitian metric on L(S ) induces a
Hermitian metric on the embedded space L(S /T ), the torsion-free
coherent analytic sheaf S /T is Nakano semi-positive. S /T inherits
the property (+) from S because piT (S ) = piT (S /T ). Assuming
that L(S /T ) is normal, we obtain Hq(X, (S /T )⊗KX) = 0 for all
q > n−σ(Φ) by Theorem 8.2. Thus, the long exact sequence (8.18)
gives isomorphisms
Hq(X,T ⊗KX) ∼= Hq(X,S ⊗KX) ∀q > n− σ(Φ) + 1
and the surjective homomorphism
Hn−σ(Φ)+1(X,T ⊗KX) Hn−σ(Φ)+1(X,S ⊗KX).
On the other hand, T and, hence, T ⊗KX have support on an analytic
set A ⊂ X with r := dimA = supx∈A dimxA < n. Let ι : A ↪→ X
denote the embedding. As T ⊗KX is a coherent analytic sheaf with
support in A, we have
T ⊗KX = ι∗ι∗
(
T ⊗KX
)
. (8.19)
This is easy to see by working in the category of linear (fibre) spaces
associated to coherent analytic sheaves: Let L := L(T ⊗KX) denote
the associated linear space. For linear spaces, ι∗ means nothing else
but restriction of the linear space to the subvariety A, i. e. ι∗L = LA.
On the other hand, ι∗ means just a trivial extension of the space over
A to X. Since L is trivial outside of A, we get ι∗(LA) = L. Note that
(8.19) is not true for sheaves which are not coherent.
We get (cf. e. g. Prop. 5.2 in [Ive84, Chap. II])
Hq(A, ι∗(T ⊗KX)) ∼= Hq(X, ι∗ι∗(T ⊗KX)) (8.19)= Hq(X,T ⊗KX).
Since Hq(A, ι∗(T ⊗KX)) = 0 for q > r (see e. g. Thm. 10.2 in [Ive84,
Chap. II]), we conclude:
124
8.3 Sheaves with torsion
Theorem 8.20. Let X be a holomorphically convex normal connected
Ka¨hler space of dimension n such that KX is locally free, let Φ denote
a smooth plurisubharmonic exhaustion function of X, and let S be a
Nakano semi-positive sheaf on X with (+) and normal L(S /T (S )).
Then, we get, for q > max{n− σ(Φ),dim suppT (S )},
Hq(X,S ⊗KX) = 0.
We give a counterexample to show that this result is sharp (with
respect to the dimension). Let M be a holomorphically convex Ka¨hler
manifold of dimension n which is not Stein and admits a smooth
plurisubharmonic exhaustion function which is in (at least) one point
strictly plurisubharmonic (consider e. g. the blow up of Cn in a point).
Let A be a compact analytic subset of M and ι : A ↪→M the embedding
of A. For any 0 < q ≤ dimA, one can find such spaces M and A
admitting a coherent analytic sheaf F on A such that Hq(A,F ) 6= 0.
We set
S := ι∗F ⊗ (ΩnM )∗.
S is Nakano semi-positive as it vanishes outside a thin set. Since
idTMS = S /T (S ) = 0, S satisfies (+), and L(S /T (S )) = M×0
is normal. Yet, we have
Hq(M,S ⊗ ΩnM ) = Hq(M, ι∗F ) ∼= Hq(A,F ) 6= 0.
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Chapter 9
Ideal Sheaves
In this chapter, we apply the generalized Takegoshi theorem to reduced
ideal sheaves on manifolds. First, we study proper modifications of
such sheaves by applying results from Chapter 4 in Section 9.1 (cf.
Sect. 7 in [RS13]). In Section 9.2, we will use Theorem 8.2 to derive
vanishing results for submanifolds of holomorphically convex manifolds
(cf. Sect. 5 in [Ser15]).
9.1 Proper modifications
of reduced ideal sheaves
In this section, we discuss the application of Theorem 4.1 to reduced
ideal sheaves. As a preparation, note the following:
Lemma 9.1. Let pi : Y → X be a surjective holomorphic mapping
between complex spaces Y , X. Then, pi∗OX = OY .
Proof: As pi−1OX ⊂ OY , we have that pi∗OX = pi−1OX ⊗pi−1OX OY =
OY because pi−1OX contains (the germ of) the function 1 at any point
of Y . 
Coming to reduced ideal sheaves, let us start with the following obser-
vation:
Lemma 9.2. Let X be a locally irreducible complex space and A ⊂ X
an (unreduced) analytic subspace with ideal sheaf JA. Let pi : Y → X
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be a proper modification and B := pi−1(A) the unreduced analytic
preimage with ideal sheaf JB. Then:
piTJA =JB.
Proof: Consider the short exact sequence of sheaves over X:
0→JA
α−→ OX −→ OX/JA → 0.
By right-exactness of pi∗, we deduce the exact sequence
pi∗JA
pi∗α−→ pi∗OX −→ pi∗
(OX/JA)→ 0.
Now, we use Lemma 9.1 twice: pi∗OX = OY and (pi|B)∗OA = OB
(which implies that pi∗(OX/JA) = OY /JB using the definition of the
analytic preimage, see e. g. Prop. 0.27 in [Fis76]). As OY is torsion-free,
it is clear that
T (pi∗JA) ⊂ Ker pi∗α. (9.3)
Consider piTα : piTJA → piTOX = pi∗OX = OY . By (9.3), it follows
that Im (pi∗α) = Im (piTα), and Lemma 4.23 tells us that piT preserves
injectivity, i. e. piTα is injective. So, we obtain the short exact sequence
0→ piTJA
piTα−→ OY −→ OY /JB → 0,
telling us that in fact piTJA =JB. 
It is clear that JA and pi
TJA =JB are torsion-free, and so we obtain
from Theorem 4.1 that:
JB
∼= piTpi∗JB. (9.4)
Under some additional assumptions, we have also:
Lemma 9.5. Let X be a normal complex space, and let A be a locally
complete intersection or a normal analytic set in X with (reduced)
ideal sheaf JA. Let σ : X˜ → X denote the blow up of X with centre
A, i. e. the monoidal transformation with respect to JA, and let JB
be the (reduced) ideal sheaf associated to the reduced exceptional set
B := σ−1(A). Then:
JA
∼= σ∗JB. (9.6)
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Proof: The statement is local with respect to X, so we can assume that
A is the zero-set of reduced holomorphic functions f0, ..., fm. (JA)p is
generated by the germs f0,p, .., fm,p, and X˜ ⊂ X×CPm (see e. g. § 2.5
in [Rie71] for the monoidal transformation of ideal sheaves). We show
that
OA ∼= σ∗OB.
I) A is a complete intersection, i. e. m+ 1 = codimA: We claim that
B = A×CPm. This implies, for all open subsets U ⊂ A,
OA(U) ∼= OA×CPm(U×CPm) = OB(σ−1(U)).
Let us now prove B = A×CPm. Since A is a complete intersection, the
Koszul complex implies that the monoidal transformation σ : X˜ → X
is given by
X˜ = {(p; [t0:..:tm]) ∈ X×CPm : tifj(p) = tjfi(p), i, j = 0, ..,m}
and σ = pr1|X˜ : X˜ → X (see e. g. [GR71, Sect. III.2.7]). Since tifj(p) =
tjfi(p) for all i, j if and only if all fi(p) vanish in p, we get the claimed.
II) A is normal: In this case, B is an analytic subset of A×CPm. By the
surjectivity σ(B) = A, we get the injection OA ∼= σ∗OA×CPm ↪→ σ∗OB.
On the other hand, a section inOB(σ−1(U)) gives a weakly holomorphic
function on A: With part (I) applied on the regular part Areg of A,
we get a holomorphic function on Areg which is bounded in points of
Asing. Since we assumed A to be normal, we get σ∗OB ∼= ÔA ∼= OA.
Thus, OA ∼= σ∗OB , as desired. In other words: OX/JA ∼= σ∗(OX˜/JB).
We obtain the following exact and commutative diagram:
0 // σ∗JB // σ∗OX˜ //
o
σ∗(OX˜/JB)
o
0 //JA
// OX // OX/JA // 0.
It follows that in fact σ∗JB ∼=JA. 
In the situation of Lemma 9.5, we can now apply Theorem 4.1 to
JA
∼= σ∗JB and obtain:
JA
∼= σ∗σTJA. (9.7)
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9.2 Submanifolds of
holomorphically convex manifolds
In this section, we give an example of a torsion-free coherent analytic
non-locally-free sheaf which satisfies (+) (see Def. 8.1). This yields
vanishing results for reduced ideal sheaves by Theorem 8.2.
Let M be a complex manifold of dimension n, let Σ be a (connected)
submanifold of M of codimension m, and let J=JΣ be the (reduced)
ideal sheaf of Σ. If m > 1, then J is not locally free. The monoidal
transformation with respect to J of M is given by the blow up
ϕ : M˜ →M of M with centre in Σ such that ϕTJ is locally free. Let
Z = ϕ−1(Σ) denote the exceptional divisor / set of ϕ, and let O(−Z)
denote the ideal sheaf on M˜ of holomorphic functions vanishing on Z.
(9.4) and (9.6) imply
ϕTJ = O(−Z) and J ∼= ϕ∗O(−Z). (9.8)
Hence, J ∼= ϕ∗ϕTJ, which is already the statement of Theorem 4.2.
Therefore, one need not verify the normality of L(J) to prove The-
orem 8.2 forJ: one can use the second isomorphism of (9.8) combined
with the projection formula, Theorem 4.10, to get (8.13).
On the other hand, for m = 2, L(J) is a hypersurface and, hence, a
Cohen-Macaulay space. Remark 4.20 and (9.8) imply that L(J) is
normal, which can be observed by computing the codimension of the
singular set without using (9.8), as well.
For the canonical sheaf on M˜ , we have (see e. g. Prop. VII.12.7 in
[Dem12])
Ωn
M˜
= ϕ∗ΩnM ⊗O((m− 1)Z).
Combining this with (9.8), we get
ϕT (J ⊗ ΩnM ) = ΩnM˜ ⊗O(−mZ).
Under the assumption that J is semi-positive (e. g. Σ is the zero set of
finitely many globally defined holomorphic functions, see Lemma 9.13
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below), we get that ϕTJ ∼= O(−Z) is semi-positive, too. Let L denote
the line bundle on M˜ associated to O(−Z) such that L⊗k is the line
bundle associated to O(−kZ). Since Θ(L⊗k) = kΘ(L), semi-positivity
of ϕTJ = O(−Z) gives us the semi-positivity of O(−(m−1)Z). Hence,
J satisfies (+) (with L = O(−(m−1)Z)). In particular, this is an
example where the property (+) is derived from the semi-positivity of
J. Applying Theorem 8.2, we get:
Corollary 9.9. Let M be a holomorphically convex Ka¨hler manifold of
dimension n, let Φ be a smooth plurisubharmonic exhaustion function
of M , let E be a Nakano semi-positive locally free analytic sheaf on
M , and let J be a semi-positive ideal sheaf (e. g. generated by finitely
many globally defined holomorphic functions) given by a submanifold
of M . Then, for each q > n− σ(Φ):
Hq(X,J ⊗ E ⊗ ΩnM ) = 0.
Further, we obtain a vanishing result for submanifolds of holomorph-
ically convex manifolds: Keeping the notation from above, the short
exact sequence
0→J → OM → OM/J → 0
gives the short exact sequence
0→J ⊗ ΩnM → ΩnM → ΩnM ⊗OM/J → 0. (9.10)
For all q > n−σ(Φ), the long exact sequence of cohomology associated
to (9.10) tensored with a Nakano semi-positive locally free E
... //Hq(M,E⊗ΩnM) //
Theorem 7.9
Hq
(
M,E⊗ΩnM⊗OMJ
)
//Hq+1(M,J⊗E⊗ΩnM) //
Corollary 9.9
...
0 0
implies that
Hq(X,E ⊗ ΩnM ⊗OM/J) = 0. (9.11)
Let NΣ/M denote the sheaf of sections of the normal bundle of Σ.
Since
(ΩnM ⊗OM/J)|Σ = ΩnM |Σ ⊗OΣ
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and
Ωn−mΣ = Ω
n
M |Σ ⊗ detNΣ/M
(adjunction formula, see e. g. (5.26a) in [PR94]), we obtain
(ΩnM ⊗OM/J)|Σ ∼= Ωn−mΣ ⊗ detN ∗Σ/M .
Since ΩnM ⊗ OM/J is only supported on Σ, this means ι∗(Ωn−mΣ ⊗
detN ∗Σ/M ) = Ω
n
M ⊗OM/J, where ι denotes the embedding of Σ in
M . In particular,
Hq(M,ΩnM ⊗OM/J) ∼= Hq(Σ,Ωn−mΣ ⊗ detN ∗Σ/M )
(cf. e. g. Prop. 5.2 in [Ive84, Chap. II]). Applying Corollary 9.9 on this
and on (9.11), we get:
Corollary 9.12. Let M be a holomorphically convex Ka¨hler manifold
of dimension n, let Φ be a smooth plurisubharmonic exhaustion function
of M , and let Σ be a submanifold of M with a semi-positive ideal sheaf
and of dimension r. Then, for each q > n− σ(Φ):
Hq(Σ,ΩrΣ ⊗ detN ∗Σ/M ) = 0.
In the case that the normal bundle of Σ (or the determinant of it) is
the restriction of a Nakano semi-positive vector bundle, we get for each
q > n− σ(Φ):
Hq(Σ,ΩrΣ) = 0.
The following observation shows that the presented corollaries can be
applied for globally defined submanifolds.
Lemma 9.13. Let M be a complex manifold and let f0, ..., fm be
holomorphic functions on M . Then, the ideal sheaf J generated by
f0, ..., fm is semi-positive.
Proof: Let S denote the linear space associated to J. The surjection
Om+1J, (ri)mi=0 7→
∑
rifi induces an embedding S ↪→ M×Cm+1.
The restriction of the flat hermitian metric of M×Cm+1 defines a
(Nakano) semi-negative metric on S, i. e. J is semi-positive. 
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Fine Resolutions of KX(S )
In this chapter, we prove the theorems presented in the introduction.
Since the proofs are close to the line bundle case as presented by J.
Ruppenthal in [Rup14a], we will skip some details.
Let X be a Hermitian complex space of pure dimension n, let S be
a (Hermitian) coherent analytic sheaf on X, and let S := L(S ) be
the associated linear space. We set A := SingS , X ′ := Xreg\A, and
F := R(S ) = S∗X′ . In Section 5.1, we defined
KX(S ) = KX(F ) := Ker (∂w,loc : Cn,0F → Cn,1F ).
Let pi : M → X be a resolution of singularities such that E := piT (S )
is locally free (using Hironaka and Rossi, Theorem 2.19). We denote by
E the vector bundle on M such that E = O(E). For small enough open
Stein subsets U of X, Theorem 7.9 (Takegoshi’s vanishing theorem)
implies that the ∂w,loc-equation is solvable on V := pi
−1(U). For this,
choose a Hermitian metric on U which is Ka¨hler, a Hermitian metric
on S such that SU is Nakano semi-positive, and recall that ∂w,loc
and KX(S ) are independent of the choice of the Hermitian metrics.
We conclude
pi∗(Cn,0E )
pi∗∂w,loc // pi∗(Cn,1E )
pi∗∂w,loc // pi∗(Cn,2E )
pi∗∂w,loc // ...
is exact. Fix (again) a small enough open Stein set U ⊂ X and set
V := pi−1(U). If u ∈ Cn,0F (U) with ∂w,locu = 0, then the pullback
v := pi∗u ∈ L2,locn,0 (V,E) is obviously holomorphic on pi−1(U\A). Using
the L2-extension theorem (see Theorem 5.6), we get ∂w,locv = 0 on the
whole of V , i. e. v ∈ ΩnM (V,E) and u ∈ Ker pi∗∂w,loc. This implies that
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KX(S ) = Ker
(
pi∗∂w,loc : pi∗(Cn,0E )→ pi∗(Cn,1E )
)
.
Altogether, we obtain:
Theorem 10.1. Let X be a Hermitian complex space of pure dimen-
sion n, S a coherent analytic sheaf on X and pi : M → X a resolution
of singularities of X such that piTS is locally free. Then, the complex
(pi∗Cn,·piTS , pi∗∂w,loc) is a free resolution of KX(S ). In particular,
KX(S ) ∼= pi∗(ΩnM ⊗ piTS ). (10.2)
In the notation of H. Grauert and O. Riemenschneider in [GR70],
(10.2) means
KX(S ) ∼= S ·KX ,
where KX is the Grauert-Riemenschneider canonical sheaf. In general,
S ·KX := pi∗(ΩnM ⊗ piTS ) is not isomorphic to S ⊗KX . Only for
locally free sheaves E on X, the projection formula (8.8) implies
KX(E ) ∼= KX ⊗ E . (10.3)
In particular, KX := KX(C) ∼= KX even for non-normal complex
spaces.
Let us get back to the setting of Theorem 10.1: Since S is locally
Nakano semi-positive, we get pi(q)(Ω
n
M ⊗ piTS ) = 0 for all q > 0 (see
Corollary 8.10). The Leray spectral implies: For all U ⊂ X and q > 0,
Hq(U,KX(S )) ∼= Hq(pi−1(U),ΩnM ⊗ piTS ). (10.4)
For the proof of Theorem 10.1 – more precisely, for the KX(S ) inde-
pendence of the Hermitian structure ofS – we used that the Hermitian
metric has a smooth extension to singular points of S . Is this not the
case, we need to assume pi-relative Nakano semi-positivity (cf. Thm. 2.1
in [Rup14a]):
Theorem 10.1’. Let X be a Hermitian complex space of pure di-
mension n, let pi : M → X be a resolution of singularities of X, let
X ′ ⊂ Xreg be the complement of the centre of pi, and let E → M
be a Hermitian vector bundle on M . Let F := pi−1| ∗X′ E be Nakano
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semi-positive on U ′ := U ∩X ′ for all small enough U ⊂ X, i. e. E is
Nakano semi-positive on pi−1(U). Then,
KX(F ) ∼= pi∗(ΩnM (E))
and, for all U ⊂ X and q > 0,
Hq(U,KX(F )) ∼= Hq(pi−1(U),ΩnM (E)).
The following theorem connects KX(F ) with the L2,loc-Dolbeault co-
homologies on X ′ (cf. Thm. 3.1 in [Rup14a]).
Theorem 10.5. Let X be a Hermitian complex space of pure dimen-
sion n, let F → X ′ be a Hermitian vector bundle on a Zariski open set
X ′ ⊂ Xreg which is Nakano semi-positive on U ′ := U ∩X ′ for small
enough U ⊂ X. Then, the complex
0→ KX(F )→ Cn,0F −→ Cn,1F −→ Cn,2F −→ ...
given by ∂w,loc is exact, i. e. a fine resolution of KX(F ).
The formal de Rham lemma (see e. g. Sect. B.1.3 in [GR79]) implies
Hq(X,KX(F )) ∼= Hq(Cn,·F (X))
def
= Hn,qw,loc(X,F ) ∀ q ≥ 0. (10.6)
Before we prove Theorem 10.5, let us show the first theorem of the
introduction:
Theorem 1.3. Let X be a Hermitian complex space of pure dimension
n, let S be a coherent analytic sheaf on X, and let pi : M → X be a
resolution of singularities such that the torsion-free preimage piTS is
locally free. We set X ′ := Xreg\ SingS and denote the vector bundle
associated to SX′ as F → X ′. Then, for all q ≥ 0,
Hn,qw,loc(X,F )
∼= Hq(M,ΩnM ⊗ piTS ).
If either X is compact or X b Y , where Y is a Hermitian complex
space such that ∂X is smooth, strictly pseudoconvex and contained in
Xreg, then
Hn,qw (X,F )
∼= Hq(M,ΩnM ⊗ piTS ).
135
10 Fine Resolutions of KX(S )
Proof: Since Theorem 10.1 implies KX(S ) ∼= pi∗(ΩnM ⊗ piTS ) and the
equation (10.4), we get with (10.6) that
Hn,qw,loc(X,F )
∼= Hq(X,KX(F )) ∼= Hq(X,KX(S ))
∼= Hq(M,ΩnM ⊗ piTS ).
The second isomorphism for the compact case is trivial. In the other
case, it follows from
Hp,qw (Ω, F )
∼= Hp,qw,loc(Ω, F ). (10.7)
For a proof, see e. g. Thm. 4.1 in [LM02, Chap. VIII] or Thm. 2.7 in
[Ser10]. The proof involves Grauert’s bumping method developed in
[Gra58]. 
Using Theorem 10.1’ with (10.6), we obtain Theorem 1.3’, as well.
Furthermore, (10.3) now implies Corollary 1.4.
If an incomplete Hermitian metric can be approximated in an appro-
priate way by complete metrics, then the vanishing of (n, q)-Dolbeault
cohomology groups can also be obtained with respect to the incomplete
metric (see e. g. Lem. 2.3 in [PS91]):
Theorem 10.8. Let M be a complex manifold, E →M a Hermitian
vector bundle, and let {γk} be a pointwise decreasing sequence of
Hermitian metrics on M which converges pointwise to a Hermitian
metric γ0 on M . If the ∂w-equation is solvable for ∂w-closed (n, q)-
forms in L2(M,E; γk) with an estimate independent of k, then the
∂w-equation is solvable for ∂w-closed (n, q)-forms in L
2(M,E; γ0) with
the same estimate.
The proof in [PS91] straight forwardly generalizes to forms with values
in vector bundles without any crucial changes.
Sketch of the proof of Theorem 10.5: Since the proof works more or
less the same as the proof presented by J. Ruppenthal in [Rup14a,
Sect. 3.1], we will sketch it:
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Let p be a point in X and let U ⊂ X be a Stein neighbourhood of p
such that U can be embedded in CN for an N ≥ n, and such that F
is Nakano semi-positive on U ′ := U ∩X ′. We can assume p = 0 and
U = Bc ∩X for a small r > 0 such that
A := (X\X ′) ∩Bc = {f1(z) = ... = fm(z) = 0},
where Bc denotes the ball in CN with radius c around 0 and fi are
holomorphic functions on Bc. We define
ϕ0(z) := − log(c2−|z|2) and ϕk := ϕ0 − 1k log
(−log∑|fj |2).
Then, the Ka¨hler forms ωk := i∂∂ϕk, k ≥ 1, give complete metrics
γk on U\A, which decrease pointwise monotonically to the metric
γ0 given by ω0 := i∂∂ϕ0, and |∂ϕk|ωk is bounded by a constant C
independently of k (see Lem. 2.4 in [PS91]). Obviously, γ0 is not
complete on U ′ – yet, γk is complete for k ≥ 1. Hence, we can apply
the Donnelly-Fefferman-Ohsawa vanishing theorem (see Theorem 7.14)
for γk. More precisely, if u ∈ L2n,q(U ′, F ; γk) is ∂w-closed, then there
exists a v ∈ L2n,q−1(U ′, F ; γk) with ∂wv = u and ‖v‖ωk ≤ 4C‖u‖ωk .
Since C is independent of k, we can use Theorem 10.8 and obtain that
the ∂w-equation is solvable in the L
2-sense with respect to γ0, as well.
If γ denotes the metric given on X, we get γ ∼ γ0 on X ∩ Br for
all r < c. Therefore, we conclude that ∂w,loc is locally solvable, i. e.
(Cn,·F , ∂w,loc) is a fine resolution of KX(F ). 
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