Abstract. The set of normalizers between von Neumann (or, more generally, reflexive) algebras A and B, (that is, the set of all operators T such that T AT * ⊆ B and T * BT ⊆ A) possesses 'local linear structure': it is a union of reflexive linear spaces. These spaces belong to the interesting class of normalizing linear spaces, namely, those linear spaces U satisfying UU * U ⊆ U. Such a space is reflexive whenever it is ultraweakly closed, and then it is of the form U = {T : T L = φ(L)T for all L ∈ L} where L is a set of projections and φ a certain map defined on L. A normalizing space consists of normalizers between appropriate von Neumann algebras A and B. Necessary and sufficient conditions are found for a normalizing space to consist of normalizers between two reflexive algebras. Normalizing spaces which are bimodules over maximal abelian selfadjoint algebras consist of operators 'supported' on sets of the form [f = g] where f and g are appropriate Borel functions. They also satisfy spectral synthesis in the sense of Arveson.
Introduction and preliminaries
This paper is devoted to the study of a class of linear spaces of operators on Hilbert space which arise as normalizers of operator algebras; we call them normalizing subspaces.
Normalizers of von Neumann algebras (in particular, of maximal abelian selfadjoint algebras -masas for short) are known to play an important role in various contexts. The non-selfadjoint generalizations of von Neumann algebras are the reflexive algebras first introduced by Halmos in [8] . We will primarily be concerned with normalizers of such algebras. Recall that an operator T normalizes a reflexive (not necessarily selfadjoint) algebra A if T and its adjoint satisfy T * AT ⊆ A. The set of all normalizers of A is of course not a linear space in general. However, it turns out that the action of a normalizer T and its adjoint T * on the invariant projections of A defines a linear space of operators all of which normalize A. Moreover, this space is reflexive in the terminology of Loginov-Shulman [12] and Erdos [6] and is closed under the 'triple product' AB * C. Thus the set of normalizers of a reflexive (not necessarily selfadjoint) algebra (and indeed, the set of semi-normalizers between two reflexive algebras -see section 5) appears as the union of reflexive linear spaces which have additional algebraic structure. It is the interplay between linearity and normalization that forms the subject matter of the present work. For example, we show that every normalizer is the norm-limit of linear combinations of normalizing partial isometries, and every compact normalizer is the limit of finite rank normalizers. We also show that the sum of two normalizers of CSL algebras is again a normalizer only when both are contained in a single reflexive masa bimodule consisting of normalizers, and obtain generalizations of the results of Coates [3] on normalizers of nest algebras.
These observations lead us to introduce the new class of normalizing spaces, namely, those linear spaces of operators which are closed under the 'triple product' AB * C. These subspaces are interesting in their own right; they generalize selfadjoint algebras of operators, and share many properties in common with such algebras. For instance, they satisfy an analogue of the bicommutant theorem: they are reflexive whenever they are ultraweakly closed (unlike general non-selfadjoint algebras). Alternatively given a set L of projections and a map φ defined on L, the set of all operators T satisfying T L = φ(L)T for all L ∈ L is a normalizing subspace, and every ultraweakly closed normalizing subspace is of this form.
A normalizing subspace U is a bimodule over the selfadjoint algebras [U * U] and [U U * ] and induces a complete lattice isomorphism χ between the invariant projections of the 'non-degenerate parts' of these algebras. Also, U normalizes the first algebra into the second (that is, T (U * U)T * ⊆ U U * and T * (U U * )T ⊆ U * U for each T ∈ U). Conversely, we are able to characterize when U normalizes a pair of reflexive (not necessarily selfadjoint) algebras A and B. Apart from the obvious relations U * U ⊆ A and U U * ⊆ B, the map χ must induce a bijection between the invariant projection lattices of the 'non-degenerate parts' of these algebras.
Thus, if U is a normalizing space then the non-degenerate parts of the von Neumann algebras generated by [U * U] and [U U * ] are Morita equivalent in the sense of Rieffel [14] . Conversely, if A and B are Morita equivalent W*-algebras, then there are faithful representations of A and B such that the bimodule which establishes the equivalence is represented as a normalizing space U of operators between the respective Hilbert spaces. In this paper our concern is not with the notion of Morita equivalence of (abstract) W*-algebras, but rather with the properties of normalizers between (concrete) reflexive algebras and especially with the interplay between normalizers and reflexivity. Notice, however, that this connection between normalizers and Morita equivalence might not have been observed had we considered normalizers of a single algebra.
We prove that normalizing subspaces which are bimodules over two maximal abelian selfadjoint algebras consists of operators 'supported' on sets of the form [f = g] where f and g are appropriate Borel functions. This includes the case of normalizing subspaces which are generated by rank one operators. In case one of the algebras [U * U], [U U * ] is abelian, the support of U turns out to be the 'graph' or the 'reverse graph' of a Borel function. We also show that normalizing masa-bimodules satisfy spectral synthesis in the sense of Arveson [1] . This gives a clear geometric description of the normalizers of a CSL algebra in terms of generalized graphs or partial graphs. These partial graphs are analogous to the ones appearing in the work of Feldman and Moore [7] and others. In these papers, only partial isometries normalizing certain Cartan masas are considered, while in our work the emphasis is on the whole reflexive linear space generated by each generalised graph. Also, we deal with arbitrary (nonabelian and non-selfadjoint) CSL algebras.
The notation we use is standard; see for example [4] . We review some definitions and facts from [6] and [12] . Let H 1 and H 2 be complex Hilbert spaces, P i the lattice of all (orthogonal) projections on H i , i = 1, 2. We let M(P 1 , P 2 ) denote the set of all maps ϕ : P 1 → P 2 which are 0-preserving and ∨-continuous (i.e. preserve arbitrary suprema). Erdos [6] shows that each ϕ ∈ M(P 1 , P 2 ) uniquely defines semi-lattices S 1ϕ ⊆ P 1 and S 2ϕ = ϕ(P 1 ) ⊆ P 2 such that ϕ is a bijection between S 1ϕ and S 2ϕ and is uniquely determined by its restriction to S 1ϕ . Moreover, S 1ϕ is meet-complete and contains the identity projection while S 2ϕ is join-complete and contains the zero projection.
Note that the set Op ϕ = {T ∈ B(H 1 , H 2 ) : ϕ(P ) ⊥ T (P ) = 0 for each P ∈ P 1 } is also uniquely determined by ϕ| S 1ϕ : if T satisfies ϕ(P ) ⊥ T (P ) = 0 for each P ∈ S 1ϕ , then T ∈ Op ϕ. Given a subspace U ⊆ B(H 1 , H 2 ), we define its map Map U :
(where, here and in the sequel, the symbol [U(P )] will stand for the projection onto the closed subspace spanned by {Sx :
The reflexive hull Ref U of U is defined to be the space
(H) is relfexive if and only if it is of the form
where L = Lat A is the complete lattice of all invariant projections of A. Given ϕ ∈ M(P 1 , P 2 ) the subspace
is clearly reflexive. We denote its map by ϕ ⊥ . Thus V = Op ϕ ⊥ and ϕ ⊥ ∈ M(P 1 ,
The following simple observations, whose proofs are routine, will be used repeatedly.
If additionally U is reflexive, then the algebra Alg S 1ϕ (resp. Alg S 2ϕ ) is the largest algebra over which U is a right (resp. left) module.
Normalizing spaces of operators
The notion of reflexivity for subspaces generalizes the corresponding notion defined by Halmos [8] for unital algebras. Among reflexive algebras, the selfadjoint ones, namely the von Neumann algebras, have of course a distinguished place. Note that a unital algebra A is selfadjoint if and only if AA * A ⊆ A. As the results of this paper show, the generalization of this property to subspaces is particularly fruitful. 
Proof. (i) ⇒(ii) Let A 1 ⊆ B(H 1 ) be the linear span of U 1 = {S * T : S, T ∈ U } ∪ {I}. Since U U * U ⊆ U, one verifies that U 1 is a unital *-semigroup and so A 1 is a unital *-subalgebra. The properties U * U ⊆ A 1 and U A 1 ⊆ U are immediate.
(
Remark Let U be a normalizing subspace, and write A and B for the algebras generated by U * U and U U * respectively. Then U normalizes B into A, in the sense that T * BT ⊆ A and T AT * ⊆ B for all T ∈ U. Conversely, if U is a subspace of operators, which normalizes an algebra into another, then, as we shall prove (see Proposition 5.10), U is contained in a normalizing space of operators.
If A is a unital selfadjoint algebra, then its invariant subspace lattice L is orthocomplemented; thus its map χ = Map(A) (namely, the identity map of L) preserves orthogonality. This property characterizes maps of normalizing subspaces.
The following theorem shows the connection between ortho-maps and normalizing spaces. Statement (b)(ii) corresponds to the von Neumann Bicommutant Theorem.
and so ST * R ∈ U which shows that U is normalizing.
for each L ∈ Lat A 1 (this will suffice since S 1χ ⊆ Lat A 1 by Lemma 1.1). Indeed, for each S, T ∈ U we have S * T ∈ A 1 and so, if ξ ∈ L and η ∈ L ⊥ then T ξ, Sη = S * T ξ, η = 0.
This shows that T ξ⊥χ(L ⊥ ) for each T ∈ U and hence χ(L)⊥χ(L ⊥ ).
(ii) The properties U * U ⊆ A 1 , U U * ⊆ A 2 and A 2 U A 1 ⊆ U ensure that the set
is a unital *-subalgebra of B(H 2 ⊕ H 1 ) and so cl W OT (C) = cl uw (C) = C ′′ by the von Neumann bicommutant theorem. But, since C is a unital *-algebra, it is easy to verify that
T L and so T ∈ Op χ since the latter is determined by S 1χ . If χ is an ortho-map and
We isolate two consequences of this theorem for emphasis. (
ii) A reflexive subspace is normalizing if and only if its map is an ortho-map.
Remarks We do not know whether a WOT-closed subspace whose map is an orthomap must be normalizing. Note that the map of a unital algebra is an ortho-map if and only if it its invariant subspace lattice is orthocomplemented. Thus the question, within the class of unital algebras, reduces to the well-known reductive algebra problem [13] : must a WOT-closed algebra whose invariant lattice is orthocomplemented be selfadjoint? A subspace whose map is an ortho-map need not be normalizing. Indeed there exist nonselfadjoint transitive algebras (even triangular ones -see [10] ). However, as we show below (Corollary 4.3) an ultraweakly closed subspace whose map is an ortho-map must be normalizing, provided it is a masa bimodule.
A crucial property of von Neumann algebras is that they are generated by their projections. Of course, normalizing spaces need not contain any (nontrivial) projections; their role is played by the partial isometries. 
Proof.
Let A 1 be a von Neumann algebra with the property U * U ⊆ A 1 and U A 1 ⊆ U. Then A * A ∈ A 1 and so |A| ∈ A 1 . We have U =w * -lim ε→0 A(|A| + ε) −1 and so U ∈ U. Since |A| ∈ A 1 , for every Borel function f on sp(|A|), the operator f (|A|) is in A 1 as well and since U is a right A 1 -module, it follows that U f (|A|) ∈ U.
Given A ∈ U and ǫ > 0, there are spectral projections P 1 , . . . , P n of |A| and scalars c 1 , . . . , c n such that |A| − c i P i < ǫ. Thus A − c i U P i < ǫ and each U P i is a partial isometry in U, since the initial projection of U is the range projection of |A|. ♦ A w*-closed normalizing subspace need not contain (nonzero) finite rank operators. We show that then it cannot contain compact operators, contrary to the situation in general reflexive subspaces [9] . Proof. Immediate from Proposition 2.6. ♦ Let us note that the last corollary can be inferred in a different way. Namely, consider the "matrix" algebra C defined in the proof of Theorem 2.4. Then C is a von Neumann algebra (Remark 2.2) and the result is clear for C.
If U is a normalizing space, then its rank one subspace (i.e. the linear span of the rank one operators contained in U) is also normalizing. The next proposition characterizes this subspace in terms of the map of U. We denote the rank one operator sending ξ to ξ, x y by the symbol y ⊗ x * .
Proposition 2.8. Let χ be an ortho-map. A rank one operator y ⊗ x * belongs to Op χ if and only if, for each
Suppose that the rank one operator y ⊗ x * belongs to Op
and L ⊥ x = 0, then by the above conditions, we conclude that χ(L) ⊥ y = χ(L)y = 0, so y = 0, which is impossible. Because Lx and L ⊥ x cannot both be zero, we conclude that Lx = 0 ⇔ L ⊥ x = 0. In the same way
The converse is trivial. ♦
We would now like to show how the general theory of Erdos [6] specializes in the case of ortho-maps. 
and
Proof. Put χ * = Map U * . Recall that S 1 = {P ⊥ : P ∈ χ * (P 2 )} and S 2 = χ(P 1 ). First assume that U is essential. Let X = Lat(U * U) and Y = Lat(U U * ). Since U * U and U U * are selfadjoint sets of operators, X and Y are complete orthocomplemented projection lattices. We will show that χ is an ortho-isomorphism from
So we have shown that χ maps X bijectively to Y and its inverse is χ * . But χ preserves orthogonality (indeed if T, S ∈ U and L ∈ X then T Lx,
and since it is ∨-continuous and preserves 0 and I, it follows that it is ∧-continuous as well and hence an ortho-isomorphism.
Finally, notice that S 2 = Y and S 1 = X . Indeed, given P ∈ P 1 and T, S ∈ U we have χ(P ) ⊥ (T S * )RP = 0 for all R ∈ U (since T S * R ∈ U and [U(P )] = χ(P )), hence χ(P ) ⊥ (T S * )χ(P ) = 0. Thus χ(P ) ∈ Y, for each P ∈ P 1 and so
The proof that X = S 1 is similar. Now relax the assumption that U is essential. Note that 0 ⊥ + acts as the identity on U * U and hence 0 + ∈ (U * U) ′′ . Similarly I − ∈ (U U * ) ′′ acts as the identity on U U * and U(
while the other equality of (iii) is readily verified, in fact for every subspace U with map χ. Now a projection M ∈ P 2 is in S 2χ = χ(P 1 ) if and only if it is of the form M = M 1 ⊕ 0 with respect to the decomposition H 2 = K 2 ⊕ K ⊥ 2 , where M 1 ∈ S 2χo . Similarly working with U * we obtain that χ * (P 2 ) = {L 1 ⊕ 0 : L 1 ∈ S 1χo } with respect to the decomposition
From this we see that X ∈ Alg S 1χ if and only if ( are in fact *-isomorphic, and so the strongly closed algebras generated by U * U and U U * are Morita equivalent [14] . We have prefered the direct approach above, which is sufficient for our needs.
(ii) The first part of the above theorem remains valid even if χ is not given as a map of some normalizing subspace, but is an arbitrary ortho-map. That is, the following lattice-theoretic result holds: If χ is an ortho-map, then its semi-lattices S 1 and S 2 are in fact complete ortho-lattices and χ : S 1 −→ S 2 is a complete ortho-isomorphism [16] .
The next corollary shows that the semilattices of the map of a normalizing space become reflexive lattices, if the extreme elements 0 and I are adjoined.
Corollary 2.11. Suppose that S 1 and S 2 are the (semi-)lattices of the map χ of some normalizing subspace. Then Lat Alg S 1 = S 1 ∪ {0} and Lat Alg S 2 = S 2 ∪ {I}. Moreover, in the notation of Theorem 2.10, the orthocomplemented projection lattice generated by S 1 , is S 1 ∪ {P 1 ⊕ 0 : P 1 ∈ T 1 }, while the orthocomplemented projection lattice generated by S 2 is S 2 ∪ {Q 1 ⊕ I :
Proof. Let Σ 1 = Lat Alg S 1 , Σ 2 = Lat Alg S 2 and Σ 1 and Σ 2 be the orthocomplemented lattices generated by Σ 1 and Σ 2 respectively. Suppose that a projection Q is left invariant by the algebra Alg S 1 . Then by Theorem 2.10 it must be contained in Lat(U * U); thus Q is of the form Q = Q 1 ⊕ Q 2 , where
and it follows that Q 1 = 0. Thus we have that
It is easy to check that the set S 1 ∪ {Q 1 ⊕ 0 : Q 1 ∈ T 1 } is an orthocomplemented lattice. Since it contains S 1 , it must equal Σ 1 .
The other identities are proved by the same arguments. ♦
Recall that a subspace U is called strongly reflexive [5] , if there is a set of rank one operators R such that U = Ref R. We wish to describe the strongly reflexive normalizing subspaces. The unital algebra case might be known; we include a proof for completeness.
Lemma 2.12. Every strongly reflexive selfadjoint unital algebra contains a totally atomic maximal abelian selfadjoint algebra (a masa).
Proof. If A ⊆ B(H) is a strongly reflexive selfadjoint unital algebra, then it is a von Neumann algebra, since it is reflexive. If L = Lat A, then L = Lat R, where R ⊆ A is the rank one subalgebra of A, by strong reflexivity. It follows from [11] that L is completely distributive. But L is orthocomplemented, hence, by Tarski's theorem (see [2] , p.119), it must be a complete atomic Boolean lattice. Thus, as is well-known, L is commutative, hence L ⊆ A. Therefore there exists a totally atomic masa M with L ⊆ M ⊆ A. ♦ Proposition 2.13. Every strongly reflexive normalizing subspace U ⊆ B(H 1 , H 2 ) is a bimodule over two totally atomic masas.
Proof. Let x ∈ U * H 2 ≡ K 1 . If S, T ∈ U, then, since U is strongly reflexive, S * T x can be approximated by vectors of the form S * Rx, where R belongs to the rank one subspace of U. The strong closure of the linear span of U * U | K 1 is therefore a strongly reflexive von Neumann algebra acting on the space K 1 . Thus it must contain a totally atomic masa by Lemma 2.12. Since B(K ⊥ 1 , K ⊥ 1 ) also contains a totally atomic masa, it follows from Theorem 2.10 that Alg S 1 contains a totally atomic masa.
The proof that Alg S 2 contains a totally atomic masa is identical. Since U is a an (Alg S 2 , Alg S 1 )-bimodule, we are done. ♦ We will in fact prove (Theorem 3.5) that normalizing strongly reflexive subspaces are of the form ⊕ λ B(H λ , K λ ), for some mutually orthogonal families of subspaces H λ ⊆ H 1 and K λ ⊆ H 2 .
Normalizing masa bimodules
In this and the next section, we specialize to subspaces U ⊆ B(H 1 , H 2 ) which are bimodules over maximal abelian selfadjoint algebras (for short masas) D 1 ⊆B(H 1 ) and D 2 ⊆B(H 2 ) in the sense that D 2 U D 1 ⊆U. As we will be using measure-theoretic arguments, we will make the blanket assumption that from now on all Hilbert spaces will be separable. If L 1 and L 2 are complete projection lattices, we let 
Proof. Every space of the form U = Op(ϕ) ∩ Op(ϕ ⊥ ) is normalizing (Theorem 2.4); and if ϕ is a nest map, then U is a masa bimodule.
For the converse, write U as Op χ for an ortho-map χ. Recall (Theorem 2.10) that the lattice S 1o = S 1χ | (0 + H 1 ) ⊥ is orthocomplemented, hence, since S 1χ ⊆ D 1 , a (complete) Boolean lattice. There exists a complete nest N o ⊆ S 1o on the space (0 + H 1 ) ⊥ , generating S 1o as a complete Boolean lattice [1] . Then the nest N 1 = {Q⊕I : Q ∈ N o }∪{0} on H 1 will generate the complete Boolean lattice Σ 1 generated by S 1χ . We define the map ϕ to be the restriction of χ to N 1 . From the fact that N 1 is contained in S 1χ ∪{0} it is clear that the left semi-lattice of ϕ, S 1ϕ , equals
Because N 1 generates Σ 1 and χ preserves arbitrary unions and intersections, it follows that X ∈ Op χ. ♦ To state the next results, we need to recall some terminology from [5] . Let (X, µ), (Y, ν) be standard Borel spaces and let D 1 , D 2 be the multiplication masas on the corresponding L 2 spaces H 1 , H 2 , with projections denoted by E(α) ∈ D 1 and F (β) ∈ D 2 , where α ⊆ X and β ⊆ Y are Borel sets. A bounded operator T :
It is shown in [5] that a masa bimodule U is reflexive precisely when there exists a set κ ⊆ X × Y such that U consists of all operators supported by κ. This set is uniquely defined up to marginal equivalence, and is called the ω-support of U; its complement is (marginally equivalent to) a countable union of Borel rectangles. 
Conversely, the set of all operators supported by a set of the above form is a w*-closed normalizing masa bimodule.
Proof
This map is implemented (see [15] ) by a Borel function f 1 : X o → X 1 ; thus every projection E ∈ A 1 is of the form E = E(f −1 1 (σ)) for some Borel subset σ ⊆ X 1 . Since θ 1 is injective, f 1 can be taken to be onto X 1 . Similarly, there exists a Borel onto function g 1 : Let κ = {(x, y) ∈ X × Y : f (x) = g(y)}. Pick a countable dense subset {s n } ⊆ [0, 1) and note that κ = {(x, y) ∈ X × Y : for each n, x ∈ α n ⇔ y ∈ β n } where α n = f −1 ([0, s n ]) and β n = g −1 ([0, s n ]), so that χ(E(α n )) = F (β n ) and χ(E(α c n )) ⊆ F (β c n ). Thus, the complement of κ can be written
It is shown in the proof of Theorem 4.2 of [5] that an operator T is supported by κ if and only if
Conversely, suppose T is supported by κ. Then for each
Finally, if U consists of all operators supported by a set κ of the above form, then writing κ = {(x, y) ∈ X × Y : for each n, x ∈ α n ⇔ y ∈ β n } as above we have that an operator T is in U if and only if F (β n ) ⊥ T E(α n ) = 0 and F (β n )T E(α n ) ⊥ = 0 for each n. Thus U = {T ∈ B(H 1 , H 2 ) : T E(α n ) = F (β n )T for each n}, and this is clearly closed under the triple product. ♦
Corollary 3.3. In the notation of the last Theorem, if the algebra [U U * ] (resp. [U * U]) is abelian, then the ω-support of U is the graph (resp. 'reverse graph') of a Borel function
Proof If [U * U] is abelian, then its w*-closure is maximal abelian on [U * H 2 ]. Hence it must be unitarily equivalent to the multiplication algebra of L ∞ (X o , µ). It follows as in the above proof (essentially by replacing f 1 by the identity X o → X o ) that there exists a Borel function g :
Similarly, if [U U * ] is abelian, there exists a Borel function f :
Remarks (i)
The previous Theorem is based on an idea of V.S. Shulman. We take this opportunity to thank him.
(ii) Based on the characterization of Theorem 3.1 a constructive proof of Theorem 3.2 can be given, avoiding the use of the implementability of *-homomorphisms between L ∞ -spaces (see [16] ). It is easy to see that every finite rank operator in a von Neumann algebra with abelian commutant is a sum of rank one operators in the algebra. Hence, for normalizing masa bimodules Corollary 2.7 can be improved as follows: Proposition 3.4. Let U be an ultraweakly closed normalizing masa bimodule and suppose that K is a compact operator in U. Then K can be approximated in the norm topology by sums of rank one operators in U. Moreover, if K ∈ C p then it can be approximated by sums of rank one operators in U in the p-norm topology. Finally, every operator of rank n in U is the sum of n rank one operators in U.
Next we want to identify the normalizing masa-bimodules which are strongly reflexive. If a rank one operator R belongs to the masa-bimodule U and if E R and F R are the smallest projections in the masas such that F R R = R and RE R = R, then F R B(H 1 , H 2 )E R ⊆ U. It was proved in [5] that, if U is a strongly reflexive masa-bimodule, the space
is weakly dense in U. Note that B(H 1 , H 2 ) is a strongly reflexive normalizing masa bimodule. More generally, if {E n } ⊆ D 1 and {F n } ⊆ D 2 are countable families of mutually orthogonal projections, it is easy to verify that the direct sum ⊕ n F n B(H 1 , H 2 )E n is closed under the triple product, and is clearly a strongly reflexive normalizing masa bimodule. In fact, there are no others: Theorem 3.5. A strongly reflexive subspace U is normalizing if and only if there are countable families {E n } and {F n } consisting of mutually orthogonal projections, such that
Proof. Let U be a normalizing strongly reflexive subspace and let U o be its essential part acting on
is the von Neumann algebra (U * o U o ) ′′ , we have shown (Lemma 2.12) that L = Lat A is a totally atomic commutative Boolean lattice. Let E = {E n : n = 1, 2, . . . } be the set of atoms of L considered as projections in H 1 (necessarily countable since H 1 is separable). Since E n = 0 ⊥ + in the strong operator topology, each T ∈ U can be written T = T E n . Setting F n = [UE n ] = χ(E n ) (where χ = Map(U)), we see that the F n are orthogonal since χ is an ortho-map. Since T E n = F n T E n , it follows that T = F n T E n . On the other hand, for each n, each T ∈ F n B(H 1 , H 2 )E n satisfies χ(L) ⊥ T L = 0 when L is some E m , and hence when L is in L. Thus F n B(H 1 , H 2 )E n ⊆ U for each n, and this completes the proof. ♦
The proof of the above theorem actually gives more. Proof. Obviously the rank one subspace of U is also a normalizing space and hence its ultraweak closure is a reflexive (Theorem 2.4) normalizing masa bimodule. Thus the last theorem applies. ♦ According to [5] , a masa bimodule is strongly reflexive if and only if its ω-support κ is marginally equivalent to a countable union of Borel rectangles. In the terminology of [5] , κ is the ω-closure of its ω-interior. In this terminology, Corollary 3.6 says that the ω-interior of the ω-support of a normalizing masa-bimodule can be written as a countable union of Borel rectangles α n × β n , such that the families {α n } and {β n } consist of disjoint Borel sets.
Let us recall that in [5] it was shown that although the rank one subspace of a general strongly reflexive masa-bimodule is dense in the bimodule in the weak operator topology, it need not be dense in the ultraweak topology. By Theorem 3.5, this cannot occur for normalizing masa-bimodules.
Corollary 3.7. If a normalizing subspace U is strongly reflexive, then its rank one subspace is ultraweakly dense in U.

Normalizing masa-bimodules and synthesis
Now we turn our attention to the question of spectral synthesis. Spectral synthesis for operator algebras was introduced by Arveson [1] . It can be generalized for masabimodules as follows. If
are the projection lattices of two masas, a map ϕ ∈ M(L 1 , L 2 ) (a commutative subspace map in the terminology of [6] ) is said to be synthetic, if the only ultraweakly closed masa-bimodule S with the property Map S = ϕ is Op ϕ. There is a non trivial fact hidden behind this definition. As was proved by Arveson (in fact, for the case of CSL algebras, but it easily follows for masa-bimodules as well [4] ), given ϕ ∈ M(L 1 , L 2 ) there exists an ultraweakly closed masa-bimodule M min , minimal with respect to the property that its reflexive hull equals Op ϕ. Thus a reflexive masa-bimodule M has synthetic map if and only if M = M min . Von Neumann algebras with abelian commutant have this property. The same holds for their generalization, normalizing masa-bimodules. This theorem will follow from a general fact about masa-bimodules (Proposition 4.2 below), which states that for every family of ultraweakly closed masa-bimodules with the same reflexive hull, there is a certain natural normalizing masa-bimodule contained in each member of the family. This bimodule corresponds to the diagonal of a CSL algebra. Proof. We consider the Hilbert space H = H 2 ⊕ H 1 and the set of projections
It is an easy verification to show that Alg S = B U V * A . A similar calculation shows also that the diagonal C ∩ C * of C = Alg S (i.e. the commutant of S) is
. But Arveson [1] has shown that, for a CSL algebra C, the diagonal C ∩ C * is contained in C min . Therefore, to show that U 0 ⊆ U min , it suffices to prove that C min is contained in 
4). ♦
We conclude this section with another result on synthesis. Let us call an ultraweakly closed masa bimodule synthetic if its map is synthetic. Thus a synthetic masa-bimodule is automatically reflexive. As we will easily see, normalizing masabimodules are not only synthetic, but in a sense hereditarily synthetic. Proof. It suffices to show that S is normalizing. Let U = Op ϕ, B 1 = U * U and B 2 = U U * . Suppose that R, S, T ∈ S. Then S, T ∈ U and hence S * T ∈ B 1 . If SB 1 ⊆ S, it follows that RS * T ∈ S. If B 2 S ⊆ S, we have RS * ∈ B 2 and hence RS * T ∈ S again. ♦ An immediate application of the last proposition is the fact that, if A is a von Neumann algebra with abelian commutant, every ultraweakly closed left or right ideal of A is synthetic. Note that this can also be inferred from the results of [12] .
Normalizers of reflexive algebras
In this section we present the relation between normalizing reflexive subspaces and normalizers of reflexive algebras of operators. Let A and B be reflexive algebras of operators on H 1 and H 2 respectively. An operator T ∈ B(
A normalizer of the algebra B into the algebra A is a semi-normalizer of B into A whose adjoint is a semi-normalizer of A into B. We denote by SN (B, A) the set of semi-normalizers of B into A and by N (B, A) the set of normalizers of B into A.
In [3] it is shown that the set of normalizers of a nest algebra into itself is closed in the weak operator topology. We show that, for arbitrary reflexive algebras A and B, the sets SN (B, A) and N (B, A) are closed in the strong operator topology, but not always in the weak operator topology; nevertheless, Coates' result remains valid whenever the algebras A and B are strongly reflexive. N (B, A) ) is weakly closed. The sets SN (CI, CI) and N (CI, CI) are not weakly closed.
Proof. Suppose that T ν −→ T strongly and that T ν ∈ SN (B, A) . Then, for each operator B ∈ B and vectors x and y, BT ν x, T ν y −→ BT x, T y . This means, of course, that T * ν BT ν −→ T * BT in the weak operator topology. Since T * ν BT ν ∈ A for each ν and A is weakly closed, being reflexive, it follows that T * BT ∈ A. The proof that N (B, A) is strongly closed is similar. Now suppose that T ν −→ T weakly and that T ν ∈ SN (B, A). First note that for each finite rank operator F ∈ B, T * ν F T ν −→ T * F T weakly (indeed, writing F = F * 1 F 2 where F 1 , F 2 have finite rank, we have F i T ν −→ F i T strongly for i = 1, 2). Thus T * F T ∈ A. Now if B ∈ B is arbitrary and x ∈ H 2 , by strong reflexivity there is a net (F i ) of finite rank operators in B such that F i T x → BT x and so T * F i T x → T * BT x. Since each T * F i T is in A and A is reflexive, it follows that T * BT ∈ A. This shows that SN (B, A) is weakly closed. Therefore, if A is also strongly reflexive, the same holds for N (B, A) = SN (B, A) ∩ (SN (A, B) ) * .
The final statement is a consequence of the fact that the sets of isometries and unitaries are not weakly closed. For a specific example, we construct a sequence T n ∈ N (CI, CI) converging weakly to an operator T which is not in SN (CI, CI). Let {e k : k ∈ Z} ∪ {e} be an orthonormal basis of H and let U be the bilateral shift defined on H o = [e k : k ∈ Z] by U e k = e k+1 . Define T n = U n ⊕ I ∈ B(H) and T = 0 ⊕ I ∈ B(H). Each T n is a unitary operator on H, and so T * n (CI)T n ⊆ CI and
which is a reflexive normalizing subspace, and also a bimodule over the diagonals B ∩ B * and A ∩ A * , as is readily verified. SN (B, A) of semi-normalizers of B into A is a union of reflexive normalizing subspaces. More precisely,
Theorem 5.2. The set
It is obvious that ϕ(L) ∈ L 2 . It is also easy to see that ϕ is 0-preserving and joincontinuous. We will show that
On the other hand, for each B ∈ B we have T * BT ∈ A and so L ⊥ T * BT L = 0; hence BT Lx, T L ⊥ y = 0 for each x, y. Since the closure of
It is obvious that the intersection of several normalizing reflexive subspaces is again a normalizing reflexive subspace. If, for each ψ ∈ M(L 2 , L 1 ), we put 
This corollary was proved in [3] for the case of nest algebras.
Recall (Proposition 2.6) that w*-closed normalizing subspaces are generated in norm by their partial isometries. Thus, the previous results have the following consequence: N (B, A) ).
Having shown that the set of normalizers between reflexive algebras is a union of normalizing spaces, we now turn to the converse question: when does a normalizing reflexive space U consist of semi-normalizers or normalizers of two reflexive algebras A and B? For example, it is easily verified that every operator in U is a normalizer of the algebra Alg S 2χ into the algebra Alg S 1χ (where χ = Map U).
We write
we denote by A o (resp. B o ) the compression of A (resp. B) to K 1 (resp. K 2 ); we write U o ⊆ B(K 1 , K 2 ) for the restriction of U to K 1 and χ o for the map of U o .
Lemma 5.5. The following are equivalent:
Proof. Since U * U ⊆ A is equivalent to U * U ⊆ A d and hence to Lat A d ⊆ Lat U * U and to Lat A ⊆ Lat U * U, the Lemma is an immediate application of Theorem 2.10, since Lat (
Proof. (1)⇔(3) Suppose (1) holds. Then U * U ⊆ A, and (i) holds by the Lemma. For all T, S ∈ U, B ∈ B and L ∈ Lat A we have
for some projection Q, as required. These steps can clearly be reversed.
(1)⇒(2) Again (i) holds by the Lemma. For (ii), note first that
(2)⇒(1) Given B ∈ B and T ∈ U, we will prove that 
Proof. From Corollary 5.8 it is sufficient to show that (i) and (ii) imply that 
uw . If T 1 , T 2 ∈ U and A 1 , A 2 ∈ A d , then for each B ∈ B the fact that SN (B, A) . Therefore U a is normalizing (Remark 2.2) .
It follows from Theorem 2.4 that U A is a reflexive normalizing space. Also, since U A is the strong operator closure of U a and SN (B, A) is strongly closed, U A ⊆  SN (B, A) . That the strong closure of a right A d -module is a right A d -module is obvious.
The case U ⊆ N (B, A) is similar.
(2) That U is normalizing follows from Remark 2.2 as above. Let χ = Map U. (Lemma 1.1 
It is clear that every linear space U ⊆ SN (B, A) is also contained in a w*-closed normalizing space which is a (
. This bimodule is not necessarily maximal with respect to being a linear space of seminormalizers.
For an example, consider the nest algebra A of all upper triangular 2 × 2 matrices and let U be the space of all strictly lower triangular matrices. One easily checks that U ⊆ SN (A, A) and that U is a bimodule over the diagonal algebra (which is a masa in this case). However, it is readily verified that the linear span of the matrix unit E 11 and U is also contained in SN (A, A). Proof. Let V ⊆ SN (B, A) be a linear space containing U and let T ∈ V. For each S ∈ U, we have
We have shown that χ(L) ⊥ T L = 0 for all L ∈ S 1χ and so T ∈ U. ♦ Suppose now that A and B are CSL algebras, that is, the respective invariant subspace lattices are commutative. In this case Proposition 3.4 and Theorem 4.1 immediately yield the next corollary. The last statement was proved by Coates [3] for the case of nest algebras. SN (B, A) (N (B, A) ) of seminormalizers (normalizers) of B into A is a union of synthetic normalizing masabimodules. Each compact operator K in SN (B, A) (N (B, A) ) can be approximated in norm by sums of rank one operators in SN (B, A) (N (B, A) ). Moreover, if K ∈ C p , then it can be approximated in the C p -norm by sums of rank one operators in  SN (B, A) (N (B, A) ). Finally, if K has finite rank, say n, it can be written as a sum of n rank one operators in SN (B, A) (N (B, A) ).
We would like to conclude this paper with a discussion of the behaviour of the set of semi-normalizers (normalizers) with respect to addition. It is clear that, if T and S are semi-normalizers (normalizers) of an algebra into another, the sum T +S is not necessarily a semi-normalizer (normalizer). Proposition 5.14 below gives a necessary and sufficient condition for this to happen, when the algebras in question are CSL algebras. First we prove a statement, concerning arbitrary masa-bimodules. Proof. Represent H 1 as L 2 (X, µ) and H 2 as L 2 (Y, ν), where (X, µ) and (Y, ν) are compact metric spaces with regular Borel measures, and let D 1 and D 2 be the respective multiplication algebras. By the support supp T of an operator T we will mean the (closed) support of the reflexive D 2 , D 1 -bimodule generated by T . Let supp T 1 = κ 1 , supp T 2 = κ 2 and κ = κ 1 ∪ κ 2 . The sets κ 1 , κ 2 and κ are compact subsets of X × Y . It suffices to find a real number λ such that the operator T 1 + λT 2 has support κ. Indeed, in this case, there exists a reflexive D 2 , D 1 -bimodule U containing T 1 + λT 2 such that Γ(T ) = 1 for all T ∈ U. Since κ ⊆ supp U it follows from [5] , Theorem 4.6 that T 1 , T 2 ∈ U.
Put κ λ = supp(T 1 + λT 2 ), υ λ = κ c λ . It is clear that υ λ is an open subset of X × Y . We claim that, if λ = λ ′ are nonzero, then υ λ ∩ υ λ ′ ⊆ κ c . Indeed whenever α and β are open and such that α × β ⊆ υ λ ∩ υ λ ′ , then F (β)(T 1 + λT 2 )E(α) = 0 and also F (β)(T 1 +λ ′ T 2 )E(α) = 0. Thus (λ−λ ′ )F (β)T 2 E(α) = 0 and hence F (β)T 2 E(α) = 0, so that α × β ∩ κ 2 = ∅. Repeating the argument to the operators 1 λ T 1 + T 2 and 1 λ ′ T 1 + T 2 gives α × β ∩ κ 1 = ∅. It follows that υ λ ∩ υ λ ′ ∩ κ 2 = ∅ and υ λ ∩ υ λ ′ ∩ κ 1 = ∅, so that υ λ ∩ υ λ ′ ⊆ κ c .
Thus the union ∪{υ λ ∩κ : λ ∈ R\{0}} is an uncountable union of (relatively) open disjoint subsets of κ. Since κ is a compact metric space, no more than countably many of them can be nonempty. Thus there exists λ ∈ R\{0} so that υ λ ∩ κ = ∅ or κ ⊆ κ λ . But κ λ ⊆ κ. Indeed if (α×β)∩κ = ∅ with α and β open, then F (β)T i E(α) = 0 for i = 1, 2 so F (β)(T 1 + λT 2 )E(α) = 0 which means that (α × β) ∩ κ λ = ∅. ♦ Proposition 5.14. Let A and B be CSL algebras and T, S ∈ SN (B, A) (resp. T, S ∈ N (B, A)). Then T + S ∈ SN (B, A) (T + S ∈ N (B, A)) if and only if there is a reflexive normalizing masa-bimodule U ⊆ SN (B, A) (U ⊆ N (B, A) ) such that T, S ∈ U.
Proof. We will consider the case of semi-normalizers, the case of normalizers is similar. It is clear that if there exists a reflexive normalizing masa-bimodule U ⊆ SN (B, A) such that T, S ∈ U, then T + S is a semi-normalizer. Conversely, suppose that T, S and T + S are semi-normalizers of B into A. An elementary computation shows that then T * BS + S * BT ∈ A for each B ∈ B. But then it is easy to see that λ 1 T + λ 2 S is a semi-normalizer for all real numbers λ 1 and λ 2 . From Theorem 5.2 we have that, if T ∈ SN (B, A), then there exists a reflexive space U ⊆ SN (B, A) , containing T . The space U is a masa bimodule, since the semi-lattices of its map are commutative. Thus Lemma 5.13 applies with the property of being a seminormalizer of B into A in the place of Γ. ♦ Corollary 5.15. Let A and B be CSL algebras and T, S be semi-normalizers (normalizers) of B into A, such that T + S is also a semi-normalizer (normalizer). Then B 1 T A 1 + B 2 SA 2 is a semi-normalizer (normalizer) for every B 1 , B 2 ∈ B ∩ B * and A 1 , A 2 ∈ A ∩ A * .
