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ABSTRACT 
Load electricity forecast has been a central and an integral process in the planning and 
operation of electric utilities. Many techniques and approaches have been investigated to 
tackle this problem in the last two decades. These are often different in nature and apply 
different engineering considerations and economic analyses. For this project, the main focus 
direct to Gas District Cooling Plant (GDC) which acts as primary source of energy in 
Universiti Teknologi PETRONAS (UTP). The project will use raw data to obtain weekly 
forecast using time series method which are moving average and exponential smoothing 
techniques. The forecast will be very important to obtain best accurate model to support plant 
operation as UTP is the prolific higher education centre and very much dependent on itself 
The model will be simulated and designed using MATLAB software and certain parameters 
will be evaluated to diagnose the performance. The error percentage also will be calculated. 
The least value of error obtained will be the best forecast accuracy of this project. The 
proposal consists of an introduction, problem statement, objectives, literature review and 
methodology of the research. Then it is further described with results and discussion. 
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1.1 Background of Study 
The dramatic growths in the entities that need to be forecast by multinational 
organizations have made demand forecasting methods and systems larger in scale. 
The term forecast often is used far too loosely in most companies. For example, there 
is sales department forecast, a marketing department forecast, a financial department 
forecast and plan (budget), an operation forecast, and a demand forecast. In reality, 
there is only one unconstrained demand that predicts the unlimited demand for a 
company's product. From that unconstrained demand forecast we create a 
constrained plan, not a forecast, by matching supply, requiring companies either to 
lower their unconstrained demand forecast or to incur additional costs to increase 
supply [9). 
Forecast model will be designed usmg movmg average techniques and 
exponential smoothing which will be able to determine the suitable time for plant 
operation in Universiti Teknologi PETRONAS throughout the whole year of 
operation. The proposed model will be introduced by different these techniques with 
the load data as input while the output would be future load data The accuracy of the 
data will be determined by calculating mean absolute percentage error (MAPE). 
1.2 Problem Statement 
1.2.1 Problem Identification 
There is an urgent need for precision in the demand forecasts. In the past, the 
world over, an underestimate was usually attended to by setting up turbine generator 
plants fired by cheap oil or gas, since they could be set up in a short period of time 
with relatively small investment [6). On the other hand, overestimates were corrected 
by demand growth 
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The presence of economies of scale, lesser focus on environmental concerns, 
predictability of regulation and a favourable public image, all made the process of 
forecasting demand much simpler. In contrast, today an underestimate could lead to 
under capacity, which would result in poor quality of service including localized 
brownouts, or even blackouts. An overestimate could lead to the authorization of a 
plant that may not be needed for several years [9). 
Moreover, in view of the ongoing reform process, with associated unbundling 
of electricity supply services, tariff reforms and rising role of the private sector, a 
realistic assessment of demand assumes ever-greater importance. These are required 
not merely for ensuring optimal phasing of investments, a long term consideration, 
but also rationalizing pricing structures and designing demand side management 
programs, which are in the nature of short- or medium-term needs [ 6). 
L2-2 Significance of Project 
In manufacturing institutions and electric utilities there are a number of 
factors that drive the forecast, including market share. The forecast further drives 
vartous plans and decisions on investment, construction and conservation. Since 
electric utilities are basically dedicated to the objective of serving consumer 
demands, in general the consumer can place a reasonable demand on the system in 
terms of quantity of power [ 6). 
Specifically, for UTP, by modelling a prediction model using moving average 
and exponential smoothing techniques, it will help to improve the current electricity 
management by GDC UTP in terms of scheduling the plant and maintenance and as 
the part to support plan operation 
2 
Figure I · Gas District Coolmg Plant in UTP 
Figure 2. Gas Turbine during Maintenance 
1.3 Objective and Scope of the P.-oject 
1.3.1 Main Objective 
To deterrrune the performance of electnc1ty forecastmg model by usmg 
mo\ ing aYerage and exponential smoothing techmques which will be developed 
using z-transform The accuracy of the both model will be measured and compared 
using error measurement which Mean Absolute Percentage Error (MAPE). 
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1.3.2 Scope of Project 
The project will start will collecting some journals related to the research to 
gather information of the literature review and theory of the forecast. Next is the data 
gathering from GDC UTP. The data will be transformed to model and will be 
simulated using MATLAB software. The data usually will predict based on one week 
prediction. Further analysis will be carried out to obtain the most accurate forecast 
model. 
1.4 Relevancy of the Project 
A precise estimate of demand is important for the purpose of setting tariffs. A 
detailed consumer category-wise consumption forecast helps in the determination of 
a just and reasonable tariff structure. The nature of the forecasts has also changed 
over the years. It is not enough to just predict the peak demand and the total energy 
use, say on an annual basis. 
The forecast plays an important role in identifYing the categories which "can 
pay" and those that should be subsidized. Moreover, the accuracy of the model 
predicted will ensure the longevity and continuous supply to the consumer itself 
1.5 Feasibility of Project 
The project will be carried out in two semesters which will be based on three 
important areas. They are research, development and improvement of the model. The 
objective is to obtain the best model possible to forecast electricity consumption in 
UTP based on data obtained from GDC. MATLAB software will be used as the tools 
to develop the algorithm of the techniques. System testing and implementation also 




2.1 The Importance of Load Forecasting 
Decision making in energy sector has to be based on accurate forecasts of the 
load demand [2l The deregulation of energy markets has increased the need for 
accurate forecasts even more. Various classes of load forecasting models have been 
suggested as reported in. Almost all conventional short term load forecasting 
methods fall into the class of time series or regression approaches, which have the 
possibility of numerical instability due to improper modelling of the stochastic 
factors of the load [3]. For this project we mainly focus on the moving average 
technique, naive forecasting and exponential smoothing. The assumption of all these 
techniques is that the activities responsible for influencing the past will continue to 
impact the future [9]. 
The assumption with most statistical forecasting methods is that the farther 
out attempt to forecast, the less certain should be of the forecast. The stability of the 
environment is the key factor in determining whether trend, cycle, and seasonal 
extrapolations are appropriate forecasting methods. The study of the historical data, 
known as exploratory data analysis, identifies the trends, cycles and seasonality as 
well as other factors in the data so that appropriate models can be selected and 
applied [9]. 
The most common mathematical models involve various forms of weighted 
smoothing methods. Another type of model is known as decomposition. This 
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technique mathematically separates the historical data into trend, cycle, seasonal, and 
irregular (or random) components [9]. 
2.2 Short Tenn Load Forecasting - Time Series Approach 
For short term electricity forecasting, it plays an important role in power 
system operation and planning obviously. Accurate forecasting and prediction can 
saves costs by improving economic load dispatching. On the other hand it enhances 
the function of security control. It has now become one of the major fields of 
research in electrical engineering [ 6] [12]. 
Short-term load forecasts (STLF) usually aim to predict the load up to one-
week ahead [7]. One of the drawbacks of these models is the inability to accurately 
represent the nonlinear relationship between load and temperature [1]. Load 
forecasting is an integral part of electric power system operations. Long lead time 
forecasts of 5 to 20 years ahead are needed for scheduling construction of new 
generating capacity as well as the determination of prices and regulatory policy. 
Intermediate term forecasts of a few months to 5 years ahead are needed for 
maintenance scheduling, coordination of power sharing arrangements and setting of 
prices, so that demand can be met with fixed capacity [4]. Short term forecasts of a 
few hours to a few weeks ahead are needed for economic scheduling of generating 
capacity, scheduling of fuel purchases, security analysis and short term maintenance 
scheduling. Very short term forecasts of a few minutes to an hour ahead are needed 
for real-time control and real time security evaluation [9]. 
The primary application of the STLF function is to drive the scheduling 
functions that determine the most economic commitment of generation sources 
consistent with reliability requirements, operational constraints and policies and 
physical, environmental, and equipment limitations. A second application ofSTLF is 
for predictive assessment of the power system security. The third application of 
STLF is to provide dispatchers with timely information [8]. 
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Some sort of predictability may be possible in the short run and this may be 
sufficient for adaptive systems interacting with an external environment. Short-term 
predictability will embody the new information as it arrives at each new time step. 
Given a certain number of elements of a time series the next element will be 
forecasted [13]. 
One of the disadvantages of the Box and Jenkins transfer function model is 
that, because it is a linear model, it does not accurately reflect the load/temperature 
relationship. Hagan and Klein were able to circumvent this problem somewhat by 
continuously updating the model parameters, which effectively relinearized the 
model after each measurement. In this paper a further improvement is gained by 
subjecting the temperature to a nonlinear transformation before using it in the 
transfer function model [4]. 
Box and Jenkins time series models (ARIMA, Periodic ARIMA and Transfer 
Function) are very well suited to load forecasting applications. They have been used 
for long term forecasts of more than a year ahead, as well as for very short term 
forecasts of less than five minutes. One of the drawbacks of these models for short 
term forecasts is their inability to accurately describe the nonlinear relationship 
between loads and temperatures. The paper has demonstrated that a simple 
polynomial regression analysis, when combined with a Box and Jenkins transfer 
function model, can provide more accurate forecasts. Up to now, the main focus in 
load forecasting has been on STLF since it is an important tool in the day-to-day 
operation of utility systems. 
This nonlinear model has been compared with the standard transfer function 
model, the periodic ARIMA model and with a utility procedure which uses heavy 
dispatcher input. All of the Box and Jenkins models provide accurate forecasts, but 
the simple nonlinear extension to the transfer function model provides the best 
results. These results suggest that continued development of the nonlinear model of 
the load/temperature relationship should provide further improvements in short term 
load forecasts [ 4]. 
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The load demand is influenced by numerous factors - ranging from weather 
conditions over seasonal effects to socio-economic factors. The demand is high on 
cold days which can be attributed to electric heating. Similarly, in hot days, the 
increased usage of air conditioning generates a higher demand of energy [7). 
2.3 Medium-Term Load Forecasts and Long-Term Load Forecasts 
Medium-term load forecasts usually incorporate several additional influences 
- especially demographic and economic factors. In the case of long-term load 
forecasts, even more indicators for the demographic and economic development have 
to be taken into account. The time series of the loads itself has generally three 
seasonal cycles; an intra-daily cycle (the daily load curve or the load profile), a 
weekly cycle, and yearly seasonal cycle. Many of them are developed for STLF 
although MTLF has gained importance which is especially due to the deregulation of 
electricity markets [7). 
2.4 Neural Network 
Neural network can perform intelligent mathematical operations. It consists 
of several layers of neurons, which are named after human brain cells. The first layer 
is the input neurons, which are the input data. The hidden neurons learn how to 
combine the inputs to produce the desired results. The output neurons present the 
results. 
A neural network is trained by repeatedly presenting examples that include 
both inputs and outputs. The network learns from each example and calculates an 
output. If the output does not agree with the target output, the network will be 
corrected by changing its internal connections. Some connections will be 
strengthened and others weakened. This training will be continued until the network 
reaches a desired level of accuracy. 
One problem with neural networks is that there are many numeric parameters 
that can be chosen as input data. Quite a number of these parameters, especially 
indicators, are slight variations of each other, and therefore redundant. They employ 
the methods of evolution, and especially the principle of the survival of the fittest. 
The less fit parameter will die, and the best fit parameter will be selectively bred. 
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2.5 Moving Averaging 
A range of smoothing techniques can be deployed, including simple moving 
averaging, double moving averaging, and centre moving averaging [9]. Moving 
averaging techniques provide a simple method for smoothing past demand history. 
These decomposition components are the basic underlying foundation of almost all 
time series methods. 
The principle behind movmg averagmg IS that demand observations 
(weekly/monthly periods) that are close to one another are also likely to be similar in 
value. So, taking the average nearby historical periods will provide good estimates of 
trend, cycle for that particular period. The result is a smoothed trend/cycle 
component that has eliminated some of the randomness. The moving average 
procedure creates a new average as each new observation (or actual demand) 
becomes available by dropping the oldest actual demand period and including the 
newest actual demand period. The key to moving averaging is determining how 
many periods to include [9]. 
Choosing the inappropriate smoothing length can have dramatic effects on 
predictions. The standard rule of thumb is that the larger the number of periods in the 
moving average, the more randomness is removed from the trend/cycle component. 
However, it also means the trend/cycle component is more smoothed and not picking 
critical fluctuations in the demand history. It also requires a longer demand history, 
which may not be available. In other words, the longer the length of the moving 
average, the more terms and information may be lost in the process of averaging [9]. 
9 
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Figure 3: Example of 16 Week Simple Moving Average [17] 
Table 1: Example of Moving Average Technique 
Actual Load Data 2 Days Moving Average 
Days (kWatt) Forecast Data (kWatt) 
1 4988 -
2 5112 -
3 5064 ( 4988 + 5112) /2- 5050 
4 5060 (5112 + 5064) /2-5088 
5 3372 (5064 + 5060) /2 = 5062 
6 3184 (5060 + 3372) /2 = 4216 
7 2828 (3372 + 3184) /2- 3278 
2.6 Naive forecast 
A moving average of order 1, MA (1), where the last known demand point is 
taken as the forecast for the next demand period is an example showing that the last 
week's demand will be the same as next week's demand. This is also known as the 
naive forecast, as it assumes the current period will be the same as the next period 
[9]. The forecast analyst or planner must be pretty naive to think that the last week's 
demand will be the same as last week's demand. We should use the naive forecast as 
the benchmark when comparing other quantitative methods. 
The main issue with moving averaging is that it can forecast accurately only 
one or two periods ahead. It tends to smooth the forecasts by removing fluctuations 
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m demand that may be important (i.e.. sales promotion. marketing event. or 
econorruc activities). As a result. this quantitative method is not used very often: 
methods of exponential smoothing are generally superior to moving averaging 
Finally. if there IS a sudden shift in demand, the moving average IS Wlable to catch up 
to the change m a reasonable amoilllt of time [9] . 
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F1gure 4: Example Graph ofNatve Forecast [18] 
2. 7 Exponential Smoothing 
In time series forecasting. there is random error using a structured process 
that assumes the mean (or aYerage) is useful statistic that can be used to forecast 
future demand. Howe\er in many cases, the time series data contain an upward or 
dO\\nward trend or seasonal effects associated with time of the year. and other 
factors When trend and seasonal effects are strong m the demand history of a 
product mo\ ing a\ eraging is no longer useful in capturing patterns in the data set 
[91 
Exponential smoothmg as a method of automatic forecasting has been 
recommended and used m many applications. One facet of the exponential 
smoothmg methodology 1s the ease of responding to changes m the pattern of time 
series (e.g.: demand) bemg forecast by temporarily increasing the appropriate 
smoothing parameter [ 15]. 
A 'ariety of smoothing methods were created to address tlus problem and 
improve on the mo\ing averaging methods to predict the next demand period. Those 
methods are known as exponential smoothing models. and they reqwre that 
11 
particular parameter values be defined and adjusted using a range from 0 to I to 
detemune the weights to be applied to past demand h1story [9j . 
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Figure 5· Single and Double Exponential Smoothing Graph [ 191. 
Table 2. Example of Exponential Smoothmg Technique 
Days Actual Load Data (kW) Exponential Smoothmg (a - 0 5) 
1 4988 4256 
2 5112 4256 + 0.5 (4988-4256) 4622 
r-
3 5064 4622 + 0.5 (5112-4622) = 4867 
4 5060 4867 + 0 5 (5064-4867) = 4965 5 
5 3372 4965.5 + 0 5 (5060-4965 5) 5012 8 
6 3184 5012.8 + 0.5 (3372-5012 8) 41924 
7 2828 4192.4 t 0.5 (3184-41924) 3688.2 
2. 7.1 Single Exponential Smoothing 
The most practical extension to the moving aYerage method IS usmg we1ghted 
mo\ mg average to forecast future demand. The s1mple moving aYerage method 
dtscussed so far m th1s chapter uses a mean (or a' erage) of the past J... obsen at tons to 
create a future one-penod-ahead forecast. It 1mpltes that there are equal we1ghts for 
all the k data pomts The future demand forecasts are denoted as F. When a ne" 
actual demand penod 1s obsened. Yt becomes anulable. allm,mg to measure the 
forecast error. \\ hich 1s Yt - Ft 
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The single exponential smoothing (SES) method essentially takes the forecast 
for the previous demand period and adjusts it using forecast error. Then it makes the 
next forecast period [9]. 
F,+, = F, + u(Y,- FtJ 
where u = constant between 0 and 1 
Each new forecast is simply the old forecast plus an adjustment for the error 
that occurred from the last forecast. An u close to l will have an adjustment value is 
substantial, making the forecast more sensitive to swings in past historical demand 
based on the previous period's error. The closer the u value is to l, the more reactive 
future forecast will be, based on past demand. When the u value is close to 0, the 
forecast will include very little adjustment, making it less sensitive to past swings in 
demand. In this case, the future forecasts will be much smoothed, not reflecting any 
prior swings in demand. These forecasts will always trail any trend or changes in past 
demand, since this method can adjust the next forecast based only on some 
percentage of change and the most recent error observed from the prior demand 
period. 
In order to adjust for this deficiency associated with sample method, there 
needs to be a process that allows the past error to be used to correct the next forecast 
in the opposite direction. This has to be a self-correcting that uses the same principles 
as an automatic pilot in an airplane, adjusting the error until it is corrected, or we 
have equilibrium. With this approach, we can rewrite the equation as: 
Ft+l = uY, + (1 - u) F,= uY, + u(l-u)Yt-1 + (l-ui F,_, 
In other words, Ft+l is actually a moving average of all past demand periods, which 
can be described as u = 0.2, 0.4, 0.6, 0.8, or any number between 0 and 1 [9]. 
The literature includes descriptions of at least three methods: (1) "state-
estimation" techniques, 2-3,8, (2) method of spectral expansion,! and (3) load-
weather linear regression models. In addition to forecast accuracy, the following 
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considerations are also important: (1) the computer storage required, (2) the 
computer time required, and (3) the load and/or weather data required. To fully 
appreciate the generality of the method, it is important to note that the preceding 
assumptions are not usually restrictive. Any linear combination of common 
analytical functions of time, including constants, polynomials, exponentials and 
sinusoids can easily be written in the transition matrix form [1], [13]. 
The objectives of the analysis of load data are to select fitting functions and 
to suggest reasonable values for the smoothing constant [13], [3]. The approach for 
the data analysis was based on three preliminary assumptions: 
• There is an annual growth of approximately seven percent. 
• There are distinct seasonal variations. 
• There is a distinct weekly pattern. 
The forecasting technique developed in this paper provides the following features: 
• Output - The method provides the capability for computing forecasts of 
hourly MWH load with lead times of one hour to one week. Standard errors 
for lead times of l to 24 hours range from two to four percent of average 
load. The forecast errors are normally distributed. 
• Input - The forecasts are based solely on past values of observed load, 
measured in hourly MWH. 
• Method - The forecast model adapts automatically to seasonal changes and 
changes in daily fluctuations. The method is also operationally simple. An 
hourly matrix multiplication and a vector addition are required to update the 
model. Computer storage requirements are reasonable, and operation of the 
system is continuous (throughout weekdays and weekends). 
It is recognized that the development of the model and the operating experience 
described are based on two years of load data from only the AEP System It is felt, 
however, that the demand patterns on the AEP System are statistically similar to 
those in other areas. Consequently, the forecasting technique and model should be 
generally applicable [13]. 
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2.8 Autoregressive Integrated Moving Average (ARIMA) 
The formula for ARIMA model is given as follow: 
Here ap (B) is the autoregressive component, pq (B) is the moving average component 
and (1-B/ the differencing component. Commonly the value of p, d, and q are 
determined by using autocorrelation function (ACF), partial autocorrelation function 
(PACF), Akaike Information Criterion (AIC) and Bayesian Information Criterion 
(BIC). Box and Jenkins (1970) also suggested a four steps systematic procedure to 
attain the best value of p, d, and q which consists of model identification, model 
estimation, model validation and model application or forecasting. 
The general model introduced by Box and Jenkins (1976) includes 
autoregressive as well as moving average parameters, and explicitly includes 
differencing in the formulation of the model. Specifically, the three types of 
parameters in the model are: the autoregressive parameters (p), the number of 
differencing passes (d), and moving average parameters (q). In the notation 
introduced by Box and Jenkins, models are summarized as ARIMA (p, d, q); so, for 
example, a model described as (0, I, 2) means that it contains 0 (zero) autoregressive 
(p) parameters and 2 moving average (q) parameters which were computed for the 
series after it was differenced once. 
2.8.1 Identification 
As mentioned earlier, the input series for ARIMA needs to be stationary, that 
IS, it should have a constant mean, variance, and autocorrelation through time. 
Therefore, usually the series first needs to be differenced until it is stationary (this 
also often requires log transforming the data to stabilize the variance). The number of 
times the series needs to be differenced to achieve stationary is reflected in 
the d parameter (see the previous paragraph). In order to determine the necessary 
level of differencing, you should examine the plot of the data and autocorrelogram. 
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Significant changes in level (strong upward or downward changes) usually require 
first order non seasonal (lag= 1) differencing; strong changes of slope usually require 
second order non seasonal differencing. Seasonal patterns require respective seasonal 
differencing. If the estimated autocorrelation coefficients decline slowly at longer 
lags, first order differencing is usually needed. However, you should keep in mind 
that some time series may require little or no differencing, and that over 
differenced series produce less stable coefficient estimates. 
At this stage we also need to decide how many autoregressive (p) and moving 
average (q) parameters are necessary to yield an effective but 
still parsimonious model of the process (parsimonious means that it has the fewest 
parameters and greatest number of degrees of freedom among all models that fit the 
data). In practice, the numbers of the p or q parameters very rarely need to be greater 
than 2. 
2.8.2 Estimation and Forecasting 
At the next step, the parameters are estimated using firnction minimization 
procedures, for more information on minimization procedures, so that the sum of 
squared residuals is minimized. The estimates of the parameters are used in the last 
stage to calculate new values of the series (beyond those included in the input data 
set) and confidence intervals for those predicted values. The estimation process is 
performed on transformed (differenced) data; before the forecasts are generated, the 
series needs to be integrated (integration is the inverse of differencing) so that the 
forecasts are expressed in values compatible with the input data. This automatic 
integration feature is represented by the letter I in the name of the methodology 
(ARIMA =Auto-Regressive Integrated Moving Average). 
2.8.3 The constant in ARIMA models 
In addition to the standard autoregressive and moving average parameters, ARIMA 
models may also include a constant, as described above. The interpretation of a 
(statistically significant) constant depends on the model that is fit. Specifically, (l) if 
there are no autoregressive parameters in the model, then the expected value of the 
constant is !!, the mean of the series; (2) if there are autoregressive parameters in the 
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series, then the constant represents the intercept. If the series is differenced, then the 
constant represents the mean or intercept of the differenced series; For example, if 
the series is differenced once, and there are no autoregressive parameters in the 
model, then the constant represents the mean of the differenced series, and therefore 




3.1 Research Methodology 
When it comes to quantitative methods, it is not difficult to predict or forecast 
the continuation of an established pattern or relationship. The difficulty is forecasting 
change related to a specific pattern or relationship, the timing of the change, and the 
magnitude of the change. This is the real test of a forecasting method and/or process. 
Although both quantitative and judgement methods operate based on the principles 
of identicying existing patterns and relationships, the real difference lies in the 
method by which information is captured, prepared and processed. Quantitative 
methods require system to access, store, and synchronize information (data). Then, 
using mathematical equations, we identicy and model those patterns and 
relationships. 
Most forecasting methods fall into two broad categories; 
1. Those that rely on the subjective assessments of a person or group of 
persons are known as qualitative (also known as subjective or judgement) 
methods. 
2. Those that rely on past sales history alone or built on a relationship 
between past sales and some other variable(s) are known as quantitative 
(also known as mathematical or objective) methods. 
For this project, the literature review as well as brief research about the topic 
is carried out on several resources such as books, journals and also internet. For the 
purpose of reliability and performance, the forecasts model will be developed based 
on Semester OFF and Semester ON ofUTP Academic Calendar. 
Apart from that, the z-transform will be adapt as useful tool in the analysis of 
discrete-time signals and systems and is the discrete-time connterpart of the Laplace 
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transform for continuous-time signals and systems [16]. The z-transform may be 
used to solve constant coefficient difference equations, evaluate the response of a 
linear time-invariant system to a given input, and design linear filters which will be 
used in MATLAB. 
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3.2 Flow Chart 
The following flow chart explains the methodology in executing the project: 
START 
~ 
LITERATURE REVIEW I RESEARCH 
~ 
UTP LOAD DATA GATHERING 
~ 
FORECAST MODEL ANALYSIS 











Figure 6: Project's Methodology 
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:3.3 Project Duration 
In order to effectively monitor the progress of this project, a Gantt chart 
consists of one year duration had been constructed. See appendix A 
3.4 Tool Required 
The MATLAB R2010a software is used as the main tool for this forecast 
method development. MATLAB is an ideal tool for working with moving average 
and exponential smoothing techniques. The filters Toolbox which is available in 
MATLAB software also will provide useful tools for working with those techniques 
along with good commands and organization. 
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CHAPTER4 
RESULTS AND DISCUSSION 
4.1 Result Using Moving Averages Technique 
From the readings obtained, we plot the graph using three types of Moving 
Average which are Simple Moving Average, Linear Moving Average, and 
Exponential. The command for moving average is available in MATLAB under 
Financial Toolbox. 
Movavg(Asset, Lead, Lag, Alpha) plots leading and lagging moving averages. 
• Asset- Data, a vector of time series readings 
• Lead- Number of samples to use in leading average calculation. A positive 
integer, Lead must be less or equal to Lag 
• Lag - Number of samples to use in the lagging average calculation. A 
positive integer. 
• Alpha- (Optional) Control parameter that determines the type of moving 
averages,. 
0 =simple moving average (default) 
·e' = exponential moving average 
4.1.1 Semester ON 2010 (Short Term Forecasting) 
First of all, the two plots below shows the aetna! data of the load in UTP 
during Semester ON of 2010. Note that at first, the plot is free from any smoothing 
and fitting parameter. Then, we observed the trends of the actual readings and pattern 
to relate it with the forecasted load later. 
As we can see below, we plot the graph using scatter plot as well as line plot 
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Ftgure 7 Load Semester ON 2010 (Scatter Plot) 
Figure 8 Load Semester ON 2010 (Line Plot) 
From the graph. the informatton can be extracted ts as below· 
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Sum (kWh) A\erage(kWh) (kWh) Mm(J..Wh) De\tatton Vartance 
6336 2145 
1021483 4707 294931 (Day 66) (Day 101) 996 5701799 993518 6 
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Note 
Ma"Ximum load on Day 66 falls on 13th April2010 Minimum load on Day 101 falls 
on 23rd May 2010 dunng examination week. 
Simple Movmg Average (Load.3.7.0) 
Th1s plots simple 3-sample leading and 7-sample lagging moying average. 
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Figure 9: Simple Moving Average {3,7,0) for Semester ON 2010 
Simple Moymg Average (Load.3.30.0) 
This plots simple 3-sample leading and 30-sample lagging mo\mg average. 
Figure 10: Simple MoYing Average (3,30,0) for Semester ON 2010 
24 
The reason why we use 3 samples leading is because we want the best 
identical curve as possible between simple moYing ayerage and leading short curve. 
For the first waveform, '""e sample it by weekly (using 7 moving average) while for 
second waveform we sampled it by monthly (using 30 moving average). For early 
forecast in coming years, we can say that electricity load is quite stable and it w1ll be 
dropped severely between 70th to 1 OOth days during Semester ON. 
Exponential Moving Average (Load.3.7.'e' ) 




, •1 ' r ' l.ud!lgs...t 
I
' I lA 1 I I ~ • I' ' I f,. l ~ l; ' ,, ~ I I ~ , ··~ I ( I I~ ,, ~ l1 \ 
t ~ 1 I ' ' ( 'l 11 I ' 1 1 
I ' I I I I ', I ' ~ l ~ I I 
025 J 
02o'-_ ____. _ _ .J..___,.,L_ _ __,_ _ ___,IIl0--_._121'--,JO'---...LIY--'il"-----'2101---'22'1 
Oa>j<{r~:¥1 
Figure 11: Exponential Moving Average (3 .7.'e') for Semester ON 2010 
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Exponential Moving Average (Load.3.30,'e') 
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Figure 12: Exponential Moving Average (3.30,'e') for Semester ON 2010 
The same reason and forecasting are applied for exponential moving average 
whereby we used 3 samples Leading. However the waveform obtained is quite spiky 
and responds faster than using simple moving a\erage. 
(Note: Please refer Appendix B to see how each semester is divided into days) 
4.1.2 Semester OFF 2010 (Short Term Forecasting) 
First of all, the two plots below shows the actual data of the load in UTP 
during Semester OFF 2010. The plot is free from any smoothing and fitting 
parameter. We observe the trends of the actual readings and pattern to relate it with 
the forecasted load later. 
As we can see below, we plot the graph using scatter plot as well as line plot 
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Figure 13: Load Semester OFF 2010 (Scatter Plot) 
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Figure 14: Load Semester OFF 2010 (Line Plot) 
From the graph. the information can be extracted as below: 
Table 4: Semester OFF 2010 Data Info 
Standard 
Sum(kW) Average(kW) Max (kW) Min(kW) Deviation 
5180 2204 








Max1mum load on 82"d da\ falls on 18th December 2010. Minimum load on 1 04th 
da) falls on 9th January 2011. 
S1mple Mo,ing A\erage (Load.3.7.<)) 
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Figure 15· Simple Mo,ing A\erage (3 7,0) for Semester OFF 2010 
S1mple Mo,mg AYerage (Load.3.30.0l 
Thts plots s1mple 3-sample leadmg and 30-sample laggmg mm mg a\erage. 
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Figure 16 Simple Movmg Average {3,30.0) for Semester OFF 2010 
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For the first graph, we sample it by weekly (using 7 mo' ing ayerage) wtule for 
second graph we sampled it by monthl) (using 30 mo' ing aYerage). For earl) 
forecast, \Ve can say that electricity load IS quite stable when \Ve sampled It b) 
weekly while for monthly sampled it IS unstable. Hence, forecastmg for Semester 
OFF using weekly basis is much better. 
The graphs show more smooth pattern compared to the one that used 
exponential smoothing average. It can be said that simple mo,mg a\'erage IS swtable 
to identify short-term fluctuations . 
Exponential Moving Average (Load.3, 7, 'e ' ) 




Figure 17: Exponential Moving Average (3,7,'e') for Semester OFF 2010 
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Exponent1al MO\ ing AYerage (Load.3.30.'e' ) 





Figure 18 Exponential Moving Average (3,30,'e ' ) for Semester OFF 2010 
For the first graph. we sample 1t by weekly (using 7 moving a\erage) wh1le 
for second graph we sampled 1t by monthly (usmg 30 mo' ing aYerage) We can sa' 
the same thmg for exponential movmg ayerage wh1ch IS weekly basts sampled ts 
much better to predtct the electncity load The lowest electnctty load ts about 60th-
80th days during Semester OFF 
(Note. Please refer Append1x B to see how each semester is dmded mto days) 
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4.1.3 Semester ON 2006-2010 (Long Term Forecasting) 
First of aiL the two plots below shows the actual data of the load in UTP 
dunng Semester ON of2006 to 2010. Note that the plot is free from any smoothing 
and fitting parameter. Then, we observed the trends of the actual readings and pattern 
to relate it with the forecasted load later. 
As we can see below. we plot the graph using scatter plot as well as line plot 
to extract more information from actual data. 
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Figure 19: Load Semester ON 2006-2010 (Scatter Plot) 
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Figure 20: Load Semester ON 2006-2010 (Line Plot) 
From the plots above, we can observe that there are more points ranging from 0.4 to 
0.6 than any other parts ofthe graph. The highest point is about 0.75 while the lowest 
point plotted is about 0.1 . 
From the graph, the information can be extracted as below: 
Table 5: Semester ON 2006-2010 Data Info 
Standard 
Sum(kW) Average (kW) Max(kW) Min (kW) Deviation Variance 
7728 1580 
5099793 4640 (Day 101) (Day 191) 1070 1145402 
Note 
Ma.,ximum load on 101 st day falls on 20th May 2006 which is during examination 
week. Mirumum load on 191 sl day falls on 19th October 2006. 
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Stmple MO\ mg A' erage (Load.3. 7 .0) 
This plots stmple 3-sample leading and 7-sample lagging mo\mg aYerage 
oa:r--------T--------y---- ·--~rr--~~--~-.--
I 
Figure 21 Stmple Monng Average (3. 7 J>) for Semester ON 2006-20 I 0 
Stmple Mo\mg A\erage (Load.3.30.0) 
Th1s plots Simple 3-sample leadmg and 7 -sample laggmg moving a\ erage. 
0/ ~ j 
I t 
Figure 22 Simple Mo' ing A\'erage (3 .30.0) for Semester ON 2006-2010 
Smce we are running many data. the graphs are also compressed. But 
somehO\\ we still manage to observe the fluctuations m the graphs due to tugh 
d1ITerence bet\veen pre' 1ous and next moving averages plotted For early forecast. 
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there will be high electricity load which is about 7500 kWh on 550th to 600th day 
during Semester ON. The lowest electricity consumption will be on 190th to 200th 
day during Semester ON. 
Exponential Moving Average (Load.3. 7. 'e ') 
This plots exponential three-sample leading and 7-sample lagging moving average. 
O l r-------------~------------~----------------~------------~----------------~-------------. 
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Figure 23: Exponential Moving Average (3,7,'e') for Semester ON 2006-2010 
Exponential Moving Average (Load.3.30. ' e') 
Th1s plots exponential 3-sample leading and 30-sample lagging moving average. 
I 
Figure 24: Exponential Moving Average (3 ,30, ' e') for Semester ON 2006-2010 
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The same observation can be applied in the exponential moving average case 
\\hereb~ many data has been used However, the mterpolation seems to be less 
smooth and more rap1d stgnal. In this case. the monthly basts predtctton ts more 
preferable rather than weeki~ due to matching appearance and harmon~ of the graph. 
The graph also can be dt\ tded mto (i\ e section as illustrated above \\htch can be 
used to forecast load in ne:-..1 five years. 
(Note Please refer Appendix B to see hO\\ each semester ts dt\ tded mto days) 
4.1.4 Semester· OFF 2006-2010 (Long Term Forecasting) 
Ftrst of aiL the two plots belo\\ shows the actual data of the load m UTP 
during Semester OFF of 200() to 2010 The plot ts free from an~ smoothmg and 
fitting parameter We observed the trends ofthe actual readings and pattern to relate 
tt with the forecasted load later As we can see beiO\\. we plot the graph using scatter 
plot as well as I me plot to pro\ tde us with more mforrnatton from actual data 
lSI- ' •• 
. '· 
ItS • • r 
...... ·. -:.: .... 
... . .... 










. . . . . .. . . . . 
. .. . . ~-·•' ,_·.· 
... .... -= .. :· '·. . · .... :.::1 
•• .... .c.--: • " • 








~ ~. . :' ·.. . : : ~ 
··' 
.... ;. .... •; • "~ .. ,· •• '::·,· •• • I 
•• • ... : •• :· • : : •• • • 1 
. .. 
... . ... 





•. • . ·' ::. I 
. . 
. . . . ..., 
\. . . 
.. ... 
• ~ .... 1 
... : 
i 




.. ~ T -r----
056 
OS I-
• ~ ~ out-
:~ ·! :1 A' + 






I L L 
- -
J. _L Me 0 , .. ,.. lOO J 
Figure 26 Load Semester OFF 2006-2010 (Line Plot) 
From the graph. the informatiOn can be extracted as table belO\\ 
Table 6 Semester OFF 2006-2010 Data Info 
Average Standard 
Sum(kW) (kW) Max (kW) Min(lW) De\latton Vartance 
6010 1332 
2179289 3892 (Day 407) (Day 7) 987 973883 
Note 
Ma\.lmum load on 407s1 day falls on 3rd December 2009. Minimum load on i" day 
falls on 18th March 2006 
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Simple Movmg Average (Load.2.7.0) 
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Figure 27: Simple Moving Average (2,7,0) for Semester OFF 2006-2010 
Simple Moving Average (Load.2,30.0) 
This plots simple 2-sample leading and 30-sample lagging moving average. 
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Figure 28: Simple Moving Average (2,30.0) for Semester OFF 2006-2010 
For this case, we used 2 samples leading. The reason why we use 2 samples 
leading is because we want the best similar waveform as possible between simple 
moving average and leading short curve. For the first graph, we sample it by weekly 
(using 7 moving average) while for second graph we sampled it by monthly (using 
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30 movmg average) The weekly basrs forecast is more preferable compare to 
monthly basis. For early forecast in coming ) ears, we can predict that highest 
electncity load 1s on day 70 during Semester OFF and the rest is just normal 
consumption of electncity load 
Exponential MO\ mg Average (Load,2,7,'e ') 

















Figure 29. Exponential Moving Average (2,7'e' ) for Semester OFF 2006-2010 
Exponential MO\ mg Average (Load,2,30. 'e ') 
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Figure 30 Exponential Movmg Average (2.30' e' ) for Semester OFF 2006-2010 
The same forecast can be used for exponential moving a\erage except that 
the trending IS much faster wtth higher responsiveness The monthly basts sampled is 
the best predtct1on for th1s case 
(Note: Please refer Appendix B to see hO\\ each semester IS dt\ tded mto days) 
4.2 Result Using Exponential Smoothing Technique 
Sho11-Team Load Forecasting 
For short term load forecasting m UTP. we used year duration of data of 
20 I 0 The data then dinded mto two parts which are taken dunng Semester ON and 
Semester OH After that, we forecast the load m UTP for the next year namely 20 I I 
b\ usmg exponential smoothing techmque m MATLAB 
4.2.1 Semester ON 2010 
After that. we use MATLAB S1mulat1on to stmulate another plot usmg 
e:xponent1al smoothmg techn1que. Then. we compare the beha\ tour of the graph 
plotted when we Yary the alpha (a) from 0 to 0 9 of the exponential smoothmg 
equation Note that the ra\\ data is plotted m black.. wh1le smoothed data is plotted in 
magenta 
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Discussion 
The plot of smoothed 
data is almost follows 
the plotted raw data. In 
this case, this is not the 
best forecast model 
because of the 
similarity between 
actual value and 
forecasted value. 
For this value of alpha. 
the plot of smoothed 
data obtained is smaller 
than actual plot. It will 
not be able to fulfil the 
next years load demand 
thus not recommended. 
In this case, the graph 
plotted is absolutely 
lesser than the actual 
graph. The magenta 
line is more linear than 
the black line. Thus, we 
will not consider this 
plot. 
As we can see. as we mcrease the value of alpha from 0 to L there will be 
much impact to the graph plotted It also means more emphasts would be gtven on 
the pre\ tous esttmated data than on the actual data. 
When a. close to I \\ill haYe an adjustment Yalue that is substanttal. making 
the forecast more sensttive to S\\ings in past htstorical demand based on the pre\ tous 
penod's error The closer a. value to I. the more reactne the future forecast \Vtll be. 
When a. value ts close to 0. the forecast wtll mclude Yery liule adjustment 
making tt less sensittYe to past swings m demand In this case. future demand 
forecasts \\11l be much smoothed. not reflectmg any pnor swmgs m demand 




Figure 31 · Forecast Load for Semester ON 2010 (a. = 0 3) 
The graph abo\'e best load forecast \'alue with minimal error It 1s ploued 
when the Yalue of alpha is 0.3. The plotted graph is smoothed with very lttlle 
adjustment and it IS more emphasis is on the actual data than on estimatiOn 
capab1ltty 
We can analyze that the pattern of the graph wh1ch is almost the same when tt 
is div1ded mto two sect1ons It explams the load forecasted for 2011 w11l be m 
appro"XImately these patterns The highest load IS measured falls on about 70th day 
which 1s about 0 63 " 106 MWatt wh1le the lowest load 1s measured falls on about 
1 02th day which ts about 0 25 x 106 MWatt. 
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For our forecastmg, we have calculated and measured an error wh1ch IS 
Mean Absolute Percentage Error (MAPE). 
Mean absolute percentage error (MAPE) near 0 (zero) can be produced by 
large posit!\ e and negal!Ye percentage errors that cancel each other out. Thus, a 
better measure of relat1ve oYerall fit IS the mean absolute percentage error Also. this 
measure 1s usually more meanmgful than the mean squared error 
As we mcrease the alpha yalue from 0 to I b~ mcrement of 0 1. '' e can see 
that the errors are also mcrease. Th1s suggestmg that the closer the alpha \alue to 0 
will pick up more of the peaks and \alleys associated '' 1th the historical demand. 
thus reducmg the error. Howe\ er. the least error w1ll not md1cate that 1t IS the best 
forecasting model as we need to cons1der other criteria as well 
The summruy of errors calculated is sho\m in the table belO\\ 
Table 8: Ltst of Forecast Error Semester ON 20 I 0 \nth var1ous a.. 
Mean Absolute Percentage Err'Or (MAPE) 
Alpha (a) (%) 
0 0 
0.1 3 3998 
02 6 8728 
0.3 12.9994 
04 14.0540 




09 21 4652 
l.O 35 8388 
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Below is the manual calculatiOn of a\'erage \alue of forecast load ''hen we are usmg 
a between range of0.25 to 0 35 to prove that a = 0.3 1s the best 
Table 9 Calculation of forecast load (0 25 < a < 0 35) 
Dav Load (MWatt) Forecast Load (MWatt) 
I 4988 4327 
2 5112 4988 
3 5064 5100 
4 5060 5068 
5 3372 5061 
6 3184 3541 
7 2828 3220 
Therefore 11 can be concluded that to forecast the load for Semester ON 20 I L 
the alpha 'alue should be equal to 0 3 In th1s case we are usmg exponenllal 
smoothing techmque based on Semester ON 2010 ra\\ data 
4.2.2 Semester OFF 2010 
Aller that. we use MATLAB s1mulat1on to s1mulate another plot usmg 
exponential smoothmg technique. Then. we compare the behanour of the graph 
plotted when \\e \ary the alpha (a) from 0 to 0 9 of the exponential smoothing 
equat1on. Note that the ra\\ data IS plotted in black. \\h1le smoothed data is plotted m 
magenta 
For this part. we compare the beha\ 1our of the graph plotted when we 'ary 
the alpha (a) from 0 to 0 9 Notice that the ra\\ data IS plotted m black.. \\h1le 
smoothed data 1s plotted m magenta. 
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Table I 0: Forecast Load Semester OFF 20 LO Vvith various a.. 
Graph Plot Discussion 
,__.!ICff The plot of smoothed 
• 
u - I I ;...1 ~ data is like the shadow h ~I \' :J 
' I 'I 
~ 
~~., 1-1 I 'I' ' I! ' ··- I - of the plot of raw actual .. II -. I' ,,. I I 'I 11 
I 'II I ··-
1
11 ,,, I J . I J, 'I II I I . data In this case, alpha 
··- I I' 
' I I. r II '\II 1: I I 1 I equal to 0 is not the best ,J_ ,I I I J 'j ~ I• 1,1 ( l1 • \ ~ I ~ 
"' - ,d. '1. I. forecast model because 
., I I t . • " • • .. of the exactness between 
a. = O actual value and 
forecasted value. 
,..:. .. !21' For this value of alpha, 
·r - J I I •! the plot of smoothed data II- I I I I , I ' .. ' I I I ·~- I . . r, ' I obtained lesser than '• I , IS I -, 
,I I '\'< I I l' l' .,. I .. L I I,' , I 
' I I I 1 1,, J' I actual plot. It will not be ,I l I I I I I 
Ill ~~ I I n~ l I I' d ' I . i I I I~ I' able to fulfil the 20 11 tJI.- . I I I 
J I I ! I ~ j I I 
.\ I I load demand thus not 
"'" 
I • 
I' I I 
"• a • . • 
,., Ill recommended. 
a. = 0.5 
~:.·.· In this case, the graph 
II I I I 




I' I ' - lesser than the actual " .. ..... I 
" 
l • It I • • I graph. Thus, the plot Vvi ll 
IS I 1 
I I I not be considered. 
" 
I I I 
I . 
. I I 1 





"• • "' - • 
.. • 
a. = 0.9 
As we can see. as we increase the value of alpha from 0 to l , there will be 
much impact to the graph plotted. It also means more emphasis would be given on 
the previous estimated data than on the actual data. From the table above. when 
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applied recursively to each successive obsenation in the series, each ne\\ smoothed 
value (forecast) IS computed as the weighted average of the current obsenation and 
the previous smoothed observation. Thus. m effect, each smoothed value is the 
weighted average of the previous obsenations. where the weights decrease 
exponentially dependmg on the value of parameter a . 
If a IS equal to 1 (one) then the previous observations are ignored entirely. 
tf a is equal to 0 then the current observation ts ignored entirely, and the smoothed 
value cons1sts ent1rely of the previous smoothed value (which in turn is computed 
from the smoothed observation before it and so on thus all smoothed values will be 
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Figure 32: Forecast Load for Semester OFF 2010 (a = 0.3) 
It is plotted when the value of alpha is 0 3 The plotted graph is smoothed 
wtth very little adjustment and it is more emphasis IS on the actual data than on 
estimation capability The h1ghest load is measured falls on about 84th day which IS 
about 0.53 ".: 106 MWatt while the lowest load is measured falls on about 1051h and 
1 091h dav which 1s about 0.23 x I 06 MWatt 
For our forecasting, we have calculated and measured an error \\hich is 
Mean Absolute Percentage Error (MAPE). As we increase the alpha \alue from 0 to 
1 by mcrement of 0. I. we can see that the errors are also increase. Th1s suggestmg 
that the closer the alpha value to 0 will pick up more of the peaks and 'alleys 
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assoctated with the htstorical demand, thus reducing the error. However, the least 
error will not mdicate that tt is the best forecasting model as we need to constder 
other criteria as well 
The summary of errors calculated is shown m the table belo" 
Table 11 Forecast Error Semester OFF 2010 wtth Yanous a. 
Mean Absolute Percentage EITOJ' 
Alpha (a) (MAPE)(%) 
0 0 










Belo\\ is the manual calculation of average Yalue of forecast load when we are using 
a between range of0.25 to 0.35 to prove that a = 0.3 is the best 
Table 12. Calculation of forecast load (O 25 < a < 0.35) 
Day Load (MWatt) Forecast Load (MWatt) 
1 4612 4637 
2 4304 4612 
3 4325 4366 
4 4096 4332 
5 2780 4143 
6 2536 3053 
7 2596 2639 
46 
Therefore 1t can be concluded that to forecast the load for Semester OFF 
2011 , the alpha value should be equal to 0 3 In th1s case we are using exponential 
smoothmg technique based on Semester OFF 2010 ra\v data 
Long-Tenn Load Forecasting 
For long term load forecasting in UTP, we used 5 years duration of data 
rangmg from 2006 to 2010 The data then dl\ ided into two parts wh1ch are taken 
dunng Semester ON and Semester OFF After that. we forecast the load m UTP for 
the ne'\t 5 years namely 2011 to 2015 by usmg exponential smoothmg technique m 
MATLAB 
4.2.3 Semestel" ON 2006-2010 
After that we use MATLAB stmulat1on to Simulate another plot usmg 
exponent1al smoothmg techn1que. Then, we compare the behaviour of the graph 
plotted when we \afY the alpha (a) from 0 to 0.9 of the exponential smoothmg 
equat1on Note that the ra\\ data 1s plotted m black v~hJie smoothed data 1s plotted m 
magenta. 
Table 13: Forecast Load Semester ON 2006-2010 w1th 'ar1ous a . 
Graph Plot 
-·· 11--~----
··- - -----1 • • 




The plot of smoothed 
data lS almost the same 
as the plot of ra\\ actual 
data In th1s case, alpha 
equal to 0 ts not the best 
forecast model because 




_ .. For this value of alpha 
I 
the plot of smoothed data 
~ obtained IS lesser than actual plot. It will not be . 
1 able to fulfil the next 5 
years load demand thus 
··-• --.------ "' 
.. ... 
not recommended. 
a = OS 
__ ..,. 
In tlus case. the 
-
_ _, 
smoothed data plotted IS 
absolutely smaller than 
the actual plot. The 
magenta line 1s more 




Thus. we will not 
a = 0.9 constder this plot. 
From the table above, when a close to 1 will have an adJUStment yaJue that 1s 
substantial, making the forecast more sensitive to swings in past historical demand 
based on the previous penod' s error. The closer a value to I. the more react1ve the 
future forecast will be. 
When a value is close to 0, the forecast will include very little adjustment, 
makmg 1t less sens1tn e to past swings in demand In this case. future demand 
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Figure 33· Forecast Load for Semester ON 2006-2010 (a 0 3) 
The graph abo\e shows best load forecast \ alue with mimmal error. It 1s 
plotted \\hen the yaJue of alpha IS 0.3. The plotted graph IS smoothed wtth \ ery little 
adjustment and tt is more emphasis is on the actual data than on esttmation 
capabiltt~ 
There are {i\·e 1dent1cal cycles from the graph abo\e We can analy/e that the 
pattern of the graph wh1ch 1s almost the same \\hen tt 1s dmded mto fi\ e sect1ons. It 
explams the load forecasted for the next fhe years w11l be m these patterns. The 
h1ghest load IS measured falls on about 600tl1 day wh1ch is about 0 78 x 106 MWatt 
\\h1le the Jo,,·est load IS measured falls on about I 95th day wh1ch ts about 0 15 '\ 106 
MWatt 
For our forecastmg. we ha\'e calculated and measured Mean Absolute 
Percentage Error (MAPE). As we mcrease the alpha \'alue from 0 to I by increment 
ofO.l. \\e can see that the errors are also increase. This suggesting that the closer the 
alpha \alue to 0 will pick. up more of the peaks and Yalleys assoc1ated '' 1th the 
h1stoncal demand. thus reducmg the error. Howe\'er. the least error wtll not mdicate 
that 11 ts the best forecasting model as we need to constder other cntena as well. 
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The summary of errors calculated is shown in the table belo\\ 
Table 14. Forecast Error Semester ON 2006-2010 mth \'arious a.. 
Mean Absolute Percentage Error 












BeiO\\ IS the manual calculation of average value of forecast load when we are usmg 
a. between range ofO 25 to 0.35 to prove that a. = 0.3 IS the best 
Table 15 Calculation of forecast load (0 25 < a. < <U5) 
Dav Load (MWatt) Forecast Load (MWau) 
I 4564 4565 
2 4568 4466 
3 4340 4359 
4 4352 4337 
5 4220 3321 
6 1836 2391 
7 2752 3003 
Therefore 1t can be concluded that to forecast the load for Semester ON 20 I I 
to 2015. the alpha \alue should be equal to 0.3. In this case we are usmg exponential 
smoothing technique based on Semester OFF 2006-2010 ra\\ data 
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4.2.4 Semester OFF 2006-2010 
For this part. we compare the beha\iour of the graph plotted when we 'ary 
the alpha (a.) from 0 to 0. 9 Notice that the ra\\ data is plotted in black, \\htle 
smoothed data IS plotted m magenta. 
Table 16. Forecast Load Semester OFF 2006-2010 with var1ous a.. 
Graph Plot Discussion 
,_...'" .. The plot of smoothed data is 
II- I 
almost the same as the plot 
of raw actual data. In this 
case. alpha equal to 0 1s not 
the best forecast model 
because of the exactness 
' -
--.... 
between actual ,·alue and 
. • II • .. • 
a. = O 
forecasted Yalue. 
,... .. "' For this value of alpha the 
-
- - -- ---·- --
u>-
I ~ 1 plot of smoothed data " I ,, 
obtained is lesser than actual 
• lJ hri ' t\ . ~ 
plot. It will not be able to 
fulfil the next 5 years load 
• 
demand thus not 
I 
• 0 • 
recommended. 
• • .. 
a. = 0.5 
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'--:11-Ctl'f In this case. the smoothed 
·--
----
... data plotted IS absolutely 
smaller than the actual plot 
The magenta hne IS more 
hnear than the black !me. 
Thus. we w1ll not cons1der 
thiS plot 
... 
' • • • a Ill 
a = 0.9 
From the table above. when applied recurs1vely to each successl\·e 
obsenattOn m the series. each new smoothed \alue (forecast) IS computed as the 
weighted a\'erage of the current observation and the previous smoothed obsenation. 
Thus. m effect each smoothed value is the weighted a\erage of the pre' Ious 
obsenations. where the weights decrease exponent1all) dependmg on the lalue of 
parameter a (alpha) 
If a ts equal to 1 (one) then the pre\IOUS obsenattOns are 1gnored entirely. 
if a.1s equal to 0 (zero). then the current obsenation IS Ignored entirely. and the 
smoothed 'alue consists entirely of the pre\IOUS smoothed value (which m tum 1s 
computed from the smoothed observation before 11. and so on~ thus all smoothed 
values will be equal to the mit1al smoothed value) Values of a. m-between \\Ill 












Figure 34: Forecast Load for Semester OFF 2006-2010 (a = 0.2) 
The graph abm e best load forecast ,·alue with minimal error It is plotted 
''hen the \alue of alpha IS 0.2 The plotted graph 1s smoothed w1th \el) ltttle 
adjustment and it is more emphasis IS on the actual data than on estimation 
capability. 
There are fhe identical cycles from the graph above. We can anal)/e that the 
pattern of the graph wh1ch IS almost the same when 1t IS divided mto fiYe sect1ons. It 
e:-.:plams the load forecasted for the next fh e years w11l be m these patterns The 
highest load 1s measured falls on about 4001h da) wh1ch is about 0.6 x 106 MWatt 
\\htle the lowest load IS measured falls on about 5th day \\ hich 1s about 0 15 " 106 
MWatt 
For our forecastmg. we haYe calculated and measured an error whtch 1s 
Mean Absolute Percentage Error (MAPE). As '"e increase the alpha value from 0 to 
I by mcrement of 0 I , we can see that the errors are also mcrease. Th1s suggestmg 
that the closer the alpha 'alue to 0 \\Ill picJ... up more of the peaJ...s and valleys 
assoc1ated w1th the htstoncal demand. thus reducmg the error Howe' er. the least 
error w1ll not mdtcate that tt 1s the best forecastmg model as we need to cons1der 
other cntena as well 
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The summary of errors calculated is shown in the table below. 
Table 17: Forecast Error Semester OFF 2006-2010 "ith Yarious n. 
Mean Absolute Per'Centage Err-or 












Below is the manual calculation of average value of forecast load when we are using 
C1 bet ween range of 0. 15 to 0. 25 to prove that n = 0. 2 ts the best 
Table 18: Calculation of forecast load (0. 15 < a. < 0 25) 
Dav Load (MWatt) Forecast Load (MWatt) 
l 3481 3478 
2 3476 3467 
3 3460 3507 
4 3552 3493 
5 3436 2885 
6 2760 2448 
7 1980 1695 
Therefore it can be concluded that to forecast the load for Semester OFF 20 II 
to 2015. the alpha Yalue should be equal to 0.2. In this case we are using exponential 
smoothing technique based on Semester OFF 2006-2010 raw data 
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4.3 Result Using ARIMA Technique 
"ARIMA(p.d.q)" model. where: 
• p IS the number of autoregressl\ e terms, 
dIS the number of mtegrated tenns 
q is the number of monng average part 
Sh011 Term Forecasting 














100 1!>0 200 
Figure 35 Forecast Load for Semester ON 2010 ARIMA(2 .. 1) 
2!>0 
In thts case. we use ARIMA technique with p = 2. d = 1 and q = 0 The reason we use 
th1s 'alue because tt w11l produce much more accurate forecast Note that the blue 
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Figure 36: Forecast Load for Semester OFF 2010 ARIMA (2,1) 
L 
The same value can be applied to Semester OFF 201 0 where we used p = 2, d = 1 and 
q = 0. Note that the blue line is the actual load while the red curve is the forecast 
model. 
Long Tenn Forecasting 
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Figure 37: Forecast Load for Semester ON 2006-2010 ARIMA (3J) 
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In th1s case. we use ARIMA technique wtth p = 3. d = 1 and q = 0 The reason we use 
this Yalue because it will produce much more accurate forecast Note that the blue 
line IS the actual load while the red curYe IS the forecast model 
















F1gure 38 Forecast Load for Semester ON 2006-2010 ARIMA (3. 1) 
600 
The same \alue can be applied to Semester OFF 20 I 0 where we used p 3. d = 1 and 
q =- 0 Note that the blue lme is the actual load while the red lme 1s the forecast 
model 
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4.4 Comparison with Actual Load Data 
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Ftgure 39 Comparison with Actual Load Semester ON 20 I 0 
Day 
liiil Actual 




F1gure 40 Compartson with Actual Load Semester OFF 2010 
From Figure 39 and Figure 40. our obser;ation 1s that by usmg ARIMA techmque 
for forecast load, the result IS \ery close to the actual value. Both movmg ayerage 
and exponential smoothing techmques does not meet the actual 'alue 
correspondmgl) The graphs also Justtf}· the lowest load mil be on weekend than 
weekdays 
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Figure 42. Compar1son with Actual Load Semester OFF 2006-2010 
From F1gure 41 and F1gure 42. forecastmg with ARIMA techruque has the closest to 
the actual value than usmg monng average and exponential smoothmg. Howe' er. on 
Sunda~ the value of ARIMA model slightly does not meet the standard due to 
extreme 'anal! on of data that we ha' e 
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CHAPTERS 
CONCLUSIONS AND RECOMMENDATIONS 
For short term forecasting, the error calculate can be summarized as below 
Table 19: MAPE for Short Term Forecasting (Semester ON vs Semester OFF) 
Techniques Semester ON (MAPE %) Semester OFF (MAPE %) 
Moving Average 18.07 17.06 
Exponential Smoothing 12.99 14.43 
ARIMA 7.64 8.74 
For long term forecasting, the error calculate can be summarized as below 
Table 20: MAPE for Long Term Forecasting (Semester ON vs Semester OFF) 
Techniques Semester ON (MAPE %) Semester OFF (MAPE %) 
Moving Average 19.87 2176 
Exponential Smoothing 14.43 13.63 
ARIMA 9.34 7.89 
Based on the results above, it can be concluded that both moving average 
and exponential smoothing does not produce satisfactory result. The MAPE calculate 
is higher than using ARIMA technique. ARIMA technique is more superior for 
short-term load forecasting as well as long term load forecasting. The model of 
ARIMA is an appropriate model to predict the future load trend, with a high 
prediction precision of short term time series. 
As for recommendation, we can use hybrid method to obtain more accurate 
result with less error. For example we can combine ARIMA technique together with 
Artificial Neural Network or wavelets. 
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UTP ACADEMIC CALENDAR 
Semester ON 2010 
JAN 2010 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
lecture 7 25-Jan-10 12-Mar-10 Day 1- Day43 
Lecture 7 22-Mar-10 7-May-10 Day 44- Day 87 
Study Week 1 8-May-10 16-May-10 Day 88 - Day 94 
Examination Week 3 17-May-10 4-Jun-10 Day 95 - Day 109 
JULY 2010SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
lecture 7 26-Jul-10 3-Sep-10 Day 110- Day 153 
lecture 7 15-Sep-10 5-Nov-10 Day 154- Day 197 
Study Week 1 6-Nov-10 14-Nov-10 Day 198- Day 204 
Examination Week 3 15-Nov-10 3-Dec-10 Day 205- Day 218 
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Semester OFF 2010 
JAN 2010 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 13-Mar-10 21-Mar-10 Day1-Day9 
End of Semester Break 7 5-Jun-10 25-Jul-10 Day 10- Day 58 
JULY 2010 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 4-Sep-10 14-Sep-10 Day 59- Day 67 
End of Semester Break 7 4-Dec-10 23-Jan-11 Day 68- Day 116 
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Semester ON 2006 -2010 
JAN 2006 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Lecture 7 23-Jan-06 10-Mar-06 Day 1-Day44 
Lecture 7 20-Mar-06 5-May-06 Day 45 - Day 88 
Study Week 1 6-May-06 14-May-06 Day 89 - Day 95 
Examination Week 3 15-May-06 2-Jun-06 Day 96- Day 110 
JULY 2006 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Lecture 7 24-Jul-06 8-Sep-06 Day 111- Day 159 
Lecture 7 18-Sep-06 3-Nov-06 Day 160- Day 203 
Study Week 1 4-Nov-06 12-Nov-06 Day 204- Day 210 
Examination Week 3 13-Nov-06 1-Dec-06 Day 211- Day 225 
JAN 2007 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Lecture 7 22-Jan-07 9-Mar-07 Day 226- Day 269 
Lecture 7 19-Mar-07 4-May-07 Day 270- Day 313 
Study Week 1 5-May-07 13-May-07 Day 314- Day 320 
Examination Week 3 14-May-07 1-Jun-07 Day 321- Day 335 
JULY 2007 SEMESTER 
NO. OF DATE DAY PARTICULAR 
WEEKS START ENDS 
lecture 7 23-Jul-07 7-Sep-07 Day 336- Day 379 
Lecture 7 17-Sep-07 2-Nov-07 Day 480- Day 423 
Study Week 1 3-Nov-07 11-Nov-07 Day 424- Day 430 
Examination Week 3 12-Nov-07 30-Nov-07 Day 431 - Day 445 
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JAN 2008 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
lecture 7 21-Jan-08 7-Mar-08 Day 446 - Day 489 
lecture 7 17-Mar-08 2-May-08 Day 490- Day 533 
Study Week 1 3-May-08 11-May-08 Day 534- Day 540 
Examination Week 3 12-May-08 30-May-08 Day 541- Day 555 
JUlY 2008 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
lecture 7 21-Jul-08 26-Sep-08 Day 556 - Day 599 
lecture 7 8-0ct-08 31-0ct-08 Day 600- Day 643 
Study Week 1 1-Nov-08 9-Nov-08 Day 644 - Day 650 
Examination Week 3 10-Nov-08 28-Nov-08 Day 651- Day 665 
JAN 2009 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
lecture 7 19-Jan-09 20-Mar-09 Day 666- Day 709 
lecture 7 30-Mar-09 1-May-09 Day 710- Day 753 
Study Week 1 2-May-09 10-May-09 Day 754- Day 760 
Examination Week 3 11-May-09 29-May-09 Day 761- Day 775 
JUlY 2009 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
lecture 7 20-Jul-09 18-Sep-09 Day 776- Day 819 
Lecture 7 30-Sep-09 30-0ct-09 Day 820- Day 863 
Study Week 1 31-0ct-09 8-Nov-09 Day 864- Day 870 
Examination Week 3 9-Nov-09 27-Nov-09 Day 871- Day 885 
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JAN 2010 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Lecture 7 25-Jan-10 12-Mar-10 Day 886- Day 929 
Lecture 7 22-Mar-10 7-May-10 Day 930- Day 973 
Study Week 1 8-May-10 16-May-10 Day 97 4- Day 980 
Examination Week 3 17-May-10 4-Jun-10 Day 981- Day 995 
JU LV 2010 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
lecture 7 26-Jul-10 3-Sep-10 Day 996- Day 1039 
lecture 7 15-Sep-10 5-Nov-10 Day 1040 - Day 1083 
Study Week 1 6-Nov-10 14-Nov-10 Day 1084- Day 1090 
Examination Week 3 15-Nov-10 3-Dec-10 Day 1091 - Day 1105 
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Semester OFF 2006-2010 
JAN 2006 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 11-Mar-06 19-Mar-06 Day 1- Day 8 
End of Semester Break 7 3-Jun-06 23-Jul-06 Day9- Day 56 
JULY 2006 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 9-Sep-06 17-Sep-06 Day 57- Day 64 
End of Semester Break 7 2-Dec-06 21-Jan-07 Day 65- Day 112 
JAN 2007 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 10-Mar-07 18-Mar-07 Day 113 - Day 120 
End of Semester Break 7 2-Jun-07 22-Jul-07 Day 121- Day 168 
JULY 2007 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 8-Sep-07 16-Sep-07 Day 169- Day 176 
End of Semester Break 7 1-Dec-07 20-Jan-08 Day 177- Day 224 
JAN 2008 SEMESTER 
NO. OF DATE DAY PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 8-Mar-08 16-Mar-08 Day 225 - Day 232 
End of Semester Break 7 31-May-08 20-Jul-08 Day 233- Day 280 
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JULY 2008 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 27-Sep-08 7-0ct-08 Day 281- Day 288 
End of Semester Break 7 29-Nov-08 18-Jan-09 Day 289- Day 336 
JAN 2009 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 21-Mar-09 29-Mar-09 Day 337- Day 344 
End of Semester Break 7 30-May-09 19-Jul-09 Day 345 - Day 392 
JULY 2009 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 19-Sep-09 29-Sep-09 Day 393- Day 400 
End of Semester Break 7 28-Nov-09 17-Jan-10 Day 401 - Day 448 
JAN 2010 SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 13-Mar-10 21-Mar-10 Day 449- Day 456 
End of Semester Break 7 5-Jun-10 25-Jul-10 Day 457- Day 504 
JULY 2010SEMESTER 
NO. OF DATE DAY 
PARTICULAR 
WEEKS START ENDS 
Mid-Semester Break 1 4-Sep-10 14-Sep-10 Day 505 - Day 512 
End of Semester Break 7 4-Dec-10 23-Jan-11 Day 513 - Day 560 
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