AbstractÐHigh-speed local area networks (LANs) consist of a set of switches interconnected by point-to-point links, and hosts linked to those switches through a network interface card. High-speed LANs may change their topology due to switches being turned on/off, hot expansion, link remapping, and component failures. In these cases, a distributed reconfiguration protocol analyzes the topology, computes the new routing tables, and downloads them to the corresponding switches. Unfortunately, in most cases, user traffic is stopped during the reconfiguration process to avoid deadlock. These strategies are called static reconfiguration techniques. Although network reconfigurations are not frequent, static reconfiguration such as this may take hundreds of milliseconds to execute, thus degrading system availability significantly. Several distributed real-time applications have strict communication requirements. Distributed multimedia applications have similar, although less strict, quality of service (QoS) requirements [3], [4] . Both stopping packet transmission and discarding packets due to the reconfiguration process prevent the system from satisfying the above requirements. Therefore, in order to support hard real-time and distributed multimedia applications over a high-speed LAN, we need to avoid stopping user traffic and discarding packets when the topology changes. In this paper, we propose a new deadlock-free distributed reconfiguration protocol that is able to asynchronously update routing tables without stopping user traffic. This protocol is valid for any topology, including regular as well as irregular topologies. It is also valid for packet switching as well as for cut-through switching techniques and does not rely on the existence of virtual channels to work. Simulation results show that the behavior of our protocol is significantly better than for other protocols based on stopping user traffic.
INTRODUCTION
H IGH-SPEED local area networks (LANs) consist of a set of switches interconnected by point-to-point links, and hosts linked to those switches through a network interface card (NIC). High-speed LANs (Autonet [5] , Myrinet [6] , and ServerNet [7] ) use techniques that have been successfully applied to interconnection networks for parallel computers, such as point-to-point links between switches and pipelined switching techniques. These networks have also inherited some characteristics from conventional LANs, such as wiring flexibility and topology variability. The unique properties of high-speed LANs give rise to some problems related to topology configuration and message routing. In particular, high-speed LANs may change their topology due to switches being turned on/ off, hot expansion, link remapping, and component failures. In these cases, in order to provide high system availability (and also higher reliability in case of component failures), a reconfiguration protocol must update the routing tables so that communication is possible again between all the components, as long as the network remains connected.
Reconfiguration mechanisms in current high-speed LANs are based on static reconfiguration techniques. Autonet [5] is, perhaps, the most representative example. In this network, a distributed reconfiguration protocol is triggered when a significant change in the topology occurs, spreading it to the whole network, and updating the routing tables in hosts and switches. This protocol avoids deadlocks during the reconfiguration process by stopping application traffic before starting the reconfiguration process. When the reconfiguration finishes, packet transmission is allowed to resume. As a consequence, performance degradation of the interconnection network is produced. In [8] , [9] , the reconfiguration effect on average packet latency is analyzed. Fig. 1 shows this effect.
Several distributed real-time applications have strict communications requirements. Distributed multimedia applications have similar, although less strict, quality of service (QoS) requirements [3] , [4] with rigorous limitations on CDV (cell delay variation), CTD (maximum cell transfer delay), and CLR (cell loss ratio) parameters. Nowadays, many distributed multimedia applications, such as realtime video compression and decompression, video-ondemand servers, distributed databases, etc., require computing power beyond that available in current uniprocessors. These applications require very high network bandwidth, which can be provided by means of a highspeed LAN. When multimedia applications are executed on a local area switch-based network, topology changes (for example, due to components failures) may affect their behavior. If static reconfiguration is used, user traffic is stopped and the average packet latency increases dramatically during the reconfiguration. Thus, it will not be possible to guarantee the required QoS [10] . Stopping user traffic has even worse effects on distributed real-time applications.
In our approach, we tackle reconfiguration of the interconnection network from a dynamic point of viewÐby performing network reconfiguration without stopping the transmission of user packets. The application of a dynamic reconfiguration technique will reduce the negative effects of the reconfiguration process, eliminating the spikes observed in Fig. 1 . Dynamic reconfiguration provides a higher system availability [11] and is especially suitable to support distributed multimedia applications, which require a guaranteed QoS. It should be noted that dynamic reconfiguration by itself does not provide QoS guarantees. However, the converse is true: If dynamic reconfiguration is not implemented, it will be impossible to guarantee QoS during reconfiguration because message traffic will be stopped for tens or hundreds of milliseconds.
Deadlocks are the most important problem that arises when using dynamic reconfiguration. As switches operate asynchronously [6] , [7] , it is not possible to update the routing tables of several switches at once. For this reason, if user traffic is not stopped during a reconfiguration process, certain switches will route messages according to the old routing table while other switches will already be using the new one. Guaranteeing deadlock freedom when facing this situation is complicated [12] . Even if all the routing tables were updated at once, deadlock could still occur in wormhole networks due to messages in the network that were routed using the old routing tables and requiring some more routing steps to reach their destination.
In this paper, we propose a new distributed deadlock-free dynamic reconfiguration protocol suitable for generic topologies, including irregular ones. This protocol is able to asynchronously update the routing tables without stopping user traffic. It supports packet switching, virtual cut-through (VCT) switching [13] , and wormhole (WH) switching [14] , and does not rely on the existence of virtual channels to work. This is important since currently available network components for high-speed LANs do not implement virtual channels [6] , [7] . Although the proposed reconfiguration protocol is valid for several switching techniques, we have only implemented VCT switching in our simulators because we believe that VCT will replace WH in the near future to transmit messages in networks of workstations (NOWs) [15] .
We have evaluated the performance of the proposed reconfiguration protocol, comparing it with conventional techniques based on stopping user traffic. The structure of the paper is as follows: Section 2 presents different approaches to dynamic reconfiguration. In Section 3, we present an informal description of the approach followed in our reconfiguration protocol. Section 4 introduces different aspects related to the up Ã /down Ã routing algorithm. Section 5 presents our dynamic reconfiguration technique called Partial Progressive Reconfiguration (PPR). Performance of the dynamic reconfiguration technique is evaluated in Section 6, and the last section presents our conclusions. Finally, Appendix A describes how break node movements are performed and Appendix B shows how to extend the PPR protocol to NOWs using virtual channels and adaptive routing.
APPROACHES TO DYNAMIC RECONFIGURATION
Depending on network characteristics, there are several approaches to implement deadlock-free dynamic reconfiguration. The network characteristics that mainly determine the set of choices for reconfiguration are the existence of extra resources for routing, the way the routing algorithm is implemented, and the ªintelligenceº available in the routers and network interface cards.
The existence of extra routing resources significantly simplifies deadlock avoidance during dynamic reconfiguration. Effectively, it is only necessary to split routing resources (e.g., virtual channels) into two sets and sequentially perform static reconfiguration in one set after another. While one set of resources is drained and the corresponding routing tables are updated, routing can be performed by using the other set. Later, when the reconfiguration has finished in the first set, it is possible to reconfigure the second set of resources in a similar way. The plot on the right shows a zoom of the left plot. Under normal conditions, network latency varies from 2,000 to 4,000 cycles. However, during reconfiguration, it reaches from one to three million cycles. Moreover, traffic is stopped for longer than 1 million of cycles.
On the other hand, when no extra resources are available, it is necessary to guarantee deadlock freedom at all times. This can be done by avoiding cyclic dependencies between network resources at all times, including the interaction between the old and new routing functions (zombie dependencies [12] ). Alternatively, it is possible to allow cyclic dependencies between network resources. In this case, some deadlocks may form. Fortunately, not all deadlocks are equally dangerous. Some deadlocks are due to the current interaction between the old and new routing algorithms and will disappear when all the routing tables have been completely updated. These deadlocks are referred to as transient deadlocks. Some other deadlocks will remain after finishing reconfiguration. These deadlocks are much more dangerous and will be referred to as permanent deadlocks. Therefore, if cyclic dependencies are allowed during dynamic reconfiguration, it is necessary to guarantee that no permanent deadlocks will form. This requires a sophisticated theoretical support to guarantee it.
In summary, there exist three basic approaches to implement dynamic reconfiguration:
1. Avoiding cyclic dependencies between network resources at all times. 2. Allowing cyclic dependencies between network resources while avoiding permanent deadlocks. 3. Splitting network resources into two sets and statically reconfiguring those sets in sequence. Approach 1 can be used in all the networks, including networks with source routing and/or networks without virtual channels. The reason is that avoiding cyclic dependencies between network resources will always avoid deadlock. Approach 2 requires distributed routing. It is not possible to implement this strategy in networks with source routing because the whole path is specified before injecting the message into the network. Therefore, even if new routing tables specify a new path for a given sourcedestination pair, messages already in the network have no choice and may remain blocked forever. Finally, approach 3 can only be implemented in networks with distributed routing and extra routing resources (e.g., virtual channels). Otherwise, it is not possible to empty one set of resources while the other set is used for routing. All the approaches need a significant amount of processing power either in the router or in the network interface card to implement the reconfiguration protocol.
A common problem that arises in all the approaches is that some messages may become unroutable due to component failures and/or changes in the routing tables. Unroutable messages can be easily identified: The routing algorithm does not offer any path for them to reach their destination. Basically, there exist three solutions for this problem:
1. Discard unroutable messages. 2. Buffer unroutable messages until they become routable. 3. Allow especial routing options for unroutable messages. Solution 1 obviously solves the problem at the cost of having to retransmit messages. Some hardware support is also required. However, this solution works in all kinds of networks. Solution 2 is only guaranteed to work if enough buffer space is available, distributed routing is used, and the final routing algorithm does not consider previous message history (e.g., the input channel) when computing the output channel. Many routing algorithms, including up Ã /down Ã routing require using the input channel. Finally, solution 3 also requires distributed routing. Moreover, it is dangerous and should be used with care because it adds routing paths and resource dependencies that may result in a cycle, and possibly a permanent deadlock.
Taking into account that avoiding cyclic dependencies between network resources and discarding unroutable packets are the most general methods to handle dynamic reconfiguration, we will follow this approach in this paper.
INFORMAL DESCRIPTION
This section describes the approach followed in our protocol for dynamic reconfiguration in an informal way. As indicated in the introduction, the key contribution of this protocol is its ability to update routing tables asynchronously without stopping message traffic while guaranteeing the absence of deadlock. We assume distributed routing. The extension of this protocol to source routing is the subject of ongoing research.
The first step in network reconfiguration is detecting the addition and removal (or failure) of network components (links and/or switches). This issue has been addressed elsewhere [5] , [8] , [9] and will not be analyzed here. Once a change in the topology has been detected, it is necessary to update the routing tables at one or more switches and/or hosts. Our primary focus is on achieving a distributed update of the routing tables without stopping message traffic and without introducing deadlocks. As most commercial switches do not provide any support to synchronize that operation, routing tables must be updated asynchronously. It is important to note that changes in the host routing tables cannot lead to deadlocks in the network, provided that the routing algorithm implemented by the switches is deadlock-free. The reason is that hosts only specify the destination switch but not the path to reach it. However, switch-routing table updates may lead to deadlock. Therefore, in this paper, we will only focus on updating switch-routing tables without introducing deadlock.
Several researchers proposed distributed deadlock-free routing algorithms for irregular interconnection networks [5] , [16] , [17] , [18] , [19] , as well as general methodologies for the design of routing algorithms [17] , [18] . A straightforward way to avoid deadlock consists of removing cyclic dependencies between network resources (i.e., links and buffers) [14] . It may seem that when the topology changes, we only need to define a deadlock-free routing algorithm for the new topology and update the routing tables. This would be true if all the routing tables could be updated synchronously and the switches purge pending message traffic. As this is not possible, previously proposed solutions either may lead to deadlock or require stopping message traffic until all the routing tables have been updated. The reason is that the new routing algorithm may introduce some resource dependencies that did not exist in the old one. Of course, it will have to remove other dependencies to avoid cyclic dependencies and deadlock. The problem arises when routing tables are updated asynchronously because the new additional dependencies may arise before the old ones are removed, possibly leading to deadlock.
This problem cannot be solved by establishing an appropriate ordering to update the routing tables. Even for some very small networks, we found that there is no sequence of switch-routing table updates that could guarantee deadlock freedom at all times. It is important to note that every routing table update at a given switch must lead to a connected routing algorithm, i.e., the routing algorithm must be able to route messages destined for any host at any switch. 1 Otherwise, some messages would become unroutable and would have to be discarded or would remain in the network.
As mentioned above, in general there is no sequence of routing [17] , [18] . The up Ã /down Ã routing algorithm defines a logical tree in the network. Messages are first routed toward the root of the tree until they find a common ancestor. Then, messages are routed down the tree until they reach the destination switch. For this algorithm, we have found that it is easy to add switches without introducing cyclic dependencies between resources. Simply, we add them as leaves of the tree. Unfortunately, this may be inefficient in some cases because messages cannot be routed through leaf switches. Therefore, we may need to reconfigure the tree to make it more efficient. Moreover, if the new switch connects two subnetworks that were initially isolated, 2 it will become a leaf belonging to two trees. This situation is depicted in Fig. 3 . The leaf switch is node q. It should be noted that both subnetworks remain disconnected after adding the new switch because the up Ã /down Ã routing algorithm does not allow traffic through leaf switches. Additionally, now the network has more than a single root node. Similarly, when the root switch of a tree is removed, two or more root nodes may appear. Fig. 4 shows an example. Again, the up Ã /down Ã routing algorithm does not allow traffic between root nodes, which become logically isolated.
In order to allow traffic between all the switches, the tree has to be reconfigured. This can be done by changing the direction of the links in the tree. As an example, Fig. 9 shows the network presented in Fig. 3 after changing the direction of some links. As can be seen, there is a single root node after reconfiguring the tree. These link direction changes must be performed systematically, possibly updating each routing table partially, and synchronizing with neighbor switches.
In order to simplify link direction changes, we analyze the network in a hierarchical way. Several switches can be grouped together, forming a region. Fig. 5 shows how the switches in Fig. 3 can be grouped into several regions. Note that the use of regions considerably simplifies the network graph (see Fig. 7a ) while retaining the important properties, i.e., the existence of more than a single root node.
Finally, in order to establish the order and the consequences of link direction changes and guarantee the correctness of the proposed protocol, we propose some definitions (root node, break node, etc.). These definitions will considerably simplify link direction changes through nontrivial results. For example, moving the position of the root switch in the network does not require any change in the routing tables as long as it does not cross any break node. The following sections propose some definitions and formally present the dynamic reconfiguration protocol.
UP
Ã routing is a partially-adaptive deadlock-free routing algorithm suitable for regular and irregular topologies. This algorithm is based on a cycle-free assignment of direction to the operational links in the network. This assignment is always possible, regardless of network topology [5] . Fig. 2 shows an example where the network is configured as an acyclic directed graph. For each link, a direction is named up and the opposite one is named down. Arrows indicate the up direction. In this paper, the graphs will only include switches.
To avoid deadlocks, legal routes never use a link in the up direction after having used one in the down direction. Messages can cross zero or more links in the up direction, followed by zero or more links in the down direction. In this way, cycles in the channel dependency graph [14] are avoided, thus preventing deadlock.
A root node is a node in a directed graph that is not the source of any arc. The up Ã /down Ã routing algorithm requires the existence of a single root node in the graph. The reason is that there are no legal routes between two root nodes because each possible route would require down to up transitions. This restriction is required for network connectivity. In Fig. 2 , the root node is node a.
A break node is a node that is the source of two or more arcs. In the up Ã /down Ã routing algorithm, these nodes prevent certain connections (input port-output port) from being used by the messages crossing them. These restrictions are necessary for deadlock freedom. There must exist one break node in every cycle, but its position is unrestricted. We can see two break nodes labeled as f and g in Fig. 2 .
In up Ã /down Ã routing, the associated directed graph will contain one and only one root node. Additionally, that graph will be acyclic. A directed graph that is acyclic and contains a single root node is called a correct graph. A correct graph may include several break nodes within its topology, as many as necessary to break all the cycles. Fig. 2 shows a correct graph.
Obviously, an incorrect graph is one that does not meet the restrictions imposed in the previous definition. This implies the absence of a root node, the existence of more than one root node, or the existence of cycles. If there is no root node, then the graph will contain one or more cycles and up Ã /down Ã routing cannot guarantee deadlock freedom. If there are several root nodes, then up Ã /down Ã routing cannot guarantee network connectivity. There is always at least one false break node between two root nodes. A false break node is a break node in which two links with the down end connected to it do not belong to the same cycle in the undirected graph of the network. A false break node splits the network into two unreachable regions. Obviously, a correct graph contains no false break nodes. Fig. 3 shows an example of incorrect graph with several root nodes.
PARTIAL PROGRESSIVE RECONFIGURATION
When a switch detects a change in the topology of the network, it triggers a reconfiguration process through a control message. This message is propagated to every node in the network by flooding. Each node will mark its routing table as invalid, although it will still use it. Our protocol gathers information on the new topology, as described in Section 5.2. The collected information will be used to update routing tables, as described in Section 5.6.1.
Before changing the routing tables according to the new topology, it will be necessary to modify the direction of several links to evolve from an incorrect graph into a correct graph. We will see in Section 5.1 that node activation/ deactivation avoids incorrect graph situations in which either there is no root node or the graph contains cycles. However, the directed graph may contain several root nodes. In this section, we will show how to correct incorrect graphs with several root nodes.
It should be noted that after the topology has changed, a static reconfiguration protocol stops traffic and computes the direction assignment for every link in the network starting from scratch, i.e., it discards the previous configuration. On the other hand, a dynamic reconfiguration protocol should not stop traffic. It progressively changes the direction of the links until it reaches a correct graph according to the new topology. For this reason, we call this data structure an Adaptive Directed Graph (ADG). Now, we present a five-step dynamic reconfiguration protocol to achieve this purpose. This protocol will be referred to as Partial Progressive Reconfiguration (PPR).
Step 1: Direction Assignment for New Links
For a given network topology, up Ã /down Ã routing is based on a link direction assignment that can be represented as a correct graph. When some switches are added to or removed from the network, its topology changes. Then, a correct graph may evolve into an incorrect graph. Next, we detail these situations.
Switch Activation
During the switch activation process, we will avoid incorrect graph situations produced by either the absence of a root node or the presence of cycles in the graph. However, an incorrect graph may temporarily arise due to the appearance of several root nodes (it will be solved later).
When a new switch is added, a direction must be assigned to the links connecting to it. This assignment should not produce cycles in the directed graph. A simple approach consists of assigning a direction to those links in such a way that the down direction goes toward the new switch. By doing so, messages will be able to use the new links to route to/from the new switch, but not to cross it. If the new switch is connected to the network through two or more links, it will become a break node or a false break node. Moreover, it is possible that two recently activated switches negotiate the direction of the link connecting them. The interested reader is referred to [20] for more details on the negotiation process.
It is obvious that the proposed protocol for switch activation cannot introduce any cycle because all the links connecting to a newly activated switch have been assigned a down direction toward the new switch. As a consequence, the new switch is either a break node or a false break node. Therefore, it cannot close any cycle in the directed graph.
Switch Deactivation
When a switch detects that one of its neighbors has been deactivated, it starts a reconfiguration process similar to the previous one. Switch deactivation cannot leave the directed graph without a root node, but it may produce the appearance of several new ones. The deactivation of several switches (including the root node) produces at least one new root node. Note that the directed graph is acyclic before switch deactivation. Fig. 4 shows an example of a correct graph that evolves into an incorrect graph after the deactivation of two switches, which produces several root nodes.
Switch deactivations imply that messages routed to removed components must be discarded. Also, messages requesting removed components must be discarded if they cannot use another route. In this case, shorter reconfiguration time implies less discarded messages.
Step 2: Generation of Correct Regions
When a directed graph contains several root nodes, it is not possible to route messages between root nodes. In this case, it is possible to split the directed graph into several correct subgraphs. A correct region is a maximal subgraph of an incorrect graph that is correct. The reconfiguration process must determine the correct regions in the network. The network has as many correct regions as root nodes (one root node in each correct region). Fig. 5 indicates the correct regions of the graph shown in Fig. 3 .
In order to determine those regions in a distributed way, after receiving the message indicating the start of a new reconfiguration, each node checks whether it is acting as a deep break node, i.e., all the links incident on that node have their down end connected to it. Deep break nodes exist because the graph is acyclic. Those nodes start the process by sending a DRP_MAKE_REGION message through all their output ports. The rest of the nodes expect those messages from every input link with the up end connected to them. When a node has received all the expected messages (one on each up input link), it forms a new message, combining information from all the received messages, and adding its own information, as explained below. This message is forwarded through every output link with the down end connected to that node. Message propagation finishes at root nodes. The purpose of DRP_MAKE_REGION messages is to gather information about network topology in order to determine the correct regions in a distributed way. The DRP_MAKE_REGION format is shown in Fig. 6 . All DRP_MAKE_REGION messages corresponding to the left region from the network shown in Fig. 5 are shown in [20] .
Once this information is aggregated at the root node for each region, this node distributes the complete message downwards and all the nodes in the region get information about the topology of that region.
Step 3: Obtaining the Virtual Inter-Region Graph
We call boundary nodes those switches whose every upward link crosses a region boundary. In Fig. 5 , these switches are nodes q and s. A boundary node between two regions is the only valid communication path between them.
We define a virtual interregion graph as the graph composed of all root nodes, all boundary nodes, and the paths interconnecting them. Virtual graph information is distributed among the nodes belonging to it, i.e., root and boundary nodes exchange virtual graph position packets. Paths between root and boundary nodes inside each correct region have already been established in Step 1. If there is a single correct region in the network, protocol finishes.
When the process of computing the virtual graph starts, each node in the virtual graph only knows the existence of its neighbors in the virtual graph. When the information distribution finishes, each node in the virtual graph knows the entire virtual interregion graph. A virtual graph is an abstraction of the incorrect information in a graph in order to simplify the proposed dynamic reconfiguration protocol. Fig. 7a shows the virtual graph corresponding to the example shown in Fig. 5 .
Step 4: Correcting the Virtual Graph
A virtual graph resulting from an incorrect graph is also incorrect. In particular, it has as many root nodes as the original graph. Therefore, it is necessary to modify the virtual graph to make it correct by changing the direction of some links. Each node in the virtual graph makes the incorrect virtual graph evolve into a correct one by applying a modification of Dijkstra's algorithm [21] . The algorithm selects one of the root nodes as the primary root node and iteratively updates virtual link direction assignments until the virtual graph has been corrected. It consists of the following steps:
1. A set C of corrected virtual nodes is defined.
Initially, only the primary root node belongs to C. 2. Every other virtual node directly connected to a virtual node in set C by a virtual link with up direction is added to C. 3. A virtual node not belonging to C is selected, such that it satisfies the following three requirements.
First of all, it should have a virtual link connected to a virtual node in C (in down direction). Second, a change in the direction of this virtual link should not produce a cycle in the virtual graph. And third, the corresponding virtual link must have the lowest cost. We define this cost as the number of break and root node movements that its change of direction implies (virtual links without change of direction have null cost). 4. This process (2 and 3) continues until every virtual node belongs to C.
A criterion to select a primary root node could be the root node with lower UID. Another option could be to select as the primary root node the one that minimizes the global cost (defined as the sum of every virtual link cost). In our protocol, we have used the latter approach.
When the virtual graph has been corrected, only one primary root node remains in it. The other ones are no longer root nodes and will be referred to as secondary root nodes. The primary root node does not modify its position in the virtual interregion graph. On the other hand, secondary root nodes reverse the direction of the path to the boundary node close to the primary root node. If a secondary root node can be attracted by several boundary nodes, the criterion mentioned in Step 3 selects the best one. Fig. 7b shows the virtual graph in Fig. 7a once it has been corrected.
Step 5: Correcting the Real Graph
Once the virtual interregion graph has been corrected, virtual link direction changes must be propagated to physical links. Some conditions should be met when changing the direction of the links in the network. Every change in link direction should be carried out without disconnecting the routing algorithm. As a consequence, only the direction of the links connected to root or break nodes can be changed. Otherwise, some nodes may be unreachable after changing a link direction. Fig. 8a shows a direction change in a link that is not connected to any of these nodes. Taking into account the previous restriction, the real graph is corrected as follows: Each secondary root node begins its movement, exchanging its position with a neighboring node; this one exchanges its position with the following node, and so on. The movement of a root node requires the individual and sequential direction reversal of the corresponding links. From now on, we will use the expression ªto move the root/break nodeº although in fact, we are only reversing link direction assignment.
The movement of a secondary root node does not produce any change in the routing tables and, therefore, it does not cause deadlocks, as shown in Fig. 8b . In up Ã /down Ã routing, deadlocks are avoided by the restrictions imposed on break nodes. Therefore, the position of the root node is irrelevant. For this reason, a direction change in a link connected to a root node does not affect the routing tables. We can even perform the movement across several nodes in a single step.
There is a special situation when a root node reaches a break node. As shown in Fig. 8c , a moving root node cannot move over a break node because a cycle arises and the root node disappears.
With this restriction, it may happen that there is no valid path between the secondary root node and the boundary node that must be reached. In Fig. 5 , node a must reach node q, but break nodes c, g, and h avoid it. The solution consists of first moving as many break nodes as necessary, keeping them away from the path followed by the secondary root node [20] . In Appendix A, we show how break node movements are performed without producing deadlocks. This movement has a high associated cost, requiring the synchronization of several nodes. For this reason, the path that minimizes the number of break node movements should be chosen. The secondary root node determines this path. Fig. 9 shows the initial real graph once it has been corrected.
Aditional Considerations

Updating the Routing Tables
Routing tables are updated through a sequence of partial table updates that are embedded in Steps 2 and 5. Let us revise the reconfiguration process, highlighting when routing tables are updated. The reconfiguration process defines the correct regions in the graph. Then, every node inside each region can generate its intraregion routing table. The process finishes if the reconfiguration process defines only one correct region in the graph. Otherwise, if several correct regions appear within the graph, then it is necessary to determine the boundary nodes and the virtual interregion graph and to correct the virtual graph. A region disappears when the corresponding secondary root node reaches a boundary node. Then, the boundary node provides the topology of this region to the neighboring regions, as shown in Fig. 10 . This process consists of broadcasting topology information to all the nodes in the region by flooding. At this time, it is possible to generate the complete routing table at each node because it knows the whole topology. This is done as usually for the up Ã /down Ã routing algorithm [5] .
Discarding Application Messages
When some components are removed from the network, routing tables must be updated so that messages are not routed toward nonexistent components. If a message blocks because it requested a nonexistent component before routing tables were updated, it may happen that the only possible action consists of discarding that message. Moreover, the updated routing function may not offer any path to some messages. In these cases, it could be necessary to send a notification message to the source node. This is the case when a link failure splits the network into two disconnected regions. 
Concurrent Reconfigurations
It is possible that a new reconfiguration process starts during the execution of another one. Our reconfiguration protocol treats these situations in a way similar to the reconfiguration process used in the Autonet network [5] .
Each switch contains a local epoch number, which is initialized to zero when the switch is powered on. When a switch initiates a reconfiguration, it increments its local epoch number and includes the new value in all control messages associated with the reconfiguration. Other switches will join the reconfiguration process for any epoch that is greater than their current local epoch and will set the local epoch to match. Every control message related to a reconfiguration process has the same epoch number.
If a switch sees a higher epoch number in a reconfiguration message while still involved in Steps 1 through 4, it discards the collected information and starts from scratch. If the new reconfiguration occurs while the switch is involved in Step 5, the root and boundary nodes stop their movement. The new reconfiguration process could resume the suspended movements or initiate new ones.
PERFORMANCE EVALUATION
In this section, we evaluate the performance of the dynamic reconfiguration protocol (referred to as PPR in the plots) proposed in this paper. We also evaluate a static reconfiguration technique for comparison purposes. This technique is based on the generation of the propagation order spanning-tree (POST), similar to the technique implemented in the Autonet network [8] .
Instead of analytic modeling, simulation was used to evaluate the reconfiguration technique. At the switching layer, our simulators model the network at the phit 3 level.
On the other hand, at the reconfiguration layer, our simulators model the entire protocols, including neighbor detection, distributed topology acquisition, and routing table computation. This includes sending all the required control messages through the network. The evaluation methodology used is based on the one proposed in [15] .
Switch Model
Fig . 11 shows the switch model. Each switch consists of a crossbar, a routing and arbitration unit, and several fullduplex links (composed of two unidirectional channels in opposite direction). The crossbar allows multiple packets to cross a switch simultaneously without interference. It is configured by the routing unit each time a successful route is established. The routing and arbitration unit determines the output channel for each packet as a function of its destination host, the input channel, the output channel status, and the queue status at the next switch. Table lookup routing is used. The routing unit can only process one packet header at a time. It is assigned to waiting packets in a round-robin fashion. When a packet cannot be routed because the requested channels are busy, it must wait in the corresponding input buffer until its next turn. We have considered buffers associated to input channels. These buffers have the capacity for one or more packets. Virtual cut-through (VCT) switching is used. Therefore, these buffers will only accept a new packet if there is enough space to store the whole packet.
We have assumed that 32 clock cycles are required to access the routing table and provide the output link for a message, and it takes one cycle to transmit one byte across the internal crossbar. Also, data are injected into the physical link at a rate of one byte per cycle. As in current high-speed LANs, channel pipelining [22] has been considered assuming that the fly time is 16 cycles for each byte. For the results presented in this paper, we have set the buffer size to 4,096 bytes. Additionally, there is a reconfiguration control unit that executes the reconfiguration process in each switch, sending control packets to other switches, and receiving and processing control packets from them.
Network Model
The network is composed of a set of switches and hosts connected to them. Network topology is completely irregular and has been generated randomly. However, for the sake of simplicity, we imposed two restrictions to the topologies that can be generated. First, we assumed that there is one host connected to each switch. Second, two neighboring switches are connected by a single link. In general, the number of ports connected to other switches is different for each switch. This number varies between two and eight ports. The remaining ports are idle. With respect to network size, we have evaluated networks with 8, 16, 24, 32, 48, and 64 switches.
Packet Generation
During simulations, two types of traffic coexist in the network: application and reconfiguration traffic. For application traffic, message destinations are randomly chosen among all the hosts in the network. For the generation rate, we have considered two traffic models: random and feedback model. In the former, messages are randomly generated but the average generation rate is constant and the same for all the hosts. In the latter, we simulate the behavior of client/server applications in the sense that when a message is delayed, the late arrival of this message will also delay its processing and the injection of new messages into the network. On the other hand, control message destinations and generation rates are provided by the distributed execution of the reconfiguration protocol.
For application packet length, packets with 256-512 bytes (20 percent) and 1,024 bytes (80 percent) were considered.
Nevertheless, we have found that user packet length does not affect the relative performance of the reconfiguration techniques very much. Reconfiguration control messages could be very long, especially when they contain topological information. For this reason, they should be conveniently split into packets. The maximum packet length we could consider is the same as for user traffic. We have found that the dynamic reconfiguration protocol achieves much better results when control messages are split into short packets. The reason is that short control packets are better interleaved among user packets, reducing contention accordingly. However, splitting control messages into packets in the static approach provides worse results due to the overhead introduced by the additional headers. Note that there is no application traffic during a static reconfiguration. Then, there is no reason for a high fragmentation of its control messages. We have considered 256-byte and 1,024-byte packets for the dynamic and static reconfiguration protocols, respectively.
Simulation Results
In this section, we show the performance evaluation results. We compare the performance of our dynamic reconfiguration technique (PPR) with the static reconfiguration technique (POST). Fig. 12 shows the instantaneous latency and aggregated discarded packets versus simulation time for a network with 48 switches when uniform traffic is considered. Fig. 13 shows the same results but considering the feedback traffic model. Note the very different scale for the instantaneous latency. In these figures, the left plot corresponds to the results obtained when the POST technique is applied, and the right plot shows the results for the PPR technique. These results correspond to the worst situation for the PPR technique: the deactivation of the root switch. In Fig. 12 , we can see that the average packet latency is approximately 3,000 cycles in the absence of reconfiguration. For simulation time equal to 510 Â 10 6 cycles, a reconfiguration process is triggered. A POST reconfiguration produces a time interval of half a million cycles in which packets are not transmitted through the network. The absence of packets is due to stopping user traffic during the reconfiguration. Moreover, more than 3,000 application packets are discarded. On the other hand, a PPR technique does not affect application traffic. The network does not stop its activity, and packet latency does not increase during the reconfiguration. Only a few packets are discarded by the PPR process. Note that we considered the worst case network reconfiguration for the PPR technique.
Feedback traffic models client/server applications. During a static reconfiguration process, the hosts do not receive messages and, as a consequence, they do not inject new messages into the network. Fig. 13a shows that when application traffic is resumed, many packets experience a very high latency if a POST technique is applied. Also, many packets are discarded. During the time interval just after reconfiguration, the traffic corresponds to the same requests that were discarded during the reconfiguration. Discarding packets prevents the network from guaranteeing QoS. On the other hand, Fig. 13b shows that a PPR protocol does not increase packet latency significantly. In this case, only a few packets are discarded.
Figs. 14 and 15 show the amount of packets discarded when the reconfiguration process starts. In case of static reconfiguration, these packets come from emptying the buffers when the reconfiguration process is triggered. For that reason, the number of discarded packets increases almost linearly with network size. However, the amount of packets discarded during dynamic reconfiguration depends on the network size only in an indirect way. The figures show that the number of discarded packets is much lower when dynamic reconfiguration is used. Also, it can be seen that when the reconfiguration consists of the activation of new switches there are not any discarded packets when using dynamic reconfiguration. The reason is that no legal route between two hosts disappears. Only new routes are added to the network. Finally, it seems that the kind of traffic (random or feedback traffic) does not significantly influence the amount of discarded packets.
We have analyzed the benefits provided by the proposed reconfiguration protocol to application traffic. Now, we analyze how long it takes to reconfigure the network. To achieve it, our simulators accurately model the time required to process the reconfiguration control packets. Processing times have been obtained empirically by executing the corresponding part of the protocol on a microcontroller. Fig. 16 shows reconfiguration time versus network size. In this figure, we can see that our approach requires more time than the POST strategy, and this behavior remains as network size increases. Nevertheless, it does not affect user traffic due to the dynamic behavior of the PPR protocol. Therefore, reconfiguration time is not critical in PPR. Also, as our reconfiguration protocol does not stop user traffic, it may be thought that the reconfiguration time will depend on network load. Fig. 17 shows reconfiguration time versus traffic for a network with 32 switches. In this figure, we can see that reconfiguration time is not heavily affected by network load. The reason is that control messages are interleaved with user messages by the switches whenever required. Therefore, reconfiguration is not significantly delayed by user traffic.
CONCLUSIONS
Several distributed applications demand high system availability. Additionally, multimedia applications require some quality of service (QoS) guarantees. In particular, audio and video streams must be delivered within some deadline, also minimizing jitter. When executed in a local environment, distributed multimedia applications require high-speed LANs with point-to-point links. Unfortunately, high-speed LANs may suffer frequent reconfigurations due to switch activation and deactivation, link remapping, and component failures. In these cases, a distributed reconfiguration protocol analyzes the topology, computes the new routing tables, and asynchronously downloads them to the corresponding switches.
Current reconfiguration protocols stop user traffic during the routing table update to avoid deadlocks. As a consequence, these networks are not suitable to support certain multimedia applications because message latency may increase by three orders of magnitude during the reconfiguration and, consequently, QoS may no longer be guaranteed.
In this paper, we have proposed a new distributed dynamic reconfiguration protocol that asynchronously updates routing tables without stopping user traffic. This protocol is valid for any topology, it supports packet switching, virtual cut-through and wormhole switching, and does not rely on the existence of virtual channels to work. Also, it guarantees the absence of deadlocks during the reconfiguration process. After presenting different approaches to dynamic reconfiguration, this paper analyzes the activation and deactivation of network components, showing how to build a network graph and update routing tables in such a way that no deadlock can arise. However, the routing algorithm may be disconnected, i.e., some parts of the network may be unreachable. Then, we propose a distributed protocol that produces a sequence of partialrouting table updates, which are able to reconnect the routing algorithm. We show that the routing algorithm at every intermediate step is deadlock-free, and that the final routing algorithm correctly routes messages between every pair of nodes. We also show by simulation that the negative effects (high packet latency and discarded packets) produced by the reconfiguration process are considerably reduced if we apply a dynamic reconfiguration technique.
In summary, we conclude that the reconfiguration technique proposed in this paper significantly outperforms previously proposed reconfiguration techniques because it does not require stopping user traffic during the reconfiguration. Our reconfiguration technique is especially suitable for systems that have to provide QoS guarantees. Without using our reconfiguration technique, it is not possible to guarantee QoS when the topology changes.
APPENDIX A BREAK NODE MOVEMENT
The movement of a break node requires updating multiple routing tables in the whole network without introducing cycles in the channel dependency graph. Next, we analyze the movement of a break node to a neighboring position by changing the orientation of the link connecting them. This movement may cause deadlocks if it is done in an uncontrolled way. In this section, we propose a dependency disable/enable technique that avoids deadlocks in all the cases. Fig. 18 shows a network composed of five nodes. Before reconfiguration, break node is node 1 (left). After the change of orientation for link e, node 5 will be the new break node (right).
A.1 Dependency Disable/Enable
During the reconfiguration, two restrictions must be imposed in order to avoid deadlocks:
1. Old dependencies at node 5 must be disabled before the new ones become active at node 1. Thus, an ordering between dependencies is required. The temporal ordering between two dependencies will be referred to as a metadependency. 2. The user packets routed with the old configuration must cross node 5 before the old dependencies are disabled. In other words, user packets routed with the old routing tables at previous nodes must be routed using the old routing table at node 5. Otherwise, those packets would not be able to cross node 5 and would block forever. Those packets will be referred to as late packets. Fig. 19 shows the dependencies in the network and the possible positions for late packets. The figure includes the dependencies for messages traveling counterclockwise (on the left) and clockwise (on the right). Fig. 20 shows a sequence of dependency disable/enable. This sequence is necessary to achieve a correct reconfiguration for the network shown in Fig. 18 . In the figure, DEPn means the dependency in the corresponding direction from the input to the output link at node n. This process consists of an ordered set of partial changes in the routing tables. There are two possible cases:
1. When a message arriving at a node through channel i could be routed through channel j using the old routing table but cannot be routed through that channel using the new routing table, the dependency between i and j has been disabled. 2. When a message arriving at a node through channel i can be routed through channel j using the new routing table but could not be routed through that channel using the old routing table, the dependency between i and j has been enabled. In the first step, a negotiation takes place between both break nodes (initial and final ones). Node 1 erases in its routing table the entries corresponding to paths that use link e and then link d (Step 1). Then, a control message, called brush message, is transmitted though this link. When this message reaches the head of the input buffer this implies that this input buffer was released of late packets (Step 2). Then, a partial table update is executed at node 5. This update consists of deleting all the entries that use channel e as input and channel d as output (Step 3). Then, node 5 informs to node 1, and node 1 updates its routing table enabling channel e output for packets arriving on channel c (Step 4). Steps 5 through 10 propagate the reconfiguration from the initial break node 1 to the final one 5 crossing the graph. We can group the update in both directions into a single message. This message enables the new dependency at each node in the counterclockwise direction and concurrently disables the old one in the clockwise direction. This update is performed after late packets are transmitted at each node.
After the propagation of the reconfiguration and the release of resources, node 5 erases from its routing table the entries that use channel d as input and channel e as output (Step 11). Then, node 1 enables its traffic from e to c (Step 12) and, finally, node 5 does the same (Step 13).
A.2 Propagating the Reconfiguration
Dependency disable/enable must be propagated across the network, through all the cycles in which the break node participates. A strict reconfiguration sequence must be followed. As a result, the propagation begins at the old break node, it continues through the cycle, being split into multiple paths if there are multiple nested cycles and it finishes at the new break node. Control messages used in this process are called DRP_BREAK_MOVEMENT. An example is shown in Fig. 21 .
Each node inside the cycle establishes the propagation sequence by means of two groups of nodes:
1. Set of previous nodes: nodes that have to update their routing tables before allowing the current node to update its table. This set is empty for the node that begins the process.
2. Set of subsequent nodes: nodes that should be informed by the current node after updating its own routing table. This set is empty for the node that finishes the process. Fortunately, each node can obtain these sets using only local information by means of two accesses to the routing table. Two sets of channels, called O (old) and N (new), are previously defined. Set O is obtained using the internal buffer (see Fig. 11 ) as input channel and the old break node as destination node. Set N is obtained by means of the second access to the routing table. In this case, the input channel is the channel through which the DRP_BREAK_MOVEMENT message arrives at the node, and the destination node is the new break node.
The set of channels that connect the current node with its set of previous nodes is C previous O À N. The set of channels that connect the current node with its set of subsequent nodes is C subsequent O N. There are no more channels. Fig. 22 shows old and new channel sets and sets of channels leading to previous and subsequent node sets corresponding to the network shown in Fig. 21. 
APPENDIX B EXTENDING PPR TO NOWS WITH ADAPTIVE ROUTING B.1 Adaptive Routing
Up
Ã /down Ã routing is not always able to provide a minimal path between every pair of nodes due to the restrictions imposed by the up Ã /down Ã rule. As the network size increases, this effect becomes more widespread.
In order to increase the adaptivity of this routing scheme and provide minimal paths, we apply the general methodology for the design of deadlock-free adaptive routing algorithms for networks with irregular topology proposed in [17] , [18] . We split each physical link into two virtual channels, called original and new channels. New channels are used for fully-adaptive minimal routing. The new routing scheme gives a higher priority to the new channels. Original channels are used as escape channels to avoid deadlock when all the minimal routes are busy, using in this case up Ã /down Ã routing. In the wormhole version of this routing scheme, once a message reserves an original channel, it must be routed using only original channels until it is delivered, in order to prevent deadlock situations. However, as we use virtual cut-through switching, this restriction is not necessary [15] and, thus, a message that is using an up Ã /down Ã channel can use an adaptive channel in the next link.
B.2 The PPR Extension
A reconfiguration process that updates up Ã /down Ã routing tables requires information about the entire topology and a correct directed graph computed from it. However, a reconfiguration process that updates minimal routing tables only requires the topological information. In this case, no correct directed graph is required because minimal adaptive routing allows cyclic dependencies between channels. For this reason, instead of initially starting the PPR process, we propose triggering a different distributed process to obtain information about the entire network topology. This process is called Topology Task (TT) and is based on the construction of a Propagation-Order Spanning Tree from the topology [23] . Its data structures only contain topological information used to generate the minimal adaptive routing tables.
When the root node of this tree has acquired the entire topology, it is ready to trigger a PPR process, which will update up Ã /down Ã routing tables, as described in Section 5. At the same time, it sends the topological information to every switch in the network. In this way, when switches have acquired the new topology, they are ready to update their minimal adaptive routing tables. The up Ã /down Ã routing tables will be updated later. Fig. 23 shows how the two processes (TT and PPR) overlap in time. Fig. 23a represents a network supporting up Ã /down Ã routing running a PPR process. Fig. 23b represents the same topology supporting adaptive routing and running the two overlapped processes, TT and PPR. The TT distribution phase overlaps with the PPR propagation phase. Observe that, in the latter case, the PPR process takes longer to complete than in the former. The reason is that PPR control messages must coexist with TT messages distributing the entire topology through the network.
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