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Abstract
In mobile wireless systems, where there are strict power and bandwidth constrains it
is desirable to adopt energy efficient constellations combined with powerful equalizer.
However, this increased spectral efficiency of multilevel modulations comes at the ex-
pense of reduced power efficiency, which is undesirable in systems where power con-
sumption is a constraint. Hence, minimization of the transmitted energy would enable a
significant reduction in the total energy consumption of the wireless mobile devices. A
simple and practical constellation optimization design would optimize the transmitted
energy with a minimum increase in system complexity. The constellation decomposition
in terms of a sum of BPSK (Bi-Phase Shift Keying) sub-constellations, relies on an analyt-
ical characterization of the mapping rule were the constellation symbols are written as a
linear function of the transmitted bits.
Moreover, large constellations in general and non-uniform constellations in particular are
very sensitive to interference, namely the residual ISI (Inter-Symbol Interference) at the
output of a practical equalizer that does not invert completely the channel effects. IB-DFE
(Iterative Block DFE) is a promising iterative frequency domain equalization technique
for SC-FDE schemes (Single-Carrier with Frequency Domain Equalization) that allows
excellent performance. Therefore it is possible to use the decomposition of constellations
on BPSK components to define a pragmatic method for designing IB-DFE receivers that
can be employed with any constellation.
In this thesis we consider SC-DFE schemes based on high order M -ary energy optimized
constellations with IB-DFE receivers. It is proposed a method for designing the receiver
that does not require a significant increase in system complexity and can be used for
the computation of the receiver parameters for any constellation. This method is then
employed to design iterative receivers, implemented in the frequency-domain, which can
cope with higher sensitivity to ISI effects of the constellations resulting from the energy
optimization process.
Keywords: Nonlinear amplification, Voronoi, QAM, SC-FDE, IB-DFE, Gain/Phase im-
balances
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Resumo
Em sistemas de comunicações sem fios onde existe um grande rigor na utilização de
largura de banda e potência, é desejável adotar constelações energeticamente eficientes
combinadas com equalizadores eficazes. No entanto um aumento de eficiência espectral
utilizando constelações multinível leva a um baixo rendimento energético, o que não é
desejável em sistemas móveis. Portanto uma redução da energia transmitida permitiria
uma redução significativa na energia total consumida pelos dispositivos de comunicação
sem fios. Assim a otimização do formato da constelação permitiria a redução da energia
transmitida com um incremento mínimo na complexidade do sistema. A decomposi-
ção de constelações na soma de sub-constelações BPSK (Bi-Phase Shift Keying), baseia-se
numa caracterização analítica de regras de mapeamento onde os símbolos são escritos
como uma função linear dos bits transmitidos.
Além disso, grandes constelações em geral e constelações não uniformes em particular,
são bastante sensíveis a interferências, nomeadamente o ISI (Inter-Symbol Interference)
residual à saída do equalizador que não consegue inverter completamente os efeitos do
canal. IB-DFE (Iterative Block DFE) é um equalizador iterativo no domínio da frequência
promissor para esquemas SC-FDE (Single-Carrier with Frequency Domain Equalization),
que permite excelentes desempenhos. Por isso é possível utilizar uma decomposição de
constelações em sub-constelações BPSK para definir um método pragmático de desenho
de recetores IB-DFE capazes de lidar com qualquer tipo de constelação.
Nesta tese é considerado um esquema SC-FDE baseado em constelações de grande di-
mensão e otimizadas energeticamente com um recetor IB-DFE. É proposto um método
para desenho do recetor capaz de lidar com qualquer tipo de constelação sem necessitar
de um grande aumento de complexidade do sistema. Este método é então utilizado para
desenhar recetores iterativos implementados no domínio da frequência que conseguem
lidar com a grande sensibilidade aos efeitos do ISI resultantes do processo de otimização
de energia.
Palavras-chave: Amplificação não linear, Voronoi, QAM, SC-FDE, IB-DFE, Erros de Fa-
se/Ganho
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1
Introduction
In modern wireless mobile communications systems, spectral and power efficiencies are
fundamental requirements to assure high data bit rates and maximize the battery du-
ration in mobile devices. The former can be achieved by multilevel modulations. It is
well known the ability of high order constellations to improve the spectral efficiency of
communication systems. However, this increased spectral efficiency comes at cost of re-
duced power efficiency, which is undesirable in systems where power consumption can
be a main constraint. Hence, the minimization of the transmitted energy would enable
a significant reduction in the total energy consumption of the wireless mobile devices.
Therefore, designing constellation formats which offer a good trade-off between spectral
and power efficiency becomes crucial for efficient battery usage.
On the other hand power amplifiers are also an important part of telecommunication sys-
tems, since through amplification we can meet the imposed Quality of Service (QoS) as
well as compensate the power loss due to slow fading between transmitter and receiver.
In common amplifiers used in mobile communications systems the maximum efficiency
is reached near the saturation region. To avoid nonlinear distortion effects, amplifiers
are usually over dimensioned which cause losses on power efficiency. So amplifiers may
be over dimensioned through power back-off techniques to provide a linear response
and avoid non-linear effects that can degrade the signal and reduce the overall system
1
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performance [1].
Nowadays linear amplification is used in telecommunication systems, but this kind of
amplification is complex, expensive, and has low efficiency. To achieve the goal of en-
ergy efficiency non-linear amplifiers can be used instead. Non-linear amplifiers are more
efficient, reduce energy wasting and are simple to implement, which reduce the total cost
of system. Still, this is only possible when the signals have constant envelope. On the
other hand the better spectral efficiency associated to high order constellations, such as
M-Quadrature Amplitude Modulation (QAM), can be assured at cost of higher envelope
fluctuations, which make them prone to non-linear effects.
Several techniques can be adopted to reduce envelope fluctuations. For example, M-
Offset Quadrature Amplitude Modulation (OQAM) constellations have same spectral ef-
ficiency as M-QAM, but lower Peak-to-Average Power Ratio (PAPR), making them more
suitable for amplification with non-linear amplifiers. However, despite the reduction on
envelope fluctuations, these schemes are not still suitable for amplifiers operating near to
the saturation.
1.1 Motivation
Therefore the problem is twofold: maximization of the spectral efficiency and maximiza-
tion of power efficiency through optimization of constellation’s energy and efficient high
power amplification. Moreover, large constellations, in general, and non-uniform con-
stellations, in particular, are very sensitive to interference, namely the residual Inter-
Symbol Interference (ISI) at the output of a practical equalizer that does not invert com-
pletely the channel effects (e.g., a linear equalizer optimized under the Minimum Mean
Square Error (MMSE) [2]).
Single-Carrier with Frequency-Domain Equalization (SC-FDE) schemes [3] are excellent
candidates for future broadband wireless systems since they can have good performance
in severely time-dispersive channels without requiring complex receiver implementation
[4, 5]. A promising Iterative Block Decision Feedback Equalization (IB-DFE) approach
for SC transmission was proposed in [6] and extended to diversity scenarios [7, 8] and
spatial multiplexing schemes [9]. With IB-DFE schemes both the feedforward and the
2
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feedback parts are implemented in the frequency domain. Earlier IB-DFE implementa-
tions considered hard decisions (weighted by the blockwise reliability) in the feedback
loop. Consequently, theIB-DFE techniques offer much better performances than the non-
iterative methods [6, 7]. To improve the performance and to allow truly turbo Frequency-
Domain Equalization (FDE) implementations, IB-DFE schemes with soft decisions were
proposed[10, 11, 12]. Therefore, we can expect significant performance improvements
when we employ IB-DFE receivers with large constellations. However, difficulties may
arise in the design of IB-DFE receivers for large constellations, namely on the computa-
tion of the reliability of each block, as well as problems on the computation of the average
symbol values conditioned to the FDE and/or the channel decoder output.
Another authors have been working in the order to optimize the constellation energy,
leading to a constellations with reduced PAPR. However the resultant constellations
keep suffering of high sensibility to ISI and high distortion due to non-linear amplifiers
working near the saturation point.
Based on the constellation’s decomposition as a sum of Bi-Phase Shift Keying (BPSK)
sub-constellations it is possible to do an analytical characterization of the mapping rule
where the constellation symbols are written as a linear function of the transmitted bits.
For that propose we use the analytical method for constellation representation devel-
oped in this thesis. Another advantage of the decomposition of high order constella-
tions into BPSK sub-constellations with constant envelope relies on the fact that each
sub-constellation can be amplified independently and posteriorly combined to build up
the multi-dimensional constellation. Under these conditions it is possible to maximize
the efficiency of power amplification operation, since the amplifiers can operate in sat-
uration region without inducing non-linear distortion effects in each amplified signal
component.
We consider SC-FDE schemes based on high order M -ary energy optimized constella-
tions with IB-DFE receivers. We propose a method for designing the receiver that does
not require a significant increase in system complexity and can be used for the compu-
tation of the receiver parameters for any constellation. This method is then employed
to design iterative receivers, implemented in the frequency-domain, that can cope with
3
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higher sensitivity to ISI effects of the resulting constellations from the energy optimiza-
tion process.
1.2 Thesis Structure
In chapter 2 are discussed several aspects regarding the constellations design, energy op-
timization and analytical characterization of mapping rules. Constellation design and
energy optimization problems are characterized in sections 2.2, 2.3 and 2.4. In section
2.5 it is shown that based on the constellation decomposition as a sum of BPSK sub-
constellations it is possible to do an analytical characterization of the mapping rule were
the constellation symbols are written as a linear function of the transmitted bits.
In chapter 3 are discussed several aspects related with the amplification of generic multi-
dimensional constellations. Firstly, sections 3.1 and 3.2 start with the characterization
of the amplification problem of Offset Quadrature Phase Shift Keying (OQPSK) constel-
lations, including the analytical characterization of the non-linear effects. Section 3.3
presents a new amplification technique based on the decomposition of multi-dimensional
constellations on BPSK components. This also includes the characterization of the struc-
ture suitable for the amplification stage. Section 3.4 deals with the matching requirements
of the transmitter suitable for parallel amplification structures proposed in section 3.3.
The analytical characterization of the impact on performance of phase and gain imbal-
ances between amplifiers is made in the sub-sections 3.4.1 and 3.4.2, where are presented
some performance results.
Chapter 4 considers SC-FDE schemes based on high order M -ary energy optimized con-
stellations with IB-DFE receivers. In section 4.1 it is proposed a method to design the
receiver that does not require a significant increase in system complexity and can be used
for the computation of the receiver parameters for any constellation. Section 4.2 shows
that the analytical mapping rule, based on the constellation decomposition as a sum of
BPSK sub-constellations, can be applied to the proposed method to extend it into the de-
sign iterative receivers, implemented in the frequency-domain, that can cope with higher
sensitivity to ISI effects of the constellations resulting from the energy optimization pro-
cess. Some performance results are presented in section 4.3.
4
1. INTRODUCTION 1.2. Thesis Structure
Conclusions and concluding remarks are presented in chapter 5. It also includes future
research and complementary topics to the work presented in this thesis.
5
1. INTRODUCTION 1.2. Thesis Structure
6
2
Constellation Design
It is well known the ability of high order modulations to increase spectral efficiency in
communication systems. However, this increased spectral efficiency comes at the ex-
pense of reduced power efficiency, which is undesirable in systems where power con-
sumption is a constraint. Hence, minimization of the transmitted energy would enable
a significant reduction in the total energy consumption of the wireless mobile devices.
Therefore, designing constellation formats which offer a good trade-off between spectral
and power efficiency becomes crucial for efficient battery usage. In this chapter it will be
discussed different approaches to aim an energy optimization of the transmitted signals.
In sections 2.1, 2.2 and 2.3 several types of high order modulations are characterized as
well as the techniques commonly adopted for energy’s optimization. Section 2.4 presents
some complementary remarks to the results from previous sections and makes a com-
parison between the different types of constellations. Finally, section 2.5 presents a new
method for analytical characterization of the mapping rules, suitable for Square Quadrature
Amplitude Modulation (QAM), Cross-QAM and Voronoi constellations, based on the de-
composition of such constellations in Bi-Phase Shift Keying (BPSK) components.
7
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2.1 Square Quadrature Amplitude Modulation
Usually a M-QAM constellation can be written as the sum of two Pulse Amplitude Mod-
ulation (PAM) each with dimension
√
M , one for the in-phase (real) component and the
other for the quadrature (imaginary) component. The PAM signals are described by∑
i air(t − iT ) and
∑
i bir(t − iT ), with ai and bi real values belonging to an alphabet
with size
√
M and r(t) denoting a rectangular pulse shape with duration T (i.e. symbol
duration). Therefore, the corresponding mapping is straightforward: half the bits are
used to define the in-phase component (as in the previous case, for Gray mapping or
natural binary mapping) and the other half is used to define the quadrature component.
This is possible by using orthogonal basis functions to create a final signal as QAM. For
instance, in square M-QAM the basis functions associated to in-phase and quadrature
components are cosine and sine waves, respectively
φ1(t) =
√
2
T
cos(2pifct), 0 ≤ t ≤ T (2.1)
φ2(t) =
√
2
T
sin(2pifct), 0 ≤ t ≤ T (2.2)
where fc denotes the carrier frequency, and T is the symbol time duration.
To generate a QAM signal two PAM signals are multiplied by the basis functions of (2.1)
and (2.2). For example, when ai = ±1,±3,±5,±7 and bi = ±1,±3,±5,±7 we may have
in each component the orthogonal signals shown in Fig.2.1 (in this particular case it is
assumed a 8 PAM signal in each component). Under these conditions half of bits are
modulated in each component and they can be demodulated independently. Within a ith
time symbol interval with duration of T , the resulting M2-QAM signal is given by
si(t) =
√
2E0
T
ai cos(2pifct) +
√
2E0
T
bi sin(2pifct), (2.3)
where E0 represents energy for a minimum amplitude symbol, and ai and bi are ampli-
tude values from PAM signals ±d
2
,±3d
2
, ...,±(L− 1)d
2
, with L =
√
M and d the min-
imum Euclidean distance. The signal xi consists of two quadrature carriers, each one
8
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Figure 2.1: Orthogonal signals in Square-QAM.
modulated by a set of discrete amplitudes defined by ai and bi. The average symbol
energy for square M2-QAM is given by
Es =
1
M2
M∑
i,j=1
(sI
2
+ sQ
2
)
= d2
(
M2 − 1
6
)
.
(2.4)
Thus, the average bit energy can be written as
Eb = d
2
(
M2 − 1
6 log2(M)
)
. (2.5)
Therefore, for the minimum Euclidean distance results
d =
√
6 log2(M)Eb
M2 − 1 . (2.6)
Using the Gilbert approximation [13], we may write the probability of symbol error Ps as
Ps ≈ NQ(∆), (2.7)
where N is the average number of adjacent symbols, Q is the Gaussian tail function and
9
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∆ denotes the minimum distance (in signal-to-noise ratio) from a symbol to a decision
boundary. From (2.7) and (2.5) and considering a Gray code the Bit Error Rate (BER) can
be approximately given by
Pb ≈ 2
log2(M)
(
1− 1
M
)
Q
(√
6 log2(M)
M2 − 1 .
Eb
No
)
, (2.8)
whereN0 denotes the one-sided power spectral density of the noise. It becomes clear, that
QAM Modulation produces a spectral efficient transmission, however the symbols are
very close leading to more errors due to noise and distortions. To overcome these errors
more power has to be used in the transmission, and this reduce the power efficiency.
2.2 Cross Quadrature Amplitude Modulation
In the last section we have described how Square-QAM works, but this is valid just when
the number of bits is even (i.e., 4-,16-,64-,256-QAM). When the number of bits is odd
(i.e, 8-,32-,128-QAM), rectangular constellations are not the best choice, as it is shown in
[13]. To reduce the peak and average power, a Cross-QAM is used instead of Square-
QAM. Cross-QAM constellations started being used in schemes where the constellation
size change with the channel quality. Contrarily to Square-QAM (M = 2m) where the
changes on size are from m to m+ 2 (the constellations sizes are power of 4, i. e. 16 to 64
to 256-QAM and so on), with Cross-QAM modulation the increase on size is smoother,
we may pass from m to m + 1. Cross-QAM constellations based on a symmetric pattern
assure three performance parameter improvements associated with a symmetric pattern:
1) reduced average symbol signal-to-noise ratio; 2) a smaller peak power requirement; 3)
a lower signal set dynamic range. To generate a Cross-QAM constellation of m bits, we
start with a square constellation ofm−1 bits, then each side is extended by 2m−3 symbols
as shown in Fig. 2.2 [13]. The corners should be ignored because these areas require more
power to amplify [14]. In Cross-QAM constellations a pure Gray code is not applicable,
therefore the BER has some increment related with number of different bits between ad-
jacent symbols. Recall that rectangular M-QAM constellations may have a bit-symbol
correspondence that yields exactly one-bit differences in bit representations of adjacent
10
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Figure 2.2: Illustrating how to obtain a Cross-QAM from Square-QAM.
symbols, i.e., a "pure" Gray code. On the other hand Cross-QAM and Voronoi constella-
tions have "impure Gray codes" where the reflected binary property of Gray codes does
not holds, since any two equidistant symbols from a particular bit change do not differ
only in that bit. Consequently, they suffer a "Gray code penalty", Gp, i.e. the average
number of bit differences per adjacent decision region (for pure Gray this value is near
unity [13]). Thus, on the average, a single symbol threshold error will cause Gp bits to be
in error.
The "peak Gray penalty" Gp is defined as the maximum (over the constellation) num-
ber of bit-errors per single symbol threshold error. Thus the BER suffers an increment
represented by Gray penalty (usually this factor have values near 1), leading to
Pb ∼= GpN
log2(M)
Q(∆), (2.9)
where ∆, denotes the normalized "Gilbert distance" of the array, is the least distance (in
signal-to-noise ratio) from a signal point to a decision boundary. N represents the "Gilbert
number" of the constellation and it is the average (over the array) number of distinct" de-
cision boundaries exactly at distance ∆ from a signal point. N may be thought of as the
average number of "nearest neighbours" in the constellation, since a decision boundary
at the minimum distance ∆ implies another signal point equidistant beyond it.
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From [15] and assuming equally probable symbols, we may write the minimum Eu-
clidean distance as
d =
√
48 log2(M)Eb
31M − 32 . (2.10)
For M ≥ 32, N is given by
(
4− 6√
2M
)
thereby is valid to approximate the BER by
Pb ∼= Gp
log2(M)
(
4− 6√
2M
)
Q
(√
48 log2(M)
31M − 32 .
Eb
No
)
. (2.11)
Contrarily to Square-QAM, it is not straightforward the decomposition of this constel-
lation into PAM signals. So it can be not possible to split in In-Phase and Orthogonal
components and compute independently the transmitted bits in each component.
2.3 Voronoi constellations
As referred before the energy optimization of any constellation can reduce the transmit-
ted power. Of course it is not possible such optimization with square or cross-QAM con-
stellations. To reduce the transmitted power, different methodologies have been adopted
for the design of constellations shapes. One approach is to resort to lattice codes, which
have been extensively used in the definition of multilevel modulation formats for Additive
White Gaussian Noise (AWGN) channels [16, 17]. Another approach minimizes the av-
erage power through constellation shaping and non equiprobable signalling [16, 18]. The
former is done by selecting the set of points in a lattice which have minimum energies,
whereas the latter minimizes the average power by reducing the transmission frequency
of points with high energies. In addition, by numerical optimization techniques it is pos-
sible to find the best possible packing of constellation points as in [19] for different power
constrains, whether average or peak power.
In conclusion, we may say that the optimization problem relies on the identification of the
constellation shape that provides the densest configuration of the constellations points,
which is not a trivial problem and the solution requires a mathematical optimization pro-
cess. The kissing problem is a good approach to this problem, which is a basic geometric
problem that asks how many balls, with the same size, can touch one given ball at the
12
2. CONSTELLATION DESIGN 2.3. Voronoi constellations
same time. The answer for this problem is six balls, representing a hexagonal shape, as
shown in Fig. 2.3 [20].
Figure 2.3: Kissing arrangement for R2
For a 2-dimensional Euclidean space <2 it can be shown that Voronoi region have hexag-
onal shape which corresponds the densest region disposition. Under this configuration
we have the optimum average Euclidean distance between symbols, with them placed
over a hexagonal lattice with a unit minimum separation given by [21].
min
(
1
M
M−1∑
i=0
|si|2
)
, subject to, d2(si, sj)i 6=j ≥ 1. (2.12)
It should be mentioned that Voronoi codes only attain certain rates and since the shaped
regions defining them are not circular, they do not have in general the lowest possible
energy (although for 2-dimensional Euclidean real space the difference to the minimum
energy configuration is small). Obviously, due to the lower transmitted energy, Voronoi
constellations can achieve performance improvements over Square and Cross-QAM.
Examples of optimal Voronoi constellations with sizes of 16, 32 and 64 are shown in
Fig.2.4. It can be seen the higher density of the resulting constellations, since the symbols
are now packed in a smaller area when compared with rectangular or Cross-QAM con-
stellations with the same size. That is, the performance improvement is achieved because
the area occupied by symbols are smaller than QAM, requiring less transmitted energy
for the same number of points. This improvement grows with the constellations size but
at cost of increase in the receiver complexity. Similarly to Cross-QAM, due to the higher
number of adjacent symbols, these constellations do not have pure Gray code, being the
13
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BER affected by a Gray code penalty. However, and despite this degradation factor for
high values of Signal-to-Noise Ratio (SNR) the performance of Voronoi constellations
overpass performance of other constellations (Square QAM and Cross-QAM).
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Figure 2.4: Optimized energy Voronoi constellations for 16, 32 and 64 symbols
2.4 Comparison Between Constellations
For comparison purposes we consider the three types of constellations from previous sec-
tions. Several parameters should be taken into account, as the number of adjacent sym-
bols, the coding rule, the Peak-to-Average Power Ratio (PAPR) and the energy gains of
each one. It should be mentioned that the constellation shape together with the number
of adjacent symbols have direct impact in the shape of the decision regions. For instance,
contrarily to Square QAM in non uniform constellations the shape of the decision regions
it is not the same for all. This fact can have impact in receiver’s complexity.
On the other hand a pure Gray code it is only possible with Square-QAM constellation.
Due to the relation (bits/adjacent symbols) Cross-QAM and Voronoi constellations do
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not support a pure Gray code, which affects the performance for low SNR values. Never-
theless Cross-QAM has the ability to take Gray code with some gap as shown in section
2.2.
Regarding the energy optimization, two parameters must be compared: the energy gain
over an Quadrature Phase Shift Keying (QPSK) constellation and the PAPR. We will
consider as reference a QPSK constellation which has a average bit energy given by the
follow expression,
Eb(QPSK) =
d2
4
. (2.13)
Therefore, we may define the energy gain G as,
G =
Eb(QAM,V OR)
Eb(QPSK)
. (2.14)
Due to the number of symbols, the considered constellations need more energy in the
transmission than QPSK, (in table 2.2 we can see negative gains). It means for transmit
the given constellations is needed more power than to transmit QPSK constellation, as
was expected.
Voronoi and Square QAM constellations are characterized by the values of energy gains
and average number of adjacent symbols shown in table 2.1 and table 2.2, respectively.
As we can see from table 2.2, when compared with QAM constellations, Voronoi con-
stellations have energy gains of 0.6 dB, 0.38 dB and 0.75 dB for 16, 32 and 64 symbols,
respectively. So it is clear that Voronoi constellations have higher gains, i.e. Voronoi
constellations can achieve the same bit error rate as QAM using less transmitted energy
per bit. At same time, these higher energy gains are associated to an higher number
of adjacent symbols (see table 2.1), which can compromise the performance outside the
asymptotic zone, i. e. for low values of SNR. Consequently, the receiver must take into
account this effect as well as the expected increase on the sensitivity of the resulting non
uniform constellations to Inter-Symbol Interference (ISI).
In a real amplification system, it is convenient to limit the dynamic range of the input
signal to avoid operation in the saturation zone. This is special valid for the peak power
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Table 2.1: Average number of adjacent symbols
Constellation type \ size 16 32 64
QAM 3 3.25 3.5
Voronoi 4.12 4.68 5.09
Table 2.2: Energy gains(dB)(reference QPSK constellation)
Constellation type \ size 16 32 64
QAM -3.98 -5.91 -8,45
Voronoi -3.40 -5.46 -7.69
of the input signal. For signals with high values of PAPR, the amplifiers can be satu-
rated for part of the dynamic range of the input signal, leading to non linear effects. As
referred before, over dimensioning the amplifier can be one solution to avoid the non lin-
ear distortion, but compromises the amplification efficiency. Another solution can be the
reduction of the PAPR, since signals with lower PAPR have lower dynamic range and are
less sensitive to non linear amplifiers’ effects. Therefore, PAPR is crucial to evaluate the
immunity of each constellation against non linear effects, which may affect the overall
efficiency of an amplification process [22].
From the definition the Peak Energy is,
Epeak = maxi
M−1∑
n=0
s2i,n. (2.15)
From (2.15), the PAPR is given by
PAPR =
Epeak
Es
. (2.16)
As we can see in Table 2.3, due to the densest symbols in Voronoi constellations, they
have lower energy and better PAPR than Square-QAM constellations. Although, there is
an exception for constellations with 32 symbols, since in this case lower energy Voronoi
constellations do not assure lower PAPR than Cross-QAM constellations.
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Table 2.3: PAPR values for Voronoi and QAM constellations
Constellation 16 32 64
type / size Epeak Es PAPR Epeak Es PAPR Epeak Es PAPR
QAM 4.50 2.50 1.80 8.50 5.00 1.70 24.50 10.50 2.33
Voronoi 3.81 2.19 1.74 8.45 4.40 1.92 17.28 8.82 1.96
2.5 General Constellation Mapping
General Mapping
Previous improvements on constellations energy efficiency are achieved with a signif-
icant increase in system complexity due to the complex nature of the bit sequence-to-
signal mappings. Hence, besides a simple and practical constellation optimization de-
sign that would optimize the transmitted energy it is also desirable a simple method for
analytical characterization of the resulting mapping rule, where the constellation sym-
bols are written as a linear function of the transmitted bits. It can be shown [23] that the
constellation symbols can be expressed as function of the corresponding bits as follows 1:
sn = g0 + g1b
(1)
n + g2b
(2)
n + g3b
(1)
n b
(2)
n + g4b
(3)
n + ...
=
M−1∑
i=0
gi
µ∏
m=1
(
b(m)n
)γm,i
, (2.17)
for each sn ∈ S, where (γµ,i γµ−1,i ... γ2,i γ1,i) is the binary representation of i and
b
(m)
n = 2β
(m)
n − 1 (throughout this thesis we assume that β(m)n is the mth bit associated
to the nth symbol and b(m)n is the corresponding polar representation, i.e., β
(m)
n = 0 or 1
and b(m)n = −1 or +1, respectively). Since we have M constellation symbols in S and M
complex coefficients gi, (2.17) is a system of M equations that can be used to obtain the
coefficients gi, i = 0, 1, ..., µ− 1. Writing (2.17) in matrix format we have
s = Wg, (2.18)
1It should be noted that in this subsection sn denotes the nth constellation point but in the previous
section sn denotes the nth transmitted symbol; the same applies to b
(m)
n (or β
(m)
n ) that here denotes the mth
bit of the n constellation point (instead of the mth bit of the nth transmitted symbol)
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with
s = [s1 s2 ... sM ]
T , (2.19)
g = [g0 g1 ... gµ−1]T , (2.20)
andW is a Hadamard matrix with dimensionsM×M . Clearly, the vector of constellation
points s is the Hadamard transform of the vector of coefficients g. Therefore, for a given
constellation we can obtain the corresponding coefficients gi from the inverse Hadamard
transform of the vector of constellation points. The Hadamard matrix is computed from
the relation W = 2W′ − 1 where W′ is a matrix given by

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0
1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1
1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0
1 0 1 0 0 1 0 1 1 0 1 0 0 1 0 1
1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1
1 0 0 1 0 1 1 0 1 0 0 1 0 1 0 0
1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0
1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1
1 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1
1 0 0 1 1 0 0 1 0 1 1 0 0 1 1 0
1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1
1 0 1 0 0 1 0 1 0 1 0 1 1 0 1 0
1 1 0 0 0 0 1 1 0 0 1 1 1 1 0 0
1 0 0 1 0 1 1 0 0 1 1 0 1 0 0 1

, (2.21)
As stated previously, a M-QAM constellation can be written as a sum of two PAM each
with dimension
√
M , one for the in-phase (real) component and the other for the quadra-
ture (imaginary) component. Therefore, the corresponding mapping is straightforward:
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half the bits are used to define the in-phase component (with Gray mapping or natu-
ral binary mapping) and the other half is used to define the quadrature component.
Another possibility is to represent any M-QAM constellations as a sum of BPSK sub-
constellations[24]. For instance, the constellations 16 and 32 QAM can be decomposed
in a sum of BPSK signals with the mapping rule defined by the set of non null complex
coefficients g2 = 2j, g3 = j, g8 = 2, g12 = 1 and g2 = 1.375j, g3 = 0.375j ,g6 = 0.375j,
g7 = −0.125j, g10 = 0.375j, g11 = −0.125j, g14 = 0.375j, g15 = −0.125j, g16 = −1.375,
g17 = −0.125, g20 = 0.625, g21 = −0.125, g24 = −0.375, g25 = −0.125, g28 = 0.125,
g29 = −0.125, respectively.
On the other hand, in Voronoi constellations the mapping rules are those that assure an
energy optimization. For example, the Voronoi constellation with 16 symbols is charac-
terized by the set of complex coefficients g0 = 0, g1 = −0.58+j0.57, g2 = −0.712+j0.545,
g3 = −0.014 − j0.124, g4 = 0.028 + j0.248, g5 = −0.186 + j0.273, g6 = −0.2 + j0.149,
g7 = −0.014 − j0.124, g8 = −0.1 + j0.074, g9 = 0.085 − j0.198, g10 = 0.358 + j0.272,
g11 = 0.859− j0.198, g12 = −0.1 + j0.074, g13 = −0.085− j0.198, g14 = −0.1 + j0.074 and
g15 = 0.085−j0.198, which corresponds to the constellation symbols shown in Fig.2.4. For
a dimension of 32 we have the sets of complex coefficients g0 = 0, g1 = −0.848 − j0.328,
g2 = 0.136 − j0.140, g3 = 0.147 + j0.184, g4 = 0.426 + j0.120, g5 = −0.342 − j0.394,
g6 = −0.048 − j0.025, g7 = 0.007 − j0.244, g8 = −0.271 + j0.741, g9 = 0.026 + j0.297,
g10 = 0.040 − j0.191, g11 = 0.411 − j0.312, g12 = 0.022 + j0.189, g13 = −0.122 − j0.348,
g140.048 + j0.025 =, g15 = 0.095 − j0.410, g16 = −0.280 − j0.396, g17 = −0.327 + j0.039,
g18 = 0.011 − j0.136, g19 = 0.140 − j0.032, g20 = −0.007 + j0.244, g21 = 0.474 − j0.314,
g22 = −0.313− j0.449, g23 = −0.243− j0.235, g24 = 0.022 + j0.189, g25 = −0.048− j0.025,
g26 = 0.048 + j0.025, g27 = −0.213− j0.290, g28 = 0.206 + j0.074, g29 = −0.173− j0.021,
g30 = −0.085− j0.187, g31 = −0.272− j0.180.
It should be mentioned that, due to energy optimization for both constellations types, the
resulting mapping rule for M-QAM constellations corresponds to the optimal mapping
of bits that minimizes the average number of different bits between one symbol and his
neighbours.
Based on the constellations decomposition as a sum of BPSK sub-constellations it is pos-
sible to provide an analytical characterization of the mapping rule were the constellation
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symbols are written as a linear function of the transmitted bits. This method is then
employed to design iterative receivers, implemented in the frequency-domain, that can
cope with higher sensitivity to ISI effects of the constellations resulting from the energy
optimization process.
20
3Efficient Amplification for General
Constellations
Typically power amplifiers are an important part in a telecommunication system, they
are responsible for amplify the signal in transmitter till the level needed to overcome
the loss between transmitter and receiver. A dependency of linear amplifiers makes the
transmitter amplification non-efficient, because they exhibit non-linear behaviours when
operating close to saturation region. So linear amplifiers must have some power backed
off techniques to provide a linear response, once the non-linear effects eventually degrade
the signal and reduce the system performance [1]. Linear amplification with non-linear
amplifiers take advantage from saturation region to improve the energy efficiency, but
these amplifiers can only be used if the signal has constant envelope. Let’s consider the
following signal which has constant envelope.
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Figure 3.1: Sin wave with constant envelope and Power Spectral Density (PSD)
Amplifying this signal with the saturated amplifier as a Operational Amplifier (OPAMP)
the resultant signal would be similar to Figure 3.2
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Figure 3.2: Rect signal and PSD
With the amplifier designed to work in the frequency of fundamental harmonic, the re-
maining harmonics are filtered so we have the original signal at the amplifier output. The
constant envelope signal doesn’t lose any information when is amplified by a non-linear
amplifier, because the whole information is contained in the first and single harmonic,
this is the motivation for the follow demonstration.
The modulations schemes having low envelope fluctuation are often recommended for
digital transmission whenever non-linear amplifiers are used, namely in the mobile and
satellite communications. The most common modulations which ensure a constant en-
velope or at least quasi-constant envelope are Offset Quadrature Phase Shift Keying
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(OQPSK) and Minimun-Shift Keying (MSK) modulations schemes. These schemes more
than constant envelope, exhibit a compact spectrum and high detection efficiency, archived
with simple receivers [12].
In the last chapter was shown how constellations are expressed as function of the cor-
responding bits. Now we will take advantage of this method to achieve the efficient
amplification of general constellations.
3.1 Parallel and Series OQPSK Signals
A OQPSK signal can be written as,
xp(t) =
N−1∑
n=0
aInr
p(t− n2T ) + j
N−1∑
n=1
aQn r
p(t− 2nT − T ) (3.1)
where r(t) is the modulation pulse and 2T represents the bit duration. The coefficients
aIn = ±1 and aQn = ±1 are respectively, the nth in-phase and quadrature bits [25].
The in-phase and quadrature data streams are shifted in the time domain half bit (T ), this
shift limits the carrier phase shift. If aIn or a
Q
n changes sign, a phase shift of ±90o occurs.
If both carriers can change only once ever 2T and a sign change occurs in both during the
same period results in a 180o phase shift. In OQPSK, in-phase and quadrature carriers
cannot change the phase simultaneously. One carrier has transitions in the middle of the
other symbol, this way eliminates the 180o phase changes.
We can write OQPSK in the parallel format as
xp(t) =
N−1∑
n=0
apnr
p(t− nT ), (3.2)
where
apn =

aIn′ n
′ = 2n
jaQ(n′) n
′ = 2n+ 1
(3.3)
It should be noted that symbols are spaced by T and they have alternately real and imag-
inary values, i.e. {apn} = {aI0|jaQ0 |aI1|jaQ1 |...|aIn−1|jaQn−1} = {±1| ± j| ± 1| ± j|...| ± 1| ± j}.
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For a Quadrature Phase Shift Keying (QPSK) scheme a transmitted signal is given by
xBP (t) = Re{xp(t)exp(j2pifct)} = xI(t)cos(2pifct)− xQ(t)sin(2pifct), (3.4)
where fc is the carrier frequency and xp is its complex envelope given by (3.2). The
previous equation can be written in this format
xBP (t) = Re
{
xp(t)exp
(
j
pit
2T
)
exp
(
j2pi
(
fc − 1
4T
)
t
)}
. (3.5)
We may define the complex envelope relatively to f pc = fc−
1
4T
and, xs(t) = xp(t)exp
(
j
pit
2T
)
[26]. Consequently (3.5) is given by
xBP (t) = Re
{
xs(t)exp(j2pif pct)
}
. (3.6)
From (3.2) we may write a OQPSK series signal as1
xs(t) =
N−1∑
n=0
asnr
s(t− nT ), (3.7)
considering a complex modulation pulse
rs(t) = rp(t)exp
(
j
pit
2T
)
, (3.8)
and
asn = a
p
n(−j)2n. (3.9)
The last equation can take the following values
asn =

as2n = a
p
2n(−j)2n = aIn(−1)n = ±1
as2n+1 = a
p
2n+1(−j)2n+1 = aQn (−1)n = ±1
(3.10)
A OQPSK series bit stream can be seen as a Bi-Phase Shift Keying (BPSK) stream where
the even and odd bits are respectively in-phase and quadrature bits. So the OQPSK series
1with t = nT , exp(j
pit
2T
) = jn
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can be regarded as a BPSK modulation with a complex modulation pulse.
3.2 Efficient Modulation Pulse
In the last section we were presenting the OQPSK signal in the serial and parallel format.
The MSK signal can be seen as a OQPSK signal which has a different modulation pulse
r(t). The OQPSK signal defined in (3.2) with the r(t) = rect(
t
2T
) has some envelope
fluctuation as we can see by the I-Q diagram in Figure 3.3. These fluctuations can cause
severe non-linear distortions on the transmitted signal, so a MSK scheme can be used to
overcome these effects.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
Q
I
Figure 3.3: OQPSK I-Q diagram
A MSK signal is given by
x(t) =
N−1∑
n=0
anr(t− nT ), (3.11)
where the pulse shape is r(t) = cos
(
pit
2T
)
rect
(
t
2T
)
. Using a half cosine pulse leads
to a constant envelope signal as depicted in the I-Q diagram Figure 3.4. Thereby this
little envelope fluctuations from the OQPSK scheme which could degrade the signal after
the non-linear amplifier are vanished. For the non-linear amplification is a important
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behaviour
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Figure 3.4: MSK I-Q diagram
3.3 General Constellations Amplification
As seen in the previous chapter, Quadrature Amplitude Modulation (QAM) and Voronoi
constellation can be expressed as a sum of OQPSK signals (2.17). In this section will
be introduced a serial approach for these constellations. It takes into account the series
approach presented in the last section for OQPSK signal.
Let us define in this chapter sn as
sn =
M−1∑
m=0
gmb
eq(m)
n , (3.12)
with beq(m)n =
µ∏
m=1
(
b
(m)
n
)γm,i
, thereby beq(1)n = 1; b
eq(2)
n = b0n; b
eq(3)
n = b1n; b
eq(4)
n = b0nb
1
n; etc.
This reduction is just to make the notation clear.
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We can express sn in the quadrature and in-phase components, each component repre-
sents a BPSK signal.
sn = s
I
n + js
Q
n , (3.13)
where
sIn =
M−1∑
m=0
Re{gm}beq(m)n (3.14)
sQn =
M−1∑
m=0
Im{gm}beq(m)n (3.15)
beqn represents the phase(±1) from the correspondent bits and gm the signal amplitude
gain. From (3.1) and (3.13) QAM and Voronoi signals in the parallel format are written as
xp(t) =
N−1∑
n=0
M−1∑
m=0
Re{gm}beq(m)n rp(t− n2T ) + j
N−1∑
n=1
M−1∑
m=0
Im{gm}beq(m)n rp(t− 2nT − T )
=
N−1∑
n=0
sInr
p(t− n2T ) + j
N−1∑
n=1
sQn r
p(t− 2nT − T ) (3.16)
=
N−1∑
n=0
sPn r
p(t− nT ) (3.17)
with
spn =

sI2n
jsQ(2n+1)
(3.18)
Extending the OQPSK series properties from section 3.1 and shifting the reference carrier
from fc to f pc = fc −
1
4T
, the series format for QAM and Voronoi constellations is given
by
xs(t) =
N−1∑
n=0
ssnr
s(t− nT ), (3.19)
where rs(t) = rp(t)exp
(
j
pit
2T
)
and ssn = a
p
s(−j)n. Now every sn component can be
regarded as a BPSK signal, which can be amplified by a high non-linear amplifier, i.e
this signal can be sent to a power amplifier as a OPAMP working in the saturation zone
which has high power efficiency. We can see that for each N data block transmitted {ssn}
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are alternately the in-phase and quadrature values as shown in (3.20)
{ssn} = {+sI0| − sQ0 | − sI1|+ sQ1 |+ sI2| − sQ2 | − sI3|+ sQ3 |...| ± sIn−1| ± sQn−1}. (3.20)
The transmitter structure we are considering is depicted in the Figure 3.5
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Figure 3.5: General transmitter structure
As shown in the transmitter structure the first block transforms a {b(i)n } bit sequence in
µ set of signals beqn , once again µ = log2(M). Then each b
eq
n is multiplied by the complex
modulation pulse r(t) and individually amplified. To obtain a amplified signal, whole
set of ssn signals are linearly combined by the last block to build the xsn signal.
3.4 Matching Requirements
In the last section was shown the transmitter structure which takes advantage from the
high efficiency of non-linear amplifiers to linearly amplify any kind of constellation.
These amplifiers are not perfects and symmetric, so they contribute to some phase and
gains error in the transmitter, which can compromise the system performance. Phase im-
balances can occur when some signals have different delay values at the combiner input.
Under these conditions, the symbols associated to each branch suffer different rotations
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which cause distortion of the resulting constellations after the combiner. Gain unbalances
also compromise the system performance, with higher impact in the high order constel-
lations [27].
This chapter presents a mathematical study and a set of performance results concerning
the impact of non-matching power amplifiers for different phases and gains. Starting
with a transmitter imbalance acting alone for a MSK constellation and then later on the
transmitter described in the last section with constellation decomposition. Analysing the
performance results would be possible to determine the amplifiers accuracy for a real
system.
Impact on System Performance due to Inter-Symbol Interference (ISI)
Let us start by analysing the phase unbalance effects for a MSK constellation. To analyse
the phase unbalance consequence in the system performance we will assume the receiver
structure depicted in the Fig.3.6. As shown in the receiver structure, x(t) is the transmitted
signal in the serial format, given by (3.19). The signal y(t) denotes the signal after the
match filter at the receiver, and is computed by
y(t) =
N−1∑
n=0
anp(t− nT ) +Nk, (3.21)
where
p(t) = r(t)⊗ r∗(−t). (3.22)
with the operator ⊗ denoting the convolution.
Denote that r(t) has 2T period, so the p(t) signal has double length 4T. Thanks to it, the
received signal seems to have ISI in the sampling periods kT. An example of |y(t)| signal
is represented in the Fig.3.7 by the solid lines. As can be denoted at the sampling periods
kT, the |y(t)| seems to have ISI. In the same figure is depicted the real component of the
|y(t)| (dashed lines), this component for t = kT with k 6= 0 is equal to zero.
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S/H
x(t)
X
AWGN
r*(-t) Re(.)
y(t)
kT
Yk =ak p(0) 
Figure 3.6: MSK receiver based on the serial stream
Therefore in the sampling periods kT we have
y(kT ) =
N−1∑
n=0
anp(t− nT )
∣∣∣∣
t=kT
=

α for k = 0
±jβ for |k| = 1
0 for |k| > 1.
(3.23)
with β representing a complex component from the ak−1 and ak+1 in the ak sampling
time. Thence for a perfect balanced amplifiers the ak−1 and ak+1 pulses are not interfering
in the ak sampling, since they have real component null. In the other words, if θ = 0 we
don’t have ISI.
Now we will consider a unbalanced transmitter phase, which is expected to decrease the
system performance. We can write the transmitted signal as
x(t)→ x(t) exp(jθ) =
N−1∑
n=0
anr(t− nT ) exp(jθ), (3.24)
consequently the sampled signal yk is given by
yk = y(kT ) = <
{
N−1∑
n=0
anp(t− nT ) exp(jθ)
∣∣∣∣
t=kT
}
. (3.25)
Taking into account the example in Fig.3.7 the yk samples come as
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Figure 3.7: Received MSK signal after match filter
yk = <{akp(0) exp(jθ) + ak+1p(−T ) exp(jθ) + ak−1p(T ) exp(jθ)} (3.26)
= akα cos(θ) + ak+1β sin(θ)− ak−1β sin(θ)
= akα
(
cos(θ) +
ak+1 − ak−1
ak
β
α
sin(θ)
)
. (3.27)
With phase unbalance the neighbour pulses are shifted, i.e. in the sampling time they
don’t have real component equal to zero, so they add with the actual pulse and cause
undesirable distortion, which result in increasing at received Bit Error Rate (BER). Con-
sidering that ak can take the values +1 or -1, the (3.27) can take the following values with
the respectively probabilities

cos(θ) Prob.
1
2
cos(θ) +
β
α
sin(θ) Prob.
1
4
cos(θ)− β
α
sin(θ) Prob.
1
4
(3.28)
The BER expression for θ = 0 is approximated by
Pb ≈ Q
(√
2Eb
No
)
. (3.29)
A mathematical description of the BER for a signal in the presence of phase imbalances
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introduced by the transmitter amplifiers is
Pb ≈ 1
2
Q
(√
2Eb
No
cos(θ)
)
+
1
4
Q
(√
2Eb
No
(
cos(θ) +
β
α
sin(θ)
))
(3.30)
+
1
4
Q
(√
2Eb
No
(
cos(θ)− β
α
sin(θ)
))
To evaluate the impact of the unbalanced phases in the power performance, is depicted
in Fig.3.8 the BER for four different values of θ. It can be seen how performance decreases
with the unbalance phase in the transmitter amplifiers.
Denote that we are not analysing the gain unbalance for this MSK example, since the gain
is just affecting the pulse amplitude and is not producing ISI. This performance reduc-
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Figure 3.8: Simulated and mathematical BER performance for MSK
tion grows when we are taking into account the transmitter from the section 3.3, since we
are representing the constellations as sum of BPSK and the gain and phase imbalances
affects the constellation shape, as we will see in the next section.
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Impact on Constellation Shape due to Non-Uniform Phase and Gain Imbal-
ances
Considering a transmitter system as shown in the Fig.3.9 [28] where s(t) = [sI(t), sQ(t)]T
s(t)
Quadrature 
Modulator
T(t),a
u(t)
X
r(t)v(t)
n(t)
Quadrature 
Demodulator
R(t),b
Figure 3.9: Example of transmitter system
presents the QAM output and the superscript T denotes the transpose operation. The
quadrature modulator imperfections are modelled by a vector a = [aI , aQ]T and a 1 × 2
matrix T (t) given by
T (t) = 2 [k cos(wt), sin(wt+ φ)] , (3.31)
where w denotes the angular frequency, k is the gain imbalance and φ is the phase im-
balance where magnitude is smaller than pi2 . At the output of quadrature modulator we
have the signal
u(t) = T (t) [s(t) + a] . (3.32)
The quadrature demodulator is characterized by a vector b = [bI , bQ]T and the 1×2 matrix
R(t) = [l cos(wt+ α), sin(wt+ α+ γ)]T , (3.33)
where α presents a constant phase difference between the transmitter oscillator and the
receiver oscillator, l is the gain imbalance and γ the phase imbalance. The term n(t)
denotes the Additive White Gaussian Noise (AWGN) with simple side PSD of No. The
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output signal is
r(t) = Hs(t) +Ha+ b+ nr(t), (3.34)
where H is the channel matrix and nr(t) denotes the noise after the Low-Pass Filter (LPF)
H = LPF{R(t)T (t)} (3.35)
= LPF{2 [l cos(wt+ α), sin(wt+ α+ γ)]T [k cos(wt), sin(wt+ φ)]} (3.36)
= LPF
{
2
[
kl cos(wt+ α) cos(wt) l cos(wt+ α) sin(wt+ φ)
k sin(wt+ α+ γ) cos(wt) sin(wt+ α+ γ) sin(wt+ φ)
]}
(3.37)
=
[
kl cos(α) l sin(φ− α)
k sin(α+ γ) cos(α+ γ − φ)
]
. (3.38)
After LPF the noise is still Gaussian with the covariance matrix
cnr,nr =
NoB
4
 l2 l sin(γ)
l sin(γ) 1
 . (3.39)
where B represents the signal bandwidth.
If we assume ideal synchronization at the receiver, the receiver signal samples are
r(u) = Hs(u) + C + nr(u), (3.40)
the error vector is the difference between the transmitted and the received signal vectors
namely
e(u) = r(u)s(u) = (H − I)s(u) + C + nr(u) = er(u) + en(u). (3.41)
σ2e = E
[
e(u)He(u)
]
= E
[
e(u)T e(u)
]
(3.42)
= E
[
(s(u)(H − I) + C + nr(u))T (s(u)(H − I) + C + nr(u))
]
(3.43)
= E
[
sT (u)(H − I)(H − I)s(u)]+ E [CTC]+ E [nTr (u)nr(u)] (3.44)
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Figure 3.10: I-Q error graph
With E
[
CTC
]
= CTC
CTC =
 l2 l sin(γ)
l sin(γ) 1

 l2 l sin(γ)
l sin(γ) 1
 (3.45)
= l4 + l2 sin2(γ), (3.46)
and (3.47)
Tr

 kl cos(α) k sin(α+ γ)
l sin(φ− α) cos(α+ γ − φ)

 kl cos(α) l sin(φ− α)
k sin(α+ γ) cos(α+ γ − φ)

 (3.48)
= (kl)2 cos2(α) + k2 sin2(α+ γ) + l2 sin2(φ− α) + cos2(α+ γ − φ) (3.49)
where Tr represents the minimum of diagonal elements [29]. Phase imbalances in the
transmitter can be decomposed to a deterministic part and a random part as
φ = φd + φr with φr w N(0, φ2rms), (3.50)
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assuming φrms  1, l = 1 and γ = 0 results from (3.47)
H =
 k cos(α) sin(φd + φr − α)
k sin(α) cos(α− φd − φr)
 (3.51)
=
 k cos(α) sin(φd − α)
k sin(α) cos(α− φd)
+ φr
 0 cos(φd − α)
0 sin(α− φd)
 (3.52)
= Hd + φrH0 (3.53)
if α = 0,i.e, a null phase difference between the transmitter and receiver, then
H =
 k sin(φd)
k cos(−φd)
+ φr
 0 cos(φd)
0 sin(−φd)
 (3.54)
3.5 Symbol Error Rate Calculation
For Symbol Error Rate (SER) calculation we consider a M-QAM constellation with all
possible symbols belonging to an alphabet S. The corresponding modulated vectors are
defined as a vector alphabet V = V1, V2, V3, ..., VN . Therefore for a given transmitted
signal vector S(u) ∈ V the received vector is
r(u) = S(u) + eS(u) + en(u), (3.55)
where S(u) + eS(u) is a deterministic component and en(u) represents a random com-
ponent. From the covariance matrix results for the Gaussian noise the joint normal
Probability Density Function (PDF)
Fen(X,Y ) = A exp
{
− 2
NoB(1− sin2(γ)
[
X2
l2
− 2 sin(γ)XY
l
+ Y 2
]}
(3.56)
with A =
2
piNoBl
√
1− sin2(γ)
where X and Y denotes the I and Q components of the
received noise vector that are zero mean random variables with variance and correlation
given by the covariance matrix above. Since noise term is independent of the signal, the
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received noise component have identical PDF and are not related with different transmit-
ted signal vectors.
Therefore, for the receiver vector results the conditional PDF given by
Fr(u)|s(u)(X,Y ) = Fen (X − rx(u), Y − ry(u))
= A exp
{
− 4
NoB(1− sin2(γ)
[
(X − rx(u))2
l2
− 2 sin(γ)(X − rx(u))(Y − ry(u))
l
+ (Y − ry(u))2
]}
(3.57)
with rx(u) and ry(u) the I and Q components of the deterministic part of the received
vector. Therefore rx(u) and ry(u) are the mean values of the I and Q components of the
receiver array.
We assume that QAM modulated vectors are demodulated using a hard decision cri-
terion. Consequently the demodulation of the QAM symbols is done by choosing the
symbol that minimizes the euclidean distance between the received signal and a signal
in the vector alphabet.
For a decision region Di the conditional detection probability is given by
PDi =
∫∫
Di
Fr(u)|s(u) = (E − Z)i(X,Y )dxdy (3.58)
The conditional error probability is given by
Pei = 1− Pdi (3.59)
For edge points and corner points of the constellation the decision can be expressed as
Di = {X,Y |X ∈ (ai, bi)Y ∈ (ci, di)} (3.60)
where the boundaries can be finite or infinite.
37
3. EFFICIENT AMPLIFICATION FOR GENERAL CONSTELLATIONS 3.6. Performance results over AWGN channel
Therefore results for detection probability
PDi =
di∫
ci
bi∫
ai
A exp
{
− 4
NoB(1− sin2(γ)
[
(X − rx(u))2
l2
− 2 sin(γ)(X − rx(u))(Y − ry(u))
l
+ (Y − ry(u))2
]}
dxdy. (3.61)
Assuming that all symbols in the constellation have the same probability to be sent, the
total SER is the average of the conditional detection error probability of each symbol as
Pe =
1
N
N−1∑
i=0
Pei (3.62)
which represents the analytical expression of the SER for an M-QAM system in the transceiver
imbalances and channel noise.
3.6 Performance results over AWGN channel
Let us present a set of performance results regarding the use of Single-Carrier with Frequency-
Domain Equalization (SC-FDE) modulation with FFT-block of N=256 data symbols and
cycle prefix of 32 symbols, longer than overall delay spread of the channel. We consider
a AWGN channel and perfect channel estimation at the receiver. All performance results
are expressed as function of ∆(Phase/Gain) and σ(Phase/Gain), where ∆(Phase/Gain)
denotes the fixed value of Phase and Gains imbalances between the transmitter and the
receptor and σ(Phase/Gain) represents a value from Gaussian distribution with vari-
ance σ of Phase and Gain imbalances, leading to imbalances in the transmitter ampli-
fiers. The ∆(Phase/Gain) imbalances affect all constellation by a regular offset, leading
to a output constellation with the symbols diverted from the original decision bounds.
The receiver used can not recover from this because the decision bounds are fixed. The
σ(Phase/Gain) imbalances induce non uniform offset in the parallel amplification stage,
producing a non regular constellations shape. Due to the Gaussian distribution each
BPSK component is subjected to the different offset, so the resultant constellation sym-
bols will change the position to a random new one.
Figures 3.11, 3.12, 3.13 and 3.14 show the imbalances impact at system performance for a
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16, 32 and 64 QAM and Voronoi constellation for Eb/N0 = 12, 14, 16 respectively. Clearly
constellations with higher number of symbols have more sensitivity to phase and gain
imbalances, since the decision boundaries are more limited and accurate. Voronoi con-
stellation exhibit worst performance when compared with the same size QAM. Due the
energy optimization where the symbols are diffused to create a minimum energy con-
stellation, Voronoi constellations suffer more from gain and phase imbalances, since the
symbols configurations are densest.
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Figure 3.11: BER performance results for M-QAM and Voronoi in AWGN channel with
Eb = 12, 14, 16 for ∆Phase imbalances
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Figure 3.12: BER performance results for M-QAM and Voronoi in AWGN channel with
Eb = 12, 14, 16 for ∆Gain imbalances
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Figure 3.13: BER performance results for M-QAM and Voronoi in AWGN channel with
Eb = 12, 14, 16 for σPhase imbalances
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Figure 3.14: BER performance results for M-QAM and Voronoi in AWGN channel with
Eb = 12, 14, 16 for σGain imbalances
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Receiver Design SC-FDE
Alike the earthly wireless communication with high bit rates, in satellite communica-
tions, the data is affected by the time-dispersion effects due to the multi-path propa-
gation. To overcome these effects, equalization techniques at the receiver side become
necessary to compensate the signal distortion and ensure good performance.
The time-domain equalizers have been applied to digital communications systems to
compensate the Inter-Symbol Interference (ISI) at the receiver, however for the severely
time-dispersive channels the complexity and digital processing speed become impracti-
cal [30]. Some transmission schemes, using blocks with Cyclic Prefix (CP) and employing
a Frequency-Domain Equalization (FDE), proved to be appropriate to transmit with high
data rates over severely dispersive channels without requiring complex receiver imple-
mentation.
Multi-Carrier (MC) modulation emerge as a solution to deal with the effects of dispersive
channels as alternative to Single-carrier (SC). Orthogonal Frequency Division Multiplex-
ing (OFDM) has become popular and widely used in many wireless systems operating in
the frequency-selective fading radio channel. OFDM employs frequency domain equal-
ization, performed on a data block, which is less complex to implement than time domain
equalization. Using a Inverse Discrete Fourier Transform (IDFT) in the transmitter to gen-
erate the multiple sub-carriers OFDM, the extraction of sub-carriers at receiver is done by
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the inverse function Discrete Fourier Transform (DFT).
A good alternative to OFDM is to use Single-Carrier with Frequency-Domain Equaliza-
tion (SC-FDE), where non-linear equalizer receivers are implemented in the frequency
domain employing Fast Fourier Transform (FFT), which gives the same performance and
low complexity as OFDM[5].
Figure 4.1: Cyclic prefix illustration
The block transmission schemes including a CP have shown to be very efficient. The CP
is a repetition of last data symbol included in the beginning of each block, as shown in
Fig.4.1.The CP must be longer than Channel Impulse Response (CIR), but short enough to
maintain the spectral efficiency. Therefore the CP prevent the ISI for OFDM and SC-FDE
schemes over multi-path channels and make the received blocks appear to be periodic.
This allow the circular convolution use, which is essential for DFT and operation.
Due to the large Peak-to-Average Power Ratio (PAPR), a OFDM transmitter require a lin-
ear amplifier with some power backed off several dB’s, this fact leads to a significant low
power efficiency. The low PAPR of SC-FDE allows an efficient power amplification with
non-linear amplifiers. [4].
4.1 Linear FDE
The performance of SC-FDE systems is similar to that of OFDM, even for very long chan-
nel delay spread and is inherently more efficient in terms of power consumption, due to
the reduced PAPR. However, there is one significant difference between both systems,
the decision about the transmitted bits: in OFDM this decision is done in the frequency
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domain while in the SC-FDE the same decision is performed in the time domain. This
difference affects the IDFT block position in each system. The OFDM has the IDFT block
placed in transmitter while SC-FDE has the same block in the receiver as we can see in
Fig.4.3 and Fig.4.2
{yn}
DFT
{Yk}
X
{Fk}
Decision
Device
{ ŝn}{ Sk}
~
Figure 4.2: OFDM receiver structure
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Figure 4.3: SC-FDE receiver structure
A SC-FDE structure is depicted in Fig.4.3 where {yn;n = 0, 1, ..., N − 1} are the received
time-domain samples. From these samples after N-point DFT results the corresponding
frequency-domain block {Yk;nk = 0, 1, ..., N − 1}with Yk given by
Yk = HkSk +Nk, k = 0, 1, ..., N − 1 (4.1)
where Hk and Nk, denotes the overall channel frequency response and channel noise
term in the frequency-domain for the kth frequency of the block respectively. To cope
with the dispersive channel effects a linear FDE can be employed. For a given block, the
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output samples S˜k for each kth sub-carrier are given by
S˜k = FkYk (4.2)
where the set of coefficients {Fk; k = 0, 1, ..., N − 1} denotes the feedforward FDE coeffi-
cients. For a Zero-Forcing (ZF) equalizer the coefficients Fk are given by
Fk =
1
Hk
=
H∗k
|Hk|2 , (4.3)
For frequency selective channels the drawback of ZF criterion is the noise enhancement
at sub-channels with deep notches.The Minimum Mean Square Error (MMSE) criterion
to minimize both effects of ISI and channel noise enhancement where Fk coefficients can
be given by
Fk =
H∗k
β + |Hk|2 , (4.4)
where β denotes the inverse of the Signal-to-Noise Ratio (SNR), given by
β =
σ2N
σ2S
(4.5)
where σ2N =
E[|Nk|2]
2
and σ2S =
E[|Sk|2]
2
denotes the variance of the real and imaginary
parts of the channel noise components {Nk; k = 0, 1, ..., N − 1} and the data samples
{Sk; k = 0, 1, ..., N − 1}, respectively. β is a noise-dependent term which avoids noise
enhancement effects when the channel has very low values of the frequency response.
The IDFT block converts back the equalized samples {S˜k; k = 0, 1, ..., N − 1} to the time-
domain {s˜n;n = 0, 1, ..., N − 1}. These samples now can be submitted to the decision
block to make the decisions on the transmitted bits.
4.2 Iterative Block Decision Feedback Equalization (IB-DFE)
The linear equalization, in the frequency domain, is better than a equalization in the time-
domain. However the performance results are distant from the Matched Filter Bound
(MFB) performance, as we can see from Fig.4.4.
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It is well-know that Decision Feedback Equalization (DFE), as proposed in [5], have better
performance than linear ones. For this reason a hybrid time-frequency-domain with the
time-domain feedforward filter and feedback frequency-domain filter was propose in
[31]. This hybrid DFE approach can suffer from error propagation when the feedback
filters have a large number of taps.
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Figure 4.4: SC-FDE linear performance with 16-QAM and 16-Voronoi constellations
A promising IB-DFE was proposed for a performance improvement in [6]. A IB-DFE is
an iterative DFE for SC-FDE where feedback and feedforward filters are implemented in
the frequency-domain as shown in Fig.4.5 For a given iteration i the frequency-domain
samples at the output of the IB-DFE are given by
S˜k
(i)
= F
(i)
k Yk −B(i)k Sˆk
(i−1)
, (4.6)
where {F (i)k ; k = 0, 1, ...N − 1} and {B(i)k ; k = 0, 1, ...N − 1} denote the feedforward and
feedback coefficients, respectively and {Sˆk(i−1); k = 0, 1, ...N − 1} denotes a DFT of the
estimated block {sˆn(i−1);n = 0, 1, ...N − 1}, with sˆn(i−1) denoting the hard-estimate of sn
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Figure 4.5: IB-DFE with "hard-decisions" receiver structure
from the previous DFE iteration.
The feedforward and feedback IB-DFE coefficients F (i)k and B
(i)
k , are chosen in order to
maximize the Signal-to-Interference plus Noise Ratio (SINR). Considering an IB-DFE
hard decisions with the optimum feedforward coefficients are given by [7]
F
(i)
k =
κH∗k
β +
(
1− (ρ(i−1))2)|Hk|2 , (4.7)
with the feedback coefficients calculated by
B
(i)
k = ρ
(i−1)(F (i)k Hk − 1), (4.8)
where κ is selected to ensure that
N−1∑
k=0
FkHk/N = 1 (4.9)
The β coefficient is given by (4.5) and the correlation coefficient from the previous itera-
tion is defined as
ρ =
E
[
SˆkS
∗
k
]
E
[|Sk|2] = E
[
sˆns
∗
n
]
E
[|sn|2] . (4.10)
The correlation coefficient ρ, measures the reliability of the decisions and it is determi-
nant to ensure a good receiver performance. In the way to reduce the error propagation
problems the hard-decisions for each block and the overall block reliability are taking
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into account in the feedback loop. For the first iteration there is no information about sn,
which means that ρ = 0, B(0)k and F
(0)
k coefficients are given by (4.4). Thereby, for the first
iteration the IB-DFE acts as a linear FDE.
For the forward iterations, and if the residual Bit Error Rate (BER) is not too high, the
feedback coefficients can be applied to reduce the residual interference. After several it-
erations, ρ w 1 and the biggest part of residual ISI is cancelled. In Fig.4.6 it is shown the
signal at the IB-DFE with "hard-decisions" sˆn where is visible the interferences reduction
with the number of iterations.
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Figure 4.6: 16-QAM constellation signal at IB-DFE with "hard-decisions" output sˆn
IB-DFE with Soft Decisions
To improve the IB-DFE performance we can replace the "hard-decisions" {sˆn(i);n = 0, 1, ..., N−
1} by "soft-decisions" {sn(i);n = 0, 1, ..., N − 1}. Therefore are used "symbols averages",
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sn
(i), instead of "blockwise averages". Now from (4.6) results
S˜k
(i)
= F
(i)
k Yk −B(i)k Sk
(i−1)
, (4.11)
with
Sk
(i−1)
= ρ(i−1)Sˆk
(i−1)
. (4.12)
Since ρ(i−1) is a measure of the blockwise reliability of the estimates Sˆk
(i−1)
, then Sk
(i−1)
is the overall block average of Sk(i−1) at FDE output [10] [12]. The receiver structure for
IB-DFE with "soft-decisions" is depicted in Fig.4.7. We may observe that feedforward co-
efficients used at both receivers are given by (4.7). At the FDE output, the time-domain
samples s˜(i)n are de-mapping into the corresponding bits. This is implemented by com-
puting the log-likelihood ratios to each bit of the transmitted symbols [32]. The Log-
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Figure 4.7: IB-DFE with "soft-decisions" receiver structure
Likelihood Ratio (LLR) of the mth bit from the nth transmitted symbol is given by
λ(m)n = log
(
Pr(β
(m)
n = 1|sn)
Pr(β
(m)
n = 0|sn)
)
= log

∑
s∈Ψ(m)1
exp
(
−|s˜n − s|
2
2σ2
)
∑
s∈Ψ(m)0
exp
(
−|s˜n − s|
2
2σ2
)
 (4.13)
where Ψ(m)0 and Ψ
(m)
1 are the subsets of Gwhere β
(m)
n = 1 or 0 respectively, with G repre-
senting all constellation symbols. Denote that Ψ(m)0 ∪Ψ(m)1 = G and Ψ(m)0 ∪Ψ(m)1 = ∅, an
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example of these subsets for a 8-Pulse Amplitude Modulation (PAM) constellation with
Gray mapping is shown in Fig.4.8
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Figure 4.8: Regions associated to Ψ(m)0 and Ψ
(m)
1 (m=1,2,3) for a uniform 8-PAM constel-
lation with Gray mapping
We can write the (4.13) in the following format
λ(m)n = log
 ∑
s∈Ψ(m)1
exp
(
−|s˜n − s|
2
2σ2
)− log
 ∑
s∈Ψ(m)0
exp
(
−|s˜n − s|
2
2σ2
) , (4.14)
To reduce the system complexity the following approximation can be taken into account
log(exp(a) + exp(b)) ≈ log(exp(max(a, b))) = max(a, b) = min(−a,−b) (4.15)
Assuming the (4.15) approximation and applying this result to the (4.14), the log-likelihood
coefficients can be written as
λ(m)n = min
 ∑
s∈Ψ(m)1
−ds˜n,s
−min
 ∑
s∈Ψ(m)0
−ds˜n,s
 (4.16)
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with
ds˜n,s =
|s˜n − s|2
2σ2
. (4.17)
This way of compute the log-likelihood coefficients is simpler and faster, which don’t
compromise the receiver performance and makes it less complex, when compared to the
original way given by (4.13). The evolution of LLR coefficients of the different bits as
function of FDE output s˜n, for some SNR values, is depicted in Fig.4.9.
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Figure 4.9: Log-likelihood coefficients evolution, computed with the accurate equation
(4.13) and the approximated equation (4.16), represented with lines and marks respec-
tively
Therefore to obtain the average symbols bn at the FDE output, we must first compute
the average bit values b(m)n . These are related to the corresponding log-likelihood ratio as
following equation
b
(m)
n = tanh
(
λ
(m)
n
2
)
. (4.18)
It should be noted that in Fig.4.10 the regions where each bit is 0 or 1 are clear for high
SNR values, and are not so evident for low SNR.
We can take advantage of the analytical mapping rules defined in chapter 2 where the
symbols constellations are expressed as function of the corresponding bits to compute
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Figure 4.10: Average bit values b(m)n evolution, conditioned to the FDE output s˜n, for each
carrier of 16-QAM constellation with Gray mapping
the average symbols values for general constellations. Therefore, from (2.17) and (4.18)
results
sn =
M−1∑
i=0
gi
µ∏
m=1
(
tanh
(
λ
(m)
n
2
))γm,i
(4.19)
In Fig.4.11 it is shown the average symbol value sn conditioned to the FDE output s˜n,
for some values of SNR. Similarly to the previous figures, for high SNR the 4 different
decision regions are well defined. Unlike for low SNR values the transitions become
smoother and the levels are not well delimited. Based on (4.19) and using the generic
mapping rules of chapter 2, we can compute the reliability of estimates coefficient ρ for
general constellations by
ρ =
E
[
sˆns
∗
n
]
E
[|sn|2] =
M−1∑
i=0
|gi|2
µ∏
m=1
(ρmn )
γm,i
M−1∑
i=0
|gi|2
, (4.20)
where ρ(m)n is the reliability of the mth bit of the nth transmitted symbol, given by
ρ(m)n = |b(m)n | (4.21)
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Figure 4.11: Average symbol values s(m)n evolution, conditioned to the FDE output s˜n, for
each carrier of 16-QAM constellation with Gray mapping
Let us now compare the performance of the IB-DFE receiver with "soft-decision" and
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Figure 4.12: IB-DFE "hard-decisions" and "soft-decisions" performance with 16-QAM
constellation
"hard-decisions". Figure 4.12 shows the 16-QAM constellation performance for both re-
ceivers, over a severely frequency fading channel. The performance improves with the
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number of iteration on IB-DFE receiver, this improvement is more than 6dB for the "soft-
decisions" and about 6db for "hard-decisions" receivers. Clearly the "soft-decisions" re-
ceiver outperforms the "hard-decisions" one, as was expected.
4.3 Performance Results
Here we present a set of performance results regarding the use of the proposed IB-DFE re-
ceiver in the time-varying channels. We consider a SC-FDE modulation, with FFT-block
of N=256 data symbols and a cycle prefix of 32 symbols, longer than overall delay spread
of the channel. The modulation symbols belong to a M-QAM or Voronoi constellation
and are selected from the transmitter data according to a mapping rule that optimizes
energy efficiency. We consider a severely time-dispersive channel characterized by a uni-
form Power Delay Profile (PDP), with 32 equal-power taps, with uncorrelated rayleigh
fading on each tap. The degradation due to the useless power spent on the cycle prefix is
not included.
Perfect Matching and Balance Performance
In this section is considered linear power amplification at the transmitter, perfect synchro-
nization and channel estimation at the receiver. All performance results are expressed as
function of Eb/N0, where N0 denotes the one-sided power spectral density of the noise
and Eb is the energy of the transmitted bits.
Fig.4.13 shows the typical BER performance for both constellations types over an Additive
White Gaussian Noise (AWGN) channel. As expected, Voronoi constellations have worst
performance outside the asymptotic region due the higher number of neighbouring sym-
bols. In the asymptotic region, Voronoi constellations lean to have similar or better per-
formance than QAM constellations. For example, the 64 Voronoi constellation has a
slight better performance than a equivalent QAM. The same conclusion is still valid,
but less visible for the results depicted for the others constellation sizes. It should be
noted that both cases have performances close to the MFB. Let us consider now the im-
pact of severely frequency dispersive channel. Figures 4.14, 4.15 and 4.16 show the BER
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Figure 4.13: Performance results for M-QAM and Voronoi optimized constellations in
AWGN channel
performance of both constellations, over severely frequency fading channel. Clearly the
performance improves significantly with the number of iterations on IB-DFE, more for
the first two iterations, because they reduce a major part of the residual interference. This
improvement is higher for constellations with higher number of symbols, since they suf-
fer more from the residual ISI that is inherent to a linear FDE optimized under MMSE
criterion. As we can see from the results, despite the greater sensitivity to residual ISI
of Voronoi constellations, when compared with M-QAM constellations, the performance
of Voronoi constellations improves with the number of iterations, leading to similar or
better performance results than the correspondent M-QAM constellations. For example
for BER=10−4 the 64 symbols Voronoi constellations has slight better performance than
the equivalent QAM. It should be mentioned that the same is not so visible for the others
constellation sizes.
Clearly, any increase in the sensitivity to ISI due the energy optimization can be fully
compensated with the IB-DFE receiver. Moreover, this receiver can cope with the sen-
sitivity of larger constellations in general non-uniform constellations in particular to ISI
introduced by a severely frequency dispersive channels as shown in the performance
results.
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Figure 4.14: Performance results for 16-QAM and Voronoi optimized constellations over
fading channel
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Figure 4.15: Performance results for 32-QAM and Voronoi optimized constellations over
fading channel
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Figure 4.16: Performance results for 64-QAM and Voronoi optimized constellations over
fading channel
Non-Uniform Gain and Phase Imbalance Performance
The bigger drawback in this transmitter is the phase and gain imbalances along the am-
plifiers, leading to a non-uniform constellations output. In this section we are going to
analyse the non-uniform phase and gain unbalance consequences in the system perfor-
mance, taking into account the transmitter described in the last chapter. we assumed the
SC-FDE modulation and the time-dispersive channel used in the previous section. Any
phase imbalance after the amplifier is ignored.
Is depicted at Figure 4.17, 4.18, 4.19 and 4.20 the BER performance results with 16-QAM
and Voronoi for phase and gain imbalances. Clearly the performance improves with the
number of iteration as we have seen at the system with the perfect synchronization. De-
note at Fig.4.18 and Fig.4.20 for σ = 5o and ∆G = 0.1 respectively and values of En/N0
higher than 20dB we have some error propagation at the iterative process. The iterative
process suffers from error propagation, i.e. it is recovering the original signal till some
energy value, and then deteriorates the signal because it cannot compensate. Increasing
the energy will not provide a better BER performance because for values higher that 20db
we are having worst performance.
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The conclusions of last chapter about phase and gain imbalances through an AWGN
channel are still valid for a frequency dispersive channel. The performance of 32 and 64
Voronoi and QAM constellation can be seen in Appendix A
0 5 10 15
10−4
10−3
10−2
10−1
100
σPhase (Degree)
B
ER
(o)  QAM
(∗)   Vornoi
− ⋅ −   Linear FDE
____
   2 Iterations
_ _ _
   4 Iterations
Figure 4.17: Performance results for 16-QAM and Voronoi over fading channel withEb =
15 dB for continuous phase imbalances
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Figure 4.18: BER performance results for 16-QAM and Voronoi over fading channel with
phase imbalances of 0, 5 and 10 degrees
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Figure 4.19: Performance results for 16-QAM and Voronoi over fading channel withEb =
15 dB for continuous gain imbalances
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Figure 4.20: BER performance results for 16-QAM and Voronoi over fading channel with
gain imbalances of 0, 0.1 and 0.2
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Conclusions and Future Work
5.1 Conclusions
In the wireless systems the biggest energy consumption is at the transmitter amplifiers.
The minimization of the transmitted energy would enable a significant increase in the
power efficiency of the wireless mobile devices, leading to a systems were the time in-
terval between battery charges is significantly increased. This improvement seems to
be not so important when we have power supply everywhere, but thinking about some
countries with lack of energy and military communications where the mobile systems
autonomy is crucial it can make a big difference.
In chapter 2 were introduced a constellations design and optimization in order to in-
crease the spectral efficiency without sacrificing the energy efficiency. Some parameters
as number of adjacent symbols, PAPR and the energy gains of each constellation have
been taking into account in the way to analyse the constellations efficiency.
Voronoi constellations have higher energy gains comparing with the QAM, for the same
constellations size. As mentioned these gains are associated to a higher number of ad-
jacent symbols, which can compromise the performance for low SNR. The non-uniform
Voronoi constellations do not have a regular shape. Consequently the decisions regions
are irregulars, this fact can have impact in the receiver’s complexity
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Signals with lower PAPR are less sensitive to non linear amplifier effects. Therefore we
could see that Voronoi ensure better PAPR ratio with lower energy than Square-QAM
constellations.
Based on the constellations decomposition as a sum of BPSK sub-constellations, it is pos-
sible to write the constellations symbols as a linear function of the transmitted bits. This
method was then employed to design the iterative receiver that can cope with any kind
of constellation.
Chapter 3 presented an amplification technique using non-linear amplifiers for generic
multidimensional constellations based on BPSK sub-constellations decomposing. The
non-linear amplifiers have bigger efficiency but must be employed only for signals with
low envelope fluctuation.
MSK modulations scheme can be seen as a OQPSK signal where the modulation pulse is
half cosine instead of rectangular pulse. This modulation pulse change creates a constant
envelope signal that can be amplified by non-linear devices.
When we shift the reference carrier as shown in section 3.1 a parallel OQPSK stream
can be seen as a BPSK serial bit stream where even and odd bits are respectively in-
phase and quadrature bits. Extending the OQPSK parallel to serial propriety to these
sub-constellations and shifting the carrier frequency we have a stream with each symbol
represented by two samples, the T and T+1 samples represent the in-phase and quadra-
ture components of the signal respectively. Due to the asymmetrical constructions and
synchronization, the parallel amplification has some phase and gain imbalances causing
distortion of the resultant constellations and compromising the system performance. As
expected the system performance decrease with the phase and gain imbalances.
In Chapter 4 were introduced the basic principles of SC modulations. It was shown
that block transition schemes including CP and FFT algorithms are very efficient and
allows receivers with low complexity. The performance of SC-FDE systems is similar to
an OFDM, however there is a significant difference: the decision about the transmitted
bits in the SC-FDE is performed in the time domain.
IB-DFE is an iterative DFE for SC-FDE where feedback and feedforward filters are imple-
mented in the frequency-domain. By cancelling the residual interference in each iteration,
the performance benefits obtained are very significant. Replacing the "hard-decisions" by
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"soft-decisions" and taking advantage from the decomposition of constellations on BPSK
components, we can design a receiver able to deal with any constellation without requir-
ing a significant increase in system complexity. This method is then employed to design
iterative receivers, implemented in the frequency-domain, that can cope with higher sen-
sitivity to ISI effects of the resultant constellations from the energy optimization.
5.2 Future Work
In the scope of the future work, we emphasis those aspects that aim to improve the ac-
tual system. These improvements aim to reduce the system complexity, implementation
architecture and some extra techniques to improve the system performance:
• Development of techniques for estimating the unbalance between amplifiers
• Receiver design taking into account the unbalance between amplifiers
• Extension of these techniques for offset modulations
• Extension of these techniques to multi-dimensional constellations with good pow-
er/bandwidth trade-off [33]
• Design of good coded modulation schemes
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A.1 Phase Imbalances
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Figure A.1: Performance results for 32-QAM and Voronoi over fading channel with Eb =
18 dB for continuous phase imbalances
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Figure A.2: Performance results for 64-QAM and Voronoi over fading channel with Eb =
22 dB for continuous phase imbalances
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Figure A.3: BER performance results for 32-QAM and Voronoi over fading channel with
phase imbalances of 0, 5 and 10 degrees
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Figure A.4: BER performance results for 64-QAM and Voronoi over fading channel with
phase imbalances of 0, 5 and 10 degrees
A.2 Gain Imbalances
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Figure A.5: Performance results for 32-QAM and Voronoi over fading channel with Eb =
18 dB for continuous gain imbalances
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Figure A.6: Performance results for 64-QAM and Voronoi over fading channel with Eb =
22 dB for continuous gain imbalances
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Figure A.7: BER performance results for 32-QAM and Voronoi over fading channel with
gain imbalances of 0, 0.1 and 0.2
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Figure A.8: BER performance results for 64-QAM and Voronoi over fading channel with
gain imbalances of 0, 0.1 and 0.2
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