A random effects epidemic-type aftershock sequence model by Lin, Feng-Chang
A random effects epidemic-type aftershock sequence model
Feng-Chang Lin*
Department of Biostatistics, University of North Carolina at Chapel Hill, Chapel Hill, NC 27599,
United States
Abstract
We consider an extension of the temporal epidemic-type aftershock sequence (ETAS) model with
random effects as a special case of a well-known doubly stochastic self-exciting point process.
The new model arises from a deterministic function that is randomly scaled by a nonnegative
random variable, which is unobservable but assumed to follow either positive stable or one-
parameter gamma distribution with unit mean. Both random effects models are of interest
although the one-parameter gamma random effects model is more popular when modeling
associated survival times. Our estimation is based on the maximum likelihood approach with
marginalized intensity. The methods are shown to perform well in simulation experiments. When
applied to an earthquake sequence on the east coast of Taiwan, the extended model with positive
stable random effects provides a better model fit, compared to the original ETAS model and the
extended model with one-parameter gamma random effects.
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1. Introduction
Denote t0 = 0 < t1 < ··· < tn < T as the realization of a point process {Ti}i≥1 during an
observation period [0, T]. The conditional intensity function of the epidemic-type aftershock
sequence (ETAS) model by Ogata (1988) is
(1)
where θ1 is a constant scalar and serves as a baseline intensity parameter; re(t; θ2) = K Σtj<t
(t −tj + c)−p exp(βMj) is a triggering function that is considered as the summation of effects
from each previous event;  and θ2 = (K, c, p, β)T are parameters of interest; Mj is
the magnitude of the jth earthquake above a certain cutoff.
Consider an extension of the ETAS model with random effects as a special case of a well-
known doubly stochastic self-exciting point process (Cox, 1955; Cox and Lewis, 1966;
Hawkes, 1971; Snyder, 1975; Ogata and Akaike, 1982). That is, consider a random effects
model that arises from a deterministic function which is randomly scaled by a nonnegative
random process W(t) for t ≥ t0, i.e. λ(t; θ) = W(t)a(t; θ), where a(t; θ) is a deterministic
intensity of a self-exciting point process and W(t) is a piecewise constant process that is
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renewed at certain points of time (not necessarily at the time of event occurrences). The
ETAS model with random effects has the conditional intensity function
(2)
where r(t; θ2) = 1 + K′Σtj<t (t −tj + c)
−p exp(βMj), , and θ2 = (K′, c, p, β)T. Note
that the process is characterized by conditioning on the whole history of events up to time t,
which includes magnitudes {Mj; tj < t} and random effects {W(s); s < t}. However, in
general, random effects are unobservable and may be correlated. Thus, in maximum
likelihood estimation (MLE) a commonly adopted approach is to specify the distribution of
W such that one can work with the marginalized likelihood function by averaging out
random effects. For simplicity, here we assume that random effects are independent,
identically distributed, and renewed at the time of event occurrences, such that we can avoid
complicated derivation of expectation and allow heterogeneity among earthquake
occurrences. The model (2) hereafter is called a mixed ETAS model since both random
effects W(t) and fixed effects, {Mj; tj < t}, are present in the intensity function.
Note that, without W(t), the multiplicative model (2) has different parametrization from the
additive model (1). It can be seen that  when equating the two parameterizations.
The motivation for a multiplicative model is that, as shown in the Appendix, the
marginalized intensity function also has a multiplicative form when the random effects W
follow either a positive stable distribution with Laplace transformation EW{exp(−uW)} =
exp(−uα), or a one-parameter gamma distribution with Laplace transformation
EW{exp(−uW)} = (1+αu)−1/α. The Appendix also shows how the deterministic part of the
intensity, a(t; θ), is modified by random effects overall.
Denote N(t) = sup{j; tj ≤ t} as the total number of earthquakes occurring between 0 and t
(including t), and N(t−) as the total number of earthquakes occurring just before t (not
including t). The marginalized intensity function of the mixed ETAS model (2) is
(3)
where η = (θT, α)T, a(t; θ) = θ1r(t; θ2), and  when the random effects
follow a positive stable distribution. On the other hand, under one-parameter gamma random
effects, the marginalized intensity function becomes
(4)
Both marginal models (3) and (4) are of interest, as extensions of the original fixed-effects
model (1). We develop an estimation method for marginal models in Section 2 based on a
marginal likelihood approach, which is derived from replacing the conditional intensity in
the likelihood function with its marginal counterpart. Simulation experiments under random
effects models are reported in Section 3, which demonstrate the applicability of the new
method. Analysis of an earthquake sequence on the east coast of Taiwan is illustrated in
Section 4. Conclusions and discussions are given in Section 5.
2. Estimation
Suppose the model λ(t; θ0) in (2) is valid, where θ0 is the true value of an unknown
parameter θ. It is well-known that the conditional log-likelihood
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can be used to estimate θ0 (Cox and Lewis, 1966; Ogata, 1978). The maximum likelihood
estimator (MLE), θ̂ = arg maxθ (θ), is consistent, asymptotically normal and efficient (Cox
and Lewis, 1966; Ogata, 1978; Karr, 1986; Kutoyants, 1984; Andersen et al., 1993).
However, the random effects W(t) in model (2) are not observable. A marginal model, such
as model (3) or (4), may be more useful. Under a marginalized intensity model, an estimator
for η0 (the true value of η) can be obtained by maximizing a pseudo log-likelihood function
(6)
with a marginalized intensity replacing the conditional intensity in (5). The term “pseudo”
refers to the fact that (6) is not the true likelihood function under the marginal model since
the process N(t) is not generated by the marginalized intensity. Schoenberg (2005) showed
that, under considerably simple conditions, estimation based on (6) is consistent even when
N(t) is not Poisson. Under the assumption that random effects are independent and
identically distributed, the pseudo likelihood function is equivalent to the marginal
likelihood function when integrating out random effects in the conditional likelihood
function (see Appendix for detailed discussion). Thus, the inverse of the observed
information matrix can be used for the variance estimation.
Here, assume no event has occurred by the end of the observation period and set T = tn+1.




Under the marginalized intensity model (4), the pseudo log-likelihood function (6) becomes
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Note that when α = 1, the function  in (7) has the same form as the function  in (5),
since the marginalized intensity (3) has the same form as the conditional intensity (1). That
is, the parameter α distinguishes the marginalized intensity, and any α value different from 1
will induce disparity between a conditional intensity model and its marginalized counterpart
when the random effects follow a positive stable distribution. A similar idea can be seen
when α → 0 in the gamma distributed random effects.
Let , where hmi(x; η) = hm(ti−1 + x; η), and denote ḟ(·; η) = (∂f /∂η1,
…, ∂f /∂ηq)T as a q-column vector of the first derivative of a function f with respect to η.
Differentiating the marginalized log-likelihood function (6), the score function becomes
(9)
where d (x; η) = dN(ti−1 + x) − I(Xi ≥ x)dHm(ti−1 + x; η), Xi = Ti − Ti−1 if i ≤ n and Xi = T
− Ti if i = n + 1, , and τ is a constant that is set to include all the
information of Xi and Mi. In practice, one can set τ = max1≤i≤n+1{xi} when xi = ti−ti−1 is
denoted as the realization of the ith inter-occurrence time. With E{d (x; η)} = 0 for all x >
0, the limiting information matrix, when both n and T go to infinity, is
where Hmi(x; η) = I(Xi ≥ x)Hm(ti−1 + x; η) and a⊗2 = aaT for a column vector a. Further it
can be shown that I(η) can be consistently estimated by
(10)
where dNi(x) = dN(ti−1 + x).
Thus, the variance estimation requires deriving qi at the time of event occurrence as
 for both models (3) and (4). Let  and
Qi(ti; θ2) = r(ti; θ2)Ri(ti; θ2)α−1. For the model (3), we have
where Qi(ti; θ2)−1Q̇i(ti; θ2) = r(ti; θ2)−1ṙ(ti; θ2) + (α − 1) × Ri(ti;θ2)−1 Ṙi(ti; θ2). For the
model (4), we have
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where Qi*(t; η) = {1 + αAi(t; θ)}−1, which can be interpreted as the multiplier effect of the
deterministic intensity by random effects on average. We demonstrate our method in the
following simulation experiments.
3. Simulation studies
To assess the performance of our approach, we simulate data based on the intensity model
(2), where the random effects W are generated by either a one-parameter gamma distribution
or a positive stable distribution. Note that the ETAS model is generally considered as a
branching process with immigration or a special case of self-exciting processes (Hawkes,
1971), such that, in order to ensure the stationarity, it is assumed that ,
where ge(t − v; θ2) = K exp{βMN(v−)}/(t − v + c)p. The condition p > 1 is therefore required,
although in general seismologic studies consider 0 < p < 1 (Veen and Schoenberg, 2008).
We assign θ1 = 0.001 and  for the original ETAS
model, and α = 0.5, 0.75, 1 and 0.75, 0.9 for the gamma and positive stable distribution of
random effects, respectively. A truncated exponential distribution is used to simulate
earthquake magnitudes in accordance with the Gutenberg–Richter law. We truncated the
magnitudes at 2 (i.e. supi≥1{Mi} = 2) when the rate of exponential distribution is 1. That is,
we regenerate a new value whenever it is greater than 2. For illustrative purposes, we only
estimated p, β, and α, while μ, K, and c were fixed. Sample sizes of 100 and 200 were
considered. We simulated 1000 samples for each combination of random effects
distributions, sample sizes, and parameters.
Table 1 summarizes the simulation result. We report the bias of the estimation (Bias),
defined as the average of replicated estimation minus the true value, the empirical variance
(EV), defined as the sample variance of replicated estimation, the average of replicated
variance estimation (AVE), and empirical coverage probability (CP) at 95% nominal level.
The biases of p̂, β̂, and α̂ are all negligible, even under a small sample size n = 100. Slight
biases of the variance estimation of α̂ may be seen at a lower value of α when the underlying
random effects follow a gamma distribution, which is possibly caused by an inefficient
computing algorithm that searches for the maximum of a marginal likelihood. This problem
can be fixed by reparametrization to stabilize the algorithm. As the simulation result shows,
when the underlying distribution is either gamma or positive stable, the variance estimation
is close to the empirical variance and the coverage probability is close to the nominal level,
which validates our approach empirically.
4. Data analysis
We apply the two random effects ETAS models and the original fixed-effects ETAS model
to an earthquake sequence on the east coast of Taiwan from 1974 to 2002. There are 1538
earthquakes in our catalog. Fig. 1 shows the cumulative number of observed earthquakes
from the first day of recording. The largest earthquake occurred in 1986, about 4700 days
since the start of the sequence. With the magnitude measured at 6.8 on the Richter scale, a
sequence of aftershocks was quickly triggered and the frequency jumped nearly vertically.
The estimation results from the two mixed ETAS models and the original ETAS model are
shown in Table 2. For model selection, we adopt the Akaike Information Criteria (Akaike,
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1974), defined as AIC = −2 × (log-likelihood) + 2 × q, where q is the number of parameters
in the model. As the result shows, the mixed ETAS model with positive stable random
effects has a smaller AIC value, which suggests that it is a more adequate model than the
original fixed-effects ETAS model. The mixed ETAS model with gamma random effects,
however, is worse than the other two models. Although the likelihood is improved, the
model selection criteria suggests that the improvement is minimal.
Fig. 1 shows the comparison between the observed cumulative frequency and fitted
cumulative frequency by the mixed ETAS model with positive stable random effects and
original fixed-effects ETAS model.
5. Conclusions and discussions
In this article, we generalized the popular epidemic-type aftershock sequence (ETAS) model
to a type of doubly self-exciting processes. A marginalized intensity function was derived by
averaging out unobservable information in the conditional intensity. We then applied this
marginal model (mixed ETAS model) to analyze earthquake sequence in Taiwan and gained
significant improvement from the original ETAS model. This modeling strategy can also be
seen as a common approach to deal with latent variables that are unobservable or missing.
Both positive stable and one-parameter gamma random effects are of interest. Although the
maximum likelihood estimation (MLE) is applicable under both marginal models as shown
in the simulation experiments, the model under positive stable random effects is preferred in
a real data analysis by the criteria of Akaike information (AIC). This yields the conclusion
that the mixed ETAS model with positive stable random effects is better than the other two
candidate models. However, this does not imply the mixed ETAS model with positive stable
random effects is generally a better choice. It would depend on the data.
Other than the random effects model, a special case of the doubly stochastic processes
proposed by Ogata and Akaike (1982) was also carried out to model earthquake sequences,
which mixed self-exciting processes with other stochastic functions. Their model has an
additive form between two observable processes and is different from our marginalized
models.
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Appendix. The expectation of the ETAS model under positive stable or
gamma random effects
Let  denote the complete filtration up to time t, which includes unobservable random
effects process W(t). Let  denote the filtration consisting of observed histories up to time t,
i.e.  is generated by each variable in  except W(t). Suppose W(t) = WiI(Ti−1 ≤ t < Ti),
where Wi’s are mutually independent and follow a positive stable distribution with Laplace
transformation E{exp(−uWi)} = exp(−uα). The probability density function (pdf) of the time
elapsed from the (i − 1)th event conditional on the complete filtration  becomes
Let a(t; θ) = θ1r(t; θ2) and . The probability density function, conditional
on the observed filtration  and under positive stable random effects, is
(11)
where g(·) is the pdf of W and EW is the expectation with respect to W. Hence, the survival
function conditional on  is
(12)
Therefore, the marginalized intensity function under positive stable random effects, only
condition on observable , is
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where η = (θT, α)T. Similarly, under one-parameter gamma random effects,
and one can obtain f (t − ti−1) = a(t; θ){1 + αAi(t; θ)}−1−α
−1




Note that, when random effects Wi are independent and identically distributed, the
maximum likelihood estimation can be obtained by maximizing the marginal likelihood
function since  and T = tn+1 if no event has occurred by
the end of the observation period. That is, for the conditional log-likelihood (θ) defined in
(5), the marginal likelihood when integrating out Wi is
which is equivalent to the pseudo likelihood function exp{ (η)} in (6) when random
effects Wi are i.i.d.
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(Top) Observed and fitted cumulative number of earthquakes. (Bottom) The sequence of
magnitudes cut off by 4. The dotted horizontal line indicates Mj = 1.2.
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