We prove an analog of Böttcher's theorem for transcendental entire functions in the Eremenko-Lyubich class B. More precisely, let f and g be entire functions with bounded sets of singular values and suppose that f and g belong to the same parameter space (i.e., are quasiconformally equivalent in the sense of Eremenko and Lyubich). Then f and g are conjugate when restricted to the set of points which remain in some sufficiently small neighborhood of infinity under iteration. Furthermore, this conjugacy extends to a quasiconformal self-map of the plane.
Introduction
The study of the dynamical behavior of transcendental functions, initiated by Fatou in 1926 [F] , has enjoyed increasing interest recently. Many intriguing phenomena discovered in polynomial dynamics, relating to the behavior of high-order renormalizations of a polynomial, occur naturally for transcendental maps. Compare, for example, Shishikura's proof that the boundary of the Mandelbrot set has Hausdorff-dimension two [Sh] with McMullen's treatment of the Julia set of z → λ exp(z). A more recent example is provided by work of Avila and Lyubich [AL] , who proved that that the hyperbolic dimension of a (conjectural) constant-type Feigenbaum quadratic polynomial with positive measure Julia set must have hyperbolic dimension less than two. Work of Urbanski and Zdunik [UZ] shows that the same phenomenon occurs for the simplest exponential maps.
In this note, we prove a structural theorem for the dynamics in a logarithmic singularity. On the one hand, this result explains the phenomenon that many Julia sets encountered in transcendental dynamics bear striking similarities to each other, even if the maps belong to vastly different parameter spaces, compare Figure 1 . On the other hand, it provides a tool to better understand the Julia sets of these functions, and results in some important rigidity statements required in the study of density of hyperbolicity [RvS] .
The Eremenko-Lyubich class B is the class of transcendental entire functions for which the set sing(f −1 ) of critical and asymptotic values is bounded. Two functions f, g ∈ B are (a) f 1 (z) = 2(exp(z) − 1) (b) f 2 (z) = λ sinh(z) (c) g 1 (z) = (z + 1) exp(z) − 1 (d) f 2 (z) = λ sinh(z) (e) g 2 (z) = sinh(z)/z − κ Figure 1 . Comparisons of Julia sets of hyperbolic entire functions. f 1 has only one singular value (the omitted value −2), while g 1 has both an asymptotic and a critical value. Similarly, f 2 has two critical values and g 2 has infinitely many critical values. Also, if we restrict the map f 2 to all points which remain in a right half plane, we obtain a subset of J(f 2 ) looking remarkably similar to J(f 1 ). Our results explain these similarities by showing that the maps in each row are quasiconformally conjugate on the depicted sets.
quasiconformally equivalent near ∞ if there are quasiconformal maps ϕ, ψ : C → C such that (1) ϕ(f (z)) = g(ψ(z)) whenever |f (z)| is large enough. (When (1) holds on all of C, the maps are called quasiconformally equivalent; compare Section 2. Quasiconformal equivalence classes are the natural complex parameter spaces of entire functions.)
1.1. Theorem (Conjugacy near infinity). Let f, g ∈ B be quasiconformally equivalent near infinity. Then there exist R > 0 and a quasiconformal map ϑ :
Remark.
(a) In fact, our methods are purely local and as such apply to any (not necessarily globally defined) function which has only logarithmic singularities over infinity. In particular, they apply to restrictions of entire (or meromorphic) functions which themselves do not belong to class B. We refer the reader to Section 2 for the precise definition of this class. (b) For functions with non-logarithmic singularities over infinity, the dynamics within this singularity may vary dramatically within the same parameter space. For example, for the function z → z − 1 − exp(z), all points with sufficiently negative real part tend to −∞ under iteration: the function has a Baker domain containing a left half plane. On the other hand, the function z → z + 1 − exp(z) does not have any Baker domains: every orbit in the Fatou set converges to an attracting fixed point; see [W, Section 5.3 ]. (c) Different functions in B may have vastly differing behavior. For example, it is possible for the Julia set of a hyperbolic function f ∈ B to contain no curves [R 3 S] . This is in stark contrast to those shown in Figure 1 , for which every component of the Julia set is an arc to ∞. Our theorem shows that, even for "pathological" families as in [R 3 S], the behavior near infinity remains the same throughout parameter space.
Theorem 1.1 is an analog to a classical theorem of Böttcher (see [M, Theorem 18 .10]), stating that any two polynomials of the same degree d ≥ 2 are conformally conjugate near ∞. This fact was used by Douady and Hubbard [DH] to introduce dynamic rays, which have become the backbone of the successful theory of polynomial dynamics. We believe that our result will likewise be useful in the study of families of transcendental functions (even those for which there are no curves to ∞, and hence no direct analog of "dynamic rays", compare Appendix A).
Theorem 1.1 is particularly useful in studying the escaping set
since points in I(f ) will eventually map into every set of the form A R as in the theorem. (In turn, the escaping set may be used to study its closure, the Julia set.) By studying the uniqueness of the map ϑ in the previous theorem, we are able to obtain some important rigidity principles for the set I(f ). These play an essential role in recent work on density of hyperbolicity in families of real transcendental entire functions [RvS] .
Theorem (No invariant line fields).
A function f ∈ B supports no invariant line fields on its escaping set.
Remark. This statement is of interest only in families (such as the cosine family) where the set of escaping points has positive measure.
1.3. Theorem (QC rigidity on escaping orbits).
Suppose that f and g are entire function with finitely many singular values, and let ϕ be a topological conjugacy betweeen f and g. Then the restriction of ϕ to any escaping orbit of f is quasiconformal (i.e., extends to a quasiconformal homeomorphism of the plane).
In contrast to the polynomial case, the map ϑ from Theorem 1.1 will generally not extend to a conjugacy between the escaping sets of f and g [R] . However, in the case of hyperbolic functions f ∈ B, we can do better.
Theorem (Conjugacy for hyperbolic maps).
Let f, g ∈ B be quasiconformally equivalent (on C). Then f and g are topologically conjugate on their sets of escaping points.
Together with recent results of Baranski [B] , our proof of Theorem 1.4 also shows that, for hyperbolic f ∈ B of finite order, J(f ) can be described as a pinched Cantor Bouquet; i.e., as the quotient of a Cantor Bouquet by a closed equivalence relation on the endpoints.
Structure of the article. We begin in Section 2 by reviewing some basic properties of Eremenko-Lyubich functions and introducing the local class B log . Section 3 is devoted to the proof of Theorem 1.1. The proof consists of two parts: we first provide a proof of the theorem in the (fairly straightforward) case of functions of disjoint type. This reduces Theorem 1.1 to the case of affinely (rather than quasiconformally) equivalent functions; compare the remark at the end of the section.
Section 4 studies rigidity (proving Theorems 1.2 and 1.3). Finally, in Section 5 we concern ourselves with the study of hyperbolic functions and the proof of Theorem 1.4.
In Appendix A, we discuss the relation of our results with some well-known questions regarding escaping sets posed by Fatou [F] and Eremenko [E] .
Background and Notation. We refer the reader to [M] for an introduction to holomorphic dynamics, plane hyperbolic geometry and quasiconformal mappings.
We denote the complex plane by C and the Riemann sphere byĈ = C ∪ {∞}. We denote the right half-plane by H := {Re z > 0}; more generally, we write
If f : C → C is an entire function, we denote its Julia and Fatou sets by J(f ) and F (f ), respectively. We denote the escaping set of f by If a domain U ⊂ C omits at least two points, we denote the density of the hyperbolic metric in U by ̺ U . We denote hyperbolic distance and length in U by dist U and ℓ U , respectively.
Preliminaries
Tracts and logarithmic coordinates. Suppose that f ∈ B, and choose R large enough;
We can perform a logarithmic change of coordinates to obtain a function F :
This function F : V → H then has the following properties: (a) H is a 2πi-periodic Jordan domain which contains a right half-plane.
(We will denote the inverse of this isomorphism by F −1 T .) (e) The components of V accumulate only at ∞; i.e., if z n ∈ V is a sequence of points all belonging to different components of V, then z n → ∞. Let us denote by B log the class of all functions with these properties, regardless of whether they arise as the logarithmic transform of an entire functions. The components of V are called the tracts of F . Note that such F extends continuously to V by Carathéodory's theorem. The Julia set and escaping set of F ∈ B log are defined to be
It is easy to see (compare [EL, Section 2] ) that J(F ) has empty interior. When F is the logarithmic transform of a function f ∈ B, then exp(J(F )) ⊂ J(f ) and exp(I(F )) ⊂ I(f ); furthermore, the orbit of every z ∈ I(f ) will eventually remain in exp(I(F )). For R > 0, we also define
We
for which (2) holds on all of V. As we will mostly be concerned with the behavior of F near ∞, we will usually assume any function under consideration to be normalized in this way. However, note that a normalization of a disjoint-type map F need not be of disjoint type.
Quasiconformal equivalence. Following [EL, Section 3] , two entire functions f, g ∈ B are called quasiconformally equivalent if there exist quasiconformal maps ϕ, ψ :
The It is well-known that any quasiconformal map ϕ : C → C is Hölder in the following sense: there is a constant C such that
where arg ϕ is an arbitrary (but fixed) branch, and |z| is sufficiently large. (See the Appendix of [vS] for a short proof.) Translating this statement into logarithmic coordinates, we obtain the following fact.
Sketch of proof. There are quasiconformal maps ϕ, ψ : C → C such that ϕ • exp = exp •Φ (and similarly for ψ). Applying the above fact to ϕ and ψ −1 , we easily see that dist H (z, Φ(z)) and dist H (z, Ψ −1 (z)) are bounded, say by ̺, when Re z is sufficiently large.
Furthermore, it follows from standard estimates on the hyperbolic metric that the hyper-
when Re(z) and Re(w) are sufficiently large.
External Addresses. Let F ∈ B log . We say that z, w ∈ J(F ) have the same external address (under F ) if, for every n ≥ 0, the points F n (z) and F n (w) belong to the same tract T n of F .
(The sequence s = T 0 T 1 T 2 . . . is called the external address of z and w under F ; compare [R 3 S] for a discussion.)
Lemma (Expansion along orbits).
Suppose that F ∈ B log is normalized. If z and w have the same external address under F , then
Proof. This is a direct consequence of the expansion property (2).
Conjugacy near infinity
In this section, we will prove Theorem 1.1. We begin by establishing it for quasiconformally equivalent maps of disjoint type.
Theorem (Conjugacy between disjoint-type maps).

Suppose that
Then there is a quasiconformal map Θ with the following properties:
Proof. Modifying Φ outside of V, if necessary, we may assume that Φ belongs to the isotopy class of Ψ relative ∂H. Now pick a map Ψ 0 in the isotopy class of Ψ relative ∂H such that Ψ 0 is conformal on the closure V of the tracts of F . Then the isotopy between Ψ and Ψ 0 lifts to an isotopy between Φ and a map Φ 1 (relative ∂V). We define Ψ 1 to agree with Φ 1 on V and with Φ outside. Then Ψ 1 belongs to the isotopy class of Ψ.
We can now apply this process to Ψ 1 instead of Ψ 0 , and inductively obtain a sequence Ψ n of quasiconformal maps, isotopic to Ψ relative ∂H and to Φ relative ∂V, satisfying
The functions Ψ n and Ψ n+1 differ only on the set F −n (H). It follows that any two limit functions of the sequence (Ψ n ) will agree on C\J(F ) and hence on C (since J(F ) is nowhere dense). So this sequence converges to a quasiconformal map Θ with Θ • F = G • Θ. Each Ψ n is conformal on a neighborhood of J (F ) . It follows that the dilation of Θ on J(F ) is zero.
Now let
F 0 : V → H be an arbitrary normalized, disjoint-type function in B log . We consider the one-dimensional parameter slice F κ defined by F κ (z) := F 0 (z + κ).
(Note that all maps F κ are normalized.) We will now prove Theorem 1.1 for this family.
Since every function in B log belongs to such a slice, this will prove the general statement when combined with Theorem 3.1. (Compare also the remark at the end of this section.) Let us fix some K > 0 and let |κ| < K. We set Q := Q(K) := 2K + 1.
We can now define maps Θ n = Θ κ n by Θ 0 (z) := z and Θ n+1 (z) := (F 0 ) −1 T (Θ n (F 0 (z))) − κ (wherever defined), where T is the tract of F 0 containing z. In other words, Θ n is obtained by iterating forward n times under F 0 , and then taking the corresponding pullbacks under F κ .
Theorem (Convergence to a conjugacy).
The functions Θ n are defined and continuous on J Q (F 0 ), where they converge uniformly to a map
For fixed κ, the function Θ extends to a quasiconformal map Θ of the plane satisfying Θ(z + 2πi) = Θ(z) + 2πi. The dilatation of the extended map tends to 0 as K (and hence Q) tends to ∞.
Proof. The functions Θ n are clearly continuous where defined. Let us show inductively that Θ n (z) is defined and |Θ n (z) − z| ≤ 2K whenever z ∈ J Q (F 0 ). Indeed, for such z we have Re F 0 (z) ≥ Q = 2K + 1, so the induction hypothesis implies that Θ n (z) ∈ H, and thus Θ n+1 (z) is defined. Furthermore, by the expansion property (2) of F 0 , we see that
as required. To see that the Θ n converge uniformly, note that F κ is also expanding. So
Hence the functions Θ n form a Cauchy sequence, and thus converge to some function
Since each Θ n depends holomorphically on κ, the same is true for Θ.
It remains to verify that Θ has the stated properties. To see that Θ is injective, suppose that Θ(z) = Θ(w). Then z and w have the same external address under F , and their orbits are never separated by more than 4K. By Lemma 2.2, this is impossible unless z = w. Furthermore, lim z→∞ Θ(z) = ∞, so Θ is a continuous injective map on the compact space J Q ∪ {∞}, and thus a homeomorphism onto its image. Now let w ∈ J 2Q (F κ ). Let z n denote the point obtained by pulling back F n κ (z) under F −n 0 (using the correct branches of F −1 0 ). Let z be a limit point of this sequence. The same argument as in the beginning of the proof shows that
The points Θ(z) and w have the same external address under F κ and their orbits remain within a bounded distance of each other. So w = Θ(z) ∈ Θ(J Q (F 0 )), as required.
Finally, let us denote by ϑ κ the function defined by ϑ κ • exp = exp •Θ κ . Then the maps ϑ κ form a holomorphic motion (in the sense of [MSS] ) of the set exp(J Q ). It follows from the λ-lemma that each of these functions extends to a quasiconformal self-map of the plane. This holomorphic motion is defined on the disk D K in the κ-plane. It follows by standard estimates that, as K tends to ∞, the dilatation of the extended map tends to 0 for fixed κ. The claims for the original function Θ follow by transforming the extension of ϑ κ back to logarithmic coordinates.
Proposition (Dilatation of Θ).
The complex dilatation of the map Θ from the previous theorem is zero on I Q (F 0 ). Furthermore, the quasiconformal extension Θ can be chosen isotopic to Φ(z) = z + κ relative ∂V.
Proof. We saw that the dilatation of Θ on J Q tends to 0 as Q → ∞. Every escaping point eventually enters every set of the form J Q , so it follows that the dilatation of Θ on I Q (F 0 ) is zero.
We can clearly choose a quasiconformal extension Θ 1 of Θ which is isotopic to the identity relative ∂H, without changing the map on F 0 (J Q ). The isotopy between Θ 1 and the identity lifts to an isotopy between Φ and a map Θ 2 with Θ 1 • F 0 = F κ • Θ 2 . It follows from the construction of Θ that Θ 2 | J Q = Θ, so Θ 2 is the required extension.
We are now ready to obtain our first main result, which implies Theorem 1.1.
Corollary.
Suppose that F, G ∈ B log are quasiconformally equivalent, Ψ • F = G • Φ. For sufficiently large Q > 0, there exists a quasiconformal map Θ such that (a) Θ is isotopic to Φ relative ∂V .
Proof. Let V and W be the domains of F and G. We may suppose without loss of generality that F and G are normalized, and that Φ(V) ⊂ W. We can choose K, L > 0 sufficiently large that
are of disjoint type, and that furthermore Φ(V) + L ⊂ Ψ(H). Now we can apply Theorem 3.1 to F 0 and G 0 to obtain a quasiconformal conjugacy Θ 2 between F and G.
Furthermore, we can apply Theorem 3.2 to F and F 0 , as well as to G and G 0 , obtaining quasiconformal maps Θ 1 and Θ 3 . The function
has the required properties.
Remark. This subdivision of the proof of Theorem 1.1 into two steps is somewhat curious. We should note that the proof of Theorem 3.2 can easily be adapted -using Lemma 2.1to deal directly with the case of two quasiconformally (and not necessarily affinely) similar maps, with the notable exception for the dilatation statement. (This statement used the fact that the underlying one-dimensional parameter slice is the parabolic plane.) If one was able to furnish a direct proof that the dilatation of Θ is zero on I(f ), without using the theory of holomorphic motions, Theorem 3.1 would no longer be required.
Rigidity
Suppose that F and G are quasiconformally equivalent, say Ψ • F = G • Φ. We will now show that a topological conjugacy between F and G which is defined on J Q (F ) for sufficiently large Q will move escaping orbits at most by a bounded hyperbolic distance, provided that it respecs the correspondence between the tracts of F and G provided by the map Φ. This then easily implies that this conjugacy must agree with the previously constructed map Θ, which will allow us to deduce the desired rigidity statements. If Q ′ is sufficiently large, then the hyperbolic distance dist H (z, H(z)) is uniformly bounded on J Q ′ (F ).
Remark. The hypotheses of this result can be considerably weakened (with the same proof). For example, it would be sufficient to assume that H is defined and continuous on a forward invariant set A ⊂ J Q (F ) with the property that A contains the grand orbit (in J Q (F )) of at least one point z 0 .
Proof. We can assume that F and G are normalized.
Let C > 0 and M > 1 be the constants from Lemma 2.1. Choose some point z 0 ∈ J Q such that Re z 0 ≥ M and Re H(z 0 ) ≥ M; we set ̺ := max(2C, dist H (z 0 , H(z 0 ))).
We now choose Q ′ > Q + 2π to be sufficiently large that
Proof. We need to increase or decrease the imaginary part of z by at most π to find a point w 1 with |z − w 1 | < π and Re(F (w 1 )) = Re(z 0 ).
There is a point w 2 ∈ {z 0 + 2πik : k ∈ Z} with dist(F (w 1 ), w 2 ) < π. We define w := F | −1 T (w 2 ), where T is the tract of F containing z, and are done. △ Now let z ∈ J Q ′ . For each j, we can apply the Claim to F j (z) and pull back the resulting point w along the orbit of z. In this way, we find a sequence z n ∈ J Q such that (a) F j (z) and F j (z n ) belong to the same tract of F for j = 0, . . . , n,
By the expansion property of f , we see that z n → z, and thus
for every j ≥ 0. It thus is sufficient to show that dist H (z n , H(z n )) ≤ ̺ for every n. To this end, set z n j := F j (z n ), and w n j := H(z n j ) = G j (H(z n )). We will show that dist H (z n j , w n j ) ≤ ̺ for j = n + 1, n, . . . , 0. The claim is true for j = n + 1 by definition. Furthermore, we have
where T is the tract of G containing w n j . By the assumption on H, we also have T = Φ(T ), where T is the tract of F containing z n j . By Lemma 2.1 and the induction hypothesis, it thus follows that
as required.
Corollary (Uniqueness of Conjugacies).
If H 1 and H 2 are maps satisfying the hypotheses of the previous theorem, then H 1 = H 2 on J Q ′ (F ) for sufficiently large Q ′ .
Proof. The points H 1 (z) and H 2 (z) have the same external address, and stay within bounded hyperbolic distance of each other. By the expansion property of G, this implies H 1 (z) = H 2 (z).
Corollary (No Invariant Line Fields).
Let F ∈ B log . Then F has no invariant line fields on its escaping set I(F ).
Proof. An invariant line field would give rise to a quasiconformal conjugacy Ψ between F and some other map G ∈ B log whose dilatation is nonzero on I(F ). By Corollary 3.4, we can find a quasiconformal map Θ in the isotopy class of Ψ relative V which is a conjugacy on J Q , for sufficiently large Q. The previous theorem implies that Θ = Ψ on I(F ) ∩ J Q , which is impossible since the dilatation of Θ on I(F ) ∩ J Q is zero.
Proof of Theorem 1.3. Suppose that f and g are entire function with finitely many singular values, and let ϕ be a topological conjugacy betweeen f and g. It follows from the previous corollaries in this section that the conjugacy ϕ, when restricted to a set of the form {z : |f n (z)| > R for all n ≥ 0}, agrees with one of the previously constructed quasiconformal maps ϑ. So if (z 0 , z 1 , z 2 , . . . ) is an escaping orbit, then ϕ, restricted to some tail (z k , z k+1 , . . . ), extends to a quasiconformal self-map ϕ of the plane. Clearly we can choose this extension in such a way that ϕ(z j ) = ϕ(z j ) also for j < k (by modifying ϑ outside of a small neighborhood of the tail, if necessary). This completes the proof.
Hyperbolic Maps
Recall that f ∈ B is hyperbolic if S(f ) is contained in the union of attracting basins of f . Since S(f ) is compact by definition, there are only finitely many such basins, which together make up the Fatou set. We may assume without loss of generality that 0 is one of the attracting periodic points.
We will show that such f is semi-conjugate on its Julia set to a disjoint-type map in M f , and this semi-conjugacy is a conjugacy when restricted to the escaping set. In view of Theorem 3.1, this implies that any two hyperbolic maps in M f are conjugate on their sets of escaping points.
It is easy to see that there is a bounded open neighborhood U of the postsingular set
is a covering map, and hence expands the hyperbolic metric of W . We claim that this map is in fact uniformly expanding.
Lemma (Uniform Expansion).
There is C > 1 such that
Proof. Since f is a covering map, we just need to show that the inclusion i : V → W is uniformly contracting. Since the density of the hyperbolic metric of V tends to ∞ near ∂V , and V and W have no common finite boundary points, this could only be false if there was a sequence
The hyperbolic density of W satisfies ̺ W (z) = O(1/(|z| log |z|)) as z → ∞. We will now estimate the hyperbolic metric of V . To do so, let w ∈ U belong to the unbounded component of C \ S(f ).
Claim. There is a constant C and a sequence (w j ) of preimages of w under f such that |w j | ≤ |w j+1 | ≤ C|w j | for all j.
Proof. Pick a Jordan curve γ surrounding S(f ), but not surrounding w, and let G be the unbounded component of C \ γ. If G is a component of f −1 (G), then f : G → G is a universal covering. Hence we can find a sequence (z j ) of preimages of w in G such that the hyperbolic distance (in G) between z j and z j+1 is constant. By the standard estimate on the hyperbolic distance in the simply connected domain G, this implies that
for some C and sufficiently large j. The desired sequence (w j ) is a suitable subsequence of (z j ). △ Now consider the domain V ′ := C \ {w n }. It follows from a well-known estimate by Beardon and Pommerenke [BP] that 1/̺ V ′ (z) = O(|z|). Since ̺ V ≤ ̺ V ′ by the Schwarz lemma, this means that ̺ W (z)/̺ V (z) → 0 as z → ∞, completing the proof. Now let K ≥ 1 be sufficiently large that U is compactly contained in the disk of radius K. Furthermore, choose R ≥ K + 1 such that
We define M := R/K and g(z) := f (z/M). Then g is of disjoint type.
Let us define a sequence of maps
as follows. We set ϑ 0 (z) := z and ϑ 1 (z) := z/M. (Note that |ϑ 1 (z)| > R/M = K; so we indeed have ϑ 1 (z) ∈ W .) To define ϑ 2 , let γ 1 (g(z)) ⊂ W be the straight line connecting ϑ 0 (g(z)) and ϑ 1 (g(z) ). Since f (ϑ 1 (z)) = ϑ 0 (g(z)), we can pull back γ 1 (g(z)) under f to a curve γ 2 (z) with one endpoint at ϑ 1 (z); we define ϑ 2 (z) to be the other endpoint, i.e., the corresponding pullback of ϑ 1 (g(z)).
We can now continue inductively: the curve γ j+1 (z) is the pullback of γ j (g(z)) with one endpoint at ϑ j (z), and ϑ j+1 (z) is defined as the other endpoint of this curve.
In other words, the maps ϑ k are branches of f −k • g k (chosen in a consistent way). Note also that each ϑ k is continuous and injective.
Theorem (Convergence to a Semiconjugacy).
In the hyperbolic metric of W , the maps ϑ k : J(g) → W converge uniformly to a continuous surjection ϑ : J(g) → J(f ) with f • ϑ = ϑ • g and ϑ(I(g)) = ϑ(I(f )). Furthermore, ϑ is a conjugacy when restricted to I(g).
Proof. By definition, dist W (ϑ k+1 (z), ϑ k (z)) ≤ ℓ W (γ k+1 ). We have ℓ W (γ 1 (z)) ≤ ℓ {|w|>K} (γ 1 ) for all z ∈ J(g). Clearly the latter length is clearly bounded from above, say by µ > 0. Since γ k+1 (z) is obtained from γ 1 (g k (z)) by a pullback under f k , and f is expanding on W by Lemma 5.1, we see that
So the maps ϑ k form a Cauchy sequence, and by the completeness of the hyperbolic metric have a limit ϑ : J(g) → W .
Clearly every point ϑ(z) does not leave W under iteration of f , and thus belongs to J(f ). Also note that ϑ(z n ) → ∞ if and only if z n → ∞, so ϑ maps escaping points to escaping points. The usual expansion argument shows that ϑ| I(g) is a bijection. (Alternatively, we could use Corollary 4.2 to see that ϑ agrees with the bijection we already constructed.) Furthermore, ϑ(J(g)) ∪ {∞} is the continuous image of a compact set, and thus itself compact. Since I(f ) ⊂ ϑ(J(g)) ⊂ J(f ) and J(f ) = I(f ), we see that ϑ is surjective. The fact that the inverse of ϑ on I(f ) is continuous follows from general topological principles.
Corollary.
Let f ∈ B be hyperbolic and of finite order. Then every dynamic ray of f lands, and the Julia set is a pinched Cantor Bouquet.
Proof. Baranski [B] proved that, in the disjoint case, the Julia set is a Cantor Bouquet. The Corollary then follows from our previous theorem.
Appendix A. Structure of Escaping Sets
In this section we will discuss the bearing our results have on some intriguing questions about escaping sets of entire functions which go back to Fatou's original 1926 article [F] , and Eremenko's study of the escaping set [E] . Fatou observed that the Julia sets of certain explicit entire functions contain curves on which the iterates tend to ∞, and asked whether this property holds for much more general functions. Eremenko showed that (for an arbitrary entire function f ), every component of the closure I(f ) is unbounded. He then asks whether, in fact, every component of I(f ) is unbounded, and also whether every point of I(f ) can be connected to ∞ by a curve in I(f ). (For a more detailed discussion of these questions and their history, compare [R 3 S] .)
These questions suggest the study of the following properties for an entire function f . Our Theorem 1.4 shows that for any quasiconformal equivalence class in class B, each of the above properties either holds for all hyperbolic maps or fails for all hyperbolic maps. It is not clear whether one should expect this to be true for the Eremenko property without the assumption of hyperbolicity. In fact, even in the exponential family, the study of connected components of I(f ) is far from trivial: while in the hyperbolic case, each such component consists of a single dynamic ray [BDD] , this is already false for postsingularly periodic ("Misiurewicz") exponential maps [DJM] .
However, consider the following variants of the above properties.
• Uniform Eremenko Property: for every z ∈ I(f ), there is an unbounded connected set A ∋ z such that f n | A → ∞ uniformly. • Uniform Strong Eremenko Property: Every z ∈ I(f ) can be connected to ∞ by a curve γ such that f n | γ → ∞ uniformly. In every proof of the Eremenko Property, or the Strong Eremenko Property, of which we are aware, they are in fact established in this uniform sense. It seems possible, following the construction in [R 3 S] , to construct an entire function for which the uniform Eremenko property fails.
Theorem 1.1 shows that for any quasiconformal equivalence class of Eremenko-Lyubich functions, each of these uniform properties either holds for all maps or fails for all maps. In [R 3 S], the Uniform Strong Eremenko Property is established for a large subset of B, in particular for those of finite order (as well as finite compositions of such functions). The above-mentioned recent results of Baranski [B] also imply this property for disjointtype functions f ∈ B of finite order (i.e., hyperbolic maps with a single fixed attractor).
Hence Theorem 1.1, together with [B] , provides an alternative proof of the Uniform Strong Eremenko Property -and thus a positive answer to Fatou's and Eremenko's questionsfor functions f ∈ B of finite order.
