Only one exoplanet has so far been mapped in both longitude and latitude, but the James Webb Space Telescope promises mapping-quality data for dozens of exoplanets. The thermal phase mapping problem has previously been solved analytically, with orthogonal maps-spherical harmonics-yielding orthogonal lightcurves-sinusoids. The eclipse mapping problem, let alone combined phase+eclipse mapping, does not lend itself to such a neat solution. Previous efforts have either adopted spherical harmonics, or various ad hoc map parameterizations, none of which produce orthogonal lightcurves. We use principal component analysis to construct orthogonal eigencurves, which we then use to fit published 8 micron observations of the hot Jupiter HD 189733b. This approach has a few advantages over previously used techniques: 1) the lightcurves can be pre-computed, accelerating the fitting process, 2) the eigencurves are orthogonal to each other, reducing parameter correlations, and 3) the eigencurves are model-independent and are ranked in order of sensitivity. One notable result of our analysis is that eclipse-only mapping of HD 189733b is far more sensitive to the central concentration of dayside flux than to the eastward offset of that hotspot. Mapping can, in principle, suffer from degeneracies between spatial patterns and orbital parameters. Previous mapping efforts using these data have either assumed a circular orbit and precise inclination, or have been pessimistic about the prospects of eclipse mapping in the face of uncertain orbital parameters. We show that for HD 189733b the combined photometry and radial velocity are sufficiently precise as to retire this concern. Lastly, we present the first map of brightness temperature, and we quantify the amplitude and longitude offset of the dayside hotspot.
INTRODUCTION
There is so far only one exoplanet whose brightness structure we have been able to map in both latitude and longitude (de Wit et al. 2012; Majeau et al. 2012) , by stacking together multiple Spitzer Space Telescope observations of one of the brightest hot Jupiters. With the imminent launch of the James Webb Space Telescope, there soon should be data of sufficient quality to easily map bright transiting exoplanets (Rauscher et al. 2007; Schlawin et al. 2018) . These maps will be produced by converting measurements of flux as a function of time to flux as a function of spatial location, through the physical processes of the planet's rotation bringing different regions into view and the stellar limb sequentially hiding/revealing different slices of the planet's day side as it enters/exits secondary eclipse, the period of time it spends hidden behind the star. We call these types of measurements orbital phase curves and eclipse mapping observations-a review of the mapping methods is presented in Cowan & Fujii (2017) .
In practice, the process of inverting flux curve observations into spatial flux maps is complex, with results that can depend sensitively on the assumed map structure (de Wit et al. 2012; Majeau et al. 2012; Louden & Kreidberg 2018) and have spatial patterns degenerate with uncertainties in the planet's orbital parameters (Williams et al. 2006; de Wit et al. 2012) . Given the subtle nuances inherent in the mapping process, at the dawn of the new JWST era of exoplanet characterization, here we present an analysis method that can maximize the information reliably retrieved from flux curve observations, taking into account uncertainties in the orbital system parameters in a fully consistent way. Here we focus on the case of emitted flux from a planet that is assumed to be tidally locked into synchronous rotation (so that it is a simple conversion from orbital phase to observed longitude on the planet), but our approach could be expanded to include reflected light and nonsynchronous rotation in future work. We advocate the use of this technique on upcoming JWST data sets of thermal emission from hot Jupiters and other close-in exoplanets.
After reviewing previous literature on mapping exoplanets (Section 2), we describe our method. We begin by determining the optimized flux curves to use in fitting data, as described in Section 3. We then discuss some of the features of these optimized flux curves and their corresponding maps in Section 4. In Section 5 we demonstrate how uncertainties in orbital system parameters can be folded into this method, but that it is also possible to calculate ahead of time whether parameter uncertainties will induce significant uncertainties (or not) in retrieved maps. Finally, in Section 6 we apply our technique to the only planet for which we currently have data of high enough precision to produce a map, HD 189733b, and compare our result to the maps previously presented in de Wit et al. (2012) ; Majeau et al. (2012) . In Section 7 we summarize our method and discuss some of the nuances of creating maps.
A BRIEF HISTORY OF EXOCARTOGRAPHY
2.1. Thermal Phase Curves Harrington et al. (2006) and Cowan et al. (2007) reported multi-epoch Spitzer phase curves of nontransiting hot Jupiters, allowing the authors to constrain the day/night contrast of those planets. But it was the continuous phase monitoring of Knutson et al. (2007b) that enabled the first bona fide one-dimensional (longitudinal) map of an exoplanet: the authors used a 12-slice model constrained by regularization. Cowan & Agol (2008) presented the details of that approach, and developed the analytic formalism for a Fourier-based approach. They found that for planets with edge-on orbits, there is a one-to-one correspondence between the Fourier modes of a planet's orbital phase variations and the longitudinal brightness map of the planet. They further showed that the map-to-lightcurve transformation has a nullspace: odd harmonics should not be present in the thermal lightcurve of an edge-on planet. Cowan et al. (2013) analytically solved the general thermal phase curve problem and found that even transiting planets, which typically have orbital inclinations within a few degrees of edge-on, can exhibit odd harmonics if they have north-south asymmetric maps. subsequently demonstrated that time-variable maps could also produce odd harmonics. No matter how you cut it, odd harmonics in the phase curve of a planet on a circular orbit indicate climatic features: spatially localized and/or time-varying atmospheric phenomena. So far, these modes have only been reliably reported in the Kepler lightcurves of the hot Jupiters Kepler-13Ab and HAT-P-7b (Esteves et al. 2015) and may be due to slight eccentricity of those systems (Penoyre & Sandford 2018) . For the purposes of this paper, we presume that planet brightness variations are due to the inhomogeneous thermal emission of a spherical planet on a circular orbit, although we do account for the possibility of non-zero eccentricities (Section 5).
Researchers have continued to obtain, reduce, and analyze thermal phase curves of short-period planets (for a review see Parmentier & Crossfield 2017) . But with a few exceptions (Knutson et al. 2009; Cowan et al. 2012; Dang et al. 2018) , map-making fell out of fa-vor: observers would present phase curves detrended for instrument effects and theorists would contribute disk-integrated predictions from their general circulation models. In hindsight, skipping the mapping step turns out to have been ill-advised: Keating & Cowan (2017) showed how the published phase curves of WASP-43b implied negative brightnesses at certain longitudes on the planet, presumably due to incomplete detrending of detector systematics (indeed, subsequent reanalysis of the WASP-43b phase curves found different, physically allowed, solutions: Louden & Kreidberg 2018; Mendonça et al. 2018) . Although it was previously acknowledged that the disk-integrated brightness of a planet, i.e., its phase curve, must be non-negative, Keating & Cowan (2017) showed that even strictly positive phase curves can be unphysical if they imply negative brightness at certain longitudes. In other words, one should always convert phase curves into maps, if only to ensure that the phase curve is physically allowed. Fortunately, it is easy to invert phase curves into planetary maps using either analytic deconvolution (Cowan & Agol 2008) or fast numerical methods (SPIDERMAN; Louden & Kreidberg 2018) .
Lastly, we note that the mathematics and science of exoplanet thermal phase curves has much in common with the rotational modulation of brown dwarfs (see review by Artigau 2018).
Reflected Phase Curves
While phase curves at longer wavelengths probe the thermal emission of a planet, optical wavelengths are often more sensitive to reflected light. As such, optical phase curves can be used to constrain the albedo map of an exoplanet. There is a long history, dating back to Russell (1906) , of inverting time-variable brightness of an unresolved astronomical object to infer its albedo markings. Most modern reflected light efforts were directed towards next-generation direct-imaging missions (e.g., Oakley & Cash 2009; Cowan et al. 2009; Fujii & Kawahara 2012 ), but they can readily be adapted to the simpler geometry of short-period planets, which are thought to have zero obliquity and to be synchronously rotating.
The contrast ratios tend to be more daunting than for thermal phase curves, but this science has been made possible by the Kepler mission (Borucki et al. 2010) . The first optical map of an exoplanet was reported by Demory et al. (2013) and this was converted into an albedo map by Cowan & Fujii (2017) . The edge-on reflected lightcurve problem was solved analytically by Cowan et al. (2013) , and the general solution was developed by . Kawahara & Fujii (2010 ), Fujii & Kawahara (2012 ), and Farr et al. (2018 have presented numerical approaches to inferring the albedo map of a planet based on its time-variable photometry. These codes could be adapted to the simpler geometry of synchronously rotating planets.
It should be noted that the distinction between reflected light and thermal emission is slippery for highlyirradiated planets. With temperatures of 1000 K or more, there can be considerable thermal emission at optical wavelengths, and reflected starlight in the near infrared (Schwartz & Cowan 2015) . For example, Keating & Cowan (2017) found that up to half of the NIR dayside "emission" of WASP-43b was potentially reflected light (see also Louden & Kreidberg 2018 ). In the current manuscript, we only consider thermal emission, which greatly simplifies the problem and is a safe approximation for the 8 micron observations of the hot Jupiter HD 189733b that we analyze with our mapping method. Williams et al. (2006) were the first to note that the time of eclipse relative to transit is sensitive to the dayside brightness distribution of a planet. Unfortunately, this signal is largely degenerate with the sky-plane component of the planet's eccentricity, e cos ω. Nonetheless Agol et al. (2010) showed that the 30 second delay in the 8 micron eclipse of HD 189733b was consistent with the eastward offset of its dayside hotspot as inferred from phase curves, assuming the planet has zero eccentricity. Or to put is differently, the combination of phase curve and time of eclipse puts an upper limit on the planet's e cos ω (Likewise, the duration of eclipse relative to the duration of transit constrains e sin ω; Winn 2010). Insofar as different wavelengths of light originate from different depths in the atmosphere and hence exhibit different brightness maps, multi-wavelength eclipse data can provide constraints on the dayside brightness distribution of a planet, even in the absence of precise orbital constraints (de Wit et al. 2012; Dobbs-Dixon et al. 2015) .
Eclipse Mapping
In addition to the exact time of eclipse, Rauscher et al. (2007) showed that the morphology of ingress and egress is sensitive to the 2D dayside map of the exoplanet. This effect was subsequently reported for the hot Jupiter HD 189733b by Majeau et al. (2012) and de Wit et al. (2012) . The lowest-order component of this signalthe duration of ingress and egress-is largely degenerate with the impact parameter of the planet at eclipse, which in turn is a function of the line-o-f-sight orbital eccentricity, e sin ω. Wong et al. (2014) performed the only other serious attempt to use the morphology of eclipse ingress and egress to map an exoplanet; they obtained only upper limits. Ironically, they were able to use the out-of-eclipse baseline-in effect a partial phase curveto put useful constraints on the brightness variations of the planet. This goes to show that the distinction between phase and eclipse observations is blurry (e.g., Placek et al. 2017 ). Stevenson et al. (2014) reported the first phaseresolved spectra of an exoplanet, from which they retrieved the vertical temperature structure of the planet as a function of sub-observer longitude. Using the same data, the authors also produced longitudinal maps as a function of wavelength. High quality spectral eclipse data will likewise enable the construction of twodimensional maps (longitude and latitude) as a function of wavelength. In particular, the large collecting area and spectral coverage of JWST is expected to produce high-quality spectral eclipse data for hot Jupiters (Beichman et al. 2014; Cowan et al. 2015) .
Spectral Mapping
If there were a one-to-one correspondence between wavelength and pressure, then one could convert spectrally-resolved maps into three-dimensional temperature maps of the planet. In reality, the vertical contribution function is complex and changes dramatically from one location to the next (Dobbs-Dixon & Cowan 2017). Thus, 3D mapping either requires a 3D spectral retrieval code, or performing 1D spectral retrieval at various locations of a multi-band map. In this paper we tackle the mapping problem at a single wavelength, a prerequisite to the latter approach.
EIGENCURVES
One of the inherent tensions in the reconstruction of spatial brightness information on the planet from its emitted light curve is that a set of orthogonal basis maps on the planet (e.g. spherical harmonics) does not necessarily correspond to a set of orthogonal light curves. Using a set of non-orthogonal light curves to fit to a data set then necessarily scrambles the information available about the planet map. Majeau et al. (2012) and de Wit et al. (2012) used spherical harmonics as their basis to fit the observations of HD 189733b and hence their lightcurves were not orthogonal. (de Wit et al. 2012 , also experimented with ad hoc models for which neither the maps nor the lightcurves are orthogonal).
The method that we describe here starts with spherical harmonic maps to create light curves, but then uses a principal component analysis (PCA) of those light curves to calculate what we call "eigencurves", a set of light curves that are orthogonal.
We use the SPIDERMAN code presented in Louden & Kreidberg (2018) to create a set of light curves, each Note-All values taken from Agol et al. (2010) except the semimajor axis (from Bouchy et al. 2005 ) and the stellar temperature (from Stassun et al. 2017) . The impact of the uncertainties in these values on our retrieved map is explored in Section 5. a The preferred value for eccentricity reported in Agol et al. (2010) is e cos ω = 0.000050 (the error listed in this table is formally an error on e cos ω) but we choose e = 0 for our default analysis. In Section 5 we show that this does not influence our results.
produced from a different spherical harmonic map. SPI-DERMAN has several pre-defined planet map options, including spherical harmonics, and calculates the integrated light from the visible hemisphere of a planet as a function of time, for user-defined system parameters. This numerical integration is necessary (instead of using analytic expressions from Cowan et al. 2013) because of the ingress and egress times of secondary eclipse, when the precise system geometry determines which region of the planet's disk is eclipsed by the stellar limb. Accurately capturing the secondary eclipse is important, since most latitudinal information comes from these times in the light curve.
We use the system parameters of HD 189733b (Table 1) to calculate these light curves. This choice allows us to compare to the data for this system in Section 6, but our method is generally applicable to any transiting system. We specifically discuss the impact of uncertainties in orbital parameters in Section 5 but for now assume precise values.
We can measure spatial information on a planet when the light curve shows a deviation from what would be expected for an uniform flux pattern on the planet disk. We want to calculate eigencurves for these deviations, but in order to assure that a sum of our set of spherical harmonics could still create a completely uniform map, our full set includes both a positive and negative version for each spherical component (e.g. both Y 1 1 and −Y 1 1 ). We exclude the Y 0 0 (uniform) map from the eigen-curve analysis, since it will part of the eventual fit to data. We use all spherical harmonics up to l max = 2, resulting in a total of 16 spherical harmonic components and 16 corresponding light curves. We did also perform an analysis using l max = 3 and found that the results agreed with the l max = 2 analysis. For reference, Majeau et al. (2012) We then run the set of harmonic light curves through a PCA, 1 which yields a variance-ranked set of orthogonal light curves to use in data fitting. These eigencurves, E n (t), are linear combinations of the sphericalharmonic-based light curves, F m l (t):
where λ n,l,m are the coefficients for the n-th eigencurve, determined from PCA. Since we input a set of 16 light curves into the PCA, we end up with a set of 16 "eigencurves" (n = 1 to 16). Each eigencurve, by construction, represents a deviation from the light curve for a uniformly bright planet, F 0 0 , which must be included in any fit of the eigencurves to actual data:
where {C 0 , . . . , C nmax } are the fitted coefficients for each component and the value of n max is set by the precision of the measurements. One limitation of the PCA approach being purely mathematical is that it is unaware of physical limitations. In particular, although the shape of the eigencurves are always flat during the time of secondary eclipse, they are not always zero. This motivates our inclusion of the constant term F * ,corr in Equation 2, to correct for non-zero eigencurve fluxes during secondary eclipse and effectively re-normalize the planet-to-star flux ratio (since a constant flux value can only be attributed to flux from the star). Lastly, we note that while the E n are orthogonal to each other by construction, they are not in general orthogonal to F 0 0 or F * ,corr . Figure 1 shows the normalized eigenvalues of the PCA covariance matrix, sorted in order of which components 1 We tested both the standard covariance and singular value decomposition methods and found that they achieved identical results.
Information Content of Lightcurves
produce the largest variance. In other words, this plot shows how strongly each eigencurve can contribute to a total light curve signal. The eigencurves corresponding to those largest eigenvalues are then the mathematically ideal curves to use in fitting the data. We compare three different cases: 1) an analysis in which we include light curves for one full orbit of the planet but exclude the secondary eclipse, 2) an analysis using only a fraction of the planet's orbit, covering ∼0.05 of an orbital period before and after secondary eclipse, and 3) an analysis for the same time coverage as our data for HD 189733b, roughly a quarter of an orbit. In the first two cases the time sampling is identical (500 points in time for one orbit), while the time sampling for the third is set to match that of the actual observations. The data are described below (Section 6 and Figure 4) ; an uneven combination of separate observations, there are a total of 880 points in time, but the time sampling is about 7 times higher for the period around secondary eclipse. Figure 1 . The eigencurve power spectra for the hot Jupiter HD 189733b: the full orbit with the secondary eclipse excluded (red triangles), only the time immediately around secondary eclipse (blue squares), and the same times as the published 8 micron data for this planet (black circles). These three cases correspond to the top, middle, and bottom panel of Figure 2 and the top, middle, and bottom sets of maps in Figure 3 . For some measurement precision, this plot informs how many pieces of spatial information can be measured, as well as how much each component could contribute to the observation. The inset shows the same values on a logarithmic scale, with values off the bottom of the plot computationally equal to zero. There are only four non-zero components for the full orbit case because we only include spherical harmonics up to l = 2 in our analysis.
While Figure 1 informs how many pieces of spatial information can be retrieved for some measurement precision, we can also investigate the information-sorted eigencurves in order to determine what those pieces of information are. In Figure 2 we show the first four mostinformative eigencurves (n = 1, 2, 3, 4) for each of the three cases. We see in Figure 1 that a full-orbit observation retrieves paired pieces of information and Figure 2 shows that these correspond to eigencurves that have a form like paired sine and cosine functions, followed by paired curves like sin 2φ and cos 2φ functions. In contrast, mapping using just the time around secondary eclipse only has one main piece of information primarily available, with the number of additional components strongly dependent on the level of noise in the data.
EIGENMAPS
Since each eigencurve is composed of a linear combination of light curves calculated from spherical harmonic maps, the same coefficients that make up the eigencurve can be used to calculate the corresponding eigenmap, Z n (θ, φ):
In Figure 3 we show the first four eigenmaps (n = 1, 2, 3, 4) for each of our three observational cases (fullorbit, eclipse-only, and actual measurement), corresponding to the sets of eigencurves in Figure 2 . The retrieved map for the planet will be given by:
where C n are the same coefficients from Equation 2, determined by a fit to light curve data. (We discuss how the F * ,corr term in Equation 2 is explicitly treated when calculating units for planetary flux in Section 6.) Eigenmaps, much like spherical harmonics, are global basis maps (as opposed to pixel basis maps, which are local; Cowan & Fujii 2017) . As such, fitting data with eigencurves will necessarily produce a map with some "information" about regions of the planet that were never visible. Since local basis maps in practice require smoothing (e.g., Knutson et al. 2007a; Majeau et al. 2012) , they also provide a glimpse of unseen regions; this seeming paradox is due to the assumption of smoothness in the brightness map of exoplanets. That said, another advantage of eigenmaps over spherical harmonics is that the former are relatively featureless in the regions that are least probed by the data, e.g., the first eigenmap in the eclipse-only scenario has a nearly uniform nightside.
Note that these are the orthogonal maps we are most sensitive to, given certain observations. Whether a given planet actually exhibits these modes in its brightness map is up to Nature. For example, as we discuss below, the eclipse observations of HD 189733b are most sensitive to the central concentration of flux on the planet's dayside, but the data for this planet favor a relatively uniform dayside brightness. Nonetheless, the eigenmaps can best constrain the flux pattern on the planet (a lack of power in a mode is still informative) and if the planet exhibits structure too detailed to retrieve with low order eigenmaps, our analysis shows that we either need better photometric precision, or those details may just be inaccessible to mapping.
The predictions of specific spatial patterns from atmospheric models can be tested in order to determine what information can be retrieved in a map. This would be done by taking an inner product of the flux predictions with the eigenmaps, to determine how much power is in each component. This should be the same, but mathematically faster, than calculating predicted flux curves and running a retrieval on simulated data. (Although the later approach has the benefit of also testing measurement precision.) Since the eigenmaps for phase curve versus eclipse-only observations are different, as we are about to see, this also would help to determine which type of measurement can best retrieve the predicted spatial information.
Full-Orbit
Focusing on the full-orbit case first, we can see that the sine-like and cosine-like eigencurves we recognized in Figure 3 intuitively correspond to their eigenmaps. The first pieces of information we can learn about the planet are the largest, hemispheric differences and the first two components (of almost equal information content, see Figure 1 ) are just the 90
• phase-shifted versions of this pattern. Similarly, the next two eigenmaps provide information about the next higher order spatial variation in longitude and are also of about equal information content. In all cases the slightly non-equatorial viewing geometry of the planet induces a very small break in the north-south symmetry of the eigenmaps, as one hemisphere is slightly more directly viewed.
Eclipse-Only
Our results for the eclipse-only case paint a different picture, but one that is also intuitive (and in all cases show the same slight break from north-south symmetry seen in the full lightcurve results). The first eigenmap, which contains almost all of the available information, characterizes the largest-scale flux gradient present on the planet's day side (the region resolved by secondary eclipse). Since the eigencurve and eigenmap can just as easily be multiplied by a positive or negative coefficent, Figure 2 . The uniform planet lightcurve, F 0 0 (t), and first four eigencurves, En=1,2,3,4(t), for three different observational scenarios of the HD 189733b hot Jupiter system. Top: a full-orbit phase curve without secondary eclipse, middle: an observation of just the time around secondary eclipse, and bottom: the Spitzer 8 micron observations of the hot Jupiter HD 189733b. Note that for the observation shown in the bottom panel the data are unevenly sampled in time: the times shown as a thicker line (also the range plotted in the inset) correspond to the seven eclipse measurements. We also note that the time sampling we have chosen means there are only three points each during ingress and egress in the middle plot; however this is sufficient to accurately retrieve the low order eigencurves, as proven in comparison to tests with higher time resolution. The orbital phases at which we observe a planet determine which lightcurve components-and therefore spatial information-we are sensitive to.
this feature could be a flux increase or decrease near the substellar point. The next two components provide information on any east-west or north-south shift of the flux pattern (and again, the sign of the coefficient that would multiply this map determines which direction the shift would be), and the fourth component describes a rotation of the flux pattern. Note that all eigenmaps have less variation in structure on the night side of the planet, since this region is not observed in an eclipseonly measurement.
As shown in Figure 1 , we find that the n = 2 component in Figure 3 contributes significantly more to the information content of the lightcurve than the third component, even though these correspond to geometrically similar flux shifts in orthogonal directions. This is due to the out-of-eclipse baseline that we have included as Figure 2 , with the point facing the star marked as a green "X" and arbitrary flux normalization. From left to right are the first through fourth eigenmaps, Zn=1,2,3,4(θ, φ). When there is only phase curve information available (top row), we are sensitive to large-scale longitudinal patterns that are close to m = ±l spherical harmonics. For secondary eclipse mapping (middle row), we retrieve large-scale dayside flux gradients but are relatively insensitive to flux patterns on the nightside. The 8 micron Spitzer observations of HD 189733b (bottom row) covers about a quarter of an orbit and is more highly sampled near secondary eclipse, producing eigenmaps that are a hybrid of the first two rows. The green boxes show the regions of the planet that are visible to the observer at some point in the observations; for the full-orbit scenario, the entire planet can be mapped, while in the two bottom rows, some regions never face the observer. extra information before and after eclipse, to be consistent with the way that actual secondary eclipse measurements are performed. Although this is only a small fraction of the full orbital phase curve, it is enough for the data to preferentially inform the longitudinal pattern of the planet, instead of its latitudinal structure. 
Partial Phase Curve
Finally, we also present in Figure 3 the first four eigenmaps for the time sampling of the mapping-quality 8 micron data for the planet HD 189733b. Unsurprisingly, this scenario is an intermediate cross of the full-orbit and eclipse-only cases. The first two maps in particular contain much more information on the dayside and eastern parts of the planet than the other regions, with these being the longitudes primarily viewed for an observation that starts after transit and runs to a little after secondary eclipse. The first three maps together are similar to the first three maps for the full-orbit case, since they primarily provide information on the longitude brightness structure. The relative contribution of the secondary eclipse to the full data set means that latitudinal information becomes available in the n = 4 eigenmap, which is later than for the eclipse-only case (n = 3), but this information is completely inaccessible in the full-orbit case because it lacks the information from secondary eclipse.
ORBITAL UNCERTAINTIES AND THEIR IMPACT ON RETRIEVED PLANET MAPS
Each planetary system has unique orbital parameters and hence unique harmonic lightcurves, eigencurves, and eigenmaps. However, uncertainties in those orbital parameters are directly degenerate with uncertainty in the planet's brightness distribution. This was recognized as early as Williams et al. (2006) , who noted the link between a planet's eccentricity and east-west shifts in its brightness pattern. More recently, this problem was thoroughly explored by de Wit et al. (2012) , who identified a multi-parameter degeneracy between eccentricity, impact parameter, stellar density 3 , and the planet's brightness distribution. Including orbital information from radial velocity measurements, and not just relying on the phase curve alone, can significantly reduce uncertainties in the planet map (de Wit et al. 2012) .
Our method allows us to directly test how much, if at all, uncertainties in a planet's orbital parameters may limit our ability to retrieve a robust map. We do this by creating a larger set of harmonic curves to feed into the PCA; instead of just a set of lightcurves corresponding to spherical harmonics at the preferred orbital values, we include two extra sets of lightcurves, which are realizations of the spherical harmonic maps with an orbital parameter set to ±1σ of its preferred value. The PCA then calculates eigencurves that are linear combinations of both the spherical harmonics and the orbital parameters. If an orbital parameter has little influence on an eigencurve, then there should be little difference between the coefficients assigned to the different orbital realizations of any given spherical harmonic (λ n,l,m in Equations 1 and 3, but now with an extra index for the orbital realization).
We apply this test to the HD 189733 system, in order to evaluate our orbital-mapping uncertainties before analyzing the data. Using the uncertainties from Table 1 , we check the impact of the 1σ errors on orbital inclination, eccentricity 4 , and scaled semi-major axis, which are analogous to the degenerate parameters identified by de Wit et al. (2012) . We ran this sensitivity analysis for two time ranges: one that mimicked all possible information (a fully sampled orbit, including secondary eclipse, with 500 points evenly spread in time) and one for the actual time sampling of our data.
We find that in both the full orbit and partial orbit scenarios, and for all three tested orbital parameters, there is a 1% difference between the coefficients assigned to the different orbital realizations for the first five eigencurves. In many instances the differences are substantially smaller; for the case of our actual data, the eccentricity and scaled semi-major axis each influence the first two eigencurves by less than 0.1%. In fact, up to the maximum retrievable pieces of information (n max = 8, set by the last eigencurve to have a non-zero eigenvalue, see Figure 1 ), the differences between orbital realizations never gets above ∼ 10%.
The orbital uncertainties for HD 189733b are sufficiently small that they do not impact the low-order eigencurves that can be constrained by the extant photometry or, in other words, we find that orbital uncertainties do not limit our ability to map this planet. It should be noted that HD 189733b is among the best characterized exoplanets and is also the only exoplanet for which phase+eclipse mapping has been performed. Indeed, we generally expect that the planets benefiting from the most precise photometry will also have the best orbital constraints, for the simple reason that the host star is probably bright. If researchers want to map a planet with poorly constrained orbital parameters, our eigencurve method can be used to determine whether those uncertainties will disallow the retrieval of a robust map. If the orbital errors are too large, this same technique can be used to estimate how much better constrained they would need to be in order to successfully map the planet, perhaps motivating additional radial velocity observations.
APPLICATION: A MAP OF HD 189733b
In order to demonstrate our eigencurve/eigenmap method in practice, we apply it to the one exoplanet for which phase and eclipse mapping has been performed: the hot Jupiter HD 189733b (de Wit et al. 2012; Majeau et al. 2012) . We use the same reduced and detectorcorrected Spitzer Space Telescope observations of this planet as in Majeau et al. (2012) , which is a combination of eclipses from Agol et al. (2010) and phase curve data originally from Knutson et al. (2007b) , as re-reduced and corrected in Agol et al. (2010) . The original phase measurements spanned roughly half an orbit, from transit to eclipse. But due to problems correcting for detector systematics at the start of the observations, the trustworthy phase observations only span about a quarter of an orbit-these are the observations used in Agol et al. (2010) , Majeau et al. (2012) , and in the current study (as shown in Figure 4) .
Using the eigencurves calculated above (Figure 2 ), we experiment with using varying numbers of components (n max ) in fits of Equation 2 to the data. We use a Markov chain Monte Carlo (MCMC, namely emcee; Foreman-Mackey et al. 2013a), initialized by optimizing the likelihood function, with 300 walkers and 500 steps. Based on the sampler chain, we discarded the first 100 steps. We use the median value for each coefficient from the sampler distribution of the MCMC fit for each n max solution in their log likelihood functions in order to calculate the Bayesian Information Criterion (BIC) for each fit. This allows us to determine the statistically preferred number of eigencurves to use. We obtain BIC = {1074.3, 969.6, 972.6, 977.0, 983.8} for n max = {1, 2, 3, 4, 5}. This shows positive (albeit not strong) evidence for the fit that uses the zeroth curve (F 0 0 ) and the first two eigencurves (n max = 2), over the fit with the zeroth plus three eigencurves.
We present our preferred, n max = 2, fit to the data in Figure 4 , as well as the residuals. The red line is the curve using the median values for the fitted coefficients [C 0 , C 1 , C 2 ] from the MCMC fit. We also plot black curves corresponding to 1000 random samples of sets of [C 0 , C 1 , C 2 ] from the MCMC results, to visualize the uncertainty. We use the values of these coefficients from the preferred fit in Equations 3 and 4 to calculate a corresponding preferred planet flux map. We then convert to brightness temperature (described in Appendix A) and apply our stellar flux correction factor (Appendix B), arriving at the preferred planet brightness temperature map we show in Figure 5 . We translate uncertainties in the light curve fit to uncertainties in the retrieved map, using the same linear math outlined above. This allows us to identify which regions of the planet are more or less reliably mapped. From Figure 3 we can see that the spatial patterns of the first two eigenmaps are primarily informing us of the longitude of the brightest region of the atmosphere, through the signs and relative amplitudes of C 1 and C 2 . These components also influence the flux gradients across the Figure 5 . The 8 µm brightness temperature map of HD 189733b, as calculated from the preferred fit of our eigencurve mapping technique. The point that permanently faces the star is marked with a blue "X". The region of the planet that faces away from the telescope during the observation is obscured by a solid gray box, while the regions that are only partially in view are indicated with translucent boxes. This fit only includes eigenmaps up to nmax = 2 (the two leftmost panels in the bottom row of Figure 3 ), in addition to a uniform brightness component, meaning that the longitude of the brightest region is well constrained but there is no information about north-south asymmetry available.
planet. In order to characterize how well we have measured these physical properties, we draw 1000 samples from our MCMC fit, calculate the longitude of maximum flux (along the equator), as well as the maximum dayside flux relative to the minimum dayside flux.
5 We show the distribution of these parameters in Figure 6 . From the means and standard deviations, we calculate the equatorial longitude of maximum planet flux to be 21.6 ± 1.6 degrees east of the substellar point and the dayside flux contrast to be 1.799 ± 0.085.
Our result for the longitude of maximum flux is remarkably consistent with the analysis of Majeau et al. (2012) , who calculated the longitude at 21.8±1.5 degrees east of the substellar point. de Wit et al. (2012) were cautious not to quote a particular value for the location of the brightest region of the planet, instead emphasizing that different assumptions about the brightness distribution resulted in different answers, but found solutions with longitudes ranging from ∼ 10 − 30 degrees east (see their Figure 16 for solutions that incorporate radial velocity data for the orbital parameters). We can also roughly compare our retrieved flux contrasts with these previous results. Figure 16 of de Wit et al. (2012) shows a maximum dayside flux that appears to be about Figure 6 . A two-dimensional histogram of the planet's physical parameters, calculated from mapped realizations of 1000 samples drawn from our MCMC fit. The horizontal axis gives the longitude (east of the substellar point) where the planet is brightest, while the vertical axis is the maximum dayside flux divided by the minimum dayside flux. In addition to producing a preferred retrieved map ( Figure 5 ), we can directly calculate uncertainties on map properties from the uncertainties in fitted coefficients.
1.7 times the minimum flux; this agrees nicely with our result of 1.799 ± 0.085. Figure 4 of Majeau et al. (2012) shows a minimum global flux that is about 30% as bright as the maximum; we find this ratio to be about 50%, but since the night side cannot be measured as well by this partial-orbit observation, this value cannot be as definitive as the dayside flux contrast.
Finally, we also analyze the reliability of our retrieved flux map, as a function of longitude, by focusing on the equatorial profile. In Figure 7 we show two sets of profiles, for both our preferred n max = 2 fit and the slightly less favored n max = 3 fit. The thick dark lines are the profiles calculated using the median values of the coefficients from the MCMC fits, while the thin lines are 1000 randomly drawn samples from each fit. This comparison between the n max = 2 and n max = 3 fits clearly demonstrates why the BIC preferred the former. While the extra information in the n max = 3 fit allows for a more detailed flux structure, this comes at the significant cost of much larger uncertainties. Note that this model suggests a westward hotspot offset and a large day-night contrast. In fact, many of the n max = 3 realizations favor non-physical conditions on the planet's night side, with fluxes (and brightness temperatures) dropping below zero.
6 At the longitudes where the n max = 3 fit shows smaller uncertainty, we see that these values are in agreement with the solution already provided by the n max = 2 fit, as we should expect from the orthogonality of the eigencurves. Figure 7 . Brightness temperature as a function of longitude along the equator, for the nmax = 2 and nmax = 3 fits, showing the preferred solutions as darker lines and 1000 draws from the MCMC samples as lighter lines. We only plot the longitudes that were measurable during the observation; the black solid line is for longitudes directly in view (or mapped during ingress+egress) and the dashed line includes those up to the planet's limb. This comparison demonstrates that the cost of adding extra information is to create very large uncertainties (including encompassing non-physical solutions).
SUMMARY
In anticipation of the launch of JWST, which will have sufficient precision to enable eclipse-only and combined eclipse+phase mapping for many bright transiting planets, we have introduced a new method to calculate mathematically ideal basis functions for fitting the data. We promote the use of principal component analysis, for the specific timing of an observation, to calculate an orthogonal set of "eigencurves", with corresponding "eigenmaps". We use light curves from spherical harmonic maps (conviently calculated by the SPIDERMAN code, Louden & Kreidberg 2018) as input for our PCA, but in principle any complete set of light curves would work. Since the eigencurves and eigenmaps are the same regardless of the input lightcurves, the use of eigencurves neatly sidesteps the question of map parametrization when performing a BIC analysis (c.f. Kreidberg et al. 2018) . We demonstrate the efficacy of this approach by its application to data for the hot Jupiter HD 189733b and retrieve a map in good agreement with previous results (de Wit et al. 2012; Majeau et al. 2012) .
It is generally better (and can be much faster) to fit data with orthogonal basis functions. In the case of exocartography, the emphasis has so far been to have orthogonal basis maps. This is fine for thermal phase curves, for which certain orthogonal basis maps-notably spherical harmonics-produce orthogonal lightcurves-sinusoids of different frequencies. But eclipses do not share this property: we know of no orthogonal basis maps that produce orthogonal basis lightcurves. Our eigencurves become sinusoidal for phase-only scenarios, but remain orthogonal even for eclipse mapping. For planets with small orbital uncertainties, these provide a faster approach to exoplanet mapping. Moreover, because they are ranked based on their deviation from the uniform planet lightcurve, using the first few eigenmaps ensures that we are maximizing the amount of spatial information we can possibly retrieve from the lightcurves.
While it has been recognized that there are degeneracies between orbital and mapping parameters, we demonstrated an approach to determine whether the uncertainties on system parameters are small enough that they do not limit our mapping ability (as we show is the case for HD 189733b). This can even be done when planning an observation, in order to determine, for example, whether additional radial velocity data are needed to sufficiently reduce uncertainties to the level that a map can be robustly retrieved.
In summary, we recommend that researchers wanting to extract a planet map from their data should:
1. Produce a set of light curves, corresponding to different thermal emission patterns on the planet. We recommend spherical harmonics and the convenient SPIDERMAN code (Louden & Kreidberg 2018 ).
2. Use principal component analysis to calculate a set of orthogonal "eigencurves" (linear combinations of the input light curves) and sort the eigencurves in order of their information content (Section 3).
3. Test for the impact of orbital uncertainties on any retrieved map of the planet (Section 5). This can be done by calculating additional sets of light curves, with orbital parameters adjusted by ±1σ, and then running this larger matrix through the PCA. The eigencurves can then be checked to see whether there are any significant differences between the coefficients that multiply input light curves from different orbital realizations and-if there are differences-whether those impact the eigencurves with more/less information content (those that are easier/harder to retrieve from the data).
4. Based on the assessment of orbital uncertainties:
• If the eigencurves are insensitive to 1σ differences in orbital realizations, then use the eigencurves to fit the light curve data (Equation 2). Compare the Bayesian Information Criteria for fits with different n max to determine how many eigencurves are statistically preferred in the fit.
• If the eigencurves are significantly impacted by orbital uncertainties, then they do not form an optimal basis set. In this case it would be sufficient to use something like spherical harmonics in fitting the data. It would still be possible to perform PCA on a representative set of lightcurves drawn from the posterior to determine what spatial information the data were most sensitive to, but only in hindsight.
Use the calculated eigenmaps, Equation 4
, and the coefficients from the preferred fit to produce the retrieved planet map. (See Appendices A and B for how to translate from relative flux units to brightness temperature, if desired.)
6. In addition to the preferred fit, also report the eigenmaps and any regions unobserved by the data, so that a reader is aware of what spatial information is (un)available in the mapping measurement.
In using our method to retrieve a map of the bright hot Jupiter HD 189733b, we have shown that the orbital elements are known well enough that they do not introduce uncertainties in the planet map. The data are not sufficiently precise to retrieve north-south shifts in the brightness distribution, but we can reliably retrieve the east-west shift and flux amplitude of the dayside hotspot.
Finally, there are a few last warnings that are worth highlighting:
• The sorted eigenmaps contain the most-retrievable spatial information on the planet, but this does not necessarily bear any resemblance to the actual physical state of the atmosphere. The first eigenmaps are generally large-scale spatial patterns; even if the data are of sufficient quality to map these components, no signal will be detected if the planet has no large-scale features.
• The method we present here does not inherently prevent fits with non-physical properties. In particular, it may be necessary to add limits in the fit that exclude solutions with negative fluxes or temperatures on the planet (Keating & Cowan 2017 ).
However, since we know the eigenmaps in advance of the fit, this saves time in the fitting process by not having to fully calculate a new planet map at each step.
• In high-precision photometry it is common to decorrelate detector behavior simultaneously with the fit for astrophysical parameters. This means that one's choice of astrophysical model impacts the detrended lightcurve, as recently shown by Kreidberg et al. (2018) . In such a scenario, different eigencurves may be correlated with each other via the parameters of the detector model. While eigencurves are necessarily an orthogonal set, it is still important to beware of the inherent messiness of this type of data analysis in practice.
We look forward to the plethora of exoplanet maps that will soon be enabled by JWST. While we have recommended a method for creating horizontal maps at a particular wavelength (or filter band), we expect that many spectral observations with JWST will produce mapping quality data. In order to exploit the full three-dimensional mapping potential of JWST, the path forward will necessarily require a robust way to unite the retrieval of horizontal (time) and vertical (spectral) information within a consistent framework.
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where M is the top-of-the-atmosphere flux, which is weighted by the visibility function V = max[cos γ 0 , 0], with γ 0 being the angle away from the point on the sphere facing the observer (Cowan et al. 2013) . If θ and φ are the latitude and longitude, respectively, the solid angle is expressed as dΩ = cos θdθdφ. Since we assume the stellar flux to be spatially uniform and constant in time, we can subsume it into the integral,
where the units of the planet's flux map are now renormalized to be relative to the stellar flux, with a factor to account for the relative sizes of the planet and star:
A factor of π appears in the denominator because V dΩ = π. Our retrieved planet map (Z p in Equation 4) is exactly equivalent to the form of the map we have derived here. We can then use this normalization to convert from the flux units of our retrieved planet map to a brightness temperature on the planet (at 8 micron), by setting the planet and stellar fluxes to the Planck function, M p (θ, φ) = B λ (T p (θ, φ)) and M * = B λ (T * ), where B λ (T ) = (2hc 2 /λ 5 )/(exp[hc/λkT ] − 1). Rearranging this equation to solve for the brightness temperature of the planet, we arrive at T p (θ, φ) = (hc/λk)/ ln 1 + R p R s 2 exp[hc/λkT s ] − 1
where we have explicitly replaced M p,n with our retrieved planet map from a fit to the data, Z p . Using λ = 8µm and T s = 5052K (see Table 1 ), as well as the minor correction described below, we produce the brightness temperature map shown in Figures 5 and 7 .
B. INCLUDING THE STELLAR FLUX CORRECTION TERM
The data we analyze have been adjusted to remove the stellar flux and to normalize the planet flux relative to stellar. So the data units are:
where F s is the actual stellar flux and F c is what it was estimated to be. Since our fit (using Equation 2) has a non-zero value for F * ,corr , this means that F c = F s , with F * ,corr = Fs Fc − 1. The value for F * ,corr from our preferred fit is (4.5 ± 0.4) × 10 −4 , meaning that we only need to impose a very small correction to the stellar flux. This is achieved by multiplying the right hand side of Equation A2 by a correction factor of (F * ,corr + 1), which then follows through the derivation to end up as a multiplicative factor of Z p in Equation A4.
