Neonatal jaundice or hyperbilirubinemia and its evolution to acute bilirubin encephalopathy (ABE) and kernicterus are an important, yet avoidable, origin of newborn deaths, re-hospitalisations and disabilities generally. In this study, a new supervised hybrid bijective soft set neural network-based classification method is introduced for prediction of Egyptian neonatal jaundice dataset. Early prediction and classification of diseases would provide support to doctors for making decision of patient concerning the type of treatment. The hybrid bijective soft set neural network (BISONN) approach integrates both bijective soft set and back propagation neural network for the diagnosis of diseases. The experimental results are acquired by examining the proposed method on neonatal jaundice. The acquired results demonstrate that the hybrid bijective soft set neural network method can deliver expressively more accurate and consistent predictive accuracy than well-known algorithms such as bijective soft set classifier, back propagation network, multi-layered perceptron, decision table and naïve Bayes classification algorithms.
Introduction
The neonatal survival and health depend on the care prearranged to the newborn, even though neonatal care is a very crucial element in decreasing child mortality, it regularly obtains less than optimal care. There have been promises to confirm the world's commitment to enlightening neonatal health (Yinger and Ransom, 2003) . Jaundice is a most important problem in the first week of neonatal life. Neonatal jaundice is a cause of anxiety for the physician and a source of nervousness for the parents. Jaundice is the yellowish discoloration of the sclera, skin and mucous membranes resulting from deposition of bilirubin. Serum bilirubin is more than 5 mg/dL and it happens when the rate of bilirubin production outstrips excretion from the body is defined as neonatal hyperbilirubinemia. Bilirubin production in the neonatal is two to three times greater per kilogram body weight than in adults (Stoll and Kliegman, 2004) . Hyperbilirubinemia is due to the high red cell mass and decrease lifetime of red blood cell while accumulation results from a relatively low rate of conjugation of bilirubin by the liver (Stevenson and Madan, 2003) . The resultant influence of this is a rising in unconjugated, non-polar lipid resolvable bilirubin that is deposited in the skin.
Excessive increase in the level of unconjugated bilirubin is of great clinical concern since this form of bilirubin is neurotoxic and can cause death in the neonatal period as well as lifelong neurological sequelae (MacDonald et al., 2005; Onyearugha et al., 2011) . Conjugated bilirubin is not neurotoxic, but it may signify a serious disorder in the new born. Neonatal jaundice is an identical mutual clinical condition and over 60% of term newborns and 80% of preterm neonates will develop jaundice in the first week of life (Kaplan and Hammerman, 2005) . Neonatal jaundice is a foremost reason of neonatal admissions in the first week of life and establishes a significant reason of neonatal disease and death. In developed countries, risk factors include prematurity, haemolytic diseases (ABO haemolytic disease and Rhesus isoimmunisation), enzyme deficiencies (uridyl diphosphate glucuronyl transferase enzyme deficiency), and sepsis (Band, 2011) .
Artificial neural networks (ANNs) are extensively used and powerful tools for detection and classification of medical databases. Many single and hybridised ANN methods have been proposed which are based on various neural network structural designs. The performance of ANN is depending upon uncertainties in data (data dependency) (Maglaveras et al., 1998) . The uncertain data decreases the whole classification performance, so complexities of modelling uncertain data in medical dataset is very important. Conversely, furthermost of real-world problems within fields as different as finances, engineering, social science, biomedical science involve data that have uncertainties. The traditional mathematical tools are not always successful because of various uncertainties are seeming in these domains. There have been great amounts of research efforts are concerned by use of some special tools such as fuzzy set theory, rough set theory (Pawlak, 1982) , grey set, vague set theory and intuitionistic fuzzy set theory (Kumar et al., 2015) .
However, Molodtsov (1999) pointed out that all of these above theories have its own advantage as well as some of disadvantages in dealing with uncertainties. One major limitation of those methods is their incompatibility with the parameterisations tools. To avoid these difficulties consequently Molodtsov presented the concept of soft set theory as a new mathematical tool for handling with uncertainties that was free from the parameterisation problems. Recently, soft set theory has been developed rapidly and concentrated by research in theory and application. Based on the concept of Molodtsov, some of soft set extensions are developed such as fuzzy soft set, rough-soft sets, soft-rough sets, soft-rough fuzzy sets (Feng et al., 2009) , fuzzy soft set (Kalaiselvi and Inbarani, 2013) , interval-valued fuzzy soft set, interval-valued intuitionistic fuzzy soft set, and fuzzy rough set model (Yang et al., 2009) . The extensions of the soft set theory not handled high order uncertainty. Gong et al. (2008) proposed a new type of soft set called bijective soft set. The bijective soft set information system is a special form of soft set information system, which is described and solved higher order uncertainties. From the conception of bijective soft set theory, every element can only be mapped into one parameter and the union of partition by parameter set is universe. Based on the notion of bijective soft set, Gong et al. (2008) proposed some of its operations such as the relaxed AND and restricted AND operation, dependency between two bijective soft sets, reduction of bijective soft set and decision rules in bijective soft decision system (Kumar et al., 2014a) .
In this paper, an automated method for neonatal jaundice feature selection (FS) and classification methods are proposed. Neonatal jaundice dataset have both discrete and continuous values. The continuous value may reduce classification accuracy; therefore, it is important to apply discretisation as a pre-processing step to convert continuous values into discrete values. FS method should be applied after the discretisation. The bijective soft set-based quick reduct algorithm proposed for eliminate noisy or irrelevant features. For the classification, hybrid bijective soft set neural network (BISONN) classification algorithm is applied for classification of three different types. The bijective soft set theory is used for handling uncertainties in neonatal jaundice dataset then multilayer perceptron (MLP) neural network is applied for classification. From the experimental study, not only the proposed hybrid model is able to achieve high accuracy also to provide better understanding and view of decision support system in real-time situations.
This paper is organised as follows: Section 2 provides a review of related work. Section 3 gives a brief introduction about soft set and Bijective soft set. The complete methodology, proposed FS and classification methods are presented in Section 4. The experimental analysis and discussion of results for the neonatal jaundice dataset is described in Section 5. Finally, conclusion is presented in Section 6.
Related work
In medical databases, decision-making process and machine learning classification methods deliver better support for many domains of diagnosis, prognosis, observing, treatment, healthcare and hospital management. Classification accuracy is vital in classifiers for medical applications (Abdel-Aal, 2005; Azar and Vaidyanathan, 2015) . Early time diagnosis of the disease might increase patients' treatment effect. One of the most important and essential tasks in any pattern recognition (prediction) system is to overcome the dimensionality problem, which forms an inspiration for applying appropriate FS method (Rami et al., 2011) . The large amount of dimensional dataset reduces the classification accuracy. Dimensionality reduction or FS is a process to select most informative features from the given medical datasets. FS methods are separated by supervised and unsupervised classes. When decision class is available in the data, it is called supervised; otherwise it is called unsupervised FS method. FS is used to increase the classification accuracy and reduce the computation cost of the diagnosis of the disease (Hassanien et al., , 2015 Inbarani et al., 2015a Inbarani et al., , 2015b Elshazly et al., 2013a Elshazly et al., , 2013b .
There are several soft computing techniques developed to analyse medical data FS and classification tasks. In this related work section, numerous of proposed FS and classification methods are addressed in Table 1 . Table 1 Related work for this study Authors Purpose Description Azar (2013) Prediction and classification
In this paper, multilayer perceptron (MLP) neural network with fast learning algorithms is used for the correct prediction and classification of the post-dialysis blood urea deliberation. Azar and Hassanien (2014) Feature selection and classification
In this paper proposes a linguistic hedges neuro-fuzzy classifier with selected features (LHNFCSF) for dimensionality reduction and classification of medical big data. Banu et al. (2014) Feature selection
In this study, unsupervised tolerance rough set-based quick reduct (U-TRS-QR) algorithm proposed for analysing the Egyptian neonatal jaundice. Kumar and Inbarani (2015a) Classification In this study, a novel neighbourhood rough set classification approach is presented to deal with medical datasets. The proposed algorithm outperforms compare with five benchmarked classification approaches. Jothi et al. (2013) Feature selection
In this paper, tolerance rough set-based supervised PSO-quick reduct (STRSPSO-QR) and PSO-relative reduct (STRSPSO-RR) algorithms proposed for mammogram images feature selection. Inbarani et al. (2014a) Feature selection
In this paper, proposed new supervised feature selection techniques based on hybridisation of PSO and rough set. PSO-based relative reduct (PSO-RR) and PSO-based quick reduct (PSO-QR) feature selection methods are applied for the disease diagnosis. Inbarani et al. (2015a) Feature selection This paper proposes a supervised feature selection method based on rough set quick reduct hybridised with Improved harmony search algorithm. The proposed algorithm reveals more than 90% classification accuracy in most of the cases and the time taken to reduct the dataset also decreased than the existing methods. Senthilkumar et al. (2014) Classification A novel approach for medical data classification based on modified soft rough set-based classification approach is proposed. Kumar and Inbarani (2015b) Classification This paper presents the new automated classification method for electrocardiogram (ECG) arrhythmia using improved bijective soft set theory. Hassanien and Jafar (2004) Classification In this paper, presented a rough set-based system for rules generation. The generated rules are from a set of observed 360 samples of the breast cancer data. Azar and El-Said (2013) Classification Presented a performance analysis of six types of SVMs for the diagnosis of the classical Wisconsin breast cancer problem from a statistical point of view. The classification performance of standard SVM was compared to other modified classifiers. Elshazly et al. (2013b) Classification In this paper, two novel ensemble classifiers, i.e., random forest (RF) and rotation forest (ROT) for biomedical datasets is verified with five medical datasets. Feature selection This paper aims to identify the important features, therefore dropping the amount of features to assess the fetal heart rate. The features are selected by using unsupervised particle swarm optimisation (PSO)-based relative reduct and are tested by using various measures of diagnostic accuracy. Molodtsov (1999) presented the concept of soft set theory which can be used as a general mathematical tool for management with uncertainty. Molodtsov (1999) argued that classical methods are not always successful, because the uncertainties seeming in numerous types were inadequate for parameterisation. Consequently, Molodtsov initiated the concept of soft set theory. To avoid difficulties, soft set theory uses an adequate parameterisation (see Definition 1). Let U be an initial universe of objects and E be a set of parameters in relation to objects in U. Parameters are often attributes, characteristics or properties of objects (Kumar et al., 2014a (Kumar et al., , 2014b .
Preliminaries

Soft set
is called a soft set (over U) if and only if F is a mapping of E into the set of all subsets of the set U, where F is mapping given by
In other words, the soft set is a parameterised family of subsets of the set U. Every set
from this family may be considered as the set of -elements E of the soft sets (F, E), or as the set of -approximate E elements of the soft set.
Bijective soft set
Gong et al. (2008) introduced a new type of soft set known as bijective soft set. Form the notion of bijective soft set, every element can be only mapped into one parameter and the union of partition by parameter set is universe. Based on the notion of bijective soft set, Gong proposes some of its operations to study the relationship between bijective soft sets. Throughout this section, U refers to an initial universe, E is a set of parameters; P(U) is the power set of E and A ⊆ E.
Definition 2: Let (F, B) be a soft set over a common universe U, where F is a mapping F: B → P(U) and B is non-empty parameter set. We say that (F, B) is a bijective soft set, if (F, B) such that 1 Uε ∈ BF(e) = U.
For any two parameters
From Definition 2, the mapping F: B → P(U) can be transformed to the mapping F: B → Y, which is a bijective function. i.e., for every y ∈ Y, there is exactly one parameter e ∈ B such that F(e) = y and no unmapped element remains in both B and Y. 
Definition 4 (Restricted AND operation): Let U = {x1, x2, …, xn} be a common universe, X be a subset of U, and (F, E) be a bijective soft set over U. The operation of '(F, E) restricted AND X' denoted by ( , ) F E X ∧ is defined by Ue ∈ E{F(e): F(e) ⊆ X}.
Definition 5 (Relaxed AND operation): Let U = {x1, x2, …, xn} be a common universe, X be a subset of U, and (F, E) be a bijective soft set over U. The operation of '(F, E) relaxed AND X' denoted by ( , ) F E X ∧ is defined by Ue ∈ E{F(e): F(e) ∩ X ≠ ∅}.
Definition 6 (Boundary region):
The boundary region is the difference between relaxed AND and restricted AND operations of a set X that consists of equivalence classes having one or more elements in common with X; it is given by BNDC (x) = {(F, E) X -(F, E) X}.
Definition 7 (Dependency between two bijective soft sets):
Suppose that (F, E), (D, C) are two bijective soft sets over a common universe U, where
The concept of dependency is to describe a degree of bijective soft set in classifying the other one. (Gong et al., 2008) .
Method
The basic notations of soft set and bijective soft set theories mentioned in the last section. The whole experiment process includes four steps:
1 discretisation 2 FS 3 handling data inconsistent and uncertainties 4 classification.
This work proposes an effective and efficient approach to find the decision rules. The methodology adopted in this work for the diagnosis of Egyptian Neonatal jaundice is exposed in Figure 1 . Hence, in this methodology, discretisation is applied as the first pre-processing step for dividing continuous values into a set of neighbouring intervals for producing features with discrete values. A discretisation method not only make a distinct value, but also helps the domain users to easily understand the features, moreover system learning is more precise and quicker. In this stage, neonatal jaundice dataset features are discretised based on class-attribute contingency coefficient discretisation algorithm (Tsai et al., 2008) . The discretised values are applied to the proposed bijective soft set-based quick reduct. FS is the process of reducing dimensionality, eliminating irrelevant data, accumulative learning accuracy and improving result unambiguousness. In the FS top subset of features selected for increasing classification accuracy. Hereafter, the third step is handling inconsistent data with the help of bijective soft set. After handling uncertainty in the data, MLP neural network classification method is applied to diagnose the diseases and classification accuracy measures are used to estimate performance of the proposed classification algorithm. 
FS -bijective soft set quick reduct
Bijective soft set-based quick reduct algorithm is used for reduce the dimensions of Egyptian neonatal jaundice dataset. The BISOQR algorithm generates reduct without exhaustively generating all possible subsets. In the new bijective soft set-based FS algorithm, the reduct set can be achieved by using AND and restricted AND Operation in bijective soft set theory. It starts with constructing bijective soft set AND and restricted AND Operations are applied to compute the reduct set. The bijective soft set-based quick reduct approach is discussed in Algorithm 1. It starts off with an empty set and enhances in chance, one at a time, those attributes that outcome in the utmost increase in the bijective soft set dependency metric, up to this by returning its maximum possible value for the dataset. Affording to the algorithm, the dependency of each attribute is calculated and the best attribute is chosen. 
N -Number of conditional attributes
Output: R -Reduct set
Step 1: Construct bijective soft set for all conditional attributes (F i , E i ) for i =1 to n -1, n is the Number of attributes.
Step 2: Construct bijective soft set for decision attribute (D, B) for Decision attribute, d.
Where C i ={1, 2, …, n}
Step 3: Let R ← {}
Step 4: T ← R
Step 5: Construct Bijective soft set (F, E), ∀i ∈ (C i -R) and
Bijective soft set (G, B), ∀i ∈ T Calculate the bijective soft set dependency ∀i ∈ (Ci -R)
Step 6: Repeat steps 4 and 5.
For Ci = {1, 2, …, n}
Step 7: Output R.
BISONN classifier
Handling inconsistent data -bijective soft set
In this paper, a hybrid intelligent model, i.e., bijective soft set and neural network are developed for the analysis of neonatal jaundice dataset. The hybrid intelligent system possesses two important properties, i.e., handling data dependency (inconsistence data and uncertainty) and rule extraction with justifiable predictions. Algorithm 2 shows the hybridised algorithm based on bijective soft set and neural network. In order to allow bijective soft set and neural network to operate efficiently as a hybrid intelligent system, a number of adjustments are desirable, the following algorithm explains by example the working of the proposed algorithm (Kumar et al., 2015) . The hybrid algorithm primarily starts with finding bijective soft set for conditional attributes and decision attribute. AND operation values of conditional attributes are acquired from the conditional attributes of bijective soft set. The relaxed AND and restricted AND operations are obtained from AND operation of conditional attribute and equivalence classes of decision attribute. Output: Updated decision.
Step 1: Initially, construct Bijective soft set based on conditional attributes. (F i , E i )C ← C
Step 2: Construct bijective soft set for decision attribute.
Step 3: Apply AND operation between all conditional attributes.
Step 4: Compute Relaxed AND operation. (H, C) ∧ E ← U e∈E {F(e): F (e) ∩ X ≠ ∅}
Step 5: Compute Restricted AND operation. (H, C) ∧ E ← U e∈E {F(e): F(e) ⊆ X
Step 6: Find boundary region between Relaxed AND and Restricted AND operation.
BNDC (x) ← (H, C) ∧ E -(H, C) ∧ E
Step 7:
Determine centroid values based on restricted AND operation.
Step 8:
Step 9:
CEN D (x)). Update decision values D ← ND
Step 10: Call Neural network classifier (MLP).
The BND C (Q) values are considered as uncertain values, and inference decision system is constructed based on the similarity measures. The similarity measure is evaluated for each element of BND C (Q) with the centroid of each class's restricted AND operation, and decision values are updated according to the closest centroid. The neural network classification algorithm is applied for the condition attributes and updated decision attribute. The following equation is applied for computing the distance between the centroid and the elements.
( )
Example 1: A sample dataset, containing of both conditional and decision attributes is presented in Table 2 . C{c 1 , c 2 } is conditional attributes and is decision attribute. The worked out example of the proposed algorithm is shown in Table 3 . Step 2:
Compute Bijective soft set of decision attributes.
Step 3: Apply AND operation between all conditional attributes C{c 1 , c 2 }.
Step 4: Compute Restricted AND based on the result of AND and decision attribute.
Step 5:
Compute Relaxed AND based on the result of AND and decision attribute.
Step 6:
Hence, the boundary region of the given dataset. BND(D) = {x 4 , x 8 }
Step 7 Centroid value for class 1: 2.5000, 1.0000
The following equation is applied for computing the distance between the centroid and the conditional attributes.
(2 2.5000) (3 1) 2.0616;
Centroid value for class 2: 1.8000, 2.4000 Step 8: Select decision class which has minimum distance values (class 1). Update decision values in the dataset.
[1 1 2 2 1 2 2 2 1]; ND =
Call MLP
Neural network (classification)
ANN is a computational model which is inspired by the construction of biological neural networks. The ANN contains a connected group of artificial neurons. A multilayer feed forward network named the MLPs is hired in this work as a classification of ECG signals. MLP contains of two different stages, the training and testing stages. In the training phase, the features are applied at the input and the corresponding desired classes are at the output of MLP classifier. A training algorithm is executed to adjust the weights and the bias until the actual output of the MLP matches the desired output and performance satisfaction is reached. In the test phase, a set of test features, which are not part of training features, are applied to the trained MLP classifier to test the classification of the unknown features (Alejo et al., 2012) . This study defines the use of neural network in pattern recognition, wherever the input units denote the feature vector and the output units represents the class which is used as decision value. Feature vector (input vector) is given to the input layer, as well as output of each unit is the corresponding element in the vector. Every hidden unit computes the weighted sum of its input to outline its scalar a net activation. Net activation is the inner product of the inputs and the weight vector at the hidden unit (Rai et al., 2013; Kumar et al., 2015) . If x i is a function of input vector x = [x 1 * x 2 -………… x n ] T and w i are elements of the weight w = [w 1 * w 2 ………… w n ] T then the net function is expressed as:
Each hidden unit produces an output which is a nonlinear function of the activation, f (net) that is:
Usually, neural networks are trained, or adjusted, so that a particular input unit to a specific target output. Here, the network is adjusted, based on an assessment of the output and the target, while waiting for the network output which matches the target. In general, several such input/target pairs are desired to train a network. The choice of the ANN inputs is the most significant section on designing the neural network based on pattern classification since even the best classifier will execute defectively if the inputs are not opted well. The selection of input has two significances:
1 which elements of a pattern 2 which set of inputs best characterise a given pattern (Kumar et al., 2015) .
Experimental result and discussion
The simulation of proposed algorithm and benchmark algorithms used for comparison were performed using an Intel (R) Core (TM) i3 CPU 2330M-2.20 GHz machine with 4 GB RAM and a Microsoft Windows 7 64-bit operating system. The essential of the NRSC algorithm calculations was implemented using the MATLAB software package (MATLAB R2013b).
Dataset descriptions
Neonatal jaundice dataset totally have 808 newborn babies records collected from all months of 2007 in neonatal intensive care unit in Cairo, Egypt. The dataset has 16 condition attributes. They are sex (male or female), age/day (postnatal age per day on admission), gestational age, weight at day of presentation, postnatal age of patient per day in which onset of jaundice was happened, duration of stay in hospital, peak of total bilirubin level (mg/dl), postnatal age of patient per day in which total bilirubin peak was recorded, total bilirubin level (mg/dl) at day of presentation, direct bilirubin level (mg/dl) at day of presentation, total bilirubin level (mg/dl) after 24 h after presentation, direct bilirubin level (mg/dl) after 24 h after presentation, total bilirubin level (mg/dl) after 2 days after presentation, direct bilirubin level (mg/dl) after 2 days after presentation, total bilirubin level (mg/dl) before discharge from hospital or death, and direct bilirubin level (mg/dl) before discharge from hospital or death. These data are obtainable for prediction of the hazard of neonatal jaundice and dangerous hyperbilirubinemia of newborns. According to conditions of jaundice, patients' diseases are classified by three patterns. They are (A) patients with indirect hyperbilirubinemia then changed into direct hyperbilirubinemia, (B) patients with indirect hyperbilirubinemia and (C) patients with direct hyperbilirubinemia (Own and Abraham, 2012) .
Performance analysis
The experiments were accompanied to evaluate the proposed hybrid BISONN classifier algorithm. The experiment neonatal jaundice dataset is divided into 80% for training and the remaining 20% was used for testing. The experiment was conducted using the 808 neonatal records. By applying the introduced BISOQR FS algorithm, we selected the informative features for increasing the classification quality for each attribute. We reach the minimal number of reducts that covers a grouping of attributes which has the same perception factor. The reducted attributes are: {direct bilirubin level at day of presentation, direct bilirubin level after 24 h after presentation, direct bilirubin level before discharge from hospital or death}. The obtained feature sets are used to generate the list of rules for the classification. The training data are applied to test the proposed hybrid BISONN classification algorithm and the results are also compared with bijective soft set classifier (Kumar et al., 2013) , back propagation network (Alejo et al., 2012) , MLP (Simon and Eswaran,1997) , decision table (Liu et al., 2008) and naïve Bayes (Dong et al., 2011) classification algorithms. The results obtained using various classification algorithms are validated based on classification accuracy measures. Validation is important for the development in data mining, and it is especially vital when the area is still at the initial stage of its development. There are several validation methods available. In this paper, we enumerated the classifier performance using the most familiar metrics sensitivity (Se), specificity (Sp), positive predictive value (PPV), negative predictive value (NPV), false predictive value (FPV), Matthews' correlation coefficients (MCC), and F-Measure . These measures are explained as given in Table 4 . Sensitivity or recall is a measure of the ability of a prediction model to select instances of a certain class from a dataset. Specificity measures the accuracy provided that a specific class has been set. PPV is the amount of positive test results that are true positives (correct diagnoses). It is a critical measure of the performance of an analytical method, as it reproduces the probability that a positive test reflects the underlying conditions (Kumar et al., 2015) . The NPV is the probability that gives a negative result, when the neonatal jaundice measure is absent. It is defined as the proportion of subjects with a negative test result who are correctly diagnosed. A NPV is high for a given test means that when the test yields a negative result, it is most likely correct in its assessment. Measures that combines precision and recall is the harmonic mean of precision and recall and is called the traditional F-measure (F-M) or balanced F-score where TN is the number of true negative samples, TP is the number of true positive samples, FN the number of false negative samples and FP is the number of false positive samples. From the confusion matrix, quality of classification algorithm is measured. The records correctly and incorrectly classified for each every class can be recognised using confusion matrix. Table 5 The confusion matrix of classification algorithms The most essential metric for defining whole classification system performance is usually accuracy. Accuracy is also used as a statistical measure of how well a classification test appropriately classifies or removes a condition. The classification accuracy is a mutual technique that is used in the pattern recognition applications. The classification accuracy for the research is taken as the ratio of the number of samples properly categorised to the total number of samples.
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The accuracy is the proportion of true results (both true positives and true negatives) among the total number of cases examined. A confusion matrix holds information about actual and predicted classifications done by a hybrid bijective soft set -neural network classifier. Performance of the proposed algorithm is calculated using the data in the matrix. Consider three class problem with the classes A, B, and C. The confusion matrix demonstrates the classification results of the hybrid BISONN and some comparative algorithms are also shown in Table 5 . The confusion matrix shows how the predictions are prepared by the proposed and some comparative algorithms. The rows correspond to the known labels of the data, i.e., the classes in the data. The columns represent the predictions made by the algorithms. The value of each of element in the matrix is the number of predictions made with the class corresponding to the column for examples with the correct value as represented by the row. Therefore, the diagonal elements show the number of correct classifications made for each class, and the off-diagonal elements show the errors made. Performance of classification algorithms are evaluated using accuracy measures for the neonatal jaundice. For the former case, results are tabulated in Table 6 . Figure 2 shows the comparative analysis of classification algorithms for the neonatal jaundice dataset. Figure 2 illustrates that the classification accuracy of BISO is higher than that of BPN, MLP, decision table and naïve Bayes. It also shows the effectiveness of BISONN over the other classification approaches BISO, BPN, MLP, decision table and naïve Bayes. Separately, the bijective soft set-based classification algorithm produces 96.28% accuracy and back propagation neural network algorithm reaches 92.30% accuracy and the proposed hybrid BISONN obtains 99.10% accuracy.
Conclusions and future work
In this paper, a novel hybrid BISONN-based classification method is proposed for Egyptian neonatal jaundice dataset. The proposed methodology includes three modules: FS, handling inconsistencies and classification. In the FS module, we have applied BISOQR for selecting informative features form dataset. Then, for the handling inconsistencies and classification stage, hybrid BISONN is applied and evaluated for three different classes of neonatal jaundice. The rules elucidated from BISONN are useful for explaining the prediction given by the hybrid model. Where medical experts not only like to have an exact prognostic or diagnostic prediction, also would like to be satisfied that the prediction is based on sensible justifications; hence accepting the use of computerised intelligent systems is essential in clinical practice. The classification accuracy of the proposed BISONN is also compared with bijective soft set classifier, back propagation network, MLP, decision table and naïve Bayes. The acquired result illustrates that the proposed method performs relatively better than other benchmark classification algorithms for Egyptian neonatal jaundice dataset.
