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Abstract
This paper establishes compactness results for the moduli stack of holomorphic curves
in suitable exploded manifolds. This together with [14] and [13] allows the definition of
Gromov-Witten invariants of these exploded manifolds.
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1. Introduction
This paper establishes compactness results for the moduli stack of holomorphic curves
in exploded manifolds. An introduction to exploded manifolds may be found in [15].
The topology in which we shall establish compactness is the C∞,1 topology, which
is both a topology and a level of regularity. A C∞,1 function can be viewed as a gen-
eralization of a function on a manifold with cylindrical ends which is smooth and has
exponential convergence at cylindrical ends. In [17] it is shown that the moduli stack of
holomorphic curves has regularity C∞,1 in the sense that in a neighborhood of any holo-
morphic curve for which the ∂¯ equation is transversal, the moduli stack of holomorphic
curves can be represented by C∞,1 family of holomorphic curves. More generally, a vir-
tual moduli space is constructed in [13] which is locally constructed using C∞,1 families
of curves. The compactness established in this paper allows us to know that compo-
nents of this virtual moduli space are compact, and define Gromov-Witten invariants for
suitable exploded manifolds.
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The topology in which the moduli space of curves is compact seems unnatural from the
perspective of differential topology because of bubbling phenomena and node formation.
Similar phenomena occur in the category of exploded manifolds, but unlike the smooth
category, all the bubbling and node formation behavior can happen within connected
smooth (or C∞,1) families of maps. Still, in talking about a converging sequence of
holomorphic curves, we must deal with the fact that the domain of the curves may
change.
We shall say that a sequence of C∞,1 curves
fi : (Ci, ji) −→ B
converges to a C∞,1 curve f if the following holds:
There exists a sequence of families of C∞,1 curves,
(Cˆ, ji)
fˆi−→ B
↓
F
and a sequence of points pi ∈ F so that
1. The fiber of (Cˆ, ji) over p
i is (Ci, ji), and the restriction of fˆ
i to the fiber over pi
is f i.
2. This sequence of families converges in C∞,1 to the family
(Cˆ, j)
fˆ−→ B
↓
F
in the sense that the fiberwise complex structures ji converge in C
∞,1 to j and the
maps fˆ i converge in C∞,1 to fˆ
3. The sequence of points pi in F converge to some point p ∈ F so that f is given by
the restriction of fˆ to the fiber over p.
One scary aspect of this definition is that the corresponding topology on the moduli
stack of holomorphic curves is non-Hausdorff in the same way that the topology on an
exploded manifold is non-Hausdorff. In particular all the points p ∈ F for which pi → p
correspond to limits of our sequence of curves. This is to be expected as we want to view
the moduli stack of holomorphic curves as analogous to an exploded manifold rather
than simply as a topological space. In [17], it is shown that the above topology on the
moduli stack of C∞,1 curves is the natural topology in which a substack is open if every
family of curves intersects it in a open subfamily.
To understand technical assumptions on an almost complex structure and taming
form used in this paper, it is useful to think of the smooth part dBe of an exploded
manifold B as a C∞ version of a locally ringed space or a ‘smooth manifold with singu-
larities’, with a natural notion of tangent spaces and differential forms defined in section
2. In section 3, we define the notion of a ∂¯ log compatible almost complex structure J on
an exploded manifold. Lemma 3.15 gives that for any such J , dBe has an almost complex
structure, and may locally be regarded as a holomorphic subset of some almost complex
2
manifold. This result allows standard analysis of (pseudo)-holomorphic curves in almost
complex manifolds to be applied to holomorphic curves in dBe. Section 2 contains a def-
inition of a taming form, which may be thought of as a symplectic form ω on dBe with
an extra positivity condition that ensures that there exists a ∂¯ log compatible almost
complex structure J on B so that ω is positive on holomorphic planes. It is proved in
section 3 that for such a taming form ω, the space of ∂¯ log compatible almost complex
structures tamed by ω is nonempty and smoothly n-connected for all n.
In the case that B is a smooth manifold, a taming form is simply a symplectic form
and any smooth almost complex structure is ∂¯ log compatible, so the technical conditions
of sections 2 and 3 are automatically satisfied.
Section 4 deals with an important extra requirement for compactness of the moduli
space of curves. This requirement is that the local area of a holomorphic curve must
be bounded by topological information about that curve. Of course, if B is a compact
manifold, then the area of a holomorphic curve is bounded by the integral of a taming
form. Lemma 4.2 proves that if there is an integral affine map B −→ [0,∞)N which is
injective restricted to each stratum of dBe, then the local area of any holomorphic curve
is bounded by the integral of a taming form. Lemma 4.2 also proves that if there is an
integral affine immersion B −→ RN , then the local area of any holomorphic curve f is
bounded by the integral of a taming form plus some combinatorial information about
the ends of the tropical curve f .
Section 5 provides estimates for the local behavior of holomorphic curves. It ends
with Proposition 5.17 on page 44 which provides a decomposition of a holomorphic curve
into a bounded number of regions with bounded derivative and conformal geometry and
a bounded number of low energy annuli with behavior constrained by Lemma 5.13 on
page 38.
Section 6 contains the proof of compactness of the moduli space of curves with
bounded genus, number of punctures, energy, and local area. As proved in section 4,
the local area bound follows from topological conditions if there is an immersion of B in
some RN . A more general version of compactness involving the case of curves in a family
of exploded manifolds is stated on page 54.
The technical assumptions required on the target (B, J) are that B is basic and
complete, and the almost complex structure J is ∂¯ log compatible, and tamed by a
taming form ω. As explained in section 4 of [15], the tropical structure of B associates a
polytope to each point in dBe, and these polytopes are glued together to form the tropical
part B of B. The assumption that B is basic means that any two of these polytopes are
glued together in at most one way. The assumption that B is complete means that B is
compact and each of these polytopes is complete. For further details, see definitions 4.6
and 3.15 of [15].
This compactness result can be viewed as a generalization of the compactness results
for holomorphic curves found in [4], [9], [10], and [8]. In the algebraic case, similar
compactness results have been obtained by Abramovich and Chen in [3] and [1] and
Gross and Siebert in [5]. A different approach to compactifying the moduli space of
curves in the symplectic case is given by Ionel in [7].
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The following are some examples of almost complex exploded manifolds satisfying
the technical requirements used in this paper.
• Any compact manifold with an almost complex structure tamed by a symplectic
form will satisfy the above assumptions.
• The explosion ExplM of any complex manifold M with normal crossing divisors
so that each divisor is an embedded submanifold will be basic, and the tropical
part of ExplM will admit an immersion into [0,∞)n, so local area bounds on
holomorphic curves will follow from energy bounds. If M is compact and there is a
symplectic form on M which tames the complex structure, then ExplM will satisfy
the above assumptions. This case is useful for defining and computing Gromov-
Witten invariants relative to normal crossing divisors.
• Given any compact symplectic manifold M with orthogonally intersecting codi-
mension 2 symplectic submanifolds, we can construct an exploded manifold M
using a similar construction to the explosion functor. (For further details of this
construction see section 14 of [16].) On such an exploded manifold M, the set
of almost complex structures J tamed by the symplectic form and satisfying the
above assumptions is nonempty and n-connected for all n. This case is useful to
define Gromov-Witten invariants relative to these symplectic submanifolds.
2. Taming forms
Taming forms play the role of symplectic forms in taming almost complex structures
on exploded manifolds. The reason that a separate definition is needed is as follows:
The most natural definition of a symplectic form on B is a closed 2-form ω which is
a symplectic form on each tangent space. Such symplectic forms are inappropriate for
taming holomorphic curves, because the integral of ω will often be infinite on curves of
interest.
We shall use taming forms which may be regarded as symplectic forms on dBe with
an extra positivity condition. For this to make sense, we shall define the tangent and
cotangent spaces of dBe within this section. Recall that every smooth map B −→ R
factors through dBe, so the smooth real valued functions on B may be regarded as
pulled back from a sheaf of smooth functions on dBe. In fact, dBe with this sheaf of
smooth functions may be regarded as a C∞ version of a locally ringed space, so we may
define the tangent and cotangent spaces as usual.
Definition 2.1. The tangent space TpdBe to the smooth part of B at a point p is the vec-
tor space of derivations v so that for any two smooth locally defined real valued functions
f and g on dBe,
v(fg) = v(f)g(p) + f(p)v(g)
v(f + g) = v(f) + v(g)
and for any constant real function c,
v(cf) = cv(f)
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We shall sometimes also use the notation TpdBe when p is a point in B to refer to
the tangent space to dBe at the image of p in dBe.
The tangent space TpdBe may be higher or lower dimensional than B, and T dBe
may not be a vector bundle. If B is a single coordinate chart, then dBe is equal to some
closed subset of Cn. Tangent vectors can then be identified with vectors on Cn which
vanish on any smooth function on Cn which vanishes on dBe. Therefore, in this case,
we may regard TpdBe as a linear subspace of TpCn and T dBe as a closed subset of TCn.
For example, the smooth part of T1[0,1] is equal to the subset of C
2 where ζ1ζ2 = 0. The
tangent space at (0, 0) is 4 (real) dimensional, but the tangent space elsewhere on dT1[0,1]e
is 2 (real) dimensional.
Definition 2.2. Define the nice tangent space, Tnicep dBe ⊂ TpdBe to be the subspace of
TpdBe consisting of vectors v satisfying the following property: Given any finite collection
of smooth functions hi and fi on B, if the one form
∑
hidfi on B is 0, then∑
i
hiv(fi) = 0
Clearly, the nice tangent space is a linear subspace of TpdBe. It is conceivable that
Tnicep dBe 6= TpdBe for some particularly singular dBe, but I know of no such examples.
In the case that dBe is embedded as a closed subset of Cn, TnicedBe ⊂ TCn consists
of vectors which vanish on all smooth one forms which pullback to be 0 on B. It shall
be important for us that TnicedBe ⊂ TCn is closed. Note that given any smooth map
A −→ B, there is an induced tangent map T dAe −→ T dBe which sends the nice tangent
space to the nice tangent space. The following lemma implies that smooth maps from
manifolds to dBe only see the nice tangent space of dBe.
Lemma 2.3. The derivative of any smooth map f : R −→ dBe has image contained in
the nice tangent space to dBe.
Proof:
Note that a smooth map f : R −→ dBe means a map f from R to dBe so that g ◦ f
is smooth for all smooth functions g on dBe. By restricting to an open subset, we may
assume that dBe is embedded as a closed subset of Rn, so a smooth map to dBe is just
a smooth map to Rn contained in dBe ⊂ Rn. The nice tangent space of dBe is then a
closed subset of TRn, so the inverse image under df of the nice tangent space is a closed
subset of TR.
At a point p contained in a stratum S of dBe, any vector v tangent to S comes from
a vector in TpB, therefore TpS ⊂ TpdBe is contained in the nice tangent space.
Suppose that df restricted to x ∈ R has image outside of the nice tangent space of
dBe. Then df is not contained in the tangent space to the stratum of dBe containing
f(x). It follows that for some neighborhood U of x, f is contained in a higher dimensional
stratum of dBe on U − {x}. If on some neighborhood of x, df is not contained in the
nice tangent space, the argument may be continued to obtain points arbitrarily close to
x which are sent by f to maximal dimensional strata of dBe. At such points df must be
contained in the nice tangent space. Because the set of points where df is contained in
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the nice tangent space is closed, this contradicts our assumption that df restricted to x
was not in the nice tangent space.

Remark 2.4. In the case of a family piG : Bˆ −→ G, we shall need to talk about the
vertical tangent space TvertBˆ of Bˆ, which is the sub bundle of T Bˆ which is the kernel
of dpiG. Similarly, we shall need the vertical tangent space T
nice
vert,pdBˆe ⊂ Tnicep dBˆe which
is the kernel of ddpiGe intersected with the nice tangent space. Similarly, we shall need
the vertical cotangent spaces T ∗vertBˆ and T
∗
vertdBˆe, and the vertical exterior differential
operator dvert.
There is an obvious map
ι : TpB −→ Tnicep dBe ⊂ TpdBe
given by considering a derivation v ∈ TpB on exploded functions as giving a derivation
ι(v) ∈ TpdBe on smooth functions.
Remark 2.5. In section 3, we shall construct ∂¯ log compatible almost complex structures
J which induce an almost complex structure J ′ on TnicedBe. These ∂¯ log compatible
almost complex structures will be canonically determined on the kernel and cokernel of ι
by the following two properties:
1. If v is in the kernel of ι, and z˜ is any exploded function,
(Jv)z˜ = i(vz˜)
2. If z˜ is any exploded function so that dz˜e is defined close to p and dz˜e vanishes at
p, then for any w ∈ Tnicep B,
(J ′w)dz˜e = i(wdz˜e)
To understand how the above could possibly hold, observe that if h is any smooth
C∗-valued function, then v(hz˜) = h(p)vz˜ so long as v is in the kernel of ι, and wdhz˜e =
h(p)wdz˜e so long as dz˜e makes sense close to p and vanishes at p.
Note also that if v is any vector in TpB, then it is proved in [15] that vz˜ is equal to
a complex number times z˜(p), so if dz˜(p)e = 0, then ι(v)dz˜e = dι(v)z˜e = 0. The second
condition above may therefore be regarded as a condition on J ′ acting on the cokernel
of ι. The following lemma proves that there exists a unique complex structure on the
cokernel of ι satisfying this condition.
Lemma 2.6. There exists a unique complex structure J on the cokernel of ι : TpB −→
Tnicep dBe so that given any exploded function z˜ so that dz˜e is defined close to p and
vanishes at p, then
J(ddz˜ep) = iddz˜ep
where ddz˜ep is the element of C⊗R (Coker ι)∗ which sends w ∈ Tnicep dBe to wdz˜e.
Proof:
Assume with out losing any generality that p is in a coordinate chart Rn ×TmP and
has tropical part contained in the interior of P . Any smooth function defined in a
6
neighborhood of p may be written as a smooth function of Rn and smooth monomials ζk
on TmP . Therefore the linear forms on T
nice
p dBe are generated by dxi and the real and
imaginary parts of dζk for some basis {ζk} of smooth monomials on TmP . Each of the
forms dζk vanish on the image of ι, and dxi are linearly independent on the image of ι,
therefore, the dual of the cokernel of ι is spanned by the real and imaginary parts of dζk.
Therefore, there exists at most one complex structure on the cokernel of ι that sends the
imaginary part of dζk to the real part of dζk.
In coordinates on TmP , there is a canonical complex structure J0 so that z˜
−1
j dzj ◦J0 =
iz˜−1j dz˜j . The one-form dζi is holomorphic using this complex structure on T
m
P . Therefore,∑
k
fkdζk + hkdζ¯k
vanishes as a one form on TmP if and only if both
∑
k fkdζk and
∑
k hkdζ¯k vanish. Note
that a linear combination
∑
k akdζk + bkdζ¯k vanishes on T
nice
p dBe if and only if there
exists smooth functions fk and hk so that fk(p) = ak and hk(p) = bk and the above
one-form vanishes. If this happens, then the one-form
∑
k ifkdζk − ihkdζ¯k also vanishes,
so
∑
k akidζk − bkidζ¯k also vanishes. It follows that there exists a well defined complex
structure J on Coker ι with the property that Jdζk = idζk and Jdζ¯k = −idζ¯k.
If z˜ is any exploded function defined near p so that dz˜e is well defined near p and
vanishes at p, then there exists a smooth monomial ζk and a smooth complex valued
function f so that dz˜e = fζk near p. Then ddz˜ep is equal to f(p)dζk, so J(ddz˜ep) = iddz˜ep
as required.

Definition 2.7. A taming form on Tnicep dBe is a symplectic form on the vector space
Tnicep dBe so that
• The image of
ι : TpB −→ Tnicep dBe
is symplectic.
• Identifying the cokernel of ι with the symplectic orthogonal of ι(TpB) ⊂ Tnicep dBe
gives a symplectic form on the cokernel of ι. This symplectic form must be positive
on the holomorphic planes of the canonical complex structure on the cokernel of ι.
We may define the cotangent space of dBe at a point p to be the dual to TpdBe.
Given any smooth function h on dBe, there is a section dh of this cotangent bundle of
dBe defined as usual by
dh(v) := v(h)
Below we shall define smooth differential forms on dBe. Be warned that although d of a
function h is well defined, the exterior derivative of such differential forms on dBe is not
necessarily well defined at points where dBe is not smooth.
Definition 2.8. A smooth differential n-form θ on dBe is a choice of n-form θp on
TpdBe for each p ∈ dBe so that each point has a neighborhood U with a finite number of
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smooth functions hi,j so that ∑
i
hi,0dhi,1 ∧ · · · ∧ dhi,n
restricted to each point p in U is equal to θp.
Given a submersion pi : Bˆ −→ G, a smooth family θ of n-forms on ˆdBe is for each
p a choice of n-form θp on the kernel of ddpie : TpdBe −→ Tpi(p)dGe, so that each point
has a neighborhood U and a finite number of smooth functions hi,j so that∑
i
hi,0dhi,1 ∧ · · · ∧ dhi,n
restricted the vertical tangent space of dBe at each point p in U is equal to θp.
The local description of T dBe as a subset of TCn implies that we may also think of
smooth n-forms on dBe as the restriction of smooth n-forms on Cn. This implies that
any n-form on TpdBe may be extended to a smooth n-form on dBe.
Given any smooth n-form θ on dBe, we may pull back θ via the map ι : TB −→ T dBe
to get a section ι∗θ of
∧n
T ∗B. As ι∗ commutes with exterior differentiation of functions,
sums and wedge products, ι∗θ is a smooth differential n-form on B. We shall say that
such differential forms are generated by functions.
Definition 2.9. Say that a (real or complex valued) differential form on B is generated
by functions if it is locally equal to a differential form constructed from smooth (real
or complex valued) functions on B by the operations of exterior differentiation, wedge
products and sums.
In the case of a family Bˆ −→ G, say that a section of ∧T ∗vertBˆ is generated by
functions if it is locally constructible from smooth functions using the operations of dvert,
wedge products and sums.
Note that any smooth n-form on dBe defines a n-form on Tnicep dBe ⊂ TpdBe. The
defining feature of Tnicep dBe is that any smooth one-form which is nonzero on Tnicep dBe
pulls back to be a one-form generated by functions on B which is nonzero in a neighbor-
hood of p. It follows that any one-form generated by functions lifts uniquely to the nice
cotangent space of dBe.
Definition 2.10. A taming form on B is a smooth two-form ω on dBe so that the two-
form ι∗ω on B is closed, and so that ω restricts to give a taming form on Tnicep dBe for
all p ∈ dBe.
A family of taming forms on Bˆ −→ G is a smooth family ω of two-forms on dBˆe
which is a taming form restricted to each fiber of Bˆ −→ G.
For example, if {ζj} is a basis for the smooth monomials on TmP , then∑
j
idζj ∧ dζ¯j
is a taming form on TmP .
Where there is no possibility for confusion, we shall refer to the two-form ι∗ω on B
simply as ω.
8
3. ∂¯ log compatible almost complex structures
We shall make a technical assumption on our almost complex structure which will
be weak enough that every taming form will tame a nonempty connected space of such
almost complex structures in the sense of Definition 3.5 below.
The condition on our almost complex structure shall be that f−1∂¯f is generated by
functions for any exploded function f : B −→ T. We may consider f−1df as a C valued
1-form on B with real and imaginary parts the pullback from T of the real and imaginary
parts of z˜−1dz˜. We can therefore define
∂¯ log f := f−1∂¯f :=
1
2
(f−1df + if−1df ◦ J)
Definition 3.1. Say that an almost complex structure J on B is ∂¯ log compatible if
every locally defined exploded function f satisfies the condition that f−1∂¯f is generated
by functions.
Say that a family of almost complex structures J on a family Bˆ is ∂¯ log compatible if
for every locally defined exploded function f ,
f−1∂¯f :=
1
2
(f−1dvertf + if−1dvertf ◦ J)
is generated by functions.
Note in particular that on a smooth manifold, every smooth almost complex structure
is ∂¯ log compatible. Also, if (B, J) is a holomorphic exploded manifold, every smooth
exploded function is locally in the form f = gtaz˜α where z˜α is holomorphic and g is a C∗
valued smooth function. In this case, ∂¯ log f = g−1∂¯g which is generated by functions,
so in this case J is ∂¯ log compatible.
The following is a useful criteria for checking that an almost complex structure is
∂¯ log compatible.
Lemma 3.2. Let J0 be a ∂¯ log compatible almost complex structure. Then another almost
complex structure J is ∂¯ log compatible if and only if J − J0 sends smooth one-forms to
one-forms generated by functions.
Proof:
The difference between ∂¯ log f using J and J0 is
if−1df ◦ (J − J0)
If (J − J0) sends smooth one-forms to one-forms generated by functions, it follows that
∂¯ log f using J is generated by functions because ∂¯ log f using J0 is generated by func-
tions. If J and J0 are both ∂¯ log compatible, then the above expression implies that
(J − J0) sends the real and imaginary parts of f−1df to one-forms generated by func-
tions. As any smooth one-form may be expressed as a sum of smooth functions times
real or imaginary parts of some f−1df , it follows that (J − J0) sends smooth one-forms
to one-forms generated by functions.

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Remark 3.3. The standard complex structure J0 on Cn ×TmP is ∂¯ log compatible, and
sends one forms generated by functions to one forms generated by functions, so Lemma
3.2 implies that any ∂¯ log compatible almost complex structure sends one-forms generated
by functions to one-forms generated by functions.
Recall that any one-form generated by functions lifts uniquely to the nice cotangent
space of dBe. The following lemma shows that the action of J on the sheaf of one-forms
generated by functions induces a unique almost complex structure on the nice tangent
space of dBe.
Lemma 3.4. Given any ∂¯ log compatible almost complex structure J on B, for all p ∈
dBe, there exists a unique complex structure J ′ on Tnicep dBe satisfying the following
property:
If θ is any one-form generated by functions, and θp is its lift to a linear form on
Tnicep dBe, then
(θ ◦ J)p = θp ◦ J ′
For such a J ′, the map
ι : TpB −→ Tnicep dBe
is complex, and the induced complex structure on the cokernel of ι is the canonical complex
structure from Lemma 2.6.
Proof:
Suppose that p is contained in the stratum of a coordinate chart Rn×TmP correspond-
ing to the interior of P . Let {ζk} be some basis of nonconstant smooth monomials on TmP .
The sheaf of C-valued one-forms generated by functions is generated by dx1, . . . , dxn, dζk
and dζ¯k, so the space of complex valued linear forms on T
nice
p dBe is generated as a com-
plex vector space by (dxj)p, (dζk)p and (dζ¯k)p.
Because ζk is the smooth part of some exploded function z˜,
dζk ◦ J = idζk − 2iζk∂¯ log z˜
The fact that ζk(p) = 0 then implies that
(dζk ◦ J)p = i(dζk)p
Therefore J exchanges the imaginary and real parts of (dζk)p, and
(dζ¯k ◦ J)p = −i(dζ¯k)p
As argued in the proof of Lemma 2.6, the complex linear relations between our gen-
erators are generated by linear relations involving only the (dζk)p, and linear relations
involving only the (dζ¯)p.
Therefore, we may define J ′ so that
(dζk)p ◦ J ′ = i(dζk)p = (dζk ◦ J)p
(dζ¯k)p ◦ J ′ = −i(dζ¯k)p = (dζ¯k ◦ J)p
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(dx)p ◦ J ′ = (dx ◦ J)p
Such a J ′ has the required property that for any one form θ generated by functions
θp ◦J ′ = (θ ◦J)p. Note that this property uniquely defines J ′. This property also implies
that ι : TpB −→ Tnicep dBe is complex because ι∗(θp) is equal to θ restricted to p, so
ι∗(θp ◦J ′) = (ι∗θp)◦J . Note also that J ′ induces the canonical complex structure on the
cokernel of ι because (dζk)p ◦ J ′ = i(dζk).

Our taming form ω is defined as a smooth two form on dBe which is a symplectic form
on Tnicep dBe for all p ∈ dBe. Our complex structure J is defined as an endomorphism
of TB, so the definition below of J being tamed by ω uses the canonical lift J ′ of J to
Tnicep dBe.
Definition 3.5. A ∂¯ log compatible almost complex structure J is tamed by a taming
form ω if for all p ∈ dBe, the lift J ′ of J to Tnicep dBe is tamed by ω in the sense that ω
is positive on every J ′-holomorphic plane in Tnicep dBe.
A family of ∂¯ log compatible almost complex structures is tamed by a family of taming
forms if restricted to each fiber, the corresponding almost complex structure is tamed by
the corresponding taming form.
Example 3.6.
Recall from [15] that the explosion functor constructs an exploded manifold ExplM
from a complex manifold with normal crossing divisors M . If ω is any symplectic form on
M which tames the complex structure, then the pullback of ω to ExplM via the smooth
part map ExplM −→M is a taming form on ExplM that tames the complex structure.
Remark 3.7. There is a natural topology on the nice tangent space of dBe which is the
coarsest topology in which the projection to dBe and all one-forms generated by functions
are continuous. With this topology, if dBe locally embeds as a closed subset of Rn, then
the nice tangent space of dBe locally embeds as a closed subset of TRn. In this topology,
J ′ is continuous (and we show in Lemma 3.15 that Rn may be chosen so that J ′ extends to
an almost complex structure on Rn). Similarly, any two-form ω on dBe locally extends to
a two-form on Rn. It follows that if ω is positive on J ′-holomorphic planes in Tnicep dBe,
then ω is also positive on J ′-holomorphic planes in Tnicep′ dBe for p′ in a neighborhood of
p.
We may use the following method to average two ∂¯ log compatible almost complex
structures tamed by a given symplectic form.
Lemma 3.8. Suppose that J and J0 are two families of ∂¯ log compatible almost complex
structures tamed by ω on Bˆ, and ρ : Bˆ −→ [0, 1] is smooth. The following construction
is well defined and produces a family of ∂¯ log compatible almost complex structures Jρ.
Let Z be the endomorphism of TvertBˆ defined by
Z := −J ◦ J0
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then define
W := (1 + Z)−1(1− Z)
and
Jρ := (1 + ρW )
−1(1− ρW )J0 (1)
Proof:
Restricted to Tvert,pBˆ, the endomorphism 1 + Z is invertible because 1 + Z is twice
the identity on the kernel of ι : Tvert,pBˆ −→ Tnicevert,pdBˆe, and if v is any vector not in this
kernel, then ω(v, (1 +Z)J0v) > ω(v, J0v) > 0. Therefore, the following defines a smooth
endomorphism
W := (1 + Z)−1(1− Z)
We may recover Z from W by the same formula
Z = (1 +W )−1(1−W )
Note that
(1 + ρW ) = (1 + Z)−1 ((1 + ρ) + (1− ρ)Z)
((1 + ρ) + (1− ρ)Z) is equal to twice the identity on the kernel of ι, and on any vector
v not in this kernel, ω(v, ((1 + ρ) + (1− ρ)Z) J0v) > 0. It follows that (1 + ρW ) is
invertible, and the following formula defines a smooth endomorphism Jρ of TvertBˆ.
Jρ := (1 + ρW )
−1(1− ρW )J0
To check that Jρ ◦Jρ = −1, note that J2 = −1 is equivalent to Z−1 = J0ZJ−10 which
is equivalent to −W = J0WJ−10 , which also holds for ρW . It follows that Jρ ◦ Jρ = −1,
so Jρ defines a complex structure on Tvert,pBˆ for each p. As Jρ is equal to J0 when
restricted to vectors in the kernel of ι, Jρ is a family of almost complex structures in the
sense of [15].
We shall now show that Jρ − J0 sends smooth one-forms to one-forms generated by
functions, so Lemma 3.2 will imply that Jρ is ∂¯ log compatible.
Jρ − J0 = (1 + ρW )−1(−2ρW )J0
= −2ρ(1 + ρW )−1(1 + Z)−1(1− Z)J0
= 2ρ(1 + ρW )−1(1 + Z)−1(J − J0)
The dual action of Jρ−J0 on T ∗vertB is the composition of the dual of 2ρ(1+ρW )−1(1+
Z)−1 with the dual of (J − J0). The first action sends smooth one-forms to smooth one-
forms, the second action sends these smooth one-forms to one-forms generated by func-
tions. Therefore, (Jρ−J0) sends smooth one-forms to one-forms generated by functions,
so Lemma 3.2 implies that Jρ is a family of ∂¯ log compatible almost complex structures.

Lemma 3.9. Let J , J0 and Jρ be as in Lemma 3.8, and let J
′, J ′0 and J
′
ρ be the canonical
lifts of J , J0 and Jρ to T
nice
vert,pdBˆe. Then J ′ρ satisfies the following equation
Z ′ := −J ′ ◦ J ′0
W ′ := (1 + Z ′)−1(1− Z ′)
J ′ρ = (1 + ρ(p)W
′)−1(1− ρ(p)W ′)J ′0 (2)
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Proof:
As this construction may be restricted to a fiber of Bˆ −→ G, we may simplify
notation by restricting to the case of a single target B. Given any one-form θ generated
by functions, use the notation θp for the corresponding linear form on T
nice
p dBe. Recall
that the complex structure J ′ρ induced on T
nice
p dBe by Jρ satisfies the following defining
property:
θp ◦ J ′ρ = (θ ◦ Jρ)p
The induced complex structures J ′ and J ′0 also satisfy similar equations. Note that
θp ◦ Z ′ = −θp ◦ J ′ ◦ J ′0 = −(θ ◦ J)p ◦ J ′0 = −(θ ◦ J ◦ J0)p = (θ ◦ Z)p
Similarly,
θp ◦W ′ = (θ ◦W )p
As all terms in the formula for Jρ obey similar equations, it follows that
J ′ρ = (1 + ρ(p)W
′)−1(1− ρ(p)W ′)J ′0

The following lemma shows that the set of ∂¯ log compatible almost complex structures
tamed by a given taming form is nonempty and smoothly n-connected for all n.
Lemma 3.10. The set of ∂¯ log compatible almost complex structures tamed by a given
taming form is nonempty and connected.
More generally, suppose that ω is a family of taming forms on Bˆ, and J is a family
of ∂¯ log compatible almost complex structures tamed by ω, defined on a neighborhood of
some compact subset K of Bˆ. Then there exists a family of ω-tame ∂¯ log compatible
almost complex structures J1 on Bˆ so that J1 and J coincide on a neighborhood of K.
Proof:
Note that we only need to prove the general case of a family of taming forms on
Bˆ −→ G, as the special case of a single target B follows from the general case applied
to Bˆ = B, K = ∅ for existence of a tamed J , and Bˆ = B × R, K = B × {0, 1} for
connectedness of the space of tamed J .
Suppose that K contains all strata of Bˆ with tropical dimension bigger than m. We
shall show that J may be extended to a family of ω-tamed, ∂¯ log compatible almost
complex structures J1 defined on a neighborhood of the union of K with all strata with
tropical dimension m. The lemma follows from this by induction.
The proof shall proceed as follows: First, we shall construct an appropriate almost
complex structure J0 on a neighborhood of a stratum with tropical dimension m, then
we shall patch together J and J0 using Lemma 3.8, and verify using Lemma 3.9 that the
resulting almost complex structure Jρ is tamed by ω.
Consider a stratum of Bˆ with tropical dimension m. The existence of equivariant
coordinate charts from Appendix A compatible with the submersion Bˆ −→ G implies
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that a neighborhood of this stratum is isomorphic to some TmP bundle T
m
P oM over a
manifold M , and that the map TmP oM −→ G factors as an equivariant bundle map
followed by an isomorphism onto an open subset of G
TmP oM −→ Tm
′
Q oM ′ ↪→ G
The map M −→M ′ is a submersion, so it makes sense to talk of the vertical tangent
space TvertM of M . It also makes sense to talk about the vertical tangent spaces TvertT
m
P
and Tnicevert dTmP e of TmP , because the intersection of TvertBˆ or Tnicevert dBˆe with the tangent
space to each TmP fiber of T
m
P oM −→ M is independent of which fiber is chosen, and
equivariant under the (C∗)m action on the fibers. Because on each fiber the map TmP −→
Tm
′
Q is given by monomials in coordinate functions, TvertT
m
P is a complex subbundle of
TTmP when T
m
P is given the canonical complex structure in which each smooth monomial
is complex. Similarly, Tnicevert,pdTmP e is a complex subspace of Tnicep dTmP e.
For any p in our stratum, Tnicevert,pdBˆe splits into Tvert,pM × Tnicevert,pdTmP e, with the
inclusion of Tvert,pM canonically given by the inclusion of M as our stratum of dBˆe, and
the projection to Tvert,pM given by the derivative of the bundle map T
m
P oM −→ M .
We must modify this splitting to be compatible with a splitting given by the symplectic
structure.
Claim 3.11. After a coordinate change, we may assume that the splitting of Tnicevert,pdBˆe
will be into the image of Tvert,pBˆ and its symplectic orthogonal.
To prove Claim 3.11, consider a coordinate change locally in the form of (z˜, x) 7→
(z˜, f(z˜, x)), where f : TmP oM −→ M is smooth, preserves fibers of dBˆe −→ dGe, and
is given by the identity restricted to our stratum. We may choose f so that if p is in our
stratum, and v ∈ Tnicevert,pdBˆe is ω-orthogonal to the image of Tvert,pBˆ, then df(v) = 0.
After this change of coordinates, the splitting of Tnicevert,pdBˆe will be into the image of
Tvert,pBˆ and its symplectic orthogonal as required. This completes the proof of Claim
3.11.
We may extend our splitting of Tnicevert dBˆe on our stratum to a splitting of Tvert(TmP o
M) by choosing a ‘horizontal’ sub-bundle of Tvert(T
m
P oM) which projects isomorphically
to TM . Choose this horizontal sub-bundle to be invariant under the action of (C∗)m
on the fibers of TmP oM . This horizontal sub-bundle gives us compatible splittings of
Tvert(T
m
P oM) into TvertTmP ⊕ TvertM , and Tnicevert dTmP oMe into Tnicevert dTmP e ⊕ TvertM .
Note that the restriction of ω to our stratum gives a family of symplectic forms on
M . Let JM be any family of almost complex structures on M tamed by this family of
symplectic forms. JM lifts uniquely to a split almost complex structure J0 on TvertT
m
P o
M which is the canonical complex structure from TvertT
m
P on fibers.
To see that J0 is ∂¯ log compatible, consider ∂¯ log z˜i where z˜i is a coordinate function
from TmP on a locally defined T
m
P ×Rs chart on TmP oM . As J0 is the canonical complex
structure on fibers, ∂¯ log z˜i vanishes on TvertT
m
P . As J0 and dvert log z˜i are invariant
under the action of (C∗)m on TmP , ∂¯ log z˜i is invariant under this action of (C∗)m, and is
therefore the pullback of some family of forms from Rs. Therefore ∂¯ log z˜i is generated
by functions. As any exploded function on TmP ×Rs is a finite product of such z˜i with a
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smooth function, it follows that ∂¯ log of any exploded function is generated by functions,
so J0 is ∂¯ log compatible.
Claim 3.12. The ∂¯ log compatible almost complex structure J0 is tamed by ω in a neigh-
borhood of our stratum.
For any p in our stratum, consider the canonical lift J ′0 of J0 to T
nice
vert,pdBˆe. As J0 is
a split almost complex structure, it preserves the space of one-forms on TmP oM which
are pulled back from M . It follows that J ′0 must preserve the splitting of T
nice
vert,pBˆ into
Tnicevert,pdTmP e × Tvert,pM . Note that as the Tvert,pM factor is the image of the complex
map ι, J ′0 must coincide with JM on this factor and therefore be positive on holomorphic
planes. On the complimentary factor, Tnicevert,pdTmP e, J ′0 is determined by the canonical
complex structure on the cokernel of ι. Claim 3.11 gives that Tnicevert,pdTmP e is the sym-
plectic orthogonal to the image of ι. By the definition of a taming form, ω must be
positive on holomorphic planes within the symplectic orthogonal of the image of ι when
the symplectic orthogonal is given the canonical complex structure of the cokernel of
ι. We therefore get that ω is positive on J ′0-holomorphic planes within two symplectic
orthogonal subspaces of Tnicevert,pdBˆe. Therefore ω is positive on all J ′0-holomorphic planes
within Tnicevert,pdBˆe. It follows that ω is positive on J ′0-holomorphic planes in some neigh-
borhood of our stratum, so J0 is tamed by ω on a neighborhood of our stratum. This
completes the proof of Claim 3.12
We shall now patch together J0 and J using Lemma 3.8. Choose a smooth function
ρ : Bˆ −→ [0, 1] supported in the region where J is defined and identically equal to 1
in a neighborhood of K. On the subset of our stratum where ρ > 0, we may choose
JM to coincide with the almost complex structure that J defines on M . Define Jρ on a
neighborhood of K and our stratum by averaging J0 and J using ρ as in Lemma 3.8.
Claim 3.13. Jρ is tamed by ω in a neighborhood of our stratum.
Let p be any point in our stratum where ρ(p) ∈ (0, 1). Denote by J ′, J ′0 and J ′ρ the
canonical lifts of J , J0 and Jρ to T
nice
vert,pdBˆe.
Lemma 3.9 states the following: let Z ′ := −J ′ ◦ J ′0, then define
W ′ := (1 + Z ′)−1(1− Z ′)
Then
J ′ρ := (1 + ρW
′)−1(1− ρW ′)J ′0
Because we chose JM to be equal to J restricted to the image of ι : Tvert,pBˆ −→
Tnicevert,pdBˆe, J ′ and J ′0 coincide on the image of ι. The cokernel of ι has its canonical
complex structure. Therefore (Z ′− 1) is a transformation N which squares to 0 because
its image is contained in the image of ι, and its kernel contains the image of ι. We may
then write
W ′ = (2 +N)−1(−N) = −N/2
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and
J ′ρ = (1− ρN/2)−1(1 + ρN/2)J ′0
= (1 + ρN/2)2J ′0
= (1 + ρN)J ′0
= (1− ρ)J ′0 + ρ(1 +N)J ′0
= (1− ρ)J ′0 + ρJ ′
As ω is positive on J ′0 and J
′ holomorphic planes in Tnicevert,pdBˆe, it follows that ω is
positive on J ′ρ holomorphic planes in T
nice
vert,pdBˆe, and J ′ρ is therefore tamed by ω in some
neighborhood of p. As Jρ is equal to either J or J0 at other points within our stratum,
it follows that Jρ is tamed by ω on some neighborhood of our stratum. This completes
the proof of Claim 3.13.
As ρ is 1 in a neighborhood of K, Jρ coincides with J in a neighborhood of K. It
follows that Jρ gives a ω-tame, ∂¯ log compatible extension of J to a neighborhood of K
and our stratum.
We may similarly extend J to a neighborhood of K and all strata of tropical dimension
m, then continue with strata of smaller tropical dimension until J has been extended to
all of Bˆ to be a ∂¯ log compatible almost complex structure tamed by ω.

In the lemma below, we shall give an explicit method for constructing ∂¯ log compatible
almost complex structures. In the lemma that follows it, we shall use this to show that if
J is a ∂¯ log compatible almost complex structure on B, there locally exists a holomorphic
embedding of the smooth part of B into some smooth almost complex manifold. This
allows us to use standard results about J holomorphic curves in smooth manifolds.
Lemma 3.14. Suppose that J0 is a ∂¯ log compatible almost complex structure on a 2n-
dimensional coordinate chart. Let
α1, . . . , αn
be pointwise linearly independent smooth one-forms on this coordinate chart so that
{αi, J0αi}
form a basis for the cotangent space. Let
{vi,−J0vi}
be the dual basis for the tangent space. Then given any smooth one-forms
θ1, . . . , θn
generated by functions, let X be the n× n matrix with (i, j) entry
Xi,j := (J0vi)(θj + J0αj)
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Then on the region where X is invertible, there exists a unique ∂¯ log compatible almost
complex structure J so that
Jαi = θi + J0αi
In particular, this almost complex structure J exists where θi is small enough, and log ∂¯
compatible almost complex structures J which are close by to J0 are determined by the
one-forms (J − J0)αi.
Proof:
Given any choice of smooth one-forms βi so that {αi, βi} form a basis for the cotangent
space, there exists a unique smooth almost complex structure J so that Jαi = βi. As
{vi,−J0vi} is a dual basis to {αi, J0αi}, {αi, βi} is a basis if and only if the matrix
with (i, j) entries βj(J0vi) is invertible. Setting βi = θi + J0αi implies that wherever
the matrix X with the above entries is invertible, there exists a unique smooth almost
complex structure J so that Jαi = θi + J0αi. We must check that J is ∂¯ log compatible.
Let B indicate the open subset of our coordinate chart where X is invertible. The
one-forms α define a vector bundle inclusion
ι : Rn ×B −→ T ∗B
ι(x, p) :=
∑
xiαi(p)
and the vectors vi define a vector bundle projection
pi : T ∗B −→ Rn ×B
pi(β, p) := (β(v1), . . . , β(vn), p)
so that:
pi ◦ ι = id,
pi ◦ J0 ◦ ι is the zero section,
ι ◦ pi is a projection,
−J0 ◦ ι ◦ pi ◦ J0 := id−ι ◦ pi is also a projection,
and our matrix X we are assuming to be invertible may be regarded as
X := piJ0Jι
In what follows, we shall write J ◦ J0 ◦ ι in terms of J ◦ ι, allowing us to write J − J0 in
terms of (J − J0) ◦ ι which is determined by θi.
JJ0ι = JJ0ιXX
−1
= J(J0ιpiJ0)JιX
−1
= (JιpiJι+ ι)X−1
= ((J − J0)ιpiJι+ J0ιpiJι+ ι)X−1
= ((J − J0)ιpiJι+ J0ιpi(J − J0)ι+ ι)X−1
= ((J − J0)ιpiJι− (J0ιpiJ0)J0(J − J0)ι+ ι)X−1
= ((J − J0)ιpiJι+ J0(J − J0)ι− ιpiJ0(J − J0)ι+ ι)X−1
= ((J − J0)ιpiJι+ J0(J − J0)ι− ιpiJ0Jι− ι+ ι)X−1
= ((J − J0)ιpiJι+ J0(J − J0)ι)X−1 − ι
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Therefore,
J − J0 = (J − J0)ιpi − (J − J0)J0ιpiJ0 = (J − J0)ιpi − (JJ0ι+ ι)piJ0
= (J − J0)ιpi − ((J − J0)ιpiJι+ J0(J − J0)ι)X−1piJ0
As (J − J0)ι applied to any smooth section of Rn × B is a smooth one-form on B
which is generated by functions, and as noted in Remark 3.3, J0 of any smooth one-form
generated by functions is another smooth one-form generated by functions, the above
formula implies that (J − J0) applied to any smooth one-form is a one-form which is
generated by functions. Lemma 3.2 then implies that J is ∂¯ log compatible as required.

Lemma 3.15. Let J be family of ∂¯ log compatible almost complex structures on Bˆ. Then
around every point p in Bˆ, there exists some neighborhood U so that there exists some
smooth almost complex structure J ′ on R2n and some holomorphic map
f : (U, J) −→ (R2n, J ′)
so that
dfe : dUe −→ R2n
is an embedding in the sense that any smooth function on U is dfe composed with some
smooth function defined on an open neighborhood of f(U) in R2n.
Proof: By multiplying our family by a trivial factor of R if necessary, we may assume
that Bˆ is even dimensional. The above lemma is local, so we may restrict to the case
of a neighborhood of a point p in a single coordinate chart U = Ck × TmP . (As usual
we shall assume that p is in the stratum of this coordinate chart corresponding to the
interior of P ). By using a change of coordinates, we may also assume that at the point
p, our almost complex structure is equal to the standard complex structure on Ck ×TmP
restricted to the vertical tangent space.
We may consider U = Ck × TmP as being a subset of V := Ck × Tn
′ × (T11)n cut
out by some monomial equations and dUe as being a subset of dV e = Ck+n cut out by
related monomial equations. Extend J to a ∂¯ log compatible almost complex structure
on neighborhood of p in V as follows:
Lemma 3.14 implies that we may construct a ∂¯ log compatible J ′′ on some neigh-
borhood of p in V by specifying some one-forms generated by functions to be equal to
(J ′′ − J0) composed with the imaginary part of dzj and z˜−1i dz˜i. (Here J0 indicates the
standard almost complex structure, the zj are coordinates on Ck and z˜i are coordinates
on Tn
′ × (T11)n.)
For each coordinate z˜i, choose the corresponding one-form to be 0 restricted to TpV ,
and to restrict to the vertical tangent space of U ⊂ V to be (J − J0) applied to the
restriction of the imaginary part of z˜−1i dz˜i to the vertical tangent space of U . This is
possible because of the following observations:
• (J − J0) applied to the restriction of the imaginary part of z˜−1i dz˜i to the vertical
tangent space of U is a family of one-forms generated by functions, which vanishes
on Tvert,pU because J = J0 on Tvert,pU .
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• Any family of one-forms generated by functions on U extends by definition to a
one-form on U which is generated by functions. As our family of one-forms vanishes
on Tvert,pU , we may extend it to a one-form which is generated by functions and
vanishes on TpU .
• Any smooth function on U extends by definition to a smooth function on V . As
one-forms generated by functions are constructed from smooth functions by the
operations of exterior differentiation and multiplication, it follows that any one-
form on U which is generated by functions extends to a one-form which is generated
by functions on V . As our one-form vanishes on TpU , the extension may be chosen
to vanish on TpV .
Similarly, for each coordinate zj , choose the corresponding one-form to be 0 restricted
to TpV , and to restrict to the vertical tangent space of U to be (J − J0) applied to the
restriction of the imaginary part of dzj to the vertical tangent space of U .
The matrix X from Lemma 3.14 is the identity at p, therefore the almost complex
structure J ′′ constructed this way is defined in a neighborhood of p in V and is ∂¯ log
compatible. By restricting to a neighborhood and rescaling, we can assume that J ′′ is
defined on all of V .
To summarize, we now have for any ∂¯ log compatible family of almost complex struc-
tures J on Bˆ and a point p ∈ Bˆ, there exists an open neighborhood U of p, a ∂¯ log
compatible almost complex structure J ′′ on some V := Ck×Tn′×(T11)n and a fiberwise
holomorphic embedding
g : (U, J) −→ (Ck ×Tn′ × (T11)n , J ′′)
The smooth part of Ck × Tn′ × (T11)n is Ck+n. A one-form generated by functions
on Ck ×Tn′ × (T11)n is equivalent to a smooth one-form on Ck+n. The ∂¯ log compatible
almost complex structure J ′′ sends one-forms generated by functions to one-forms gener-
ated by functions, so it gives an almost complex structure J ′ on Ck+n. The composition
of g with the smooth part map is the required holomorphic map
f : (U, J) −→ (Ck+n, J ′)
As the smooth part of f is equal to the smooth part of g, it is an embedding.

4. Local area bounds from energy bounds
In this section, we prove that in some cases, a bound on the energy of holomorphic
curves in B implies a local area bound for those holomorphic curves, and in other cases,
we prove that an energy bound and a specification of the number and type of punctures
for a holomorphic curve implies a local area bound.
To understand the definition of a local area bound below, note that there is a functor
F which sends each exploded manifold B to a disjoint union of smooth manifolds
F(B) :=
∐
p∈B
Bp
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so that every map of a connected smooth manifold M to B is equivalent to a smooth map
to Bp, the subset of B with tropical part p ∈ B. For example, F(TmP ) =
∐
p∈P (C∗)n.
Any smooth metric on B gives a smooth metric on Bp for all p, so we can define all the
usual concepts from differential geometry.
Definition 4.1. Given an exploded manifold B with a metric g, a curve f : C −→ B
has local area bounded by c if for every point p ∈ B, the area of C contained within a
distance 1 of p is bounded by c.
More formally, regard C as a disjoint union of manifolds by applying the functor F .
The metric g defines an area form on B which pulls back to give a density on F(C). The
set of points q ∈ F(C) so that f(q) is within distance 1 from p using the metric g is a
subset of F(C). The area of C contained within distance 1 of p is defined as the integral
of this density over this subset of F(C). This integral is well defined if it is bounded
because the contribution of any subset is non negative.
The following lemma gives a sufficient condition for the local area of holomorphic
curves to be bounded in terms of topological data. Although it is not the sharpest
condition, it is presented here because it is easy to state and covers most cases of interest.
The bound on local area from the lemma below is in terms of the ω-energy of the curve
f and some combinatorial data involving the external edges of the tropical curve f . To
understand what is meant by external edges, recall that the domain C of f is a connected
complete integral affine graph. If C is not equal to R, then the external edges of f are
those edges isomorphic to [0,∞); these edges have a canonical outgoing unit vector.
In the exceptional case that C = R, we shall say that R has two external edges with
outgoing unit vectors the positive and negative unit vectors in R.
Lemma 4.2. Suppose that a complete exploded manifold B has a metric g and a ∂¯ log
compatible almost complex structure J tamed by a taming form ω. Suppose further that
B is basic, and that there exists an integral affine map B −→ Rn with injective derivative
(restricted to each stratum).
Given any holomorphic curve C −→ B, composition of the tropical part of the curve
with B −→ Rn gives a map C −→ Rn. The derivative of this map applied to an outgoing
unit vector on an external edge is (m1, . . . ,mn). Let E
′ be the sum of all positive mi
from each external edge. Let E denote the ω-energy of the curve. Then there exists a
constant c so that the local area of any holomorphic curve is bounded by c(E + E′).
A similar statement holds for families of exploded manifolds. In particular, suppose
that a family of basic exploded manifolds Bˆ with a complete metric g has a family of ∂¯ log
compatible almost complex structures J tamed by a family of taming forms ω, and that
there is an integral affine map Bˆ −→ Rn which has injective derivative when restricted
to the strata of each exploded manifold B in the family.
Then there exists a continuous function c : Bˆ −→ (0,∞) so that given any holomor-
phic curve in Bˆ, the local area of that curve within a ball of radius 1 around p is bounded
by c(p)(E + E′).
Remark 4.3. Note that in the special case that B may be immersed in the negative
quadrant of Rn, E′ is always 0, so the local area of any holomorphic curve is bounded
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by cE. In particular, this holds if B is basic and all strata of B are diffeomorphic to
some [0,∞)k, as we may embed each stratum equal to [0,∞) in a different coordinate
direction. If B is obtained by applying the explosion functor to a log scheme M , then
this condition of an immersion B −→ [0,∞)n is equivalent to M being almost generated
in the language of Gross and Siebert from [5], and if there is an immersion B −→ RN ,
then M is quasi generated.
Proof:
We shall first prove the case of a single exploded manifold B. To obtain a local area
bound around a point p ∈ B, we shall make a modification of ω to a two-form ωp on a
refinement of B. This two-form ωp shall be nonnegative on holomorphic planes so that
in the ball of radius 1 around p, the area of holomorphic curves is bounded by some
(uniform) constant times the integral of ωp, and so that the integral of ωp is bounded by
E + E′.
The structure of this proof is as follows: We shall first construct ωp, leaving some
variables in the construction to be determined later. Then we shall verify that the
integral of ωp is bounded by E + E
′. Finally, we shall ensure that ωp is non negative
on holomorphic planes, and is sufficiently positive on holomorphic planes in the ball of
radius 1 around p to give a bound on the local area of holomorphic curves.
Recall that we have an integral affine map B −→ Rn which is injective restricted to
each stratum of B. For j = 1, . . . , n, construct a map
rj : B −→ (0,∞)tR ⊂ RtR
with the property that in a neighborhood of any point on B,
rj = |f |
for some exploded function f locally defined on B, with tropical part the pullback of
the jth coordinate function on Rn under the map B −→ Rn. (The absolute value
of ctx is |c| tx.) Such a map locally exists, and if rj and r′j are two such maps, they
may be averaged using any smooth R-valued function ρ to produce another such map
r1−ρj r
′ρ
j = rj(r
−1
j r
′
j)
ρ. (Note that this averaged map is in the required form because
(r−1j r
′
j)
ρ is a smooth (0,∞)-valued function which may also be regarded as an exploded
function.) We may therefore patch together locally defined rj ’s using a partition of unity.
There is a smooth one-form r−1j drj on B which is locally equal to the real part of
f−1df .
Define a one-form αj on B by
αj := r
−1
j drj ◦ J
The assumption that J is ∂¯ log compatible implies that dαj is a two-form which is
generated by functions. In particular, locally, αj = d log |f | ◦ J , so dα is locally equal
to d of the imaginary part of ∂¯ log f , which is generated by functions because J is ∂¯ log
compatible.
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There is a refinement B′ of B given by subdividing each polytope in B by its in-
tersection with planes in the coordinate directions of Rn passing through the image of
p. Our modified form ωp shall be a smooth differential form on B
′. We shall modify ω
by
∑
j d(hjαj), where the functions hj are smooth functions on B
′ (and obey further
conditions to be enumerated later).
Let ωp be the differential form on B given by
ωp := ω +
∑
j
d(hjαj) = ω +
∑
j
hjdαj +
∑
j
dhj ∧ (r−1drj ◦ J)
To ensure that ωp is still nonnegative on holomorphic planes, we shall require that
|hj | is small, and also choose hj so that dhj is some nonpositive function times r−1j drj ;
so hj is a nonincreasing function of rj . Choose hj so that it is some constant less than
(2pi)−1 when rj is small enough, and 0 when rj is large enough (recall that xta < ytb if
a > b or a = b and x < y, as t1 is thought of as being infinitesimal).
We shall now verify that the integral of ωp is bounded by E + E
′. Theorem 3.4
from [12], which is a version of Stokes’ theorem, allows us to compute the integral of
f∗d(hjαj) over C. This theorem states that the integral of d of a form in Ω∗c over an
exploded manifold with boundary is equal to the integral of that form over the boundary
of the exploded manifold. To be in Ω∗c(C), a form must have complete support, vanish on
all integral vectors, and also vanish on all external edges of C. Our form hjαj is a form
on some refinement of C which vanishes on all integral vectors, but it does not vanish on
those external edges on which hj is nonzero. To remedy this, we apply Stokes’ theorem
to the exploded manifold with boundary {f∗rj ≥ 1taj} ⊂ C for some sufficiently large
constant aj so that when rj ≤ 1taj , hj is constant, and C consists only of external edges.
Then our version of Stokes’ theorem tells us∫
{f∗rj≥1taj }⊂C
f∗d(hjαj) =
∫
{f∗rj=1taj }
hjαj
As the right hand side of the above equation is constant for aj large enough, it must
compute the integral of f∗d(hjαj) over all of C. As hj is chosen to be smaller than
1/2pi, this right hand side is less than the integral of αj/2pi around the boundary of
{f∗rj ≥ 1taj} ⊂ C. Each external edge in the direction (m1, . . . ,mn) contributes mj
to this integral if mj is positive, and contributes nothing if mj is not positive, because
for aj chosen large enough, such an edge does not intersect the region where f
∗rj = 1taj .
Therefore, ∫
C
f∗ωp ≤ E + E′ (3)
where E is the integral of ω and E′ is equal to the sum of all positive mj which appear in
the derivatives (m1, . . . ,mn) of external edges of f with respect to outgoing unit vectors.
We shall now specify conditions on hj so that ωp remains non negative on holomorphic
planes. Recall that ω is defined as a two-form on dBe. The two-form dαj is generated by
functions, so it lifts (possibly non-uniquely) to a two-form on dBe, which we shall again
simply call dαj . Then dαj(v, Jv) is a continuous function of v ∈ TnicedBe. The set of
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nice tangent vectors v on dBe for which ω(v, Jv) = 1 is compact, so there exists some M
so that
∑
j |dαj(v, Jv)| ≤M for any v so that ω(v, Jv) = 1. Then choose
|hj | < 1
2Mn
so ∣∣∣∣∣∣
∑
j
hjdαj(v, Jv)
∣∣∣∣∣∣ ≤ 12ω(v, Jv)
The above inequality holds both for any v in the nice tangent space to dBe and any v in
TB. In particular, for all v ∈ TB,
ωp(v, Jv) ≥1
2
ω(v, Jv) +
∑
j
(dhj ∧ αj)(v, Jv)
=
1
2
ω(v, Jv) +
∑
j
−h′j((r−1j drj(v))2 + (r−1j drj(Jv))2)
(4)
where h′j is the smooth function on B
′ defined by
dhj = h
′
jr
−1
j drj
Note that as we have chosen hj to be non-increasing as a function of rj , inequality (4)
above implies that ωp is non-negative on holomorphic planes.
Now, we must use inequality (4) to get a uniform lower bound for ωp(v, Jv) in a
neighborhood of p. To achieve this, we need to construct hj so that −h′j is uniformly
large in a neighborhood of p. We may construct our hj uniformly for any p as a function
of rj(·)r−1j (p). Our only constraints on hj are that it is monotone decreasing, positive
and bounded by 1/2Mn and 1/2pi. How large we can get −h′j in a region is inversely
proportional to the amount that log
(
rj(·)r−1j (p)
)
varies in that region, because a change
of variables which is linear in log
(
rj(·)r−1j (p)
)
scales these two quantities inversely.
In particular, choose some non-increasing function ρ : R −→ [0, 1/2Mn) so that
ρ(x) = 0 for x > 2, ρ(x) is a constant c for x < −2, and ρ′(x) >  > 0 for all x ∈ [−1, 1].
Then for any p in B, we may define
hj(p
′) :=

c if drj(p′)/rj(p)e = 0
ρ(L−1 log(rj(p′)/rj(p))) if rj(p′)/rj(p) ∈ (0,∞)
0 if drj(p)/rj(p′)e = 0
If ωp is defined using such functions hj , then
ωp(v, Jv) ≥ 1
2
ω(v, Jv) +

L
∑
j
((r−1j drj(v))
2 + (r−1j drj(Jv))
2) (5)
at all points p′ so that ∣∣log (rj(p′)r−1j (p))∣∣ < L for all j
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As B is compact and r−1j drj is a smooth one-form, the size of r
−1
j drj is bounded in
whatever metric we have chosen. Therefore, by choosing L large enough (independent of
p), the inequality (5) holds in a ball of radius 1 around p.
It remains to prove that there exists some constant c so that for any vector v in TB,
|v|2 ≤ c
1
2
ω(v, Jv) +

L
∑
j
((r−1j drj(v))
2 + (r−1j drj(Jv))
2)
 (6)
The right hand side of the above equation is equal to cωˆ(v, Jv), where
ωˆ :=
1
2
ω − 
L
∑
j
r−1j drj ∧ αj
As ωˆ is a smooth two-form on the compact exploded manifold B, to prove the inequality
(6), it suffices to prove that this two-form is positive on holomorphic planes. For any
v ∈ TpB which is nonzero as a vector in Tnicep dBe, ω(v, Jv) > 0, so ωˆ(v, Jv) > 0. It
therefore suffices to check positivity for nonzero vectors v in TB for which dg(v) = 0 for
all smooth functions g.
Restrict attention to a coordinate chart. Within our coordinate chart, rj = |gz˜α| so
r−1j drj is the real part of z˜
−αdz˜α plus a one-form which is generated by functions, and
as J is ∂¯ log compatible, r−1j drj ◦ J is the imaginary part of z˜−αdz˜α plus a one-form
which is generated by functions. The choice of rj as coming from a map B −→ Rn
which is injective restricted to strata of B implies that the real and imaginary parts of
the corresponding z˜α ∂∂z˜α generate the space of vectors which project to zero on dBe,
so on any of these vectors v 6= 0, ∑j(r−1j drj(v)2 + r−1j drj(Jv)2) > 0. Therefore, ωˆ is
positive on all holomorphic planes. The compactness of B then implies that there exists
a constant c so that the area of any piece of a holomorphic curve is bounded by c times
the ωˆ area. The required inequality, (6) follows.
As the area of a parallelogram spanned by v and Jv is bounded by the maximum
of |v|2 and |Jv|2, the inequalities (6) and (5) imply that the area form on the unit ball
around p is bounded on holomorphic planes by cωp. As ωp is non-negative on holomorphic
planes elsewhere, it follows that the local area of any holomorphic curve within the unit
ball around p is bounded by the integral of cωp, which, as noted in inequality (3), is
bounded by c(E + E′).
With the case of a single exploded manifold understood, the proof of the family case
is an easy generalization. We may now define rj and r
−1
j drj exactly as before. When
defining αj := drj◦J , note that αj is only defined as a smooth family of differential forms,
because J acts on T ∗vertBˆ, and not T
∗Bˆ. Nevertheless, as before, dαj is a smooth family
of two-forms generated by functions. Similarly, d(hjα) should be interpreted as taking
the differential in every fiber of the family, obtaining a smooth family of two-forms.
Follow the rest of the argument after restricting to a compactly contained subfamily
so that the required bounds on hj and L are possible to achieve. This implies that given
any compact subset of our family, there exists a constant c so that the area within a unit
ball of a holomorphic curve is bounded by c(E + E′). Noting that we have chosen our
metric on Bˆ complete, and allowing our constant c to depend continuously on position
in the base of the family gives the required result.
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The following observation gives a kind of conservation of momentum condition for the
tropical part of curves in exploded manifolds. One use of this conservation of momentum
condition is to prove local area bounds from topological bounds on holomorphic curves
in some cases when B does not immerse into some RN .
Lemma 4.4. Let B be a basic exploded manifold with an integral affine map
A : B −→ R
There exists a smooth differential form α on B locally equal to a one-form generated by
functions plus the imaginary part of g−1dg for some exploded function g with tropical
part g = A.
Given any such one-form α and any map f : C −→ B from a compact two dimen-
sional exploded manifold C, define an external edge of C to be any edge of C with closure
equal to [0, a) for some 0 < a ≤ ∞. Define the momentum of an external edge to be the
derivative of A ◦ f .
Then the sum of the momentum of all external edges of C is equal to
− 1
2pi
∫
C
f∗dα
Proof:
A one-form satisfying the conditions enumerated for α locally exists. Given any two
such one-forms α1 and α2, the one-form α1 − α2 is generated by functions because if h
and g are locally defined exploded functions with tropical part equal to A, then h/g is a
smooth function, so the imaginary part of h−1dh−g−1dg is a smooth one-form generated
by functions. It follows that if α1 and α2 are two one-forms satisfying the requirements
of α, then so is ρα1 + (1 − ρ)α2. We may therefore use a partition of unity to patch
together locally defined candidates for α into a globally defined α.
Note that dα is a two-form which is generated by functions on B, so f∗dα is generated
by functions on C and therefore the integral of f∗dα is well defined and equal to the
integral of f∗dα over the smooth components of C. For computing this integral, we
may therefore replace C with a complete exploded manifold with boundary by adding a
boundary component to each external edge. In particular, if an external edge is covered
by a coordinate z˜ ∈ T1[0,a), then we may replace that coordinate chart by the subset
of T1[0,b] where z˜ ≥ 1tb for some 0 < b < a. On the region where dz˜e = 0 in such a
coordinate chart, f∗α is equal to m times the imaginary part of z˜−1dz˜, where m is the
momentum of that external edge, so the integral of f∗α over that boundary component
is equal to −2pim. As our new surface with boundary is complete, the version of Stokes’
theorem proved in [12] applies, and the integral of f∗dα over C is equal to the integral
of α over the boundary, which is −2pi times the sum of the momentum of the external
edges of C.

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5. Estimates
In this section, we shall prove the analytic estimates required for our compactness
theorem. These estimates do not differ much from the standard estimates used to study
(pseudo)holomorphic curves in smooth symplectic manifolds. They are also proved using
roughly the same methods as in the smooth case. We shall make the following assump-
tions:
1. We’ll assume that our target B is complete. This is required to give us the kind
of bounded geometry found in the smooth case when the target is compact or has
a cylindrical end. We shall also assume that B is basic. The assumption that B
is basic is mainly for convenience in the arguments within this section. It is most
useful in establishing coordinates and notation for the construction of families of
smooth curves in the proof of Theorem 6.1.
2. We’ll assume our almost complex structure J on B is ∂¯ log compatible. This as-
sumption allows us to use Lemma 3.15 to apply standard analysis of J-holomorphic
curves in manifolds to study the smooth part of our curves in B. In section 4, this
assumption was also used to get local area bounds for holomorphic curves.
3. We’ll assume there is a taming form ω which tames J .
4. We’ll assume a local area bound for our curves in the sense of definition 4.1 on page
20.
The strategy of proof for most of our estimates is roughly as follows: first prove a
weak estimate in a metric on dBe, and then improve this to get an estimate in an actual
metric on B. We shall use this strategy to prove estimates for the the derivative at
the center of holomorphic disks with bounded local area and small ω-energy, and to get
strong estimates on the behavior of holomorphic cylinders with bounded local area and
small ω-energy.
This section ends with Proposition 5.17, which is a careful statement of the fact
that any holomorphic curve with bounded local area, ω-energy, genus, and number of
punctures can be decomposed into a bounded number of components, which either have
‘bounded conformal structure and bounded derivative’, or are annuli with small ω-energy,
(and so we have strong estimates on their behavior.)
Throughout this section, we shall use the notation (B, J, ω, g, Aloc) to indicate a
smooth, basic, complete exploded manifold B, a ∂¯ log compatible almost complex struc-
ture J tamed by a taming form ω, a metric g, and a local area bound Aloc.
If we say that a constant depends continuously on (B, J, ω, g, Aloc), we mean that
if we have a family Bˆ −→ G with such a structure on each fiber, the constant can be
chosen a continuous function on G.
For a lot of our analysis, we shall be thinking of B as a disjoint union
∐
p∈BBp of
smooth manifolds, where Bp is the smooth manifold with the property that any map
of a smooth manifold to B with image p ∈ B is equivalent to a smooth map to Bp.
Thinking this way of B as a disjoint union of smooth manifolds allows us to use methods
and intuitions familiar from differential geometry, however as
∐
p∈BBp is usually not
compact, we must bound its geometry.
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Recall that the topology on B is the pullback of the topology from dBe— this is
usually a much coarser topology than the topology on
∐
p∈BBp. Given any metric g on
some complete B, the injectivity radius is a continuous function in this coarser standard
topology on B, and is therefore bounded below.
Lemma 5.1. Given a complete exploded manifold B with a metric g, there exists some
radius R > 0 smaller than the injectivity radius of (B, g) so that the following holds:
Given a sequence of points pn ∈ B converging to p, consider the ball of radius R
around pn as a smooth manifold BR(pn).
There exists a sequence of diffeomorphisms
fn : BR(pn) −→ BR(p)
so that
(fn)∗g converges to g in C∞,
and given any smooth tensor field θ on B (such as an almost complex structure),
(fn)∗(θ) converges to θ in C∞.
Similarly, given a family Bˆ −→ G of complete exploded manifolds with fiberwise
metrics g, we may choose R > 0 to depend continuously on G so that the following
holds:
Given a sequence of points pn ∈ Bˆ converging to p, consider the ball of radius R
around pn in the fiber containing pn as a smooth manifold BR(pn). Then the above
conclusion holds: There is a sequence of diffeomorphisms fn : BR(pn) −→ BR(p)
so that (fn)∗g converges to g in C∞, and given any smooth vertical tensor field θ
on Bˆ, (fn)∗(θ) converges to θ in C∞.
Proof: By choosing R small enough, we may assume that BR(p) is contained in a single
coordinate chart, and BR(pn) is eventually contained in the same coordinate chart. The
lemma then follows from the fact that all smooth tensor fields (and their derivatives) can
be locally written as some sum of smooth functions on B times some basis tensor fields.

The above lemma tells us that the local geometry of a complete exploded manifold is
bounded in the same way that the geometry of a compact manifold is bounded.
Note that dBe has a smooth structure which consists of the sheaf of smooth functions
on the topological space dBe. As noted in Section 3, a ∂¯ log almost complex structure
on B lifts to an almost complex structure J ′ on the nice tangent space to dBe so it
makes sense to talk of holomorphic curves in dBe as J ′-holomorphic smooth maps of
nodal Riemann surfaces to dBe. (Note that Lemma 2.3 implies that the derivative of
such a smooth map must have image contained in the nice tangent space to dBe, so being
J ′-holomorphic is well defined.)
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Lemma 3.15 states that if J is a ∂¯ log compatible almost complex structure on B,
then B is covered by open subsets U with holomorphic maps ι : (U, J) −→ (RN , J ′)
so that dιe : dUe −→ RN is an embedding. The removable singularity theorem for J ′-
holomorphic curves (first proved in example 1.4.B of [4]) implies that the smooth part
of any holomorphic curve in B is a smooth holomorphic curve in dBe, which is locally
equal to a J ′-holomorphic curve in RN which lies in the image of ι.
Definition 5.2. Given (B, J, ω), let J ′ denote the induced almost complex structure on
the nice tangent space to dBe, and define
〈v, w〉ω := 1
2
(ω(v, J ′w) + ω(w, J ′v))
Note that 〈·, ·〉ω defines a metric on Tnicep dBe, but pulls back to a pseudometric on TpB
as it vanishes on any vector v which acts as the zero derivation on smooth functions.
Given any smooth map from a manifold f : M −→ dBe, Lemma 2.3 implies that Tf
has image contained in the nice tangent space to dBe, so
〈df(·), df(·)〉ω
defines a smooth, symmetric, positive semidefinite form on M , so we can define the
length of smooth paths in dBe or the area of holomorphic curves in dBe as usual.
Define the distance function dω on dBe as follows: Let dω(p, q) be the infimum of the
length of all smooth paths in dBe joining p with q.
Remark 5.3. As pointed out in Lemma 3.15, dBe locally embeds as a closed holomorphic
subset of some (RN , J ′). The metric 〈·, ·〉ω is locally equal to the pullback of some smooth
metric on RN to dBe.
To see that 〈·, ·〉ω is locally the pullback of some metric on RN , note that ω and J ′ are
locally equal to the restriction of some smooth two-form and almost complex structure
on RN . Therefore 〈·, ·〉ω is the restriction of some smooth symmetric form on RN which
is positive definite on the image of TnicedBe. As the image of TnicedBe is closed, we may
choose the extension of 〈·, ·〉ω to RN to be smooth and positive definite, (ie a metric).
The fact that dω is a nondegenerate metric on dBe follows from the Remark 5.3 above.
The next lemma is a version of the monotonicity lemma for holomorphic curves in
dBe. This uses the pseudo-metric dw instead of a metric on B.
Lemma 5.4. Given (B, J, ω) and a choice of  > 0,
there exists some E depending continuously on (B, J, ω)
so that any non constant holomorphic curve in dBe
which passes through a point p
and which is a proper map when restricted to the dω-ball of size  around p
has ω-energy greater than E.
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Proof:
Using that J is ∂¯ log compatible, Lemma 3.15, and the fact that B is complete gives
that it can be covered by a finite number of open subsets U with holomorphic maps
f : (U, J) −→ (RN , J ′)
so that dfe is a holomorphic embedding.
Using either Remark 5.3 or the fact that dω induces the topology on B and dBe, any
dω-ball of size  centered around a point p contained in our coordinate chart contains
the inverse image of an ′-ball in RN centered at p, and we may choose ′ to depend
continuously on p within our coordinate chart. For each point p, there is a positive
constant c so that
ω(v, Jv) ≥ c(v · v)
where v is any vector in Tnicep dBe considered as a vector in TpRN . The c in the above
equation may be chosen to depend continuously on p. It follows that the ω-area of any
holomorphic curve in dBe is bounded below by a constant times the amount of its area
contained within an ′-ball around p in RN .
For a given point q ∈ dUe in the smooth part of a coordinate chart U , the usual
monotonicity lemma from [6] implies that there exists some lower bound EU (q) > 0 for
the ω-energy of holomorphic curves which are non constant in dUe, pass through q ∈ dUe
and are proper when restricted to the dω-ball of size  around q ∈ dUe. This lower bound
EU (q) can be chosen to depend continuously on q ∈ dUe.
When we cover B by a finite number of such open sets Ui, the function E(q) :=
maxiEUi(q) is positive and lower semicontinuous on dBe, which is compact. Therefore,
there exists some lower bound E > 0 for E(q). In the case of a family Bˆ −→ G, cover Bˆ
by coordinate charts so that each fiber is only contained in a finite number of coordinate
charts, then E(q) has a lower bound E which can be chosen to depend continuously on
G.

Lemma 5.5. Given (B, J, ω), for any  > 0,
there exists some E > 0 depending continuously on (B, J, ω)
so that any J holomorphic map f of {e−(R+1) < |z| < e(R+1)} ⊂ C with ω-energy less
than E
is contained inside a dω-ball of radius  on the smaller annulus
{e−R ≤ |z| ≤ eR}
Proof:
Suppose to the contrary that this lemma is false. All distances in the following shall
use dω, the pseudo metric defined by ω.
Choose E small enough so that Lemma 5.4 holds for 8 balls. There must be a path
in {e−(R+1) < |z| < eR+1} joining z = 1 with an end of this annulus whose image
is contained entirely inside the ball B 
8
(f(1)). (Otherwise, f restricted to some subset
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would be a proper map to B 
8
(f(1)), and we could use Lemma 5.4 to get a contradiction.)
Suppose without loss of generality that this path connects 1 with the circle |z| = e−(R+1).
Suppose for this paragraph that there exists some point z so that e−(R+
3
4 ) < |z| <
e−(R+
1
4 ) and f(z) /∈ B 3
8
(f(1)). As above, there must exist some path connecting z with
an end which is contained in the ball B 
8
(f(z)). Depending on which direction this path
goes, the annulus A of length 14 to the right or left of z has the property that every
circle slice of the annulus contains at least one point with image in B 
8
(f(z)), and one
point with image in B 
8
(f(1)), so each circle slice has dω length at least

4 . Then the
Cauchy-Schwarz inequality tells us that∫
A
|df |2ω :=
∫ 2pi
0
∫ 1
4
0
|df |2ω ≥
2
pi
( 
16
)2
This in turn gives a uniform lower bound for the energy of our curve. This case can
therefore be discarded, and we can assume that all z satisfying e−(R+
3
4 ) < |z| < e−(R+ 14 )
are contained in B 3
8
(f(1)).
As we are assuming this lemma is false, there must be some point z2 so that e
−R ≤
|z2| ≤ eR and f(z2) /∈ B(f(1)). Repeating the above argument (with z2 in place of the
point z = 1) gives us that f(z) must be contained inB 3
8
(f(z2)) when e
R+ 14 ≤ |z| ≤ eR+ 34 .
We then have that one end of our annulus is contained inside B 3
8
(f(1)) and the other
is contained inside B 3
8
(f(z2)) where f(z2) /∈ B(f(1)). Therefore we can apply Lemma
5.4 to some point in the image of f with distance at least 8 from both balls. This gives
a lower bound for the energy and a contradiction to the assumption that the lemma was
false.

The following gives useful coordinates for the analysis of holomorphic curves:
Lemma 5.6. Given (B, J, ω),
there exist constants ci and  > 0 depending continuously on (B, J, ω)
so that for all points p ∈ B,
there exists some coordinate neighborhood U of p
so that the smooth part, dUe can be identified with a relatively closed subset of the
open  ball in Cn with almost complex structure Jˆ and some flat Jˆ preserving
connection ∇ so that
1. p is sent to 0.
2. The map (U, J) −→ (Cn, Jˆ) is holomorphic.
3. The metric 〈·, ·〉ω on dUe is close to the standard flat metric on Cn so
that
1
c0
〈v, v〉ω ≤ |v|2 ≤ c0〈v, v〉ω
4. Jˆ at 0 ∈ Cn is the standard complex structure, and the derivative of Jˆ
using the standard connection on Cn is bounded by c0.
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5. The torsion tensor
T∇(v, w) := ∇vw −∇wv − [v, w]
is bounded by c0, and has its kth derivatives bounded by ck.
Note that such a flat J connection always locally exists, but may not exist globally.
The only point in this lemma which does not follow from Lemma 3.15 and calculation
in local coordinates is the fact that the constants involved do not have to depend on the
point p. This follows from the fact that B is complete.
Lemma 5.7. Given a holomorphic map f of the complex unit disk to an exploded man-
ifold with a flat J preserving connection ∇, if z = x + iy are standard coordinates on
the disk, the partial derivative of f in the x direction fx defines a map to Cn defined by
parallel transporting fx back to the tangent space at f(0) which we then identify with Cn.
Such an fx satisfies the following equation involving the torsion tensor of ∇, T∇.
∂¯fx =
1
2
JT∇(fy, fx)
Proof:
∂¯fx =
1
2
(∇fxfx + J∇fyfx)
=
1
2
∇fx(fx + Jfy) +
1
2
J(∇fyfx −∇fxfy)
=
1
2
JT∇(fy, fx)

As the ∂¯ above is the standard linear ∂¯ operator, this expression is good for applying
the following standard elliptic regularity lemma for the linear ∂¯ equation. (An exposition
of the proof can be found in [11]). This allows us to get bounds on higher derivatives
from bounds on the first derivative of holomorphic functions.
Lemma 5.8. For for a given number k and 1 < p <∞, there exists a constant c so that
given any complex function f on the unit disk D(1),
‖f‖Lpk+1(D( 12 )) ≤ c
(∥∥∂¯f∥∥
Lpk(D(1))
+ ‖f‖Lpk(D(1))
)
Lemma 5.9. Given (B, J, ω) and an energy bound E0,
there exists
some energy E,
some distance r > 0,
and a constant c,
each depending continuously on (B, J, ω,E0)
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so that any holomorphic map f of a disk {|z| ≤ 1} into B which either
has ω-energy less than E
or is contained inside a dω-ball of radius r and has ω-energy less than E0,
satisfies
|df |ω < c at z = 0
We shall omit the proof of the above Lemma which is a standard bubbling argument,
similar but easier than the proof of the following:
Lemma 5.10. Given (B, J, ω, g), for any Aloc > 0 and E0 > 0,
there exists
some  > 0,
distance r > 0,
and constant c,
each depending continuously on (B, J, ω, g, Aloc, E0)
so that any holomorphic map f of a disk |z| ≤ 1 into B with local area bounded by Aloc,
and either
contained in a dω-ball of radius r and having ω-energy less than E0
or having ω-energy less than 
satisfies
|df |g < c at z = 0
Proof:
Suppose that this lemma was false. Then there would exist some sequence of maps fi
satisfying the above conditions with |dfi(0)| → ∞. From this sequence, we could obtain
a sequence of rescaled J holomorphic maps f˜i : D(Ri) −→ B from the standard complex
disk of radius Ri so that ∣∣∣df˜i∣∣∣ ≤ 2∣∣∣df˜i(0)∣∣∣ = 1
lim
i→∞
Ri =∞
We achieve this in the same way as in any standard bubbling off argument such as
the proof of lemma 5.11 in [2]. We can then use Lemma 5.6, Lemma 5.7, and Lemma
5.8 to get a bound on the higher derivatives of f˜i on D(Ri − 1).
As B is complete, we can choose a subsequence so that fi(0) converges to some p ∈ B.
Lemma 5.1 tells us that the geometry of (g, J, ω) around fi(0) converges to that around
p. By using the diffeomorphisms from Lemma 5.1, consider all our maps as maps sending
0 to p. Then choose a subsequence that converges on compact subsets to a non constant
holomorphic map f : C −→ B. Note that f either has ω-energy less than  or is contained
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in a ball of radius r in the ω pseudo-metric and has ω-energy less than E0. Because in
either case, f has finite ω-energy, we can use Lemma 5.5 to tell us that f must converge
in the ω pseudo-metric as |z| → ∞. The standard removable singularity theorem for
pseudo holomorphic curves proved in [4] implies that dfe extends to a holomorphic map
of CP 1 to dBe. Then by choosing  or r small enough, Lemma 5.4 and the standard
removable singularity theorem for holomorphic curves imply that dfe must be constant,
because f either has ω-energy less than  or is contained in a dω-ball of radius r.
Now that we have that the image of f is a point in dBe, we know that f must be
contained entirely within some (C∗)n worth of points over a single point in dBe and a
single point in B. This (C∗)n has the standard complex structure, so f gives us n entire
holomorphic maps from C −→ C∗. As f is non constant, at least one of these maps must
be non constant. This map must have infinite degree, as it must have dense image in
the universal cover of C∗ which is just the usual complex plane. It therefore has infinite
local area, contradicting the fact that it must have local area less than Aloc.
To prove the family case, it is important to note that (as stated at the start of this
section), when we say our constants depend continuously on (B, J, ω, g, Aloc, E0), we
mean that given any finite dimensional family, (Bˆ −→ G, J, ω, g, Aloc, E0), the constants
can be chosen to depend continuously on G. With this understood, the proof in the
family case is analogous to the above proof.

Lemma 5.11. Given (B, J, ω) and an energy bound E0,
there exists
an energy bound E > 0,
a distance r > 0,
and for any 0 < δ < 1 a constant c,
each depending continuously on (B, J, ω,E0)
so that any holomorphic map f from the annulus e−(R+1) < |z| < e(R+1) to B with
ω-energy less than E, or with ω-energy less than E0 and contained inside a ball of
dω radius r, satisfies the following inequality
dω(f(z), f(1)) ≤ ce−δR(|z|δ + |z|−δ) for e−R ≤ |z| ≤ eR
Proof:
For this proof we shall use coordinates z = et+iθ, and the cylindrical metric in which
{ ∂∂t , ∂∂θ} are an orthonormal frame.
Choose our energy bound E > 0 small enough that we can use the derivative bound
from Lemma 5.9, and Lemma 5.5 implies that the smaller annulus is contained a small
enough ball that we can use the coordinates of Lemma 5.6 (we also choose r small enough
that this is true).
Item 4 of Lemma 5.6 states that the almost complex structure J used in these coordi-
nates is equal to the standard complex structure J0 at 0, and that the derivative of J is
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bounded by a constant c1. Therefore, we may estimate the standard ∂¯ operator applied
to f in these coordinates as follows:∣∣∂¯f ∣∣ := 1
2
|df + J0 ◦ df ◦ j| = 1
2
|(J0 − J) ◦ df ◦ j| ≤ c1 |df | |f |
Let Ap be an affine coordinate change on our coordinates from Lemma 5.6 which sends
p to 0 so that J in these new coordinates is equal to the standard complex structure at 0.
Then, the derivative of J in these new coordinates is bounded by c1 ‖dAp‖
∥∥dA−1p ∥∥. We
may choose such coordinate transformations Ap for all p in a ball with size depending
on c1 so that ‖dAp‖
∥∥dA−1p ∥∥ is bounded by 2. Choosing our energy bound E > 0 or our
distance r > 0 small enough means that we can ensure that the image of {e−R ≤ |z| ≤ eR}
is contained inside this ball. Then∣∣∂¯Apf ∣∣ ≤ 2c1 |dApf | |Apf |
We can run the above inequality through the inequality from Lemma 5.8 to obtain the
following estimate on ∂¯f restricted to the interior of a disk (which holds on the interior
of the cylinder, where we have the derivative bound from Lemma 5.9.)
∥∥∂¯Apf∥∥Lq(D( 12 )) ≤ 2c1 ‖Apf‖Lq1(D( 12 )) ‖Apf‖L∞(D( 12 ))
≤ c
(
‖Apf‖Lq(D(1)) +
∥∥∂¯Apf∥∥Lq(D(1))) ‖Apf‖L∞(D( 12 ))
≤ c
(
‖Apf‖Lq(D(1)) + ‖2c1 |dApf | |Apf |‖Lq(D(1))
)
‖Apf‖L∞(D( 12 ))
≤ c2 ‖Apf‖L∞(D(1)) ‖Apf‖L∞(D( 12 ))
(7)
The second inequality uses Lemma 5.8 and the last inequality uses the derivative bound
from Lemma 5.9. Here c2 is a constant depending only on the q from L
q and (B, J, ω,E0).
We can fix q to be something bigger than 2. By choosing E or r small, we can force
|Apf | to be as small as we like on the smaller cylinder using Lemma 5.5.
Now we can use Cauchy’s integral formula
2piiApf(z0) = −
∫
|z|=1
Apf(z)
z − z0 dz +
∫
|z|=e2l
Apf(z)
z − z0 dz +
∫
1≤|z|≤e2l
∂¯Apf(z)
z − z0 ∧ dz
or in our coordinates,
Apf(t0, θ0) = − 1
2pi
∫ 2pi
0
Apf(0, θ)
1− et0ei(θ0−θ) dθ +
1
2pi
∫ 2pi
0
Apf(2l, θ)
1− et0−2lei(θ0−θ) dθ
+
1
2pi
∫ 2pi
0
∫ 2l
0
∂¯Apf(θ, t)
1− et0−tei(θ0−θ) dtdθ
Let us now consider each term of this expression for Apf(l, θ0) in the middle of
a cylinder under the assumption that the average of f(2l, θ) is p, so the average of
Apf(2l, θ) is 0.
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The first term: ∣∣∣∣ 12pi
∫ 2pi
0
Apf(0, θ)
1− elei(θ0−θ) dθ
∣∣∣∣ ≤ 1el − 1 max |Apf(0, θ)|
The second term using that the average of Apf(2l, θ) is 0,∣∣∣∣ 12pi
∫ 2pi
0
Apf(2l, θ)
1− el−2lei(θ0−θ) dθ
∣∣∣∣ = ∣∣∣∣ 12pi
∫ 2pi
0
Apf(2l, θ)
(
1
1− e−lei(θ0−θ) − 1
)
dθ
∣∣∣∣
=
∣∣∣∣ 12pi
∫ 2pi
0
Apf(2l, θ)
(
e−lei(θ0−θ)
1− e−lei(θ0−θ)
)
dθ
∣∣∣∣
≤ 1
el − 1 max |Apf(2l, θ)|
The third term:∣∣∣∣∣ 12pi
∫ 2pi
0
∫ 2l
0
∂¯Apf(θ, t)
1− et0−tei(θ0−θ) dtdθ
∣∣∣∣∣ ≤ ∥∥∂¯Apf∥∥L3 12pi
∥∥∥∥ 11− el−tei(θ0−θ)
∥∥∥∥
L
3
2
≤ c(l + 1) ∥∥∂¯Apf∥∥L3
≤ c3(l + 1)2
(
max
t∈[−1,2l+1]
|Apf(t, θ)|
)(
max
t∈[0,2l]
|Apf(t, θ)|
)
The last inequality above uses the inequality (7). The constant c3 depends only on
(B, J, ω). It is zero if J is integrable.
To summarize the above, we have the following expression which holds if the average
of f(θ, 2l) is p.
|Apf(l, θ)| ≤ 1
el − 1 (max |Apf(0, θ)|+ max |Apf(2l, θ)|)
+ c3(l + 1)
2
(
max
t∈[−1,2l+1]
|Apf(t, θ)|
)(
max
t∈[0,2l]
|Apf(t, θ)|
) (8)
Stokes’ theorem applied to Apf(dt + idθ) implies that the amount that the average
of Apf(t0, θ) changes with t0 inside [0, 2l] is determined by the integral of ∂¯Apf , which
is dominated as above by a term of the form
max
t0,t1∈[0,2l]
∣∣∣∣ 12pi
∫ 2pi
0
Apf(t0, θ)dθ − 1
2pi
∫ 2pi
0
Apf(t1, θ)dθ
∣∣∣∣
≤ c4(l + 1)2
(
max
t∈[−1,2l+1]
|Apf(t, θ)|
)(
max
t∈[0,2l]
|Apf(t, θ)|
) (9)
As we have chosen Ap so that ‖dAp‖
∥∥dA−1p ∥∥ ≤ 2, we may remove the dependence on
Ap of the above inequalities. Define the variation of f(t, θ) on the cylinder [a, b]× S1 as
follows:
V f([a, b]) := max
(ti,θi)∈[a,b]×S1
|f(t1, θ1)− f(t2, θ2)|
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The inequality (8) implies that
V f [x, x] ≤ c5
el − 1V f [x− l, x+ l] + c5(l+ 1)
2V f [x− l− 1, x+ l+ 1]V f [x− l, x+ l] (10)
and the inequality (9) implies that the change in the average of f over the cylinder
[a, a+ l] may be estimated by
c6(l + 1)
2V f [a− 1, a+ l + 1]V f [a, a+ l]
therefore we may estimate V f [a, a+ l] by
V f [a, a+ l] ≤ c6(l + 1)2V f [a− 1, a+ l + 1]V f [a, a+ l] + sup
x∈[a,a+l]
V f [x, x]
Applying inequality (10) above then gives
V f [a, a+ l] ≤ c6(l + 1)2V f [a− 1, a+ l + 1]V f [a, a+ l]
+ sup
x∈[a,a+l]
( c5
el − 1V f [x− l, x+ l]
+ c5(l + 1)
2V f [x− l − 1, x+ l + 1]V f [x− l, x+ l]
)
≤ c7
(
1
el − 1 + (l + 1)
2V f [a− l − 1, a+ 2l + 1]
)
V f [a− l, a+ 2l]
(11)
We shall now complete the argument for one particular δ; say δ = 12 . If we choose l
large enough, and then make V f small enough by making our energy bound E small (or
directly making r small), we can get the estimate
V f [a, a+ l] ≤ e
−δl
3
V f [a− l, a+ 2l] for [a− l − 1, a+ 2l + 1] ⊂ [−R,R] (12)
How large l needs to be, and how small E or r need to be depends continuously on
(B, J, ω,E). (We have no need for this inequality when R is not much larger than l,
because our lemma’s estimate for any bounded distance from the edges of the cylinder
follows immediately from Lemma 5.5.) Applying inequality (12) three times, we get that
on the appropriate part of the cylinder,
V f [a− l, a+ 2l] ≤ V f [a− l, a] + V f [a, a+ l] + V f [a+ l, a+ 2l]
≤ e
−δl
3
(V f [a− 2l, a+ l] + V f [a− l, a+ 2l] + V f [a, a+ 3l])
≤ e−δlV f [a− 2l, a+ 3l]
therefore
V f [a, a+ l] ≤ e
−δ2l
3
V f [a− 2l, a+ 3l]
Inductively continuing this argument gives that if [a−nl, a+(n+1)l] ⊂ [−R+1, R−1],
V f [a, a+ l] ≤ e
−δnl
3
V f [a− nl, a+ (n+ 1)l] (13)
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In particular, if the above inequality holds for n, then each of V f [a − l, a], V f [a, a + l]
and V f [a+ l, a+2l] is each bounded by e
−δnl
3 V f [a−(n+1)l, a+(n+2)l]. Then applying
inequality (12) gives that inequality (13) also holds when n is replaced by n+ 1.
The required estimate follows from inequality (13). In particular, because Lemma
5.6 stipulates that dω is comparable to the norm we have been using in our coordinates,
dω(f(z), f(1)) can be bounded by the sum of the variation of adjacent cylinders of length
l starting with a cylinder containing z and ending with a cylinder containing 1. If
eR > |z| > 1, then z may be placed in a cylinder of length l surrounded by at least
(R − log |z|)/l − 2 other cylinders, so inequality 13 implies that the variation on this
cylinder containing z is bounded by |z|δ e(−R+2l)δV [−R,R]. The bound on the variation
of adjacent cylinders improves exponentially until the cylinder containing 1 is reached,
therefore for eR > |z| > 1, dω(f(z), f(1)) is bounded by |z|δ e−R times a constant which is
independent ofR. Similarly, if e−R < |z| < 1, then dω(f(z), f(1)) is bounded by |z|−δ e−R
times a constant which is independent of R. Therefore, dω(f(z), f(1)) is bounded by
(|z|δ + |z|−δ)e−R times a constant which is independent of R.
Note that once we have inequality (12) for any δ < 1, following the above argument
verbatim gives the required result that dw(f(z), f(1)) is bounded by (|z|δ + |z|−δ)e−R
times a constant which is independent of R. Above, we proved inequality (12) from (11)
for any particular δ < 1 by choosing l large enough, then forcing V f to be small by
making our energy bound E small or making r small. As we don’t want to use different
E or r bounds for different δ, we need some other way of making V f small. Our already
proven estimate for δ = 1/2 gives that we may force V f to be as small as we like simply
by restricting some distance d into the interior of the cylinder. Therefore, for any δ < 1,
we may obtain inequality (12) from (11) by choosing l large enough, then restricting
attention a distance d into the interior of our cylinder. This constant d depends only
on (B, J, w,E0, δ). Repeating the above argument gives the required inequality (with a
different constant). As dw(f(z), f(1)) is already bounded by a constant (by assumption
or using Lemma 5.5), the fact that our argument only applies after we have shortened
our cylinder by d only affects the bound by multiplying by some d-dependent constant.

We may derive similar bounds for derivatives of f measured by dω using standard
elliptic bootstrapping as follows: Use coordinates from Lemma 5.6 centered on f(1).
Then Lemma 5.11 and inequality (7) on page 34 imply that if Dz(r) indicates the disk of
radius r around z, and all norms below indicate the norms in the standard metric from
Lemma 5.6, ∥∥∂¯f∥∥
Lp(Dz(1))
≤ c′ ‖f‖2L∞(Dz(2)) ≤ ce−2Rδ(|z|
δ
+ |z|−δ)2
for some c depending only on E, r,B, J, ω and p > 2.
Then Lemma 5.8 implies that
‖f‖Lp1(Dz(1/2)) ≤ ce
−Rδ(|z|δ + |z|−δ) (14)
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for some different constant c depending on the same quantities as the previous constant.
Then Lemma 5.7 and the Ho¨lder inequality implies that∥∥∂¯fx∥∥Lp(Dz(1/2)) ≤ ‖c |fx| |fy|‖Lp(Dz(1/2))
≤ c ‖fx‖L2p(Dz(1/2)) ‖fy‖L2p(Dz(1/2))
≤ c ‖df‖2L2p(Dz(1/2))
so applying our previous inequality (14) with 2p in place of p gives∥∥∂¯fx∥∥Lp(Dz(1/2)) ≤ ce−2Rδ(|z|δ + |z|−δ)2
with a different constant c depending on the same quantities. (A similar inequality
applies to fy). Then applying Lemma 5.8 gives
‖f‖Lp2(Dz(1/4)) ≤ ce
−Rδ(|z|δ + |z|−δ)
The argument can be continued to produce decay of ‖f‖Lpk(Dz(2−k)) by differentiating
the equation from Lemma 5.7, and noting that the derivatives of the torsion tensor have
universal bounds from Lemma 5.6. We do not need to continue at this point, but merely
to note that Sobolev embedding gives that our Lp2 bound above implies a bound on
the first derivative. As Lemma 5.6 tells us that the standard metric in our coordinate
chart is equivalent to the ω pseudometric, there exists some constant c depending on
(E, r,B, J, ω) so that
|df(z)|ω ≤ ce−Rδ(|z|δ + |z|−δ) (15)
Lemma 5.11 supplemented with equation (15) has the following immediate corollary:
Corollary 5.12. Given (B, J, ω),
there exists some energy E > 0 depending continuously on (B, J, ω)
so that given any E′ > 0,
there exists some distance R depending continuously on (B, J, ω,E′)
so that given any holomorphic map f of a cylinder
{e−l−R < |z| < el+R}
to B with ω-energy less than E,
the ω-energy of f restricted to e−l < |z| < el is less than E′.
Lemma 5.13. Given (B, J, ω, g), a local area bound Aloc < ∞ and energy bound E0,
and a covering of B by coordinate charts,
there exists
an open cover {Ui} of B
and for each 0 < δ < 1 a constant c
so that the following is true:
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Each member of our open cover Ui is contained in one of our chosen coordinate
charts on B.
Given any holomorphic map f with local area bounded by Aloc and ω-energy
bounded by E0 from a cylinder e
−(R+1) ≤ |z| ≤ e(R+1) to B contained in-
side Ui,
there exists a map F given in coordinates as
F (z) := (c1z
α1 ta1 , . . . , ckz
αk tak , ck+1, . . . , cn)
so that
dist (f(z), F (z)) ≤ ce−δR
(
|z|δ + |z|−δ
)
for e−R ≤ |z| ≤ eR
where for i ∈ [1, k], ci ∈ C∗, ai ∈ R, αi ∈ Z, and for i ∈ [k+ 1, n], ci ∈ R.
In the above, dist indicates distance in the metric g.
In the case that we a have a family (Bˆ −→ G, J, ω, g, Aloc, E0) with the above structure,
we can choose c continuous on G.
Proof:
Because B is complete, we can choose a finite covering {Ui} of B by open subsets
which are contained inside our coordinate charts and which are small enough in the ω
pseudo metric so that Lemma 5.11 tells us that for any holomorphic map from a cylinder
as above contained inside Ui,
dω(f(z), f(1)) ≤ ce−δR(|z|δ + |z|−δ) (16)
In the family case, we choose our open cover {Ui} to be fiberwise finite, and the above
constant c depends continuously on G.
In our coordinates,
f(1) = (c1t
a1 , . . . , ckt
ak , ck+1, . . . , cn)
We can choose αi so that the winding numbers of the first k coordinates of f(e
iθ) are
the same as our model map F :
F := (c1z
α1 ta1 , . . . , ckz
αk tak , ck+1, . . . , cn)
The metric g can be compared to dω on the last coordinates ck+1, . . . , cn, so we only
need to prove convergence in the first k coordinates. Let us do this for f restricted to
the first coordinate f1.
Use coordinates z = et+iθ on the domain with the usual cylindrical metric and the
similar cylindrical metric on our target. (Choose members of our open cover to be
compactly contained inside our coordinate charts so that this standard flat metric on the
coordinate chart is uniformly comparable to g). Use the notation
f1(z)
c1zα1 ta1
= eh(z)
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where h is a C valued function so that h(1) = 0. Note that this standard flat metric has
as an orthonormal basis the real and imaginary parts of z˜ ∂∂z˜ , so ∂¯f1 measured using this
cylindrical metric is equal to ∂¯h measured using the standard Euclidean metric on C.
As Lemma 5.11 holds, equation (15) on page 38 also holds, so
|df(z)|ω ≤ ce−δR(|z|δ + |z|−δ) for e−R ≤ |z| ≤ eR (17)
(The c in the above inequality is some new constant which is independent of f). So
long as we have chosen members of our open cover Ui compactly contained inside our
coordinate charts, the following inequality holds inside Ui:
|Jv − J0v|g ≤M |v|ω (18)
where J0 indicates the standard complex structure, and M is a constant, which may have
to depend on G in the case of a family Bˆ −→ G. To prove the inequality (18) above, note
that J0 is ∂¯ log compatible, so Lemma 3.2 implies that (J − J0) sends smooth one-forms
to one-forms generated by functions. It follows that g((J −J0)·, (J −J0)·) is equal to the
pullback under ι : TB −→ TnicedBe of some smooth section g′ of T ∗dBe ⊗ T ∗dBe. On
the other hand, as J is tamed by ω, the ω pseudo metric is the pullback under ι of some
smooth metric on dBe. The above inequality (18) follows.
The above inequality (18) implies that
∣∣∂¯f1∣∣g (using J0) in our coordinates is con-
trolled by |df |ω because∣∣∂¯f1∣∣g = 12 |df1 − J ◦ df1 ◦ j + (J − J0) ◦ df1 ◦ j|g ≤ M2 |df |ω
To understand the above, df1 should be considered as the first component of df using
our coordinates, so it is a one form with values in f∗TB. The above inequality and (17)
then give that for some new constant c independent of f we get the following inequality:∣∣∂¯h(z)∣∣ ≤ ce−δR(|z|δ + |z|−δ) for e−R ≤ |z| ≤ eR (19)
where ∂¯h is now measured using the standard Euclidean metric on its target C, and
the cylindric metric on its domain. If we choose our open cover small enough using dω,
Lemma 5.10 gives us a bound for |df |g on the interior of the cylinder, so we have that
there exists some c independent of f so that
|dh(z)| < c for e−R ≤ |z| ≤ eR (20)
We can now proceed roughly as we did in the proof of Lemma 5.11. In particular,
Cauchy’s integral theorem tells us that
h(t0, θ0) = − 1
2pi
∫ 2pi
0
h(t0 − l, θ)
1− elei(θ0−θ) dθ +
1
2pi
∫ 2pi
0
h(t0 + l, θ)
1− e−lei(θ0−θ) dθ
+
1
2pi
∫ 2pi
0
∫ t0+l
t0−l
∂¯h(t, θ)
1− et0−tei(θ0−θ) dtdθ
Cauchy’s formula is also valid if we shift h so that its average around the loop at
t0 + l is 0. We may bound each term in the shifted formula as in the proof of inequality
(8) in the proof of Lemma 5.11, except we use the estimate (19) to bound
∣∣∂¯h∣∣.
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Then we have the following estimate:∣∣∣∣h(t0, θ0)− 12pi
∫ 2pi
0
h(t0 + l, θ)dθ
∣∣∣∣ ≤ 1el − 1 max
∣∣∣∣h(t0 − l, θ)− 12pi
∫ 2pi
0
h(t0 + l, θ)dθ
∣∣∣∣
+
1
el − 1 max
∣∣∣∣h(t0 + l, θ)− 12pi
∫ 2pi
0
h(t0 + l, θ)dθ
∣∣∣∣
+ c(l + 1)2e−δReδl
(
eδt0 + e−δt0
)
(Of course, this is a new constant c, which is independent of l or h.)
Note that the change in the average of h is determined by the integral of ∂¯h, which we
can bound using estimate (19). At the cost of increasing the constant c in the inequality
above, each term in absolute values above may therefore be replaced with the maximum
difference between h and its average at t0, t0 − l and t0 + l respectively. Define the
variation of h for a particular t as follows:
V h(t) := max
θ
∣∣∣∣h(t, θ)− 12pi
∫ 2pi
0
h(t, θ)dθ
∣∣∣∣
We then have the following estimate (with a new constant c):
V h(t) ≤ 1
el − 1(V h(t+ l) + V h(t− l)) + c(l + 1)
2eδ(l−R)
(
eδt + e−δt
)
Fix l large enough that 1/(el − 1) < e−δl/4. Then
V h(t) ≤ e
−δl
4
(V h(t+ l) + V h(t− l)) +X(t)
where
X(t) := ce−δR(eδt + e−δt)
and c is new constant which depends on l. In order to apply the above inequality
inductively, define Ax(t) := 12 (x(t − l) + x(t + l)). Applying the above inequality to
estimate V h(t−l) and V h(t+l) then running these estimates through the above inequality
again gives
V h(t) ≤ e
−2lδ
4
A2V h(t) +
e−δl
2
AX(t) +X(t)
Inductively continuing this estimation gives
V h(t) ≤ e
−nδl
2n
AnV h(t) +
n−1∑
i=0
e−iδl
2i
AiX(t)
Of course, the above inequality only holds if t is a distance at least nl from boundary of
[−R,R]. Note that AiX(t) ≤ eiδlX(t) so the last term in the above inequality is bounded
by 2X(t). The observation that AnV h(t) is bounded independent of t and n then gives
for some new constant c,
V h(t) ≤ ce−δR(eδt + e−δt) for −R ≤ t ≤ R
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The required estimate for h then follows from the fact that the change in the average of
h is bounded by the estimate (19). We therefore have
h(z) ≤ ce−δR(|z|δ + |z|−δ) for e−R ≤ |z| ≤ eR
which is the required estimate.

To prove compactness results, we shall divide our domain up into annuli with small
energy, and other compact pieces with derivative bounds. For this we shall need some
facts about annuli. Recall the following standard definition for the conformal modulus
of a Riemann surface which is an annulus:
Definition 5.14. The conformal modulus of an annulus A is defined as follows. Let
S(A) denote the set of all continuous functions with L2 integrable derivatives on A which
approach 1 at one boundary of A and 0 at the other. Then the conformal modulus of A
is defined as
R(A) := sup
f∈S(A)
2pi∫
A
(df ◦ j) ∧ df = supf∈S(A)
2pi∫
A
|df |2
We can extend the definition of conformal modulus to include ‘long’ annuli inside
exploded curves as follows:
Definition 5.15. Call a (non complete) exploded curve A an exploded annulus of con-
formal modulus log xt−l if it is connected, and there exists an injective holomorphic map
f : A −→ T with image {1 < |z˜| < xt−l}. Call it an exploded annulus with semi infinite
conformal modulus if it is equal to (a refinement of) {|z˜| < 1} ⊂ T11, and call it an
exploded annulus with infinite conformal modulus if it is a refinement of T.
For interpreting the above, note that that the absolute value of cta ∈ C∗tR is defined
as |cta| := |c| ta ∈ (0,∞)tR. (We use xt−l in the above definition because the tropical
part of the resulting annulus will have length l.) The use of ‘log’ in the above is just
notation, we do not attempt here to define a function log on (0,∞)tR, however in the
case that l = 0, we may regard xt0 simply as x ∈ (1,∞), and then log x is the usual
conformal modulus R. Two exploded annuli with the same conformal modulus may not
be isomorphic, but they will have a common refinement.
We shall need the following lemma containing some useful properties of the (usual)
conformal modulus.
Lemma 5.16. 1. An open annulus A is conformally equivalent to
{1 < |z| < eR}
if and only if the conformal modulus of A is R. If the conformal modulus of A
is infinite, then A is conformally equivalent to either a punctured disk, or a twice
punctured sphere.
2. If {Ai} is a set of disjoint annuli Ai ⊂ A none of which bound a disk in A, then
R(A) ≥
∑
R(Ai)
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3. If A1 and A2 are annuli contained inside the same Riemann surface so that
(a) one connected component of the boundary of A1 is equal to a connected compo-
nent of the boundary of A2, and the orientations on these components agree,
(b) R(A2) <∞,
(c) and the other boundary of A1 intersects the other boundary of A2 and the
circle at the center of A2,
then
R(A2) +
16pi2
R(A2)
≥ R(A1)
(This inequality is not sharp.)
A2
A1 ∩A2
4. If A1 and A2 are annuli contained inside a Riemann surface so that every circle
homotopic to the boundary inside A2 contains a segment inside A1 that intersects
both boundaries of A1, then
R(A1) ≤ 4pi
2
R(A2)
A2
0
A1 ∩A2
1
Proof:
Item 1 is well known. Given an open cylinder A, there is a unique function f with the
required boundary conditions which minimizes
∫
A
|df |2, and this function is harmonic
because of Dirichlet’s principle. It follows that so long as R < ∞ there is a bijective
holomorphic map h : A −→ {1 < |z| < ec} so that |h| = ecf . Therefore, any open
annulus with finite conformal modulus is isomorphic to such an annulus. The conformal
modulus of {1 < |z| < eR} is at least R because of the function f = 1R log |z|, and at
most R because of the Cauchy-Schwarz inequality. If R(A) =∞, then the Uniformization
Theorem implies that A is conformally equivalent to a semi-infinite cylinder S1 × (0,∞)
or an infinite cylinder S1 × (−∞,∞).
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Item 2 follows from the case when A contains two disjoint annuli. Let f be a contin-
uous function satisfying the boundary conditions which is constant outside these annuli,
harmonic inside these annuli, and equal to R(A1)/(R(A1)+R(A2)) between these annuli,
where A1 is the annuli with a boundary on which f is 0. This implies that restricted to
Ai, f is equal to a constant plus R(Ai)/(R(A1) + R(A2)) times the harmonic function
which realizes the supremum in the definition of R(Ai). Then∫
A
|df |2 =
∫
A1
|df |2 +
∫
A2
∣∣df2∣∣
=
(
R(A1)
R(A1) +R(A2)
)2
2pi
R(A1)
+
(
R(A2)
R(A1) +R(A2)
)2
2pi
R(A2)
=
2pi
R(A1) +R(A2)
Therefore R(A) ≥ R(A1) +R(A2) as required.
To prove item 3, first set R = R(A2) and put coordinates (0, R) × R/2piZ on A2.
Consider any function f ∈ S(A1). Without losing generality, we can assume that the
shared boundary is (0, θ), and that some segment of the other boundary of A1 is a curve
in A2 between (
R
2 , 0) and (R, θ0) where θ0 ≥ 0. Then consider integrating |df |2 along
diagonal lines (Rt,−4pit + c). Because θ0 ≥ 0, each of these lines contains a segment
inside A1 on which the integral of df is 1. The length of each segment is bounded by
((4pi)2+R2)
1
2 . The integral of |df |2 along this segment is therefore at least (16pi2+R2)− 12 .
This tells us that the integral of |df |2 over A1 is at least 2piR((4pi)2+R2) , and therefore,
R(A1) ≤ (16pi
2 +R2)
R
= R(A2) +
16pi2
R(A2)
To prove item 4, consider a function f ∈ S(A1). We shall integrate |df |2 along
segments of the form (c, t) inside A2 ∩ A1 traveling from one boundary of A1 to the
other. The integral of df along such a segment is 1, and the length of the segment is at
most 2pi, so the integral of |df |2 along the segment is at least 12pi , and the integral of |df |2
over A1 is at least
R(A2)
2pi . Therefore, we have
R(A1) ≤ 4pi
2
R(A2)

The following proposition gives the existence of a decomposition of any holomorphic
curve f with bounded energy, local area, and topology. This decomposition is into
annular regions with small energy and complementary regions with bounded conformal
modulus on which the derivative of f is bounded.
Proposition 5.17.
Given
(B, J, ω, g),
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an energy bound E,
a local area bound Aloc,
a number N to bound genus and number of punctures,
and small enough  > 0 (which will bound the energy of some annular regions),
there exists
a number bound M depending lower semicontinuously on (B, J, ω, g, E,Aloc, N, )
(M shall bound a number of annular regions)
for any large enough distance R, a derivative bound c and conformal bound Rˆ
depending continuously on (B, J, ω, g, E,Aloc, N, , R)
and an energy lower bound 0 > 0 depending continuously on (E,R, )
so that the following is true:
Given any complete, stable holomorphic curve
f : C −→ B
with energy at most E, local area bounded by Aloc, and with genus and number of
punctures at most N , there exists some collection of at most M exploded annuli
Ai ⊂ C, so that:
1. Each Ai has conformal modulus larger than 2R (so the conformal modulus of
Ai is log xt
−l where either x > e2R or l > 0.)
2. Put the standard cylindrical metric on Ai, and use the notation Al,i to denote
the annulus consisting of all points in Ai with distance to the boundary at least
l. Then
AR
2 ,i
∩AR
2 ,j
= ∅ if i 6= j
3. f restricted to Ai has ω-energy less than .
4. Each component of C − ⋃AR,i is a smooth Riemann surface with bounded
conformal geometry in the sense that any annulus inside one of these smooth
components with conformal modulus greater than Rˆ must bound a smooth disk
inside that component.
5. The following metrics can be put on Ai and each smooth component of C −⋃
AR,i:
(a) On any component which is a smooth torus, use the unique flat metric in
the conformal class of the complex structure so that the area of the torus
is 1.
(b) If the component is equal to a disk, a conformal identification with the
standard unit disk can be chosen so that if AR,i is the bounding annulus,
0 is in the complement of Ai. Give components such as this the standard
Euclidean metric.
(c) If the component is equal to some annulus, give it the standard cylindrical
metric on R/Z× (0, l). Give each Ai the analogous standard metric.
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(d) Any component not equal to a torus, annulus, or disk will admit a unique
metric in the correct conformal class with curvature −1 so that boundary
components are geodesic (there will be no components which are smooth
spheres). Give these components this metric.
On any component of C − ⋃A 9R
10 ,i
, the derivative in the above metric is
bounded by c
|df |g < c
Moreover, on A 6R
10 ,i
− A 9R
10 ,i
, the ratio between the flat metric from Ai and
the metric from C−⋃AR,i is bounded between c and 1c .
6. f restricted to any component of C−⋃AR,i which is a disk, annulus or torus
has ω-energy greater than 0 > 0.
AR
A
low energy annuli
derivative bounded here
ω-energy ≥ ￿0 here
Proof:
If C = T, then the proposition holds with the single annulus T, as the curve must
have no ω-energy. We may therefore reduce to the case that C 6= T.
Lemma 5.10 tells us that for  small enough, any holomorphic map of the unit disk
with ω-energy less than  and local area bounded by Aloc must have derivative at 0
bounded by c0. We shall prove our theorem for  small enough so that this is true, and
small enough that Corollary 5.12 also holds with an energy bound of . (This energy
bound is referred to as E in the notation of Corollary 5.12). We shall also choose our
distance R greater than 4pi (for use with Lemma 5.16), and large enough that Corollary
5.12 tells us that if f restricted to some smooth annulus Ai has ω-energy less than ,
then the ω-energy of f restricted to the smaller annulus AR
2 ,i
is less than 5 .
We shall construct annuli in a number of stages, in particular, we shall
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1. choose annuli around the edges of C,
2. construct an annulus in the case that C is a smooth sphere,
3. construct annuli around points where the derivative of f at the center of a disk is
large— this will allow us to prove the required derivative bound for f later on,
4. construct an annulus inside any long cylinder in what remains— this will allow us
to prove our conformal bound on the complement of the annuli,
5. and finally, merge pairs of annuli which bound annular regions with low ω-energy—
this will allow us to bound the number of constructed annuli.
Stage 1:
Note that any edge of C has zero ω-energy, so we can choose an exploded annulus Ai
containing each edge with ω-energy less than 5 . Note, for use with item 6, that in the
case that this annulus bounds a disk, the ω-energy of the resulting disk will be at least
4
5 because Lemma 5.10 implies that each spherical component of the smooth part of C
with at most one puncture must have ω-energy at least . (If a spherical component with
at most one puncture had ω-energy less than , we could use an injective map of a disk
to our sphere with arbitrarily large derivative at 0 to contradict Lemma 5.10.)
We can choose these Ai to be mutually disjoint. Note that the complement of these
Ai is a smooth Riemann surface with boundary.
Stage 2:
If C is a smooth sphere, we shall now remove an annulus. As argued above, our
sphere must have energy at least  in order to be stable. We can therefore put some
round metric in the conformal class determined by the complex structure so that there
exist 3 mutually perpendicular geodesics which divide our sphere into 8 regions so that
two antipodal regions each have ω-energy at least 8 . In particular, for any metric, we may
choose one geodesic that divides the sphere into two hemispheres with ω-energy at least

2 , then choose another perpendicular geodesic that divides one of these hemispheres into
two regions of ω-energy at least 4 . At least one of these regions will have an antipodal
partner region with ω-energy at least 4 . We may then choose a circle perpendicular
to our two geodesics which divides this region into two regions with ω-energy at least

8 . Again, one of the antipodal partner regions will have ω-energy at least

8 . We may
then choose our metric so that our circle becomes a geodesic and our first two original
geodesics remain geodesics.
By choosing 0 > 0 small enough, we can then get that there exist two disks with
ω-energy at least 0 which intersect each of these two antipodal regions, and which have
radius as small as we like. Choose 0 > 0 small enough that the complement of these
disks is an annulus of conformal radius at least k(2R+ 1) for some integer k > 5E . How
small 0 is required to achieve this depends only on R,  and E. Then we can divide this
annulus into k annuli with conformal modulus at least (2R + 1); at least one of these k
annuli must have ω-energy at most 5 . Add this annulus to our collection. Note that it
bounds disks which have energy at least 0.
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geodesics which divide our sphere into 8 regions each of which has equal ω-
energy. As our sphere must have energy at least " in order to be stable, we can
choose two antipodal regions that each have energy !8 . By choosing "0 > 0 small
enough, we can then get that there exist two disks with ω-energy at least "0
which intersect each of these regions, and which have radius as small as we like.
Choose "0 > 0 small enough that the complement of these disks is an annulus
of conformal radius at least k(2R+ 1) for some integer k > 5E! . How small "0 is
required to achieve this depends only on R, " and E. Then we can divide this
annulus into k annuli with conformal modulus at least (2R+1), at least one of
which has ω-energy at most !5 . Add this annulus to our collection. Note that it
bounds disks which have energy at least "0.
ω-energy < !5 A ω-energy > "0
Consider a holomorphic injection of the unit disk i : D −→ C into the
complement of our annuli AR,i constructed up to this point. Suppose that i(0)
is in the complement of AR
4 ,i
. Then Lemma 3.16 tells us that the restriction of
i to |z| < e− 16pi2R is in the complement of AR
2 ,i
. Now suppose that |d(f ◦ i)| >
c0e
16pi2
R +k(2R+1) where k is some integer greater than 5E! . Then the restriction
of f to the disk |z| < e− 16pi2R −k(2R+1) must have energy greater than " due to
Lemma 3.10. This disk is surrounded by k disjoint annuli of conformal modulus
(2R+ 1) which are contained in the complement of AR
2 ,i
. At least one of these
must have energy less than !5 . Add this annulus to our collection. Continue
adding annuli in this manner. After a finite (but not universally bounded)
number of times, no more annuli can be added in this way. We shall argue this
below after adding some more annuli.
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Stage 3:
Co sid r a holo orphic injection of the unit disk ι : D −→ C into he c mplement
of the union of our annuli AR,i constructed in stages 1 and 2. Suppose that ι(0) is
in the complement of AR
4 ,i
. Lemma 5.16 part 2 implies that {e−3R/4 < z < 1} is
not contained within AR
4 ,i
. Ther fore, each circle omotopic to the boundary within
the annulus {e− 16pi2R −3R/4 < z < e−3R/4} must not be contained entirely within AR
4 ,i
.
If such a circle intersects AR
2 ,i
, it must intersect both boundaries of a component of
AR
4 ,i
− AR
2 ,i
. Lemma 5.16 item 4 tells us that at least one of these circles must not
intersect both boundaries of a component of AR
4 ,i
−AR
2 ,i
, so at least one of these circles
is i the complement f AR
2 ,i
. Therefore the restriction of ι to |z| < e− 16pi2R −3R/4 is in
the complement of AR
2 ,i
.
Now suppose that at z = 0, |d(f ◦ ι)| > c0e 16pi
2
R +(k+1)(2R+1) where k is some integer
greater than 5E . Then the restriction of f to the disk |z| < e−
16pi2
R −(k+1)(2R+1) must
have energy greater than 0 due to Lemma 5.10. This disk is surrounded by k disjoint
annuli of conformal modulus (2R + 1) which are contained in the complement of AR
2 ,i
.
At least one of these must have energy less than 5 . Add this annulus to our collection.
Continue adding annuli in this manner.
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AR
AR
2
New low energy annulus
Disk with ω-energy > "0
We now want to add annuli so that condition 4 is satisfied. Suppose some
smooth component of C−⋃AR,i contains some annulus of conformal modulus
greater than 2R(3+ 5E! ) that does not bound a disk. Note that as we have chosen
R > 4pi, the size of such an annulus is greater than 2R(1 + 5E! ) + 2R +
32pi2
R .
The annulus of size R at its end can’t be contained entirely within Ai, and then
applying Lemma 3.16 part 4 with the next annulus of size 16pi
2
R in the place
of A1, we see that our annulus minus annuli at each end of conformal modulus
R+ 16pi
2
R must be contained entirely in the complement ofAR2 ,i
. We then obtain
more than 5E! disjoint annuli in the compliment ofAR2 ,i
with conformal modulus
greater than 2R. The restriction of f to at least one of these annuli must have
ω-energy less than ". Add this annulus to our collection.
New low energy annulus
AR
2
AR
We shall now argue that we can only add a finite number of annuli in this
manner. The number of annuli that bound disks is bounded by E! plus the twice
the number of connected components of C that are spheres (which is bounded
by E! ). There are also a finite number of exploded annuli with infinite conformal
modulus. The number of these is bounded by our topological bounds, and the
fact that there are at most E! spherical components with fewer than 3 punctures.
Call the complement of all the above annuli C0. There is then a bound on the
number of homotopy classes in C0 of our remaining annuli, given by our bounds
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After a finite (but not universally bounded) number of times, no more annuli can
be added in this way. In particular, each new annulus added this way bounds a new
disk with energy at least 0. At most E/0 such disks exist, so if there are an infinite
number of such new annuli, an infinite number of such annuli must be homotopic to the
boundary of a single disk. If there are n such nnuli homotopic to the boundary of such a
disk, this disk ust cont in an annulus of conformal modulus nR bounding n inclusion
ι : D −→ C so that the derivative of ι ◦ f is universally b unded below. Then, ι may be
rescaled by a factor of enR a d still give an inclusion of the unit disk i t C with image
disjoint from all annuli constructed in stages 1 and 2. If there were an infinite number
of our new annuli homotopic to the boundary of a single disk, the derivative of f would
therefore be forced to be unbounded, which is impossible.
Stage 4:
We now want to add annuli so that condition 4 is satisfied. Suppose some smooth
component of C−⋃AR,i contains some annulus A of conformal modulus greater than
2R(3 + 5E ) that does not bound a disk. Note that as we have chosen R > 4pi, the
size of such an annulus is greater than 2R(1 + 5E ) + 2R +
32pi2
R . Because we have
chosen A in the complement of AR,i, Lemma 5.16 part 2 implies the following: giving
A the standard flat metric, the annulus consisting of points of distance at most R from
its end can’t be contained entirely within Ai. Therefore, no circle homotopic to the
boundary in Ai is contained within the annulus of points a distance at least R into the
interior of A. Applying Lemma 5.16 part 4 with the annulus consisting of points in A
of distance between R and R + 16pi
2
R from this end in the place of A1, and a component
of Ai −AR
2 ,i
in place of A2, we see that at least one circle homotopic to the boundary
within Ai−AR
2 ,i
ust not intersect both boundaries of the other annulus. Therefore our
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annulus A minus annuli at each end of conformal modulus R + 16pi
2
R must be contained
entirely in the complement of AR
2 ,i
. We then obtain more than 5E disjoint annuli in the
compliment of AR
2 ,i
with conformal modulus greater than 2R. The restriction of f to
at least one of these annuli must have ω-energy less than 5 . Add this annulus to our
collection.
AR
AR
2
New low energy annulus
Disk with ω-energy > "0
We now want to add annuli so that condition 4 is satisfied. Suppose some
smooth component of C−⋃AR,i contains some annulus of conformal modulus
greater than 2R(3+ 5E! ) that does not bound a disk. Note that as we have chosen
R > 4pi, the size of such an annulus is greater than 2R(1 + 5E! ) + 2R +
32pi2
R .
The annulus of size R at its end can’t be contained entirely within Ai, and then
applying Lemma 3.16 part 4 with the next annulus of size 16pi
2
R in the place
of A1, we see that our annulus minus annuli at each end of conformal modulus
R+ 16pi
2
R must be contained entirely in the complement ofAR2 ,i
. We then obtain
more than 5E! disjoint annuli in the co pliment ofAR2 ,i
with conformal modulus
greater than 2R. The restr ction of f to at least one of these annuli must have
ω-energy less than ". Add this annulus to our collection.
New low energy annulus
AR
2
AR
We shall now argue that we can only add a finite number of annuli in this
manner. The number of annuli that bound disks is bounded by E! plus the twice
the number of connected components of C that are spheres (which is bounded
by E! ). There are also a finite number of exploded annuli with infinite conformal
modulus. The number of these is bounded by our topological bounds, and the
fact that there are at most E! spherical components with fewer than 3 punctures.
Call the complement of all the above annuli C0. There is then a bound on the
number of homotopy classes in C0 of our remaining annuli, given by our bounds
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We shall now argue that we can only add a finite (but not universally bounded)
number of annuli in the above manner: There are a finite number of exploded annuli
with infinite conformal modulus which we chose in stage 1 to cover the edges of our
curve. The number of these is bounded by our topological bounds, and the bound on the
number of spherical components of the smooth part of C with fewer than 3 punctures
from Lemma 5.4. If C was equal to a smooth sphere, we then added a single annulus in
stage 2. Then in stage 3 we added a finite number of annuli to bound the derivative of
f .
Call the complement of all the annuli from stages 1, 2 and 3, C0. Each annulus
added to C0 in stage 4 is in a nontrivial homotopy class of annuli in C0. There is a
bound on the number of homotopy classes in C0 of our remaining annuli, given by our
bounds on the topology of C, the fact that we have removed a finite number of annuli,
and the observation that for any Riemann surface with boundary, there are only a finite
number of homotopy classes which contain annuli of conformal modulus greater than 4pi.
(Lemma 5.16 part 4 implies that if two annuli have conformal modulus greater than 4pi,
then the intersection number of a boundary circle of one with a boundary circle of the
other must be 0. This bounds the number of homotopy classes containing an annulus
by the largest number of simple closed curves so that no two curves are in the same
homotopy class and so that the intersection number of any two curves is 0.)
There is also a finite number of annuli from Stage 4 in each homotopy class. If there
were an infinite number of annuli AR
2 ,i
in our collection in the same homotopy class, then
there would exist an annulus in C0 in that homotopy class which contains all of them.
As the AR
2 ,i
are disjoint and have conformal modulus at least R, this annulus would
have to have infinite conformal modulus, which is impossible because C0 is a compact,
smooth Riemann surface with boundary, and this annulus is not in the trivial homotopy
class of annuli in C0.
Stage 5:
Now we shall merge some annuli so that there exists no annular component of C −⋃
AR,i with ω-energy less than

5 . Then we will have a bound on the number of annuli
which is independent of f . Suppose that we have some collection {A1, . . . ,An} of our
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annuli so that for each i, AR,i and AR,i+1 bound an annulus which has ω-energy less than

5 . Use the notation A[m,n] to denote the annulus that consists of Am, An and everything
in between. Then, as we’ve chosen each of our Ai to have ω-energy less than

5 , A[i,i+2]
has ω-energy less than , so we can apply Corollary 5.12 to show that far enough into the
interior of this cylinder, there is very little ω-energy. (Note that the edges of exploded
curves always have no ω-energy, so there is no difficulty in applying this corollary in the
seemingly more general setting of exploded annuli.) Apply Lemma 5.16 part 3, with Ai
or Ai+2 in the place of A1 and the appropriate component of A[i,i+2] −AR,[i,i+2] in the
place of A2. As we have chosen R > 4pi, we have R +
16pi2
R < 2R which is less than the
conformal modulus of Ai or Ai+2. It follows that A[i,i+2] −Ai −Ai+2 ⊂ AR
2 ,[i,i+2]
. We
have chosen R large enough that Corollary 5.12 tells us that the energy of f restricted
to AR
2 ,[i,i+2]
is less than 5 . It follows that the energy of A[i,i+3] is less than , so we can
now repeat this argument inductively to show that the energy of f restricted to A[1,n] is
less than  and AR
2 ,[1,n]
is less than 5 .
on the topology ofC, the fact that we have removed a bounded number of annuli,
and the observation that for any Riemann surface with boundary, there are only
a finite number of homotopy classes which contain annuli of conformal modulus
greater than 4pi (Lemma 3.16 part 4 can help to prove this). If there were an
infinite number of annuli AR
2 ,i
in our collection in the same homotopy class,
then there would exist an annulus in C0 in that homotopy class which contains
all of them. As the AR
2 ,i
are disjoint and have conformal modulus at least R,
this annulus would have to have infinite conformal modulus. Note that there
are no nontrivial annuli of infinite conformal modulus in C0 (because we have
removed the annuli containing edges and at least one annulus from each spherical
component), and if an annulus of infinite conformal modulus surrounds a disk
with energy greater than "0, then the derivative of f must have been unbounded
there. This is not possible, so we must only have a finite number of annuli in
our collection. Note that everything apart from our bound on the number of
annuli in a fixed homotopy class is bounded independent of f .
Now we shall merge some annuli so that there exist no annular component of
C−⋃AR,i with ω-energy less than !5 . Then we will have a bound on the number
of annuli which is independent of f . Suppose that we have some collection
{A1, . . . ,An} of our annuli so that AR,i and AR,i+1 bound an annulus which
has ω-energy less than !5 . Use the notation A[m,n] to denote the annulus that
consists of Am, An and everything in between. Then, as we’ve chosen each of
our Ai to have ω-energy less than
!
5 , A[i,i+2] has ω-energy less than ", so we can
apply Corollary 3.12 to show that far enough into the interior of this cylinder,
there is very little ω-energy. (Note that as the parts of exploded annuli which
are locally modeled on T always have no ω-energy, so there is no difficulty in
applying this lemma in the seemingly more general setting of exploded annuli.)
Applying Lemma 3.16 part 3, and noting that as we have chosen R > 4pi, we
have 2R > R + 16pi
2
R , we see that A[i,i+2] −Ai −Ai+2 ⊂ AR2 ,[i,i+2]. We have
chosen R large enough that Corollary 3.12 tells us that the energy of f restricted
to AR
2 ,[i,i+2]
is less than !5 . We can now repeat this argument inductively to
show that the energy of f restricted to A[1,n] is less than " and AR
2 ,[1,n]
is less
than !5 .
A1
A2 A3
A4
AR
2 ,[1,3]
has low ω-energy
Now, replace all of our sets of annuli {A1, . . . ,An} of maximal size obeying
the above conditions with the annulus given by AR
2 ,1
, AR
2 ,n
and everything in
between. (Note that if we had some collection of annuli which bounded small
energy annuli in a cyclic fashion, we would obtain a connected component of C
which had energy less than ", and was not stable.)
We shall now check that all the conditions we require are satisfied by this
new set of annuli. First, the number is bounded independent of f . The size
of each annulus is greater than 2R. Our resulting set of annuli also obey the
non-intersection condition 2 because the original set did. We showed above
that the energy of each new annulus is less than ". Because the complement of
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Now, replace all of our sets of li {A1, . . . ,An} of maxim l size obeying the above
conditions with the nnulus given by AR
2 ,1
, AR
2 ,n
and everything in between. As this
annulus is contai ed inside A[1,n], it has energy less tha . (Note that if we had some
collection of a nuli which bounded sm ll energy annuli in a cyclic fashion, we would get
that C was torus with energy less than , and was therefore not stable.)
The construction of our annuli is now complete. We must now check that all the
co ditions we require are satisfied. First, the number of annuli is bounded independent
of f . In particular, there are at most E/0 components of C minus ur annuli which are
disks, and at most 5E/ components which are annuli. The number of other components
is therefore bounded for topological reasons, as the genus and number of punctures of C
is bounded.
The size of each annulus is greater than 2R, so condition 1 holds. The set of annuli
constructed in stages 1 to 4 obeyed the non-intersection condition. Therefore, the merged
annuli constructed in stage 5 also obey the non-intersection condition 2. In each stage
above, we always constructed our annuli with ω-energy less that , so condition 3 holds.
Our set of annuli constructed by the end of Stage 4 obeyed condition 4 with a bound
of 2R(3 + 5E ). After stage 5, each component of the complement of AR,i is given by
adding an annulus of conformal modulus R to each boundary of some component of the
complement of AR
2 ,i
at stage 4. Lemma 5.16 parts 2 and 4 then imply that by increasing
our conformal bound by 2R+ 16pi2/R, we can achieve condition 4 after Stage 5. A lower
bound of 0 on the ω-energy of unstable components is also satisfied by construction, so
condition 6 holds.
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All that remains is condition 5. Note first that the complement of our annuli AR,i
admits metrics as described in condition 5. To show the derivative bounds from condition
5, we shall show below that if ι is an injective map of a holomorphic disk into either Ai
or the complement of AR,i, then dι and d(f ◦ ι) are bounded at 0, and we shall construct
such maps ι with derivatives which are bounded below at 0.
Claim 5.18. There exists a constant c1 so that any holomorphic injection ι of a unit
disk into either Ai or the complement of AR,i has dι bounded by c1 at 0 when the metrics
from condition 5 are used.
We shall prove Claim 5.18 using a bubbling argument. If this claim failed for maps to
Ai, a standard bubbling argument, used as in the proof of Lemma 5.10, would produce
a holomorphic map of C to C∗ with nonzero derivative at 0 which extends to a map
CP 1 −→ CP 1 of degree at most 1. No such map C −→ C∗ exists, therefore Claim 5.18
holds for maps to Ai.
Now to prove Claim 5.18 for maps to the complement of AR,i. The topology of
each component of the complement of AR,i is bounded by the bound on the genus and
number of punctures of C and the bound on the number of annuli Ai. The conformal
structure of each component is also bounded because of condition 4. It follows that there
exists a smooth family Cˆ of Riemann surfaces with boundary (and with metrics), so
that some compactly contained subfamily of Cˆ contains all possible Riemann surfaces
with boundary that may occur in the complement of AR,i. Therefore, if Claim 5.18
failed, a standard bubbling argument gives that there exists a non-constant, bounded
area, holomorphic map of C into one of the surfaces in our family Cˆ. As this fiber
must be contained in a compact Riemann surface, Lemma 5.5 and the usual removable
singularity theorem for holomorphic maps may be used to extend our map to a non-
constant holomorphic map of CP 1 to our fiber of Cˆ. We may choose Cˆ to not contain
any fibers equal to CP 1, so no such map exists. This completes the proof of Claim 5.18.
As R > 4pi > 0, there exists a disk of unit size centered on any point inside A 6R
10 ,i
−
A 9R
10 ,i
. The derivative at the center of this disk is 1 in the metric on Ai, and is bounded
by c1 in the metric on the complement of AR,i. Therefore, inside A 6R
10 ,i
− A 9R
10 ,i
, the
ratio of the metric on the complement of AR,i divided by the metric on Ai is bounded
by c1.
Claim 5.19. So long as R is chosen large enough, there exists a constant c2 > 0 so that
for any point p in the complement of A 9R
10 ,i
, there exists an injective map ι of a disk into
the complement of AR,i so that ι(0) = p and so that |dι| is larger than c2 at 0. If p is in
A 6R
10 ,i
, then then ι may be chosen to have image contained in Ai.
As in the proof of Claim 5.18, we shall use that there exists a family Cˆ of Riemann
surfaces with boundary compactly containing all the possible surfaces which may occur
in the complement of AR,i with the metrics from condition 5. The intersection of A 9R
10 ,i
with a component of the complement of AR,i is one or two annuli of conformal modulus
R
10 surrounding boundary components. In order to prove Claim 5.19 with a compactness
argument involving Cˆ, we must compare these annuli to standard collar neighborhoods
of boundary components defined using the metric from condition 5.
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Property 2 implies that each boundary of the complement of AR,i is surrounded by
an annulus of conformal modulus R/2. We are free to choose R large enough that this
implies that there exists a ‘collar’ annulus of conformal modulus 4pi consisting of the set
of points within some fixed distance of the boundary. Using Lemma 5.16 part 3 with
this collar in the place of A2 gives that any annulus surrounding a boundary component
with conformal modulus greater than 8pi must contain the collar of conformal modulus
2pi consisting of points within some fixed distance of the boundary. We are free to choose
R > 80pi, so A 9R
10 ,i
contains this collar.
We have now proved that there is some neighborhood U of the boundary in Cˆ which
is contained in the image of A 9R
10 ,i
intersected with the complement of AR,i. Let s :
Cˆ −→ [0,∞] indicate the map so that s(p) is the supremum of the possible derivatives
of injective holomorphic maps of disks into a fiber of Cˆ centered at p. The function s(p)
is continuous, and positive on the interior of Cˆ. It follows that s(p) is bounded below
when restricted to the complement of U and the compact subfamily of Cˆ which contains
all Riemann surfaces with boundary that may occur in the complement of AR,i.
Therefore, there exists some M > 0 so that given any point p in the complement of
A 9R
10 ,i
, there exists some ι so that ι(0) = p and so that |dι| is larger than M at 0. If p
is contained in A 6R
10 ,i
, then Lemma 5.16 part 4 implies that the image of ι restricted to
{|z| < e−8pi2/R} is contained entirely within Ai. (The two annuli used for this application
of Lemma 5.16 consist of a component of Ai −AR
2 ,i
and {1 > |z| > e−8pi2/R}.) Claim
5.19 therefore holds with c2 = Me
−8pi2/R.
Claims 5.19 and 5.18 imply that the ratio of the metric on Ai divided by the metric
on the complement of AR,i is bounded by c1/c2 on A 6R
10 ,i
−A 9R
10 ,i
.
It remains to prove that the derivative of f is bounded on the complement of A 9R
10 ,i
. To
achieve this, we shall use Claim 5.19 with Claim 5.20 below which bounds the derivative
of f ◦ ι at 0.
Claim 5.20. There exists a constant c′ so that any holomorphic injection ι of a unit
disk into either Ai or the complement of AR,i has
|d(f ◦ ι)|g
bounded by c′ at 0.
As the ω-energy of Ai is less than , Lemma 5.10 implies Claim 5.20 in the case that
the target of ι is Ai. Similarly, suppose that ι(0) is within AR
4 ,i
′ for some annulus Ai′
constructed by the end of Stage 4. Then Lemma 5.16 part 4 tells us that the restriction
of ι to the disk of radius e−16
pi2
R must be contained inside Ai′ , and therefore Lemma 5.10
applied to this disk gives Claim 5.20 for such an ι.
It remains to prove Claim 5.20 for an ι with target in the complement of the AR,i
constructed by the end of Stage 5 so that ι(0) is in the complement of AR
4 ,i
′ for all annuli
Ai′ constructed by the end of Stage 4. If Ai′ is an annulus which survives in Stage 5,
then ι has image in the complement of AR,i′ . On the other hand, if Ai′ is an annulus
which is absorbed into a larger annulus Ai during Stage 5, we must shrink the domain
of ι to ensure that it has image in the complement of AR,i′ . The only case of concern
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is when one boundary of Ai coincides with a boundary of AR
2 ,i
′ , (recall that in stage 5,
Ai is constructed by taking the union of some number of the AR
2 ,i
′ with everything in
between them.) In this case, ι(0) is in the complement of such an Ai, therefore Lemma
5.16 part 2 implies that the image of {e−R < |z| < 1} is not contained entirely within
Ai, and is therefore not contained entirely within AR
2 ,i
′ . Lemma 5.16 part 4 then implies
that the image of {|z| < e−R−8pi2/R} is in the complement of AR,i′ . Stage 3 terminated
when there were no more disks in the complement of AR,i′ centered in the complement of
AR
4 ,i
′ and derivative at 0 greater than c0e
16pi2
R +(k+1)(2R+1), so |d(f ◦ ι)| at 0 is bounded
by c0e
24pi2
R +(k+1)(2R+1)+R. This completes the proof of Claim 5.20
Now suppose that p is any point in the complement of A 9R
10 ,i
. Claim 5.19 implies that
there exists a injective holomorphic map ι of a unit disk into the complement of AR,i so
that |dι| at 0 is at least c2. Claim 5.20 tells us that |df ◦ ι|g at 0 is at most c′. It follows
that |df |g at p is at most c′/c2. This completes the proof of the derivative bounds from
condition 5, where c is taken as the maximum of c′/c2, c1/c2, and c1.

6. Compactness
The following theorem is a version of Gromov compactness for curves in exploded
manifolds. It requires the extra assumption that curves have bounded local area in the
sense of definition 4.1. This local area bound follows from topological bounds under extra
assumptions on B described in section 4.
Theorem 6.1. Let Bˆ −→ G be a family of basic complete exploded manifolds with a
metric g, and a family of ∂¯ log compatible almost complex structures J tamed by a family
of taming forms ω.
Given:
any convergent sequence of points in G
and a lift of this sequence to a sequence of J-holomorphic curves in Bˆ −→ G in the
fibers over these points
with bounded ω-energy, local area, genus, and number of punctures,
there exists a subsequence of curves f i which converges to a holomorphic curve f as
follows:
There exists a sequence of families of C∞,1 curves,
(Cˆ, ji)
fˆi−→ Bˆ
↓ ↓
F −→ G
so that this sequence of families converges in C∞,1 to the family
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(Cˆ, j)
fˆ−→ Bˆ
↓ ↓
F −→ G
and a sequence of points pi in F so that
• pi → p,
• f i is the map given by the restriction of fˆ i to the fiber over pi,
• and f is given by the restriction of f to the fiber over p.
Although it is not obvious, the notion of convergence used in Theorem 6.1 is the
natural notion of convergence on the moduli stack of (not necessarily holomorphic) C∞,1
curves. On the moduli stack of C∞,1 curves, we can define an open substack to be
a substack U with the property that given any C∞,1 family of curves fˆ , the subset
of fˆ consisting of curves that are in U is open. It is proved in [17] that the notion
of convergence used above is equivalent to convergence in this natural topology on the
moduli stack of C∞,1 curves.
The proof of Theorem 6.1 uses Lemma 5.13 on page 38 and Proposition 5.17 on page
44. Together, these allow us to decompose holomorphic curves into pieces with bounded
behavior. A standard Arzela-Ascoli type argument gets a type of convergence of these
pieces. As the topology on exploded manifolds is in general not Hausdorff, this limit will
not be unique, so we must work a little more to make sure that our limiting pieces match
up.
One way to think of the problem at hand is that there will be a unique limit of our
sequence of curves in the smooth part of B, but there will be a family of valid tropical
choices for our limit. We must construct a family of curves which contains these tropical
possibilities, and extend this family a little so that we can capture the behavior of our
sequence of curves. There is some choice involved in this extension of a family, but we
shall construct the family locally in coordinate charts. To make our choices match up,
we shall use equivariant coordinate charts, which are constructed in Lemma A3.
The following lemma constructs compatible Tn actions on neighborhoods of strata
in B. These Tn actions are defined on page 72. Locally, each Tn action is given by
multiplying the TnP coordinates of Rm ×TnP by constants, so
(c˜1, . . . , c˜n) ∗ (x, z˜1, . . . , z˜n) = (x, c˜1z˜1, . . . , c˜nz˜n)
We shall need these Tn actions to move parts of our curves around in a consistent way.
Lemma 6.2. Given any basic exploded manifold Bˆ, and a family Bˆ −→ G, for each
stratum Bˆi ⊂ Bˆ, there exists some open neighborhood Ui ⊂ Bˆ containing Bˆi and a free
action of Tn on Ui in the sense of definition A2 (where n is the dimension of the tropical
part of Bˆi). This T
n action on Ui satisfies the following properties:
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1. The Tn action preserves fibers of the family Bˆ −→ G, in the sense that if p1 and
p2 have the same image in G, then z˜ ∗ p1 and z˜ ∗ p2 also have the same image in
G.
2. If the closure of Bˆi contains Bˆj, then the restriction of the action of T
n on Ui to
Ui ∩Uj is equal to the restriction of the Tm action on Uj to Ui ∩Uj and to some
subgroup.
Proof:
This follows immediately from Lemma A3. Choose equivariant coordinates on Bˆ −→
G, and let Ui be some open neighborhood of Bi contained inside the union of all our
coordinate charts that intersect Bi. As each of these coordinate charts intersect Bi, and
B is basic, there is a canonical inclusion of Bi into the tropical part of each of these
coordinate charts, and a corresponding action of Tn on these coordinate charts given by
multiplying the corresponding coordinates by constants. The fact that our coordinates
are equivariant implies that this gives a Tn action on Ui. The compatibility of the
actions on Ui∩Uj and the compatibility of the action with the projection map Bˆ −→ G
all follow from the fact that these coordinate charts are equivariant.

We are going to be translating pieces of our curve around by locally defined Tm
actions. The assumption that B is basic simplifies the possibilities of how these locally
defined Tm actions are related to each other. So long as a local area bound for curves can
be achieved, this basic assumption can be weakened, but the assumption of an immersion
B −→ Rn used in section 4 to obtain local area bounds implies that B is basic anyway. In
the family case, by restricting to a subset of G which contains the image of a subsequence,
we can also assume that Bˆ is basic.
We shall now start working towards proving Theorem 6.1. The proof shall rely on
Lemma 5.13 on page 38 and Proposition 5.17 on page 44. We shall be using the notation
from Proposition 5.17. First, choose the following:
1. Choose a finite collection of coordinate charts on B, each contained in some Ui
from Lemma 6.2 and small enough to apply Lemma 5.13. For the case of a family,
restrict Bˆ −→ G to some small coordinate chart on G in which the image of our
sequence of curves converges (after passing to a suitable subsequence), and choose
our finite collection of coordinate charts on (the smaller, renamed) Bˆ satisfying the
above.
2. Choose exploded annuli Ain ⊂ Ci satisfying the conditions in Proposition 5.17
with ω-energy bound  small enough and R large enough that each smaller annulus
Ai6R
10 ,n
is contained well inside some Uj in the sense that it is of distance greater
than 2 to the boundary of Uj . (The fact that we can achieve this follows from
Lemma 5.11 on page 33.) Also choose  small enough and R large enough so that
each connected smooth component of Ai6R
10 ,n
can have Lemma 5.13 applied to it.
Use the notation Cim to indicate connected components of C
i − ⋃k Ai8R
10 ,k
. If there
are no Cim, then C
i is isomorphic to T. The proof of Theorem 6.1 is trivial if there exists
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a subsequence of curves with domains equal to T, so we shall assume that Ci−⋃k Ai8R
10 ,k
has at least one component. We can choose a subsequence so that
• the number of such components is the same for each Ci,
• Cim has topology that is independent of i,
• the combinatorics of which boundaries of Cim are connected by annuli is independent
of i
• and there are diffeomorphisms identifying Cim for different i so that the sequence
of components Cim converges as i → ∞ to some Cm in the sense that the metric
from Proposition 5.17 and the complex structure converges to one on Cm. That
this may be achieved follows from the bounded geometry from items 5 and 4 of
Proposition 5.17.
Ai3
Ai2
Ai1
Ai8R
10 ,1
Ci4 = (C4, ji)
(C5, ji)
(C6, ji)
(C7, ji)
We shall view any annulus Ain with finite conformal modulus as glued out of two
semi infinite annuli, so Ain has two holomorphic coordinates z˜
+ and z˜− related by
z˜+z˜− = win ∈ (0,∞)t[0,∞)
where the conformal modulus of Ain is − logwin. Regard Ain ⊂ (T11)2 as given by
Ain = {z˜+z˜− = win,
∣∣z˜+∣∣ < 1, ∣∣z˜−∣∣ < 1} ⊂ (T11)2
Choose a subsequence so that {win} converges. (In other words, the positive real
numbers dwine converge— note that dwine is 0 whenever win is not a finite real number.)
If dwine → 0, then a gluing parameter wn ∈ T1[0,∞) will be a function defined on our
limiting family F, as it is part of the choices involved in describing a limiting curve.
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Define
A±n :=
{∣∣z˜±∣∣ ≤ e− 7R10 } ⊂ T11
Ai7R
10 ,n
:= {(z˜+, z˜−) so that z˜+z˜− = win} ⊂ A+n ×A−n
We shall need to keep track of what An is attached to, so use the notation n
± to define
Cin± as the component attached to the end of A
i
n with the boundary |z˜±n | = 1. (Assume,
by passing to a subsequence, that n± is well defined independent of i.) As some annuli
Aik have semi-infinite conformal modulus, we shall use the convention that A
+
k = A
i
7R
10 ,k
on the rare occasions that we must mention these semi-infinite annuli.
Consider transition maps between Cin± and A
i
7R
10 ,n
to give transition maps between
Cn± and A
±
n . The bound on the derivative of transition maps from item 5 of Proposition
5.17 on the region Ai6R
10 ,n
−Ai9R
10 ,n
(and standard elliptic bootstrapping to get bounds on
higher derivatives on the smaller region Ai7R
10 ,n
−Ai8R
10 ,n
) tells us that we can choose a
subsequence so that the transition maps between Cin± and A
±
n converge to some smooth
transition map between Cn± and A
±
n . Similarly, by passing to a subsequence, we may
require that the transition maps between any of our annuli A+k with semi infinite con-
formal modulus and Ck+ will converge. We can modify our diffeomorphisms identifying
Cim with Cm so that these transition maps all give exactly the same map. Denote the
complex structure on Cm induced by this identification by ji. (We shall do something
similar for the annuli Ain later on.) We can do this so that ji and the metrics given by
this identification still converge in C∞ to those on Cm.
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C4 = C1+
C5 = C1− = C2+
A+1A−1
A+2
transition maps bounded
q4
q5
We shall now start to construct our family Cˆ −→ F. The first step shall be to get
some kind of convergence for each piece of our holomorphic curve.
For each Cm choose some point qm ∈ Cm, and consider
yim := f
i(qm) ∈ Bˆ
This sequence yim has a subsequence that converges in Bˆ to some point y
∞
m ∈ Bˆ. Label
the stratum of Bˆ that contains y∞m by Bˆm, and consider the chart Um from Lemma 6.2
containing Bˆm. As the derivative of f
i restricted to Cm is bounded, we can choose a
subsequence so that f i(Cm) is contained well inside Um. (Note that given any smooth
metric on Bˆ, any point in the stratum Bˆm is infinite metric distance to the boundary of
Um. We can therefore choose a subsequence so that the image of f
i(Cm) is contained in
the subset of Um which consists of all points some arbitrary distance from the boundary
of Um.)
Recall that Cim is a connected component of C
i−⋃Ai8R
10 ,k
, and is contained some fixed
distance in the interior of Ci−⋃Ai9R
10 ,k
. As the derivative of f i is uniformly bounded on
Ci−⋃Ai9R
10 ,k
, we can use lemmas 5.6, 5.7, and 5.8 to get bounds on the higher derivatives
of f i restricted to Cim. Lemma 5.1 then tells us that if f
i(qm) converges to y
∞
m ∈ Bˆ, the
geometry around f i(qm) converges to that around y
∞
m , so we can choose a subsequence
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so that f i restricted to Cim converges in some sense to a map
fm,y∞m : Cm −→ Bˆ so that fm,y∞m (qm) = y∞m ⊂ Um
More specifically, remembering that the image of Cim is contained inside Um, we can use
our Tn action on Um to say this more precisely. There exists some sequence c˜
i
m ∈ Tn
so that
c˜im ∗ f i : Cm −→ Um
converges in C∞ to fm,y∞m : Cm −→ Um.
Of course, there was a choice involved here. We could also have chosen a different
limit y′m of f
i(qm), which would give a translate of fm,y∞m by our T
n action. These
choices will turn up as parameters on our family. They will need to be ‘compatible’ in
the sense that these pieces will need to fit together.
Note that this ambiguity in the limit does not appear if we look only at the smooth
part of these maps. Then df ie converges in C∞ to dfm,y∞m e, which is the unique limit
in dBˆe. Another way to see the convergence above is that dTf ie : TCm −→ dT Bˆe has a
subsequence that converges in C∞ to a map to dT Bˆe. This specifies uniquely what the
derivative of fm,y∞m should be, but there is still a choice of which point fm,y∞m (qm) should
be in Bˆ; this choice is the choice of the limit y∞m of y
i
m. Multiplying f
i by c˜im allows us
to translate yim so that the distance in any metric between y
i
m and y
∞
m converges to zero.
Then f i will converge in C∞ to fm,y∞m because its derivative converges and it converges
at qm.
We now consider the analogous convergence on annular regions. Because the ω-energy
of f i restricted to our annular regions Ain is small, we can apply Lemma 5.13 on page 38
to tell us that if the limit of the conformal modulus of Ain is not a finite real number, then
f i restricted to the smooth parts of Ain converges to some unique pair of holomorphic
maps
f±n,y∞
n±
: {e− 7R10 > ∣∣z˜±n ∣∣ > 0} −→ Bˆ
compatible with fn±,y∞
n±
: Cn± −→ Bˆ and the transition maps. (Recall that Cn± is the
component attached to A±n .) Choose our subsequence so that dTf ie converges in C∞ on
bounded subsets of TAin close to the appropriate boundaries to dTf±n,y∞
n±
e.
Lemma 5.13 gives that df±n,y∞
n±
(z˜±)e converges as dz˜±e → 0. As we have made the
assumption that J is ∂¯ log compatible, we can use the removable singularity theorem for
finite energy holomorphic curves in dBˆe to see that these limit maps extend uniquely to
smooth maps on {e− 7R10 > |z˜±n | > tx} ⊂ A±n for some x > 0. (Recall that the notation
|cta| > tx means that a < x or a = x and |c| > 1.)
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C4 = C1+
C5 = C1−
A+1
A−1
q4
q5
f5,Q5 : C5 −→ U5
f4,Q4 : C4 −→ U4
f+1,Q−−−→ U1
U1
f−1,Q←−−−
q5 ￿→ Q5
q4 ￿→ Q4
z˜+1 z˜
−
1 = Q1
We may assume, after passing to a subsequence, that f i(Ai6R
10 ,n
) are all contained
inside a single Un. Recalling our convention that Cn± intersects A
i
n, note that this
means that Un± intersects Un (and Un± ⊂ Un), so our sequence c˜in± defined earlier
also has an action on Un, and
c˜in± ∗ f i : Ai7R
10 ,n
−→ Un
converges in C∞ on compact subsets adjacent to Cn± to f
±
n,y∞
n±
. As we shall see in the
proofs of Lemmas 6.3 and 6.11 below, Lemma 5.13 allows us to strengthen the above
convergence.
We now have a type of convergence of the individual pieces we have cut our holo-
morphic curve into. The limit is unique in dBˆe and even dT Bˆe, but there is a choice
of a translation in defining the limit of each piece in Bˆ. The translation chosen for all
the pieces must be compatible or we will not be able to glue together the resulting limit
pieces to get a curve.
We shall now define a model for the exploded structure on our family that is too
large, as it ignores the requirement that these pieces must fit together. Later, we shall
cut down this model to reflect the requirement of the pieces gluing together.
Define Vm ⊂ Um to be the exploded manifold consisting of all points ym ∈ Um so
that
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1. There exists some c˜ so that ym = c˜ ∗ y∞m
2. Defining
fm,ym := c˜ ∗ fm,y∞m , (21)
the image of Cm, fm,ym(Cm) is contained well inside Um in the sense that the
distance to the boundary of Um is greater than 1.
3. If Cm is attached to A
±
n , (so m = n
±) then define
f±n,yn± := c˜ ∗ f
±
n,y∞
n±
(22)
The image of the smooth part of A±n , {f±n,yn± (z˜), 0 < |z˜| < e−
7R
10 } is also contained
well inside Un.
Note that Vm is a smooth exploded manifold which includes all ym which are limits
for yim. For such ym, the map fm,ym will be holomorphic, but for other ym, this may not
be the case.
We shall consider the family F as a sub exploded manifold of∏
m
Vm ×
∏
n
Wn ⊂
∏
m
Um ×
∏
n
Wn
The Wn above stands for the ‘gluing parameter’ for identifying coordinates z˜
±
n on
A±n via
z˜+n z˜
−
n = wn ∈Wn := {|z˜| < e−2R} ⊂ T11
We shall consider the following sequence of points
yi := (f i(q1), f
i(q2), . . . , w
i
n1 , . . . ) ∈
∏
m
Um ×
∏
n
Wn
where the conformal modulus of Ain is equal to − logwin.
Note that there is a transitive action of Tk on
∏
Vm ×
∏
Wn which is the action
from Lemma 6.2 on Vm ⊂ Um, and multiplication by some coordinate of Tk on Wn.
Our family will be given by a complete inclusion
F −→
∏
m
Vm ×
∏
n
Wn ⊂
∏
m
Um ×
∏
n
Wn
satisfying the following conditions:
1. The image of F contains some point y ∈ ∏m Vm ×∏n Wn which is a limit of yi,
and the image of F is given by the orbit of y under the action of some subgroup of
Tk.
2. The distance in any smooth metric from some subsequence of yi to the image of F
converges to 0.
3. There is no other inclusion satisfying the above conditions which has smaller di-
mension than F.
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It is clear that such an F must exist. The entire space satisfies the first two properties,
so we may simply choose an F satisfying the first two properties which has minimal
dimension. It follows from the definition of an action of Tk (page 72) that F is smooth
as it is the orbit of some Tn action. The minimality of the dimension of F is a trick
which will ensure that our limiting maps f± defined on A± glue together well. (See
Lemma 6.3 below.)
For each component Cm, there is a corresponding map
ym : F −→ Um ⊂ Bˆ
which should be thought of as specifying where the point qm ∈ Cm is sent. With reference
to equation (21), for any point y ∈ F, define
fm,y : Cm −→ Bˆ
by
fm,y := fm,ym =
ym
y∞m
∗ fm,y∞m (23)
Also, recalling the notational convention that m = n± if A±n is attached to Cm, define
f±n,y : A
±
n −→ B
by
f±n,y := f
±
n,yn±
=
yn±
y∞n±
∗ fn,y∞
n±
(24)
as in equation (22).
Now let us construct our family of curves Cˆ −→ F. We shall have charts on Cˆ given
by Cˆm := Cm × F, Aˆk := Ak × F for annuli Ak with semi infinite conformal modulus,
and Aˆn for other annuli An. Aˆn has coordinates (z˜
+
n , z˜
−
n , y) where z˜
±
n ∈ A±n , y ∈ F and
wn(y) = z˜
+
n z˜
−
n .
Aˆk −→ F
↓ ↓ wn
A+n ×A−n z˜
+z˜−−−−→ T11
Transition maps between Cˆm and Aˆn are simply given by the transition maps between
Cm and A
±
n times the identity on the F component. For example, if φ is a transition map
between Cm and A
+
n , the corresponding transition map between Cˆm and Aˆn is given by
(z, y) 7→
(
φ(z),
wn(y)
φ(z)
, y
)
This describes the exploded manifold Cˆ. The map down to F is simply given by the
obvious projection to the last component of each of the above charts. This gives a
smooth family of exploded curves.
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Lemma 6.3. If y ∈ F, and win → wn(y), then f±n,y can be glued by the identification
z˜+n z˜
−
n = wn(y). The condition w
i
n → wn(y) is always satisfied for y ∈ F if the limit of
the conformal modulus of Ain is finite.
Proof:
In the case that the limit of the conformal modulus of Ain is finite, limw
i
n = wn(y)
for any y ∈ F. If not, we could simply restrict F to the subset F0 ⊂ F consisting of all
points that satisfy this condition. This subset F0 would include any point in F that is
the limit of yi. F0 would also satisfy the other conditions required of F, but have smaller
dimension contradicting the minimality of F. Therefore in the case that wn(y) is finite,
we can glue the limit, because we have f i converging on Cn± and A
i
n, and transition
maps between these also converging.
Similarly, note that the limit of yi in dFe is in a 0-dimensional stratum of dFe, or else
F will not have minimal dimension.
In the case that the limit of the conformal modulus of Ain is not finite, we want to
glue f+n,y(z˜
+
n ) to f
−
n,y(z˜
−
n ) over the region where the smooth coordinates dz˜+n e = dz˜−n e = 0
via the identification z˜+n z˜
−
n = wn(y). Define the following map
φn : F −→ Tl (the group acting on Un)
which detects the failure for f±n to glue for any y ∈ F: If dwn(y)e = 0, and z˜+n z˜−n = wn(y)
so that dz˜+e = dz˜−e = 0, let φn(y) be the element of Tl so that φn(y) ∗ f+n,y(z˜+n ) =
f−n,y(z˜
−
n ). This is defined for any y which is the limit of y
i, because for such y,
df+n,y(z˜+n )e = df−n,y(z˜−n )e
There exists some homomorphism from the subgroup of Tk acting transitively on F
to Tl so that φn is equivariant. We can therefore uniquely extend φn to the rest of F in
an equivariant way.
We want to show that φn is identically 1 on F. By the construction of F, for each y
i,
there exists a close point yˇi inside F so that the distance in any smooth metric between
yˇi and yi converges to 0 as i→∞. We shall show below that φn(yˇi) converges to 1:
dTf ie converges to dTfm,y∞m e on Cm, and converges to dTf±n,y∞
n±
e on compact subsets
of A±n adjacent to Cn± . It follows that given any fixed choice of point x in A
±
n , the
metric distance between f±n,yˇi(x) and f
i(x) converges to 0 as i→∞. On the other hand,
in the interior of Ain, both f
±
n,yˇi and f
i are approximated by a cylinder, as specified
in Lemma 5.13. Therefore, for each i, we may choose an xi close to the center of A
i,
identify this with an xi± in A
±
n , and then the metric distance between f
±
yˇi,n(x
±
i ) and
f i(xi) will converge to 0. As the metric distance between wn(yˇ
i) and wn(y
i) converges
to 0, the metric distance between x+i x
−
i and wn(yˇ
i) converges to 0. It follows that the
distance between f+yˇi,n(x
+
i ) and f
−
yˇi,n(wn(yˇ
i)/x+i ) converges to 0, so φn(yˇ
i) converges to
1.
As the limit of yi is in a zero dimensional stratum of dFe, either φn is constant and
equal to 1 on this stratum, or φn is non constant on this stratum, and must take all
values in C∗. In either case, φ−1(1) ⊂ F is nonempty and satisfies the conditions 1 and
2 above, so by the minimality of the dimension of F, it must be all of F. This tells us
that if dwn(y)e = 0, then we can glue together f±n without any modifications.
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Note that choosing any point y ∈ F so that y is a limit of yi (such a point must
exist by the definition of F), the above lemma allows us to glue together fm,y and f
±
n,y
to obtain our limiting holomorphic curve f for Theorem 6.1. Note that condition 6 from
Proposition 5.17 ensures that f is a stable holomorphic curve.
It remains to prove that f i converges to f in the sense of Theorem 6.1. This involves
constructing a family of curves containing f large enough to capture the behavior of f i
for i large enough— for example, if the smooth part of the domain of f has more nodes
than the smooth part of the domains of f i, we need to construct a family of curves
containing f which smooths these extra nodes. Unfortunately, whenever nodes must be
smoothed, we need to make gluing choices, however as our smoothed curves need not be
holomorphic themselves, we are not required to go through the full details of a traditional
holomorphic curve ‘gluing theorem’.
To understand the gluing procedure that will follow, roughly what we shall need is a
‘gluing’ map which takes a matching pair of maps from A±n , and produces a family of
maps with domain equal to the family of annuli obtained by gluing A±n . We shall also
need a cutting map, which produces a matching pair of maps from A±n from a given map
from Ain. These gluing and cutting maps must be compatible in the sense that if we cut
a given map, then apply the gluing map, then restrict the domain to Ain, we get back
the original map. Roughly speaking, we shall use the gluing map to glue together the
maps f±n to create a family of curves fˆ containing our limit of f
i. We shall also use the
cutting map to cut apart each f i, then glue it back together to obtain a family of curves
fˆ i containing f i so that fˆ i converges to fˆ .
Make the following gluing choices.
1. Choose some sequence yˇi of points in F so that the distance between yˇi and yi
converges to 0.
2. We need to take care of the different complex structures obtained by gluing A±n by
wˇin := wn(yˇ
i) and win. For each i, choose an almost complex structure ji on A
+
n as
follows:
Choose smooth isomorphisms
Φin : A
+
n −→ A+n
so that
(a)
Φin
(
z˜+n
)
= z˜+n for
∣∣z˜+n ∣∣ ≥ e− 8R10
(b)
Φin
(
z˜+n
)
=
wˇin
win
z˜+n for
∣∣z˜+n ∣∣ ≤ e−R
(c) On the region dz˜+n e 6= 0, the sequence of maps {Φin} converges in C∞ to the
identity.
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Now define ji on A
+
n to be the pullback under Φ
i
n of the standard complex structure.
Using the standard complex structure on A−n , we then get our ji defined on Aˆn.
This ji is compatible with the ji already defined on Cˆm, so we get ji defined on Cˆ.
Note that ji restricted to the fiber over yˇ
i is the complex structure on Ci.
From now on, we shall use these new coordinates on Ain, so A
i
n is obtained by
gluing A±n using the gluing parameter wˇ
i
n := wn(yˇ
i) instead of win.
3. Define a linear gluing map as follows:
(a) Chose some smooth cutoff function
ρ : R∗ −→ [0, 1]
so that
ρ(x) = 0 for all x ≥ e− 8R10
ρ(x) = 1 for all x ≤ e− 9R10
Extend this to a map
ρ : R∗tR −→ [0, 1]
satisfying both the above conditions— so ρ(xt0) is equal to the old ρ(x),
ρ(xta) = 0 for all a < 0, and ρ(xta) = 1 for all a > 0. (ρ was defined first on
R∗ so that it was clear what ‘smooth’ meant.)
(b) Given maps φ+, φ− : T11 −→ Ck which vanish at z = 0 define the gluing map
G(φ+,φ−)(z˜
+, z˜−) := ρ
(∣∣z˜−∣∣)φ+(z˜+) + ρ (∣∣z˜+∣∣)φ−(z˜−)
Note that if φ+ and φ− are smooth, G(φ+,φ−) : (T11)
2 −→ Ck is smooth, so G can
be regarded as a smooth gluing map.
Claim 6.4. If φ+ and φ− are small in C∞,δ, then G(φ+,φ−) is small too.
The definition of C∞,δ is found in section 7 of [15]. The cutoff function ρ(|z˜±|)
is smooth, and therefore C∞,δ for all δ < 1. Multiplication and addition are
continuous operations on C∞,δ, so
G(·,·) : (C∞,δ(T11))
2 −→ C∞,δ ((T11)2)
is continuous, and Claim 6.4 holds.
An important aspect of our gluing construction shall be that it is localized within
the region of Aˆn which does not intersect Cˆn± . The particular property we shall
need is as follows:
Claim 6.5.
Gφ+,φ−(z˜
+, z˜−) = φ±(z˜±) when
∣∣z˜±∣∣ ≥ e− 8R10 and ∣∣z˜+z˜−∣∣ < e−2R
Indeed, when |z˜±| ≥ e−8R10 , the cut off function ρ(|z˜±|) = 0. When |z˜+z˜−| < e−2R
too, (as is the case in Aˆn), |z˜∓| < e−R, so ρ(|z˜∓|) = 1.
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4. Define a linear ‘cutting’ map: as follows:
(a) Choose a smooth cutoff function β : R∗ −→ [0, 1] satisfying the following:
β(x) + β
(
x−1
)
= 1
β(x) = 1 for all x > e
R
10
(b) Given a map φ : Ain −→ Ck, and wˇin := wn(yˇi) ∈ C∗, where
Ain := {z˜+z˜− = wˇin} ⊂ (T11)2
we can define the cutting of φ as follows:
φ+(z˜+) := β
(
|z˜+|2
|wˇin|
)
φ(z˜+)
φ−(z˜−) := β
(
|z˜−|2
|wˇin|
)
φ(z˜−) := β
(
|z˜−|2
|wˇin|
)
φ
(
z˜+ =
wˇin
z˜−
)
As φ±(z˜±) vanishes for dz˜±e small, we may extend φ± to be zero for z˜± small.
Claim 6.6. G(φ+,φ−) restricted to z˜
+z˜− = wˇin is equal to φ.
To prove Claim 6.6, note that as required in the definition of F,
∣∣wˇin∣∣ < e−2R. The
functions φ±(z˜±) are supported in the set where |z˜±/z˜∓| > e− R10 , so |z˜∓| < e− 19R20 ,
but ρ(|z˜∓|) is equal to 1 where |z˜∓| ≤ e− 9R10 . Therefore, ρ may be dropped from
our expression for Gφ+,φ− and
Gφ+,φ−(z˜
+, z˜−) = β
(
|z˜+|2
|wˇin|
)
φ(z˜+) + β
(
|z˜−|2
|wˇin|
)
φ(wˇin/z˜
−) = φ(z˜+)
Therefore Claim 6.6 holds.
We chose our cutoff function β so that our cutting construction takes place within
the region of Ain which does not intersect Cn± :
Claim 6.7.
φ±n (z˜
±) = φ(z˜±) where z˜± > e−
8R
10
Indeed, as
∣∣wˇin∣∣ < e−2R, and |z˜±| > e− 8R10 ,
β
(
|z˜±|2
|wˇin|
)
= 1 and β
(
|z˜∓|2
|wˇin|
)
= 0
5. In this step, we use the above cutting map to construct φi±n from f
i
n.
Use Lemma 5.5 to ensure that the image of each of our annuli of finite conformal
modulus, f i(Ai7R
10 ,n
) is contained in some coordinate chart appropriate for Lemma
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5.13. Choose this coordinate chart to be contained inside Un so that the T
k action
on Un just consists of multiplying coordinate functions by a constant.
In the case that Ain has finite conformal modulus, Lemma 5.13 together with the
conditions on our coordinate change for Ain from item 2 from page 65 tells us that
f in(z) = (e
φin,1(z)cin,1z
α1 , . . . , eφ
i
n,k(z)cin,kz
αk , cin,k+1 + φ
i
n,k+1, . . . )
:= eφ
i
ncinz
α
(25)
where φin is exponentially small on the interior of A
i
R,n as required by Lemma 5.13.
In the case of a family of targets Bˆ, we may ensure that φin is a vertical vector
field. Use the linear cutting map from item 4b above on φin to produce φ
i±
n . In the
case of a family of targets, φi±n is also vertical.
φin
cut−−−−−→ φi+n , φi−n
We shall use these φi±n in our gluing map to produce a family of maps on different
domains.
φin
cut−−−−−→ φi+n , φi−n glue−−−−−−→ G(φi+n ,φi−n )
As we didn’t define our cutting map in the case when the conformal modulus of
Ain is not a finite number, we may define φ
i±
n separately in that case so that
f in(z˜
+) := eφ
i+
n (z˜
+)cin(z˜
+)α when dz˜+e 6= 0 (26)
f in(z˜
−) := eφ
i−
n (z˜
−)cin
(
wˇin
z˜−
)α
when dz˜−e 6= 0 (27)
Lemma 5.13, Lemma 3.15, and the removable singularity theorem for holomorphic
curves gives that φi±n is smooth and vanishes when dz˜±e = 0.
If y∞ ∈ F is some limit of yi, then f±n,y∞ as defined in equation (24) on page 63 is
given in these coordinates by
f+n,y∞(z˜
+) := eφ
+
n (z˜
+)cn(z˜
+)α (28)
:= (eφ
+
n,1(z˜
+)cn,1(z˜
+)α1 , . . . , eφ
+
n,k(z˜
+)cn,k(z˜
+)αk , cn,k+1 + φ
+
n,k+1(z˜
+), . . . )
f−n,y∞(z˜
−) := eφ
−
n (z˜
−)cn
(
y∞n
z˜−
)α
(29)
where φ± are smooth and vanish when dz±e = 0.
6. In this final step of our gluing construction, we construct our family of maps fˆ i on
Aˆn.
If p1 = c ∗ p2 using one of our Tn actions, use the notation c = p1p2 , so p1 =
p1
p2
∗ p2.
Recall that yn+ records the position of Cn+ , which is attached to A
+
n , so
yn+
yˇi
n+
makes
sense.
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Define F in : Aˆn −→ Bˆ by
F in(z˜
+, z˜−, y) :=
yn+
yˇin+
∗ cin(z˜+)α
where cin(z˜
+)α has the same meaning as in equation (25). Similarly, define
Fn(z˜
+, z˜−, y) :=
yn+
y∞n+
∗ cn(z˜+)α
where y∞, cn and α are as in equation (28).
Define fˆ i : Aˆn −→ Bˆ using the cutting and gluing maps above by
fˆ i(z˜+, z˜−, y) := eG(φi+n ,φi−n )(z˜
+,z˜−)
F in(z˜
+, z˜−, y)
Similarly, define fˆ : Aˆn −→ Bˆ by
fˆ(z˜+, z˜−, y) := eG(φ+n ,φ−n )(z˜
+,z˜−)
Fn(z˜
+, z˜−, y)
Remark 6.8. Claim 6.6 implies that fˆ i restricted to y = yˇi, is equal to f i restricted to
Ain.
Remark 6.9. Claims 6.5 and 6.7 imply that fˆ i restricted to the region which intersects
Cˆn+ is just equal to f
i translated by
yn+
yˇi
n+
. Lemma 6.3 implies that fˆ i restricted to the
region which intersects Cˆn− is just equal to f
i translated by
yn−
yˇi
n−
.
Remark 6.10. Claim 6.5 and Lemma 6.3 imply that fˆ restricted the regions which
intersect Cˆn± is equal to f
±
n,y(z˜
±).
To define fˆ i : Cˆ −→ Bˆ, we still need to define fˆ i on our other coordinate charts Cˆm
and Aˆk for semi-infinite annuli Ak.
Define fˆ i on Cˆm by translating f
i appropriately depending on the difference between
yˇim and ym, so
fˆ i(z, y) =
ym
yˇim
∗ f i(z)
Similarly, if Ak is an annulus with semi-infinite conformal modulus attached to Cˆm,
define fˆ i on Aˆk using the same formula above. Remark 6.9 implies that on the overlap
of any two coordinate charts, fˆ i is just the appropriate translate of f i. Therefore these
maps fˆ i piece together to give a well defined smooth map
fˆ i : Cˆ −→ Bˆ
Remark 6.8 implies that f i is given by the restriction of fˆ i to the fiber of Cˆ −→ F over
yˇi ∈ F.
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Define
fˆ : Cˆm −→ Bˆ
using the definition of fm,y(z) found in equation (23) on page 63
fˆ(z, y) := fm,y(z) =
ym
y∞m
∗ fm,y∞m (z)
and similarly use equation (24) to define fˆ on cylinders Aˆk with infinite conformal
modulus attached to Cm by translating appropriately:
fˆ(z, y) = f+k,y(z) =
yk+
y∞k+
∗ f+k,y∞
k+
(z)
As f±n,y coincides with fn±,y on their common domain of definition, Remark 6.10 implies
that this defines a smooth map
fˆ : Cˆ −→ Bˆ
Note that fˆ restricted to the fiber over y∞ is a holomorphic curve.
As the vector fields φ± are vertical with respect to Bˆ −→ G, and translation in our
coordinates preserves fibers of Bˆ −→ G, our maps fˆ i and fˆ are fiber preserving maps.
We have now constructed our required families of curves.
(Cˆ, ji)
fˆi−→ Bˆ (Cˆ, j) fˆ−→ Bˆ
↓ ↓ ↓ ↓
F −→ G F −→ G
Note that as required in Theorem 6.1, fˆ i restricted to the curve over yˇi is equal to
f i. It remains to prove that fˆ i converges in C∞,1 to fˆ .
Lemma 6.11.
fˆ i : (Cˆ, ji) −→ Bˆ
converges in C∞,1 to
fˆ : (Cˆ, j) −→ Bˆ
Proof:
We work in coordinates. First note that restricted to Cˆm, fˆ
i converges in C∞. This
also holds for Aˆn if the size of A
i
n stays bounded. Note also that ji converges in C
∞ to
j.
It remains only to show that for any δ < 1, fˆ i converges in C∞,δ to fˆ on Aˆn.
We shall deal with the interesting case that Ain is not semi-infinite first. Recall that
Aˆn has coordinates (z˜
+, z˜−, y) where y ∈ F and wn(y) = z˜+z˜−. Note that the maps
F in : Aˆn −→ Bˆ defined above converge in C∞ to Fn : Aˆn −→ Bˆ. We have that
fˆ i(z˜+, z˜−, y) := eG(φi+n ,φi−n )(z˜
+,z˜−)
F in(z˜
+, z˜−, y)
Similarly, we write
fˆ(z˜+, z˜−, y) := eG(φ+n ,φ−n )(z˜
+,z˜−)
Fn(z˜
+, z˜−, y)
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We have already chosen a subsequence so that φi±n (z
±) converges in C∞ on compact
subsets of {0 < |z±| ≤ e− 7R10 } to φ±n (z±). Lemma 5.13 and our cutting construction
above tells us that for any δ < 1, there exists some constant c independent of i so that∣∣φi±n (z)∣∣ ≤ c |z|δ
Standard elliptic bootstrapping implies that the same inequality holds for φ±n and all
derivatives (with a different constant c). The above inequality and C0 convergence we
already have implies that for all δ′ < δ,∣∣φi±n (z)− φ±n (z)∣∣ |z|δ′
converges to 0 as i→ 0. The same inequality for derivatives and the C∞ convergence on
complex subsets implies that the same expression for derivatives converges to 0 as i→ 0.
As this convergence holds for any δ′ < 1, it is what is needed to show that φi±n converges
to φ±n in C
∞,1.
Pre-composition with smooth maps preserves C∞,1 convergence. Therefore φi±n (z˜
±)
converges in C∞,1 to φ±n (z˜
±) on Aˆn. Then G(φi+n ,φi−n ) is obtained by adding these two
functions multiplied by fixed smooth function cutoff functions. Therefore, G(φi+n ,φi−n )
converges in C∞,1 to G(φ+n ,φ−n ) on Aˆn. This implies that fˆ
i converges to fˆ in C∞,1 as
required.
In the remaining case that An is semi-infinite, we may analogously define F
i
n, Fn,
φi+n , and φ
+
n so that now fˆ
i = eφ
i+
n F in. Again, F
i
n converges to Fn in C
∞, and φi+n
converges to φ+n in C
∞,1, so fˆ i converges to fˆ in C∞,1.

This completes the proof of Theorem 6.1.
Appendix A.
In this appendix, we prove that any exploded manifold has coordinate charts with
transition functions in a special form.
Suppose that Rn×TmP and Rn
′×Tm′Q are two coordinate charts on B which intersect
in a connected open set U so that P is a face of the polytope Q. By making a monomial
change of coordinates, we may also assume that the coordinates on P are the first m
coordinates on Q, and that the remaining m′ −m coordinates on Q vanish on P . Then
the transition map between Rn ×TmP and Rn
′ ×Tm′Q must be in the form
φ(x˜, z˜) = (f, g1z˜1, . . . , gmz˜m, gm+1, . . . , gm′)
where
Rn × dTmP e ⊃ dUe f−−−−→ Rn
′
Rn × dTmP e ⊃ dUe gi−−−−−→ C∗
are smooth functions. A special case is when f and gi depend only on Rn and not on
dTmP e. We shall prove that any exploded manifold B can be covered with coordinate
charts modeled on open subsets of Rn ×TmP with transition maps independent of dTmP e
in this sense.
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Definition A1. Define a (C∗)m action on Rn ×TmP by
(c1, . . . , cm) ∗ (x, z˜) = (x, c1z˜1, . . . , cmz˜m)
Similarly, if (c˜1, . . . , c˜m) ∈ Tm,
let (c˜1, . . . , c˜m) ∗ (x, z˜) = (x, c˜1z˜1, . . . , c˜mz˜m) where defined.
Call a map f from a subset of Rn × TmP to Rn
′ × Tm′Q equivariant if there exists a
map
α : Tm −→ Tm′
so that
f(c ∗ (x, z˜)) = α(c) ∗ f(x, z˜)
whenever the left hand side is defined.
Note that every map from Rn ×TmP is equivariant when restricted to the interior of
P .
Definition A2. A free action of Tk on an exploded manifold B is a map from a subset
Dom(∗) of Tk ×B to B
Dom(∗) −→ B
(z˜, p) 7→ z˜ ∗ p
so that
1. There exists a covering of B by coordinates modeled on open subsets of Rn × TmP
so that the Tk action is given by multiplication on the last k coordinates of TmP , in
the sense that
(a) if p and z˜ ∗ p are in the same coordinate chart, then z˜ ∗ p is determined by
multiplying the last k coordinates of p by z˜.
(b) If q is a point in the same coordinate chart as p, and q is obtained from p by
multiplying the last k coordinates by z˜, then (z˜, p) ∈ Dom(∗) and z˜ ∗ p = q.
2. If (z˜, p) ∈ Dom(∗), then (w˜, z˜ ∗ p) ∈ Dom(∗) if and only if (w˜z˜, p) ∈ Dom(∗), and
in this case,
w˜ ∗ (z˜ ∗ p) = (w˜z˜) ∗ p
Note that an action of Tn on B is not quite an action of Tn considered as a group,
simply because the action may not be defined everywhere. (This may be thought of as
similar to a not always defined R action given by the flow of a vectorfield.) For a given
p ∈ B, the action is always locally defined in the sense that (z˜, p) ∈ Dom(∗) for z˜ close
enough to 1.
Lemma A3. Every (second countable) exploded manifold B has a cover by coordinate
charts modeled on open subsets of Rn ×TmP so that every transition map is either equiv-
ariant or its inverse is equivariant.
Every family pi : B −→ G of exploded manifolds has a cover by coordinate charts so
that transition maps on G and B are equivariant in the above sense, and pi is equivariant
in the sense that given any of our coordinate charts U on B, one of our coordinate charts
V on G contains pi(U), and pi : U −→ V is equivariant.
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Proof:
As we are assuming B is second countable, we may choose an exhaustion of B by a
sequence of compact subsets Ki so that Ki−1 is contained in the interior of Ki. As any
exploded manifold is locally basic, we may cover B by open subsets W ′ with closures
contained in basic open subsets W which are themselves contained inside some Ki+1 \
Ki−1. Then as each Ki is compact, we may choose a countable sub cover by W ′l so
that only finitely many of the corresponding Wl are contained inside any Ki, so each
Wl intersects only finitely many Wj . We shall choose all coordinate charts used in our
construction to have the following property:
1. Each coordinate chart V shall be contained in some W ′l , and also be contained
inside Wj if V ∩W ′j 6= ∅.
Note that every point in B is contained in a coordinate chart satisfying property
1, and the union of all coordinate charts satisfying property 1 that intersect a given
coordinate chart satisfying property 1 is contained in some Wi, and is therefore basic.
This simplifies the construction of equivariant transition maps because if the union of
two coordinate charts is not basic, the tropical part of their transition maps may be
different on different connected components.
Suppose that we have already constructed some coordinate charts satisfying property
1 with equivariant transition maps which cover an open subset O ⊂ B.
Let ψ : V −→ Rn × TmP be a coordinate chart satisfying property 1 which restricts
to a coordinate chart ψ◦ : U −→ Rn ×TmP◦ on a stratum Bi of B, where P ◦ ⊂ P is the
interior of P , and U is V ∩ Bi. This coordinate chart ψ◦ is automatically compatible
with all previous coordinate charts because P ◦ is an open polytope. We shall now try to
extend ψ◦ to a coordinate chart ψ′ : V ′ −→ Rn ×TmP on an open neighborhood V ′ of U
in B.
Claim A4. Given any open subset O′ of B so that the closure of O′ is contained in the
open set O already covered by equivariant coordinate charts, there exists an extension of
the coordinate chart ψ◦ on Bi to a coordinate chart ψ′ on B satisfying property 1 with
equivariant transition maps to the old coordinate charts restricted to O′.
To prove Claim A4, consider one of our previously defined coordinate charts V0 which
intersects U . As U is a m dimensional open polytope, and the union of V0 with V ⊃ U
is basic, the restriction of the action on V0 to some T
m subgroup is compatible with
the action of Tm on U . (The basic property is used to rule out the possibility that U
intersects V0 in more than one way, giving rise to incompatible T
m actions.) The set
of points p in V0 so that there is some z˜ ∈ Tm so that z˜ ∗ p ∈ U is open. Denote by
OU ⊂ V the intersection with V of the union of all such subsets of all our previously
defined coordinate charts. Note that as our previously defined coordinate charts have
equivariant transition maps, and the union of the coordinate charts which intersect U is
basic, there is a well defined action of Tm on OU .
Because every point in OU is related to a point in U by the T
m action, there is a
unique map ψ′ : OU −→ Rn×TmP so that ψ′ = ψ◦ restricted to U and ψ′(z˜∗p) = z˜∗ψ′(p)
for all (z˜, p) ∈ Dom(∗). The new map ψ′ is an isomorphism onto its image because ψ
was. The chart ψ′ is appropriately compatible with all our previous coordinate charts,
but it does not cover all of U , only U ∩ O. The goal is now to patch together ψ and ψ′
73
to create a map defined on a neighborhood of all U , so that this patched together map
agrees with ψ′ on O′ ⊂ O. Patching together two such maps is a standard construction;
we give the details in the following paragraph.
There exists a smooth vectorfield v on ψ(OU ) so that v vanishes on U , and restricted
to some open neighborhood of U ∩ OU in OU ∩ V , ψ′ is given by ψ composed with
the geodesic flow of v using the standard flat metric on Rn × TmP . To extend ψ′, we
shall extend this vectorfield. As the closure of O′ intersected with U is contained in
O ∩ U = OU ∩ U , there exists a neighborhood N of U so that the closure of O′ ∩ N in
N is contained in OU ∩N , and so that N is small enough that on N , ψ′ is ψ composed
with the geodesic flow of v. Therefore, we may extend v to a vector field on ψ(N)
by multiplying by a smooth cut off function which is 1 in ψ(O′ ∩ N) and 0 outside of
ψ(OU ∩N). Restricted to some neighborhood V ′ of U in N , the resulting map ψ′ given
by composing ψ restricted to V ′ with the geodesic flow of v will be an isomorphism on
to its image.
This map ψ′ : V ′ −→ Rn ×TmP is our required coordinate chart which is compatible
with all previous coordinate charts restricted to O′ and satisfies property 1 so long as V ′
was chosen small enough. Therefore Claim A4 holds.
The remainder of the proof of Lemma A3 shall now follow by a double induction.
Our first inductive assumption is that every stratum of B with dimension strictly less
than k in dBe can be covered by coordinate charts satisfying property 1 with equivariant
transition maps (this is trivially true for k=0). We shall prove that we can cover all strata
of dimension less than or equal to k in dBe by coordinate charts satisfying property 1
with equivariant transition maps. Our main tool shall be Claim A4, which requires we
shrink the domain of definition of formerly constructed coordinate charts a little each
time we define a new coordinate chart— this requirement that we must shrink the domain
of definition of previously constructed coordinate charts shall be the main complication
that our inductive argument must overcome.
Assume that we already have our equivariant cover of the strata of lower dimension.
Let O denote the open set already covered, and let O′ be an open subset of O which
contains all strata of lower dimension so that the closure of O′ is contained in O. Then
choose a nested sequence of open sets Oi containing O
′ so that O0 = O and the closure
of Oi+1 is contained inside Oi.
Denote by U0 the intersection of O
′ with the strata of dimension k in dBe. Choose
a countable open cover {Ui} of the strata of dimension k in dBe so that for all i > 0,
U¯i is contained inside some coordinate chart satisfying property 1. Our second inductive
assumption is that for all i < n, there exist coordinate charts Vi with open subsets
Vi,j ⊂ Vi for all j ≥ i so that
• the coordinate charts Vi satisfy property 1,
• each of our open subsets Vi,j ⊂ Vi contains the closure of some open neighborhood
V ′i of Ui,
• V¯i,j+1 ⊂ Vi,j
• and all transition maps between all Vi,n−1 for i < n and all our previous coordinate
charts restricted to On−1 are equivariant.
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As the closure of On ∪
⋃n−1
i=1 Vi,n is contained in On−1 ∪
⋃n−1
i=1 Vi,n−1, Claim A4
implies that we can construct a coordinate chart Vn satisfying property 1 which contains
the closure of some open neighborhood V ′n of Un so that for i < n, all transition maps
between Vn and Vi,n are equivariant, and so that all transition maps between Vn and the
restriction of all previous coordinate charts to On are equivariant. We then may choose
a sequence of open subsets Vn,j ⊂ Vn for j ≥ n, so that Vn,j contains V ′n and so that
V¯n,j+1 ⊂ Vn,j . Then our second inductive statement holds for n. Therefore, our second
inductive statement holds for all n. Now consider our previously constructed coordinate
charts restricted to O′ together with the new coordinate charts V ′i . The transition maps
between these coordinate charts are all equivariant, and together these coordinate charts
cover all strata of dimension k in B. By induction on k, we may cover all of B by
coordinate charts satisfying property 1 with equivariant transition maps.
We can prove the family case similarly. First choose equivariant coordinate charts on
G. We can choose coordinate charts on B so that pi is equivariant as follows:
Around any point p ∈ B, we can choose a coordinate chart V small enough that its
image under pi is contained in one of our coordinate charts on G, and p is contained in
the stratum of V with maximal dimensional tropical part. On this interior stratum, our
map is automatically equivariant, and we may extend this to an equivariant map pi1 from
a neighborhood of p in V to our coordinate chart on G. Suppose that our coordinate
chart on G is an open subset of Rn ×TmP , so we may think of adding a vector in Rn to
the first coordinates, and multiplying the last coordinates by an element of (C∗)m. On
a neighborhood of p, pi and pi1 are related by
pi1(q) = h(q) ∗ (pi(q) + f(q))
where f is a smooth Rn valued function which vanishes on the interior stratum of V , and
h is a smooth (C∗)m valued function which is 1 on the interior stratum of V . There is
therefore a smooth family pit of maps from some neighborhood of p so that pi0 = pi and pi1
is the equivariant map defined earlier. Lift each standard basis vector field on Rn ×TmP
to a vector field on V . Then ∂∂tpit(q) may be considered as some linear combination of
standard basis vectors on Rn × TmP , which corresponds to the same linear combination
of lifted vectorfields which is a vectorfield Xq,t on V . We can define a family of maps ψt
from a neighborhood of p to V so that pit = pi ◦ ψt using the differential equation
∂ψt
∂t
(q) = Xq,t(ψt(q))
with the initial condition ψ0(q) = q. As this differential equation can be reformulated as
the flow of a smooth vector field on [0, 1] times the product of two neighborhoods of p
(one neighborhood for each appearance of q in the right hand side of the above equation),
its solution is smooth, and as Xq,t always vanishes on the stratum of V containing p, ψt
exists for all t ∈ [0, 1] restricted to some small enough neighborhood of p. As pi◦ψt satisfies
the same differential equation as pit, pi ◦ ψt = pit. As ψt is the identity restricted to the
stratum containing p, ψt is the flow of a smooth time dependent vectorfield restricted
to some neighborhood of p, so ψt is an isomorphism onto its image restricted to this
neighborhood. Therefore, ψ1 restricted to this neighborhood gives a coordinate chart
with an equivariant projection to our coordinate chart on G.
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At this stage we have shown that given a choice of equivariant coordiate charts on G,
we may choose coordinate charts on B so that pi is equivariant. Now we may repeat the
above argument for B choosing all coordinate charts so that the map pi is equivariant.
Claim A4 also holds for coordinate charts with equivariant maps to some coordinate
chart on G, because the step where a coordinate chart needs to be modified using the
flow of a vector field can be achieved using vertical vectorfields so that this procedure
preserves the property that pi is equivariant. The remainder of the proof is identical.

References
[1] Dan Abramovich and Qile Chen. Stable logarithmic maps to Deligne-Faltings pairs II.
arXiv:1102.4531, 2011.
[2] Frederic Bourgeois, Yakov Eliashberg, Helmut Hofer, Kris Wysocki, and Eduard Zehnder. Com-
pactness results in symplectic field theory. Geom. Topol., 7:799–888 (electronic), 2003.
[3] Qile Chen. Stable logarithmic maps to Deligne-Faltings pairs I. arXiv:1008.3090, 2010.
[4] M. Gromov. Pseudoholomorphic curves in symplectic manifolds. Invent. Math., 82(2):307–347,
1985.
[5] Mark Gross and Berndt Siebert. Logarithmic Gromov-Witten invariants. J. Amer. Math. Soc.,
26:451–510, 2013.
[6] Christoph Hummel. Gromov’s compactness theorem for pseudo-holomorphic curves, volume 151 of
Progress in Mathematics. Birkha¨user Verlag, Basel, 1997.
[7] Eleny-Nicoleta Ionel. GW invariants relative normal crossing divisors. arXiv:1103.3977, 2011.
[8] Eleny-Nicoleta Ionel and Thomas H. Parker. The symplectic sum formula for Gromov-Witten
invariants. Ann. of Math. (2), 159(3):935–1025, 2004.
[9] An-Min Li and Yongbin Ruan. Symplectic surgery and Gromov-Witten invariants of Calabi-Yau
3-folds. Invent. Math., 145:151–218, 2001.
[10] Jun Li. A degeneration formula of GW-invariants. J. Differential Geom., 60(2):199–293, 2002.
[11] Dusa McDuff and Dietmar Salamon. J-holomorphic Curves and Symplectic Topology, volume 52
of Colloquium Publications. American Mathematical Society, 2004.
[12] Brett Parker. De Rham theory of exploded manifolds. arXiv:1003.1977, 2011.
[13] Brett Parker. Gromov-Witten invariants of exploded manifolds. arXiv:1102.0158, 2011.
[14] Brett Parker. Holomorphic curves in exploded manifolds: Regularity. arXiv:0902.0087v2, 2011.
[15] Brett Parker. Exploded manifolds. Adv. Math., 229:3256–3319, 2012. arXiv:0910.4201.
[16] Brett Parker. Log geometry and exploded manifolds. Abh. Math. Sem. Hamburg, 82:43–81, 2012.
http://arxiv.org/abs/1108.3713.
[17] Brett Parker. Holomorphic curves in exploded manifolds: Kuranish structure. arXiv:1301.4748,
2013.
76
