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COMPLETELY BOUNDED ISOMORPHISMS OF OPERATOR
ALGEBRAS AND SIMILARITY TO COMPLETE ISOMETRIES
RAPHAE¨L CLOUAˆTRE
Abstract. A well-known theorem of Paulsen says that if A is a unital opera-
tor algebra and ϕ : A → B(H) is a unital completely bounded homomorphism,
then ϕ is similar to a completely contractive map ϕ′. Motivated by classifica-
tion problems for Hilbert space contractions, we are interested in making the
inverse ϕ′−1 completely contractive as well whenever the map ϕ has a com-
pletely bounded inverse. We show that there exist invertible operators X and
Y such that the map
XaX−1 7→ Y ϕ(a)Y −1
is completely contractive and is “almost” isometric on any given finite set of
elements from A with non-zero spectrum. Although the map cannot be taken
to be completely isometric in general, we show that this can be achieved if
A is completely boundedly isomorphic to either a C∗-algebra or a uniform
algebra. In the case of quotient algebras of H∞, we translate these conditions
in function theoretic terms and relate them to the classical Carleson condition.
1. introduction
A classical theorem of Sz.-Nagy (see [29]) states that an invertible operator
T ∈ B(H) satisfying
sup
n∈Z
‖T n‖ <∞
must be similar to a unitary. This was generalized by Dixmier (see [12]) to the
setting of representations of amenable groups. A few years later, it was shown in
[30] again by Sz.-Nagy that any compact operator T satisfying
sup
n∈N
‖T n‖ <∞
must be similar to a contraction. It was then natural to ask whether the conclusion
still holds without the compactness assumption. This was shown to be incorrect
by Foguel in [13]. In light of the von Neumann inequality for contractions, Halmos
reformulated the problem as follows: is any polynomially bounded operator similar
to a contraction? Recall that T is said to be polynomially bounded if there exists
some constant C > 0 such that
‖p(T )‖ ≤ C‖p‖∞
for every polynomial p. This question turned out to be deeper and remained open
for some time despite attracting significant interest (see [1], [4], [7], [22] among
others) until Pisier proved that the answer is negative: there exists a polynomially
bounded operator which is not similar to a contraction (see [23]). In fact, what
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Pisier showed was that a certain operator is polynomially bounded but not com-
pletely polynomially bounded. This distinction turned out to be the key insight
into this problem, and it was brought to light by the following result of Paulsen.
The original statement can be found in [21], but the improved version we state here
is from [20].
Theorem 1.1. Let A be a unital operator algebra and ϕ : A → B(H) be a unital
completely bounded homomorphism. Then, there exists an invertible operator X
with ‖X‖2 = ‖X−1‖2 = ‖ϕ‖cb such that the map a 7→ Xϕ(a)X
−1 is completely
contractive.
The problem we wish to address in this paper is related to this theorem. We are
interested in the case where the homomorphism ϕ has a completely bounded inverse.
We call such a map a completely bounded isomorphism. This leads us to examine
the behaviour and size of the norm of the inverse of the completely contractive
map from Theorem 1.1. Our motivation stems from the problem of classification
of Hilbert space contractions through isomorphisms of some associated non-self-
adjoint operator algebras such as the commutant (see [9] and [11] for further details
on this idea).
We make a few elementary comments before proceeding further. Assume that
ϕ : A → B is a unital completely bounded isomorphism. Then, the map
b 7→ ‖ϕ−1(b)‖
gives rise to a new norm on B which is equivalent to the original one and which
defines a new operator algebra structure by the Blecher-Ruan-Sinclair theorem (see
[3]). In particular, if we denote by B′ this new operator algebra and by θ the
inclusion of B into B′, then θ and its inverse are completely bounded, and the map
θ ◦ ϕ is completely isometric. Our goal is to replace θ with spatial isomorphisms,
that is conjugation by invertible operators from the ambient B(H).
The plan of the paper is as follows. In Section 2, we establish our most general
positive result which says that if ϕ : A → B is a unital completely bounded algebra
isomorphism, then there exist two invertible operators X and Y such that the map
XaX−1 7→ Y ϕ(a)Y −1
is completely contractive and its inverse is “almost” isometric on any given finite
set of elements from A with non-zero spectrum (we actually obtain a more general
result, see Theorem 2.2 for the precise statement). We also show that we can obtain
a complete isometry when the algebra A is completely boundedly isomorphic to
either a C∗-algebra (Theorem 2.6) or a uniform algebra (Theorem 2.4). In Section
3 we exhibit a finite dimensional commutative algebra A and a unital completely
bounded isomorphism on it for which this cannot be done, thus illustrating that
Theorems 2.4 and 2.6 do not hold in general. In Section 4 we make a connection with
our motivating problem of classifying C0 contractions by giving function theoretic
interpretations of these Banach and operator algebraic conditions for quotients
algebras of H∞ (see Theorem 4.2). Finally, we end the paper in Section 5 with a
discussion of possible further results.
Acknowledgements: The author wishes to thank Ken Davidson for his interest in
the problem considered in this paper and for many stimulating conversations. He
is also grateful to the referee for his careful reading of the paper and for a remark
that improved the original statement of Theorem 2.2.
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2. Positive results
This section contains our main results. The first order of business is to prove
the following lemma which is central to our approach for proving Theorem 2.2.
Lemma 2.1. Let A ⊂ B(H1) and B ⊂ B(H2) be unital operator algebras and
ϕ : A → B be a unital completely bounded isomorphism. Then, there exist invertible
operators Xn, Yn such that
‖(aij)‖ ≥ ‖(Ynϕ(aij)Y
−1
n )‖ ≥ ‖(XnaijX
−1
n )‖ ≥ ‖(Yn+1ϕ(aij)Y
−1
n+1)‖
for every (aij) ∈Md(A) and d, n ∈ N. Moreover, we have that
‖Yn+1‖
2 = ‖Y −1n+1‖
2 = ‖XnaX
−1
n 7→ ϕ(a)‖cb
and
‖Xn‖
2 = ‖X−1n ‖
2 = ‖Ynϕ(a)Y
−1
n 7→ a‖cb
for every n ∈ N.
Proof. By Theorem 1.1, there exists an invertible operator Y1 such that the map
θ : A → Y1 B Y
−1
1
a 7→ Y1ϕ(a)Y
−1
1
is completely contractive and such that
‖Y1‖
2 = ‖Y −11 ‖
2 = ‖ϕ‖cb.
We see that θ itself is a unital completely bounded isomorphism. We now apply
Theorem 1.1 to θ−1 to obtain an invertible operator X1 such that the map
Y1ϕ(a)Y
−1
1 7→ X1aX
−1
1
is completely contractive, with
‖X1‖
2 = ‖X−11 ‖
2 = ‖Y1ϕ(a)Y
−1
1 7→ a‖cb.
Repeating this procedure inductively, we obtain the operators Xn and Yn for every
n ∈ N. Indeed, assume that the operators Yn−1 and Xn−1 have been constructed.
A further application of Theorem 1.1 to the unital completely bounded homomor-
phism given by
Xn−1aX
−1
n−1 7→ ϕ(a)
yields an invertible operator Yn such that the map
Xn−1aX
−1
n−1 7→ Ynϕ(a)Y
−1
n
is completely contractive with
‖Yn‖
2 = ‖Y −1n ‖
2 = ‖Xn−1aX
−1
n−1 7→ ϕ(a)‖cb.
Likewise, we find an invertible operator Xn such that the map
Ynϕ(a)Y
−1
n 7→ XnaX
−1
n
is completely contractive with
‖Xn‖
2 = ‖X−1n ‖
2 = ‖Ynϕ(a)Y
−1
n 7→ a‖cb.
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Finally, notice that
‖(aij)‖ ≥ ‖(Y1ϕ(aij)Y
−1
1 )‖ ≥ ‖(X1aijX
−1
1 )‖
≥ ‖(Y2ϕ(aij)Y
−1
2 )‖ ≥ ‖(X2aijX
−1
2 )‖
≥ . . .
≥ ‖(Ynϕ(aij)Y
−1
n )‖ ≥ ‖(XnaijX
−1
n )‖
for every (aij) ∈Md(A) and every d, n ∈ N. 
We now arrive at our most general result. We actually obtain more than what
was announced in the introduction.
Given a ∈ A we denote by r(a) its spectral radius (that is, the radius of the
smallest closed disk containing the spectrum of a). Recall than an element is said
to be quasi-nilpotent if its spectrum consists only of the point 0.
Theorem 2.2. Let A ⊂ B(H1) and B ⊂ B(H2) be unital operator algebras. Let
ϕ : A → B be a unital completely bounded isomorphism. Then, for any ε > 0
and any finite set A0 ⊂ A, there exist two invertible operators X ∈ B(H1) and
Y ∈ B(H2) such that the map
XaX−1 7→ Y ϕ(a)Y −1
is a complete contraction and such that
‖XaX−1‖ ≤ (1 + ε) (1 + ε /ρ(ε)) ‖Y ϕ(a)Y −1‖
for every a ∈ A0, where ρ(ε) is a positive constant depending only on ε.
Moreover, if the subset A0 contains no non-trivial quasi-nilpotent element, then
we have the sharper inequality
‖XaX−1‖ ≤ (1 + ε /ρ) ‖Y ϕ(a)Y −1‖
for every a ∈ A0, where
ρ = inf
a∈A0
r(a).
Proof. No generality is lost if we assume that A0 does not contain the zero element.
Let {Xn}n, {Yn}n be the sequence of invertible operators obtained from Lemma 2.1,
so that for each n ∈ N we find
‖(aij)‖ ≥ ‖(Ynϕ(aij)Y
−1
n )‖ ≥ ‖(XnaijX
−1
n )‖ ≥ ‖(Yn+1ϕ(aij)Y
−1
n+1)‖
for every (aij) ∈Md(A) and every d ∈ N.
Fix for a moment an element a ∈ A. For each n ∈ N and λ ∈ C, put
fn(λ) = ‖Xn(a+ λI)X
−1
n ‖.
Since the sequence of non-negative numbers {fn(λ)}n is decreasing, it has a limit
which we call f(λ). For λ1, λ2 ∈ C, we have
fn(λ1 + λ2) = ‖Xn(a+ λ1I)X
−1
n + λ2‖
whence
|fn(λ1 + λ2)− fn(λ1)| ≤ |λ2|.
Hence, the same is true for the function f and therefore it is continuous. Since the
sequence of continuous functions {fn}n is pointwise decreasing, we conclude that
it converges uniformly to f on the closed unit disc D.
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Fix now ε > 0. Applying the discussion of the previous paragraph to the elements
of the finite subset A0, we see that there exists a natural number N (depending
only on ε) large enough so that∣∣‖Xn(a+ λI)X−1n ‖ − ‖Xm(a+ λI)X−1m ‖∣∣ < ε
for every a ∈ A0, λ ∈ D and n,m ≥ N . Notice also that for every a ∈ A, we can
find a complex number ζa of absolute value 1 such that
r(a+ δζaI) ≥ δ
for every δ > 0. Choose now 0 < δ < 1 small enough (depending only on ε) so that
σ < 1 + ε, where
σ =
(
sup
a∈A0
‖YN+1(ϕ(a) + δζaI)Y
−1
N+1‖
‖YN+1ϕ(a)Y
−1
N+1‖
)(
inf
a∈A0
‖XN(a+ δζaI)X
−1
N ‖
‖XNaX
−1
N ‖
)−1
.
Put
ρ = ρ(ε) = inf
a∈A0
r(a + δζaI).
We then have
‖Xn(a+ δζaI)X
−1
n ‖ ≥ ρ
for every n ∈ N and a ∈ A0. These observations imply that
‖XN(a+ δζaI)X
−1
N ‖
‖XN+1(a+ δζaI)X
−1
N+1‖
≤ 1 +
ε
‖XN+1(a+ δζaI)X
−1
N+1‖
≤ 1 + ε /ρ
for every a ∈ A0. Therefore,
‖XN(a+ δζaI)X
−1
N ‖ ≤ (1 + ε /ρ) ‖XN+1(a+ δζaI)X
−1
N+1‖
≤ (1 + ε /ρ) ‖YN+1(ϕ(a) + δζaI)Y
−1
N+1‖
whence
‖XNaX
−1
N ‖ ≤ σ (1 + ε /ρ) ‖YN+1ϕ(a)Y
−1
N+1‖
for every a ∈ A0. We conclude that
‖XNaX
−1
N ‖ ≤ (1 + ε) (1 + ε /ρ) ‖YN+1ϕ(a)Y
−1
N+1‖
for every a ∈ A0. Choosing X = XN and Y = YN+1 establishes the first statement.
The second statement follows from the same idea, since under the assumption
inf
a∈A0
r(a) > 0
the above proof works with δ = 0 (in which case σ = 1). 
We wish to emphasize here that the second statement of the previous theorem
says that
XaX−1 7→ Y ϕ(a)Y −1
is a complete contraction which is “almost” isometric on A0, as announced in
the introduction. If A and B are commutative (not necessarily semi-simple) closed
unital operator algebras, then one has an analogous result for the quotients of these
algebras by their Jacobson radicals and for any finite subset A0. This adaptation
is straightforward and the details are left to the reader.
We close this section with two results that apply to algebras A that are com-
pletely boundedly isomorphic to either a C∗-algebra or a uniform algebra (that is,
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a closed unital subalgebra of a commutative C∗-algebra). In those two cases we ob-
tain a stronger conclusion than that of Theorem 2.2. First, we record the following
well-known facts.
Lemma 2.3. Let A ⊂ B(H) be a unital operator algebra and F be a uniform
algebra.
(i) Every unital bounded homomorphism ϕ : A → F is completely contractive.
(ii) Let θ : F → A be a unital completely bounded isomorphism. Then, there
exists an invertible operator Y ∈ B(H) such that the map
f 7→ Y θ(f)Y −1
is completely isometric.
Proof. The proof of (i) boils down to the fact that the norm of any element f ∈ F
coincides with its spectral radius r(f). Taking n-th roots from both sides of the
inequality
‖(ϕ(a))n‖ = ‖ϕ(an)‖ ≤ ‖ϕ‖‖an‖.
and letting n tend to infinity yields
‖ϕ(a)‖ = r(ϕ(a)) ≤ r(a) ≤ ‖a‖
for every a ∈ A. Note that the first inequality in the line above holds because
ϕ is a unital homomorphism. We conclude that ϕ is contractive. Now, F is a
uniform algebra so ϕ takes values in a commutative C∗-algebra, and thus it must
be completely contractive (see [16]), which shows (i).
For (ii), apply Theorem 1.1 to obtain an invertible operator Y such that the map
f 7→ Y θ(f)Y −1
is completely contractive. Its inverse is also completely contractive by (i), and hence
(ii) follows. 
In particular, we see by (i) above that if A and B are both completely iso-
metrically isomorphic to uniform algebras, then any unital completely bounded
isomorphism between them is necessarily completely isometric. Note that no con-
jugation by invertible elements is needed here. We now tackle the situation where
A and B are merely completely boundedly isomorphic to a uniform algebra.
Theorem 2.4. Let A ⊂ B(H1) and B ⊂ B(H2) be unital operator algebras. As-
sume that there exists a unital completely bounded isomorphism θ : F → A where F
is a uniform algebra. Let ϕ : A → B be a unital completely bounded isomorphism.
Then, there exists two invertible operators X ∈ B(H1) and Y ∈ B(H2) with the
property that the map
XaX−1 7→ Y ϕ(a)Y −1
is completely isometric.
Proof. By applying Lemma 2.3 (ii) to the maps θ and ϕ ◦ θ, we find two invertible
operators X ∈ B(H1) and Y ∈ B(H2) with the property that the maps
f 7→ Y ϕ ◦ θ(f)Y −1
and
f 7→ Xθ(f)X−1
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defined on F are completely isometric, which implies that the map
XaX−1 7→ Y ϕ(a)Y −1
is completely isometric as well. 
Obviously, this result applies to all algebras which are similar to uniform alge-
bras, that is A = RF R−1 for some invertible operator R.
We now turn to the case of C∗-algebras. Once again, we start with some well-
known facts.
Lemma 2.5. Let C be a unital C∗-algebra and A ⊂ B(H) be a unital operator
algebra. Let ϕ : C → A be a unital completely bounded isomorphism. Then, there
exists an invertible operator Y such that the map
c 7→ Y ϕ(c)Y −1
is a ∗-isomorphism onto Y A Y −1.
Proof. Theorem 1.1 yields an invertible operator Y such that the map
c 7→ Y ϕ(c)Y −1
is completely contractive. Now, unital contractive linear maps of C∗-algebras are
necessarily self-adjoint, so that this map is an injective ∗-homomorphism, and hence
a ∗-isomorphism onto Y AY −1. 
Note that the assumption on A in that lemma implies in particular that it must
be closed in the norm topology of B(H). Moreover, we see that the algebra Y A Y −1
is a C∗-algebra.
We now establish an analogue of Theorem 2.4.
Theorem 2.6. Let A ⊂ B(H1) and B ⊂ B(H2) be unital operator algebras. As-
sume that there exists a unital completely bounded isomorphism θ : C → A where C
is a unital C∗-algebra. Let ϕ : A → B be a unital completely bounded isomorphism.
Then, there exists two invertible operators X ∈ B(H1) and Y ∈ B(H2) with the
property that the map
XaX−1 7→ Y ϕ(a)Y −1
is completely isometric.
Proof. By applying Lemma 2.5 to the maps θ and ϕ ◦ θ, we find two invertible
operators X ∈ B(H1) and Y ∈ B(H2) with the property that the maps
c 7→ Y ϕ ◦ θ(c)Y −1
and
c 7→ Xθ(c)X−1
defined on C are ∗-isomorphisms (and thus completely isometric), which in turn
implies that the map
XaX−1 7→ Y ϕ(a)Y −1
is completely isometric as well. 
Once again, we mention that this theorem applies to any algebra which is similar
to a unital C∗-algebra. This includes for instance commutative amenable unital
operator algebras (as was recently shown in [17]). It is unknown to us whether
Theorem 2.6 holds for non-commutative amenable operator algebras. Note however
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that the disc algebra is a uniform algebra which is not amenable (see [23]), and thus
the conclusion of Theorem 2.6 is not equivalent to amenability.
The previous theorem holds in slightly greater generality. Indeed, Theorem 2.6
of [25] implies that the complete boundedness of the inverse is automatic once θ is
assumed to be a bijective bounded homomorphism (we are grateful to David Pitts
for bringing the results of [25] to our attention). Furthermore, the condition of θ
being completely bounded can be relaxed to mere boundedness if C satisfies the
famous Kadison similarity conjecture (see [15]). This long-standing conjecture is
known to have an affirmative answer for irreducible or nuclear C∗-algebras (see [8])
as well as for C∗-algebras that admit a cyclic vector (see [14]).
3. A counter-example
In this section we present an example that shows that Theorems 2.4 and 2.6
do not hold for general algebras. Indeed, we exhibit a unital completely bounded
isomorphism Ψ between finite dimensional commutative unital operator algebras
for which it is impossible to find two invertible operators X and Y such that the
map
XaX−1 7→ YΨ(a)Y −1
is isometric, let alone completely isometric.
We remark that these algebras almost satisfy the assumptions of Theorem 2.4.
In fact, under the extra assumption that they are semi-simple, their Gelfand trans-
forms would yield the required map for Theorem 2.4 to apply. Therefore, our
counter-example illustrates the importance of the absence of non-trivial quasi-
nilpotent elements in that theorem.
We will need the following two basic computational lemmas.
Lemma 3.1. Let α, β, γ, α′, β′, γ′, δ′ be complex numbers such that
(1)
∥∥∥∥
(
αz1 βz1 + γz2
0 0
)∥∥∥∥ =
∥∥∥∥
(
α′z1 β
′z1 + γ
′z2
0 δ′z2
)∥∥∥∥
for every z1, z2 ∈ C. Then, we have
(2) |γ|2 = |γ′|2 + |δ′|2
and
(3) |α|2 + |β|2 = |α′|2 + |β′|2.
Moreover, we have
(4) |β||γ| ≤ |β′||γ′|.
with equality only if α′δ′ = 0.
Proof. Computing the square of both sides of equation (1) gives
|αz1|
2 + |βz1 + γz2|
2
=
1
2
(
|α′z1|
2 + |β′z1 + γ
′z2|
2 + |δ′z2|
2
)
(5)
+
1
2
√
(|α′z1|2 + |β′z1 + γ′z2|2 + |δ′z2|2)2 − 4|α′z1|2|δ′z2|2
for every z1, z2 ∈ C. In particular, we note that
(6) |αz1|
2 + |βz1 + γz2|
2 ≤ |α′z1|
2 + |β′z1 + γ
′z2|
2 + |δ′z2|
2
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for every z1, z2 ∈ C. If z1 = 0 and z2 = 1, equation (5) implies that
|γ|2 = |γ′|2 + |δ′|2
while setting z1 = 1 and z2 = 0 yields
|α|2 + |β|2 = |α′|2 + |β′|2
so that equations (2) and (3) are established. Next, pick z1, z2 with absolute value
one and with the property that
|βz1 + γz2| = |β|+ |γ|.
A consequence of (6) is that
|α|2 + (|β| + |γ|)2 ≤ |α′|2 + |β′z1 + γ
′z2|
2 + |δ′|2
≤ |α′|2 + (|β′|+ |γ′|)2 + |δ′|2
= |α′|2 + |β′|2 + 2|β′||γ′|+ |γ′|2 + |δ′|2
= |α|2 + |β|2 + |γ|2 + 2|β′||γ′|
where the last line follows from equations (2) and (3). We infer that
|β||γ| ≤ |β′||γ′|.
The proof is now completed by noting that inequality (6) is strict if α′δ′z1z2 6= 0. 
Lemma 3.2. Let α, β, γ, α′, β′, γ′, δ′ be complex numbers with γ′ 6= 0. Assume that
(7)
∥∥∥∥
(
αz1 βz1 + γz2
0 0
)∥∥∥∥ =
∥∥∥∥
(
α′z1 β
′z1 + γ
′z2
0 δ′z2
)∥∥∥∥
for every z1, z2 ∈ C. Then, α
′δ′ = 0.
Proof. In light of Lemma 3.1, it suffices to show that |β||γ| = |β′||γ′| in case where
β′ 6= 0. Since γ′ 6= 0 we can choose z1 = 1 and z2 = −β
′/γ′ and from (6) we
conclude that
|α′|2 +
|δ′|2|β′|2
|γ′|2
≥ |α|2 +
∣∣∣∣β − γβ′γ′
∣∣∣∣
2
.
Therefore,
|α′|2 +
|δ′|2|β′|2
|γ′|2
≥ |α|2 + |β|2 +
|γ|2|β′|2
|γ′|2
− 2
|β||γ||β′|
|γ′|
which, after an application of equation (3) and some easy simplifications, implies
that
|δ′|2|β′|2 ≥ |β′|2|γ′|2 + |γ|2|β′|2 − 2|β||γ||β′||γ′|.
Since we assume β′ 6= 0, this reduces to
|δ′|2 ≥ |γ′|2 + |γ|2 − 2
|β||γ||γ′|
|β′|
.
In view of inequality (4), we find
|δ′|2 ≥ |γ|2 − |γ′|2.
By equation (2), we see that equality must hold in (4) and the proof is complete. 
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We are now ready to present our counter-example, the idea behind which is rather
simple. Indeed, it exploits the fact that completely bounded linear isomorphisms
of operator spaces can be much wilder than their multiplicative counterparts, by
embedding an operator space as a corner of an operator algebra. We are indebted
to Ken Davidson for suggesting this approach.
More precisely, consider the operator space D ⊂ M2(C) consisting of elements
of the form (
z1 0
0 z2
)
along with the operator space R ⊂M2(C) consisting of elements of the form(
z1 z2
0 0
)
.
Define now AD as the set of elements of the form(
λIC2 s
0 λIC2
)
where λ ∈ C and s ∈ D , and define AR analogously using elements of R. Then,
AR and AD are commutative unital subalgebras ofM4(C) (note that these algebras
contain many non-trivial quasi-nilpotent elements). The map ψ : R → D defined
as
ψ
(
z1 z2
0 0
)
=
(
z1 0
0 z2
)
is easily seen to be a completely bounded linear isomorphism with completely
bounded inverse, and therefore the induced map Ψ : AR → AD defined as
Ψ
(
λIC2 s
0 λIC2
)
=
(
λIC2 ψ(s)
0 λIC2
)
is a unital completely bounded algebra isomorphism. We claim now that it is
impossible to find two invertible elements X,Y ∈M4(C) satisfying
‖XaX−1‖ = ‖YΨ(a)Y −1‖
for every a ∈ AR.
Assume to the contrary that there exist such matrices X,Y ∈ M4(C). Upon
multiplying on the left and on the right by unitary matrices (an operation which
obviously preserves the above equality), we may assume that X and Y are upper
triangular matrices. We write
X =
(
X11 X12
0 X22
)
, Y =
(
Y11 Y12
0 Y22
)
where X11, X22, Y11, Y22 ∈ M2(C) are invertible upper triangular matrices. Con-
sider now an element
s =
(
z1 z2
0 0
)
∈ R
and put
a =
(
0 s
0 0
)
.
Then,
YΨ(a)Y −1 =
(
0 Y11ψ(s)Y
−1
22
0 0
)
, XaX−1 =
(
0 X11sX
−1
22
0 0
)
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and we must have
‖X11sX
−1
22 ‖ = ‖Y11ψ(s)Y
−1
22 ‖
for every s ∈ R. We therefore proceed to show that there exists no invertible upper
triangular matrices X1, X2, Y1, Y2 ∈M2(C) such that
(8)
∥∥∥∥X1
(
z1 z2
0 0
)
X2
∥∥∥∥ =
∥∥∥∥Y1
(
z1 0
0 z2
)
Y2
∥∥∥∥
for every z1, z2 ∈ C.
In order to reach a contradiction, we assume to the contrary that equation (8)
holds for every z1, z2 ∈ C. Set
X1 =
(
a11 a12
0 a22
)
, X2 =
(
b11 b12
0 b22
)
and
Y1 =
(
c11 c12
0 c22
)
, Y2 =
(
d11 d12
0 d22
)
where aii, bii, cii, dii 6= 0 for i = 1, 2. We first claim that Y1 must be diagonal.
Indeed, note that
X1
(
z1 z2
0 0
)
X2 =
(
a11b11z1 a11b12z1 + a11b22z2
0 0
)
and
Y1
(
z1 0
0 z2
)
Y2 =
(
c11d11z1 c11d12z1 + c12d22z2
0 c22d22z2
)
.
Therefore, Lemma 3.2 coupled with equation (8) and the fact that c11d11c22d22 6= 0
shows that c12 = 0. Returning now to the main claim, by (4) we see that
|a211b12b22| ≤ |c11c12d12d22| = 0
whence b12 = 0. Moreover, we have
|a11b11|
2 = |a11b11|
2 + |a11b12|
2 = |c11d11|
2 + |c11d12|
2
and
|a11b22|
2 = |c12d22|
2 + |c22d22|
2 = |c22d22|
2
by virtue of (2) and (3). We compute∥∥∥∥X1
(
z1 z2
0 0
)
X2
∥∥∥∥
2
= |a11b11|
2|z1|
2 + |a11b22|
2|z2|
2
and∥∥∥∥Y1
(
z1 0
0 z2
)
Y2
∥∥∥∥
2
=
1
2
(
(|c11d11|
2 + |c11d12|
2)|z1|
2 + |c22d22|
2|z2|
2
)
+
1
2
√
((|c11d11|2 + |c11d12|2)|z1|2 + |c22d22|2|z2|2)2 − 4|c11d11|2|z1|2|c22d22|2|z2|2.
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If z1 = z2 = 1, then∥∥∥∥Y1
(
1 0
0 1
)
Y2
∥∥∥∥
2
< |c11d11|
2 + |c11d12|
2 + |c22d22|
2
= |a11b11|
2 + |a11b22|
2
=
∥∥∥∥X1
(
1 1
0 0
)
X2
∥∥∥∥
2
which is absurd. This establishes the claim, and shows that there are no invertible
matrices X,Y ∈M4(C) with the property that the map
XaX−1 7→ YΨ(a)Y −1
is isometric on AR.
4. Quotient algebras of H∞
In this section we give function theoretic interpretations of the various Banach
and operator algebraic conditions appearing in the statements of Theorems 2.2,
2.4 and 2.6 for quotients algebras of H∞ (see Theorem 4.2). As mentioned in the
introduction, the original motivation for the work done in this paper came from
classification problems for C0 contractions where these quotient algebras are of
utmost importance.
We start by recalling some basic facts about the algebra H∞ of bounded holo-
morphic functions on the open unit disc D. Let H2 be the Hilbert space of functions
f(z) =
∞∑
n=0
anz
n
holomorphic on the open unit disc, equipped with the norm
‖f‖H2 =
(
∞∑
n=0
|an|
2
)1/2
.
For any inner function θ ∈ H∞, the space Kθ = H
2 ⊖ θH2 is closed and invariant
for S∗, the adjoint of the shift operator S on H2. The operator Sθ defined by
S∗θ = S
∗|Kθ is called a model operator (or Jordan block). It is a consequence
of the classical commutant lifting theorem of Sarason (see [27]) that the algebra
H∞/θH∞ is isometrically isomorphic to {u(Sθ) : u ∈ H
∞} via the map
u+ θH∞ 7→ u(Sθ).
Using this identification, we view H∞/θH∞ as a unital operator algebra. In par-
ticular, we have
‖(uij + θH
∞)‖Md(H∞/θH∞) = ‖(uij(Sθ))‖Md(B(Kθ))
for every (uij) ∈ Md(H
∞) and every d ∈ N, while the spectrum of u + θH∞
coincides with that of u(Sθ) for each u ∈ H
∞. It is a well-known fact that the
spectrum of u(Sθ) consists of those complex numbers λ with the property that
(u− λ)H∞ + θH∞ 6= H∞
which is equivalent to
inf
z∈D
{|u(z)− λ|+ |θ(z)|} = 0
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by Carleson’s corona theorem. A good reference for further detail on the subject is
[2]. We now establish a characterization of quasi-nilpotent elements in H∞/θH∞.
To simplify notation, we set
bλ(z) =
z − λ
1− λz
for every λ in the open unit disc D.
Lemma 4.1. Let θ ∈ H∞ be an inner function and let u ∈ H∞ be an arbitrary
function.
(i) The spectrum of u+ θH∞ is {0} if and only if given any sequence of points
{zn}n ⊂ D satisfying limn→∞ θ(zn) = 0 we also have limn→∞ u(zn) = 0.
(ii) If θ = bλu for some λ ∈ D, then the spectrum of u + θH
∞ is contained in
{u(λ), 0}.
Proof. For the proof of (i), assume first that the spectrum consists only of {0} and
choose a sequence of points {zn}n ⊂ D with the property that θ(zn) → 0. Then,
every cluster point of the bounded sequence {u(zn)}n belongs to the spectrum of
u+ θH∞, and thus u(zn)→ 0. Conversely, assume u has the announced property.
If λ is in the spectrum of u + θH∞ then there must exist a sequence {zn}n ⊂ D
such that θ(zn) → 0 and u(zn) → λ. The assumption on u immediately implies
that λ = 0.
To show (ii), assume that w 6= u(λ) and
inf
z∈D
{|u(z)− w|+ |θ(z)|} = 0.
Then, there exists a sequence {zn}n ⊂ D such that θ(zn)→ 0 and u(zn)→ w. Since
w 6= u(λ), we see that {zn}n does not converge to λ and therefore the sequence
given by
u(zn) = θ(zn)/bλ(zn)
must converge to 0, whence w = 0. 
We now proceed with the promised description of Banach and operator algebraic
properties of H∞/θH∞ (see Theorems 2.2, 2.4 and 2.6) in terms of the properties
of the function θ.
Theorem 4.2. Let θ ∈ H∞ be an inner function.
(i) The algebra H∞/θH∞ contains no non-trivial quasi-nilpotent elements if
and only if θ is a Blaschke product with simple roots.
(ii) The algebra H∞/θH∞ is a uniform algebra if and only if θ is an auto-
morphism of the disc. In that case, the algebra is isomorphic to C. In
particular, H∞/θH∞ is a C∗-algebra if and only if it is a uniform algebra.
(iii) The following statements are equivalent.
(a) There exists a unital completely bounded isomorphism
Φ : H∞/θH∞ → F
for some uniform algebra F .
(b) There exists a unital completely bounded isomorphism
Φ : H∞/θH∞ → C
for some unital C∗-algebra C.
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(c) the function θ is a Blaschke product whose roots {λn}n ⊂ D satisfy the
Carleson condition
inf
n


∏
k 6=n
∣∣∣∣ λk − λn1− λkλn
∣∣∣∣

 > 0.
Proof. For the proof of (i), note that the function θ can be factored as
θ(z) = eit
∏
k
(
−λk
|λk|
z − λk
1− λkz
)mk
sν(z)
where t ∈ R, mk ∈ N, λk ∈ D and sν is the inner function associated to some
singular measure ν on the unit circle. Let
u(z) =
∏
k
(
−λk
|λk|
z − λk
1− λkz
)pk
sν/2(z)
where pk = max{1,mk− 1} for each k. Given a sequence of points {zn}n ⊂ D such
that θ(zn)→ 0, it is easily verified that u(zn)→ 0. This observation combined with
part (i) of Lemma 4.1 yields that the spectrum of u+θH∞ reduces to the singleton
{0}. Note also that u + θH∞ 6= 0 if mk > 1 for some k or if ν is not identically 0.
This shows that if H∞/θH∞ contains no non-trivial quasi-nilpotent elements, then
each mk must be equal to 1 and ν must be identically zero. Conversely, assume
that θ is a Blaschke product with distinct roots and that the spectrum of u+ θH∞
is {0}. By part (i) of Lemma 4.1 again, we see that u(zn)→ 0 whenever θ(zn)→ 0.
By the assumption on θ, this implies that u ∈ θH∞ whence u+ θH∞ = 0.
Let us now turn to proving (ii). By virtue of (i), we see that unless θ is a
Blaschke product with simple roots, then H∞/θH∞ contains non-trivial quasi-
nilpotent elements and hence cannot be a uniform algebra. Assume therefore that
θ is such a Blaschke product. If θ is an automorphism of the disc, then H∞/θH∞
is isomorphic to C, and hence is trivially a uniform algebra. On the other hand, if
θ is not an automorphism of the disc, then there exists a non-constant proper inner
divisor u of θ with the property that θ/u has only one root, say at λ. The operator
u(Sθ) is readily verified to have norm 1 while
r(u + θH∞) ≤ |u(λ)|
by Lemma 4.1 (ii). By the maximum principle, we see that
r(u + θH∞) < 1 = ‖u(Sθ)‖ = ‖u+ θH
∞‖
and thus H∞/θH∞ is not a uniform algebra. The last statement of (ii) now easily
follows from the fact that the algebra H∞/θH∞ is commutative.
Let us finally prove (iii). The fact that (b) implies (a) is trivial since the algebra
C must commutative. We now show that (c) implies (b). Assume therefore that
{λn}n satisfies the Carleson condition. A consequence of the classical Carleson
interpolation theorem (see [6]) is that the map
Md(H
∞)→Md(ℓ
∞)
(uij) 7→ ({uij(λn)}n)
is surjective for every d ∈ N. Note that the kernel of this map is preciselyMd(θH
∞).
Now, a result due to Vasyunin implies that the operator D =
⊕
n λn is similar to
Sθ (see [31] for the original paper or [19] for an English translation, or see Theorem
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4.4 of [10] for this precise statement). In particular, there exists some constant
δ > 0 such that
δ‖(uij + θH
∞)‖ ≤ ‖(uij(D))‖ ≤ ‖(uij + θH
∞)‖
for every (uij) ∈ Md(H
∞) and every d ∈ N. On the other hand, via the canonical
shuffle we see that (uij(D)) is unitarily equivalent to
⊕
n(uij(λn)), whence
‖(uij(D))‖ = sup
n
‖(uij(λn))‖Md(C).
This shows that the map
Φ : H∞/θH∞ → ℓ∞
defined by
Φ(u+ θH∞) = {u(λn)}n
is a unital completely bounded isomorphism.
To finish the proof of (iii), it remains to show that shows that (a) implies (c).
Assume that there exists a unital completely bounded isomorphism
Φ : H∞/θH∞ → F
where F is a uniform algebra. It follows in particular that
r(u + θH∞) = r(Φ(u + θH∞)) = ‖Φ(u+ θH∞)‖
≥
1
‖Φ−1‖
‖u+ θH∞‖
for every u ∈ H∞. For each n ∈ N, let
un(z) =
∏
k 6=n
−λk
|λk|
z − λk
1− λkz
.
We must show that
inf
n
|un(λn)| > 0.
By part (ii) of Lemma 4.1, we have that the spectrum of un+ θH
∞ is contained in
{un(λn), 0}, which in turn implies that
r(un + θH
∞) ≤ |un(λn)|.
On the other hand, the operator un(Sθ) has norm 1 as mentioned earlier, whence
|un(λn)| ≥ r(un + θH
∞) ≥
1
‖Φ−1‖
‖un + θH
∞‖
=
1
‖Φ−1‖
‖un(Sθ)‖ =
1
‖Φ−1‖
and (ii) follows. 
Part (iii) of this theorem should be compared with the assumptions of Theorems
2.4 and 2.6. Moreover, it is interesting to note that it offers yet another equivalent
formulation of the classical Carleson condition, which to this day is still a ubiquitous
notion in function theory.
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5. Possible extensions of our results
We close this paper by mentioning various other sufficient conditions for the
conclusions of Theorems 2.2, 2.4 and 2.6 to hold. This section contains no results
proper, but we hope that the ideas described therein may eventually lead to enlarg-
ing the family of algebras to which those theorems apply. Moreover, the conditions
we exhibit here share some connections with operator algebraic properties studied
by other authors.
The first condition we wish to discuss is a particular kind of symmetry between a
unital operator algebra A ⊂ B(H) and its “adjoint” A∗ = {a∗ : a ∈ A}. First recall
that given a linear map θ acting between operator algebras, there is an associated
linear map θ∗ defined as θ∗(t∗) = θ(t)∗. Now, we assume that A has the following
property: whenever θ is a unital completely bounded homomorphism into A, then θ
and θ∗ are simultaneously similar to completely contractive maps. In other words,
there exists a single invertible operator Z ∈ B(H) such that both the maps
t 7→ Zθ(t)Z−1 and t 7→ Zθ∗(t)Z−1
are completely contractive.
The conclusion of Theorems 2.4 and 2.6 holds under this condition on A, and
we sketch the details of the proof. We refer the reader to the original statements
found in Section 2 for the notation used here. Start by applying Theorem 1.1 to
find an invertible operator Y such that
‖(Y ϕ(aij)Y
−1)‖ ≤ ‖(aij)‖
for every (aij) ∈ Md(A) and every d ∈ N. Define θ to be the unital completely
bounded homomorphism
Y ϕ(a)Y −1 7→ a.
By assumption on A, we can find an invertible operator Z such that
‖(ZaijZ
−1)‖ ≤ ‖(Y ϕ(aij)Y
−1)‖
and
‖(Za∗jiZ
−1)‖ ≤ ‖(Y ϕ(aij)Y
−1)‖
for every (aij) ∈Md(A) and every d ∈ N. Note now that
‖(aij)‖
2 = r((aij)
∗(aij))
≤ ‖(Z ⊕ . . .⊕ Z)(aij)
∗(aij)(Z
−1 ⊕ . . .⊕ Z−1)‖
≤ ‖(Za∗jiZ
−1)‖‖(ZaijZ
−1)‖
≤ ‖(Y ϕ(aij)Y
−1)‖2
≤ ‖(aij)‖
2
whence
‖(Y ϕ(aij)Y
−1)‖ = ‖(aij)‖
for every (aij) ∈Md(A) and every d ∈ N. We thus obtain a stronger result in this
case since the map
a 7→ Y ϕ(a)Y −1
is already completely isometric (in other words, we may choose X to be the identity
operator here).
Unfortunately, this symmetry property seems rather mysterious and difficult to
satisfy. For instance, Pisier has exhibited in [24] an example of a pair of commuting
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operators (T1, T2) on Hilbert space which are both similar to a contraction, but are
not simultaneously similar to contractions. This illustrates the subtleties involved
in such joint similarity problems.
We finish with another condition one can impose on the algebra A which is
sufficient for a sharper version of the second statement of Theorem 2.2 to hold. Let
us say that an operator algebra A ⊂ B(H) has the conjugation with lower bound
property (CLBP) if there exits a constant 0 < δ ≤ 1 such that
‖a 7→ XaX−1‖cb ≥ δ‖X‖‖X
−1‖
for every invertible X ∈ B(H). This notion resembles that of ultraprimeness for
general Banach algebras introduced in [18], which has attracted some interest in
past years (see [5], [26] and [28] for instance). The difference here is that we do
not assume that the element X lies in the algebra A, and we restrict our attention
to conjugation operators rather than general multiplication operators MX,Y (a) =
XaY .
If A satisfies the CLBP, then the second statement in Theorem 2.2 holds for any
finite subset A0 ⊂ A, regardless of whether or not it contains non-trivial quasi-
nilpotent elements. We briefly indicate how this can be done. We use the notation
established in the proof found in Section 2. By construction of the sequence of
invertible operators {Xn}n, we have that
‖a 7→ XnaX
−1
n ‖cb ≤ 1
for every n ∈ N, and thus by the CLBP we have that
‖Xn‖‖X
−1
n ‖ ≤ δ
−1
for every n ∈ N. Therefore, we have the estimate
‖XnaX
−1
n ‖ ≥ δ‖a‖
for every a ∈ A and every n ∈ N. This inequality makes it unnecessary to consider
spectral radii in this approach, hence removing the need for the absence of quasi-
nilpotent elements.
On the other hand, the CLBP is rather difficult to verify and concrete examples
do not seem easy to come by so the range of applicability of the observations above
seems limited at the moment. It is easy to see however that any algebra containing
the rank-one operators has the CLBP and in fact
‖a 7→ XaX−1‖cb = ‖X‖‖X
−1‖
in that case. Consequently, the sharper version of Theorem 2.2 certainly holds
whenever the algebra A contains all finite rank operators.
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