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α thermal diffusivity m2/s 
β linear thermal expansion coefficient m/K 
δd derived tolerance of δt  
δh predefined tolerance for heat balance  
δo offset tolerance  
δt predefined tolerance for translation vector  
ε Strain  
φ, φ interpolation function  
Γ boundary of computational domain  
η cooling efficiency  
κ curve curvature  
κmax/κmin maximum/minimum principal curvature of surface  
µ absolute viscosity kg/m⋅s 
ν Poisson’s ratio  
θ finite difference parameter for time discretisation  
Θ amount of heat J 
ρ Density kg/m3 
σ Stress Pa 






ω weight of control point  
Ω computational domain  
ξ a certain value in between [0, e]  
ψ factor of interpolation function  
∇/∇2 gradient/Laplace operator  
a, b, g, h start/end knot value in knot vector u/v  
A Area m2 
b unit binormal vector  
C specific heat J/kg⋅K 
C parametric curve  
cc constant factor related to mould cooling efficiency s/m2 
ck curvature/maximum curvature constant  
d offset distance  
d cofactor /matrix of D  
D diameter or actual diameter m 
D matrix for interpolation function constant of tet-element  
dx, dy, dz distances related to SDCC m 
e/e norm/unit vector of translation vector  
E, F, G magnitudes of the first fundamental form of surface  
f 4-D interpolation constant vector of tet-element  
F forcing matrix  
g 3×4 matrix of interpolation constant of tet-element  
G 3×r matrix of temperature gradient interpolation /m 






H mean curvature of surface  
i latent heat of fusion J/kg 
k heat conductivity W/m⋅K 
k 3×3 symmetric matrix of thermal conductivity tensor W/m⋅K 
K Gaussian curvature of surface  
K stiffness matrix  
L, M, N magnitudes of the second fundamental form of surface  
ld depth of milled groove m 
lg distance between near edges of grooves m 
lo offset distance m 
lw width of the groove m 
m number of control point in v-direction  
M mass matrix, also called capacitance matrix  
M0 bound on the second derivative of the offset curve  
M1, M2, M3 bounds on the second derivative of the offset surface  
Me/Mt number of elements/nodes in the computational domain  
n number of curve/surface control point in u-direction  
n unit normal vector of surface  
Ni,p NURBS basis function  
N normal vector of surface  
ncav number of cavities  
nsam number of points to be sampled for offsetting  
p degree of parametric curve or surface in u-direction  
P Pressure Pa 






Pm cross-sectional perimeter of cooling channel m 
Pr Prandtl number  
pow power used for calculating number of sampled points   
q heat flux W/m2 
q parametric surface degree in v-direction  
Q flow rate m3/s 
r number of element nodes  
R Residual  
Ri,p, Ri,p;j,q rational basis function  
Re Reynolds number  
s part thickness m 
S parametric surface  
Se shape factor relate to cooling channel layout  
t Time s 
t unit tangent vector  
T, T Temperature °C 
Tx 3-D vector of partial derivative of T over x K/m 
u, u first parameter /vector of parametric curve/surface  
v, v second parameter /vector of parametric surface  
V Volume m3 
w, w, W weight used in FEM  












x, y, z Cartesian coordinate system 
x, u, v first (partial) derivatives 
uu, uv, vv second partial derivatives 
SUPERSCRIPTS AND OVERSCRIPTS 
o Offset 
(e) Element 
(n) nth cycle 
~ Approximation 
ˆ Translation 
˘ first derivative at zero 
– Average 
ABBREVIATIONS 
3DP Three-Dimensional Printing 
ABAQUS General FEM software 
ABS Acrylonitrile Butadiene Styrene 
BEM Boundary Element Method 
CAD Computer-Aided Design 
CAE Computer-Aided Engineering 






CG Conjugate Gradient 
CL Centre Line 
CNC Computer Numerical Control 
COSMOS General FEM software 
CP Control Point 
D Dimension 
DDFEM Dual Domain Finite Element Method 
EBE Element-By-Element 
EDM Electrical Discharge Machining 
FDM Finite Difference Method 
FEA Finite Element Analysis 
FEM Finite Element Method 
FVM Finite Volume Method 
GA Genetic Algorithm 
HSM High Speed Machining 
KP Kont Point 
MGI Milled Groove Insert 
MIS Mould Impression Surfaces 
MPI Moldflow Plastic Insight 
MWR Method of Weighted Residuals 
NURBS Non-Uniform Rational B-Spline 
PA PolyAmide (nylon) 
PCG Preconditioned Conjugate Gradient 









PVC PolyVinyl chloride 
RP Rapid Prototyping 
SDCC Straight-Drilled Cooling Channel 
SOR Successive Over-Relaxation 
Tet Tetrahedron 
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In an injection moulding process, the mould cooling system is very important as an 
efficient and balanced cooling can improve both the productivity and part quality. The 
popular cooling method, the straight-drilled cooling channel method, is simple, low-
cost, generally purposeful but short of achieving ideal cooling effect. Auxiliary cooling 
methods, such as baffle and/or bubblers, may also be applied for better cooling. Due to 
the complexity of the mound design and the tight design schedule, the cooling system 
is often considered at the last stage of design and the cooling channels are usually 
squeezed in between whatever available space left from the ejector pins and the other 
elements. Therefore, moulding processes are often operated under lower productivity 
and quality levels. To further improve cooling, this research focuses on the following 
three aspects: 
Cooling and Thermal Stress Analyses 
Several methods have been proposed for the mould cooling analysis. Commercial CAE 
packages are also available to measure the cooling effects of a designed cooling 
system. However, most research works reported were using 2-D approaches that may 
not be reliably applied to complex industrial parts. In this research, two models, using 
the fully 3-D transient finite element method in mould cooling and thermal stress 
analyses were proposed. Due to fewer assumptions applied, these two models works 
well with parts in which the geometries are relatively complicated. A mould built with 
a hot runner system was also studied. The simulations were compared with the 






mould cooling. Commercial finite element method software were employed to 
implement the analyses and to prove the reliability of the developed models. 
New Cooling Methods 
The ‘U’-shape milled groove and milled groove insert methods were proposed for 
medium to large and complex moulded parts, especially for parts with free-formed 
surfaces. The conformal cooling had been proven to achieve both efficient and 
balanced cooling effect. These two approaches offer another way to fabricate the 
conformal cooling channels with the traditional mould-making concept. Other 
advantages include ease and flexibility of design, considerable saving of coolant flow 
rate, and higher possibility of auto-design. The proposed methods require CNC 
machining thus making them more expensive than the straight-drilled cooling channels. 
However, their benefits may make them more attractive to the moulding industry. 
Cooling Design and Optimisation 
It had been difficult to generate an optimal cooling design for industrial parts 
automatically. With the ‘U’-shape milled groove and milled groove insert methods, it 
is possible to automatically initiate a cooling system which can achieve better cooling 
effect. An algorithm of surface offset was developed to facilitate the auto-design of 
proposed cooling systems. Furthermore, with the help of cooling analysis, optimisation 
algorithms can be applied utilising the characteristics of auto-design. Different optimal 







CHAPTER 1 INTRODUCTION 
Injection moulding is a popular process for producing plastic parts. A process cycle 
consists of six stages: mould closing, mould filling, melt packing, mould cooling, 
mould opening and part ejection. Because injection moulds are much more expensive 
than the injection moulded parts, the production volume is normally very large to 
offset the cost of mould-making. The cost of an injection moulded part depends on the 
ratio of the cost of the injection mould to the production volume, the material cost and 
the cycle time. Hereinafter, the part refers to the plastic injection moulded part; the 
mould part refers to either mould cavity or core; +Z direction refers to the direction of 
ejection and is opposite to the injection direction; in most cases, Y direction refers to 
the direction of Straight-Drilled Cooling Channel (SDCC). As the thermoplastic 
plastics represent at least 90% of all plastics consumed and chilled water is the 
dominant coolant, only the thermoplastic plastics and water are considered in this 
research. 
1.1 HEAT TRANSFER WITHIN INJECTION MOULDS 
The polymer is heated by the plasticising unit of the injection moulding machine and is 
transformed from the cold granules to the viscous fluid which can be injected. The 
injection mould shapes the hot, injected polymer into the desired shape of the product. 
The ejection temperature of the polymer is lower than the injection temperature, but 
not necessarily the same as the room temperature. Figure 1.1 shows a scheme of heat 






as much as possible inside the mould before the mould can be opened to eject the part. 
The rest of the heat, which is much lower and can normally be ignored in studies, is 
removed by conduction to the moulding machine, convection and radiation into the 
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Figure 1.1. The scheme of heat flow within an injection mould 
Heat is extracted from the mould by the cooling system throughout the processing 
cycle. The mould cooling stages are necessary to ensure that parts are stiff enough to 
withstand the forces during ejection without being deformed while the other systems 
are idle. The mould cycle time depends on mould cooling design, mould material 
selection, and the plastic material moulded while other factors include the machine 
speed setting and the method of ejection from the mould. In practical applications, the 
mould cooling stage takes a substantial part, up to 80%, of the moulding cycle time. 
Therefore, the mould cooling system is the most important and promising section for 






cooling process also plays a significant role in determining the part quality. A good 
cooling system must not only be efficient in reducing the cooling time, but also be able 
to achieve uniform temperature distribution in the mould area to minimize undesirable 
defects. 
1.2 BACKGROUND OF MOULD COOLING 
The heat transfer of the injection mould cooling process includes 3-D, cyclic, transient 
heat conduction on complex Mould Impression Surfaces (MIS), convective and 
radiative boundary conditions on the mould exterior and cooling channel surfaces. The 
geometries of the plastic parts are usually very intricate and different from one another 
while the exterior shape and components of the mould are quite simple and 
standardized. The challenges of the cooling problem are due to the complex geometry 
introduced by the cooling channel layout and the significant differences of material 
properties between the part and the mould. 
1.2.1 Affecting Factors 
Many factors could also affect the cooling of a mould, such as: 
1 Thermal properties and geometry of the plastic part: density, specific heat, thermal 
conductivity, thickness and surface area of the part; 
2 Thermal properties and geometry of the mould: density, specific heat, thermal 
conductivity of the mould material as well as the size of the mould; 
3 Thermal and rheological properties of the coolant: density, thermal conductivity, 
specific heat and viscosity; 
4 Coolant flow; 






6 Cooling operation conditions: melt injection temperature, ejection temperature, 
coolant temperatures and its variation. 
1.2.2 Significance of Mould Cooling 
Both quality and productivity are two of the most important issues in mould cooling 
design. The physical qualities and the appearance of the moulded part depend largely 
on the rate of cooling. A part becomes brittle and lack of glossy appearance when 
cooled too quickly or cooled to excessively low temperature, whereas it shows 
unwanted crystallization when cooled insufficiently or too slowly. Defects, including 
hot spots, uneven shrinkage and warpage, would often result in expensive trouble-
shooting and modification to the existing tooling. Residual stresses are often the main 
cause of uneven part shrinkage and warpage. They are process-induced stresses, either 
flow- or thermal-induced, with the former normally one order of magnitude smaller 
than the latter. Thin-wall parts are often very sensitive to uneven shrinkage. Ignoring 
the flow-induced residual stress, a major solution to reduce the thermal-induced 
residual stress is uniform cooling of all the surfaces of the part. 
The filling time and moulding conditions such as the injection pressure are also 
affected by the mould temperature gradients which, in turn, depend on the cooling 
effect. A designer needs to select suitable mould material and to optimise the cooling 
system so that the polymer is cooled efficiently and evenly inside the mould. It can be 
difficult to provide cooling to some smaller areas near large accumulations of the 
polymer. Nevertheless, every second saved from the cooling time contributes to a 
proportional increase in productivity and is well worth the additional design effort and 
higher manufacturing costs. For example, a mould runs in a six-second cycle; with 






run, say, in five seconds. This would amount to a 17% improvement in output, and in a 
long-running job of several hundred thousand pieces, the financial savings could be 
impressive. Therefore, for high production moulds, it is imperative that the cycle time 
be reduced to a minimum. 
1.2.3 Cooling Methods 
Cooling methods being used are SDCC, baffles, bubblers, thermal pin, helical channels, 
heat rods, heat pipes, copper pipes and milled grooves. There are two other types of 
methods that extend cooling time outside the moulding machine and continuously cool 
the part either on the multiple core tools or with after-cooling approaches. They are 
very expensive and are mainly used in specialty fields. In practice, mould cooling is 
typically accomplished by routing SDCC inside the mould core and cavity, sometimes 
with auxiliary baffles and bubblers. There are few reports on new cooling methods for 
the traditional mould-making industry. 
With the substantial advances in Rapid Prototyping (RP) techniques, some researchers 
have turned these applications into mould-making activities [Sachs 2000, Hopkinson 
2000, Dalgarno 2001]. The advantages are the ability to shorten the lead-time and the 
ability to fabricate complex internal mould cooling systems. The conformal cooling 
channels, which can more easily be manufactured using the RP, were reported to have 
achieved better temperature control for shortening the cycle time and improve the 
product quality. However, part accuracy, mould robustness and mould-making costs 
are some of the issues to be overcome using RP technologies. 
1.2.4 Cooling System Design in the Mould Industry 






largely based on established principles, the designer's experience and trial-and-error 
techniques, which to a certain extent, is also influenced by the ease of manufacture. 
The design may also face the limitations of the capabilities and standards of the shop 
as well as the expectations of the end user. The cooling design is often the last stage of 
the design to be considered and the cooling channels are usually squeezed in between 
whatever available space left from the ejector pins and the other elements. Some 
designers are used to having fast and sufficient cooling by placing as many cooling 
channels as they could, and have the mould tested to decide which of them would work 
well. When no computational analysis and simulation tool is applied, it is normally 
difficult for available mould cooling methods to achieve uniform and balanced cooling. 
Cycle times are usually estimated based on a designer’s experience and a combination 
of trial-and-error approaches. As a result, many moulds are operated at a much longer 
cycle time than necessary which leads to low productivity and quality. As the part 
geometry becomes more complex, an experience-based approach becomes less feasible. 
1.3 CAD/CAM IN MOULD COOLING ANALYSIS AND DESIGN 
Mould cooling analysis is necessary to accurately simulate the cooling process that 
will take place within an injection mould. An efficient cooling analysis can be used to 
test different cooling designs before constructing the mould. Finite Difference Method 
(FDM), Finite Volume Method (FVM), Boundary Element Method (BEM), and Finite 
Element Method (FEM) have been applied in cooling analysis. Until recently, there are 
many research studies which applied 2-D BEM-based techniques on the simulation 
and optimisation for the reasons of lower cost and shorter computation time. 
Although commercial CAE software is available, cooling analysis and design are still a 






the BEM- or FEM-based shell elements. For a 2.5-D software, the mesh used in the 
analysis comprises shells with reference surfaces located at the mid-plane of the 
component, which is generally not a simple matter to derive from a solid model. 
Another technique, the so-called Dual Domain Finite Element Method (DDFEM) 
[Zhou 2001, Moldflow 2002], uses a surface mesh on the exterior of the part. Although 
determining a mid-plane model is no longer necessary with DDFEM, the analysis 
performed on the surface mesh requires constant part thickness and no sharp corners. 
However, the common part structure such as ribs, always leads to non-uniform part 
thickness and sharp corners. Therefore, the connector elements have to be applied 
along the thickness direction of the ribs and other complex geometries. Consequently, 
different users can obtain different analysis results with the same part. As to 3-D CAE 
software for transient cooling simulations, two packages are available: Moldflow 
Plastics Insight (version 3.0) [Moldflow 2002] applies BEM and Moldex3D 
[Moldex3D 2002] applies the FVM. BEM and FVM require less computational time 
and, therefore, lower computational cost. Due to the essential difficulties and 
limitations of BEM and FVM in the mould cooling analysis, these packages are still 
under development. 
More recently, 3-D FEM has become one of the best tools for 3-D transient mould 
cooling analysis. It solves the conservation equations with fewer assumptions. In 
addition to broadening the range of parts that can be simulated, 3-D FEM also couples 
well with solid modelling. Most solid modellers are capable of automatically 
generating a tetrahedral mesh representing the volume of the part, thus eliminating the 
needs of manually creating mid-plane or connector elements for DDFEM. To reduce 
the cost and time of computation, one of the strategies is to analyse with coarser mesh 






computation is still acceptable in industrial applications if there is considerable 
improvement in productivity and part quality. 
1.4 RESEARCH OBJECTIVES 
Although the cooling system of an injection mould is very important, it is not the key 
part of the mould and may not be considered at the earlier stage of design. According 
to the scenario in the mould industry, the objectives of this research are to develop 
both new cooling and analysis methods that will facilitate the design and optimisation 
of a cooling system. These will include the following tasks: 
1 Developing a new cooling method that is not only able to achieve efficient and 
balanced cooling effect but is also easy and flexible to design; 
2 Exploring computational methods adopted in heat transfer analysis and developing 
an accurate method for practical simulations; 
3 Applying the developed analysis method in cooling and thermal stress analysis; 
4 Experimenting to verify the simulation result; 
5 Building the principles for applying the developed cooling method in cooling 
design based on the analysis; 
6 Developing algorithms to facilitate cooling design and optimisation; 
7 Applying Genetic Algorithm in optimising the cooling design. 
1.5 ORGANIZATION OF THE THESIS 
The remaining chapters of this thesis are organized as follows: 
Chapter 2 presents a thorough review of the related research on mathematical solution, 






matrix computation, and curve/surface offset. Chapter 3 introduces related topics to 
heat transfer modelling including factors affecting cooling of injection moulds, heat 
conduction equations, initial and boundary conditions, convective heat transfer 
coefficient, and the calculation of cycle time. Chapter 4 studies the FEM theories and 
procedures in the applications of heat transfer analysis. Chapter 5 introduces the linear 
elasticity theories and studies the derivation of FEM equations in thermal stress 
analysis. Chapter 6 describes the proposed cooling design methods, the ‘U’-shape 
Milled Groove (UMG) and Milled Groove Insert (MGI) methods, in this research and 
discusses their pros and cons. Consequently, algorithms of offsetting curves and 
surfaces developed for facilitating the auto-design of cooling systems with UMG/MGI 
methods are presented in Chapter 7. The optimisation of cooling systems with 
UMG/MGI methods is also discussed in this Chapter. Some examples of heat transfer 
and thermal stress analyses using UMG/MGI methods are studied in Chapter 8. 
Conclusions and recommended future works are given in Chapter 9. Conventions and 
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CHAPTER 2 LITERATURE REVIEW 
At present, there are two trends of research in mould cooling design and analysis: one, 
which has been adopted for many years, is to apply various computational methods in 
cooling analysis and simulation to help the optimisation of cooling design based on 
routine methods of mould-making and mould cooling; the other, which has appeared in 
recent years, is to find new methods of mould-making or cooling design to eliminate 
non-uniform cooling. Besides, there are optimisation research studies from the view of 
geometry composition and decomposition or applying artificial intelligence algorithms 
to mould cooling design. In this chapter, different computational methods are 
systematically presented and compared. Subsequently, previous studies on cooling 
design, including RP applications, and analysis are reviewed. The related works on 
thermal stress analysis of plastic part are also addressed. Since the computational 
methods result in linear system equations, the solution methods are discussed. Finally, 
research works on the curve/surface offsetting which are related to cooling design in 
this research are reviewed. 
2.1 THE MATHEMATICAL SOLUTIONS 
Like other problems in engineering, steady or transient, heat transfer and thermal stress 
modelling gives rise to the Partial Differential Equations (PDE) to be solved using the 
mathematical solution. The available methods of solution and their pros and cons must 
be identified before being applied. Different methods of 1-D, 2-D, 2.5-D and 3-D have 
been applied in thermal analysis. The selection from these methods depends on the 
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feasibility and robustness, the accuracy requirement, capacity limitation of computer 
hardware, and the computational efficiency, cost and time. 
2.1.1 Analytical and Numerical Methods 
The mathematical methods can be grouped as analytical and numerical. Analytical 
solutions are, in principle, the best approach because the influence of the parameters is 
explicitly shown in the answer. However, the problems with complex boundary or 
initial conditions need to be solved by series expansion or Green’s function integrals, 
which require numerical evaluation for the sums or integrals. Therefore 
straightforward numerical methods are preferred. 
Although giving only one particular answer to one particular instance of the parameter 
set, numerical solutions are the only practical approach most of the time. Numerical 
methods are similar in transforming the continuous-media problem to a discrete 
problem with Mt unknown values to be optimised and yielding a finite system of 
algebraic equations in the same form, which can be solved using matrix methods on a 
computer. They also approximate the infinite-degrees-of-freedom solution by a finite 
Mt-degrees-of-freedom solution of same form. Numerical methods differ in their way 
to discretise the domain and yield the equations. For transient problems, the time-
dependent variables are also discretised. Substituting the approximations in the 
original differential formulation gives a residual R to be minimised normally using the 
Method of Weighted Residuals (MWR). The most popular numerical methods are the 
FDM, the FVM, the FEM, and the BEM. 
2.1.2 The Finite Difference and Finite Volume Methods 
Both FDM and FVM require that the computational domain be discretised using 
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orthogonal structured meshes. For regular domains, the FDM is the simplest and the 
best numerical approach, and is the most widely used method in thermal analysis 
before the FEM was applied in this area. The mathematical concept of the FDM, 
approximating a continuous domain with a network of discrete points, called node, is 
relatively simple. The derivatives in the PDE are approximated by finite differences 
using the Taylor series on nodes. In general, first and second derivatives are estimated 
using second-order difference approximations. While the FVM, or the control volume 
method, is based on integral of the governing PDE over the control volumes. 
Both FDM and FVM lead to similar discretisation equations, the difference lies in the 
strictly mathematical approach in the FDM and the more physical one in the FVM. For 
problems with irregular geometric domains, finer discretisation and stair-stepping 
techniques near the curvature require more computational efforts. Normally, boundary- 
fitted coordinates and complex variable transformations are incorporated to change the 
domain into an orthogonal one. However, either the use of boundary-fitted coordinates 
with inherent difficulties or the use of unstructured mesh, e.g., triangular and 
tetrahedral elements in FDM/FVM, is still rather difficult to formulate and is 
computationally costly. 
2.1.3 The Finite Element Method 
FEM has an obvious dominant status in the field of computational methods in 
engineering, mostly because of its greater flexibility and wider range of applicability 
[Bonnet 1995]. It is particularly effective in problems of transient or steady state in 
regions of complex geometry [Heinrich 1999]. FEM is based on integral minimisation 
of errors using methods such as the MWR. The main advantages of the FEM are that it 
allows for unstructured meshes or elements, and each element can have different 
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material and geometrical properties. There is no need for complex coordinates or 
variable transformations. Hence, highly irregular geometry domains with various 
materials can be handled. In addition, FEM can offer improved accuracy and in some 
cases, improved efficiency for the same accuracy when compared to FDM. The 
procedure to apply FEM is massive but simple, which is ideal for a computer. FEM is 
such a sophisticated tool that it can be applied to analyse any structures having any 
shapes and made of any materials. However, difficulties arise for unbounded domains 
and for the PDE of higher order, i.e., ≥ 4. Another disadvantage is the need of 
discretising the entire domain which enlarges the size of system matrices and thus 
requires more computational effort. 
2.1.4 The Boundary Element Method 
The BEM is a rapidly evolving method and is superior for certain classes of problems, 
often though not necessarily. It features at least one of the following characteristics: 
linear problems governed by Laplace’s or Poisson’s equations, wave propagation, 
unbounded media, cracks, moving and unknown boundaries [Bonnet 1995]. The BEM 
is very attractive for the shortest computational time among approximate numerical 
methods. It transforms the problem using Green’s or Gauss’s theorem from a volume 
integral to a surface integral for 3-D problems or from a surface integral to a line 
integral for 2-D problems. As the dimensionality of the problem is reduced, only the 
outer boundary of the domain needs to be discretised. 
The BEM is based on the boundary integral equation and the MWR where the 
fundamental solution is used as the weighting function. The value of the function and 
its derivatives are the unknowns on the boundary. Discretising the boundary into small 
elements, the boundary integral equation is transformed into a set of algebraic 
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equations at the nodes of the boundary which can be solved to obtain the unknown 
function and its derivatives on the boundary. Basic steps for the BEM are as follows: 
[Raamachandran 2000]: 
1 Divide the boundary into a number of elements; 
2 Assume the unknown function and its derivatives as some interpolation function 
within each element; 
3 Use fundamental solution of the governing PDE as the weighting function to form 
the matrix equation; 
4 Integrate over the boundary element to obtain element contributions; 
5 Combine the element contributions to form the response coefficient matrices for 
the problem to be solved; 
6 Incorporate the boundary conditions to obtain a set of linear algebraic equations of 
which solutions give the function and its derivatives; 
7 Calculate the value of the function at any interior point with the known values at 
the boundary. 
The advantages of the BEM are [Raamachandran 2000]: 
1 The input data is reduced considerably and can be prepared quite quickly since the 
dimensionality of the problem is reduced by one order and only the boundary is to 
be discretised. 
2 The computer time and hardware requirement are reduced because the matrix to be 
solved is much smaller than those in the domain methods. 
3 The method is ideal for problems with infinite domains. 
4 The required values at any point within the domain can be obtained directly. 
5 The final matrix is fully populated and hence no special method is required for the 
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6 Accuracy of the solution is much better since the fundamental solution already 
satisfies the PDE exactly and only the boundary conditions are approximated. 
The disadvantages of BEM are [Raamachandran 2000]: 
1 The boundary element formulation is actually problem dependent and is not 
universal. 
2 The basic derivation is highly mathematical and is considerably more difficult to 
the practising engineers. Moreover, the fundamental solutions for many equations 
are yet to be developed. 
3 The development of BEM software is more complicated than that of FEM. 
4 The system matrix is fully populated and hence an elegant solver cannot be used. 
5 In non-linear problems, domain integral is needed and will recover the lost 
dimension. 
6 It is not accurate for curved shell structures. 
7 It is not yet a general-purpose method and is under development. 
Although there are remaining difficulties, techniques such as the repeated solution of 
linear problems and the multi-region method are developed recently for the 
applications of BEM in the non-linear and the inhomogeneous material problems 
respectively [Beer 2001]. 
2.1.5 Discussions 
After reviewing the pros and cons of both the FEM and the BEM, the FEM is adopted 
in this research because of following reasons: 
1 The governing PDE of 3-D heat transfer problem is second order. The studied 
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domain in this research is not infinite. Therefore, applying FEM will not lead to 
difficulties related to high order PDE or infinite domain. 
2 The cooling analysis of injection moulds can be simplified with certain errors by 
considering a single material: steel. However, both the polymer and the steel must 
be considered in thermal stress analysis. Besides, the MIS are normally complex. 
Therefore, the FEM is more superior to the BEM in the applications of this 
research. 
3 Although the BEM leads to smaller system matrices to be solved, the number of 
surface elements required to analyse the cooling of a medium injection mould is 
still very large. The analysis would be largely facilitated using commercial 
packages. However, commercial, general-purpose BEM packages, such as BEASY, 
are few and not popularly used till now. When applying coarse mesh in the domain 
and finer mesh on important boundaries, the size of system matrices derived by 
FEM will be reduced considerably, though still larger than their BEM counterparts. 
Moreover, there are several available FEM commercial packages, such as 
ABAQUS, ALGOR, ANSYS, COSMOS, PATRAN, NASTRAN, NISA, etc. 
4 The points concerned are normally on the domain boundaries or at the nodes. The 
function values at these points are obtained directly from the solutions of system 
matrices. 
5 The FEM is better in analysing non-linear heat transfer and thermal stress problems. 
2.2 REVIEWS ON MOULD COOLING ANALYSIS AND DESIGN 
The computer-aided cooling analysis can provide critical information for cooling 
design and processing parameters setting to ensure a successful moulding process. The 
CAE methods predict the transient temperature profile so as to estimate the cooling 
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efficiency and part quality before the actual mould fabrication. It is a cost-effective 
alternative to the conventional trial-and-error methods. Consequently, cooling 
optimisation can be performed based on the CAE analysis results. The analysis of the 
mould cooling system has been studied extensively in the past three decades. In the 
1970s, studies focused on the polymer melt temperature variations during 
solidification. In the 1980s, studies focused on the influence of the cooling system on 
the MIS temperature. Although to perform a complete analysis for the transient 
temperature variations of the mould and the polymer melt simultaneously is possible in 
principle, the computation cost is too expensive in earlier days. It is particularly 
difficult to be implemented during the actual design process, especially when 
optimisation is required and many design parameters are involved. In the 1990s, mould 
cooling analyses have been focused on the development of a numerical methodology 
which is computationally efficient and, at the same time, accurate enough for design 
purposes. 
2.2.1 Modelling and Assumptions 
Generally, the cooling analyses are implemented to calculate both temperature 
distributions of the polymer and the MIS after the design parameters relating to coolant 
operation conditions, as well as arrangement and dimensions of the cooling channel, 
are basically chosen. Due to the complexity in the coupling of many design parameters, 
assumptions are necessary to simplify the problem. In the preliminary cooling system 
design, an overall heat balance between the plastic melt and the coolant is usually 
evaluated by the shape factor approach or empirical calculations. The temperatures of 
MIS and polymer melt have been assumed to be constant during the filling stage in 
most of the previous studies. The cooling effect resulting from the cooling channel 
configuration is usually evaluated manually in an averaging scheme. The polymer part 
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is normally assumed very thin such that the heat transfer within the melt region can be 
treated as transient, 1-D heat conduction in the predominant thickness direction of the 
part [Himasekhar 1989a, 1989b, 1992, Chen 1991b, 1992, 1994, Chiang 1993, Hu 
1995]. The transient variation in mould cavity temperature within a steady cycle is 
then evaluated, using 2-D BEM, from the instantaneous heat flux introduced by the 
polymer melt at the MIS during the entire injection stage and imposed to the cavity 
temperature calculation based on a cycle-averaged analysis. It is further assumed that 
heat exchange between the cooling channel surfaces and the coolant is steady [Chen 
1992, Himasekhar 1992]. The exterior surfaces of the mould were treated as adiabatic 
for simplicity because the heat loss through the exterior surfaces is less than 5% of 
overall loss in most injection moulding applications [Chiang 1993]. 
2.2.2 Mould Cooling Analysis 
Rezayat and Burton [Rezayat 1990] developed a special method employing a periodic 
approach and using special modifications for MIS and for circular cooling channels in 
order to further improve computational efficiency. Chen et al. [Chen 1990] reported a 
comparison of mould cooling analysis based on different methods: Shape Factor 
Approach (SFA), FDM, FEM and BEM. Chen et al. [Chen 1991a] presented a hybrid 
FEM/SFA method for preliminary cooling system evaluation and a cycle-averaged 
BEM for calculating the temperature distribution on the melt and mould interface. 
The standard and modified BEM play a dominant role in mould cooling analysis to 
avoid mould domain discretisation so as to reduce the computation cost. Chiang et al. 
[Chiang 1993] pointed out that the standard BEM leads to numerical difficulties and 
convergence problems. Modifications have to be made to accommodate the thin mould 
cavities and long but small diameter cooling channels. To apply these hybrid 1-D/2-D 
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approaches, the geometry simplification in the MIS and in circular cooling channels is 
necessary. However, the geometry simplification introduces some numerical errors 
around the corners and edges of parts, as well as locations lying directly beneath 
cooling channels, which subsequently influence the temperature calculation. Although 
1-D methods are efficient for the calculation of MIS temperatures, their limitations and 
accuracy prevent them from more rigorous applications. 
Wang et al. summarized their works in CAE for injection moulds [Wang 1994, 
Himasekhar 1989a, 1989b, 1992, Turng 1990, 1993, Chiang 1993] and 
commercialised the CAE packages known as C-Mold®. Chen and Chung [Chen 1994] 
decoupled the heat conduction within the mould from within the part. The 3-D 
transient mould temperature is first calculated using the Dual Reciprocity BEM 
(DRBEM). MIS temperatures are then used to evaluate heat flux along the MIS from 
the polymer melt using the FDM. They also revealed that the cycle-average based 
approach overestimates the temperature variation rate in mould cavity temperature 
within a steady cycle. Hu et al. [Hu 1995] used Chen and Chung’s approach to 
investigate the effect of various factors, including cooling line configuration, mould 
thermal properties, coolant temperature, part thickness and cycle time, on mould 
temperature distributions. Park and Kwon [Park 1998] proposed a thermal analysis 
system which was also based on the modified BEM in terms of accuracy and aimed to 
develop a design sensitivity analysis tool for the cooling system of injection moulds. 
In recent years, there has been a steady trend towards thinner part thickness, more 
complex part geometry, and more stringent quality and productivity requirements. 
With the rapid enhancement of computer capacity, a reliable 3-D transient mould 
cooling analysis becomes necessary to predict the temperature distribution of the 
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plastic part and mould accurately. FEM is one of the best tools for this kind of analysis. 
Although most injection moulded plastic parts are very thin, Tang et al. [Tang 1996a] 
suggested that 1-D or 2-D transient simulation for a complicated part geometry may 
not be accurate at sharp corners or at regions with sudden change in thickness. They 
proposed an implicit Galerkin FEM with a matrix-free conjugate gradient iterative 
solver to simulate a full 3-D cyclic, transient heat transfer problem. They reported that 
the technique is time accurate and efficient in solving the energy balance equation. 
2.2.3 Mould Cooling Design and Optimisation 
The optimisation of the cooling system was reported in early 1990s [Zou 1992]. Given 
an initial cooling configuration design, an objective function is formulated as a 
measure of the temperature uniformity and cooling efficiency. The objective function 
is expressed in terms of parameters related to the configuration of the cooling system 
and process conditions. By integrating an optimisation algorithm with a cooling 
analysis algorithm, the initial design can be fine-tuned to optimise the cooling system 
design. Matsumoto et al. [Matsumoto 1993] applied 2-D BEM to simulate steady-state 
heat conduction within the injection mould and to optimise the layout of cooling 
channels. More recently, FEM approaches have been applied in the optimisation of 
mould cooling systems. Based on the time efficient FEM [Tang 1996a], Tang et al. 
[Tang 1996b] presented an optimisation approach in which the objective function is 
chosen to represent the uniformity of mould temperature distribution and is iteratively 
evaluated using FEA until the minimum objective function is reached. The constrained 
optimal design problem is solved using Powell’s conjugate direction method. They 
also applied the same technique in the optimisation of cooling systems for multi-cavity 
injection moulds [Tang 1997]. Lin [Lin 2002] developed an abductive network model 
to obtain limited number of important parameters in the cooling system and applied 
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Simulated Annealing to achieve the optimal cooling design. FEM was applied to verify 
the feasibility of this method. 
Li [Li 2001] proposed a feature-based synthesis approach for automatic cooling 
channel design. In the context of cooling system design, a part with a complex shape is 
decomposed into shape features with simpler shapes. For each simpler shape feature, a 
cooling system can be obtained by the direct application of design guidelines or 
examples. The cooling system of the entire part is then obtained by synthesizing from 
the cooling systems of the shape features. This method relates to feature recognition 
and definition of shape features. Different from the traditional method of mould 
making, Sachs et al. [Sachs 2000] applied the 3-D printing (3DP) process, one of the 
RP techniques, to fabricate moulding tools with conformal cooling channels inside. As 
it is quite easy to create internal geometry using the RP process, the internal conformal 
cooling channels can be designed to maintain constant distance from the MIS of the 
core and cavity so as to obtain more accurate temperature control. Such temperature 
control has the potential to minimise cycle times and to produce parts with lower 
residual stresses. Conformal cooling was reported to have no transient behaviour at the 
start of moulding and is able to maintain a more uniform temperature during an 
individual moulding cycle [Sachs 2000]. Dalgarno et al. [Dalgarno 2001] applied 
indirect Selective Laser Sintering in studies designed to assess the extent to which RP 
processes were capable of providing full production specification tooling for injection 
moulding. It is claimed that significant productivity benefits are available through the 
use of conformal cooling and the RP processes are economically competitive with 
existing production tool manufacture methods for injection mould tools which do not 
require significant finishing. 
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Most of the published work is in agreement that the geometry of a plastic part is 
usually very complex. Unfortunately, almost all the examples, except those in RP and 
Li’s approaches, being used in the case studies were very simple. One of the reasons is 
that some studies focus more on the development of their general-purpose techniques 
than on the cooling analysis and design of injection moulds. It is sceptical whether 
their methods were practical for industrial parts. In practice, SDCC is the most popular 
cooling method. Therefore, almost all the methods reported are based on this method, 
except those fabricated using RP processes. The conformal cooling channels are totally 
different from the available cooling solution that it cannot be machined by traditional 
mould-making methods. RP processes are normally much more expensive and cannot 
be adopted in the manufacturing of many products that essentially require the MIS 
finishing. Besides, the durability of about 100,000 shots and the accuracy of ±0.2 mm 
[Dalgarno 2001] are still the major difficulties to be overcome using RP techniques. 
Li’s approach is applicable to complex industrial parts such as the hairdryer part 
studied in his research work for the automatic cooling design of injection moulds [Li 
2001]. Although the accuracy of feature recognition is greatly offset by the use of 
SDCC (due to the inherent limitation of the SDCC method, differently recognised 
features with similar dimensions lead to the same cooling design), his scheme is all-
purpose and can initiate better cooling design when better cooling methods are used. 
The super-quadrics fitting during the feature recognition process discards the part 
geometries that are insignificant in the cooling design and results in the part 
approximation consisting of several features. It is significant for simplifying the mould 
so as to facilitate the cooling analysis and optimisation. 
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2.3 REVIEWS ON THERMAL RESIDUAL STRESS ANALYSIS OF PARTS 
The thermally induced residual stresses (simply called thermal stress) are very 
important in the case of injection moulded parts because they are directly responsible 
for the amount of part distortion. The temperature distributions of parts are essential 
for the thermal stress analysis. 
Due to the difficulty of obtaining the temperature distribution of a complex part during 
the cooling stage, only simple parts were simulated in the thermal stress analysis in 
earlier days. Jacques [Jacques 1982] analysed the thermal stress and warpage in flat 
parts due to unbalanced cooling. Thompson and White [Thompson 1984] measured the 
effects of temperature gradients on thermal stresses and distortions of parts. Matsuoka 
et al. [Matsuoka 1991] developed an analysis program which takes into account mould 
filling, packing and cooling stages for the prediction of part warpage. Kabanemi and 
Crochet [Kabanemi 1992] excluded the effect of packing pressure and employed the 
thermal viscoelasticity model to predict the residual stress and dimensional changes of 
a part when cooled inside the mould. Hastenberg et al. [Hastenberg 1992] measured 
the residual stress distributions in flat plates using a modified layer-removal method. 
Wang and co-workers [Chiang 1993, Wang 1994] have developed unified simulation 
programs to model the filling and post-filling stages in injection moulding. In their 
models, they perform simultaneous analyses of compressible fluid flow, heat transfer, 
fibre orientation and residual stress build-up in the material during flow and cooling. 
Several numerical approaches, such as hybrid FEM/Control Volume Method, FDM 
and FEM, are used. 
Chang and Tsaur [Chang 1995a] developed an integrated theory and computer 
program to simulate the shrinkage, warpage and sink marks of a rectangular flat part. 
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Chang and Chiou [Chang 1995b] studied both flow- and thermally induced residual 
stresses during injection moulding of a thin cubic box part. Bushko and Stokes 
[Bushko 1995] assumed the polymer to be thermo-viscoelastic and model a molten 
layer of amorphous thermoplastic between cooled parallel plates. The solidification of 
this layer was studied to calculate part shrinkage, warpage and the build-up of residual 
stresses during the injection moulding process. Jansen et al. [Jansen 1996, Titomanlio 
1996, Jansen 1998a] calculated residual stresses and shrinkage of thin products using 
an elastic model to study the effect of in-mould shrinkage on the final product 
dimensions and measured the shrinkage under various moulding conditions. Zoetelief 
et al. [Zoetelief 1996] investigated the influence of the holding stage on the thermal 
residual stress using a linear viscoelastic constitutive law and compared this with 
experimental results. Liu [Liu 1996] simulated and predicted the residual stress and 
warpage using a viscoelastic phase transformation model, which assumed the 
solidified polymer to be a linear solid and the polymer melt to be a viscous fluid. 
Kabanemi et al. [Kabanemi 1998] simulated residual stresses and deformations using 
3-D FEM for a thermo-viscoelastic model and applied it to a complex shape. Jansen et 
al. [Jansen 1998b] systematically studied the effect of processing conditions such as 
holding pressure, injection velocity, and mould and melt temperatures on shrinkage. 
Choi and Im [Choi 1999] adopted the model proposed by Bushko and Stokes [Bushko 
1995] for analysing residual stresses during the packing and cooling stages. 3-D FEM, 
which enables the analysis for thin parts with complex geometries, was applied 
subsequently to analyse the part shrinkage and warpage. Chen et al. [Chen 2000] 
employed thermo-viscoelasticity with appropriate assumptions to establish the 
mathematical model governing the development of residual stresses in an amorphous 
polymer during the cooling stage of the injection moulding process, with the initial 
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strain at the beginning of the cooling stage taken as the packing bulk strain. The 
residual-stress model during the cooling stage is solved with the FDM. Kansal et al. 
[Kansal 2000, 2001] applied a 2-D FDM in analysing injection-moulded ring and gear. 
Zhang et al. [Zhang 2002] reported a 1-D approximation model of thermal residual 
stress in an injection moulded thin plate. 
According to the reviews, 3-D FEM appears to be the best tool for the thermal stress 
analysis of parts with complex geometry. 
2.4 REVIEWS ON MATRIX COMPUTATION 
Regardless of the type of problem for which FEM is applied to solve, the final 
equations will have the form AX , where A is normally a M= B t × Mt, non-singular, 
symmetric and positive definite matrix, X is the Mt-D vector of unknown, and B is a 
Mt-D constant vector. In thermal analysis, X represents the temperature; in the thermal 
stress analysis, X represents the displacement to be computed. 
For 3-D problems using implicit solution approaches, FEM leads to a large 
banded/sparse linear system of equations, i.e., for which the number of non-zero 
entries of A is small compared with the total number (Mt2) of entries. An increase in 
the number of unknowns drastically increases the in-core memory requirement for the 
numerical solution of the resulting linear system of equations by direct solution 
methods. Methods such as the frontal technique use secondary storage devices to trade 
off the in-core memory for the additional computing time. Though the computational 
abilities of the desktop workstations are rapidly improving, the time required for 
solving large problems using linear direct solver will still be too long. Therefore, it is 
customary to use iterative methods for large sparse matrix systems derived from the 
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discretisation of the PDEs. Iterative methods are, in particular, well suited for large 
systems of equations (large Mt) that are sparse. The number of non-zero entries of A 
arisen from elliptic PDE problems in 2-D and 3-D is proportional to Mt, typically like 
5Mt or 7Mt. Iterative solvers compute the solution from an initial guess that is updated 
through a successive approximate approach. The iteration procedure continues until 
the error in the approximate solution falls below an acceptable level. An advantage of 
iterative methods is their simplicity because only matrix-vector multiplications and 
vector additions need to be performed. Furthermore, the sparsity of the matrix A can 
be fully exploited, and computer storage is required only for the non-zero entries of A 
and the vector X, plus one or two more vectors. Iterative solvers offer unique 
advantages when there is a good initial guess for the solution or when there is an easy 
way to solve an approximate version of the problem. The disadvantage with iterative 
methods is that the rate of convergence may be slow or they may even diverge, and a 
stopping test may be needed. 
Jacobi, Gauss-Seidel and Successive Over-Relaxation (SOR) methods belong to the 
iterative methods. A widely accepted iterative solver is the Preconditioned Conjugate 
Gradient (PCG) method. By itself, the Conjugate Gradient (CG) method [Huebner 
2001] provides a systematic procedure to reduce the error and improve the accuracy of 
the solution to X. It has an optimality property over the relevant solution space and a 
relatively high rate of convergence. The rate of convergence can be much improved 
with various preconditioning techniques. The method is parameter-free, unlike 
methods such as SOR. The short recurrence relation makes the execution time per 
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In the CG method, the initial residual is calculated from r A , where X( ) ( )0 0= −X
CGδ ( )





the initial guess vector, and the following residuals can be simply calculated by vector 
addition. The criteria to stop iteration is whether ϕ , where ϕ =  and 
δ
( )k ≤
( )1k k −p
( ) ( )k k ⋅r r
)CG is the tolerance. Denoting , where 




ϕβ ϕ −=  and , 
the CG method is given by: 
( )0β 0=
while (ϕ ) { ( )k CGδ>
( ) ( )k k=h Ap ; 
( ) ( )




ϕτ = ⋅p h ; 
( ) ( ) ( ) ( )1k k kτ+ = +X X p k
k
; 
( ) ( ) ( ) ( )1k k kτ+ = +r r h ; 
1k k= + ; 
} 
( )k=X X ; 
A preconditioner is a matrix that transforms the linear system into one that has the 
same solution but has more favourable convergence rate. Most computational 
resources for a PCG solver go into forming the preconditioner, done once at the 
beginning of the iteration process, and applying the preconditioner and multiplying by 
the system matrix at each iteration. A good preconditioner may require more 
calculations initially, but will likely reduce the number of iterations enough to improve 
the overall cost of computing X when compared with a cheaper but less effective 
preconditioner. Therefore, preconditioners require careful selection and 
implementation to ensure reduced computational cost. When applying preconditioning 
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matrix H and denoting r H , vector p and the stopping parameter ϕ are 
adjusted by  and ϕ =  respectively. 
( ) ( )1ˆ k −= r
( ) ( )1k kβ −p
k
k( ) ( )ˆk k= − +p r ( ) ( ) ( )ˆk k ⋅r r
The recent advanced and promising iterative methods are based on the CG method, 
such as bi-conjugate gradient method, conjugate gradient squared method, bi-
conjugate gradient stabilized method, and generalized minimal residual method. The 
memory and the number of arithmetic operations required by the CG method for 
symmetric, positive-definite matrices is far less than those required by other iterative 
methods for unsymmetrical matrix systems. Tang et al. [Tang 1996a] described an 
implicit Galerkin finite element method with a matrix-free CG iterative solver to 
simulate a full 3-D, transient heat transfer problem. 
2.5 REVIEWS ON THE CURVE/SURFACE OFFSET 
The technique of computing offset curves/surfaces is widely used in many applications 
like NC (numerical control) tool path planning and robot path planning. Offsetting 
operations are also gaining importance in tolerance analysis, mould- and die-making 
applications, rapid prototyping applications and in finite element mesh generation. 
Offset curves/surfaces are normally more complex than their progenitors except for 
special cases such as lines, circles, planes, spherical and cylindrical surfaces. Offset 
curves/surfaces may have tangent discontinuities, cusps and self-intersections, local or 
global, even if the progenitor is regular. It is necessary to fill in the discontinuities and 
trim off the loops arising from self-intersections in practical applications. 
Many approaches have been presented for offsetting of curves and surfaces [Farouki, 
1985, Farouki, 1986, Martin 1990, Farouki, 1990a, Farouki, 1990b, Elber 1991, Pham 
1992, Maekawa 1993, Pottmann 1995, Maekawa 1997, Maekawa 1999, Piegl 1999, 
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Maekawa 2001, Ravi Kumar 2002]. Literature surveys in this area had been carried out 
by Pham [Pham 1992] and Maekawa [Maekawa 1999]. Since the true offset of a 
NURBS curve or surface is not necessarily NURBS, approximate methods are popular. 
Filip et al. [Filip 1986] used the bounds of second derivatives to approximate curve 
and surface with linear line segment and triangle respectively. Based on their two 
theorems, Piegl and Tiller [Piegl 1999] proposed an algorithm of offsetting free-form 
NURBS curve/surface. Their approach is restated below: 
1 The progenitor curve/surface is decomposed into its Bezier components. 
2 Each component is sampled for equally spaced parameters at a number of points to 
compute the corresponding points on the offset curve/surface. 
3 The computed points are interpolated by a non-rational Cp-1 continuous B-spline 
curve/surface of given degree p or degrees p and q. 
4 Knots are removed using the approximation tolerance. 
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The Bezier components are sampled at p+1 points or (p+1)(q+1) points for non-
rationals and 2(p+1) points or 4(p+1)(q+1) points for rationals respectively to compute 
the second derivatives at these points. The magnitudes of the maximum of these 
derivatives are used for M0, M1, M2 and M3. Minimum nsam is (p+1) or (p+1)(q+1). 
Ravi Kumar et al. [Ravi Kumar 2002] developed an algorithm for computation of non-
self-intersection NURBS surface offset. For free-form surfaces, Piegl and Tiller’s 
approach is adopted to create the offset points first. Then the points on a row or a 
column are connected into a poly-line for checking and elimination of any self-
intersection. After cleaning of each row and column poly-lines, the output surface is 
non-self-intersecting. The advantage of this method is its ability to eliminate both local 
and global self-intersections. However, this method is complex and takes a longer time 
to compute the offset. Computational times are consumed by scanning every row and 
column at least once and inserting points into self-intersecting rows and columns to 
maintain the number of sample points. Assuming that all surfaces will not cause self-
intersection after constant offset, Ravi Kumar et al. also developed offsetting 
algorithms for trimmed NURBS surface and NURBS B-rep respectively [Ravi Kumar 
2003a, 2003b] (The B-Rep is a union of a number of trimmed surfaces, which are 
sewed together). The latter approach offsets each of the trimmed surfaces of the B-Rep 
and then removes the gaps and intersections between offset faces automatically, if any. 
The offset B-Rep is then created by sewing all the updated offset faces. However, 
some assumptions, such as each edge of the B-Rep having at most two adjacent 
surface and the same number of surfaces in both the progenitor and offset B-Reps, are 
too stringent for this approach to be applied in a lot of practical applications. 
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CHAPTER 3 HEAT TRANSFER MODELLING 
In this chapter, factors that affect cooling of injection moulds including three important 
temperature differences, material thermal properties, coolant flow, cooling channel 
layout are discussed first. Subsequently, heat conduction equation is introduced and 
the initial and boundary conditions related to injection moulding are described. 
Convective heat transfer coefficient is studied next, and the calculation of cycle time is 
discussed last. 
3.1 FACTORS AFFECTING COOLING OF INJECTION MOULDS 
Significant factors that affect the cooling of injection moulds include three important 
temperature differences, heat conductivities of polymer and mould material, coolant 
flow, and cooling channel layout. 
3.1.1 Temperature Differences 
Temperature difference of the polymer from injection to ejection ∆Tp, that of the 
coolant between inlet and outlet ∆Tc, and that between the hot polymer melt and the 
coolant ∆Tpc are important parameters in the injection moulding process. 
∆Tp depends on the plastic material and it decides the amount of heat input. In general, 
ejecting as hot as possible reduces the amount of heat removal by the mould and saves 
cycle time. However, if the cycle time is too short to remove most of the heat, the 
mould temperature will gradually rise and eventually will be too hot, resulting in 
undesirable parts. If the cycle time is too long, the mould wastes time and operates 
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The coolant temperature rises as it flows through the mould and picks up the heat. For 
many general-purpose moulds, ∆Tc must be kept below 5°C. A greater ∆Tc can result 
in uneven mould cooling and longer moulding cycles. In high production moulds, ∆Tc 
must be held below 3°C. Large quantities of coolant, supported by higher capacity and 
more expensive pumps and piping systems, are required to achieve such small ∆Tc. 
The required investment and achieved benefits must be critically evaluated. 
The flow of heat from the hot plastic to the coolant depends largely on ∆Tpc, the 
cooling design, and the mould material. Although the plastic will cool faster with 
larger ∆Tpc, using lower temperature coolant will only slightly decrease the time 
required to cool the plastic. In many cases, the added cost of chiller equipment and the 
power of using very cold coolant may not be justified economically. As the plastic 
cools down, ∆Tpc gets smaller, but this effect is insignificant for practical purposes and 
can be ignored. 
3.1.2 Material Thermal Properties 
The thermoplastic plastics can be classified into two types: amorphous and crystalline 
plastics. The former materials, such as ABS, PS, PVC, etc., are heated up/cooled down 
proportionally to the heat added/removed. The latter materials, such as PA, PE, PP, 
etc., require a certain amount of heat, defined as latent heat of fusion (J/kg), at a certain 
temperature level just to melt the crystals without increasing the temperature of the 
plastic. Before and after the crystals have melted, the crystalline plastics are also 
heated up/cooled down proportionally to the heat added/removed. Therefore, a 
crystalline plastic needs more heat to raise a certain mass to the desired melt 
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temperature than an amorphous material and also more cooling to remove its heat 
content. 
Heat conductivity (W/m⋅K) is a measure of the rate at which a material conducts the 
heat from hot to cold. Plastics are generally poor conductors, approximately 100 times 
lower than metals. The layer of plastic on the cavity walls has a very low conductivity 
compared with that of the mould material; it forms an insulating layer between the 
mass of the plastic and the cold mould steel. This influences the rate of cooling to a 
much greater degree than the temperature of the mould or the material of the cavities. 
This is of particular significance when designing moulds for products with heavy walls, 
or when there are isolated areas in the product which are thick and cannot be cooled 
properly. As the steady trend towards thinner part thickness continues in recent years, 
thin-walled products, to some extent, nullify the insulating effect of the plastic as it 
cools down; this makes it important to efficiently carry the heat away from the cavity 
walls. 
The injection moulds are usually built from steels for practical reasons, such as cost, 
strength, wear resistance and ease of machining. Except in some special applications, 
the differences in the conductivity of the various steel alloys that are used for the 
mould are not significant. For the area which is hard to be cooled, mould materials 
with considerably higher conductivity and more expensive than steel, such as 
beryllium-copper alloys, can be applied. 
3.1.3 Coolant Flow 
Ignoring minor heat losses, the total heat introduced by the polymer melt per cycle 
must be removed by the coolant. The heat (J) balance is given by 
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( )p p i e p p p c c c c c c c c cC T T i V C V T C Q t Tρ ρ η ρ η Θ = − + = ∆ = ∆ = Θ  c  (3.1) 
where C is the specific heat,  Ti and Te are the part injection and ejection temperatures 
respectively, i is the latent heat of fusion for the crystalline plastics, ρ is the density, V 
is the volume, η is the cooling efficiency, Q is the flow rate, and tc is the cycle time. 
The latent heat of fusion is normally ignored in research works of heat transfer in 
polymer processing. The greater heat represented by the latent heat of fusion for a 
crystalline plastic can be adjusted by the effective specific heat. η depends on the 
various characteristics of the mould construction, the chemistry and the conductivity of 
the coolant, and the speed and the flow of the coolant within the mould. Rewriting 
Equation (3.1) gives 
p
c c c c cC Q t T
η ρ
Θ= ∆  (3.2) 
Equation (3.2) can be used to evaluate the cooling efficiency. 
3.1.4 Cooling Channels Layout 
In industrial practices, the coolant is directly led into core and cavity inserts. The 
cooling of an injection mould can be divided into three portions: cavity cooling, core 
cooling and hot runner system cooling. The SDCC system is the cheapest and the most 
popular cooling method. Channels are normally interconnected to form a circuit. The 
circuit can be at one or more levels, depending on the thickness of the mould part. 
Ideally, dx, the distance between Centre Lines (CL) of SDCC, and dz, the distance 
between the MIS and SDCC CL, as shown in Figure 3.1, are recommended to follow 
the experiential formula: 
2.5 3.5xD d D≤ ≤ ,   (3.3) 0.8 1.5zD d D≤ ≤
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For the reason of machining, the diameter of the cooling channel D should be at least 
6mm for cooling mould parts of medium to large parts, normally not less than 8mm in 
practice. A large number of smaller channels provide more efficient cooling than fewer 













Figure 3.1. A rectangle computational domain of an injection mould 
3.2 HEAT CONDUCTION EQUATION 
Figure 3.1 shows a rectangular, computational domain Ω , where Ωpm Ω∪Ω= m is the 
mould parts with cooling system bounded by Γm, and Ωp is the part bounded by Γp. 
, where Γm mm mpΓ = Γ ∪ Γ ∪ Γ
mp pΓ = −Γ
mc mm, Γmp and Γmc are the boundaries of the mould 
exterior, the mould impression and the cooling channel surfaces respectively, and 
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The rate equation describing heat conduction is according to Fourier’s law. For an 
isotropic medium, Fourier’s law is 
Tk k∂= − = − ∇∂q N T  (3.4) 
where q is heat flux which indicates the rate of heat flow per unit area in the N 
direction, N indicates a normal direction to a boundary surface, k is the thermal 
conductivity that may be a function of temperature T, and ∇ is the gradient operator 
x y z x y z









For convenience, ∂/∂x may be represented by ∇x, and so forth. Denoting x as the 3-D 
vector which x  and T[x y z= x as the 3-D vector of partial derivative ∇T, the 










q k T k T k T
q k T k T k
q k T k T k
 = − ∇ + ∇ + ∇ = − ∇ + ∇ + ∇ = − ∇ + ∇ + ∇
 (3.6a) 
or in matrix notation 
= − xq kT  (3.6b) 
where k is the 3×3 matrix of thermal conductivity tensor. Equation (3.6) can be taken 
as the general equation of Fourier’s law. For the isotropic medium, the matrix k 
reduces to one term, the conductivity. The principles of irreversible thermodynamics 
show that the matrix k is symmetric. 
The law of conservation of energy with Fourier’s law yields the thermal energy 
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equation. Because of no internal heat generation during heat conduction within an 
injection mould, the law of conservation of energy is 
( x x y y z zTρC q q qt∂ = − ∇ + ∇ + ∇ = −∇⋅∂ q)  in Ω × t (3.7a) 




TCρq  in Ω × t (3.7b) 
Equation (3.7) is normally non-linear because the temperature conductivity tensor k 
and/or the specific heat C are in general temperature dependent, otherwise, it is linear. 
For the isotropic medium, substituting Equation (3.4) into Equation (3.7) and 
rearranging yields: 
( ) 2TρC k T k
t
∂ = ∇ ⋅ ∇ = ∇∂ T  in Ω × t (3.8) 
where ∇2 is the Laplace operator 
2 2
2
2 2x y z
∂ ∂ ∂∇ = ∇ ⋅∇ = + +∂ ∂ ∂
2
2  

























p  (3.9) 
3.3 INITIAL AND BOUNDARY CONDITIONS 
Equation (3.7) is subject to an initial condition and appropriate boundary conditions. 
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3.3.1 Initial Conditions 
The initial condition consists of specifying the temperature distribution throughout the 
domain at an initial time t = 0, 
( ) (0,0T T=x )x
cT
 (3.10a) 
Initially, temperature distributions of the mould and the part are taken as uniform 
everywhere. The former is the same as the coolant temperature, and the latter as an 
average injection temperature. 
( )0mT =  (3.10b) 




For transient analysis that time is discretised into time steps, the temperature 
distribution at the end of previous time step is used as the initial condition of the next 
time step. 
( ) ( ) ( ) (1 ,0 ,n n cT T+ =x  (3.10d) 
3.3.2 Boundary Conditions 
The boundary conditions take several linear or non-linear forms and must be specified 
on all boundaries of the solid. Typical boundary conditions encountered in mould heat 
transfer analysis are: 
1 Prescribed temperature. It is a Dirichlet boundary condition that the surface 
temperature of the boundary Γ1 is specified to be constant or a function of the 
boundary coordinate and/or time, 
( ) (
1 1
,T t TΓ =x x  (3.11a) 
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2 Prescribed heat flow. It is a Neumann boundary condition that the rate of heat flow 
across the boundary Γ2 is specified to be constant or a function of the boundary 
coordinate and/or time.  
( ) (
2 2




It includes the special adiabatic boundary condition on boundary Γ3, 
( )
2
, tΓ =q x  (3.11c) 
3 Convective heat exchange. It is another special boundary condition of the previous 
case when the rate of heat flow across the boundary Γ4 is proportional to the 
difference between the surface temperature T  and a convective exchange 
temperature T
4Γ
c of an adjacent fluid. The convective boundary condition from 
Fourier’s Law is, 
( ) ( ) ( )(4 4, ,c ct h T t T tΓ Γ= −q x x x  (3.11d) 
where hc is the convection heat transfer coefficient. A convective boundary 
condition can be either linear or non-linear since hc may be temperature dependent. 
4 Radiation and other boundary conditions. Other boundary conditions arise in 
applications such as an interface between two contacting solid without perfect 
contact, a moving interface between a solid and a fluid due to a change of phase or 
ablation, etc. 
Within the mould domain, heat exchange takes place by heat conduction between the 
hot polymer melt and the mould parts, forced convection on the cooling channel 
surfaces, and natural convection and radiation on the mould exterior surfaces. In the 
case of simplification that only the mould parts are considered, the equivalent 
prescribed heat flow can be applied on Γmp ⊂ Γ2. The total heat introduced by the part 
per cycle is given by Equation (3.1). Then the average heat flux from the part to the 
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MIS can be calculated using 
( )
mp
p i e p p pp
p c p c
C T T i V
A t A t
ρ
Γ
 − +Θ = =q   (3.12) 
where  denotes the Euclidean norm of a vector, and Ap is the total surface area of 
the part. 
One of the advantages of FEM is its ability to handle non-homogeneous materials. 
Therefore, the part and the mould parts can be treated as an entire computational 
domain. Consequently, the boundaries Γmp and Γp, the boundary conditions on these 
boundaries, and the additional numerical errors caused by splitting the computational 
domain are eliminated. If the injection time is considered, the boundary condition of 
the prescribed temperature will be added to part boundary, namely Γp ⊂ Γ1 during ti. 
The boundary condition on Γmc ⊂ Γ4 is the forced convection between the coolant and 
the mould parts throughout the cycle, which is given by Equation (3.11d). When the 
mould exterior surfaces are assumed adiabatic, Γmm ⊂ Γ3 and Equation (3.11c) holds 
true all the time. 
3.4 CONVECTIVE HEAT TRANSFER COEFFICIENT 
In order to remove heat efficiently, a turbulent flow is required. The dimensionless 
Reynolds number Re characterises the ratio of inertia forces to viscous forces in a 
viscous flow. Re is typically used to express the transition from laminar to turbulent 
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where υ is the velocity, µ is the absolute viscosity, and D and Ac are the diameter and 
the cross-sectional area of the cooling channels respectively. In the case of a non-




=  (3.14) 
where Pm is the cross-sectional perimeter of the channels. A desirable and suggested 
value of Reynolds number for mould cooling is Re > 4,000 as the flow is turbulent, and 
is much better if Re > 10,000. Another dimensionless Prandtl number Pr is a measure 





µ=  (3.15) 
The heat transfer coefficient hc, based on the Dittus-Boetler correction [Jeppson 1976], 




= Pr  (3.16) 
which is valid for 10,000 < Re < 120,000 and 0.7 < Pr < 120. D is also the actual 
diameter applied to a non-circular channel. 
3.5 CYCLE TIME CALCULATION 
The cycle time in injection moulding is important not only because of the significance 
to the economy of the process but also its influence to the part quality. A simple and 
approximate estimation of the cycle time tc is given by [Menges 1993]: 
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c ct c s=  (3.17) 
where cc is a proportional constant related to the quality of the mould cooling system 
and is normally in between 2 – 3 s/mm2, and s is the maximum part thickness. 
3.5.1 1-D Analytical Formula 
An accurate approximation of the cycle time is very helpful for both practical use and 
computational analysis. There are a number of quasi-theoretical and theoretical models 
for determining the cycle time. In most cases, it can be assumed that heat is only 
removed in one direction, i.e., in the direction of the thickness. If 1-D heat flow is 













∂  (3.18) 
where α is the thermal diffusivity defined as 
k
ρC
α =  (3.19) 
Assuming immediately after injection, the melt temperature in the cavity has reached 
the constant value of Ti everywhere, the temperature of the cavity wall jumps abruptly 
to the constant value Tm and remains constant, and Te(z) is the ejection temperature, 
then the analytic solution to Equation (3.18) is given by 
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+− = − +∑  (3.20) 
















−− =−  (3.21) 
where z ranges from zero to half of s. Hence 







−− =−  (3.22) 
where (Te)max is the maximum ejection temperature. Applying the average ejection 
temperature eT and calculating the average value of the sine item on the right of 










−− =−  (3.23) 








T Tα π π
  −=   −   m






T Tα π π
  −=   −   m 
 (3.25) 
Equations (3.24) and (3.25) are valid for plates. Menges and Mohren [Menges 1993] 
had summarised formulas for other simple geometries such as cylinder, cube, and 
sphere. 
3.5.2 Other Formulas 
Busch et al. [Busch 1988] used a combination of theoretical and statistical methods to 














T Tst 0.0151 W n
T Tα π π
  −= +  −    p cav
+  (3.26) 
where Wp is the part weight and ncav is the number of cavities. Equation (3.26) implies 
that the cycle time should be at least 8.87 s, which is not necessarily correct for cooling 
of small to medium parts. 
Yu and Sunderland [Yu 1992] presented equations for calculating the ejection 
temperature and the cooling time by using a combination of experimental, analytical 
and statistical means: 
*






ψ ψ α ψ ψ−= = + + +− mT T  (3.27a) 
2 *
*
1 2 3ln ln4c c
s πTt ζ ζ ζπα= + + T  (3.27b) 
where ψ and ζ are constants that depend on the material. Thus a pair of different 
equations is needed for each type of material. 
Rao et al. [Rao 2000] suggested an algorithm to iteratively calculate the mould wall 
temperature Tm from the heat balance, then apply Equation (3.24) to calculate the cycle 
time. The heat input is given by Equation (3.1), while the heat removed by the coolant 






T T  t  d
k S h Dπ
−Θ =
+
y  (3.28) 
where dy is the length of the cooling channel, the heat transfer coefficient hc is given by 
Equation (3.16), and Se is the shape factor, which represents the influence of the 
cooling channel layout on heat conduction, given by [Thorne 1979]. 
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=       
 (3.29) 
The mould wall temperature Tm can then be calculated iteratively according to the 




δΘ − Θ <Θ  (3.30) 
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CHAPTER 4 FEM IN HEAT TRANSFER ANALYSIS 
A continuum is defined as a body of matter (solid, liquid, or gas) or simply a region of 
space in which a particular phenomenon is occurring. The solution of a continuum 
problem by FEM always follows an orderly step-by-step process. In this chapter, FEM 
related fundamentals including the MWR, the Bubnov-Galerkin method, and the 
integration by parts are introduced first. Then in the sequence of FEM solving 
procedure in heat transfer analysis: (a) Discretising the continuum, (b) Selecting the 
interpolation functions, (c) Deriving the element equations, (d) Imposing the boundary 
conditions, (e) Solving the time-dependent equation for transient analysis, (f) 
Assembling the system equations, and (g) Solving the system equations are presented 
step by step. 
4.1 FEM RELATED FUNDAMENTALS 
The MWR and the integration by parts are generally used to derive finite element 
equation. The Bubnov-Galerkin method is one of the methods of deciding the 
weighted functions which are necessary to solve the equations derived by the MWR. 
4.1.1 The Method of Weighted Residuals 
The MWR is a global technique for obtaining approximate solutions to linear and non-
linear PDEs. The application of this method in FEM is to find an approximate 
functional representation for a field variable in a PDE. The solution of T in Equation 
(3.7) is one of the examples. Because Equation (3.7) holds for any point in the solution 
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domain, it also holds for any collection of points defining an arbitrary sub-domain or 
element of the whole domain. For this reason, an individual element is focused in the 
following. Firstly, T is approximated by T , and q  is derived by substituting T  into 
Equation (3.6). Normally, T  is chosen to satisfy the global boundary conditions. 
Substitution of this approximation function into the PDE and boundary conditions then 
results in some error R called the residual. It is very rare that T  happens to be the 
solution, and thus R . It normally happens in solving simple PDEs which do not 







ρ ∂= ∇ ⋅ + ≠∂q
  
The MWR seeks to determine the unknowns in such a way that the residual R over the 
entire solution domain is small. This is accomplished by forming a weighted average 
of the error and specifying that this weighted average would vanish over the solution 
domain. Hence, weighting functions w, which consists of the same number of linear 
independent terms as the unknowns, are chosen. It can be insisted that if 
0TR d C d
t
ρΩ Ω
 ∂Ω = ∇ ⋅ + Ω = ∂ ∫ ∫w q w
  (4.1) 
then  in some sense. Equation (4.1) represents a set of equations to be solved for 
the same number of unknowns. Many linear and even some non-linear problems have 
shown that T  tends to T when the number of equations tends to infinity. 
0≈R

4.1.2 Bubnov-Galerkin Method 
The form of the error distribution principle expressed in Equation (4.1) depends on the 
choice for the weighting functions. There are a variety of weighted residual techniques 
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because of the broad choice of weighting functions or error distribution principles that 
can be used. The error distribution principle most often used in FEM is known as the 
Bubnov-Galerkin method, or simply called the Galerkin method, which the weighting 
functions w are chosen to be the same as the interpolation functions. Other methods 
are collectively referred to as the Petrov-Galerkin method, in which the least-squares 
and the collocation methods are well-known. The Galerkin method is assumed to be 
the most appropriate and is applied in this research. 
4.1.3 Integration by Parts 
Integration by parts, known as Green’s and Gauss’s theorems in 2-D and in 3-D 
respectively, is applied in FEM for the reason that: 
1 It reduces the order of derivatives in the integrand in Equation (4.1) and, 
consequently, reduces the continuity constraint and results in wider choices of the 
interpolation functions. 
2 It offers a convenient way to introduce the natural boundary conditions that must 
be satisfied on some portion of the boundary. 
Substitute  into Equation (4.1) and integrate using Gauss’s theorem that 
introduces the surface integrals of the heat flow across the element boundary Γ yields: 
( ) ( )=w x xφ
( ) ( )TC d d d
t
ρΩ Ω Γ
∂ Ω − ⋅∇ Ω = − ⋅ Γ∂∫ ∫ ∫q q
  φ φ n φ  (4.2) 
where n is the unit normal vector to the boundary. Now, the highest order of 
derivatives in the integrands is reduced from the second to the first, thus enabling the 
uses of the linear element. 
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4.2 INTERPOLATION FUNCTIONS 
In this research, only the discretisation with single type of element is considered for 
simplicity. The computational domain Ω, as shown in Figure 3.1, is discretised into a 
union of Me elements of r nodes each, where Ω , either Ω ∈  or 








pΩ ∈Ω ( ) 0e ≠ ( ) (i Ω ≠
4.2.1 Approximations of the Temperature 
In FEM, the temperature and temperature gradients within an element can be 
approximated by [Huebner 2001]: 







T t T t iφ
=
= ∑x x "1,2, , r=  (4.3) 














x x " r=  (4.4a) 














x x " r=  (4.4b) 














x x " r=  (4.4c) 
where T  is the unknown, discrete, nodal temperature of the element (the nodes 
have only one degree of freedom, the variable of temperature, in heat transfer analysis), 
and φ  is the interpolation function which holds with the following requirements: 
Firstly, 
( ) ( )ei t
( ) ( )e x









=∑ x  (4.5) 
Secondly, supposing that the functions appearing under the integrals in the element 
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equations contain derivatives up to the nth order, then to have rigorous assurance of 
convergence as element size decreases, the interpolation functions are required to 
satisfy compatibility requirement, having at least Cn–1 continuity at element interfaces, 
and completeness requirement, having at least Cn continuity within an element. (If the 
field variable is continuous at element interfaces, it is called C0 continuity; if first 
derivatives are also continuous, it is called C1 continuity; and so on.) 
As a single element is focused on, the superscript (e) and the parameters, x and t, are 
omitted for simplicity. Rewriting Equations (4.3) and (4.4) in matrix notation gives: 
T = ⋅T φ  (4.6) 
=xT GT  (4.7) 
where φ is the r-D vector of temperature interpolation, T is the r-D vector of nodal 






















Substitute Equation (4.7) into Equation (3.6) gives: 
= −q kG  (4.9) 
4.2.2 Selection of Interpolation Functions 
Although it is conceivable that many types of functions could serve as interpolation 
functions, only polynomials have received widespread use. The reason is that 
polynomials are relatively easy to manipulate mathematically, i.e., they can be 
integrated or differentiated without difficulty. In 3-D, a complete nth-order can be 
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( ) ( )
1
, , 1, 2, ,
r
n a b c
i ij
j
x y z x y z a b c n i rφ ψ
=
= + + ≤ =∑ "  
where the number of terms r in the polynomial, or the number of nodes of the element, 
is 




+ + += 3

 
For example, the linear variation of interpolation function can be expressed as: 
( ) 1 2 3 4, , 1, 2, ,i i i i ix y z x y z i rφ ψ ψ ψ ψ= + + + = "  
where ψs can be either constants or functions. 
4.2.3 Interpolation Functions of the Tet-element 
Normally, the interpolation functions are derived from a natural volume coordinates 
system, which relies on the element geometry for its definition and whose coordinates 
range between zero and unity within the element. In this research, the 3-D, 4-node, 
linear tetrahedral element is applied. Supposing a tetrahedral element is defined by 
nodes 1 (x1, y1 z1), 2 (x2, y2 z2), 3 (x3, y3 z3) and 4 (x4, y4 z4) and the nodes are numbered 
so that nodes 1, 2, and 3 are ordered counter clockwise when viewed from node 4, two 













  =   
D  (4.10) 
and d is the algebraic cofactor matrix of |D| (dij is the product of (–1)i+j and the 
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determinant of the 3×3 matrix obtained from omitting the ith row and jth column of 
matrix D). Then, the interpolation functions of the tetrahedral element are given by 
( 1 216V= +d d xφ )  (4.11) 
where V is the volume of the element and can be calculated with 6 , dV = D
j
1 is a 4-D 
constant vector, and d2 is a 3×4 constant matrix. d1 and d2 are sub-matrices of d, where 
. The definition of the interpolation functions satisfies Equation (4.5), and 
the approximated temperature at the node calculated by Equation (4.6) is equal to the 
nodal temperature, namely φ  and  when . The temperature 
gradient interpolation and the approximate temperature gradients can be derived from 
Equation (4.11), 
[ 1 2|=d d d ]





= ∇ =G dφ , T216V= −q kd T   (4.12) 
There is also a useful and convenient formula for integrating volume coordinates over 
the volume of a tetrahedral element [Huebner 2001]: 
( ) ( )1 2 3 4
! ! ! ! 6
3 !e
a b c d a b c dd
a b c d
φ φ φ φΩ Ω = + + + +∫ V  (4.13) 
where a, b, c, d are positive integer exponents. 
4.3 DERIVING THE ELEMENT EQUATIONS 
Express the surface integral in the right item of Equation (4.2) as the sum of integral 
over the element boundary Γ, and impose the boundary conditions: 
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( ) ( ) ( )mp
mp mp mc





Note that the integral definition of the first item on the right of Equation (4.14) 
represents the unknown nodal heat loads applied to maintain the nodes on the 
boundary Γmp at specified temperatures and will not be evaluated. This item will 
vanish when the known nodal temperatures are introduced after the assembly of the 
element equations. Also note that, although the boundary terms containing the natural 
boundary conditions appear in the equations for each element, only the boundary 
elements give non-vanishing contributions in the assembly of the element equations. 
After some manipulation, the resulting element equations become a first-order 
simultaneous ordinary differential equation, 
+ =MT KT F  (4.15) 
where T is the 4-D, time-dependent, unknown, nodal temperature vector of which the 
initial conditions T x  are known,  denotes the first derivative of T over time, 
three 4×4 matrices, the mass or capacitance matrix M, the stiffness matrix K, and the 
discretised forcing matrix F, are given by: 
( ,0 T
( )CρΩ= ⊗∫M φ φ  (4.16a) 
( ) ( )T
mc




c cd d hΓΓ Γ Γ= + + = − ⋅ Γ + Γ + Γ∫ ∫ ∫T q hF F F F q n q φ φ T dφ
d
 (4.16c) 
where φ  is defined as a matrix, for instance, ⊗ φ
ij i jM Cρ φ φΩ= Ω∫  
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Obviously, M and Kh can be easily calculated applying Equation (4.13). For a 4-node, 
isotropic, tetrahedral element, the linear Equation (4.15) is: 
2 1 1 1
1 2 1 1
1 1 2 120
1 1 1 2
CVρ
  =   
M   (4.17a) 
4 4 4 4
1 1 1 2 1 3 1 4
2 2 2 2
4 4 4 4
2 1 2 2 2 3 2 4
2 2 2 2
4 4 4 4
3 1 3 2 3 3 3 4
2 2 2 2
4 4 4 4
4 1 4 2 4 3 4 4
2 2 2 2
36
k k k k k k k k
k k k k
k k k k k k k k
k k k k
k k k k k k k k
k k k k
k k k k k k k k
k k k k
d d d d d d d d
d d d d d d d d
k
V
d d d d d d d d
d d d d d d d d
= = = =
= = = =
= = = =
= = = =
    =  
∑ ∑ ∑ ∑
∑ ∑ ∑ ∑
∑ ∑ ∑ ∑




2 1 1 1
1 2 1 1
1 1 2 120
1 1 1 2
ch V
  =   
hK   (4.17c) 





F ]  (4.17d) 
[1 1 1 1
4
c ch T V=hF ]  (4.17e) 
4.4 SOLVING THE TIME-DEPENDENT EQUATIONS 
Two fundamental approaches for solving Equation (4.15) have been proven popular in 
FEA. One is the mode superposition technique, and the other is the recurrence method. 
The first method is developed for the linear problem which M and K do not depend on 
T. It involves considerable computational effort, tremendously for large Mt system, 
because the eigenvalue problem must first be solved for the eigenvectors and 
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eigenvalues. The extension of the mode superposition method for non-linear problems 
requires more computations. As will be seen later in this research, the system and the 
total number of nodes are large. Therefore, the second approach is adopted. 
4.4.1 Recurrence Method 
Denoting t  as a typical time in the response so that t t , where ∆t is the 
time step, the recurrence method relies on deriving recursion formulae that relate the 
values of T at t  to the value of T at t . Thus, the solution marches in time, 
starting from the initial conditions at time t = 0 and continuing step-by-step until 
reaching the desired duration. 
( )n ( ) ( )1n n+ = + ∆t
θ
( )n ( )1n+
A popular family of time-marching θ-methods is based on the FDM. A parameter θ, 
where , is introduced such that an intermediate time t  is defined as 
 within each time step. The first-order matrix equations at time t  are 
represented by finite difference approximations 
0 1θ≤ ≤
( )n tθ= + ∆
( )θ
( )t tθ ( )θ
( ) ( ) ( )θ θ+ =MT KT F  (4.18) 




T TT  (4.19a) 
( ) ( ) ( ) ( )1 1nθ θ θ+= + −T T T n
n
 (4.19b) 
where T  is known and is used as the initial condition to advance the solution to time 
level t . If F is a function of time, it is also approximated over the interval by 
( )n
( )1n+
( ) ( ) ( ) ( )1 1nθ θ θ+= + −F F F  (4.19c) 
Substituting Equations (4.19) into Equation (4.18) gives a set of linear algebraic 
equations of the form: 
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=AX B  (4.20) 
where X denotes  which is unknown, and the respective A and B are given by: ( 1n+T )
1 nθ 
tθ= + ∆A M K  (4.21a) 
( ) ( ) ( ) ( ) ( )11 n nt tθ θ + = − − ∆ + ∆ + −  B M K T F F  (4.21b) 
For a given θ, Equation (4.20) is a recurrence relation for calculating the vector of 
nodal values T(n+1) at the end of the time step from known value of the T(n) at the 
beginning of the time step. 
4.4.2 Various θ -Methods 
Equation (4.20) represents a general family of recurrence relations, a particular 
algorithm that depends on the value of θ selected. Typically, the θ-methods are 
referred as the Euler or the forward difference method when θ = 0, the Crank-Nicolson 
method when θ = ½, the Galerkin method when θ = 2⁄3, and the backward difference 
method when θ = 1. 
The direct integration of the first-order matrix equations by Equation (4.20) introduces 
numerical errors in the computed transient response because of the FDM 
approximations employed in Equations (4.19). The computed transient response will 
therefore approximate the exact solution to the original matrix differential Equation 
(4.18), but will approach the exact solution arbitrarily closely as ∆t tends to 0. 
However, the roundoff error of finite difference arithmetic increases as ∆t approaches 
zero. It has been proven that only the Crank-Nicolson algorithm for θ = ½ is second-
order accurate, i.e., the temporal errors decrease quadratically with ∆t. All other 
algorithms of the θ-family are first-order accurate, i.e., the temporal errors decrease 
56 
 
Chapter 4. FEM in heat transfer analysis
 
 
linearly with ∆t. 
When applying large ∆t, the computed transient response may exhibit entirely 
unrealistic behaviour, including non-physical oscillations and unstable. The well-




t θ λ∆ < −  (4.22) 
where λmax is the maximum eigenvalue of the generalised eigenvalue problem 
( ) 0λ−K M X =  (4.23) 
The solution to Equation (4.23) can be calculated by 0λ− =K M . Obviously, from 
Equation (4.22), the requirement is always satisfied when θ ≥ ½, and the algorithms 
corresponding to this range of θ are unconditionally stable. For 0 ≤ θ < ½, the 
algorithms are conditionally stable. The unconditionally stable backward difference 
method always predicts a smooth decay, while other popular algorithms will exhibit 
oscillations if the time step is too large. In particular, the Euler, the Crank-Nicolson 
and the Galerkin algorithms predict oscillatory responses when ∆t > 1/λmax, ∆t > 2/λmax 
and ∆t > 3/λmax, respectively. 
A theorem [Irons 1979] states that the system eigenvalue is always less that the 
maximum element eigenvalue. Thus a conservative estimate of the λmax can be 
obtained by considering a single element. The applications of Iron and Ahmad’s 
theorem to the estimation of critical time steps for 1-D and 2-D conduction elements 
show that the critical time steps are inversely proportional to the thermal diffusivity α, 
but proportional to the square of element length (for 2-D, the element length is 
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replaced by a characteristic element dimension). 
4.4.3 Implicit and Explicit Algorithms 
The family of θ-methods that require the solution of a set of simultaneous equations at 
each time step are implicit. The implicit algorithms for solving Equation (4.20) can be 
simplified by keeping the time step constant within the duration of the response. The 
effective coefficient matrix A then needs to be formed and factored only once at the 
beginning of the solution sequence. 
Another scheme to reduce the computer resources required for a solution is to apply 
the lumped form of the mass matrix M. The lumped form of M is a diagonal matrix, 
which is easy to compute, store, and invert, obtained by lumping the original consistent 
form of M given by Equation (4.16a). Various schemes are available to lump the 
matrix M into a diagonal matrix Λ. In general, the chosen scheme should preserve the 
correct total mass for the element as well as the correct centre of gravity (In the heat 
transfer analysis, the mass refers to CρV physically). The simplest lumping method is 
that the diagonal elements of Λ are the row sums of the coefficients in each row of A, 
and the off-diagonal elements are zero. A significant conclusion is that algorithms 
using consistent mass matrix are less stable and require smaller time step than their 
lumped counterparts. The implicit algorithms permit either consistent or lumped mass 
matrix. Although algorithms based on the consistent mass matrix are generally more 
accurate than those using lumped masses matrix, they may also introduce initial 
oscillations in time during the early stages of the calculation. 
If θ = 0 and the lumped form of M is applied, the algorithm is explicit. When θ = 0, 
Equation (4.20) is reduced to A = M and B M . The explicit [ ] ( ) ( )nt= − ∆ + ∆K T F nt
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scheme offers significant computational savings, since Equation (4.20) becomes a set 
of uncoupled equations and can be solved explicitly by X , where Λ1−= Λ B -1 is the 
invert of Λ and can be easily computed using Equation (A.2) in Appendix A. 
Although the time step requirement for the Euler algorithm given by Equation (4.22) is 
normally much smaller than the required temporal accuracy, it can be relieved by 
applying the lumped mass matrix. 
4.4.4 Lumped versus Consistent Mass Methods 
There are pros and cons of lumped versus consistent mass approaches, and each has its 
merits and demerits. The question of whether to use a lumped or consistent mass 
matrix is intriguing. The lumped mass approach has clear advantages in computational 
efficiency and stability, but with some loss of accuracy. Virtually all FDMs use it. It 
offers the considerable gain in computational speed and computer storage. 
Computational experience indicates an insignificant loss in accuracy using the lumped 
approach. For highly complex realistic problems, other uncertainties in the thermal 
model such as material properties are more significant in affecting the computational 
accuracy. Another reason for using the lumped approach is that the consistent mass 
matrix approach may predict temperature distributions with unrealistic oscillations. 
This anomalous behaviour is typically encountered for problems with sharp thermal 
transients, e.g., temperatures near suddenly cooled boundaries show an initial increase. 
The same problem, when solved with a lumped mass matrix, shows temperatures near 
the cooled boundary decreasing, as expected intuitively. 
Two common methods of lumping mass matrix are to sum the coefficients of the rows 
of the consistent mass matrix or to compute the diagonal terms of the consistent mass 
matrix and scale these terms to preserve the total element mass. For high-order 
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isoparametric elements, the choice of a method to lump the mass is not clear, and the 
method of lumping can have a significant effect on the accuracy of computed 
temperatures. Moreover, the consistent mass matrix predicts more accurate 
temperatures than the lumped mass matrix approach, provided that an adequate mesh 
is employed to represent the spatial temperature distribution. It is argued that 
unrealistic temperature oscillations are a positive feature of the consistent approach, 
since the oscillations are an indication of problem such as an inadequate mesh that is 
causing these oscillations. Consequently, it is believed that the suppression of the 
oscillations by lumping the mass matrix is inappropriate because it can lead to an 
intuitively realistic but actually inaccurate result. For more regular solution domains or 
in problems where high accuracy of the temperature distribution is required such as in 
some thermal stress problems, the use of the more accurate though more expensive and 
consistent approach is justified. 
In the cooling and thermal stress FEA of injection moulds in this research, neither are 
high-order isoparametric elements adopted, nor are the results in initial time of much 
concern. Although the disadvantage of the consistent approach, the initial unrealistic 
oscillations, can be considered insignificant, the gain in computation efficiency and 
concomitant reduction in computer costs justify the use of the lumped approach. The 
lumped approach is more preferable when FEM is applied in qualitative analysis or in 
optimisation. The consistent approach requires much more computational time and can 
be applied in the quantitative analysis when the accuracy requirement is critical. 
4.5 ASSEMBLING SYSTEM EQUATIONS 
The assembly of element equations is to combine all the element equations to form a 
complete set governing the composite of elements. The system assembly procedure is 
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based on the compatibility that the value(s) of the unknown nodal variable(s) is/are the 
same for all elements connecting at an element nodes. The general procedure of the 
assembly is summarised in the following steps after the element matrices have already 
been determined: 
1 Set up an Mt×Mt null matrix and an Mt-D null vector, where Mt is the total number 
of system nodal variables, which is equal to the total number of nodal temperatures 
in the domain here. 
2 Starting with one element, transform the element equation from local to global 
coordinates if these two coordinates systems are not coincident. 
3 Using the established correspondence between the local and global numbering 
schemes, change the local subscript indices of terms in matrices and vectors to the 
global indices. 
4 Insert these terms into the corresponding Mt×Mt matrix and Mt-D vector in the 
locations designated by their indices. Each time a term is placed in a location 
where another term has already been placed, it is added to whatever value is there. 
5 Return to step 2 and repeat this procedure for one element after another until all 
elements have been treated. The result will be an Mt×Mt master matrix A of 
stiffness coefficients and an Mt-D vector B of resultant nodal loads. 
After applying the boundary conditions of the specified nodal variables, the number of 
nodal unknowns and the number of equations to be solved are effectively reduced. 
However, it is most convenient to introduce the known nodal variables in a way that 
leaves the original number of equations unchanged and avoids major restructuring of 
computer storage. This can be accomplished by two straightforward iterative means of 
modifying the matrix A and the vector B. If the ith nodal variable is specified, 
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1 All the elements in the ith column and row of A are set equal to zero and Aii is reset 
to unity. The Bi is calculated by substituting the specified Ti into Equation (4.21b), 
while each of the Mt – 1 remaining terms of Bj is subtracted by the product of Bi 
and Aji. 
2 Aii is multiplied by a large number, for example 1015, and then the calculated Bi is 
multiplied by the modified Aii. 
The second method is simple and accurate enough with a large factor. It is also easy to 
be applied by computer coding, and, therefore, is adopted by most FEM packages. 
4.6 SOLVING THE MATRIX EQUATION 
Equation (4.20) denotes the system equations after assembly and represents a set of 
linear equations consisting of matrices associated with the various terms of the original 
differential Equation (4.15). Observing Equations (4.21), A is a sparse and symmetric 
matrix. It is also positive-definite, i.e., p A  for any non-zero vector p, which 
guarantees a unique solution X to Equation (4.20). Jacobi PCG is one of the most 
popular methods. The convergent rate of the iterative methods depends also on the 
approximation of the initial vector. In the heat transfer analysis of injection moulds, 
the initial temperatures within the domain, or temperature distribution results in the 
previous step, are known and close to the unknown, and therefore the most appropriate 
vector for the initial guess. 
T 0>p
PCG involves matrix-vector products and vector dot products, which the former 
dominates the CPU time and requires large memory storage. The matrix-vector 
product can be split by expressing the product as the sum of the product of element 
matrix with vector, the so-called Element-By-Element (EBE) approach. It can be 
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further split applying Node-By-Node (NBN) approach. The basic system matrix-vector 
product of EBE and NBN method is: 









e e e e
G M i i iG ji i j= = =
 = + + ⋅⋅⋅ + = =  ∑ ∑ ∑h h h h A p A p   
where subscript G denotes global and r is the number of nodes per element. By 
applying EBE or NBN, the need for the formation and storage of a global matrix is 
eliminated, and therefore the total storage and computational costs are low. 
Furthermore, the amount of storage is independent of the node numbering and mesh 
topology and depends on the number and type of elements in the mesh. EBE is well 
suited for higher order elements, while NBN is more suited for simple elements. 
Although both EBE and NBN support parallel processing, the parallel processing with 
NBN approach is more straightforward. As the 4-node, linear, tetrahedral element is 
appropriate in the mould cooling analysis using FEM, programs based on the NBN 
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CHAPTER 5 FEM IN THERMAL STRESS ANALYSIS 
The residual stresses can significantly affect the mechanical performance of an 
injection moulded part by inducing warpage or initiating cracks. Normally, the 
thermal-induced residual stresses are dominant in parts, causing parts to have tensile 
stresses in the centre and compressive stresses on the surface. In practice, the 
complexity of part geometry and cooling channel design in the manufacturing of parts 
can result in unbalanced mould wall temperature distribution which in turn leads to 
non-uniform cooling and the build-up of thermal residual stresses in parts. An accurate 
calculation of the thermal stresses will allow for the improvement of mould cooling 
design and the evaluation of potential part warpage. In this chapter, the linear elastic 
theory is introduced first. Subsequently, the modelling as well as the initial and 
boundary conditions are described. Finally, the application of FEM in analysing 
thermal stresses is developed. 
5.1 LINEAR ELASTICITY THEORY 
Assuming the part is thin enough that it solidifies at once, the residual stress build-up 
during phase change can be neglected and the part inside the mould is assumed elastic. 
Therefore, linear elastic equations are applied. 
5.1.1 Stress and Strain 
A state of stress exists in a body acted upon by external forces. The components of 
normal stress are denoted as σxx, σyy, σzz; the components of shear stresses are denoted 
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as σxy, σxz, σyz, σyx, σzx, σzy. Normal stress indicates that the stress acts on a plane 
normal to the axis in the subscript direction. The first letter of the double subscript on 
shear stress indicates that the plane on which the stress acts is normal to the axis in the 
subscript direction; the second letter designates the coordinate direction in which the 
stress acts. Only three components of shear stress are independent, i.e., σxy = σyx, σxz = 
σzx, σyz = σzy. 
When an elastic body is subjected to a state of stress, the particles of the body move 
only a small amount and the body in its deformed state remains perfectly elastic, so 
that its deformation disappears when the stress is removed. Analogously, the 
components of normal strain are denoted as εxx, εyy, εzz; the components of shear strain 
are denoted as εxy, εxz, εyz (εyx = εxy, εzx = εxz, εzy = εyz). According to small-displacement 























∇      ∇        ∇  = = =     ∇ ∇         ∇ ∇   ∇ ∇      
ε hδ  (5.1) 
where δ* is the 3-D displacement vector with components u, v, w, in the x, y, z 
coordinate directions respectively, and h is a differential operator matrix as defined. 
5.1.2 Constitutive Equations from Hooke’s Law 
The total strain in an elastic body can be expressed as the sum of its elastic and other 
strain components [Huebner 2001]: 
= +Yε ε εo o or  (5.2) = −Yε ε ε
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For a linear elastic material, the Hooke’s law in 3-D asserts that each of the stress 
components is a linear function of the components of the elastic strain tensor [Huebner 
2001] 
( )= = −Y oσ cε c ε ε  or  (5.3) 1−= + oε c σ ε
where , c is the 6×6 symmetric matrix of 
material modulus, c
xx yy zz xy xz yzσ σ σ σ σ σ= σ 
-1 is the inverse matrix of c and is called compliance matrix. For 
isotropic and homogeneous linear elastic materials, only two physical constants, the 
Young’s modulus Y and Poisson’s ratio ν, are required to express all the coefficients in 
Hooke’s law. 
( )( )
1 0 0 0
1 0 0 0
1 0 0 0
1 20 0 0 0 0
21 1 2
1 20 0 0 0 0
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− −  − −  − −=  +  + +  
c   (5.4b) 
5.1.3 Static Equilibrium Equations 
The equilibrium of an elastic body in a state of stress is governed by three PDEs for 
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the stress components. These equations may be derived by writing force balances for 
an element volume of the material acted upon by body forces f. Forces acting on the 
element are calculated by assuming that the sides of the element have infinitesimal 
area, and by multiplying the stresses at the centroid of the element by the area of the 
sides. Summing forces in the three coordinate directions gives 
x xx y xy z xz x
x yx y yy z yz y









or in matrix notation 
T 0− =h σ f  (5.5b) 
Boundary conditions for Equation (5.5) can be found by considering the external 
surface forces acting on the body. If the boundary conditions are the surface forces 
, then the following equations hold at any point on the surfaces of 
the body: 




x xx y xy z xz x
x yx y yy z yz y







 + + = + + = + + =
 (5.6a) 
or in matrix notation 
0− =nσ P  (5.6b) 
where nx, ny, and nz are the direction cosines vector of the outward normal to the 
surface at the point of interest, and n is given by: 
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It can be derived that 
=P nchδ  (5.8) 
5.1.4 Thermal Effects 
For an isotropic material, thermal stresses build up whenever there is a non-linear 
temperature gradient and/or a displacement restraint. Thermal effects affect the 
behaviour of a linear elastic solid by replacing the strain component εo in the stress-
strain Equation (5.3) with thermal expansion, and making it dependent on the absolute 
temperature T(x,t): 
( )= − Tσ c ε ε  or  (5.9) 1−= + Tε c σ ε
where εT is the vector of thermal strains. In an isotropic solid, the strains due to 
thermal expansion are uniform in all directions, hence, only normal strains are altered; 
the shear strains are unaltered. The 3-D thermal strains are given by: 
[1 1 1 0 0 0Tβ= ∆Tε  (5.10) 
where β is the linear thermal expansion coefficient, and ∆T denotes the temperature 
difference with respect to the reference unstrained temperature. 
5.2 ASSUMPTIONS, INITIAL AND BOUNDARY CONDITIONS 
The analysis of thermal residual stresses is performed under the following assumptions: 
1 The residual stress build-up before the solidification of polymer can be neglected. 
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The build-up of thermal stress can only exist below the glass transition temperature 
Tg and not in the liquid state. 
2 The polymer behaves as a viscous liquid above Tg and as an elastic solid below Tg. 
3 The plastic part does not shrink or deform during the cooling stage and is attached 
to the MIS perfectly.  
4 There is no adhesion between the mould cavity and the polymer. 
5 The stress field depends on the temperature field, but the temperature field is 
independent of the stress field. 
6 The material is isotropic and, therefore, the free thermal expansion is the same in 
all directions. 
7 The linear thermal expansion coefficient is independent of temperature and stress, 
and the free linear thermal expansion is directly proportional to the temperature. 
8 The expansion of the mould can be neglected because the thermal expansion 
coefficient of polymer is much larger than that of steel. 
9 The principle of superposition of strains holds. 
10 Change in the volume is not considered, i.e., relaxation effects are assumed to be 
negligible. 
In this research, the thermal stress analysis concerns only the part and is the 
consequent analysis of the heat transfer analysis. The transient temperature 
distributions obtained from the heat transfer analysis are the cause of part thermal 
stress and, therefore, are applied to perform the thermal stress analysis. Because the 
part is assumed to be completely restrained in every direction, the displacements of 
part surfaces are zero. 
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5.3 DERIVING THE ELEMENT EQUATIONS 
The element type and the selection of interpolation functions in the thermal stress 
analysis are inherited from those in the heat transfer analysis. Since only first-order 
derivatives of displacement appear in the integrand in the system equation, as will be 
seen later, the interpolation functions must be C0 continuity in displacement at element 
interfaces and C1 continuity within elements. Obviously, the 4-node, linear, tetrahedral 
element and its interpolation functions satisfy both the compatibility and the 
completeness requirements. 
5.3.1 Approximating the Displacement 
Analogous to the heat transfer analysis, the displacement field is approximately related 
to its four nodal values by interpolating functions Φ within each element, so that the 
distributed displacement field is expressed as: 
=δ Φδ  (5.11) 
where the superscript (e) is omitted for convenience, the interpolation function matrix 
and the element displacement vector are 
1 2 3 4
1 2 3 4
1 2 3
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
φ φ φ φ
φ φ φ φ
φ φ φ






[ ]1 1 1 2 2 2 3 3 3 4 4 4u v w u v w u v w u v w=δ  (5.12b) 
Substituting Equation (5.11) into Equation (5.1) gives 
=ε gδ  (5.13) 
where the strain interpolation matrix g is evaluated as: 
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There are three unknowns at each node point, the three nodal values of the components 
of displacement. 
5.3.2 Applying the Galerkin Method 
Either the principle of minimum potential energy or the Galerkin method can be used 
to derive the finite element equations for elastic materials with geometric linearities or 
non-linearities. However, the Galerkin method is more general that it can also be 
applied to inelastic structural mechanics problems. 
Substituting the strain-displacement Equation (5.1) and the constitutive Equation (5.9) 
into the body force equilibrium Equation (5.5) gives: 
( )T 0− − =Th chδ cε f  (5.15) 
Applying the MWR to Equation (5.15) gives: 
( )T 0d dΩ − Ω − Ω∫ ∫Twh chδ cε wf  (5.16) 
Integrating the first term of Equation (5.16) by parts introduces the surface integration 
( ) ( )T TT T 0d d dΩ Ω Γ ΩΩ − Ω − Γ − Ω =∫ ∫ ∫ ∫Thw chδ hw cε wnchδ wf  (5.17) 
According to the Galerkin method, w is chosen as ΦT. Substituting this quantities and 
Equations (5.8) and (5.14) into Equation (5.17) gives: 
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T T T T 0d d d dΩ Ω Γ ΩΩ − Ω − Γ − Ω =∫ ∫ ∫ ∫Tg cgδ g cε Φ P Φ f  (5.18) 
or 




where the element stiffness matrix is: 
T dΩ= ∫K g cg  (5.20a) 
The element force vector consists of the element thermal, surface and body force 
vectors 
T dΩ= Ω∫T TF g cε ,  , (5.20b) T dΓ= Γ∫PF Φ P T dΩ= ∫fF Φ f
Equation (5.19) expresses the equilibrium equations for a single element. There is no 
external force acting on the part inside the injection mould. Since the part is assumed 
elastic, the mechanical stresses caused by the mould holding pressure will disappear 
after the part is ejected. Therefore, in the analysis of thermally induced residual 
stresses, FP and Ff equal to zero. Since the linear, 4-node, tetrahedral element is used, 
the necessary integration for K and FT can be obtained easily using Equation (4.13). 
5.4 ASSEMBLING SYSTEM EQUATIONS 
The system equations have the same form as the element equations except that they are 
expanded in dimension to include all the nodes. Hence, when the discretised domain 
Ωp has Mt nodes, the dimensions of system element stiffness matrix K, the vectors of 
nodal displacement components δ and resultant nodal forces F are 3Mt×3Mt, 3Mt×1 
and 3Mt×1 respectively. The assembly of system equations and the insertion of the 
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displacement boundary conditions can be obtained using the method described in 
Section 4.5. 
5.5 SOLVING THE SYSTEM EQUATIONS 
For the steady-state problem, once the system equations are solved for the nodal 
displacements, the stresses at any point in any of the elements can be calculated using 
the basic relations between stress and strain, and strain and displacement. For the 
transient problem, iterative solutions are necessary to calculate the thermal stress 
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CHAPTER 6 MILLED GROOVE METHODS 
The milled groove method has been successfully used in practice. The ‘U’-shape 
Milled Groove (UMG) and Milled Groove Insert (MGI) methods are modified milled 
groove methods that are proposed in this research. In this chapter, the popular cooling 
methods are introduced, followed by the descriptions of the UMG and MGI methods. 
The technique for auto-design of UMG and MGI is proposed in the next section. The 
pros and cons of UMG/MGI are discussed in the last section. 








Figure 6.1. The SDCC, the baffle and the bubbler 
Several cooling methods have been used in the mould industry. Most of them relate to 
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core cooling which is normally more difficult than cavity cooling. Figure 6.1 shows 
the scheme of the most frequently used methods. 
SDCC is the most popular method because of its simple and inexpensive nature. The 
cooling channels are machined using drilling or boring. They have a straight flow path 
and a circular cross-section. The cooling arrangement is preferably parallel, that is, 
each channel inside the mould parts is supplied from a common coolant supply 
channel and empties into a common return channel. Serial cooling layout, where 
several cooling channels are connected and share one inlet and outlet, can be applied 
only for a small mould. The mould has a lot of holes or recesses to accommodate 
ejector pins, guide pillars, sprue bush, insert, etc. As a result, the layout of a circuit is 
often constrained by the fact that channels must not be drilled too close to any other 
channels or holes, horizontally or vertically, in the same mould part. 
Baffle is a popular method for the cooling of cores with highly convex geometry. 
Holes are bored to the rear face of the core. The lower end of each bored hole is 
plugged. The bored holes are interconnected by a hole drilled from a side face. To 
ensure that the coolant flows into each hole, baffles are fitted in each hole. To achieve 
more efficient cooling, twisted baffles are applied in practice. 
Bubbler is another popular method used in the core cooling. Similar to the baffle 
method, holes are bored to the rear face of the core. Instead of flowing from one side 
to the other, the incoming coolant passes through a tube in the centre of the hole and 
returns to the outlet through the passage in between the tube and the hole. To be more 
efficient, the tube is replaced by a cylindrical helix with a hole in the centre. The 
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Other cooling methods [Menges 1993] are omitted because most of them are specially 
designed for the cores that are not practical to provide cooling by conventional 
coolants and using cross-drilled passages or bubblers. 





Figure 6.2. The milled groove method for large flat parts 
The milled groove method has been used for cooling large flat parts and precision 
gears. This method basically consists of a channel machined into the rear face of the 
core insert in the form of spiral, circular or rectangular grooves. Concentric cooling 
circuits, the simplest one, can be turned with milled crossover channels and inserted 
baffles to direct the flow. The spiral or spiral-like pattern can be single, or double like 
the one shown in Figure 6.2. The inlet can be located near to the injection point or the 
gates, where the hottest point in the mould is. The inlet and outlet holes are machined 
into the bolster. All grooves are encompassed by the O-ring to prevent leakage of the 
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coolant fluid. Separate O-rings are needed for each pushpin hole or screw hole. 
6.2.1 The UMG Method 
To achieve better cooling effect of conformal channels, the modified milled groove 
method, the UMG method, was proposed for cooling medium to large products with 
free-formed surfaces in this research. This method is, to some extent, similar to the RP 
method. Milled grooves can also be designed to be conformal to the mould cavity. To 
maintain a constant distance between the MIS and the milled grooves for the free-
formed core and cavity surfaces, the depth of the grooves should change from point to 
point, following the shape of the cavity. This is a method of 2.5-D cooling approach. 
In the Z direction, any hot point can be reached quite easily. In the X-Y plane (mould 
parting plane), milled grooves can pass freely through wherever cooling is needed. The 
inlet can be placed near to the injection point or the gates. The largest temperature 
difference between the mould and the coolant is at the hottest point. The patterns of the 
milled grooves can be designed freely to avoid interfering with the ejection system, 
while at the same time, can be made more generous such that the coolant passage from 
inlet to outlet follows the temperature gradient of the core and cavity. Separated milled 
grooves, when necessary, can also be applied to avoid interfering. The temperature of 
the coolant increases as it flows through the grooves, while the polymer melt has 
cooled down to some degree depending on the length of its flow. Thus, the temperature 
difference between the melt and the coolant ∆Tpc is quite even. This results in a rather 
uniform cooling. Because of this feature, the allowed value for the temperature 
difference of coolant between inlet and outlet ∆Tc could be higher, though it is better to 
be kept within 5°C. 
The coolant flow in the UMG is more complex than that in the SDCC. The following 
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five factors would cause the coolant to suffer more pressure loss in UMG than in 
SDCC: 
1 A sudden expansion in the inlet, 
2 The various cross-sectional areas throughout the grooves, 
3 A sudden contraction in the outlet, 
4 Longer cooling passage as compared to SDCC, 
5 More directional changes of grooves. 
 
Figure 6.3. Sealing method for the UMG method 
Although all these pressure losses are minor losses which do not increase the working 
pressure, the power of the pump may still need to be increased to provide a higher flow 
rate of the coolant. If UMG can be sealed into internal cooling passages, the coolant 
flow would be more constant and the cooling effect would be better. The required flow 
rate of the coolant also decreases. Figure 6.3 shows the method of sealing (screw 
tightening and O-rings are omitted). For grooves that are not too deep to be milled, 
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inserts with the same patterns as the UMG can be cut using the Electrical Discharge 
Machining (EDM) wire-cut machine. The spaces between the ends of inserts and the 
grooves are the inlets and outlets. The bottom surfaces of inserts should be offset from 
the MIS so that the cross-sectional areas of the passages formed by the inserts and the 
grooves are constant. 
6.2.2 The MGI Method 
For grooves that may be too deep to be machined, the MGI method, as shown in 
Figure 6.4 (screw tightening and O-rings are omitted), can be applied. Pockets can be 
milled into the rear surfaces of the mould parts. The cavity part, as viewed from the 
opposite side to the cavity impression, has an embossed profile (concave profile in the 
core case) which is offset from the cavity impression with constant distance. Grooved 
patterns are milled onto the profile of the mould parts. The cross-section of milled 
grooves depends on the shape of the milling tool used. A rectangular cross-section is 
more efficient in cooling because it has a bigger effective cooling surface area with the 
same cross-sectional area. This method is easier to be machined and thus save 
manufacturing time. 
The function of the insert part is to seal the milled grooves and support the mould part. 
Alternatively, the grooves can be machined on the insert part. However, it is 
recommended to machine the grooves on the mould parts for a better cooling effect. 
The insert part is not necessary to be a single part and can be merged into the bolsters. 
It is up to the mould-making shops to decide. All grooves are encompassed by the O-
ring to prevent leakage of the coolant. Separate O-rings are needed for each ejector 
pinhole or screw hole. Gaskets may also be used to seal the grooves. 
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Figure 6.4. The milled groove insert method 
6.3 AUTO-DESIGN OF THE UMG AND MGI METHODS 
Auto-design of the cooling system is a significant advantage for the cooling 
optimisation. Because of the characteristics of the UMG and MGI methods, auto-
design of cooling system with these methods is possible. 
Since the mould parts are rectangular, the pattern of the milled grooves can simply be 
rectangular with the inlet at the corresponding point of the injection point in the core 
and near the injection point in the cavity. Various rectangular patterns can be pre-
defined. The influence of part geometry on the pattern is not significant, though the 
pattern can be further adjusted accordingly for better cooling effect. The width of the 
milled groove also depends on the dimension of the mould parts. Although a wide 
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range of groove widths can be chosen without dramatically increasing the flow rate 
requirement of the coolant, it is better to use the main grooves of 10 to 20 mm. The 
milled groove surfaces are created by offsetting from the MIS, where the accuracy 
requirement of surface offset is low. Therefore, an approximate algorithm for 
offsetting multiple surfaces can be applied. 
The procedures of cooling design with the UMG and MGI methods are as follows: 
1 Decide the width of the milled groove lw, normally 10 ≤ lw ≤ 20; 
2 Choose the groove pattern according to the location of the injection point and the 
dimension of the mould parts; 
3 Set the distances between the near edges of the groove lg, lw ≤ lg ≤ 1.5lw 
4 Set the depth of the milled groove ld, 0.3 lw ≤ ld ≤ 0.4lw; 
5 Offset the MIS with constant distance lo, 0.7lw ≤ lo ≤ 1.5lw; 
6 Create the mould parts and inserts with the offset surfaces; 
7 Offset the MIS with constant distance lo ± ld, where the plus sign denotes the 
milled grooves machined on the inserts; 
8 Extrude the pattern curves along Z axis between the two offset surfaces created by 
steps 5 and 7 to create the milled groove solid; 
9 Subtract the milled groove solid from either the mould parts or the inserts. 
In the case of the auto-creation of the cooling system for the cooling optimisation, Step 
6 can be omitted. Based on these rules, it is possible to use CAD software to develop 
the functions of creating an initial cooling design automatically. Because of its 
flexibility such as easy rerouting and diverging, the auto-created cooling design can be 
modified to avoid the ejection system and other systems without any difficulties. 
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6.4 DISCUSSIONS ON THE UMG AND MGI METHODS 
To investigate the pros and cons of the UMG and MGI methods, comparisons with 
other available methods, especially with the RP methods and the SDCC, are necessary. 
6.4.1 Comparison between the UMG/MGI and the RP Methods 
The difficulty of fabricating conformal cooling channels to improve productivity and 
part quality is one of the reasons why researchers have resorted to RP techniques in 
mould-making. However, RP equipment is more expensive than traditional machines 
and the cost of a single process can be much higher than traditional Computer 
Numerical Control (CNC) and EDM machining. Although the UMG and MGI 
methods cannot fabricate the real 3-D conformal cooling channels due to the 
machining constraint, these 2.5-D approaches share the advantages of efficient and 
balanced cooling with the RP method. Different from the RP method, they are based 
on the traditional mould-making concept. The UMG and MGI can be machined using 
CNC machines before core and cavity material has been hardened. Therefore, no 
special equipment is needed. 
6.4.2 Comparison between the UMG/MGI and the SDCC Methods 
The need to drill SDCC and avoid other systems, such as sliders, ejector pins and 
lifters, limits the size and number of cooling systems, their proximity to the mould 
cavity, and their abilities of heat removal. Besides, the ratio of length to diameter of 
the holes is usually large. The diameters of SDCC should preferably be at least 8 mm 
for easy drilling. The bigger the diameter, the easier is the drilling operation but a 
higher flow rate of coolant is required and fewer channels can be applied and routing 
the SDCC is further difficult. 
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With the UMG and MGI methods, the need to drill deep holes is eliminated. Besides, 
the maintenance and modification of the cooling system are much easier. Because the 
UMG and MGI methods are flexible, the cooling design is simplified. The width of 
milled grooves can be smaller (down to 4 mm). A passage can be diverged into narrow 
paths, normally two, and converged again or can be broken into several separate 
passages, making it more flexible for avoiding the ejecting system or other structures. 
Moreover, the depth of the grooves can also be shallower to decrease the cross-
sectional area and consequently decrease the coolant flow required while maintaining 
high Reynolds number and high heat transfer coefficient. The saving in coolant flow 
rate is considerable. Comparing a rectangular cross-section of 4×10 mm and a circular 
cross-section of φ10 mm: Reynolds number of 10,000 can be achieved by a channel of 
4×10 mm with flow rate of only 2.16 l/min, but 3.78 l/min is needed for a channel of 
φ10 mm. Up to 7.80 l/min is required for a channel of φ10 mm to obtain the same heat 
transfer coefficient as a channel of 4×10 mm can do with 2.16 l/min. 
The mould parts with SDCC may need to be thicker than that with the UMG/MGI to 
accommodate the channels. However, the mould parts with the UMG/MGI normally 
must be larger (dimensions along X and Y direction) than that with the SDCC to 
accommodate the milled grooves. 
6.4.3 Pros and Cons of the UMG and MGI Methods 
The mould with the UMG/MGI costs more because it takes longer manufacturing time 
and requires extra assembly between the mould part and the insert to ensure good 
sealing. However, the milled groove method has been successfully used in practice and 
produced high-quality and distortion-free parts [Menges 1993]. Therefore, the 
potential applications of this method are the moulds which the product quality or the 
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productivity is critical instead. They can also be applied locally, i.e., be applied as an 
auxiliary for the free-formed surfaces. 
With the increasing application of High Speed Machining (HSM) in the mould-making 
industry, EDM has become an auxiliary process for machining corners or other 
intricate geometries that are difficult for HSM. The extra machining arisen from the 
UMG and MGI methods can be designed to fit CNC machining without the use of 
EDM. The extra CAD modelling and CAM of the offset surfaces and grooves are 
neither difficult nor time consuming. Due to the much higher speeds of HSM, it is 
possible to apply the UMG and MGI methods without increasing the lead-time 
considerably. 
In general, the advantages of the UMG and MGI methods are as follows: 
1 Efficient and balanced cooling effect, 
2 Wide range of the milled groove widths, 
3 Applicability to the medium to large parts, 
4 Ease and flexibility of design, 
5 Higher possibility of auto-design, 
6 Considerable saving of coolant flow rate, 
7 Elimination of drilling deep holes, 
8 Ease of maintaining the cooling system. 
Issues, such as the cost, the machining of mould parts, the assembly between mould 
parts and their insert parts, and the coolant sealing, can be further investigated and 
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CHAPTER 7 AUTO-DESIGN AND OPTIMISATION 
In this research, a method for the optimisation of cooling system based on the 
application of UMG and MGI methods and their auto-design is proposed. The auto-
design of UMG and MGI relates to the algorithm of surface offset. Surface offsets 
have been developed and widely used. However, most existing algorithms do not 
ensure non-self-intersections which are common in surface offsetting. In this chapter, 
Non-Uniform Rational B-Spline (NURBS) and Geometric fundamentals are 
introduced first. Then, the curvature/maximum curvature properties of NURBS curve 
and surface are discussed. Based on these properties, a curve/surface modification 
method is developed to eliminate the local self-intersections of offset curve/surface. 
Subsequently, the auto-design of a cooling system with UGM and MGI method is 
proposed. Finally, cooling optimisation using Genetic Algorithm (GA) is discussed. 
7.1 NURBS AND GEOMETRIC FUNDAMENTALS 
Many of the computer-generated solid models are modelled with free-form surfaces 
which are represented by parametric entities like Bezier, B-Splines and NURBS. 
7.1.1 Definition and Properties of NURBS 
It is assumed that all the curves/surfaces are described in NURBS form. The detailed 
mathematical description of the NURBS can be found in literature [Piegl 1997]. Given 
a NURBS curve C(u) of degree p, 
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C  (7.1) 
or a NURBS surface S(u,v) of degree p, in the u-direction and degree q, in the v-
direction, 
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where ω is the weight, P is the Control Point (CP), Ni,p is the ith B-spline basis 
function of p-degree defined by recurrent formulation: 
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The knot vectors u and v consist of non-decreasing sequence of real numbers, i.e., ui ≤ 
ui+1, i = 0, …, n–1. The ui are called knots. When ui = ui+r–1, ui–1 < ui and ui+r–1 < ui+r, 
the knot value u = ui has multiplicity of r. 
The rational basis functions Ri,p and Ri,p;j,q are defined as: 
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Therefore,  if u is outside the interval [ , . Rewriting Equations (7.1) 
and (7.2) gives: 
( ), 0i pR u = 1)i iu u +
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From Equations (7.7) and (7.8), the rational basis functions can be treated as actual 
weights of CP to the curve/surface. 
According to the properties of NURBS, following properties hold [Piegl 1997]: 
1  and  if u is outside the interval [ , ; ( ), 0i pN u = ( ), 0i pR u = 1)i iu u +











( ) [ ], ,u v a b∈ ×










3  is infinitely differentiable in the interior of a knot span where it is a 
rational function with nonzero denominator and p – r times continuously 
differentiable at a knot of multiplicity r.  is infinitely differentiable in 
the interior of the rectangles formed by the u and v knot lines where it is a rational 
function with nonzero denominator and p – r/q – r times continuously 
( ),i pR u
(, ; , ,i p j qR u
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differentiable with respect to u/v at a u/v knot of multiplicity r. 
4 C(u) is infinitely differentiable in the interior of knot spans and is p – r times 
differentiable at a knot of multiplicity r. S(u,v) is infinitely differentiable in the 
interior of the rectangles formed by the u and v knot lines and p – r/q – r times 
continuously differentiable with respect to u/v at a u/v knot of multiplicity r. 
As the curvature is concerned, it is also assumed hereinafter that the curve/surface has 
at least C2 continuity. 
7.1.2 Definitions of Geometric Properties 
Omitting parameter u, and (u,v) in the following for convenience, the unit tangent, 










,  (7.9) = ×n b t
where Cu and Cuu are the first and second derivatives of the curve with respect to u 
respectively. The normal and unit normal vectors of a surface, N and n, are given by: 
u v= ×N S S , = Nn N   (7.10) 
where Su and Sv are the partial derivatives in the direction of u and v, respectively. 
The sign convention of curvature of planar curve or the normal curvature of surface 
adopted is that the normal vector is on the same side of the centre of curvature. The 




κ ×= C C
C
 (7.11) 
The Gaussian curvature K and mean curvature H of surface are defined as: 
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κ κ + −= + = −  (7.12) 
where E, F, G and L, M, N are the magnitudes of the first and second fundamental 
forms, respectively: 
2
uE = S , ,  (7.13) u vF = ⋅S S 2vG = S
uuL = ⋅S n , ,  (7.14) uvM = ⋅S n vvN = ⋅S n
The maximum and minimum curvature κmax and κmin can be calculated from H and K: 
2




When H2 = K at a surface point, κmax = κmin = H and the point is an umbilical point. 
Spheres and planes are the only surfaces all of whose points are umbilics [Maekawa 
2001]. The number of umbilics on a surface is often finite and they are isolated 
[Maekawa 2001]. 
Offset curves/surfaces are defined as the loci of the points which are at constant 
distance along the normal from the progenitor curves/surfaces. Parametrically, the 
offset curve/surface can be written as: 
( ) ( ) ( )signo u u d= + ⋅C C n  (7.16a) 
( ) ( ) (, , sign ,o u v u v d u v= + ⋅S S n  (7.16b) 





where d is the offset distance. The signed curvature/maximum curvature is defined 
such that its absolute value is given by Equations (7.11)/(7.15) with the sign given in 
Equation (7.17). Hereinafter, the curvature/maximum curvature refers to the signed 
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7.1.3 Derivatives of Offset Curve/Surface 
The first and second derivatives of the offset curve, C  and , are computed as 





( )1 signou udκ= + ⋅C C   (7.18) ( )1 sign signouu uu u udκ= + ⋅ + ⋅C C dκ C
and the derivative of the curvature is obtained as: 
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The derivatives of the offset surface are computed using: 
o
uu uu uud= +S S n    (7.20) ouv uv uvd= +S S n ovv vv vvd= +S S n
where ,  and  denote the derivatives of the unit surface 
normal and are given by [Farouki 1986]: 
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7.2 CURVATURE PROPERTIES OF NURBS CURVES AND SURFACES 
Surface offset in 3-D modelling software often fails or leads to unacceptable results 
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when there are any self-intersections. Offset curve/surface may self-intersect locally 
when the absolute value of the offset distance exceeds the minimum radius of 
curvature in the concave regions1 [Maekawa 2001]. Namely, local self-intersections 
are caused by large signed curve curvature or maximum principal curvatures of surface 
that κ/κmax >1/d, where the sign of curvature is defined as positive when the offset 
direction is same as curve/surface normal vector. Hereinafter, curvature/maximum 
curvature refers the signed one. Isolated points and cusps occur when κ or κmax/κmin 
equal to 1/d [Maekawa 2001]. The offset curve/surface is locally self-intersections free 
when the κ/κmax at any curve/surface point is less than 1/d. Therefore, modifying 
curvature of a progenitor curve/surface can not only eliminate local self-intersection of 
offset curve/surface but can also apply smoothly tangent continuity in the self-
intersection regions. 
7.2.1 THEOREM 1 on Offsetting NURBS Curve 
Two theorems are derived for the modification algorithm of curve/surface offset. 
When a CP Pi is repositioned to and the norm of translation vector e is small enough, 
the variation of curvatures at curve point C(u
ˆ
iP
k), where uk ∈ (ui,ui+p+1), is proportional 
to e. The proportional factor associated with the curve point C(uk) is given by: 
3





κ⋅ − ⋅= b Q C C e
C
 (7.22) 
where all the quantities are calculated at a certain curve point C(uk), Ru represents the 
first derivative of rational basis function Ri,p with respect to u at u = uk, e is the unit 
                                                 
1 The statement was given in the discussion of offset application in machining. The concave regions for 
machining is convex in this paper. 
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translation vector such that e , and Q is the vector given by 
. 
ˆ





( )uu u u uuR R= −Q C C
Proof: Denoting , and , and according to Equation (7.7): ˆ ( )X f e= ( )ˆ 0X =
( ) ( ) ( ),ˆ i pu u eR u= +C C  (7.23) 
Omitting (u) and subscript i,p for convenience, the first and second derivatives of the 
new curve with respect to e at the curve points are derived as: 
ˆ
u u ueR= +C C ,   (7.24) ˆ uu uu uueR= +C C









κ × × += = +
C C C C Q
C eC
3  (7.25) 
The first derivative of the curvature and its value at zero are: 
( ) ( )
3 5
3
ˆ u uu u u uu u u
u u u uu u u
e R e e
eR e eR
κ × + ⋅ × + + ⋅′ = −+ × + +
C C Q Q C C Q C e e
C e C C Q C e
R
 (7.26) 




κκ ⋅ − ⋅′= = b Q C C e
C
 (7.27)  
where b is the binormal vector. When e is determined, ck is a constant for any curve 
points C(uk), where i < k < i+p+1. Applying MacLaurin series, 
( ) ( ) ( )ˆ ˆ ˆ0 ke eκ κ κ κ− = − ≈ c e  (7.28) 
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7.2.2 THEOREM 2 on Offsetting NURBS Surface 
When a CP Pi,j is repositioned to P and the norm of translation vector e is small 




k,vl), where uk ∈ 
(ui,ui+p+1) and vl ∈ (vj,vj+q+1), is proportional to e. The proportional factor associated 




















( ) ( ) ( ), ; ,ˆ , , ,i p j qu v u v eR u v= +S S  (7.30) 
Omitting (u,v) and subscript i,p;j,q for convenience, 
ˆ
u u ueR= +S S ,   (7.31a) ˆ v v veR= +S S
ˆ
uu uu uueR= +S S , ,  (7.31b) ˆ uv uv uveR= +S S ˆ vv vv vveR= +S S
ˆ
u uR′ =S e ,   (7.31c) ˆ v vR′ =S
ˆ
uu uuR′ =S e , ,  (7.31d) ˆ uv uvR′ =S e ˆ vv vvR′ =S
( ) ( )
0




′′= = ⋅ =S S S e 2 ⋅  (7.32a) 
( ) ( )
0
ˆ ˆˆ 0 u v u v v u
e
F F R R
=
′′= = ⋅ = ⋅ +S S S e S e ⋅  (7.32b) 
( ) ( )
0




′′= = ⋅ =S S S e 2 ⋅  (7.32c) 
93 
 
Chapter 7. Auto-design and optimisation
 
 
From Equation (7.13), it can be derived that 
22EG F− = N  (7.33a) 
Denoting Q S , then ( )v u u vR R= − S ×e
ˆ ˆˆ
u v e= × = +N S S N Q , 
22ˆˆ ˆ ˆEG F− = N   (7.33b) 
( ) 0ˆ ˆ0 e=′ = ⋅ = ⋅N n Q n Q  (7.33c) 
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When e is determined, ck is a constant for any surface points. Applying MacLaurin 
series, 
( ) ( ) ( )max max max maxˆ ˆ ˆ0 ke eκ κ κ κ− = − ≈  (7.36) 
7.3 MODIFICATION FOR NON-SELF-INTERSECTING OFFSET 
In this research, the local self-intersection of offsetting is concerned. The developed 
algorithm is to decrease κ/κmax by repositioning control points iteratively till the 
curvature requirement or its equivalent is satisfied. Only the regions where κ/κmax > 
1/d and their neighbouring regions, which will also lead to local self-intersections, will 
be changed. Most of the regions where κ/κmax < 1/d remain unchanged. 
For offsetting without local self-intersection, the curvature requirement is given by: 
 or . It is equivalent to: 
 or . The modifying approach consists of two main parts: 
methodology to examine whether the curvature requirement is satisfied and algorithm 
to decrease the κ/κ
[ ] ( ), : 1/u a b u dκ∀ ∈ <
( )max 1/ dκ < ( )max maκ
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7.3.1 Examining the Curvature 
Farouki [Farouki 1986] suggested using both univariate and bivariate Newton-
Raphson iteration to find the extremum κ/κmax. For a bivariate function κmax(u,v), the 
maximum value can be found among three sets: (1) the set of corner values; (2) the set 
of border extrema; and (3) the set of surface extrema. Maekawa and Patrikalakis 
[Maekawa 2001] proposed Interval Projected Polyhedron (IPP) algorithm which is 
able to solve non-linear polynomial system robustly. They also applied IPP in finding 
extremum κ/κmax. Theorems developed by Filip et al. [Filip 1986] can also be used to 
ensure the curvature requirement. Their theorems are restated in as follows: 
Theorem 3. Let  be any C( ) :[ , ] nt a b → ℜf 2 curve and let l(t) be the linearly 
parametrized line segment with l(a) = f(a) and l(b) = f(b). Then 
( ) ( ) ( ) ( )21sup sup
8a t b a t b
t t b a t
≤ ≤ ≤ ≤
′′− ≤ −f l f  
Theorem 4. Let  be a right triangle with vertices (A, B, C) of the form 
 and . Let  be any C
2T ⊂ ℜ
C A= +( 1,0B A l= + ) )( 20, l ( ) 3, :u v T → \f 2 surface, and let 
l(u,v) be the linearly parametrized triangle with l(A) = f(A), l(B) = f(B), and l(C) = 
f(C). Then 
( ) ( ) ( )22 21 1 1 2 2 2 3
( , )
1sup , , 2
8u v T
u v u v l M l l M l M
∈




















= f v  
Therefore, a certain number of a curve/surface points is sufficiently accurate to define 
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Assuming that the curvature/maximum curvature is nonzero everywhere, then κ(u)/ 
κmax(u,v) is infinitely differentiable in the interior of knot span. The bound of second 
derivative(s) of curvature/maximum curvature can be used to ensure κ(u) < 1/d or 
κmax(u,v) < 1/d everywhere. Let: 
( ) ( )1MAX ,i iu uκ κ κ + =   , where u  1i iu +≠








=γ κ  




lκ∆ = γ  (7.38) 
Then, according to Theorem 3, ∀ ∈ . [ ] ( )1, : 1/i iu u u u dκ+ <
Analogously, let T be the right triangle with vertices (A, B, C), where A = (ui,vj), B = 
(ui+1,vj), C = (ui,vj+1), u  and . And let: 1i iu +≠ 1j jv v +≠
( ) ( ) ( )max max maxMAX , ,A B Cκ κ κ κ =   , 
1 1i il u u+= − , , 2 1j jl v v+= − ( )1 ,sup uuu v T∈=γ κ , ( )2 ,sup uvu v T∈=γ κ , ( )3 ,sup vvu v T∈=γ κ  
1/ dκ κ∆ + <  (7.39) 
where ( 21 1 1 2 2 2 31 28 l l l lκ γ γ∆ = + + )2γ
/
 (7.40) 
Then, according to Theorem 4, . For practical application, 
T can be extended to the rectangle with vertices (A, B, D, C), where D = (u
( ) ( )max, : , 1u v T u v dκ∀ ∈ <
( ) ( )max max,C Dκ κ  
i+1,vj+1) and 
. ( ) ( )max maxMAX , ,A Bκ κ κ=
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To ensure that the curvature requirement is satisfied within a knot span lu or lu and lv, 
let: 
ˆ1/ 1/dκ∆ = − d ), where  (7.41) (ˆ / 1 od d δ= −
then Equations (7.37) and (7.39) can be rewritten as: 
ˆ1/ dκ <  (7.42) 
The maximum(s) of second derivative(s) of curvature/maximum curvature at points, 
which are sampled using Piegl and Tiller’s approach [Piegl 1999], is/are used for γ0 or 
γ1 γ2 and γ3. l0 can be calculated using Equation (7.38). Let ( ) , then l( )1 2h g l b a l− = −
0 ul≥ 1 ul l≥
1 
and l2 can be calculated using Equation (7.40). When l  or and , 
Equation (7.42) has already been satisfied, consequently, the curvature requirement is 
also satisfied. Otherwise, the curvature at points with interval(s) of l
2 vl l≥
0 or l1 and l2 need 
to be checked and decreased if necessary. 
7.3.2 Modifying Curvature of Knot Points 
The Knot Point (KP) is defined as the curve/surface point of which parametric value is 
equal to one of the knot values and is denoted as C(ui) or S(ui,vj). The number of KPs 
is not more than that of the knots because of the existent of multiple knots. According 
to the properties of NURBS, repositioning Pi will affect curve points within the range 
of (ui, ui+p+1). At most p discrete KPs, C(ui+1), C(ui+2), …, C(ui+p) are within this range 
when all knots have multiplicity 1. Analogously, repositioning Pi,j will affect surface 
points within the range of (ui, ui+p+1) and (vj, vj+q+1). At most pq discrete KPs, 
S(ui+1,vj+1), …, S(ui+p,vj+q) are within this range when all knots have multiplicity 1.  
The KP C(ui), where u = ui has multiplicity of r and ui = ui+r–1, can be moved by 
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repositioning anyone or any combinations of (p+r–1) CPs, Pi–p, Pi–p+1, …, Pi+r–2. 
Analogously, the KP S(ui,vj), where u = ui and v = vj have multiplicity of r and s 
respectively, ui = ui+r–1 and vj = vj+s–1, can be moved by repositioning anyone or any 
combinations of (p+r–1)(q+s–1) CPs, Pi–p,j–q, …, Pi+r–2,j+s–2. The translation vector to a 
CP is chosen in the normal direction of the KP to be modified. For the curve, C e  




c ⋅= b Q
C
 (7.43) 
For the surface, when e = n, n e  and . The Equation 
(7.29) can also be reduced. 
1⋅ = 0u v⋅ = ⋅ = ⋅ = ⋅ =S e S e n Q N Q
dˆ  is applied to enhance the efficiency of repositioning. When κ or κmax is negative, 
which means the curve/surface normal is in the opposite direction of offsetting, κ/κmax 
< 1/  is always satisfied. When κ or κdˆ max of a KP is larger than 1/ d , any of (p+r–1) 
or (p+r–1)(q+s–1) CPs can be repositioned to reduce the curvature/maximum 
curvature at the KP and the c
ˆ
k of every CP can be calculated using Equations (7.43) 
and (7.29). Note that ck = ∞ at umbilical points. If a umbilical point is the only surface 
point to be moved in its neighbouring region, ck at a non-umbilical point close to it can 
be calculated instead. Otherwise, it may become non-umbilical after its neighbouring 
points are moved, and therefore, can be skipped. If the calculated ck of a CP is negative, 
it means the translation vector for the CP is in the opposite direction of curve/surface 
normal. As the curve/surface point can only be moved in offsetting direction, all the 
CPs with negative ck should be discarded. The estimated repositioning distances of the 
rest t CPs are given by: 
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,  (7.44) 1, 2, ,i = " t
where Ri is the value of rational basis functions at the KP. The computed ei should be 
decreased if the linear relation is broken, i.e., 
( ) ( )ˆ i k iie c eκ κ− − > t ( ) ( )δ  or max maxˆ i k ie c eκ κ− − >i tδ  (7.45) 
where δt is a small value. In addition, a maximum value of ei should be applied to 
avoid over-repositioning, enlargement of modified regions and significant shape 
modification. The maximum value of ei can be predefined based on the minimum non-
zero distance from CPs to the curve/surface. Iterative repositioning is needed for the 
curvatures that are too large to be modified once. 
7.3.3 Knot Insertion 
The repositioning of a CP leads to deformation of curve/surface within an area 
depending on the number of knots. The greater the number of knots in the same 
curve/surface, the smaller the area will be affected. Moreover, because of the inherent 
properties of the NURBS curve/surface, the greater the number of knots in the same 
curve/surface, the closer is the control net of curve/surface to the curve/surface. 
Consequently, the required repositioning distance will be reduced. 
Points on the progenitor curve/surface to be checked are sampled using Piegl and 
Tiller’s approach [Piegl 1999]. Parametric values of these points can be inserted using 
knot insertion or knot refinement [Piegl 1997] without any modification to the 
curve/surface. As a result, the affected area and possible repositioning distance are 
reduced, and the curve/surface points can be checked and modified using the approach 
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described in section 7.3.2. 
 
Figure 7.1. The net of CPs of the progenitor surface 
Using Rhinoceros [Rhinoceros 2002], a NURBS modeling software for Windows, 
for graphic display, Figure 7.1 shows the control net of a non-rational bi-cubic free-
form NURBS surface with identical u and v knot vector { 0, 0, 0, 0, 1, 2, 2, 2, 2 }. The 
control areas of CPs P  is 0  and . Figure 7.2 shows the same surface 
after knot insertion with knot vector { 0, 0, 0, 0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8, 2, 
2, 2, 2 }. The control areas of CPs P  are reduced to 0  and . 
Obviously, the control net of surface in Figure 7.2 is closer to the surface than in 
Figure 7.1. 
2,2 2u≤ < 0 2v≤ <
2,2 0.6u≤ < 0 0.6v≤ <
101 
 




Figure 7.2. The net of CPs of the progenitor surface after knot insertion 
7.3.4 The Modification Algorithm 
The method consists of the following steps: 
1 Copy the progenitor curve/surface. 
2 Obtain the sample points based on second derivatives of the curve/surface. 
3 Compute the κ/κmax at the sample points. 
4 If the κ/κmax at every sample point is less than 1/d, skip to step 8. 
5 Otherwise, insert parametric value of all the sample points into the knot vector if 
they do not exist.  
6 For the sample points of which κ or κmax is larger than 1/ , calculate the required 
repositioning distance e
dˆ
i for every CP with positive ck that can move the KPs, 
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7 Repeat Step 6 till κ or κmax of all the sample points are less than 1/ . dˆ
8 Calculate γ0 and l0 or γ1, γ2, γ3, l1 and l2 portion by portion, check the curve/surface 
points according to l0 or l1 and l2, continue inserting knots and repositioning CPs 
till Equation (7.42) is satisfied at all of these points. 
For a reasonable and smooth curve/surface with high sample rate, normally the 
curvature requirement is fully satisfied when the κ/κmax at every sample point is less 
than 1/d or is partly satisfied in the unaffected regions. All the sampled points are 
checked at the first iteration. Subsequently, only the affected regions need to be 
checked. The points and regions which need to be repositioned tend to decrease. After 
modifying, Piegl and Tiller’s approach [Piegl 1999] can be applied to offset the 
curve/surface, and the offset curve/surface is locally self-intersection free. 
7.4 EXAMPLE OF OFFSETTING SINGLE CURVE AND SURFACE 
Figure 7.3 shows the CPs of the progenitor curve and the modified curve for offset 
distance 20 and tolerance 0.01. Due to larger curvatures in the middle, CPs P P  
were repositioned. The curvature comparison between the progenitor and modified 
curve is shown in Figure 7.4. Figure 7.5 shows the minimum radius (the reciprocal of 
maximum curvature) distribution of the progenitor surface. It can be seen, from Figure 
7.1, that the control net is convex, especially at P
8 1∼ 5
2,2. As a result, there are large 
maximum curvatures in the central and in the middle of the edges. Given the offset 
distance as 15, Figure 7.6 shows the minimum radius distribution of the modified 
surface. Note that same radius range is applied for comparison. The largest maximum 
curvature is reduced from 0.1472 to 0.066. Figure 7.7 shows the meshes of the 
progenitor and the modified surface. 29 points of which maximum curvatures are 
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larger were found in step 1. Except at the region enclosed these points, the two 
surfaces are coincident. The modification is completed after 17 iterations of 
repositioning. Figures 7.8 and 7.9 show the offset surfaces of the progenitor and 
modified surface, respectively. 
 
Figure 7.3. The CP net of the progenitor and modified curve 
 
Figure 7.4. The curvature comparison between the progenitor and modified curves 
The advantage of this method is higher efficiency because much fewer points in total 
are involved in the computation. If the curve/surface is to be offset by several times, 
considerable extra computational time can be saved because only one modification 
with the largest offset distance is required. 
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Figure 7.5. Minimum radius distribution of the progenitor surface 
 
Figure 7.6. Minimum radius distribution after modification 
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Figure 7.7. The meshes comparison between the progenitor and modified surfaces 
With Ravi Kumar’s approach, after removing all the self-intersections in a poly-line, 
additional points on the poly-line equal to the difference in number between old and 
new points need to be generated on the new poly-line by ensuring equal spacing 
between sample points as far as possible [Ravi Kumar 2002]. The sampled points are 
inevitably denser within a local area where both poly-lines along both u and v-
directions are self-intersecting. Dense sampled points within a small area can lead to 
interpolating difficulty and result in unwanted offset surfaces which some may still be 
self-intersecting. In this case, better results can be achieved with this method. 
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Figure 7.8. Offset surface of the original surface 
 
Figure 7.9. Offset surface of the modified surface 
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7.5 MULTIPLE SURFACES OFFSET 
The offset of multiple surfaces is essential for the auto-design and auto-creation of 
UMG and MGI cooling system. The industrial parts normally consist of lots of 
surfaces, especially the complex ones. Some of surfaces may be trimmed surfaces 
which consist of an underlying surfaces and set of trimming loops. To offset the MIS 
without any self-intersection, the following procedure can be manually done before the 
auto-design of UMG and MGI: 
1 Decide the maximum offsetting distance dmax, and eliminate small dimension 
geometries. 
2 Check the κmax of all the untrimmed surfaces and the underlying surfaces of 
trimmed surfaces, and discard surfaces of which κmax > 1/dmax everywhere, such as 
the fillet surfaces of which radii are smaller than dmax. 
3 Modify the remaining surfaces with the approach presented in section 7.3. 
4 For the edges where surfaces join each other with only G1 continuity or the gaps 
resulted from the surface discarding or modification, apply fillet of which κmax < 
1/dmax. 
After these procedures are done, the MIS are ready for offsetting without local self-
intersection. Ravi Kumar’s approach for offsetting trimmed NURBS surface [Ravi 
Kumar 2003a] can be applied. 
The offset curve/surface may self-intersect globally when the distance between two 
distinct points on the curve/surface reaches a local minimum [Maekawa 2001]. Other 
methods given in literature [Maekawa 2001] or Ravi Kumar’s approach can be applied 
to eliminate the global self-intersections. 
108 
 
Chapter 7. Auto-design and optimisation
 
 
7.6 COOLING OPTIMISATION 
The cooling analysis can be either qualitative or quantitative. One of the objectives of 
cooling analysis is the optimisation of cooling design. For the cooling optimisation, a 
large number of iterative analysis runs must be made. Therefore, the analysis must be 
able to evaluate the cooling designs in a short time. The fast qualitative cooling 
analysis can be achieved using coarser mesh and larger time steps. 
For the optimisation of the UMG and MGI cooling system, the design variable vector 
can be chosen as l = { lw, lg, ld, lo }. Assuming same groove pattern, a given vector l 
corresponds to a cooling design which can be automatically created by applying the 
procedures discussed in Section 6.3. The objective function must include the 
evaluations of a cooling design on both productivity and quality aspects. Although it is 
not able to estimate the cycle time accurately, the qualitative cooling analysis can 
evaluate temperature distributions of different cooling designs at the approximate end 
of the cycle. Therefore, the estimated cycle time tc calculated using equation (3.25) is 
applied. The objective function considering temperature distribution of parts at the 
time t = tc is given by: 
( ) ( ) ( )max 11 2 1 2
1 2
n







= + = +
∑
l  (7.46) 
where (Tp)max and pT  are the maximum and average nodal temperatures of the part 
respectively, n is the total number of nodes of the part, F1 represents the length of 
cycle time by the maximum nodal temperature, F2 represents the uniformity of 
temperature distribution. λ1 and λ2 are the constants to ensure F1 ≤ ω1 and F2 ≤ ω2 
respectively, and ω1 and ω2 are the weight factors of productivity and part quality. 
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Alternatively, the objective function considering temperature distribution on MIS at 
time t = tc is given by: 
( ) ( )
( )
max 1











= + = +
∑
l  (7.47) 
The formula simplifies the calculation and is accurate enough. The optimisation is then 
to find Fmin. Different assigned values of weights represent different expected 
productivity and part quality and lead to different optimisation results. 
The implementation of Genetic Algorithm in the cooling optimisation is shown in 
Figure 7.10. The chromosome is the vector l. The minimum constraints for the design 
variables are: ld, lg, lo, lw > 0, lo + ld ≥ 5 mm (or lo – ld ≥ 5 mm), lg ≥ 5 mm. For 
practical reasons, the suggested ranges for the design variable can be applied with the 
increment of 0.5 mm except lw which is better to be an integer. The generation of 
random initial population is iterative and shown in Figure 7.11. Note that some 
combinations of design variables are not practical and should be discarded. Since Fmin 
is unknown, the end condition can be a combination of the maximum iteration number 
Imax and the expected value of Fexp. The time consumption of optimisation depends on 
the population size, Imax and Fexp. Modifications are needed to avoid the optimal 
cooling design from interfering with other systems. The quantitative cooling analysis 
can be run on the final cooling design to simulate the cooling process and accurately 
predict the cycle time. 
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Define population size, crossover and mutation
rate, expected value of Fexp and maximum
iteration number Imax
Generate random initial population
Evaluate the F(l i)
Calculate fitness function values
Rank population by fitness
Select two parents
Crossover
Apply mutation and ensure practical
Calculate fitness of child
Add child to the population
Delete least fit members
Fexp or Imax reached?




Figure 7.10. Implementation of GA in cooling optimisation 
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Set the design variables from their ranges
randomly, discard unpractical ones and form the
vector l
Create the cooling design and
mesh the domain automatically
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CHAPTER 8 CASE STUDIES 
The theories of FEM in heat transfer and thermal stress analyses as well as the UMG 
and MGI cooling system have been studied in the previous chapters. The 
implementation of analyses on the milled groove cooling system are presented in this 
chapter. Comparisons between the UMG/MGI and the SDCC are made. The cooling of 
a mould with hot runner system is also simulated. To model the mould for simulations, 
the following assumptions are made: 
1 The density, specific heat and heat conductivity are independent of temperature 
and assumed to be constant. 
2 The gap resistance between the mould and the part interfaces was ignored and a 
perfect thermal contact between the two systems was assumed. 
3 The exterior surfaces of the mould are adiabatic and thus the natural convection 
between ambient air and the exterior mould surface are ignored. 
4 Since the coolant temperature difference between inlet and outlet is small, the 
forced convection between the coolant and the channel surfaces is further 
simplified, throughout the cycle, as heat transfer to a sink of constant temperature 
of coolant with heat transfer coefficient calculated using Equation (3.16). 
The initial condition was such that the mould temperature is equal to the coolant 
temperature. Then, the mould temperature distribution at the end of the previous cycle 
is used as the initial condition for the new cooling cycle.  
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8.1 COOLING ANALYSIS AND COMPARISON 
This analysis was to compare the cooling efficiency of SDCC and UMG methods 
using the COSMOS/DESIGNSTAR suite of general-purpose, non-linear FEA software. 
Only the cores and cavities were studied. The effects of heat transfer during filling and 
packing stages were assumed the same as that during the cooling stage, because filling 
and packing times are normally very small compared to cooling time [Tang 1996a]. 
Boundary condition is the heat input from plastic part to mould that is approximated by 
a cyclic and linear decreasing heat flux load within each cycle, from twice of average 
heat flux at the beginning of the cycle to zero at the end of the cycle. 
8.1.1 Moulding Conditions 
Since UMG method is proposed for medium to large and complex moulded parts, 
especially for parts with free-formed surfaces, a mouse cover as shown in Figure 8.1 
was studied. The cavity and core designs with SDCC and UMG cooling systems are 
shown in Figures 8.2 – 8.5. It can be observed from Figures 8.2 and 8.3 that it is 
difficult for the SDCC to cool the parts of geometry with large ∆Z. The ∆Z of cavity in 
this case study is up to 24.12 mm. Apparently, it is difficult for the SDCC to remove 
heat from the surfaces far from them. Even Surface 1 cannot be cooled down 
uniformly because of its free-formed shape. 
Hereafter, in the expression Core_A or Cavity_A, A is the type of cooling method, S 
represents SDCC, G represents UMG or MGI. Note that the depth of the UMG 
changes according to the shape of MIS of Core_G and Cavity_G. Two baffles are 
applied on the central cooling lines for Core_S and Cavity_S. The diameter of the 
SDCC is 10 mm, and the distance between the CL of channels is 30 mm. The width of 
UMG is 6 mm and the depth is no more than 30 mm. The distance between CL of 
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grooves is 20 mm. The distance between milled grooves and the MIS is 10 mm. The 
part properties, material properties and manufacturing conditions are listed in Tables 
8.1 – 8.3 respectively. 
 
Figure 8.1. Mouse cover used in the case study 
 
Figure 8.2. Sectional view of the core of a mouse cover with SDCC 
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Figure 8.3. Sectional view of the cavity of a mouse cover with SDCC 
 
Figure 8.4. The core of a mouse cover with UMG 
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Figure 8.5. The cavity of a mouse cover with UMG 
Table 8.1. Plastic part properties 
Dimension (mm) Thickness (mm) Volume (mm3) Surface area (mm2) 
65×110×30.5 3 19,367 17,532 









Steel 7,800 460 36.5 - 
Plastic (ABS) 1,050 2,000 0.25 - 
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Table 8.3. Moulding condition of the part 
Conditions Value Unit 
Injection Temperature 270 °C 
Ejection Temperature 60 °C 
Mould Temperature 50 °C 
Coolant Temperature 30 °C 
Cooling time 22 s 
Heat need to be removed per cycle 7,727 J 
Average Heat Flux 31,481 W/m2 
Coolant Flow Rate 3 l/min 
Reynolds Number 7,948 (SDCC) / 6,028 (UMG) - 
Heat Transfer Coefficient 3,669 (SDCC) / 3,306 (UMG) W/m2K 
 
As can be seen from Table 8.3, SDCC can achieve higher Reynolds Number and heat 
transfer coefficient than UMG for the same coolant flow rate. It is because the cross-
sectional areas of the UMG are changing from point to point. The Reynolds Number 
and heat transfer coefficient in the Table 8.3 are the averaged values. The average 
cross-sectional area of UMG is larger than SDCC. Larger cross-sectional area results 
in lower coolant velocity for the same coolant flow rate. As the actual diameter of 
UMG does not increase as fast as the cross-sectional area, the Reynolds Number and 
heat transfer coefficient of UMG are lower. 
Although Cavity_S and Core_S are symmetrical, the entire parts were used in the 
analysis for comparing with Cavity_G and Core_G. The 3D tetrahedral meshes are 
automatically created. The global element size is 5 mm. 
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8.1.2 Temperature Distributions 
  
Figure 8.6. Temperature distribution of Cavity_S at the maximum point 
  
Figure 8.7. Temperature distribution of Cavity_G at the maximum point 
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Figure 8.8. Temperature distribution of Core_S at the maximum point 
  
Figure 8.9. Temperature distribution of Core_G at the maximum point 
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Figure 8.10. Temperature distribution of Cavity_S after 30 cycles 
  
Figure 8.11. Temperature distribution of Cavity_G after 30 cycles 
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Figure 8.12. Temperature distribution of Core_S after 30 cycles 
  
Figure 8.13. Temperature distribution of Core_G after 30 cycles 
The temperature distributions at the maximum point of the 30th cycle are shown in 
Figures 8.6 – 8.9, and that at the minimum point are shown in Figures 8.10 – 8.13. The 
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maximum point is at the time when the total temperature of the mould is the highest. 
The minimum point is at the end of the cycle. Note that different temperature ranges 
are assigned to the figures. By comparing figures, it is clear that the temperatures of 
Core_G and Cavity_G are lower than Core_S and Cavity_S. The temperature 
differences between cores are very evident. Moreover, the temperature distributions of 
Core_G and Cavity_G in the moulding area are more even than Core_S and Cavity_S. 
It means the plastic part can be cooled efficiently and uniformly using UMG. 
8.1.3 Temperature Comparison 
The temperatures of the four parts, including the entire part and the MIS area, are 
shown in Table 8.4. ∆T represents the temperature difference between Tmax and Tmin on 
the MIS. mT  and oT  are the average temperature of nodes throughout the entire mould 
part and on the MIS respectively. 
Table 8.4. Temperature ranges in the 30th cycle 
Maximum point Minimum point  
(Tm)min (Tm)max Tm Tmin ∆T To (Tm)min (Tm)max Tm Tmin ∆T To 
Cavity_S 31.4 62.4 36.9 40.0 22.4 50.1 31.4 51.5 36.3 38.3 13.2 42.8 
Cavity_G 30.7 59.7 36.4 38.0 21.7 47.9 30.7 47.8 35.5 36.2 11.6 40.8 
Core_S 31.8 69.9 40.1 41.7 28.2 55.3 31.8 55.7 38.8 38.4 17.3 47.0 
Core_G 31.5 63.4 38.2 38.3 25.1 51.0 31.5 49.2 36.7 35.7 13.5 42.7 
 
It can be observed from Table 8.4 that ∆Ts of Cavity_G and Core_G are smaller than 
that of Cavity_S and Core_S. Although there are small differences between cavities, 
the differences between cores are quite big, around 3.1°C and 3.8°C. The UMG 
method decreases the temperature differences among the moulding area by up to 22% 
in this case study. 
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oT s of Cavity_G and Core_G are also smaller than that of Cavity_S and Core_S. The 
differences between cavities are 2.2°C and 2.0°C; the differences between cores are 
both 4.3°C. The UMG are more efficient in removing heat from the mould and the 
moulding area than SDCC, especially in the core case. The difference between oT  of 
Cavity_G and Core_G is 3.1°C at the maximum point, and decreases to 1.9°C at the 
end of the cycle; the difference between oT  of Cavity_S and Core_S is 5.2°C at the 
maximum point, and decreases to 4.2°C at the end of the cycle. The higher the 
temperature difference between core and cavity, the higher will be the possibility of 
product warpage. It is quite simple to modify in order to decrease the difference 
between oT  of Cavity_G and Core_G. This can be done by increasing the distance 
between the UMG and the MIS of the cavity. However, it is relatively difficult for a 
cooling system with SDCC to be modified because the design is normally restricted by 
many factors such as the geometry of the core and cavity and the ejection system. The 
remaining method is to adjust the flow rate of the coolant. However, it is also not very 
easy to control because the flow rate is subject to the power and pressure of the coolant 
supply system. 
If the flow rate of coolant for Core_S is increased from 3 l/min to 6 l/min, the 
Reynolds number would double from 7,948 to 15,896 and the heat transfer coefficient 
would increase from 3,669 to 6,388 W/m2K. However, to double the flow rate of 
coolant, the power of pump must be doubled to maintain the same working pressure. 
That will be very costly. The changes of Cavity_S are small. The temperature ranges 
are shown in Table 8.5. Although oT  decreases, it is still higher than oT  of Core_G. 
Besides, the improvement of ∆T is quite small. 
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Table 8.5. Comparison of temperature range of Core_S with different flow rates 
Maximum point Minimum point  
(Tm)min (Tm)max Tm Tmin ∆T To (Tm)min (Tm)max Tm Tmin ∆T To 
Core_S (3 l/min) 31.8 69.9 40.1 41.7 28.2 55.3 31.8 55.7 38.8 38.4 17.3 47.0 
Core_S (6 l/min) 30.8 66.9 38.2 39.4 27.5 53.0 30.8 52.3 36.9 36.8 15.5 44.7 
 
If the UMG are sealed into internal passages, the flow rate of coolant required is only 
1.4 l/min assuming that the diameter of the cooling channels is 6 mm. The Reynolds 
number still increases from 6,028 to 6,181, and the heat transfer coefficient also 
increases from 3,306 to 5,001 W/m2K. The temperature ranges are shown in Table 8.6. 
Table 8.6. Comparison of temperature ranges of different UMG 
Maximum point Minimum point  
(Tm)min (Tm)max Tm Tmin ∆T To (Tm)min (Tm)max Tm Tmin ∆T To 
Cavity_G (φ 6) 32.2 59.5 36.8 39.3 20.2 49.2 32.3 47.5 36.2 36.9 10.6 41.1 
Cavity_G 30.7 59.7 36.4 38.0 21.7 47.9 30.7 47.8 35.5 36.2 11.6 40.8 
Core_G (φ 6) 32.4 63.2 38.5 41.1 22.1 50.9 32.4 48.9 37.6 36.9 12.0 42.5 
Core_G 31.5 63.4 38.2 38.3 25.1 51.0 31.5 49.2 36.7 35.7 13.5 42.7 
 
As the total areas of cooling channels surface decrease, (Tm)min and mT  increase. 
However, constant flow leads to more uniform cooling effects because ∆Ts and the 
differences between oT s of core and cavity decrease. Although the improvements are 
smaller than that of UMG versus SDCC, the greatest benefit of sealing the UMG is the 
saving of more than half of flow rate, from 3 l/min to 1.4 l/min. This is very favourable, 
especially for multi-cavity moulds. 
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8.1.4 Cycle Time 
For comparison of the two types of cooling methods, the same initial conditions, 
boundary conditions and load conditions were applied to all the moulding tools. The 
estimated cycle time depends on mould temperature, which was taken as 50°C for 
initial calculation. The cycle time was fixed as 20 seconds for both cases. It is 
equivalent to assuming oT  of moulding area at the maximum point to be temperature 
of 50°C. As can be seen from Table 8.4, the value of Cavity_S, Core_S, Cavity_G and 
Core_G are 50.1°C, 55.3°C, 47.9°C and 51.0°C respectively. Taking the temperatures 
of cores as Tm for the calculation of cycle time, the cycle times become 28 and 23 
seconds. This 18% difference of cycle time is very critical for high volume production. 
For 1,000,000 parts, the production time can be shortened by 1,389 hours. 
Besides productivity, UMG can improve the part quality based on the simulated results 
because it can achieve more uniform temperature distributions and less temperature 
difference within the moulding area, and offer better cooling effect than SDCC. 
Therefore, a higher manufacturing cost could be justified. 
8.2 COOLING ANALYSIS OF MOULD WITH HOT RUNNER 
The runner system introduces a considerable amount of heat into the mould. Increasing 
use of hot runner systems raises the need to include the hot runner system in the 
cooling analysis. In this case study, the mould of a photo frame part built with a hot 
runner system, two thermal sensors, and a pressure sensor was studied. The cooling 
analysis uses fewer assumptions and includes the heat conduction from the part to the 
mould parts. The cooling process was simulated using the ABAQUS suite of general-
purpose, non-linear FEM software [HKS 2002]. The cooling analysis, defined as 
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transient uncoupled heat transfer analysis by ABAQUS, consists of several heat 
transfer steps to represent the cycles, two steps for each cycle, till the cycle of steady 
state. Every odd step represents the filling stage and every even step represents the 
cooling stage. The temperature of polymer melt is assumed constant during the filling 
time. Therefore, the initial condition of a constant average injection temperature during 
the filling stage and at the beginning of every cycle is applied. Since a perfect thermal 
contact is assumed, the temperatures of MIS are the same as that of the exterior surface 
of the part throughout the cycles. The time increment in the analysis follows the 
mechanism of ABAQUS. The simulations were compared with the experimental 
results to find out the heat input from a hot runner and its influence on mould cooling. 
8.2.1 Moulding Conditions 
 
Figure 8.14. The section view of the studied mould assembly 
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Figure 8.15. The SDCC layout of the core 
 
Figure 8.16. The SDCC layout of the cavity 
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Figure 8.14 shows the sectional view of the mould assembly with hot runner to be 
studied. As shown, a thermal sensor was installed to measure the polymer temperature 
from the core side; another thermocouple was used to measure the temperature of the 
lateral surface of the hot runner nozzle; a pressure sensor was also installed to measure 
the pressure of the core impression for optimisation of injection conditions. 
Figures 8.15 and 8.16 show the original cooling designs of the core and cavity 
respectively. The distance between the CL of cooling channels and the mould 
impressions is 12 mm. It can be seen that the distances between cooling channels, d, 
are wide and not constant. The recommended d is 3 – 3.5 times of diameter of the 
cooling channel. A uniform cooling effect can only be achieved with the constant d. 
Therefore, the designs could be modified and further improved. The maximum 
dimensions of the photo frame part are 157×177×1.8 mm with a volume of 45,907 
mm3. The dimensions of the assembly of core and cavity are 210×210×95 mm. The 
plastic material is HDPC of which density, specific heat, and conductivity are 950 
Kg/m3, 2,200 J/KgK, 0.5 W/mK respectively. The manufacturing conditions are listed 
in Table 8.7. 
The 3-D tetrahedral meshes are automatically created using ABAQUS. Different 
element sizes were assigned. The important surfaces where boundary conditions 
applied are finer and the others are coarser. This scheme ensures the accuracy of 
simulation with fewer elements, as listed in Table 8.8. 
Table 8.7. Moulding conditions of the frame part 
Conditions Value Unit 
Average injection temperature 240 °C 
Average ejection temperature 80 °C 
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Average MIS temperature 70 °C 
Coolant temperature 30 °C 
Temperature of surfaces contacted with hot runner nozzle 100 °C 
Filling time 1 s 
Cooling time 16 s 
Flow rate of coolant 10 l/min 
Heat transfer coefficient 11,621 W/m2K 
Table 8.8. Number of nodes and elements used in simulations 
 Frame part Cavity Core 
Number of nodes 1,755 10,130 8,914 
Number of elements 4,982 45,516 38,758 
 
The computations were run on a Compaq GS320 Alphaserver with eight EV67 731 
MHz Alpha 21264 CPUs and 8 GB of memory. The running time of cooling analysis 
is about 3 hours. 
8.2.2 Temperature Distribution 
The temperature distribution at the end of 10th cycle is shown in Figures 8.17 and 8.18. 
Note that the temperatures are scaled from 50°C to 80°C. Temperatures beyond this 
range are in the same colour as the adjacent boundary temperature. The simulation 
results were found to correspond well with the experimental results. Obviously, the 
areas without the passing through of cooling channels and the areas in between the 
cooling channels where d is 40 and 50 mm are hotter. Besides, because the heat input 
was not removed instantaneously, the left hand side of the core was getting hotter and 
hotter. These unbalanced temperature distributions would result in warpage of the part 
and further prolonging of the cycle time. 
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Figure 8.17. The temperature distributions of the frame part 
 
Figure 8.18. The temperature distributions of the core 
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Figure 8.19. The modified SDCC layout of the cavity 
 
Figure 8.20. Improved temperature distributions of the frame part 
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Figure 8.21. Improved temperature distributions of the core 
Poor cooling design would also cause higher injection pressure, as measured by the 
pressure sensor. The designed part is very sensitive to uneven cooling. It is necessary 
to decrease the distance d and eliminate hot areas to reduce the cycle time and improve 
the quality of moulded part. Figure 8.19 shows the modified cooling design of the 
cavity. The cooling design of the core was also modified accordingly. The simulation 
results were shown in Figures 8.20 and 8.21. The cooling time was reduced from 16 to 
10 seconds, while the temperature distributions are more uniform than the original one. 
Because the hot runner nozzle needs to be maintained at constant temperature during 
injection, its heat input was found different with different cooling designs. The 
modified cooling design is capable of removing heat near the hot runner nozzle at a 
faster rate, thus resulting in better part quality. 
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8.3 COOLING AND THERMAL STRESS ANALYSES 
Both cooling and thermal stress analyses are performed in this case study. The 
technique of cooling analysis used in the second case study is also used here. The 
results of heat transfer analysis, the temperature distributions of both the part and the 
mould parts, enable the analysis of thermally induced residual stress. 
ABAQUS/Standard was used to compare the MGI with SDCC method for its ability to 
perform large-scale FEM matrix calculations arising from the cooling analysis on 
industrial parts. The analyses consist of two types defined by ABAQUS: transient 
uncoupled heat transfer analysis and sequentially coupled thermal-stress analysis. The 
thermal stress analysis consists of one step with two boundary conditions, the varying 
node temperature of the plastic part with time and the constraints to displacement of all 
the external surfaces of the plastic part. The analysis of thermal residual stress is based 
on the transient cooling analysis of a steady cycle as well as the following assumptions: 
1 The plastic part does not shrink or deform during the cooling stage and is attached 
to the MIS perfectly. 
2 The stress field depends on the temperature field, but the temperature field is 
independent of the stress field. 
3 The linear thermal expansion coefficient is independent of temperature and stress. 
4 The material is isotropic and, therefore, the free thermal expansion is the same in 
all directions. 
5 The free linear thermal expansion is directly proportional to the temperature. 
6 The principle of superposition of strains holds. 
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Figure 8.22. A household iron part used in the case study 
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Figure 8.23. The cavity part with the SDCC method 
A household iron part as shown in Figure 8.22 was studied. The core and cavity 
models with the SDCC and MGI cooling methods are shown in Figures 8.23 – 8.26. 
Hereafter, in the expression Iron_A, A is the type of cooling method. Note that the 
insert parts are merged into the Core_G and Cavity_G for the ease of analysis. The 
milled groove follows the impressions of Core_G and Cavity_G with constant distance. 
Several baffles are applied for cooling of Core_S and Cavity_S. If a hot runner nozzle 
is to be placed in the centre hollow of iron part, the layout of Cavity_S must be 
modified to make room for the nozzle. By doing this, the cooling of this area would be 
deteriorated. Cavity_G is completely compatible with the application of a hot runner 
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Figure 8.24. The core part with the SDCC method 
The width of milled grooves is 10 mm and the depth is 4 mm. The distance between 
near edges of grooves is about 15 mm. The distance between the milled grooves and 
the MIS is 8 mm. The diameter of the SDCC is 10 mm, and the distance between CL 
of channels is about 30 mm. The dimension of the iron part is 127×281×58 mm with 
thickness of 2.5 mm and volume of 93,657 mm3. The dimension of the assembly of 
core and cavity is 185×330×120 mm. The material properties and manufacturing 
conditions are listed in Tables 8.1, 8.9 and 8.10 respectively. 
As can be seen from Table 8.10, although the flow rates of coolant for milled grooves 
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are less than half of that for SDCC, the heat transfer coefficients of milled grooves are 
still greater than that of the SDCC. It is because the actual diameter of rectangular 
cross-section (4×10 mm) of milled grooves is only 5.7 mm, and its cross-sectional area 
is about half of the circular cross-sectional area. 
 
Figure 8.25. The cavity part with MGI method 
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Figure 8.26. The core part with MGI method 
Table 8.9. Material properties 
Properties Steel Plastic (ABS) 
Young’s Modulus (GPa) 210 2.1 
Poisson’s Ratio 0.3 0.35 
Linear Expansion Coefficient (×10-5mm/mm/K) 1.1 9.0 
Table 8.10. Moulding condition of the iron part 
Conditions Value Unit 
Average injection temperature 220 °C 
Average ejection temperature 80 °C 
Average MIS temperature 70 °C 
Coolant temperature 30 °C 
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Filling time 1 s 
Cooling time (estimated/MGI/SDCC) 13.3 / 20 / 30 s 
Heat need to be removed per cycle 27,535 J 
Flow rate of coolant (MGI) 3 for cavity / 3.73 for core l/min 
Flow rate of coolant (SDCC) 6.78 for cavity / 7.92 for core l/min 
Heat transfer coefficient (MGI) 10,092 in cavity / 12,003 in core W/m2K 
Heat transfer coefficient (SDCC) 7,044 in cavity / 8,025 in core W/m2K 
 
 
Figure 8.27. Fine tetrahedral mesh of the iron part 
 
Figure 8.28. Tetrahedral mesh of the mould part with different element sizes 
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The 3-D tetrahedral meshes, as shown in Figures 8.27 and 8.28, are automatically 
created using ABAQUS. The global element sizes of the iron and mould parts are 3.5 
mm and 17 mm respectively. Finer element size of 3.25 mm is assigned to the 
important surfaces where boundary conditions apply. Each of the nodes on the MIS 
should have the same value of temperature as the corresponding nodes on the external 
surfaces of the iron part. The surfaces and their relationship are defined as “slave 
surface”, “master surface” and “tie” in ABAQUS respectively. It is recommended to 
assign coarser mesh to the master surfaces [HKS 2002]. The scheme of using different 
element sizes ensures the accuracy of simulation with fewer elements. However, the 
number of nodes and elements are still very large, as listed in Table 8.11. 
Table 8.11. Number of nodes and elements used in simulations 
 Iron part Cavity_G Core_G Cavity_S Core_S 
Number of nodes 7,102 24,232 21,232 23,503 21,961 
Number of Elements 20,657 110,249 97,480 109,677 100,754 
 
The computations were run on a Compaq GS320 Alphaserver with eight EV67 731 
MHz Alpha 21264 CPUs and 8 GB of memory. The respective running times of 
cooling and thermal stress analyses are about 10 hours and 1 hour respectively. 
8.3.2 Temperature Distributions 
The temperature distributions of six compared parts after ten cycles are shown in 
Figures 8.29 – 8.36. The temperatures are scaled from the coolant temperature to the 
expected ejection temperature, namely from 30°C to 80°C. Temperatures beyond this 
range are in the same colour as the adjacent boundary temperature. However, it is still 
distinguishable by the isothermal lines. In addition, there are several spots that are 
hotter than their surrounding area. It is a minor problem of mesh generation that results 
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in the failure of the “tie” relationship between the master surface and the slave surface. 
These nodes are hotter because no heat was conducted from them to the mould in the 
analysis. Since there are few such nodes, this problem can be ignored and the hot spots 
should be discarded. Figure 8.37 shows the real maximum temperatures of Iron_G and 
Iron_S at the end of the cycles. Obviously, at the end of cycle ten, the moulding 
temperature with the milled grooves is closer to the steady state than the moulding 
with the SDCC. 
It can be seen that the temperature distributions in both cases are very complex due to 
complex part geometry and this is further complicated by the presence of the cooling 
systems. Therefore, the cooling analysis should be sufficiently powerful to predict the 
temperature gradient from a cooling design. Based on the analysis, modifications can 
be made to improve the cooling design. It is evident that the temperature of the core 
side of Iron_S, as shown in Figure 8.32, is very high and unbalanced. Poor cooling of 
this area is the direct reason that prolongs the cycle time. Foreseeing this, a mould 
material with higher conductivity, such as Beryllium-Copper, could be inserted into 
Core_S if no better layout is available. This benefit also applies to the MGI method for 
achieving more balanced cooling. The temperature distributions on the cooling 
channels surfaces, not shown in the figures, also reflect the cooling efficiencies of the 
channels although the forced convection is simplified to be steady. The cooling 








Figure 8.29. Isometric view of temperature distributions of Iron_G 
 








Figure 8.31. Bottom view of temperature distributions of Iron_G 
 
Figure 8.32. Bottom view of temperature distributions of Iron_S 
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Figure 8.33. Isometric view of temperature distributions of Core_G 
 
Figure 8.34. Isometric view of temperature distributions of Core_S 
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Figure 8.35. Bottom view of temperature distributions of Core_G 
 
Figure 8.36. Bottom view of temperature distributions of Core_S 
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Figure 8.37. The maximum temperatures of Iron_S and Iron_G at the end of cycles 
Having omitted the hot spots, the maximum temperature of Iron_G is actually lower 
than 80°C while Iron_S is higher than 80°C, especially in the core side. The 
temperature range and the temperature levels of Iron_G are also smaller and lower than 
that of Iron_S. This means the temperature distribution of Iron_G is lower and more 
balanced than that of Iron_S. Moreover, the temperature difference between the top 
and bottom surfaces of Iron_G is smaller than that of Iron_S. These observations are 
further confirmed by the comparisons between the temperature distributions of the 
corresponding mould parts, as shown in Figures 8.33 – 8.36. The temperature ranges 
of Core_S, Core_G, Cavity_S and Cavity_G are 30.0 – 100.3°C, 31.3 – 75.7°C, 30.5 – 
103.2°C, and 31.0 – 76.4°C respectively. 
The higher the temperature difference between the core and cavity sides, the higher 
will be the possibility of product warpage. It is quite simple to modify and decrease the 
difference between Core_G and Cavity_G. Because of the flexibility of the MGI 
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method, the distance between the milled grooves and the MIS of the cavity can be 
adjusted easily. However, it is relatively difficult to modify a cooling system with the 
SDCC because the design is restricted by many factors such as the geometry of the 
core and cavity and the ejection system. The alternative method is to adjust the flow 
rate of the coolant.  
8.3.3 Cycle time and flow rate 
There is a considerable reduction of cycle time using the MGI method. Including the 
filling time, the cycle times of the two methods set for simulations are 21 and 31 
seconds respectively. According to the simulation results, the cooling time of the MGI 
method can be further reduced while that of the SDCC method may need to be 
prolonged. The improvement in the cooling time is more than one third. By improving 
the layout of the milled grooves, it is possible for this method to achieve cooling times 
approaching the estimated 13.3 seconds. For the shortest cycle time, the flow rate of 
the coolant should be increased accordingly to prevent higher ∆Tc. 
The flow rate of the coolant is an important issue that puzzles many manufacturers 
because higher coolant flow rate would mean higher investment on the coolant supply 
system. Reduction of required flow rate of coolant will not only relax the stress 
imposed on the coolant supply system, but also ensure adequate cooling of the moulds, 
especially for multi-cavity moulds. One of the ways is to improve the cooling 
efficiency. It can be calculated that the cooling efficiencies are 70.2% and 21.8% 
respectively if the value of ∆Tc is 4°C in both cases. Besides the conformal reason, it is 
also noted that the effective cooling surfaces of the milled groove are larger than that 
of the straight cooling channels, about (lw+2ld) versus πD/2. The isothermal surfaces, 
which are normally offset from the effective cooling surfaces, enlarge this difference. 
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Therefore, the coolant requirement of the MGI method is only 45.8% of that of the 
SDCC. The flow rate of 14.7 l/min is relatively high for a single mould. If it cannot be 
fulfilled, the cycle time will be prolonged accordingly. If the improvements by 
modifying SDCC layout are limited and no flow rate increase is available, inserting 
higher conductivity material could be a feasible solution. 
8.3.4 Thermal stress and strain 
The absolute thermal stresses of the Iron_G and Iron_S range from 24 to 47 MPa and 
from 29 to 63 MPa respectively. Their distributions are similar to the thermal strain 
one, which is shown in Figures 8.38 – 8.41. The scaled range of strains in both cases is 
from 3×10-3 to 9×10-3, for the ease of comparison. The thermal strain range of Iron_G 
is 3.48 – 6.78×10-3; that of Iron_S is 4.16 – 9.05×10-3. The effect of cooling has 
resulted in lower strain level of Iron_G than Iron_S. 
 
Figure 8.38. Isometric view of thermal strain distribution of Iron_G 
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Figure 8.39. Isometric view of thermal strain distribution of Iron_S 
 
Figure 8.40. Bottom view of thermal strain distribution of Iron_G 
150 
 








Chapter 9. Conclusions and recommendations 
 
 
CHAPTER 9 CONCLUSIONS AND RECOMMENDATIONS 
9.1 CONCLUSIONS 
The part quality and the productivity are two of the most important issues in the 
injection moulding industry. Although the significance of the mould cooling systems 
to these two issues is well known, the mould cooling design has not been highly 
thought out. There are various reasons, firstly, it is difficult for an experienced mould 
designer to design efficient and uniform cooling systems without the help of CAE 
tools. Secondly, existing CAE tools are not ready for an optimal cooling system design. 
Thirdly, the cooling systems are generally not the key part of an injection mould and 
may interfere with other functional systems if designed at an earlier stage. Finally, the 
requirements of lead-time and cost constrains the effort to design and manufacture 
optimal cooling systems. Therefore, the cooling systems are normally designed at the 
last stage and the SDCC method, which is simple, low-cost, widely applicable, though 
not efficient and uniform, is popular. However, defects and excessively long cycle 
time caused by poor cooling system often result in expensive trouble-shooting and 
modification to the existing tooling. The main objective of this research is to develop 
both new cooling and analysis methods that can improve the productivity and part 
quality of injection moulding. The contributions of this research can be summarised 
into three areas: the cooling and thermal stress analysis, the UGM and MGI cooling 
method, and the auto-design and optimisation of mould cooling systems. 
152 
 
Chapter 9. Conclusions and recommendations 
 
 
9.1.1 Cooling and Thermal Stress Analysis 
An efficient CAE tool is necessary to achieve productivity and quality requirement and 
to eliminate any potential problems before the moulding tools are being made. Due to 
greater complexity of part geometry, it is hard to predict the outcome of the cooling 
process based on past experiences. The temperature gradients of a complex part are 
highly complex even when applying the conformal cooling. The objective of cooling 
analysis is to accurately predict the cooling effect of a design and to help improve the 
layout of cooling channels according to different cooling methods. The result of 
thermal stress analysis reflects the cooling effect and forms the basis of part warpage 
prediction. Full 3-D analysis tools are essential for simulating different industrial 
products and FEM is one of the best tools for 3-D transient mould cooling analysis. In 
this research, two models have been developed for cooling and thermal stress analysis. 
In the first model, only the mould parts were studied. The heat input from the part to 
the mould parts is simplified as equivalent heat flux during the injection cycle. A 
mouse cover and its mould were modelled for the case study. The temperature 
distributions of the mould parts, especially the distributions of MIS, were obtained as 
the measurement of efficiency and uniformity of a cooling system. This model is 
simple and applicable to the cases where only qualitative analysis is required, such as 
in the case of comparing one cooling design to another. In the second model, the 
ability of FEM to handle non-homogeneous material is taken advantage of. The mould 
assembly including the part is treated as the integrated computational domain and the 
heat conduction from the part to the moulded parts is included in the analysis. A mould 
of a frame part with hot runner system was studied. Comparing with the experimental 
results, the simulations based on the mould assembly were found to be accurate. The 
heat input from the hot runner nozzle is significant and keeps changing to maintain the 
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injection temperature. It should be extracted by the surrounding cooling channels. 
Another household iron part with a relatively complex geometry was studied using the 
same technique. The temperature distributions of both the part and the mould parts 
were obtained. The thermal history of the part enables the analysis of thermally 
induced residual stress of the part. This model is more versatile with fewer 
assumptions and is applicable to quantitative analysis, such as detailed simulation of 
mould cooling performance. These two models are reliable and applicable to the 
cooling analysis of complex industrial parts with various cooling methods. 
Due to the large size of problems, analyses were preformed using commercial FEM 
packages. By applying these two models together with the newly developed FEM and 
matrix computation method, software packages with higher computation efficiency, 
designed specially for the applications in injection moulds, can be developed. 
9.1.2 The UGM and MGI Methods 
The efficiency of the cooling system with SDCC is very low, while the merits of 
conformal cooling to improve both the part quality and productivity have been proven 
and are well known. Better cooling effect normally commands higher cost. Higher 
mould-making cost is acceptable when the part quality and/or productivity are critical. 
Besides RP methods, the UMG and MGI methods are other approaches for conformal 
cooling but cheaper. They are more flexible to be designed and can considerably save 
coolant flow rate. Moreover, they are more practical than RP methods: firstly, milled 
groove methods have been successfully applied in practice which means the issues 
such as sealing and assembly have been solved; secondly, they are based on traditional 
mould-making methods without the cost of mould durability and accuracy. 
Furthermore, with the help of cooling analysis, optimisation algorithms can be applied 
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utilising the characteristics of auto-design. The implementation of automatic cooling 
optimisation will make it more attractive to the moulding industry. 
9.1.3 Auto-Design and Optimisation of Mould Cooling System 
Auto-design of mould cooling system is desirable for performing cooling optimisation. 
Although the SDCC method is simple, the cooling layouts can be various. To define a 
SDCC cooling system, large number of variables may be required so as to specify the 
number of channels and the location, size, direction and length of each channel. More 
variables are needed if baffles and bubblers are involved in. Normally, only several 
variables are selected for optimisation and therefore large varieties of cooling design 
are excluded. Besides, different part geometries may require different combinations of 
variables. Moreover, the optimised result is subject to the limitations of SDCC and 
may fail to be applied if it interferes with other systems. In the cases of cooling 
systems using the UMG and MGI, a rectangular pattern is always applicable as long as 
the core and cavity are rectangular. As a result, four variables mentioned in Section 7.6 
are sufficient to define a cooling system and are applicable to most parts. Fewer 
variables lead to less optimisation time. The advantages of UMG and MGI ensure a 
meaningful optimal result which is flexible and adaptive to avoid other systems. An 
objective function that is able to reflect the priorities of part quality and productivity 
was proposed for the optimisation. To automatically initiate a cooling design using 
UMG and MGI methods, a novel and efficient approach for non-self-intersecting 
surface offset was developed. 
9.2 RECOMMENDATIONS FOR FUTURE WORK 
Several assumptions were adopted in the cooling analysis in this research. The effects 
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of heat transfer during filling and packing stages were assumed the same as that during 
the cooling stage. In a moulding process, filling and cooling interact with each other. 
On one hand, the flow of hot polymer melt results in more or less unbalanced heat 
input into different regions of MIS. On the other hand, the temperature distributions of 
MIS affect the flow of polymer melt. Although filling and packing times are normally 
very small compared to cooling time, an integrated flow and cooling analysis will yield 
results that are closer to a real moulding process. There are heat conduction, 
convection and radiation through the heated exterior surfaces of the mould. This 
portion of heat is little but greatly complicates the problem because it depends on the 
room temperature, humidity and ventilation condition of the plant. Therefore, the 
assumption that treats the exterior surfaces of the mould as adiabatic is still necessary 
in the future work. The temperature of the coolant was assumed to be constant in this 
research for the sake of simplification. It can be improved by applying a linearly 
increasing temperature distribution along the coolant passage from inlet to outlet. 
The fully 3-D transient FEM is reliable and robust in the cooling and thermal stress 
analysis of an injection mould. The drawback of the 3-D FEM is its relatively high 
computational cost. Finer mesh leads to more accurate results and dramatically 
increases the system size at the same time. BEM is the key to solve this type of 
problem. BEM transfers a 3-D domain into a 2-D domain, it therefore decreases the 
number of elements required. Although the research works which have been done for 
the cooling analysis using BEM were 2-D, BEM is rapidly advancing and is capable of 
handling complex problems. However, it is difficult for BEM to solve non-
homogenous problems. Therefore, the hybrid FEM/BEM with the combination of 
advantages of FEM and BEM will continue to be promising in the future. 
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The UMG and MGI methods aim to improve both the part quality and productivity. 
Their characteristics of auto-design, more practical optimisation and saving of coolant 
flow rate are also attractive. However, they lead to more machining, more sealing and 
more assembly, and therefore more complex moulding tools. Issues on improving the 
mechanical structure, shortening lead-time and reducing the cost can be further 
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Appendix A. Matrices and Vectors
 
 
APPENDIX A MATRICES AND VECTORS 
A.1 CONVENTIONS 
Matrix and vector are written in bold, e.g., a matrix A and a vector B. The elements of 
a matrix or vector are written in italic with subscripts, e.g. Aij is the ith row and jth 
column of matrix A, and Bi is the ith element of vector B. Sub-matrices are written in 
bold with subscripts, e.g., A1 and A2 are sub-matrices of matrix A. 
A.2 MATRIX TRANSPOSE 
The transpose of an m×n matrix A is an n×m matrix AT, whose rows are the columns 
of A. The transpose of a matrix can be formed simply by interchanging its rows and 
columns so that row i of the matrix become column i of its transpose. Applying this 
definition, it is obvious that a symmetric matrix is its own transpose. Also, the 
transpose of the product of two matrices is the product of their transposes in reverse 
order, i.e., . ( ) TTT ABAB =
A.3 QUADRATIC FORMS 
Matrix notation is useful in symbolizing special non-linear expressions called 
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Denoting an n×n matrix A and a vector x , the quadratic form can 
be express as: 
[ nxxx "21= ]
xAx=F  (A.1) 
A quadratic form is positive definite if F is non-negative for all possible combinations 
of real vector x and if F is zero only when vector x is null. A useful property of a 
positive definite quadratic form is that the determinants of the coefficients aij and all of 
its principle minors are positive, i.e., 





















This property may be used to check whether a quadratic form is positive definite. 
A.4 MATRIX INVERSE 
An identity matrix I is defined as a square matrix whose elements on the main 
diagonal are all unity and other elements are all zero. Obviously, AI = IA = A. If for a 
given square matrix A, there exists another square matrix A-1 such that 
, then AIAAAA == −− 11 -1 is the inverse of A. A is non-singular when its inverse A-1 
exists. In particular, the inverse matrix of a diagonal matrix Λ is given by 
( )1 1/ iiii Λ− =Λ  (A.2) 
For a system equations of the form AX = B, the solution can be written as 
1−=X A B  (A.3) 
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A.5 DIFFERENTIATION OF A MATRIX 
If the element of a matrix A are themselves functions of n independent variables, x1, 
x2,…, xn, the matrix A is called a matrix function of x1, x2,…, xn. The nth-order 
derivative of A exists when the nth-order derivative of each of its elements exists. The 
derivative of A is calculated by differentiating each of its elements. Hence the element 
in the ith row and jth column of ∂A/∂xk is ∂(aij)/∂xk. 
A.6 INTEGRATION OF A MATRIX 
The integral of a function matrix A exists only when the integral of each element of the 
matrix exists. Integration on each of its elements is necessary to calculate , i.e., 
the element in the i
∫ kdxA
th row and jth column of  is . ∫ kdxA ∫ kijdxa
A.7 DIFFERENTIATION OF A QUADRATIC FUNCTION 
A quadratic functional I(x1, x2,…, xn) is defined in matrix notation as: 
( ) xBxAx −=
2
1,...,, 21 nxxxI  (A.4) 
where x1, x2,…, xn are n independent variables, A is a positive define matrix, and B is a 
column vector. Both A and B have constant elements. To make the functional 
stationary, it is necessary to compute the n derivatives of I with respect to each 







, i = 1, 2,…,n (A.5) 
Simple formulas to perform these differentiations are 
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I  (A.7) 
Equations (A.7) represent a set of simultaneous equations. This result is important in 
developing element equations in FEM. 
A.8 DIFFERENTIAL FORMULATION OF VECTOR 




















⋅ = ∑A B  (A.10) 








⋅ = =∑A B A B  (A.11) 
where θ is the angle between A and B, 0 . When A B , . The cross 
product of two r-D vectors is also an r-D vectors. It is most used in 3-D and given by 
θ π≤ ≤ ⊥ 0⋅ =A B
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2 3 3 1 1 2
2 3 3 1 1 2
, ,
A A A A A A
B B B B B B
 × =  
A B   (A.12) 
The vector A × B is perpendicular to both A and B, and 
sinθ× =A B A B  (A.13) 
Therefore, when A and λ is a real constant, A B . The derivatives of the 
norm a vector and a unit vector are obtained by: 
λ= B 0× =





′ ′  ′ ′′ − ⋅−′ = = =   






The derivatives of the dot and cross products of two vectors are obtained by: 
( )′ ′⋅ = ⋅ + ⋅A B A B A B  (A.16) 
( )′ ′× = × + ×A B A B A B  (A.17) 
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