This paper presents an extensive analysis of the sensitivity of multi-objective algorithm parameters and objective function scaling tested on a large number of parameter setting combinations for a water distribution system optimisation problem. The optimisation model comprises two operational objectives minimised concurrently, the pump energy costs and deviations of constituent concentrations as a water quality measure. This optimisation model is applied to a regional nondrinking water distribution system, and solved using the optimisation software GANetXL incorporating the NSGA-II linked with the network analysis software EPANet. The sensitivity analysis employs a set of performance metrics, which were designed to capture the overall quality of the computed Pareto fronts. The performance and sensitivity of NSGA-II parameters using those metrics is evaluated. The results demonstrate that NSGA-II is sensitive to different parameter settings, and unlike in the single-objective problems, a range of parameter setting combinations appears to be required to reach a Pareto front of optimal solutions. Additionally, inadequately scaled objective functions cause the NSGA-II bias towards the second objective. Lastly, the methodology for performance and sensitivity analysis may be used for calibration of algorithm parameters. 
NOTATION

INTRODUCTION
Optimisation of water distribution systems (WDSs), which generally covers optimum system design, rehabilitation and operation, has been a subject of intensive research over the past several decades. Although these problems inherently involve multiple objectives, they were initially approached as single-objective due to the computational complexity involved. Over the past two decades, nonetheless, multiobjective approaches have been increasingly applied to analyse trade-offs between competing objectives; for example system and operational costs, service quality, system reliability and water quality. Regarding optimum design and rehabilitation, the minimisation of the network costs is often defined as the first objective, with other competing objectives being the maximisation of network reliability To solve multi-objective optimisation problems in WDSs, multiple objective evolutionary algorithms (MOEAs) 
OPTIMISATION MODEL Objective functions
Economic objective
The economic objective is represented by pump energy costs and is often referred to in the literature as a pump scheduling problem (Lopez-Ibanez et al. ). Explicit pump schedules are used, which specify the time when a pump operates. For this purpose, simulation period T is divided into equal time intervals i, in which the pump m adopts a binary variable b mi of either 0 or 1 to describe its status as being off or on, respectively. The economic objective function for the pump scheduling problem is written as: 
Water quality objective
The water quality objective aims to meet the water quality requirements of various customer groups. This objective is 
where C (-) is the number of constituents (water quality par- 
Constraints and decision variables
The constraints to the optimisation problem are, firstly, explicit system constraints such as conservation of mass of flow, conservation of energy and conservation of mass of constituent, which are controlled by network analysis software EPANet. These can be found in Rossman (), thus are not listed here. Secondly, there are implicit bound constraints, which include the minimum pressure at customer nodes (3), the water level limits at storage tanks (4) and the volume deficit at storage tanks at the end of the simulation period (5) as follows: 
Multi-objective optimisation problem
The multi-objective optimisation problem for the minimisation of pump energy costs and optimisation of water quality is written as:
subject to conservation of mass of flow and constituent, conservation of energy and (3)-(5). Conservation of mass of flow and constituent, conservation of energy and constraint (4) are managed by the EPANet, while constraints (3) and (5) are included in the optimisation problem using the penalty functions. These penalty functions are implemented using an 'infeasibility cell' within the Excel spreadsheet of software GANetXL (CWS ), described further in the Solution scheme section.
MODEL APPLICATION
The optimisation model is applied to a network shown in 
SOLUTION SCHEME
The solution methodology integrates a network analysis simulator with an optimisation model ( Figure 2 
NSGA-II
The NSGA-II is a population based multi-objective optimisation algorithm, which was introduced by Deb et al. () . … ,F n of the combined population R 0 , the set F 1 includes the best and F n worst solutions. If the size of the set F 1 is smaller than N, all members of this set are selected for the new population P t . The remaining places in the population P t are filled in subsequently from sets F 2 , F 3 and so on until the size N is reached, using both the rank and crowding distance. The solutions in the set, which as the last set contributes to the new population P t , are sorted using the crowded-comparison operator and the best solutions are selected to fill in the last places in P t . The offspring population Q t is then created from P t applying selection, crossover and mutation operators, where selection is based on crowded-comparison operator. The process is repeated by creating the population R t =P t ∪ Q t of the size 2N, forming non-dominated sets F 1 , F 2 , F 3 , …, F n and creating the new population P t+1 and so on, until stopping criteria is met. A detailed description of the NSGA-II can be found in Deb
METHODOLOGY FOR PERFORMANCE AND SENSITIVITY ANALYSIS
The value of this work lies chiefly in the extensive performance and sensitivity analysis of the NSGA-II parameters and objective function scaling, which is tested on a wide range of parameter settings. The NSGA-II parameters considered are: (i) population size, (ii) the number of generations, (iii) crossover and (iv) mutation. A reasonable range for each of these parameters was identified based on the recommended values from within literature and also preliminary testing, and is included in Table 1 . Mutation and crossovers can also adopt different types. The type selected for mutation is 'simple by gene', which is set as the default within GANetXL. Two types were tested for crossover, being 'simple one point' (S1P) and 'simple multi-point' (SXP). These mutation and crossover types are described in more detail in CWS ().
Regarding scaling of the objective function, two alternatives are considered. Firstly, objective functions are not scaled. Secondly, the water quality objective function is linearly scaled down to ensure that the two objective functions have a similar range of numerical values. As an example, the range of the water quality objective as deviations of constituent concentrations is 0-100,000 (mg/L) 2 and the range of the economic objective as pump energy costs is 150-210 $/day. Hence, the water quality objective is multiplied by 0.01 to obtain a similar order to the economic objective.
The first case is referred to subsequently in the text as nonscaled objective functions, and the second case as scaled objective functions.
NSGA-II parameters settings were systematically arranged into 76 parameter setting combinations with either Crossover operator 0.6; 0.7; 0.8; 0.9; 1.0 Simple one point Values based on the recommendation of (Goldberg ) Simple multi point non-scaled or scaled objective functions (Table 2) , so the total number of analyses performed was 152 (i.e. 2 × 76). Due to the large number of modelling combinations the optimisation runs were undertaken as a two stage process, being sensitivity analysis 1 (SA1) and sensitivity analysis 2 (SA2). In the first stage (SA1), sensitivity of mutation and crossover was tested with a constant population size and constant number of generations. Those constant values for the population size and number of generations were cautiously selected based on preliminary testing, which was used initially to identify a reasonable range for the algorithm parameters (as previously reported in Table 1 • A known Pareto front (PF known ), which is the final computed Pareto front returned by the NSGA-II at termination, for the particular parameter setting combination.
• The true Pareto front (PF true ), similarly described as a which is suited better for the subsequent analysis.
Non-dominated number
The metric non-dominated number (NN) represents the percentage of total number of non-dominated solutions in a PF known . It is a modification of Van Veldhuizen's metric overall non-dominated vector generation (ONVG) with its original definition as (Van Veldhuizen ):
where | PF known | is the cardinality of PF known , expressing the total number of solutions in PF known .
It is obvious that ONVG is dependent upon the population size, because it is expected that a certain percentage, if not all initial random solutions, will evolve into final non-dominated solutions. If all analyses were run with the same population size, ONVG would give a fair comparison. However, this is not the case as different population sizes are used. To achieve a fair comparison, NN is converted into a relative value as follows:
POP ∈ 50, 100, 150, 200, 300, 400 f g
where POP is the population size used to obtain the PF known .
It is expected that the NSGA-II with calibrated parameter settings is able to evolve the entire initial population of random solutions into the same number of non-dominated optimal solutions. It is, therefore, desirable that NN=100%, which means that the final number of non-dominated solutions equals to the population size.
Unique non-dominated number
The metric unique non-dominated number (UN) is introduced in this work to report the percentage of unique nondominated solutions in a PF known . A unique solution represents a solution which has a different pump schedule from other solutions. The metric UN is defined as:
where η i is a solution in PF known , NN' is the number of nondominated solutions in PF known .
The reason for this metric is that NSGA-II may not always preserve the diversity of population, thus it may return some solutions in PF known which are identical (i.e.
having the same pump schedules). This means that some members of the initial population of random solutions evolved into the identical final solutions. Having identical solutions in the PF known is not desirable, nonetheless, as diverse solutions are required to be available to a decision maker. In an ideal case, all solutions in PF known are unique (i.e. UN=100%).
True number
The metric true number (TN) measures the percentage of solutions in PF known , which are members of the PF true .
This metric is a variation of the original Van Veldhuizen's metric error ratio (E) reporting the number of solutions in PF known , which are not members of the PF true (Van Veldhuizen ) as:
A result E=0 (an ideal situation) indicates that all solutions in PF know are contained in the PF true , while E=1
indicates that there are none. For easier interpretation of how many solutions in PF known are part of the PF true , TN simply reports the percentage of such solutions as:
In an ideal situation, when all solutions in PF known are members of PF true , TN=100%. The higher the percentage of PF known solutions are members of PF true , the better the PF known is.
Generational distance
The metric generational distance (GD) evaluates how close a PF known to the PF true is, by measuring the distance between those two Pareto fronts. It is adapted from Van Veldhuizen () as follows: 
S-metric
The S-metric (SM) is defined for 2-dimensional objective space (Zitzler & Thiele ) , an equivalent metric for n-dimensional objective space is called hypervolume (Fleischer ; Zitzler et al. ) . This metric measures the area or volume, respectively, covered by the PF known from the worst possible solution (the reference point). The SM is defined as follows:
where a i is the area determined by the solutions in PF known and the reference point.
The SM is kept as an absolute value. A PF known with the largest SM value is closest to the PF true . Therefore, the larger value of SM, which expresses the closer proximity to the PF known , is desirable.
Extent
The metric extent (EX) represents the spread or extent of PF known across the objective space. This metric is a modification of Zitzler's metric (M 3 ) calculated as (Zitzler ;
Zitzler et al. ):
where ε outer is the Euclidean distance between the objective function values of two outer solutions in PF known .
To enable better comparison for the purpose of sensitivity analysis, Equation (15) 
Spacing
The metric spacing (SC) evaluates the spread or distribution of solutions in PF known and is adapted from Van Veldhuizen () as follows:
where ε i is the Euclidean distance between the ith solution and its closest neighbour in PF known , calculated in the objective space; ε is the mean of all ε i .
The SC metric is kept as an absolute value according to the original Van Veldhuizen's () formula. To ensure that the results are not affected by identical solutions in the PF known , only unique solutions were included into SC calculations. The more uniformly distributed solutions within the PF known , the better the PF known is. A result of SC ¼ 0 indicates an equidistant spacing between solutions in the PF known , which is an ideal situation.
An overview of the performance metrics, including their expected range and desired values, is shown in Table 3 .
Some of these metrics require knowledge about the PF true , which is also indicated in Table 3 .
Performance and sensitivity evaluation The second approach, which is developed in the following paragraphs and applied for this work, combines the metrics together with the aim to obtain an overall performance for a parameter setting combination. This approach requires, besides setting the performance criteria for each of the metric with the corresponding performance scores, also the assignment of a weighting factor to each metric (Table 4) . Based on the performance criteria, the value for ( Table 4 ) combine the individual performance scores of metrics into a combined performance score of all metrics (Table 5) . A disadvantage of this approach is in the subjectivity of weighting factors. However, the clear advantage is the significantly more succinct set of results obtained which are more easily interpreted and presented.
The development of the metric performance criteria and weighting factors was undertaken by a trial-and-error approach. Initially, performance criteria for all metrics were distributed evenly with the same weighting factors assigned so all factors summed to 1.0. A process was then undertaken whereby the overall performance was assessed against a visual comparison where the proximity of the PF known to the PF true was considered of main importance.
Basically, the visual comparison served as a means of 'calibration' of metric performance criteria and weighting factors, so the combined performance scores returned (see Table 5 ) were (more or less) in alignment with the location of the PF known from the PF true . For that reason, metrics GD, IE and SM were assigned a higher weighting factor than the other metrics reflecting their higher importance. Similarly, metric TN was assigned a low weighting factor because the bulk of the results (mainly SA1) for TN metric did not score well due to the lower population size applied. Fine tuning the performance criteria and weighting factors was an iterative task requiring careful considerations. Furthermore, these considerations will vary for different problems.
The following paragraphs illustrate a practical example of establishing the sensitivity of a particular parameter of interest using the performance metrics. Firstly, the metrics for the parameter setting combination are calculated and using linear interpolation, assigned a performance score from 0.0 to 5.0 (as per Table 4 ). For example, the results per Table 5 ).
Finally, an additional step is undertaken to obtain the sensitivity of a particular parameter of interest. This involves grouping together parameter setting combinations, in which the parameter of interest is systematically changing (i.e.
incrementally increasing) while the other parameters are held constant. These groups are further referred to as sensitivity groups (SEG). The sensitivity of the parameter of interest is then expressed in sensitivity points (SPs), which is the difference between the maximum and minimum combined performance scores within the SEG. For example, combined performance scores in the SEG ranging from 0.6 to 3.9 give 3.3 SPs (i.e. 3.9-0.6 ¼ 3.3), indicating the high sensitivity of the parameter. Note that the maximum possible SPs ¼ 5.0 (as per Table 5 ). Conversely, combined performance scores in the SEG ranging from 2.8 to 3.2 give 0.4 SPs, indicating low sensitivity of the parameter.
The methodology for performance and sensitivity analysis of algorithm parameters is summarised as a flowchart in Figure 3 .
RESULTS
All analyses were conducted using Intel Core i3 CPU M 380 processor with RAM 2.0 GB. Due to limited computer capacity for required analyses, about 30,000 function evaluations only were able to be run at once. Whereas the number of function evaluations required for one analysis ranged from 25,000 (i.e. population size of 50 for 500 generations) up to 800,000 (i.e. population size of 400 for 2,000 generations). Advantageously, the GANetXL's capability to conduct one analysis in a sequence of interrupted 
True Pareto front
As previously described, PF true is the union of the best solutions found in all analyses conducted. To be more exact, 152 Pareto fronts (i.e. PF knowns ) from both SA1 and SA2
were joined together (solid grey dots in Figure 5 ) and the optimal solutions identified (solid black dots as PF true in Figure 5 ). Because some of these solutions were identical Figure 7 ) for scaled objective functions. Moreover, scaled objective functions tended to find better solutions for minimum water quality values (for example ellipse E in Figure 7) , with an example provided in Table 7 . It was thus confirmed that non-scaled (i.e. inadequately scaled) objective functions caused the NSGA-II bias towards the water quality objective for the optimisation model and network used. However, the discontinuity of Pareto fronts is still obvious (for example ellipses C and D in Figure 7) , with the reasons discussed in the Discussion section. 
NSGA-II parameters
Because the two sets of results for non-scaled and scaled objective functions were very similar, with scaled objective functions proved to deliver slightly better results, the subsequent sensitivity analysis of NSGA-II parameters was undertaken using results with scaled objective functions only.
The graphical results for exploring the sensitivity of mutation, crossover (both types S1P and SXP), population size and the number of generations are displayed in Figure 8 , or crossover value of 0.6 as solid black squares in Figure 9 , and so on) exist as a 'cloud' rather than a single front. The reason for this is that a single parameter value was always combined with other parameters, some as constants, but some as a range, as noted in the figure titles. For example, the data set for the aforementioned mutation value of 0.002 (white triangles in Figure 8 ) includes results for population size of 100, the number of generations of 2,000 and five crossover values from 0.6 to 1.0 both S1P and SXP, so this data set contains 10 Pareto fronts.
Mutation
The observation gleaned from Figure 8 is that the best and most competitive results were obtained from the mutation values of 0.005 and 0.01. The mutation value of 0.002 gave poorer results and the value of 0.1 provided Pareto fronts very distant from the optimal solutions, creating an isolated cloud. This indicates that the mutation value of 0.1 is too high for this particular problem, which caused the search to degenerate into a random process as previously described by Savic & Walters () . In contrast, the mutation value of 0.002 is too low for this particular problem, which caused the premature convergence of the algorithm to a local optimum as previously described by Sri-
The sensitivity of mutation was investigated using metrics. Table 8 lists two sample SEGs from 10 available SEGs for the mutation. The performance of mutation varies from 'very poor' to 'good' for the both SEGs, with the corresponding 3.3 and 2.9 SPs, respectively. Because of the wide range of scores across all SEGs with the average of 2.9 SPs, the sensitivity of mutation is high for the optimisation model and network used. This means that the selection of a suitable mutation value to achieve good results requires careful attention.
Crossover
It can be observed from Figures 9 and 10 that particular crossover values are very widely spread and, unlike mutation, are not formed into designated performance areas. This may not make the identification of the best performing crossover value as straightforward as for the mutation. Indeed, the metrics with the following sensitivity analysis confirmed the low sensitivity to different crossover values, meaning that the change of crossover setting does not affect the final solution significantly. Table 9 presents two sample SEGs from eight available SEGs for the crossover. The performance of crossover varies from 'average' to 'good' for the first SEG and is 'very poor' across the second SEG, with the corresponding 0.9 SPs and 0.4 SPs, respectively. Because the range of scores across all SEGs is narrow with the average of 0.7 SPs, the sensitivity of crossover is low for the optimisation model and network used. The selection of a suitable crossover value for this particular problem is still important to achieve good results, yet it does not seem as crucial as the identification of a suitable mutation value. 
Population size
The performance of different population sizes (Figures 6 and   11 ) was discussed in relation to the PF true in previous sections, so only sensitivity is examined here. Table 10 Figure 6 ). This inconsistent performance is discussed in the Discussion section.
Number of generations
The first observation gleaned from Figure 12 is that generally, the results show steady improvement with the increasing number of generations. Hence, the best results were obtained from the number of generations of 2,000, which was confirmed by the PF true , where 319 (i.e. 96%) of total 333 solutions in the PF true were gained from this number of generations.
The sensitivity of the number of generations was assessed using metrics. Table 11 
DISCUSSION Performance metrics and their application
The UN metric (9) reports the percentage of unique nondominated solutions in a PF known (i.e. solutions with The methodology for performance and sensitivity analysis using metrics may be applied for the calibration of multiobjective algorithm parameters for any WDS optimisation problem. It needs to be noted, nevertheless, that the metric performance criteria, performance scores and weighting factors (see Table 4 ) were specifically developed for the purpose of this work and, that these parameters need to be developed and fine-tuned to suit the particular problem.
Furthermore, the selection of the metrics and their performance evaluation also depends on the purpose for their application. In the case of calibration, the metrics GD, IE, SM and TN would likely adopt the higher weighting factors than the other metrics. For applications comprising more than two objectives, metrics can easily be adjusted to the required n-dimensional format.
The disadvantage of the methodology used is that a large computational effort is required. This effort may be partially reduced by using only metrics, which do not require knowledge about the PF true (refer to Table 3 ). Alternatively, algorithms with adaptive parameter settings, such as Borg multi-objective evolutionary algorithm (Hadka & Reed ) or algorithms with few parameters, such as Pareto archived dynamically dimensioned search (PA-DDS) with only one parameter (Asadzadeh & Tolson ) could be considered.
It is expected that these algorithms may well require less computational effort to calibrate their parameters.
Objective function scaling
In spite of the adequate scaling of objective functions, the Pareto fronts obtained were discontinuous, which is possibly due to the following:
1. Discrete decision variables.
2. Model simplifications, for example, water quality analysis (the length of time step, i.e. 1 hour rather than 1-10 minutes, the length of simulation period, i.e. 1 day rather than 1 week or more).
3. Only a single run was performed from one initial population of random solutions. 
Parameter sensitivity
Performance metrics enabled to evaluate the sensitivity of the NSGA-II parameters on a quantitative and more objective basis than the use of visual comparison only. In particular, the sensitivity of NSGA-II parameters was expressed as SPs of maximum possible SPs, which assisted in understanding of sensitivity hierarchy (Table 12 ). The most sensitive parameter was identified mutation and the least sensitive crossover, with the limitation to the optimisation model and network used. Population size was more sensitive than the number of generations for this problem.
Note that the more sensitive parameter is, its change has greater influence on results.
A comment needs to be made though that the identification of reasonable range of settings for each parameter was important in this exercise. Authors acknowledge that the value for the mutation of 0.1 may be a little too high and if this value was not used, the sensitivity of mutation would not be evaluated as high. However, quite a wide range of settings for each parameter was identified purposely so the impact of those settings on the final results could be clearly demonstrated.
Parameter interdependency
The performance of a mutation in relation to crossover and vice versa is now examined by exploring charts detailing concrete mutation and crossover values, and crossover types. Figure 14 indicates that an increase in mutation from 0.005 to 0.01 using the crossover of 0.6 improved the solution (arrow 1a in Figure 14) ; conversely, the solution deteriorated for the same increase in mutation, but crossover of 1.0 (arrow 1b in Figure 14 ). Vice versa, when crossover increased from 0.6 to 1.0 using mutation of 0.005, the solution improved (arrow 2a in Figure 14) ; conversely, the solution deteriorated for the same increase in crossover, but mutation of 0.01 (arrow 2b in Figure 14 ). (arrow 3b in Figure 15 ). The likely conclusion drawn from those observations is that the performance of a particular mutation depends on the crossover value and crossover type, and the performance of a particular crossover value and its type is probably dependent upon the mutation value. In other words, it appears that mutation and crossover are somehow interdependent. If this is the case, they ought to be evaluated as an interdependent pair rather than in isolation. More research is needed in this area. Plotting the values of computed metrics for different combinations of crossover and mutation operators on a surface or contour chart is suggested as one way of visualizing the combined effects of these two parameters.
Performance inconsistency 
Limitations
There are three limitations to this work. The first limitation is that, due to the large number of parameter setting combinations being evaluated, only a single run of the NSGA-II was performed for each parameter setting combination. This approach is contrary to the common application of genetic algorithms (GAs) where multiple runs are used because of These limitations need to be addressed in future research.
CONCLUSION
In this work, performance metrics were applied to compre- 
