Abstract-In this paper, we propose an iterative algorithm for enhancing the resolution of monochrome and color image sequences. Various approaches toward motion estimation are investigated and compared. Improving the spatial resolution of an image sequence critically depends upon the accuracy of the motion estimator. The problem is complicated by the fact that the motion field is prone to significant errors since the original high-resolution images are not available. Improved motion estimates may be obtained by using a more robust and accurate motion estimator, such as a pel-recursive scheme instead of block matching. In processing color image sequences, there is the added advantage of having more flexibility in how the final motion estimates are obtained, and further improvement in the accuracy of the motion field is therefore possible. This is because there are three different intensity fields (channels) conveying the same motion information. In this paper, the choice of which motion estimator to use versus how the final estimates are obtained is weighed to see which issue is more critical in improving the estimated high-resolution sequences. Toward this end, an iterative algorithm is proposed, and two sets of experiments are presented. First, several different experiments using the same motion estimator but three different data fusion approaches to merge the individual motion fields were performed. Second, estimated high-resolution images using the block matching estimator were compared to those obtained by employing a pel recursive scheme. Experiments were performed on a real color image sequence, and performance was measured by the peak signal to noise ratio (PSNR).
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I. INTRODUCTION
H IGH-RESOLUTION images and sequences of images (video) are useful and often critical in many existing applications. Military surveillance is such an application where a high level of detail in enemy formations, convoys, etc. is critical and by its nature is made purposefully difficult to obtain by the enemy. An approach toward obtaining high-resolution images is to increase the number of charge coupled devices (CCD) image sensors, typically corresponding to a decrease in their size. While this approach may be feasible for some Manuscript received May 6, 1998 ; revised August 4, 2000 . This work was presented in part at the 1996 European Signal Processing Conference [1] and the 1996 IEEE International Conference of Image Processing [2] . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Michael R. Frater.
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applications, often the cost and physical requirements involved may prove inviable. For example, in astronomical applications, image sequences are often obtained from cameras launched into space, where the cost, size, and weight of the sensors are critical in payload allowances. Another disadvantage of this approach is that the signal to noise ratio decreases with decreasing size of the CCD [3] . In addition, there exists a theoretical lower limit on the size of the CCDs, due to the presence of shot noise [4] . An alternate approach toward resolution enhancement is to use signal processing algorithms, and obtain a high-resolution image sequence from the corresponding observed low-resolution image sequence. The advantages of such an approach are the lower costs involved and the fact that a number of low-resolution images are already available and they cannot be re-acquired, even if high-resolution capabilities existed. A compression application can be envisioned, according to which instead of transmitting or archiving high-resolution sequences, low-resolution sequences are used, and then processed to a higher resolution when needed. The general approach for improving the resolution of a video signal consists of several steps. First, a degradation model describing the relationship between the low-and the high-resolution images needs to be developed. Second, the low-resolution images must be compensated for their motion. Third, the enhancement approach for obtaining the high-resolution images needs to be derived, which depends upon the particular degradation model. It is the subpixel motion among low-resolution frames which provides additional information about a given frame, enabling the increase of its spatial resolution. If the motion field is exactly known, then using the appropriate number of low-resolution frames, a high-resolution frame (and therefore sequence) can be exactly reconstructed [5] . Thus, the most important step in estimating high-resolution sequences is that of motion estimation. However, it is well known that motion estimation is a very difficult problem due to 1) its ill-posedness [6] , 2) the aperture problem, and 3) the presence of covered and uncovered regions.
A number of algorithms for the resolution enhancement of video have appeared in the literature. Such algorithms differ in any of the three steps outlined above. Most of the algorithms deal with the increase of resolution of monochrome images and video [4] , [7] while the application to color image sequences has not been widespread [1] , [8] . In [9] - [11] , a nonrecursive approach using maximum a posteriori (MAP) estimation was presented, using a Gibbs prior. A linear model was used to describe the relationship between the low-and high-resolution images, and the motion was estimated by a block matching algorithm. In [12] , a binary validity map is proposed to discourage use of 1057-7149/01$10.00 © 2001 IEEE those motion vectors which are deemed erroneous due to inaccuracies in motion estimates, occluded regions, and newly introduced regions. An object of interest is selected and tracked. In [8] , several "candidates" of motion estimates are selected, which are carried throughout the remainder of the algorithm, until the very end, when one set of motion estimates is chosen. The main reason for this approach is that a simple optimality criterion such as the mean absolute error (MAE), may not yield the most visually appealing result.
In this paper an iterative video resolution enhancement algorithm is proposed, based on the multiple input restoration algorithm of [5] . The low-resolution frames, appropriately compensated for the motion and upsampled, represent the multiple observations of a high-resolution frame. The iterative algorithm recovers the high-resolution frame from these multiple degraded versions. Various ways to estimate the motion and to compensate for it are investigated. Particular attention is paid to the use of the color channels in estimating the motion. The main premise behind using all of the color channels in motion estimation is that together they yield more accurate motion estimates [13] . This was demonstrated in [14] , where lower bit rates of a color sequence could be achieved if color motion estimation was used.
The paper is organized as follows. Section II introduces the problem, the multiple input algorithm of [5] is briefly presented, and the proposed iterative algorithm for the resolution enhancement of monochrome video is described and analyzed. Section III discusses three different data fusion approaches for utilizing the color channels in order to improve the accuracy of the motion estimates. Experimental results are presented in Section IV, and conclusions are drawn in Section V.
II. RESOLUTION ENHANCEMENT OF MONOCHROME VIDEO

A. Multiple Input Restoration Algorithm
In [5] , an approach to restoring an observed (degraded) image given multiple degraded versions of the same image is presented, based on a set theoretic regularization technique. In this subsection, this algorithm for image restoration is briefly described and notation is also introduced.
We assume that there are distorted images available, each of which is described by (1) where th known distortion matrix and observed (degraded) image, respectively; original image (all images are lexicographically ordered vectors); additive noise. Note that (1) assumes that there are different degradation operators, , acting on the same original image, , to yield different observed images, . The solution of (1) is an ill-posed problem [15] . Therefore, regularization is employed to replace the ill-posed problem by a well-posed problem, whose solution is an acceptable approximation to the solution of the given illposed problem. Regularization in essence provides a trade-off between fidelity to the data and known properties of the solution, such as smoothness.
According to a set theoretic regularization approach, the prior knowledge about restricts it to lie in a set, , defined in an -dimensional space. In order to make the problem tractable, ellipsoids are used, defined by (2) where describes the center of the ellipsoid, and is a positive definite matrix, whose eigenvectors and eigenvalues determine respectively the orientation and the lengths of the axes of . The following ellipsoid is used to describe the smoothness of the original image: (3) where is a high-pass filter and is the bound on the highfrequency energy of . In comparing (2) and (3), it is clear that and . Likewise, is the set of candidate solution images given the observed image , which must contain . These sets are given by (4) where is the upper bound of the noise variance describing . The two constraints in (3) and (4) represent respectively the smoothness of the resulting image and its fidelity to the data. The intersection of these ellipsoids and yields the solution set best approximating . This intersection is convex and can be described by another ellipsoid which bounds it. The center of this bounding ellipsoid is chosen as the solution to the original problem and is described by [5] , [15] (5)
The solution in (5) is determined by an iterative approach using the method of successive approximations. The restored image, , at the st iteration step, is given by (6) where is a scalar controlling the convergence as well as the rate of convergence of the iteration.
B. Problem Formulation
The multiple input algorithm of Section II-A was originally developed for image restoration. However, it can be applied to the problem at hand, namely, that of increasing the spatial resolution of an image sequence. In this case, the multiple observed input images are the adjacent frames of the image sequence, and the degradation in (1) becomes the concatenation of a subsampling and a motion compensation operator.
For the remainder of this paper, let and denote the th observed low-resolution frame and the th desired high-resolution frame, respectively. Note that denotes the th estimated high-resolution frame at the th iteration. The relationship between these frames is shown by the vertical arrows in Fig. 1 and is mathematically described by (7) where denotes the integration (summation) and subsampling matrix. If each low-resolution frame is pixels and each high-resolution frame is pixels, where is an integer determining the degree of subsampling, then is a matrix of size . The subsampling matrix corresponds to the effect of replacing a sensor array comprised of CCD's with an array containing CCD's. The transpose of , denoted by , is equivalent to a zero-order hold interpolation matrix, and is represented by the downward vertical arrows in Fig. 1 .
The horizontal relationships between frames in Fig. 1 are described by the motion in the scene. Specifically, denotes the displacement vector field (DVF) between the high-resolution frames and (Fig. 2) . The estimation of can be performed using either a block matching or a pel-recursive approach, and will be discussed in Section III. For now, motion compensation can be expressed by (8) where denotes the spatial coordinates of the frame, and denotes the motion compensation operator from frame to frame . The motion compensation operator is represented by the horizontal arrows in Fig. 1 . Since the frames, as well as the frames, are related by the motion field, it also holds that (9) The operator represents motion compensation of frame to followed by its integration and subsampling to yield . In other words, can also be written as (10) where for all is the integration and subsampling matrix, and is defined in (8) . This is represented, for the case of , by the diagonal arrow going from frame up to in Fig. 1 . The image degradation model corresponding to (1) is now given by (9) , where the degradation operator is represented by in (10).
C. Iterative Algorithm
Given the degradation model of (9), an estimate of the highresolution frame is desired given observations of the low-resolution frames . From (6), the iterative algorithm for obtaining such an estimate is given by [16] (11)
where the residual term, , is given by (12) and represents a high-pass filter. In (11), is the relative weight assigned to the residual . In [5] , the contribution of each residual image, controlled by , was inversely proportional to the amount of noise present in that particular image. Thus, the higher the amount of noise in a particular frame, the less trustworthy the frame is, and is therefore weighted less. In this paper, is chosen to be inversely proportional to the magnitude squared of the displaced frame difference (DFD), given by (13) According to this choice of the frames for which accurate motion compensation is achieved are trusted more. If additive noise is present in the data the 's are made inversely proportional to the sum of the 's in (4) and . In analyzing (11) , it can be seen that the high-resolution estimate at each iteration step consists of two components. The first component is the high-resolution estimate at the previous iteration step filtered by the low-pass filter , in order to control noise amplification (if no low-pass filtering is performed). The second component is the weighted sum of residuals which corrects and improves the current estimate. Each residual is formed first in the low-resolution grid;
is motion compensated and downsampled before being subtracted from the low-resolution observation , according to (12) . It is then upsampled by and motion compensated by before being added to the current high-resolution estimate, according to (11) . Bilinear interpolation can be used to obtain the first estimate of the high-resolution frame from the low-resolution observations.
D. Modifications of the Proposed Algorithm
Various modifications to the proposed algorithm are now considered. They all address the important issue of estimating accurate DVFs of the high-resolution sequence from the available low-resolution frames. In running (11) , an initial estimate of the high-resolution frame, , is required. In addition, the DVF between the th and the th high-resolution frames is required, where
. Such a DVF can be estimated directly from initial estimates of the high-resolution frames. Alternatively, the observed low-resolution images can be used to estimate a subpixel resolution motion field which is then upsampled.
We have pursued the first approach, since it potentially can provide us with more detailed and accurate estimates. For this purpose, high-resolution estimates are required. The bilinearly interpolated frames are initially used for this purpose. Then two forms of the algorithm have been investigated, a "non temporally recursive" (henceforth abbreviated by NTR), and a "temporally recursive" (henceforth abbreviated by TR) one. According to the NTR algorithm, the DVF estimated from the bilinearly interpolated high-resolution frames is not updated but used for the enhancement of the whole sequence. Clearly, such an algorithm could be used by establishing "cycles of iterations," where after the whole sequence is processed a new DVF is estimated using the high-resolution estimated images, and a new iteration cycle starts. According to the TR algorithm, the estimated high-resolution frames in the temporal "past" of the currently processed frame are used in estimating the required DVFs; while bilinearly interpolated frames in the temporal "future" of frame are used in estimating the required DVFs.
III. RESOLUTION ENHANCEMENT OF COLOR VIDEO
A. Advantages of Using Color Sequences
As mentioned earlier, the most important step in estimating good quality high-resolution sequences is that of motion estimation [16] . Motion estimation is a challenging problem in itself, but it becomes more acute for the application under consideration, since the high-resolution frames required for motion estimation are not available. The two problems of motion estimation and improving the spatial resolution are inter-dependent. Accurate motion estimates cannot be found unless good quality (i.e., with no significant artifacts) high-resolution frames are available. On the other hand, these high-resolution frames are what is desired in the first place, and are not initially available.
In general, it was found in [17] that it was sufficient to estimate the motion field of a color sequence based on the luminance component only, and use these parameters for motionbased prediction of both the luminance as well as the chrominance components. In [13] , it was found that performing motion estimation using both the luminance and chrominance channels yielded savings in bit rate over that of using motion parameters estimated from the luminance channel alone. It was found experimentally that, on the average, composite coding (using luminance and chrominance components) resulted in a savings of 11.6% in bit rate compared to luminance coding alone, for the same signal to noise ratio (SNR). However, this comes with approximately 40% more computations. Thus, it was concluded that the trade-off between improvements in compression and computational complexity was case dependent, but in general, luminance coding was sufficient.
In addition to these findings, the use of the chrominance components is investigated in this paper. Similarly to [14] , we argue that the reason for using the luminance component only in today's compression standards, is that of computational complexity, which, however, can be mitigated by advances in VLSI technology. In addition, the chief objective addressed in this paper is not compression (in real-time), which was the goal of the aforementioned papers, but increasing the spatial resolution of a video sequence (which can be done off-line).
The three color channels provide more information than a single channel, which leads to improved accuracy of the motion field (measured in terms of mean squared error and smoothness of the field) [2] , [8] . The underlying premise is that for any color image sequence, the motion between adjacent frames for each color channel is exactly the same. In other words, there is only one actual motion field which describes the motion of an object from one frame to the next. This provides additional constraints for the motion estimator.
In practice, however, when motion estimation is performed on each channel independently (using a block matching or a pel-recursive approach), the motion fields will differ among the channels. The degree of (dis)similarity among these motion fields depends upon both the complexity of the image sequence (in terms of motion) as well as the motion estimator itself. In any event, it is desired and advantageous to have only one motion field representing the motion for all three channels. Toward this end, the following algorithms use all three color channels to estimate a single motion field. Subsection III-B presents two approaches which estimate the motion in two steps. In the first step, the DVF is estimated for each channel, similar to that of a monochrome sequence. In the second step, these three DVFs are combined via data fusion to yield a single DVF. Subsection III-C presents an optimal solution by simultaneously estimating the motion in a single step, given all three channels.
B. Independent Channel Motion Estimation of a Color Sequence
Once motion has been estimated for each color channel at each frame, the question of which DVFs to actually use arises. The simplest choice would be to use those three (different) estimated DVFs for motion compensation. However, this paper will focus on choosing a representative motion field to use for all three channels (data fusion). The motivation behind this approach is that there only exists one true motion field for all three channels.
Straightforward examples of data fusion is the use of a prespecified vector, such as the one corresponding to the green channel (henceforth referred to as the single channel, SC, approach), the vector median and the vector mean. Vectors can be ordered according to the approach presented in [18] , where it was shown that the median of a sequence of values is the Maximum Likelihood (ML) estimate of a bi-exponential probability density function, assuming that the data originated from such a source. In a similar manner, the vector mean is the ML estimate for a Gaussian distribution. The vector median of a series of vectors, , is such that (14) and for all (15) where denotes the norm. What is particularly appealing is that is chosen from the set of possible motion estimates (14) , provided that is odd. If is even, then there can be an infinite number of possibilities for [18] . In this paper, is equal to three, the number of channels present in a color sequence.
If the vector mean was taken instead of the median, then the final motion vector would be an entirely new vector, and not one of the three vectors originally estimated. In addition, the mean is less robust than the median if outliers are present. Thus, if, for some reason, the motion estimator produced two roughly similar motion vectors and one that was significantly different from these two, the vector median would not be directly influenced by the erroneous outlier (i.e., a function of the outlier), while the vector mean would. For these reasons, the vector median was used in this paper instead of the vector mean.
C. Simultaneous Motion Estimation of All Color Components
Another approach in determining the motion field of a color sequence is by optimizing an error term that is a weighted function of the DFD of all three channels [19] , that is, (16) where indicates some function, such as the mean squared error; for each channel is given by (13) ; denotes the weights of each channel ( red, green, and blue). In most situations, each channel contributes equally to the overall DFD, so that all weights are the same.
Simultaneous motion estimation offers slightly better motion estimates than independent motion estimation [8] . In general, the improvement gained can be compared to the improvement in simultaneous multichannel image restoration over that of independent multichannel image restoration [20] , [21] .
IV. EXPERIMENTAL RESULTS
A. Experimental Setup
Two different sets of experiments were conducted with the proposed algorithm. In all experiments the iteration in (11) was used for enhancing the resolution of each of the three (R, G, B) color components, with the same DVF, or equivalently the same operator . The difference between experiments is in the way this DVF was estimated. The first set investigated which data fusion approach yielded the best motion estimates for the problem at hand. Three different approaches were tested: 1) finding the motion field from the green channel only (single channel approach), 2) finding all three motion fields independently and using their vector median (vector median approach), and 3) finding the field simultaneously by equally weighting each color channel (simultaneous channel approach). In these experiments, the block matching estimator was used. The second set of experiments focused on the role of the motion estimator by comparing the results obtained from a block matching algorithm with that of a pel-recursive approach. Results were measured by finding the peak signal to noise ratio (PSNR), which was calculated according to (17) where are the original and estimated high-resolution frames, respectively, and denote the dimensions of each frame. Finally, the step size difference was used as the convergence criterion, and the algorithm was terminated when this value reached . In all experiments, the first forty frames of the color Mobile sequence were used, using the R-G-B color space, with . The original high-resolution 28th frame is shown in Fig. 3(UL) . It is of dimensions pixels and represents a subsampled version of the Mobile sequence of initial resolution pixels. The low-resolution 28th frame of resolution pixels is shown in Fig. 3(LL) . It was obtained using (7) . For comparison purposes, bilinear interpolation was performed on these low-resolution frames, resulting in the frame shown in Fig. 3(UR) . In comparing the top two images of Fig. 3 , note the loss of detail around the edges, especially around the numerals of the calendar and also in the crosswalk and awning of the calendar picture.
B. Data Fusion Approaches
In all experiments, (11) was used with , since no noise was added to the data, , i.e., four low-resolution frames were used to reconstruct one high-resolution frame, and was chosen according to (13) . The first experiment estimated the DVF by simultaneously minimizing a mean absolute error (MAE) function across the three color channels according to (16) , with no temporal recursion ("NTR"). The result is shown in Fig. 3(LR) . There is definite improvement over the bilinearly interpolated image. In particular, there is an increase of detail along the edges, and the image does not look as blurry as the bilinearly interpolated one. Most of the numerals of the calendar, however, still remain difficult to read.
Next, each color channel was processed using the DVF estimated from the green channel only (single channel, or SC approach) with a block matching (BM) estimator. The resulting high-resolution images for the nontemporally recursive (NTR) and the temporally recursive (TR) cases are shown respectively in Fig. 4 (UL) and (UR). Little difference can be seen between these two images. However, when compared to the bilinearly interpolated result, more detail along the edges can be seen. Most notable improvement can be seen in the calendar numerals as well as the green fence and the calendar picture. Legibility, while improved, however, is still difficult.
Next, the DVF median approach was tested with and without temporal recursion, still using the block matching motion estimator. The bottom two images of Fig. 4 show the reconstructed high-resolution frame from this approach for frame #28. There is little difference among the four images in Fig. 4 . However, there appears to be a slight improvement from the simultaneous approach.
A composite graph of the PSNR values versus frame number for all three channels is plotted in Fig. 5 for the NTR approaches, and in Fig. 6 for the TR versions. In addition, the bilinear result is shown in both figures. From these graphs, it is clear that the simultaneous, NTR approach performs the best in terms of PSNR, although visually the differences are minimal. It is interesting to see that the vector median, NTR approach is a close second. In all cases the approaches with TR yield lower PSNR's when compared to their NTR counterparts. This is due to the propagation of motion estimation errors. Since the block matching motion estimator contains significant errors, these errors are propagated through the entire sequence due to the temporally recursive nature of the algorithm. If the errors were insignificant, then the errors would not be compounded. This will be discussed in the next section.
As expected, all data fusion approaches yield higher PSNR values than the bilinear approach, ranging from 1 to 1.5 dB. One interesting finding is that the different data fusion approaches behave more similarly in the green channel than the other two channels, as seen by the closer "spread" among the PSNR performance of the three different approaches.
C. Pel-Recursive Motion Estimator
In the second set of experiments, the pel-recursive motion estimation algorithm of [22] was used. This algorithm yields more accurate motion estimates, though at the expense of increased computational cost. In this paper, only the single channel approach and the vector median approaches were implemented.
In the first two experiments of this set the single channel (SC) approach was used. The reconstructed high-resolution frames resulting from the application of the NTR and TR algorithms are shown respectively in Fig. 7 (UL) and (UR). The improvement in the legibility of the numbers "11" through "15", over that of Fig. 4 (UL) and (UR) is clearly visible. Even more dramatic improvement can be seen when comparing this image with the bilinearly interpolated frame. The increased accuracy in the motion estimates can be seen along the top of the train near the smoke stack. There are fewer artifacts for the pel recursive case when compared to the block matching estimator.
In the next two experiments the vector median approach was used, with the same pel-recursive estimator. The reconstructed high-resolution frames resulting from the application of the NTR and TR algorithms are shown respectively in Fig. 7 (LL) and (LR). There is a noticeable improvement in these images over their SC counterparts, as seen by the increase in detail and edges. The SC images look a little more blurry than the bottom images. In comparing the NTR and TR versions of the same approach and same motion estimator, there is little visible difference.
The PSNR plots for the pel recursive estimators are shown in Fig. 8 , for both the temporally recursive and the non temporally recursive cases. A comparison of the PSNR values between the block matching and the pel-recursive methods, is shown in Fig. 9 . This plot clearly shows that with block matching algorithms, the use of temporal recursion degrades (in terms of PSNR) the results, while with pel-recursive algorithms, the use of temporal recursion improves the results. This is due to the increased accuracy of the motion estimates provided by the pel-recursive algorithm.
D. Discussion
The above experiments demonstrate that no data fusion approach was a clear winner in terms of PSNR. From the charts in Figs. 5 and 6, the differences in PSNR values among the three different data fusion approaches were small, for all color channels. In addition, the differences were hardly visible. However, a general conclusion is that the data fusion approaches combining motion information from all three channels offered higher PSNR's than the single channel approaches. The best overall data fusion approach for block matching was the simultaneous method, followed closely by the vector median, and then the single channel algorithm. For pel-recursive estimators, the vector median performed better than the single channel algorithms, in terms of both PSNR and visual quality.
Comparing the NTR and TR approaches, the choice of the motion estimator becomes an important factor. With a block matching motion estimator, the NTR approach should be used to prevent motion error propagation. With a pel-recursive motion estimator, the motion estimates are accurate enough to improve future time estimates, and therefore the TR method should be used.
The cost of employing pel-recursive estimators, though, is an issue that cannot be ignored. Using a pel-recursive estimator for the experiments described earlier increased the processing time by approximately a factor of five. Depending on the application and the resources available, pel-recursive motion estimation schemes should be used only if the best results are desired, and the computational cost is not an issue. Otherwise, the block matching simultaneous NTR algorithm should be employed.
V. CONCLUSION
In this paper, the problem of increasing the spatial resolution of an observed low-resolution sequence is investigated. Two important findings were made. First, the accuracy of the motion estimator and to a lesser extent the fusion method used in color sequences were critical to the quality of the estimated high-resolution sequence. In particular, pel-recursive schemes yielded higher PSNR values and sharper images, while the visual difference between the results obtained from the "temporally recursive" and "nontemporally recursive" approaches was small. The choice of the motion estimator determines whether or not TR should be used, as discussed earlier. Visibly, the pel-recursive algorithm produced sharper edges and more details than the block matching approaches.
Second, the inclusion of the color channels also improved the quality of the estimated high-resolution sequence, when compared to the single channel approach. By estimating the motion fields corresponding to the three color channels, and then extracting a single motion field, higher PSNRs, and slightly sharper image sequences were obtained. The vector median approach performed better than its single channel counterparts, for both block matching and pel-recursive schemes.
Good resolution enhancement depends critically upon the accuracy of the motion field. The DVF can be improved in two ways: 1) by using a more sophisticated motion estimator and 2) choosing the right data fusion approach. However, there appeared to be an interesting inter-relationship among the different methods involved. This was demonstrated by the difference in performance by the NTR and TR approaches when pel-recur-sive and block matching motion estimators were used. Using all three color channels significantly improved the results over that obtained from single channel methods, with varying degrees of success, depending upon how data fusion was implemented (vector median versus simultaneous minimization). If computational cost is the main issue, then the NTR method with simultaneous block matching should be used. In all experiments performed, however, all approaches outperformed bilinear interpolation, as expected.
