In this paper, we discuss a novel approach for studying longitudinal data of self-regulating systems experiencing multiple excitations (or inputs). We developed a model focusing on the evolution of a signal (e.g., heart rate) before, during, and after temporal perturbations taking the system out of its equilibrium state (e.g., cardiac stress testing on a bicycle ergometer). This approach, using multilevel regression and first order differential equations, allows to model a broad range of signals or outcomes such as physiological processes in medicine and psychosocial processes in social sciences, and to extract simple characteristics of the dynamical system studied. In a first step, we present the model (including readily available statistical code) and the three main parameters estimated: the initial equilibrium, the damping time, and the reaction to the excitation. We then show simulation studies clarifying under which conditions the model provides accurate estimates. These simulations showed that the estimates are robust to noise, thus giving the
opportunity to use it in a wide panel of studies. Finally, application of this model is illustrated using cardiological data recorded during effort test.
1Introduction
Modern longitudinal studies have become more intensive, often producing 10 or more measurements per subject. These intensive longitudinal data (ILD) 1 stem from long cohort studies such as the Framingham cohort 2 , or the Swiss HIV cohort 3 , but also from the use of electronic devices (e.g. online monitoring, personal digital assistant or cell phone reporting) 4 or of electronic medical records. Following the emergence of these rich data, researchers have been able to examine changes over long time periods 5, 6 , for instance trajectories of disabilities 7 and self-rated health 8 . Alternatively, some studies examined recurring cycles and patterns, such as the stability of the circadian temperature rhythm 9 , the patterns of cigarette smoking events over several weeks 10 , or the capacity of self-regulated systems to maintain stability through change and adapt themselves to environmental change (allostasis) 11 . Another type of evolution over time that can be assessed using ILD is homeostasis, that is the return to equilibrium of a given selfregulated system. Homeostasis is of particular interest in social science and medical research [12] [13] [14] [15] because it underlies so many physiological processes, including regulation of body temperature, composition of the extracellular fluid (e.g., blood sugar level, carbon dioxide, oxygen) and gene regulation 13 . Homeostasis has also been postulated to underlie psychosocial regulation of stress 16, 17 , with individuals showing a tendency to stay at a certain level of stress, potentially generating artificial stress if the existing level of stress is insufficient 18 .
In 1994, the seminal work of Boker and Graham 19, 20 suggested the use of second order differential equations to study the link between an outcome, its change over time (first derivative) and the variation of this change (second derivative). These equations usually used in physics to describe the behavior of an oscillator out of equilibrium have been applied by the authors to explore the fluctuations of cigarettes and alcohol in a cohort study of adolescent substance abuse.
Based on the generalized linear local approximation (GLLA) introduced by Boker or its further development 21 , numerous studies use derivatives to analyze dynamical variables. Among them, studies of the intraindividual variability 22, 23 , first-order differential equation [24] [25] [26] , second order differential equation 20, 23, [27] [28] [29] [30] [31] , coupled differential equation 19, 20, 32 , nonlinear differential equation [32] [33] [34] . But crucial point, these different models ignore the potential excitations or inputs (shocks, adverse events, health hazards, etc.) pushing the observed outcome out of equilibrium 1 . They suppose instead implicitly that the studied parameter is already out of equilibrium or that the excitations are brief and partially filtered by analysis processes 35 . Yet, ignoring this term in the differential equation leads to serious mistakes and deprive the researcher of a way of studying the link between the perturbation of a system and its dynamics. Furthermore, although a simple selfregulated system periodically set away from its equilibrium could present oscillatory-like appearance and would usually be described as an oscillatory system, it could actually be more simply and accurately described by a first order differential equation considering multiple excitations (see Figure 1 ).
The aim of this article is to propose a novel approach to analyze return to equilibrium during multiple inputs (REMI) in self-regulated dynamical systems considering a first order differential equation governed by a known excitation term. The first order differential equation describes the temporal evolution of a parameter changing proportionally to its value, leading to exponential decays behaviors that can be observed in numerous scientific fields such as medicine, psychology, sociology, economics, ecology, chemistry or physics. The excitation term we consider can have positive or negative value, thus enabling to represent a wide range of possible behaviors (see Figure 1 ) and modeling the impact of adverse events and positive support.
[insert Figure 1 .] Figure 1 Examples of signals (points) governed by a first order differential equation with known excitations (plain line).
In the following sections, we first describe a first order differential equation model accounting for multiple excitations, outlining the advantages of such a model over a simpler homogeneous approach, which does not account for excitations. Second, we describe the estimation process and provide example code to fit such a model in R. Third, we present a simulation study examining the quality of parameter estimation, focusing on the bias in parameter estimates. Fourth, we 1 The work of Deboeck and Bergeman 26 make a partial exception as they try to recover the input of a first differential equation using structural equation methods.
illustrate our model using cardiological data recorded during effort tests. And finally, we discuss the model and its application, highlighting advantages of the model and potential caveats.
A multiple shocks differential equation model
The general idea of a first order differential equation can be described as follows: given a variable measuring a signal (e.g., affective state, biological measurement) dependent on time, the first order differential equation with constant coefficients describe a linear relation between , and its first derivative ̇ (its change over time):
This differential equation, called homogeneous first order differential equation, is well-known in various scientific fields. For example, this equation describes the evolution of a population of radioactive atoms having a disintegrating rate of , the evolution of a bank account with pay taxes that is a percentage of the account balance or the evolution of a drug concentration in the body being eliminated at a rate of . Considering the last example, the differential equation simply states that the change in drug concentration over time (the derivative ̇( )) is a fraction per amount of time (γ, lets say 1% every hour ) of the total drug concentration ( ( )). The solution of this homogeneous equation is of the form
Where A is the initial value Y(t = 0). The coefficient is the decreasing rate and is linked to the damping time and the half-life time 1
For a γ of 1% per hour corresponds a half-life time of around 70 hours and a damping time of 100 hours. This homogeneous equation describes the evolution of a signal already out of equilibrium and going back to equilibrium. But it does not consider the possible excitations (i.e., the inputs or shocks) that can occur to put the system out of equilibrium (in the example of drug concentration, the intake of a new dose of the drug). The proper differential equation is then:
where ( ) is the value in time of an excitation (i.e., exogenous input). This term should not be confused with ( ), which is in various publication the error term of the regression. ( ) is a vector of same length as and could be for example a drug intake per amount of time (flow of drug) if is a drug concentration. To present a simple case, let's consider a constant for any > 0. If (0) = 0, the solution of equation 2 has the form:
The signal ( ) will in this case be an exponential increase (with decreasing rate ) saturating at its maximum value / (see Figure 1 bottom). Considering again our drug example, for a hypothetical injection of a quantity of drug per amount of time, the drug concentration in the body could reach a maximum value that is proportional to divided per the elimination rate of this drug, that is when the elimination of the drug is equal to the intake. The first homogeneous differential equation is then valid only when the excitation term is null (see the white band in Figure 2 ). Correctly estimating the damping rate require to take into account the excitations occurring during the time of the study.
[insert Figure 2 .] Furthermore, including the excitation term in the equation allows to examine its association with the variation of the studied variable, thus quantifying the relationship between the cause of the dynamics and its effect.
Estimation
The first step of the estimation process is to compute the derivatives, which can be obtained using Note that we include a random intercept ( 0 + 0 ), a random slope over the signal ( where Θ( ) is the Heaviside function.
In this simulation, we varied three parameters:
1. The damping time of 5, 10, 15, 20 and 25 temporal steps. The temporal steps are set to 1, so that the damping time is the same as the number of observations for a time period corresponding to the decrease of 63% of the initial value. An inter-individual noise of 20% was added, by setting the damping parameter to be distributed along a normal distribution with a standard deviation of 20% of its mean.
2. The intra-individual noise is set equal to 0%, 20%, 40% and 60% of the maximal value reached by the variable when it experiences a single excitation. Note that the amplitude of the source terms was kept constant because the excitation term's amplitude and the noise are complementary, and we arbitrarily chose to manipulate the noise (e.g., measurement error) instead of the amplitude.
3. The embedding number used to calculate the derivative was primarily set to 2 in a first approach, and then varied until 19 to determine the variation of the estimated variable with the embedding number.
We did not vary sample size or number of observations because this first simulation study focuses on the model when adequate data is available. Damping parameter, excitation coefficient and equilibrium value are then estimated using multilevel models as presented in the estimation section. Each calculation for a parameter set was then reproduced 1000 times and allowed to calculate the mean of the estimated parameters and its variance. The relative bias of an estimated parameter is then computed as:
Results
In this section we present the results regarding the estimation of our three parameters that are the damping time of our signal, the excitation coefficient and the equilibrium value.
We first present the results of a simulation with the derivatives computed on 2 points (embedding number of 2), once taking into account the excitations and once without taking into account the excitations. We then estimate the parameters using an optimal number of points to compute the derivatives. This last simulation provides the estimate of the accuracy of our approach to assess our three parameters of interest.
Damping Time The mean estimation of the damping time for simulated signal analyzed with an embedding number of two (that is using two points to calculate the derivative and the moving average of the signal and excitation) is presented in Figure 4 . We can see that the model slightly overestimates the damping time by around 20% when there is no intra-individual noise. This overestimation increases with noise and depends on .
The relative bias has two major contributions. The first one is a positive contribution, which arises from two sources of noise. The first source of noise is obviously the intra-individual noise of the signal. The second one originates from the error in the estimation of the derivative at the border of the excitations (see Appendix B). As the respective position of the excitation and the sampling is random, this effect results in an additional noise added, even when no extra intraindividual noise is added (noise = 0%). The overall consequence of the noise on our estimation process is to blur away the high frequencies of our signal (see Appendix C). As removing the high frequency of a signal results in a slower apparent dynamic, a higher damping time is estimated. Knowing that when the damping time decreases the high frequency part of our signal spectrum becomes more important, it explain the increase of relative bias when decreasing the damping time.
The second major contribution to the relative bias is a negative one and originate from the wellknown aliasing effect resulting from the sampling 38 (see Appendix D). This aliasing will have a negative contribution to the relative bias, contribution that will increase as the damping time decreases. This is the reason of the observed reduction of the relative bias when decreases when the intra-individual noise is 0% (Figure 4 ).
It has to be noted that the noise due to the error of the derivative estimate is high in our simulation because of the high number of excitation considered (1 point over 5 in average is an excitation, see Appendix B). Reducing the number of excitation will of course decrease this error term, and so the bias.
Although these biases are inevitable, this first analysis method still gives deviation below 75%
for noises as high as 40%.
[Insert figure5.] Figure 5 top: Mean estimated damping times without taking excitation into account. Simulations were generated from 10 punctual excitations, 20% inter-individual noise, and various intraindividual noises. Derivative were calculated with an embedding number of 2. Error bars are the 95% confidence interval, and the black line is the identity. Bottom: relative bias of the estimated damping time compared to their true value.
The novelty of our approach can be highlighted here by comparing the result of Figure 4 with the same analysis performed on the same simulation data but without taking into account the excitation (that is using the homogeneous differential equation for the regression, Figure 5 ). Even in the absence of noise and for the slowest decay, the relative bias is at least 75%, and increase up to a factor of 25 for the worst conditions. This bias will affect in the same proportion the estimation of the equilibrium value. Furthermore, not considering the excitation does not allow to recover the excitation coefficient, thus not estimating the amplitude of the dynamics. The trajectory estimated would be 0, because the solution of the homogeneous differential equation is (0) − and (0) = 0.
[Insert figure6.] Increasing the Embedding number first reduces and then increases the relative bias on the estimated damping time and increases the relative error ( Figure 6 ). For each damping time there seems to be an optimal number of points to use to calculate the derivative and the corresponding moving average signal. This optimum depends on and on the noise level, and is the embedding number giving the lowest estimation of the damping time.
The existence of an optimum embedding number and its dependence can be explained by the fact that averaging a temporal signal over several points is equivalent to filtering its high frequencies.
This is beneficial as long as this filtering process remove noise without affecting the signal.
Signals with a greater damping time have a smaller spectral width, thus allowing a better filtering of the noise. They can consequently more filtered (i.e. we can use a higher embedding number) and the bias further reduced, as observed in Figure 6 . In any case, not all the noise can be removed, letting an irremediable component to the bias.
The results presented in Figure 7 are the estimated damping time of the same simulated variable but using the Embedding numbers that led to the lowest estimated damping time in Figure 6 .
They show a reduction of the relative bias for damping time higher than 5, reducing the bias close to zero for the largest damping time. For damping time equal or inferior to 5, the optimal embedding number is = 2 and so the estimation of the damping time was not improved.
[Insert figure7.] Figure 7 Top: Means estimated damping times from 10 punctual excitations, 20% inter-individual noise, and various intra-individual noises. Derivatives were calculated using the optimal embedding number. Error bars are the 95% confidence interval, and the black line is the identity. Bottom: relative bias of the estimated damping time compared to their true value. Hollow circles are the relative bias from the previous simulation with the Embedding number set to 2 (see Figure  4) Excitation coefficient
Proceeding in a similar manner as with the estimation of the damping time, we present in Figure   8 the estimation of the excitation coefficient (that is equal to 1 × in our simulation, see the estimation section). The excitation coefficient is slightly underestimated, and the bias decreases with noise and damping time. Similarly to the damping time, this bias certainly finds its root in the imprecision of the derivative estimation at the border of the squared excitation generated for our simulation (see Appendix B).
Increasing the embedding number led to a deterioration of the estimation. As our excitation are of length 1, they will result in the frequency domain in a cardinal sinus cancelling for = 2 . As the embedding process filter the frequency with a cardinal sinus and a cut off frequency of _ = 2 (Appendix C) and > 2, filtering will always remove spectral component of excitation, thus increasing the bias of the estimation. This will not be the case for long excitation, as their spectrum will have a lesser spectral extend (see Appendix C and D)
[Insert figure8.] Using the same Embedding number as the one used to estimate the damping time leads to relative bias up to -20% in the worst case (the highest damping time, because of the highest embedding number used).
Equilibrium value
Comparing the estimated equilibrium value to the maximum amplitude of the signal shows that it is slightly underestimated up to 6% of the amplitude of the signal (Figure 9 ).
Simulations show that the bias is reduced when the embedding number is increased.
Using the same Embedding number as the one used to estimate the damping time leads to a relative bias of the ratio between the estimated equilibrium and the amplitude value below 4%. 
Application
To test our model on real data, we used data obtained from cardiac stress testing on a bicycle ergometer 39 . Briefly, subjects performing this test were admitted to investigate potential coronary disease or evaluate exercise capacities in healthy or diseased-patients. All tests were performed or supervised by certified cardiologists. A 12-lead electrocardiogram (ECG) was used to monitor heart rate and modifications of ECG during the test. Systolic and diastolic blood pressures were measured regularly during the test with a cuff pressure. The protocol started with a workload 50
Watts and each 2-minute, the resistance increased by 25 Watts to achieve a maximal test a peak heart rate (HR) corresponding to 85% of the maximal theoretical heart (220-age). The protocol was appropriately adapted according to the status of patients, for instance larger steps can be used for healthy and well-trained subjects and the duration can also be shortened. In our analysis, our outcome of interest was the evolution of heart rate from the start of the stress to the recuperation.
21 subjects were randomly extracted from the dataset. The number of HR measurement per subject ranged from 42 to 205 points, with a median at 79 measurement points (one measurement every 10 seconds).
[Insert figure10.] Figure 10 : Adjustment with the first order differential equation regression of heart rate (HR) measurements performed during an effort test on a resistive bicycle for 4 subjects. The solid black line is the resistivity of the bicycle, thus the effort provided by the patient. Grey dot is the heart frequency, and gray solid line is the estimation given by our model.
The results of the adjustments are shown in Figure 10 (adjustment of the 21 subjects is displayed in Appendix E). Our analysis reproduced extremely well the variation of heart rate during effort and will thus give access to fundamental heart dynamics characteristics.
As explained previously, the analysis yields three parameters to fully characterize the selfregulated dynamics: the damping time, the excitation coefficient, and the equilibrium value. The damping time corresponds to the time needed to reach 63% of the heart rate increase for a given effort and/or the time needed to reach 63% of the heart rate decrease after an effort (see Figure   11 ). The excitation coefficient is the proportionality coefficient between the effort and the HR increase due to this effort: the higher the coefficient, the higher will be the increase of heart rate for a given resistance of the bicycle. The equilibrium value simply corresponds with the resting heart rate (RHR). The influence of these parameters is depicted in Figure 11 .
[Insert figure11.] reassurance that the data is sufficient to correctly estimate the parameters (more than 5 heart rate measures per damping time ,(see simulation section). Note that, in this application, we do not provide confidence intervals or p-value since further development is needed to correct standard errors to account for the initial step of computing GOLD estimates of derivatives and to account for sampling effects. Interestingly, our model allows to separate two parameters that are often mixed: the increase of HR due to the effort (our excitation coefficient), and typical time of HR change (our damping time). The parameter usually studied that resemble these two parameters is the HR acceleration or the maximum rate of heart rate increase (rHRI) [40] [41] [42] . The rHRI is proportional to the maximum change of HR, i.e. the highest slope of the tangent segment to the HR curve. For an exponential behavior, this highest value occurs at the beginning of a given effort (see Figure 11) . It is clear then that the rHRI is dependent on both the excitation parameter and the damping time. It is equal to the ratio of the two:
=
As different dynamics can have the same rHRI (such as the lightest gray curve and the black curve in Figure 11 , top panel), this coefficient alone is not sufficient to describe the dynamic observed. On the other hand, our analysis allows to estimate directly and independently pertinent parameters characterizing fully the HR dynamics for an effort test, thus opening the way of new studies 40 .
[Insert figure12.] Second order differential equations describe the dynamics of inertial self-regulated system. They have been the main focus of the development of the analysis based on differential equations as they allow to model complex behaviors such as oscillating and non-oscillating dynamics. While the dynamics described by such equations are interesting, two difficulties should be considered. The first one is due to the use of the homogeneous approach that supposes either the absence of excitation during the measurements or the randomness of their effect. The second difficulty is that computing the characteristic time of return to equilibrium in the case of a non-oscillating behavior requires combining the parameters of the model in a complex way.
The first order differential equation describes the dynamics of non-inertial self-regulated systems.
Its use is limited to non-oscillating behaviors, and supposes that the speed of the system can change instantaneously. The simpler form of the equation gives direct access to the characteristic time of return to equilibrium, and taking the excitation process into account potentially allows to adjust data that appear oscillatory but that are just regularly pushed out of equilibrium.
We prove here that taking the excitation process into account a first order differential equation can allow a proper estimation of its equilibrium value, its typical reaction time when pushed out of equilibrium (the damping time) and its response amplitude to that perturbation (the excitation coefficient). The use of multilevel regression can estimate individual parameters while performing the estimation on the whole data. A ready to use program has been developed and is proposed, and a full R package will be published later.
The simulations performed show that the estimation of our parameters is good even in noisy signals (60% intra-individual noise, 20% interindividual noise). The damping time and the excitation coefficient are slightly overestimated, whereas the equilibrium value is close to unbiased. These biases are due to the effect of noise in our estimation procedure (see Figure 4 ).
This noise can originate from the data itself or from the calculation of the derivative based on sampled (see Appendix B). The bias induced by the noise is reduced if the signal studied has at least 5 points per typical decaying time (the time needed to reach 63% of its maximum value) and can be improved by increasing the number of point used to calculate the derivative and the averaged signal (the embedding number). Increasing the embedding number acts as a low pass filter, removing part of the noise and so reducing the bias. This reduction is efficient as long as this filter does not suppress frequency components of the signal adjusted (see Appendix C). This lead to the observed existence of an optimal Embedding number (see Figure 6 ) for the recovery of the damping time, which correspond to the minimum estimated damping time. Doing so reduces the relative bias of the estimated damping time and equilibrium value, and slightly increase the bias of the excitation coefficient. However, further studies are necessary to determine the number of points necessary to support a large embedding number.
Performing the analysis of our simulated signal without considering the excitation, as often done in the literature, leads to a relative bias of hundreds of percent for the damping time and the equilibrium values. Furthermore, it deprives the researcher from the information provided by the excitation coefficient, and so does not allow to estimate the amplitude of the self-regulated dynamic in the overall variability of the outcome studied.
The application of our model in a sport cardiology setting shows promising results to explain behavior in real acute stressful condition. The three parameters obtained greatly summarize and explain complex dynamics, thus opening the way to new studies in numerous fields.
Based on the simulation studies, we can provide some advice on study planning. Researchers planning a study and intending to use our models will need to focus their data collection on collecting enough measurements per damping time. Thus, based on previous literature and expert knowledge, researchers will need to assume a time for return to equilibrium and then set their data collection method to measure their signal at least five times per damping time (for a review of methods for intensive longitudinal data collection, see (ref to Walls,intensive longitudinal data, chapter 11).
Our model has some limitations. It must be remembered that the present model assumes that the link between the change over time of the studied outcome and its value is constant over time, that is the damping time is the same along excitation period and deexcitation period. Another assumption is that the equilibrium value is supposed constant over time (before and after the excitations). Due to the sampled nature of the variable studied, some inevitable bias prevents us to properly recover the parameter of the dynamics if the signal contains less than 5 points per typical decaying time.
Perspectives of development of this model are numerous. First, the estimation of the p value and the proper study of statistical characteristics of our analysis (power, coverage) taking into account the sequential process of computing the derivatives and then estimating the model, will require some development of a variance inflation. It is currently out of the scope of this paper.
Characterizing the impact of the sample size reduction as well as the effect of missing points will also need detailed simulation studies. Finally, extensions of the model to integrate a varying equilibrium over time, a different damping time at the increase and decrease of the signal or considering a second order differential equation could be of great interest.
Appendix A
The model was implemented using R in a file called remi_smmr.R that contains the functions used to carry out the simulations and analysis presented in this paper. The file is available in the following github repository:
https://github.com/dcourvoisier/remi
The repository contains a readme file with general information (name of the file, description, type of license etc.) and a wiki in which a page has been created for each function, giving the details on the function purpose, its inputs and outputs.
Below is a short example on how to use these functions to simulate and analyze data. This function generates two tables, each one contains 5 columns, where ID is the identifier of the individual, excitation is the excitation signal generated, Dampedsignalraw is the generated signal without noise, Dampedsignal is the generated signal with noise and timecol is the generated time column.
The first table, called "rawdata" contains the continuous signal from which the sampled data (the "data" table) is obtained.
The analysis of this simulated data can then be performed as follows:
The outcome of this function is a list of four objects:
The first one, data, is a data.frame containing the original data and calculated variables, which are the moving averages of the signal performed on points (_rollmean), the first derivate (_derivate1), the averaged excitation (excitation_rolled), the time in which the last three variables are estimated (timecol_derivate), and the estimated signal (_estimated).
The second object, resultID, summarizes the estimated parameters for each individual, namely:
1. The excitation coefficient (_exccoeff)
2. The damping time (_dampingTime) 3. The equilibrium value (_eqvalue).
The third object, resultmean, contains a table with the fixed parts of these coefficients.
The fourth object, regression, gives access to the summary of the multilevel regression performed with lmer, as well as the random effects for each individual.
The resulting estimation can be graphically displayed as follows: Appendix B
We present here an illustration of the signal generation and sampling for our simulation. In Figure   13 is represented in plain line the true quasi continuous signal (solid gray line) following the differential equation for a given excitation (gray dotted line).
[Insert figure13.] The spectrum of the typical exponential decrease we consider is:
Here is the pulsation, that is the frequency multiplied per 2 . The spectrum is the magnitude of the Fourier transform of our exponential decay and reflect the fact that the exponential decrease can be seen as an infinite sum of oscillations which amplitudes for a pulsation are given by ( ). Our model intends to recover the properties of the exponential decay which is transformed in various ways: it is sampled, convoluted with the excitation, averaged over
Embedding points, and noisy.
[Insert Figure14.] Adding a normally distributed noise to our time varying signal can be roughly modeled in the spectral domain as adding a noise covering part of the spectrum until a certain amplitude value b which is proportional to the standard deviation of the noise (see Figure 14) . The part of the spectrum that is under this line is then blurred by the noise and can't be properly recovered, leading to the increase of the bias we observe when recovering the damping parameter (the remaining spectrum has an apparent width that is smaller than the real one, leading to underestimated so an overestimated ).
The normally distributed noise added to the signal has a flat spectrum with an amplitude which is proportional to the standard deviation of the noise (see Figure 14) . Consequence is that high frequency components of the signal have a lower signal to noise ratio than the low frequency components and can't be properly recovered during estimation. The estimated signal will then have less high frequency components than the original signal, so a slower dynamics and a higher estimated damping time.
Performing a moving average on a number of point equal to is equivalent to a convolution with a rectangle gate of width . The convolution of a temporal signal with a function is the equivalent of a multiplication in the Fourier space. In our case, using points to calculate the average and derivative is the same as multiplying the spectrum ( ) by the magnitude of the Fourier transform of the rectangle function, that is ( ( 2 )), where abs is the absolute value, the embedding number and sinc the unnormalized cardinal sinus function. What the averaging does in the frequency domain is to filter out part of the noise at frequencies higher than the cutoff frequency = 2 (see Figure 14 ). Let's the noise amplitude under which the signal frequency component can't be estimated. The filtering is beneficial as long as the cutting frequency is higher than , that is as long as the filtering does not remove part of the spectrum that is above this level (see Figure 14) . It can then be understood that there is an optimal embedding number, that this optimal embedding number increases with and that for sufficient small and low noise the embedding process does not improve the recovery of our parameters.
Appendix D [Insert Figure15 .] Figure 15 Schematic of the creation of alias due to sampling. In red is the Spectrum corresponding to an exponential decay with = 1, in blue the alias created by the sampling of the exponential decay, and in dashed line green the consequently modified spectra.
The observations used to assess the exponential decay is a discrete function coming from the sampling of a continuous function (see Appendix B). This sampling is the equivalent of the multiplication of the continuous function in time by a Dirac comb with a spacing between Dirac peaks equal to 1. Multiplying in time is equivalent to convoluting in frequency, and so the sampling can be translated into the frequency domain by convoluting the spectrum of the exponential decay with a Dirac comb of frequential spacing equal to 2 . The consequence is the creation of images of the spectrum every 2 frequency spacing (the aliases), leading to the overlap of the Spectrum with its image for any frequencies over (called the Nyquist frequency 38 , see Figure 15 ). Our spectrum having frequency components over , it results in an artificial increase of the spectrum for these frequencies. The resulting spectrum looks then slightly broader, that is with an apparent higher and so a smaller damping time . As the width of ( ) increases with , this effect increases when the damping time decreases. Plain line is 0%. Figure 9 : Mean estimated equilibrium value, from 10 punctual excitations, 20% inter-individual noise, and various intra-individual noises and an embedding number of 2. Error bars are the 95% confidence interval. Bottom: ratio of the estimated equilibrium value and the amplitude of the signal, in %. Plain line is 0%. Figure 10 : Adjustment with the first order differential equation regression of heart rate (HR) measurements performed during an effort test on a resistive bicycle for 4 subjects. The solid black line is the resistivity of the bicycle, thus the effort provided by the patient. Grey dot is the heart frequency, and gray solid line is the estimation given by our model. 
