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Revisio´n de las tecnologı´as y
aplicaciones del habla sub-vocal
Technologies and applications review of
subvocal speech
Resumen
Se presenta una revisio´n de estado de las principales tema´ticas aplicativas y meto-
dolo´gicas del habla sub-vocal o lenguaje silencioso que se han venido desarrollando en
los u´ltimos an˜os. Entendiendo por habla sub-vocal como la identificacio´n y caracteriza-
cio´n de las sen˜ales bioele´ctricas que llegan al aparato fonador, sin que se genere produc-
cio´n sonora por parte del interlocutor. La primera seccio´n hace una profunda revisio´n
de los me´todos de deteccio´n del lenguaje silencioso. En la segunda parte se evalu´an las
tecnologı´as implementadas en los u´ltimos an˜os, seguido de un ana´lisis en las principales
aplicaciones de este tipo de habla; y finalmente se presenta una amplia comparacio´n entre
los trabajos que se han hecho en industria y academia utilizando este tipo de desarrollos.
Palabras claves: Implantes auditivos, micro´fonos, procesamiento del habla, reconoci-
miento del habla, ruido acu´stico, sı´ntesis del habla, trabajo en ambientes peligrosos.
Abstract
This paper presents a review of the main applicative and methodological approaches
that have been developed in recent years for sub-vocal speech or silent language. The
sub-vocal speech can be defined as the identification and characterization of bioelectric
signals that control the vocal tract, when is not produced sound production by the caller.
The first section makes a deep review of methods for detecting silent language. In the
second part are evaluated the technologies implemented in recent years, followed by a
review of the main applications of this type of speech and finally present a broad compa-
rison between jobs that have been developed in industry and academic applications.
Key words: Acoustic noise, auditory implants, microphones, speech processing, speech
recognition, speech synthesis, working environment noise.
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1. Introduccio´n
El lenguaje silencioso o habla sub-vocal esta´ relacionado con la extraccio´n, caracterizacio´n
y clasificacio´n de sen˜ales biolo´gicas que provienen de la corteza cerebral, viajan por el sis-
tema nervioso central, hasta llegar al aparato fonador. Estas sen˜ales biolo´gicas representan la
intencio´n del habla antes de ser articulada en voz alta. Las interfaces de habla silenciosa (SSI-
Silent Speech Interfaces, por sus siglas en ingle´s), se definen como el proceso de adquisicio´n
y reconocimiento, ya sea de fonemas, sı´labas, palabras u oraciones completas para lograr tras-
mitir el mensaje que se tiene la intencio´n de decir sin que llegue realmente a ser expresado
como una sen˜al acu´stica. La figura 1 clasifica los enfoques de las SSI dependiendo de la fase
de produccio´n del habla de donde se este´ tomando la sen˜al a analizar. Vale la pena anotar
que, ba´sicamente, dependiendo del tipo de sen˜al que se extraiga, se implementara´ una interfaz
especı´fica y sera´ necesario realizar un acondicionamiento de sen˜al adecuado para cada uno de
los casos, a fin de conseguir el reconocimiento del habla silenciosa [68] [69].
Figura 1. Enfoques de los SSIs durante la produccio´n de la voz.
Son muchas las aplicaciones actuales de este tipo de interfaces, que van desde su utilidad
en medicina de recuperacio´n en pacientes que han sido sometidos a alguna intervencio´n del
aparato fonador, como por ejemplo una laringectomı´a y que requieren restablecer su habi-
lidad comunicativa; pasando por los avances que se realizan en sistemas de comunicacio´n
humano-ma´quina, hasta dispositivos que permitan la interlocucio´n en ambientes extremada-
mente ruidosos o en donde se requiere que el mensaje enviado presente altas condiciones de
seguridad.
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Este artı´culo pretende realizar una corta pero comprensible resen˜a de los me´todos de adqui-
sicio´n y procesamiento del habla sub-vocal, los avances que se han realizado en dispositivos
de comunicacio´n silenciosa, a nivel mundial y especialmente en Colombia y Latinoame´rica,
mostrando las limitaciones actuales de los sistemas de habla silenciosa y las perspectivas del
trabajo que se desarrollara´ en los pro´ximos an˜os en este campo. En [2], los autores realizan un
detallado estudio de las te´cnicas actuales para el reconocimiento del habla sub-vocal, basa´ndo-
se en diferentes tipos de sensores, evaluando las ventajas, portabilidad y nivel de alcance co-
mercial de cada me´todo, haciendo una comparacio´n entre estos, que se muestra resumida en
la tabla 1. A nivel local, y especialmente, en referencia a los avances realizados para la captura
y clasificacio´n de fonemas y palabras del idioma espan˜ol, los me´todos que se han desarrolla-
do principalmente son la adquisicio´n de sen˜ales por electromiografı´a de superficie, como se
referencia en [3] y [4], y en menor proporcio´n por medio de encefalogramas [5] e ima´genes
ultraso´nicas. En la siguiente seccio´n se presenta una breve introduccio´n a cada uno de estos
me´todos, para dar paso a las aplicaciones que tienen en la actualidad este tipo de interfaces.
2. Me´todos de adquisicio´n y procesamiento del habla
sub-vocal
La tabla 1 describe los me´todos ma´s populares de SSI y hace una comparacio´n entre ellos,
destacando sus ventajas y posibilidad de comercializacio´n a corto plazo, como se presenta
en [2]. De acuerdo con la figura 1, la primera sen˜al que es posible captar desde el momento
en que se produce la intencio´n de pronunciar una palabra es la proveniente de la corteza ce-
rebral, donde se aloja el proceso del habla y establecen los comandos para la comunicacio´n y
la expresio´n oral. Para adquirir estas sen˜ales, tı´picamente se utilizan varios electrodos de alta
resolucio´n que se ubican en la parte izquierda del cerebro, donde se obtienen las sen˜ales EEG
relacionadas con la produccio´n del habla [5]. Mientras en algunos trabajos como en [6] se uti-
liza un casco que contiene un gel conductor y se fija a la cabeza del paciente para la apropiada
ubicacio´n de los electrodos, otras investigaciones como la presentada en [7] utilizan sen˜ales
electrocorticogra´ficas (ECoG), que se toman directamente sobre la superficie del cerebro, lo
que evita la atenuacio´n de las sen˜ales debido al hueso del cra´neo y la posible interferencia
de ruido causado por el cuero cabelludo. La principal desventaja que presenta dicha te´cnica
es que es muy invasiva, por lo que su aplicacio´n es frecuente en medicina en pacientes con
condiciones me´dicas crı´ticas. Las caracterı´sticas para el reconocimiento del habla silenciosa
son diferentes de las tomadas para el reconocimiento del habla acu´stica [6]. Los me´todos de
adquisicio´n tambie´n son diferentes; mientras en el habla normal la toma de datos se realiza
sobre un canal a 16kHz, las ondas cerebrales se adquieren a trave´s de 16 canales a 300Hz,
cada uno.
El objetivo de los BIC (Brain-Computer Interface, por sus siglas en ingle´s) es traducir los
pensamientos o intenciones de un sujeto dado en una sen˜al de control para operar dispositivos
tales como computadores, sillas de ruedas o pro´tesis [8]. Frecuentemente, este tipo de interfaz
requiere que el usuario explı´citamente manipule su actividad cerebral, la cual se usa entonces
para controlar la sen˜al de un dispositivo. Generalmente se necesita un proceso de aprendizaje
que puede tomar varios meses. Este es el caso de una pro´tesis de habla para individuos con im-
pedimentos severos de comunicacio´n [9], donde se propone un esquema de control de sen˜ales
EEG, para ser implementada en pacientes que sufren esclerosis lateral amiotrofia avanzada
(ELA).
INGENIERI´A • VOL. 20 • NO. 2 • ISSN 0121-750X • E-ISSN 2344-8393 • UNIVERSIDAD DISTRITAL FJC 279
Revisio´n de las tecnologı´as y aplicaciones del habla sub-vocal
Tabla I. Comparacio´n de las tecnologı´as actuales
Tipo de inter-
faz
Trabaja de for-
ma silenciosa
Funciona en entorno
ruidoso
Rehabilitacio´n Tipo de proce-
dimiento
Posibilidad de
comercializa-
cio´n
Costo de im-
plementacio´n
Electrodos
EEG Sı´ Sı´
Muy utilizado en
pacientes con con-
diciones me´dicas
crı´ticas (en especial
ECoG)
Puede ser inva-
sivo
No en la actua-
lidad
Medio
Electrodos
EMG Sı´ Sı´
En pacientes que
han sido sometidos
a una laringectomı´a
No es invasivo
Sı´
Medio
Ima´genes
ultraso´nicas Sı´ Sı´
En pacientes que
han sido sometidos
a una laringectomı´a
No es invasivo
Sı´
Medio/alto
Micro´fono de
murmuro no
audible
(NAM)
No completa-
mente
Presenta interferen-
cias por ruido pro-
veniente principal-
mente del movi-
miento del paciente
No es usualmente
utilizado para fines
me´dicos. Sı´ para fi-
nes comerciales
No es invasivo
Sı´
Bajo
Electromagne´ti-
cos o de vibra-
cio´n
No completa-
mente Sı´
No es utilizado para
fines me´dicos
No es invasivo
Sı´
Medio/alto
Algunos de los avances realizados en el u´ltimo an˜o sugieren que es posible identificar len-
guaje imaginario [10], inicialmente para la identificacio´n de dos sı´labas. Las aplicaciones EEG
para el procesamiento de sen˜ales biolo´gicas va ma´s alla´ del reconocimiento de la intencio´n de
habla, trabajos como [11] se enfocan en identificar la intencio´n humana a trave´s de una in-
terfaz humano–ma´quina. De igual forma, en [12] se propone un nuevo enfoque al problema
de lenguaje silencioso por medio de una interfaz cerebro-computador (BCI), basada en micro-
electrodos intracorticales para predecir la informacio´n que se destina al discurso, directamente
desde la actividad de las neuronas que esta´n relacionadas con la produccio´n del habla.
Otro de los me´todos que ha presentado un amplio desarrollo es la adquisicio´n de sen˜ales por
electromiografı´a de superficie (sEMG, por sus siglas en ingle´s, surfice Electromiography). La
utilizacio´n de esta tecnologı´a consiste en registrar la actividad ele´ctrica del mu´sculo, la cual es
capturada por electrodos de superficie (es decir, no implantados), produciendo sen˜ales acordes
a la vibracio´n o movimiento del aparato fonador [13], [14]. Las sen˜ales ele´ctricas son produ-
cidas por la fibra muscular, que es activada por el sistema nervioso central, generando una pe-
quen˜a descarga de corriente ele´ctrica debida a los flujos io´nicos a trave´s de las membranas de
las ce´lulas musculares. Despue´s de adquirirse las sen˜ales, se realiza un proceso de amplifica-
cio´n para tener sen˜ales que puedan ser utilizadas en la reproduccio´n de la voz [15], [16], [17].
Cuando se utiliza esta te´cnica en interfaces que pretenden instrumentar el reconocimiento del
lenguaje en espan˜ol, se busca utilizar el enfoque de reconocimiento de sı´labas [18], ya que es
un modo comu´n y natural de dividir las palabras en espan˜ol, lo que presenta una diferencia
notoria con las interfaces desarrolladas para el reconocimiento del idioma Ingle´s, pues dicho
idioma se divide de acuerdo a los golpes de sonido y no en sı´labas. Este es el caso de la inves-
tigacio´n realizada en [3], donde la interfaz de lenguaje silencioso desarrollada se basa en el
reconocimiento de sı´labas, en vez de fonemas o palabras, obteniendo una efectividad del 70 %,
utilizando un a´rbol de decisiones en el reconocimiento de 30 monosı´labos del espan˜ol. Igual-
mente en [4], se realiza el ana´lisis de las sen˜ales electromiogra´ficas de los mu´sculos mientras
el paciente pronuncia fonemas correspondientes a 30 monosı´labos diferentes. Para ello, entre-
naron un clasificador a fin de reconocer las sı´labas con una efectividad del 71 %. En [19], los
autores conjugan las sen˜ales de habla normal, de susurro y de habla silenciosa, todas obtenidas
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por sMEG, para su ana´lisis y comparacio´n, mostrando que las tasas de reconocimiento en el
lenguaje silencioso mejoran en porcentaje considerable.
Cuando el proceso de produccio´n de voz llega hasta el aparato fonador se presenta la posi-
bilidad de implementar nuevas interfaces basadas en las vibraciones de este mismo. Tal es el
caso de las adquisicio´n de sen˜ales por micro´fonos de Murmuro no Audible, NAM, sen˜ales de
ultrasonido [20], [21] y o´pticas [22], [23], [24] o utilizando sensores magne´ticos [25], o sen-
sores de vibracio´n [26]. El reconocimiento del soplo no audible NAM (por las siglas en ingle´s
de Non-audible Murmur), es una de las interfaces del lenguaje silencioso ma´s prometedoras
para comunicacio´n hombre-ma´quina. El sonido de baja amplitud generado por el flujo de aire
en la laringe puede ser detectado usando el micro´fono de NAM [27], [28]. La principal des-
ventaja de este dispositivo es la pe´rdida de las altas frecuencias de la sen˜al debido al medio de
trasmisio´n de las mismas, lo cual causa que las sen˜ales detectadas no sean lo suficientemente
claras [29]. Un micro´fono NAM comprende un micro´fono condensador (ECM, Electret Con-
denser Microphone, por sus siglas en ingle´s), cubierto de un polı´mero suave, como la silicona
o el elasto´mero de uretano, que proporcionan una mejor impedancia y ayudan al contacto
suave con el tejido del cuello. La sensibilidad del micro´fono de acuerdo al material utilizado
(silicona o elasto´mero de uretano) en 1kHz esta´n entre – 41 y 58 dB. Como se observa en
la figura 2, este se ubica en el cuello cerca de la oreja. En [30] se registra un estudio de la
propagacio´n del sonido desde el tracto vocal hasta la superficie del cuello con el objetivo de
mejorar la claridad de la sen˜ales tipo NAM obtenidas.
Figura 2. Normas relevantes en Colombia sobre calidad de potencia.
El principal me´todo para el reconocimiento de sen˜ales es el entrenamiento de un modelo
acu´stico basado en los modelos ocultos de Markov (HMM, Hidden Markov Model, por sus
siglas en ingle´s), como se explica en [31]. Ma´s especı´ficamente, en el a´rea del habla sub-
vocal, HMM se ha utilizado para la conversio´n y comparacio´n estadı´stica de la articulacio´n
silenciosa del aparto fonador, con vocablos de una base de datos guardados con anterioridad
[61]. Basado en este mismo modelo, se presenta en [32] un nuevo me´todo de reconocimiento
NAM, el cual requiere solamente una pequen˜a cantidad de datos para el entrenamiento de
HMMs y esta´ basado en adaptacio´n supervisada e iteracio´n adaptativa. Con el fin de mejorar
la claridad de las sen˜ales NAM, en [33] los autores presentan los resultados de un escaneo por
ima´genes de resonancia magne´tica del tracto vocal para ser aplicadas al estudio del mecanismo
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de produccio´n del NAM y compararlo con el mecanismo de produccio´n de habla normal. Uno
de los trabajos ma´s recientes hechos sobre el ana´lisis y reconocimiento de las sen˜ales tipo
NAM es el mostrado en [34]. Aquı´ los autores realizan el reconocimiento de los fonemas
japoneses e incluyen el uso de sen˜ales provenientes del habla normal con las sen˜ales tipo
NAM para un mejor procesamiento. Lo anterior debido a que las sen˜ales NAM muestreadas
resultan de´biles, por lo que requieren un proceso de amplificacio´n antes de ser analizadas
por herramientas de reconocimiento del habla. Este es un nuevo enfoque para me´todos de
reconocimientos de sen˜ales NAM que incluye la implementacio´n de un modelo acu´stico y
otro de lenguaje, ası´ como la utilizacio´n de datos de habla normal trasformados en datos
NAM, como es posible observar en [35]. Para combatir el ruido causado, entre otras cosas por
el movimiento del hablante, en [36] se plantea el uso de un detector de sen˜al este´reo junto a
dos micro´fonos NAM para la supresio´n del ruido por medio de la separacio´n ciega de fuentes
y de la sustraccio´n espectral que se realiza en cada uno de los canales.
Otro me´todo empleado para el procesamiento de las sen˜ales de habla sub-vocal se presenta
en [62], donde los autores filtran con la Transformada Wavelet Discreta, las sen˜ales tomadas
con electrodos superficiales colocados en la garganta, para que a continuacio´n se extraigan
las principales caracterı´sticas de las sen˜ales y se clasifiquen con redes neuronales. A fin de
analizar las sen˜ales de habla sub-vocal, tambie´n se han usado algoritmos como las series de
Fourier-Bassel, que separan los formantes de la sen˜al de voz y luego, usando la transformada
de Hilbert, se calcula la frecuencia instanta´nea de cada formante separado [63]. Asimismo,
utilizando la transformada fraccionada del coseno, es posible analizar la informacio´n de ha-
bla, reconociendo las palabras ocultas en la sen˜al de habla enviada en un sistema transmisor-
receptor [64].
3. Avances en las tecnologı´as actuales
Los anteriores enfoques para la adquisicio´n del lenguaje silencioso han permitido el desarro-
llo de tecnologı´as tales como micro´fonos, interfaces de reconocimiento del habla, implantes
cocleares, entre otros; que abarcan un gran nu´mero de aplicaciones en diferentes campos, co-
mo se ha dicho: medicina, comunicaciones, seguridad, etc. Muchos de estos avances se han
desarrollado con el fin de subsanar las desventajas que presentan las interfaces de lenguaje
silencioso, como la poca portabilidad de los sistemas desarrollados, su viabilidad en aplica-
ciones en entornos reales al ser un sistema basado netamente en la informacio´n proveniente
de los sensores empleados, sin poseer realimentacio´n de audio [37], ası´ como la degradacio´n
e interferencia de las sen˜ales en condiciones de ruido extremas. Los sensores no acu´sticos
[38, 39], tales como los radares de microondas, los de vibracio´n de la piel y los sensores de
conduccio´n o´sea, proporcionan la posibilidad de medir la excitacio´n de la glotis y del tracto
vocal siendo totalmente inmunes a las interferencias acu´sticas.
Otra de las mejoras implementadas en la adquisicio´n del habla sub-vocal es la inclusio´n de
implantes cocleares para mejorar la discriminacio´n individual de palabras y las habilidades del
entendimiento del habla silenciosa, como se describe en [40], [41] y [42]. En [43] se combina
un procesador coclear con un circuito integrado al tracto vocal para crear una “realimentacio´n
del habla”, que puede aplicarse a pro´tesis de escucha o para mejorar el reconocimiento del
habla en ambientes extremadamente ruidosos. Tambie´n se investiga su implementacio´n en
una interfaz hombre ma´quina o en sintetizadores del habla usando un dispositivo que simule el
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tracto vocal humano. El sistema de realimentacio´n de voz es explicado por Keng y Hoong con
detalle en [44] y en [45]. Igualmente, ese u´ltimo trabajo aplica el concepto de realimentacio´n
de las sen˜ales de habla para la disminucio´n del ruido de la sen˜al y, ası´, se sintetice mejor y de
forma clara.
4. Aplicaciones actuales del habla sub-vocal
El lenguaje silencioso o habla sub-vocal ha sido investigado durante de´cadas y ahora es una
tecnologı´a lo suficientemente madura para ser usada en una amplia variedad de aplicaciones,
como en el a´rea de las comunicaciones, en sistemas de informacio´n telefo´nica, en programas
de traduccio´n entre idiomas y de dictado, que pueden ser implementados en un nivel superior,
ma´s ra´pido y con mejor calidad en el reconocimiento de informacio´n que con las interfaces de
lenguaje acu´stico [46]. En el a´rea de la medicina, especialmente en rehabilitacio´n del tracto
vocal, como se muestra en [47] y [48], cuando un paciente ha sido sometido a una laringec-
tomı´a debido a un accidente o al ca´ncer de laringe, no puede producir el sonido de la voz de
una manera convencional debido a que sus cuerdas vocales han sido retiradas, por lo que se
requiere un me´todo alternativo de habla para producir la voz usando fuentes que generen el so-
nido de manera especial, sin necesidad de hacer vibrar sus cuerdas vocales. La voz producida
por medio de este me´todo se conoce como voz esofa´gica (que no es producida en la laringe).
La utilizacio´n del habla sub-vocal en pacientes que han sido sometidos a una laringectomı´a
total se presenta en [49]. El reconocimiento de la voz no ları´ngea y el incremento de la cali-
dad de las sen˜ales producidas por una laringe electro´nica usando me´todos de reconocimiento
de patrones son temas estudiados en [50]. Otro tipo de pacientes son aquellos que sufren de
para´lisis severas que les impiden realizar el proceso completo de produccio´n de voz, pero sus
sen˜ales en la corteza cerebral permiten la aplicacio´n de interfaces BCI para hacer posible su
comunicacio´n con el entorno, como se muestra en [51] y [52]. En [12] se utilizan Electro-
dos Neurotro´picos para el desarrollo de la BCI, los cuales proveen grabaciones de las sen˜ales
neurolo´gicas u´tiles durante aproximadamente cuatro an˜os, una propiedad necesaria para pa-
cientes con para´lisis que deben convivir mucho tiempo con este tipo de interfaces. Dentro de
estas mismas interfaces se han elaborado sintetizadores de voz, que convierten las sen˜ales del
habla sub-vocal en fonemas pronunciados por un dispositivo electro´nico [65]. La utilidad que
se le ha dado a estos desarrollos ha permitido profundizar ma´s en los me´todos que se han
utilizado para captar las sen˜ales, el procesamiento digital y analo´gico de estas sen˜ales y los
dispositivos utilizados para convertirlas en sen˜ales acu´sticas.
5. Trabajos realizados
En esta seccio´n se citara´n de forma ma´s detallada, algunos de los trabajos que han sido
desarrollados utilizando el habla sub-vocal. Una de las investigaciones realizadas en el campo
del habla sub-vocal fue elaborada por la NASA, quienes investigaron en la aplicacio´n del
sEMG en ambientes hostiles [53]. Los resultados obtenidos con ese trabajo demuestran un
74 % de precisio´n para la clasificacio´n de quince palabras del lenguaje ingle´s, en un sistema
de tiempo real donde fue aplicado a sujetos que esta´n expuestos a 95dB nivel de ruido. En [54]
se presenta un dispositivo con la capacidad de medir la distribucio´n de la vibracio´n de las
cuerdas vocales en tiempo real. Pacientes con enfermedades de la laringe fueron tratados con
este dispositivo y los resultados obtenidos describen que fue posible estimar la frecuencia
de los armo´nicos de los sonidos. En [55] y [56] se presentan analizadores de voz que usan
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electrodos EMG, micro´fonos Electrec y acelero´metros, para tratar a pacientes con deso´rdenes
de lenguaje y la implementacio´n del habla sub-vocal para la fabricacio´n de sintetizadores del
lenguaje.
En cuanto a comunicaciones respecta, en [57] se muestra una SSI compuesta por un siste-
ma de adquisicio´n multimodal de informacio´n del habla llamado Ultraspeech [37]. El sistema
graba ima´genes ultraso´nicas y o´pticas sincro´nicamente con la sen˜al de audio, que pueden ser
transmitidas en tiempo real hasta la ubicacio´n del receptor del mensaje. Las aplicaciones de
las SSIs tambie´n abarcan las teleconferencias [58], las terminales telefo´nicas y los tele´fonos
mo´viles que tenga disponible la adaptacio´n de tales herramientas de lenguaje silencioso [59].
Algunas investigaciones muestran estudios detallados en los que se expone que las comu-
nicaciones telefo´nicas pueden ser reconocidas con precisio´n mediante sen˜ales sEMG, cuyas
caracterı´sticas pueden ser reconocidas, presentando los primeros resultados en clasificaciones
de fonemas y caracterı´sticas fone´ticas en telefonı´a [46], aplicando te´cnicas esta´ticas de conver-
sio´n de voz [60]. Otro de los trabajos derivados del habla sub-vocal es la laringe electro´nica;
este dispositivo transforma las vibraciones articulares del aparato fonador, en sonidos de voz,
utilizando un sintetizador de voz que apoya la restitucio´n del habla en pacientes que han su-
frido ca´ncer de laringe [65]. A nivel local, uno de los trabajos con habla sub-vocal se presenta
en [62], donde se utilizaron sensores superficiales y herramientas matema´ticas para captar las
sen˜ales bioele´ctricas y clasificarlas en seis palabras de del idioma espan˜ol, dando como resul-
tado un 70 % de acierto. Asimismo, grupos de investigacio´n de las universidades de Colombia
han presentado sus trabajos para la adquisicio´n de habla subvocal a trave´s de USB [66], con
una ancho de banda de 20-500 Hz y reconocimiento de fonemas monosila´bicos con redes
neuronales, con un porcentaje superior del 80 % [67].
6. Conclusiones
El objetivo principal de este documento fue presentar una revisio´n, corta pero profunda, de
los trabajos realizados sobre el desarrollo de las interfaces de habla silenciosa, evidenciando
las ventajas que ofrece para mejorar la comunicacio´n en ambientes hostiles o con un nivel alto
de ruido y los beneficios que se generan en personas que sufren de problemas en el aparato
fonador y que no pueden producir los sonidos del habla. Es observable que en los u´ltimos diez
an˜os los procedimientos donde se aplican las SSIs utilizan sensores colocados sobre el cuer-
po, que proporcionan detalladamente las sen˜ales bioele´ctricas transmitidas desde el cerebro
hasta el tracto vocal, las cuales pueden tomarse en cada una de las etapas de produccio´n de
habla. Los trabajos presentados demuestran que, dependiendo de la te´cnica que se utilice, es
posible identificar las sen˜ales de los fonemas de un idioma especı´fico, para luego comparar la
informacio´n obtenida con modelos estadı´sticos y sistemas con inteligencia artificial basados
en me´todos utilizados para el reconocimiento de habla.
Siendo el habla sub-vocal una te´cnica novedosa para la comunicacio´n entre personas y la
interaccio´n con aquellos que poseen trastornos de habla o pe´rdida del aparato fonador, se
hace necesario que las nuevas tecnologı´as que contemplen la aplicacio´n de las interfaces de
habla silenciosa, para el reconocimiento de fonemas de la lengua espan˜ola a nivel nacional,
se basen en los avances que se han generado en el a´mbito mundial, que fomente la investi-
gacio´n y proponga nuevas alternativas de comunicacio´n entre hablantes del idioma espan˜ol.
Adicionalmente, las nuevas tecnologı´as que se generen pueden fabricarse con un costo menor
y adecuarse a los requerimientos de la poblacio´n particular.
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