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Resumo Nas u´ltimas de´cadas, a tecnologia e as telecomunicac¸o˜es teˆm sofrido uma
evoluc¸a˜o exponencial. Atualmente, cada vez mais as comunicac¸o˜es entre
todo o tipo de ve´ıculos assumem um papel importante no quotidiano de cada
um de no´s, quer seja pela necessidade de obter informac¸o˜es antecipadas
acerca do percurso rodovia´rio que fazemos diariamente, ou ate´ mesmo a
distribuic¸a˜o de conteu´dos urgentes e na˜o urgentes. Deste modo, as redes
veiculares surgem com algumas particularidades que as distinguem de outro
tipo de redes, tais como o tempo reduzido de contacto que leva a` perda de
ligac¸o˜es e conectividade, devido a` mobilidade constante dos no´s na rede,
a sua dispersa˜o geogra´fica e a densidade varia´vel. Estas singularidades
criam algumas fragilidades na rede e proporcionaram o aparecimento de
um novo conceito denominado Redes Tolerantes a Atrasos (Delay Tolerant
Network (DTN)). Desta forma, o encaminhamento da informac¸a˜o e´ feito
atrave´s de um mecanismo de Store-Carry-and-Forward (SCF), que resolve
os desafios descritos anteriormente, permitindo que a informac¸a˜o chegue a
todos os no´s em situac¸o˜es onde na˜o existe um caminho estabelecido end-
to-end.
Uma vez que o trabalho desenvolvido tem por base uma rede veicular ad-
hoc e o objetivo principal e´ a disseminac¸a˜o de conteu´do urgente nessa rede
veicular, foi necessa´rio tirar partido dos mecanismos da plataforma DTN.
Desta forma, foi poss´ıvel garantir que o conteu´dos chegassem a todos os
ve´ıculos que se encontravam numa a´rea delimitada pelas coordenadas Global
Position System (GPS) do acidente, em particular, atra´s do mesmo e na
mesma direcc¸a˜o do movimento, recorrendo ao nu´mero m´ınimo de saltos
poss´ıveis. Outro objetivo foi minimizar o nu´mero de mensagens repetidas
na a´rea de interesse. A mensagem encaminhada foi gerada pelo ve´ıculo
que teve o acidente ou pelo ve´ıculo que deteta o acidente (atrave´s de uma
travagem brusca, por exemplo).
De forma a tirar partido da localizac¸a˜o ou do nu´mero de vizinhos que cada
ve´ıculo tem num dado instante temporal, foram testados e implementados
treˆs algoritmos: um para alta densidade, outro para baixa e outro que
serve de comparac¸a˜o com os dois anteriores. Estas estrate´gias foram ser
implementadas na plataforma mobile Opportunistic VEhicular Emulator for
Real Scenarios (mOVERS), onde tambe´m foi avaliado o desempenho das
mesmas, por forma a ser escolhida a que apresenta melhor desempenho,
tendo em conta, a entrega de pacotes u´teis e a quantidade de pacotes
redundantes na rede.
Concluiu-se que a melhor estrate´gia foi a de Alta Densidade para os cena´rios
estudados, uma vez que a taxa de pacotes u´teis entregues era muito elevada
e a taxa de pacotes repetidos, apesar de na˜o ser ta˜o baixa quanto o deseja´vel,
era bastante inferior a` da estrate´gia de Broadcast.

Keywords VANET, Emergency Messages, V2V, IEEE 802.11p, WAVE, Zone of Rele-
vance, Geocast Protocols
Abstract In last decades, the technology and telecommunications have suffered an
exponential evolution. Nowadays, the communications between all types
of vehicles have an important role in daily life of each of us, whether it is
the need to know information in advance about the vehicles route, or even
the distribution of urgent or non-urgent content. In this way, the vehicular
networks have special characteristics that distinguish them from other types
of networks, such as the reduced contact time that leads to loss of con-
nections and connectivity, due to node mobility in the network, geographic
dispersion and variable density. Those singularities create a fragility in the
network and have led to the emergence of a new concept called DTN. Thus,
the forwarding of the information is done by a mechanism called SCF, which
addresses the challenges described before, allowing information to reach all
nodes in situations where there is no established end-to-end path.
Since the work developed is based on an ad-hoc network and the main
objective is the dissemination of urgent content in this network, it was
necessary to take advantage of the mechanisms of the DTN. Thus, it is
possible to ensure that it reaches all the vehicles which are in a delimited
area by GPS coordinates of the accident. In particular, behind the accident
and in the same direction as the movement, using the minimum number of
hops. Another objective is to minimize the number of repeated messages in
the relevant area. The message that will be forwarded is generated by the
vehicle which had an accident or by the vehicle that detected the accident
(through a strong break, as example).
To take advantage of location or number of neighbors that each vehicle has
in a temporal instant, it was tested and implemented three strategies: one
for high density, another for low density and the other for comparison with
the previous two. These strategies will be implemented in a platform called
mOVERS, which will also evaluate the performance, in order to choose the
one that presents best performance, taking into account delivery of useful
packets and amount of redundant packets in the network.
It can be concluded that the best strategy is the one of High Density, since
the rate of useful packets delivered is very high and the rate of repeated
packets, although not as low as desirable, is much lower than that of the
strategy of Broadcast.
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Cap´ıtulo 1
Introduc¸a˜o
As Vehicular Ad hoc NETworks (VANETs) oferecem uma variedade de servic¸os, entre os
quais a possibilidade de disseminar mensagens pelos ve´ıculos. Estrate´gias eficientes para a
disseminac¸a˜o de mensagens em situac¸o˜es de emergeˆncia teˆm requisitos especiais. Esta secc¸a˜o
discute o contexto e a motivac¸a˜o para construir essas estrate´gias e mostra como, no aˆmbito
desta dissertac¸a˜o, foram elaboradas algumas propostas para a disseminac¸a˜o de mensagens de
emergeˆncia em VANETs.
1.1 Contexto e Motivac¸a˜o
As VANETs apresentam caracter´ısticas especiais como: a mudanc¸a muito ra´pida da topo-
logia da rede e ligac¸o˜es intermitentes, devido ao tempo de contacto entre os no´s ser bastante
reduzido [1]. Para lidar com esses desafios que a VANET tem e´ necessa´rio criar mecanismos
que sejam capazes de tolerar as ligac¸o˜es intermitentes, bem como os atrasos longos. Uma
arquitetura que e´ capaz de transmitir informac¸a˜o confia´vel, tendo em conta os atrasos e as
conexo˜es intermitentes designa-se DTN [2]. As Redes Tolerantes a Atrasos (Delay Tolerent
Networks - DTN) foram, inicialmente, desenvolvidas para permitir comunicac¸o˜es a longas
distaˆncias (entre sate´lites, por exemplo) e com atrasos longos. Tais caracter´ısticas tornam as
DTNs uma boa alternativa para lidar com os requisitos das VANETs e, por isso, quando e´
aplicada a`s mesmas, designa-se Vehicular Delay Tolerant Network (VDTN).
Desta forma, para a entrega de mensagens urgentes, em especial as mensagens cujo con-
teu´do sinaliza um estado de emergeˆncia que requer um atendimento ra´pido, e´ necessa´rio o
desenvolvimento de mecanismos que consigam suportar tais requisitos, uma vez que esses
mecanismos na˜o sa˜o encontrados em VANETs. A distribuic¸a˜o de conteu´dos urgentes permite
agir em situac¸o˜es de emergeˆncia como notificac¸a˜o de acidentes, congestionamento do traˆnsito,
ambulaˆncias, ultrapassagens, estado da via, entre outros (Figura 1.1).
Assim, o propo´sito desta dissertac¸a˜o e´ a disseminac¸a˜o de conteu´dos urgentes numa VANET,
usando uma plataforma que permite receber as mensagens, armazenar caso na˜o existam ve´ı-
culos no alcance, e dissemina´-las de seguida. Para tal, foram implementadas treˆs estrate´gias
(Alta Densidade, Baixa Densidade e Broadcast) tendo em conta: a utilizac¸a˜o apenas de co-
municac¸o˜es Vehicle to Vehicle (V2V), criac¸a˜o de processos de selec¸a˜o de no´s (ve´ıculos) que
permitam reduzir a quantidade de pacotes repetidos na rede e tirar partido da localizac¸a˜o
geogra´fica de cada no´, delimitando uma a´rea, Zone of Relevance (ZoR), onde a mensagem vai
ser disseminada. As duas estrate´gias de Alta e Baixa Densidade, fazem uma selec¸a˜o de no´s,
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tendo em conta crite´rios distintos e foram desenvolvidas para densidades de ve´ıculos diferentes
(baixa e elevada quantidade de ve´ıculos). A terceira (Broadcast) na˜o conte´m qualquer tipo de
selec¸a˜o de no´s, nem tem em conta a densidade de ve´ıculos, isto e´, todos os no´s dentro da ZoR
enviam a mensagem para todos os seus vizinhos. A plataforma utilizada para implementar
e testar as estrate´gias propostas denomina-se mOVERS e foi desenvolvida em parceria com
a Veniam e o grupo investigac¸a˜o Network Architecture and Protocols (NAP) do Instituto de
Telecomunicac¸o˜es (IT) da Universidade de Aveiro. O mOVERS foi escolhido por ja´ estar
preparado para redes veiculares e ja´ conter os mo´dulos necessa´rios ao desenvolvimento das
estrate´gias de disseminac¸a˜o de mensagens.
Figura 1.1: Aplicac¸o˜es em cena´rios de emergeˆncia [3]
1.2 Objetivos e Contribuic¸o˜es
O objetivo desta dissertac¸a˜o e´ introduzir mecanismos de envio e encaminhamento de
informac¸a˜o, que permitam disseminar diretamente a informac¸a˜o entre os ve´ıculos que esta˜o
na rede, sem recorrer a` comunicac¸a˜o com a infraestrutura. Por exemplo, caso ocorra um
acidente ou estejam a decorrer obras na estrada, os ve´ıculos ira˜o disseminar essas mensagens
apenas entre eles, sem envolverem a infraestrutura. Apesar da intermiteˆncia das ligac¸o˜es da
rede, a mensagem chega a todos os ve´ıculos, pois o mecanismo utilizado possui um mecanismo
que permite guardar a mesma ate´ encontrar uma ligac¸a˜o confia´vel atrave´s da qual a informac¸a˜o
pode ser encaminhada. No entanto, se na˜o existir uma ou mais estrate´gias definidas para o
encaminhamento da informac¸a˜o urgente, a informac¸a˜o na˜o chegara´ aos ve´ıculos pretendidos ou
podera´ circular uma elevada quantidade de mensagens repetidas na rede desnecessariamente.
De forma a ser poss´ıvel concretizar esta proposta, as seguintes etapas foram desenvolvidas:
• Estudar os mecanismos existentes para a disseminac¸a˜o de mensagens de emergeˆncia e
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como adaptar a arquitetura da rede a estes mecanismos;
• Desenvolver mecanismos que disseminem a informac¸a˜o tirando partido da localizac¸a˜o
geogra´fica dos ve´ıculos (estrate´gias de disseminac¸a˜o de disseminac¸a˜o de mensagens de
emergeˆncia);
• Reduzir a quantidade de pacotes redundantes na rede, recorrendo a uma selec¸a˜o estra-
te´gica de ve´ıculos que teˆm como func¸a˜o enviarem as mensagens;
• Testar e avaliar o desempenho dos mecanismos desenvolvidos para a disseminac¸a˜o da
informac¸a˜o usando comunicac¸a˜o V2V;
As contribuic¸o˜es desta dissertac¸a˜o sa˜o as seguintes:
• Utilizac¸a˜o exclusiva da comunicac¸a˜o V2V na rede, de forma a disseminar as mensagens
por todos os ve´ıculos contidos numa dada a´rea;
• Reduc¸a˜o do nu´mero de saltos que a informac¸a˜o necessita para chegar da fonte ao destino;
• Desenvolvimento de mecanismos de disseminac¸a˜o de conteu´dos urgentes que permitem
melhorar o encaminhamento da informac¸a˜o numa situac¸a˜o concreta de emergeˆncia, a
ocorreˆncia de um acidente.
1.3 Organizac¸a˜o da Dissertac¸a˜o
Esta dissertac¸a˜o esta´ organizada em seis cap´ıtulos:
• Cap´ıtulo 1 - Introduc¸a˜o - Este cap´ıtulo descreve o contexto e a motivac¸a˜o desta disser-
tac¸a˜o, bem como os objetivos, contribuic¸o˜es e a estrutura da mesma.
• Cap´ıtulo 2 - Estado de Arte - Este cap´ıtulo fornece uma breve descric¸a˜o do conceito e
arquitetura de uma VANET, bem como as aplicac¸o˜es e servic¸os associados a` mesma.
Faz uma breve abordagem sobre a tecnologia WAVE e a famı´lia IEEE 1609.x, uma vez
que e´ a tecnologia que vai ser considerada ao longo deste trabalho para a comunicac¸a˜o
V2V. Descreve tambe´m o conceito e arquitetura de uma DTN e o mecanismo de Store-
Carry-and-Forward (SCF). Por fim, sa˜o apresentados alguns exemplos de protocolos
de Geocast que sa˜o aplicados a`s mensagens de emergeˆncia numa VANET, bem como
alguns trabalhos relacionados com disseminac¸a˜o de mensagens de emergeˆncia.
• Cap´ıtulo 3 - Estrate´gias para a Disseminac¸a˜o de Mensagens de Emergeˆncia - Este cap´ı-
tulo descreve o problema e as soluc¸o˜es propostas (Estrate´gias de Alta e Baixa Densidade
e Broadcast).
• Cap´ıtulo 4 - Implementac¸a˜o e Integrac¸a˜o - Este cap´ıtulo apresenta a implementac¸a˜o e
integrac¸a˜o das treˆs estrate´gias propostas na plataforma mOVERS, bem como o funcio-
namento do mOVERS.
• Cap´ıtulo 5 - Testes e Resultados - Este cap´ıtulo conte´m uma breve descric¸a˜o do software
usado para os testes, bem como os scripts usados para a realizac¸a˜o dos gra´ficos e a
avaliac¸a˜o e comparac¸a˜o do desempenho das treˆs estrate´gias implementadas.
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• Cap´ıtulo 6 - Concluso˜es e Trabalho Futuro - Este cap´ıtulo conte´m as concluso˜es relativa-
mente a`s soluc¸o˜es desenvolvidas e implementadas no mOVERS, e ainda alguns to´picos
sobre trabalho que podera´ ser desenvolvido no futuro para melhorar e complementar
esta dissertac¸a˜o.
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Cap´ıtulo 2
Estado de Arte
2.1 Introduc¸a˜o
O foco desta dissertac¸a˜o envolve conceitos e tecnologias relacionadas com Delay Tolerant
Networks (DTNs), em particular, as VANETs. Ale´m disso, aspetos relacionados com a dis-
seminac¸a˜o de dados sa˜o fundamentais para o entendimento do problema de disseminac¸a˜o de
mensagens de emergeˆncia tratado nesta dissertac¸a˜o. Desta forma, a seguir e´ apresentado o
estado de arte que conte´m informac¸o˜es acerca de DTNs, VANETs e protocolos de encami-
nhamento para VANETs.
2.2 Vehicular Ad hoc NETworks (VANETs)
Uma rede veicular e´ formada por um conjunto de ve´ıculos que podem, ou na˜o, estar em
movimento. Estes ve´ıculos esta˜o equipados com uma On Board Unit (OBU) que permite a
comunicac¸a˜o entre os ve´ıculos em movimento ou com a infraestrutura atrave´s de Road Side
Units (RSUs) que esta˜o fixas nos meios urbanos, em pontos estrate´gicos, por exemplo, nos
sema´foros ou cruzamentos. A comunicac¸a˜o ocorre atrave´s de interfaces wireless, existindo
assim dois tipos de comunicac¸a˜o: Vehicle to Vehicle (V2V) e Vehicle to Infrastructure (V2I).
Estes dois tipos de comunicac¸a˜o esta˜o presentes na arquitetura de uma VANET representada
na Figura 2.1:
• Comunicac¸a˜o entre Ve´ıculos (V2V): existe comunicac¸a˜o apenas entre os ve´ıculos,
na˜o havendo com a infraestrutura, isto e´, os no´s va˜o disseminando a informac¸a˜o em multi
hop (atrave´s de ve´ıculos que esta˜o pelo meio) ate´ chegarem ao destino (Figura 2.1 (a)).
Isto acontece quando o destino na˜o esta´ ao alcance da fonte. Este tipo de comunicac¸a˜o
pode ser usada em aplicac¸o˜es de seguranc¸a e disseminac¸a˜o.
• Comunicac¸a˜o entre Ve´ıculos e Infraestrutura (V2I): neste caso, a comunicac¸a˜o
faz-se entre OBUs e RSUs, isto e´, os ve´ıculos comunicam com a infraestrutura (Figura 2.1
(b)). Este tipo de comunicac¸a˜o permite alcanc¸ar outras redes e pode ser usada para
aplicac¸o˜es de recolha de informac¸a˜o.
• Arquitetura Hı´brida: engloba os dois tipos de comunicac¸o˜es (V2I e V2V) (Figura 2.1
(a) e (b)). Cada ve´ıculo pode comunicar com a infraestrutura diretamente (um salto)
ou atrave´s de va´rios saltos. Permite ligac¸o˜es a` Internet a longas distaˆncias.
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• Comunicac¸a˜o entre as Infraestruturas (I2I): este tipo de comunicac¸a˜o e´ utilizado
pelas RSUs, nomeadamente em aplicac¸o˜es de gesta˜o de tra´fego (Figura 2.1 (c)).
Este trabalho considera a comunicac¸a˜o entre ve´ıculos (V2V), uma vez que o objetivo e´
utilizar apenas este tipo de comunicac¸a˜o para avisar a ocorreˆncia de um acidente, num cena´rio
de auto-estrada.
As VANETs apresentam caracter´ısticas particulares tais como: topologia dinaˆmica, os
ve´ıculos movem-se com velocidades na ordem dos 50 Km/h nas cidades e mais de 100 Km/h
nas auto-estradas. Ale´m disso, podem mudar a sua direc¸a˜o, fazendo com que os ve´ıculos
permanec¸am na rede por curtos per´ıodos de tempo. Isto leva a que as ligac¸o˜es entre os ve´ıculos
facilmente se percam, enquanto esta˜o a transmitir informac¸a˜o entre eles e a` dependeˆncia do
conhecimento da localizac¸a˜o geogra´fica dos ve´ıculos para os quais a informac¸a˜o vai ser enviada.
Apesar da mobilidade e previsa˜o reduzida, os ve´ıculos seguem padro˜es (estradas, velocidades
limite, sema´foros, entre outros); se estes forem conhecidos e´ mais via´vel prever a posic¸a˜o
futura dos ve´ıculos.
Figura 2.1: Arquitetura de uma VANET [4]
2.2.1 Disseminac¸a˜o de Dados
Os protocolos de encaminhamento, implementados na camada de rede sa˜o responsa´veis por
desenvolver estrate´gias que permitam comunicac¸o˜es de confianc¸a sem que ocorram disrupc¸o˜es.
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As VANETs permitem va´rios tipos de estrate´gias para a disseminac¸a˜o de dados.
A disseminac¸a˜o de qualquer tipo de dados pode ser feita recorrendo a va´rias estrate´gias:
unicast, multicast e broadcast.
• Unicast : A comunicac¸a˜o e´ feita, tendo em conta que um no´ de origem envia informac¸a˜o
para um u´nico no´ destino, atrave´s de multi hop.
• Multicast/Geocast : A informac¸a˜o e´ enviada de um no´ origem para um grupo espec´ı-
fico de no´s. Geocast e´ um tipo de comunicac¸a˜o multicast cujo destino e´ um conjunto de
no´s bem definido, por exemplo, uma a´rea geogra´fica que e´, normalmente, definida em
relac¸a˜o a` localizac¸a˜o do no´ origem.
• Broadcast : A informac¸a˜o e´ enviada de um no´ origem para todos os no´s ao mesmo
tempo, que estiverem ao alcance do no´ origem, como e´ o caso das mensagens de emer-
geˆncia. Por sua vez, os no´s que receberam a mensagem va˜o reenviar para todos os seus
vizinhos, ate´ a mensagem chegar aos no´s destino.
Para ale´m das estrate´gias referidas anteriormente, a disseminac¸a˜o pode ser classificada
quanto ao nu´mero de saltos necessa´rios para que a informac¸a˜o chegue desde a fonte ate´ ao
seu destino:
• Um Salto (Single hop): A informac¸a˜o e´ encaminhada atrave´s de no´s diretamente
ligados.
• Va´rios Saltos (Multi hop): A informac¸a˜o e´ encaminhada recorrendo a no´s interme´-
dios ate´ chegar ao seu destino, isto e´, o destino na˜o esta´ ligado diretamente nem ao
alcance da fonte.
2.2.2 Pilha de Protocolos para VANETs
Uma vez que as VANETs permitem comunicac¸o˜es V2V e V2I, a pilha de protocolos tem
de lidar com as caracter´ısticas destes dois tipos de comunicac¸o˜es. Ora, como as VANETs
na˜o teˆm uma configurac¸a˜o pre´via, existem va´rios desafios no que diz respeito ao projeto dos
protocolos.
Em 1999 a Federal Communication Commission (FCC) atribuiu aos sete canais (172,
174, 176, 178, 180, 182 e 184), uma largura de banda de 75 MHz, correspondente a` gama
de frequeˆncias: 5.850-5.925 GHz. No entanto, a European Telecommunications Standards
Institute (ETSI) atribuiu uma largura de banda de 70 MHz, que corresponde a` gama de
frequeˆncias: 5.855–5.925 GHz. Esta gama destina-se exclusivamente a comunicac¸o˜es V2V e
V2I. Como se pode ver pela Figura 2.2, existem sete canais, cada um com uma largura de
banda de 10 MHz, que podem ser divididos em dois tipos: 6 Canais de Servic¸o (CSs) e 1 Canal
de Controlo (CC). De acordo com a ETSI o espetro das frequeˆncias esta´ dividido consoante
o tipo de aplicac¸o˜es a que se destina. Ainda na Figura 2.2 e´ poss´ıvel ver essa divisa˜o: entre
5.855 MHz e 5.875 MHz destina-se a aplicac¸o˜es Intelligent Transportation Systems (ITS) na˜o
destinadas a seguranc¸a, entre 5.875 MHz e 5.905 MHz destina-se a aplicac¸o˜es de seguranc¸a e
eficieˆncia no tra´fego, e entre 5.905 MHz to 5.925 MHz destina-se a futuras aplicac¸o˜es em ITS.
Sempre que o CC esta´ ativo, todos os no´s param as suas comunicac¸o˜es, enquanto o canal
estiver a receber e transmitir mensagens de seguranc¸a.
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Figura 2.2: Canais e Espetro da Largura de Banda do DSRC de acordo com a norma Europeia
IEEE 802.11p [5]
2.2.2.1 IEEE 802.11p
O IEEE desenvolveu o protocolo WAVE (IEEE 802.11p) com o objetivo de ser usado e
implementado em Redes Veiculares. De acordo com Jiang and Delgrossi [6], o WAVE e´ capaz
de lidar com as caracter´ısticas especiais e os desafios que uma Rede Veicular apresenta, como
a mudanc¸a muito ra´pida da rede, uma vez que os no´s esta˜o em constante movimento e cujas
ligac¸o˜es sa˜o de curta durac¸a˜o, e permite a troca de mensagens sem recorrer a uma Basic
Service Set (BSS) (ao contra´rio do IEEE 802.11 tradicional). Foram feitas algumas alterac¸o˜es
na camada f´ısica (Physical Layer) relativamente ao IEEE 802.11a tais como: a mudanc¸a da
largura de banda dos canais de 20 MHz para 10 MHz, a frequeˆncia de 5 GHz para 5.9 GHz
e a ma´scara de transmissa˜o tambe´m foi melhorada em relac¸a˜o ao IEEE 802.11a, tendo sido
criadas 4 ma´scaras destinadas a 4 classes de operac¸a˜o. Este protocolo define a te´cnica de
sinalizac¸a˜o e func¸a˜o das interfaces, controladas pela camada Medium Access Control (MAC).
Figura 2.3: Protocolo WAVE [7]
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2.2.2.2 IEEE 1609.x
A famı´lia IEEE 1609.x e´ constitu´ıda por um conjunto de 4 padro˜es que especificam va´rios
servic¸os e aplicac¸o˜es fornecidos pela camada MAC. Segundo Gukholl and Cherkaoui [8], cada
um dos 4 padro˜es e´ responsa´vel por uma a´rea espec´ıfica:
• IEEE 1609.1 [9] e´ o core da arquitetura do WAVE e corresponde a`s camadas superiores
do modelo de Open Systems Interconnection (OSI) [10], permitindo especificar os tipos
de dispositivos que as OBUs suportam. Sa˜o definidos aqui os fluxos dos recursos e
dados, os formatos das mensagens de comando e de armazenamento dos dados.
• IEEE 1609.2 [11] e´ o responsa´vel pelos servic¸os de seguranc¸a. Define o formato, o
processamento e as circunstaˆncias em que as mensagens de seguranc¸a sa˜o trocadas.
• IEEE 1609.3 [12] e´ o responsa´vel pelos servic¸os de Rede, correspondentes a`s camadas
de rede e transporte do modelo de OSI [10], tratando do enderec¸amento e do enca-
minhamento necessa´rio para a troca de dados WAVE seguras. Ale´m disso, tambe´m
descreve o protocolo WAVE Short Message Protocol (WSMP), que e´ uma alternativa
ao Internet Protocol (IP) e define um conjunto de func¸o˜es de gesta˜o implementadas no
WAVE Management Entity (WME).
• IEEE 1609.4 [13] e´ o responsa´vel pela gesta˜o dos canais e permite o uso em simultaˆneo
dos dois tipos de canais, CS e CC e corresponde a` segunda camada do modelo de OSI
[10].
2.2.3 Aplicac¸o˜es e Servic¸os
As aplicac¸o˜es de uma VANET podem classificar-se em va´rias categorias: seguranc¸a, efi-
cieˆncia, conforto e entretenimento [14]. Neste trabalho, o foco sa˜o as aplicac¸o˜es relacionadas
com situac¸o˜es de emergeˆncia, nomeadamente o aviso da ocorreˆncia de acidente numa auto-
estrada.
• Aplicac¸o˜es de Eficieˆncia: Estas aplicac¸o˜es teˆm como objetivo melhorar a mobilidade
dos ve´ıculos que esta˜o na via pu´blica. Utilizam dois tipos de comunicac¸a˜o: V2V e V2I.
As aplicac¸o˜es de eficieˆncia podem ser divididas em aplicac¸o˜es que permitem reduzir e
evitar os engarrafamentos e controlar o traˆnsito nos cruzamentos e intersec¸o˜es.
• Aplicac¸o˜es de Conforto: Nestas aplicac¸o˜es os condutores podem receber informa-
c¸o˜es que ajudem e tornem a viagem mais conforta´vel. Estas informac¸o˜es devem estar
dispon´ıveis na altura em que o condutor precisa, de forma a permitir tomar deciso˜es
atempadamente sem prejudicar a viagem. Este tipo de aplicac¸o˜es englobam informa-
c¸o˜es relativas ao tempo, localizac¸a˜o de postos de abastecimento ou de restaurantes,
informac¸o˜es tur´ısticas, entre outras.
• Aplicac¸o˜es de Entretenimento: Estas aplicac¸o˜es destinam-se a fornecer informa-
c¸o˜es relacionadas com entretenimento aos condutores e passageiros. Essas informac¸o˜es
deviam ser adaptadas ao contexto dos utilizadores, mas como existe uma constante
mobilidade dos ve´ıculos e das pessoas, torna-se complicado manter essas informac¸o˜es
atualizadas. As comunicac¸o˜es usadas sa˜o normalmente V2V e V2I. Alguns exemplos de
aplicac¸o˜es de entretenimento sa˜o: o acesso a` Internet, assistir a v´ıdeos ou descarregar
uma mu´sica, partilha de ficheiros ou ate´ mesmo jogar um jogo online.
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• Aplicac¸o˜es de Seguranc¸a: O principal objetivo deste tipo de aplicac¸o˜es em VANETs
e´ diminuir ou evitar o nu´mero de acidentes rodovia´rios. Para reduzir o atraso a que
estas aplicac¸o˜es esta˜o sujeitas, sa˜o usadas comunicac¸o˜es V2V. Este tipo de aplicac¸o˜es
envolvem situac¸o˜es de emergeˆncia, onde o tempo de reac¸a˜o, geralmente, e´ muito baixo.
Estas situac¸o˜es requerem a comunicac¸a˜o entre ve´ıculos e dos mesmos com a infraestru-
tura (caso na˜o existam ve´ıculos ao alcance), sendo que, neste trabalho vai ser utilizada
exclusivamente, a comunicac¸a˜o V2V. Va´rias situac¸o˜es podem ser classificadas neste tipo
de aplicac¸o˜es tais como: evitar um acidente, avisar a ocorreˆncia do mesmo, perigo de
ultrapassagem, excesso de velocidade na aproximac¸a˜o de uma curva apertada ou com
pouca visibilidade e uma travagem brusca.
2.2.4 Desafios
Tendo em conta as caracter´ısticas das VANETs referidas anteriormente, va˜o ser apresen-
tados, de seguida, alguns desafios nestas redes no futuro, tais como:
• Redes Veiculares altamente heteroge´neas: A mudanc¸a ra´pida da topologia da
rede faz com que o enderec¸amento dos no´s, a qualidade de servic¸o, a seguranc¸a e os
protocolos de encaminhamento sejam complexos. Portanto, e´ expecta´vel que a pro´xima
gerac¸a˜o de ITS tenha uma visa˜o mais global sobre as soluc¸o˜es de rede.
• Gesta˜o e armazenamento de informac¸a˜o: Num futuro pro´ximo existira˜o redes com
milho˜es de ve´ıculos, que, por sua vez, ira˜o gerar grandes quantidades de informac¸a˜o que
devera´ ser guardada de alguma forma e de forma distribu´ıda atrave´s das VANETs.
• Sistemas de Localizac¸a˜o: Em aplicac¸o˜es cr´ıticas de seguranc¸a e´ fundamental conhe-
cer a localizac¸a˜o dos ve´ıculos. Uma soluc¸a˜o comum seria a integrac¸a˜o de um sistema
de GPS em cada carro. No entanto, estes sistemas teˆm alguns problemas como: a fraca
intensidade do sinal em tu´neis, que prejudica a recec¸a˜o das coordenadas, ou a impreci-
sa˜o da posic¸a˜o dos ve´ıculos numa ponte (em cima ou por baixo da mesma). Existem
diversas te´cnicas de localizac¸a˜o denominadas: Map Matching, Dead Reckoning, Cellular
Localization, Image/Video Processing, Localization Services, Differential GPS technique
e Relative Distributed Ad Hoc Localization [15]. Todas estas te´cnicas teˆm vantagens e
desvantagens, mas nenhuma sozinha e´ capaz de satisfazer todas as condic¸o˜es exigidas
pelas VANETs. Por esse motivo sera´ necessa´rio uma combinac¸a˜o de diferentes te´cnicas
que permitam ter um sistema de localizac¸a˜o confia´vel. Dado que a mudanc¸a da topo-
logia e´ muito frequente em VANETs, isto faz com que a informac¸a˜o disseminada esteja
desatualizada relativamente a`s posic¸o˜es dos ve´ıculos. Portanto, o estudo de modelos que
fac¸am uma previsa˜o das posic¸o˜es futuras ao longo do tempo sera´ uma boa alternativa,
no futuro, aos sistemas de localizac¸a˜o.
• Comunicac¸o˜es tolerantes a disrupc¸o˜es: Os atrasos longos e disrupc¸o˜es, sa˜o pro-
blemas bem conhecidos das VANETs. De forma a tentar resolver estes problemas e´
muito frequente a utilizac¸a˜o do mecanismo Store-Carry-and-Forward que permite que a
informac¸a˜o seja entregue ao destino.No futuro devera˜o ser estudadas novas abordagens
de comunicac¸a˜o de dados para VANETs.
• Enderec¸amento Geogra´fico: E´ necessa´rio conhecer a posic¸a˜o ou a´rea geogra´fica dos
ve´ıculos, de forma a ser poss´ıvel realizar comunicac¸o˜es e enviar dados. Portanto, dado
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o padra˜o do movimento dos ve´ıculos e sabendo o comportamento dos condutores, a
previsa˜o da posic¸a˜o futura do ve´ıculo torna-se um desafio que e´ importante no caso das
VANETs.
• Rastreio do alvo (ve´ıculos): Como ja´ foi referido anteriormente, e´ fundamental
conhecer a posic¸a˜o futura do ve´ıculo para aplicac¸o˜es que necessitem de fazer o rastreio
dos ve´ıculos na rede e tambe´m para os protocolos de encaminhamento.
• Uniformizac¸a˜o dos protocolos: Existem diversos tipos de ve´ıculos numa VANET
como, carros, autocarros, camio˜es, ta´xis, entre outros. De forma a ser poss´ıvel existir
comunicac¸a˜o entre eles, e´ necessa´rio uniformizar o tipo de protocolo usado para as
comunicac¸o˜es.
• Densidade Varia´vel da Rede: Uma das caracter´ısticas de uma VANET e´ a variac¸a˜o
da densidade da rede. Os ve´ıculos teˆm de adaptar o seu comportamento a` densidade do
cena´rio em que se encontram, de forma a na˜o prejudicar o envio e recec¸a˜o de dados.
• Fragmentac¸a˜o da Rede: A fragmentac¸a˜o da rede e´ outra caracter´ıstica bem conhecida
das VANETs. Este tipo de problema pode levar a que alguns no´s fiquem isolados ou
inacess´ıveis e ocorrem em cena´rios de baixa densidade, como e´ o caso das a´reas rurais. No
futuro sera´ necessa´rio criar protocolos que na˜o dependam das informac¸o˜es da topologia
da rede.
Nesta dissertac¸a˜o pretende-se resolver alguns destes desafios, como por exemplo, a co-
municac¸a˜o de mensagens de emergeˆncia com densidade varia´vel das redes veiculares, o ar-
mazenamento e gesta˜o da informac¸a˜o e desafios relacionados com a localizac¸a˜o dos ve´ıculos,
recorrendo a treˆs estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia numa VANET.
2.3 Protocolos de Encaminhamento aplicados a VANETs
Existem diversas categorias de protocolos de encaminhamento aplicados a VANETs e que
sa˜o aplica´veis em cena´rios de emergeˆncia, tais como o aviso ou prevenc¸a˜o de um acidente,
congestionamento do tra´fego, entre outros. A Figura 2.4 apresenta as seis categorias em que
sa˜o classificados os protocolos de Routing. Os protocolos baseados na topologia [16] escolhem
a rota desde a origem ate´ ao destino atrave´s das informac¸o˜es guardadas previamente pelos
ve´ıculos. A manutenc¸a˜o da rota e´ obrigato´ria antes de enviar os pacotes de dados. Os
protocolos baseados na posic¸a˜o [16] selecionam os no´s que va˜o enviar a mensagem atrave´s
da posic¸a˜o geogra´fica dos ve´ıculos. Neste caso na˜o e´ necessa´rio conhecer a rota para enviar
os pacotes. Os protocolos baseados em clusters [17] agrupam os ve´ıculos com caracter´ısticas
semelhantes (direc¸a˜o e velocidade, por exemplo) e selecionam um Cluster Head (CH) que
e´ um no´ (pertencente ao cluster) responsa´vel por enviar os pacotes por comunicar com os
restantes clusters. Os mais comuns sa˜o os protocolos de broadcast [18], onde todos os no´s
enviam os pacotes para todos os vizinhos, com o objetivo de alcanc¸ar todos os ve´ıculos. Por
fim, os protocolos baseados na infraestrutura [17] utilizam as RSUs situadas nos cruzamentos
ou ao longo da estrada para encaminhar os pacotes para os ve´ıculos que estiverem dentro da
sua a´rea de alcance.
11
Nesta secc¸a˜o va˜o ser apresentados treˆs exemplos de protocolos pertencentes a` categoria
Geocast (dois deles utilizam beacons, Inter-Vehicles Geocast (IVG) e Distributed Robust Ge-
ocast (DRG) e outro que na˜o depende de beacons, RObust VEhicular Routing (ROVER)).
Vai ser dado eˆnfase a esta categoria, uma vez que estes protocolos partem do princ´ıpio que a
informac¸a˜o e´ enviada por um u´nico ve´ıculo origem, para todos os ve´ıculos que se encontram
numa a´rea espec´ıfica denominada Zona de Relevaˆncia. Essa estrate´gia e´ semelhante a` adotada
na soluc¸a˜o proposta nesta dissertac¸a˜o.
Figura 2.4: Classificac¸a˜o dos protocolos de encaminhamento em VANETs [19]
2.3.1 Protocolos Broadcast
Este tipo de protocolo usa a te´cnica de flooding (“inundam” a rede), isto e´, geralmente
todos os ve´ıculos enviam pacotes para todos os seus vizinhos, tendo como objetivo alcanc¸ar
todos os ve´ıculos pertencentes a` rede. Sa˜o usadas algumas te´cnicas de selec¸a˜o de no´s que
reenviam os pacotes, de forma a reduzir a quantidade de pacotes redundantes que circulam
na rede. Esta questa˜o do excesso de pacotes redundantes pode constituir um problema, tendo
em conta cena´rios de alta densidade, isto e´, uma elevada quantidade de ve´ıculos por Km2.
2.3.2 Protocolos Geocast
Estes protocolos sa˜o caracterizados pelo encaminhamento de informac¸a˜o utilizando a lo-
calizac¸a˜o geogra´fica dos ve´ıculos, isto e´, as mensagens sa˜o enviadas para todos os ve´ıculos
contidos numa regia˜o bem definida, ZoR. A escolha destes exemplos de protocolos prende-se
com o facto mencionado anteriormente, utilizac¸a˜o e na˜o utilizac¸a˜o de beacons, e por serem
citados na literatura que diz respeito a este tipo de protocolos.
• ROVER: O objetivo deste protocolo assenta numa base confia´vel de um protocolo de
transporte que permita aplicac¸o˜es numa VANET que necessitem do acesso a` Internet.
O ROVER [20] usa um processo de descoberta de rota dentro de uma dada ZoR seme-
lhante ao Ad hoc On-Demand Distance Vector (AODV) [21]. Neste protocolo, apenas
os pacotes de controlo sa˜o enviados para todos os vizinhos, uma vez que os pacotes de
dados sa˜o enviados em unicast, isto e´, para os no´s que esta˜o a um salto. Ora, como
os pacotes de dados sa˜o enviados para os vizinhos que esta˜o a um salto e como todos
os ve´ıculos possuem GPS, e´ necessa´rio enviar beacons perio´dicos para que o no´ fonte
conhec¸a os seus vizinhos.
A Figura 2.5 mostra os pressupostos que o protocolo ROVER assume:
– cada ve´ıculo possui um Identificador (ID) u´nico;
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– todos os ve´ıculos esta˜o equipados com GPS;
– todos os ve´ıculos teˆm acesso a um mapa;
– a ZoR e´ definida como um retaˆngulo;
– a Zone of Forwarding (ZoF) e´ um retaˆngulo que engloba a ZoR e o no´ fonte que
inicia o envio dos pacotes.
A mensagem e´ definida como um tripleto [A, M, Z], em que A representa uma aplicac¸a˜o,
M a mensagem que vai ser enviada atrave´s da aplicac¸a˜o, e Z a ZoR onde a mensagem vai
ser disseminada.
O objetivo do processo de descoberta de rotas e´ construir uma a´rvore desde o no´ fonte e
que englobe todos os ve´ıculos contidos na ZoR. A Figura 2.5 mostra um exemplo desse
processo, que e´ iniciado quando o no´ fonte envia a mensagem, Zone Route REQuest
(ZRREQ) para todos os vizinhos na ZoF, contendo informac¸o˜es relevantes sobre si e
sobre a ZoR atual. Os no´s que estiverem dentro da ZoR guardam o pacote e respondem
ao no´ que estiver a um salto que enviou a ZRREQ com uma mensagem Zone Route
REPly (ZRREP) que conte´m o ID do no´. Os no´s que estiverem dentro da ZoF, mas
fora da ZoR, na˜o respondem com uma mensagem ZRREP. Todos os no´s guardam as
informac¸o˜es necessa´rias para construirem uma a´rvore multicast ate´ ao no´ fonte. Neste
caso, a distaˆncia ao no´ origem e´ calculada da seguinte forma: α ∗R, onde R e´ o alcance
ma´ximo de transmissa˜o e α varia entre 0 e 1. Esta informac¸a˜o e´ importante, pois
permite construir uma a´rvore mais robusta. Desta forma, cada no´ conhece o pro´ximo
salto e envia a mensagem para o pro´ximo no´ que esta´ a um salto (unicast), e assim
a informac¸a˜o vai seguindo a a´rvore constru´ıda (como se veˆ na imagem da direita da
Figura 2.5). A` medida que os no´s se va˜o deslocando, todas as informac¸o˜es acerca da
ZoR e ZoF va˜o sendo alteradas e guardadas numa tabela, de forma a ser poss´ıvel ir
modificando a rota que constitui a a´rvore multicast.
Figura 2.5: Processo de descoberta de rotas usando mensagens ZRREQ e ZRREP [20]
• DRG: O objetivo deste protocolo baseia-se num encaminhamento ra´pido e de confianc¸a
de mensagens que minimize a carga da rede. O DRG [20] na˜o utiliza o conhecimento
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do estado atual da rede, no entanto e´ capaz de se adaptar a`s mudanc¸as constantes de
topologia da mesma. O seu algoritmo e´ baseado na distaˆncia entre os ve´ıculos, numa
estrada de uma ou duas dimenso˜es. Ale´m disso, possui mecanismos que conseguem
ultrapassar a situac¸a˜o tempora´ria de inexisteˆncia de no´s para reenviar a mensagem e
prevenir ciclos, isto e´, que a mensagem volte a ser enviada para o no´ de quem recebeu.
O algoritmo de encaminhamento do DRG escolhe os no´s que esta˜o, sucessivamente, mais
pro´ximos do destino para reenviar a mensagem, isto e´, quando o primeiro no´ envia a
mensagem, o no´ que estiver no limite da sua a´rea de transmissa˜o e´ o escolhido para
disseminar a informac¸a˜o em broadcast (Figura 2.6). Assim que um no´ recebe uma
mensagem, calcula um tempo de espera antes de a retransmitir, que e´ inversamente
proporcional a` sua distaˆncia em relac¸a˜o ao u´ltimo no´ que enviou a mensagem. Desta
forma, percebe-se que o no´ que estiver a uma maior distaˆncia sera´ o escolhido para
retransmitir, pois quanto maior for a distaˆncia, menor sera´ o tempo de espera. Portanto
esse no´ ira´ retransmitir e os restantes cancelara˜o as suas retransmisso˜es.
A fo´rmula usada para o ca´lculo desse tempo e´:
BOd(Rtx, d) = MaxBOd ∗ Sd(Rtx − d
Rtx
) (2.1)
onde BOd representa o tempo de espera que depende da distaˆncia ao u´ltimo no´ que
transmitiu, MaxBOd e´ o tempo ma´ximo permitido de espera de cada no´, Sd e´ o fator de
sensibilidade da distaˆncia para ajustar o tempo de espera, Rtx e´ o alcance da transmissa˜o
e d e´ a distaˆncia ao u´ltimo no´ transmissor.
Este tipo de selec¸a˜o faz com que na˜o seja necessa´rio a troca perio´dica de beacons, pois
o processo de troca perio´dica de beacons leva a uma elevada quantidade de pacotes
redundantes na rede.
Quando existe fragmentac¸a˜o da rede, isto e´, quando na˜o existe um no´ dentro do alcance
de transmissa˜o, um dos mecanismos usados e´ a retransmissa˜o perio´dica feita pelo no´ que
se encontra no limite da a´rea de transmissa˜o ate´ encontrar um novo no´ que retransmita
a mensagem.
Figura 2.6: Cena´rio de estrada usando o me´todo baseado na distaˆncia [22]
Quando o cena´rio e´ de duas dimenso˜es, ou seja, um cena´rio de cidade onde existem va´rias
intersec¸o˜es, a escolha dos no´s muda significativamente. Os no´s selecionados sera˜o aqueles
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que estiverem melhor posicionados, de forma a cobrirem novas a´reas de transmissa˜o da
ZoR. Os no´s continuam a retransmitir a mensagem ate´ receberem uma confirmac¸a˜o de
outros no´s que tambe´m esta˜o a retransmitir, de forma a que a eficieˆncia da entrega e
propagac¸a˜o sejam elevadas. No entanto, se o no´ atual receber uma mensagem repetida
de outro no´ que tambe´m esta´ a transmitir, que cobre grande parte da sua a´rea de
transmissa˜o, a probabilidade de outros no´s que esta˜o dentro dessa a´rea de transmissa˜o
terem recebido essa mensagem e´ muito elevada.
• IVG: Este protocolo consiste em avisar os ve´ıculos que se encontrem num cena´rio de
auto-estrada que ocorreu uma situac¸a˜o de perigo, como por exemplo, um acidente [23].
O conjunto de ve´ıculos que estiverem dentro da a´rea de risco constitui um grupo, pelo
que a informac¸a˜o e´ enviada para um grupo espec´ıfico e bem caracterizado, multicast.
Neste protocolo na˜o existe o conceito de ZoR, mas sim a´reas de risco, constitu´ıdas por
ve´ıculos que podem, ou na˜o, estar dentro dessas determinadas a´reas, consoante a direc¸a˜o
do movimento e a localizac¸a˜o dos mesmos.
Quando um no´ que esta´ dentro da a´rea de risco recebe uma mensagem de emergeˆncia,
calcula um tempo de adiamento de retransmissa˜o (defertime(x)) que depende da sua
localizac¸a˜o nessa a´rea. Quando esse tempo acabar, ele decide se e´ relevante fazer a
retransmissa˜o ou na˜o. Esse tempo e´ inversamente proporcional a` distaˆncia entre o
u´ltimo no´ que enviou a mensagem e os no´s que esta˜o dentro da sua a´rea de transmissa˜o,
e e´ calculado atrave´s da seguinte equac¸a˜o:
defertime(x) = Maxdefertime ∗ (R
ε −Dεzx
Rε
) (2.2)
– R e´ o alcance de transmissa˜o;
– Dzx e´ a distaˆncia entre os no´s (z e x), por exemplo;
– ε = 2;
Portanto, o no´ mais distante, x, tendo em conta a Figura 2.7 e´ o favorito para retrans-
mitir, pois e´ o que tera´ o menor tempo de espera. Este tipo de selec¸a˜o faz com que na˜o
seja necessa´rio a troca perio´dica de beacons.
De seguida, sera˜o apresentados alguns trabalhos relacionados baseados em clusters.
2.4 Delay Tolerant Networks (DTNs)
2.4.1 Definic¸a˜o
Segundo Ma et al. [24], uma DTN e´ definida como uma a´rea da rede capaz de lidar com
desafios tais como desconexo˜es e interrupc¸o˜es da rede, sem uma conexa˜o ponto-a-ponto. Foi
feita para trabalhar com comunicac¸o˜es a longas distaˆncias (comunicac¸o˜es inter espaciais, por
exemplo), cuja lateˆncia e´ um desafio pois neste tipo de ambientes podem ser horas ou ate´
mesmo dias. Os protocolos de Internet sa˜o, normalmente baseados no protocolo Transmission
Control Protocol (TCP)/IP [25] que na˜o esta´ preparado para trabalhar em ambientes com
atrasos e interrupc¸o˜es na rede devido aos pressupostos fundamentais da Internet. Segundo
Cerf et al. [26] os pressupostos da Internet baseiam-se em:
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Figura 2.7: Processo de selec¸a˜o dos no´s retransmissores usando o protocolo IVG [20]
• Baixa probabilidade de perda de pacotes end-to-end ;
• Todos os elementos da rede (routers e endpoints) suportam o protocolo TCP/IP;
• As aplicac¸o˜es na˜o teˆm de se preocupar com o desempenho da comunicac¸a˜o;
• Durante a comunicac¸a˜o existe um caminho end-to-end entre a fonte e o destino;
• O protocolo TCP/IP fornece confianc¸a nas comunicac¸o˜es, tanto na correc¸a˜o de erros
como na gesta˜o de congestionamento;
2.4.2 Arquitetura
De forma a ser poss´ıvel garantir uma comunicac¸a˜o de confianc¸a entre os no´s quando a
rede esta´ sujeita a interrupc¸o˜es constantes, foi criada uma nova camada, designada Bundle,
situada entre a camada de Transporte e a de Aplicac¸a˜o (Figura 2.8). Esta nova camada tem
um armazenamento persistente que permite lidar com o problema das interrupc¸o˜es frequentes
existentes na rede e um mecanismo de comunicac¸a˜o confia´vel que assenta num processo de
confirmac¸a˜o end-to-end. Ale´m disso, tambe´m tem outras funcionalidades como por exemplo,
a gesta˜o e seguranc¸a.
Figura 2.8: Protocolo DTN [27]
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A DTN pode usar diversos tipos de protocolos de entrega que possuem diferentes caracte-
r´ısticas espec´ıficas e, portanto a DTN introduz um elemento novo denominado Convergence
Layer Adapter (CLA). O CLA e´ responsa´vel por fornecer todas as func¸o˜es necessa´rias para
transportar os bundles ate´ ao seu protocolo correspondente, como se verifica na Figura 2.9.
Ainda na mesma figura e´ poss´ıvel ver que existe um elemento central, Bundle Forwarder, que
e´ o responsa´vel por encaminhar bundles entre as aplicac¸o˜es, CLAs e fazer o armazenamento
baseado em deciso˜es de encaminhamento. Ale´m disso, troca diretrizes usadas pelo processo
de gesta˜o, as aplicac¸o˜es e deciso˜es de encaminhamento.
Figura 2.9: Arquitetura de Encaminhamento de um Bundle [28]
2.4.3 Mecanismo de SCF
Como ja´ foi referido anteriormente, existem alguns problemas como a conectividade inter-
mitente, taxas de erros elevadas e atrasos longos. De forma a combater esse tipo de problemas,
as DTNs desenvolveram um mecanismo designado Store-Carry-and-Forward (SCF) que esta´
representado na Figura 2.10. Uma vez que nem sempre existem ligac¸o˜es confia´veis e dispo-
n´ıveis, a DTN necessita de armazenar e transportar a informac¸a˜o e so´ a encaminha quando
encontra uma ligac¸a˜o esta´vel. Para conseguirem armazenar essa informac¸a˜o, os no´s neces-
sitam de estar equipados com dispositivos que permitam o armazenamento persistente da
informac¸a˜o (por exemplo, disco r´ıgido).
Segundo F. Warthman et al. [28] os no´s precisam de ter armazenamento persistente devido
a`s seguintes razo˜es:
• A ligac¸a˜o ao pro´ximo salto pode na˜o estar dispon´ıvel durante um longo per´ıodo de
tempo;
• Um par de no´s pode ter uma taxa de transmissa˜o discrepante, isto e´, um no´ pode enviar
ou receber dados muito mais ra´pido do que o outro;
• Se apo´s o envio da informac¸a˜o, esta for rejeitada pelo no´ destino ou se ocorrer um erro,
a informac¸a˜o deve ser retransmitida.
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Figura 2.10: Mecanismo SCF [28]
2.5 Trabalhos Relacionados baseados em clusters
As mensagens de emergeˆncia sa˜o usadas para alertar um conjunto de situac¸o˜es de emer-
geˆncia numa VANET, como por exemplo, acidentes, ma´s condic¸o˜es do piso da estrada, uma
travagem brusca ou ate´ mesmo uma ultrapassagem perigosa. Essas mensagens teˆm um con-
junto de requisitos que as tornam diferentes das mensagens de conteu´dos na˜o urgentes. Esses
requisitos sa˜o: alertar um conjunto de ve´ıculos que se encontram numa a´rea espec´ıfica ZoR,
utilizar as coordenadas GPS de cada ve´ıculo para enviar a sua localizac¸a˜o para todos os seus
vizinhos e para definir os limites da ZoR, selec¸a˜o de ve´ıculos, de acordo com a sua localizac¸a˜o,
que va˜o ter a func¸a˜o de disseminar a mensagem de emergeˆncia e a curta durac¸a˜o do processo
de disseminac¸a˜o, uma vez que na˜o fara´ sentido propagar a mensagem de emergeˆncia durante
horas.
Tendo em conta alguns destes aspetos, Buchenscheit et al. [29] pensou, inicialmente, numa
soluc¸a˜o que prevenisse acidentes de ve´ıculos de emergeˆncia. Para tal, tira partido, sobretudo
das comunicac¸o˜es V2V, mas tambe´m recorre a` comunicac¸a˜o V2I (atrave´s dos sema´foros). Os
ve´ıculos recebem informac¸o˜es sobre a aproximac¸a˜o de um ve´ıculo de emergeˆncia e da rota,
para, desta forma, os condutores reagirem atempadamente (por exemplo, mudarem de via) e
evitar um acidente.
De acordo com Ramakrishnan et al. [30] ”No futuro, apenas havera´ comunicac¸o˜es entre
ve´ıculos que ira˜o alertar os condutores dos acidentes.” Nesta dissertac¸a˜o, a disseminac¸a˜o de
mensagens de emergeˆncia sera´ feita, tendo em conta apenas as comunicac¸o˜es V2V.
Existem va´rias te´cnicas para disseminar mensagens de emergeˆncia, sendo que a te´cnica
de broadcast [31, 32, 33] e´ a mais comum e menos eficiente de todas, pois todos os ve´ıculos
enviam mensagens, congestionando a rede com pacotes redundantes. Nesta dissertac¸a˜o foi
implementada uma estrate´gia de broadcast, semelhante a` desenvolvida em [33], onde se assume
que todos os ve´ıculos contidos na ZoR enviam um pacote para todos os seus vizinhos. Esta
estrate´gia sera´ usada como base para mostrar a eficieˆncia das outras estrate´gias ao disseminar
mensagem de emergeˆncia enquanto minimizam a troca de mensagens e consequentemente
diminuem a sobrecarga na VANET.
Existem, no entanto, outras te´cnicas mais eficientes que minimizam a quantidade de pa-
cotes redundantes na rede e nu´mero de saltos necessa´rios para a mensagem chegar da fonte
ao destino.
Os trabalhos em [30, 34, 35, 36, 37, 38, 39] propo˜em arquiteturas baseadas em agrupa-
mentos de ve´ıculos, denominados clusters (Figura 2.11), aplicada a VANETs. Cada cluster
conte´m: um u´nico no´ disseminador, designado Cluster Head (CH), um ve´ıculo que ira´ suceder
o CH, designado de Cluster Forwarder (CF), que e´ o no´ mais afastado do CH e responsa´vel
por retransmitir os pacotes do CH, que se encontram dentro do mesmo cluster e fora do
alcance do CH, sendo que os outros ve´ıculos recebera˜o o pacote. Apo´s saber a quantidade
de ve´ıculos que constituem o cluster, o tamanho do mesmo depende da velocidade me´dia dos
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ve´ıculos. Esta velocidade vai ser comparada com um valor de velocidade limite predefinido e,
se for menor, sera´ formado um cluster de pequenas dimenso˜es; caso contra´rio, sera´ formado
um cluster de maiores dimenso˜es. Esta classificac¸a˜o das dimenso˜es do cluster significa que e´
esperado que existam mais ve´ıculos cuja velocidade seja superior ao valor limite definido, e
uma menor quantidade de ve´ıculos cuja velocidade seja inferior ao limite predefinido.
Em [30], a selec¸a˜o do pro´ximo CF e´ feita da seguinte forma: o CH conte´m duas listas
ordenadas, Cluster Black Lists (CBL) e Cluster Forwarder Lists (CFL), que va˜o sendo atua-
lizadas consoante as mudanc¸as na topologia. A primeira diz respeito aos ve´ıculos que fazem
parte do cluster, cuja sua posic¸a˜o e´ inferior a` do CH e esta´ ordenada por ordem decrescente.
A segunda conte´m os ve´ıculos pertencentes ao cluster, cuja sua posic¸a˜o e´ superior a` do CH e
esta´ ordenada por ordem crescente. O CF e´ o no´ mais afastado do CH pertencente a` CBL.
As comunicac¸o˜es dentro de cada cluster ocorrem de forma a evitar coliso˜es na rede, pois
o CF envia as mensagens de emergeˆncia atrave´s do Canal de Controlo (CC), ao contra´rio
das mensagens na˜o urgentes que sa˜o transmitidas no Canal de Servic¸o (CS). O CH recebe as
mensagens de emergeˆncia e envia-as a todos os no´s do cluster atrave´s do CS. Foram introdu-
zidas duas camadas MAC para transmitir pacotes de controlo, para aumentar a confianc¸a no
processo de transmissa˜o das mensagens de emergeˆncia. Essas camadas designam-se Request
To Broadcast (RTB) e Clear To Broadcast (CTB).
Figura 2.11: Arquitetura de broadcast de mensagem de emergeˆncia baseada em clusters para
VANETs [30]
O modelo de auto-estrada baseado em clusters presente na Figura 2.12 proposto por Ra-
makrishnan et al. [40] pode ser aplicado a va´rios protocolos de encaminhamento considerando
cena´rios de auto-estrada. O conceito de cluster permite melhorar a taxa de entrega dos pa-
cotes de emergeˆncia, diminuir a redundaˆncia dos mesmos na rede e o atraso na propagac¸a˜o
da mensagem desde a fonte ate´ ao destino.
Portanto, a abordagem baseada no uso de va´rios clusters favorece a propagac¸a˜o em multi
hop (Secc¸a˜o 2.2) entre ve´ıculos. Observando a Figura 2.12 veˆ-se, claramente, que os clusters
facilitam a disseminac¸a˜o do pacote desde a fonte ate´ ao destino, uma vez que a fonte envia
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o primeiro pacote para o CH e este envia sucessivamente para os outros CHs ate´ chegar ao
destino (A-B-C-D). Ainda na Figura 2.12, se na˜o forem considerados clusters, podera´ acon-
tecer perda de pacotes e atrasos na recec¸a˜o dos mesmos, devido a` distribuic¸a˜o na˜o uniforme
dos ve´ıculos ao longo da auto-estrada. Isto significa que os pacotes seriam enviados para os
sucessivos ve´ıculos da frente ou para os mais pro´ximos em direc¸a˜o ao destino, aumentando o
nu´mero de saltos e podendo levar a` perda do pacote.
Figura 2.12: Arquitetura do modelo de auto-estrada baseada em clusters para VANETs [40]
Gokulakrishnan et al. [41] conceberam um modelo designado Road Accident Prevention
(RAP) que serve para prevenir acidentes rodovia´rios em auto-estradas.
O processo de disseminac¸a˜o da mensagem de emergeˆncia comec¸a numa RSU, que envia
uma mensagem precoce aos ve´ıculos que esta˜o na estrada, de forma a evitar potenciais aciden-
tes. Este esquema, RAP e´ baseado num sistema de predic¸a˜o usando o protocolo Emergency
Situation Prediction Mechanism (ESPM) [42]. Os ve´ıculos que se encontram na Zona de Risco
Elevado (ZRE) recebem a mensagem instantaneamente, vinda da RSU.
Consoante seja a distaˆncia em relac¸a˜o ao acidente, os ve´ıculos sa˜o classificados em quatro
a´reas de risco: Zona de Risco Elevado (ZRE), Zona de Risco Me´dio (ZRM), Zona de Risco
Baixo (ZRB) e Zona Fora de Risco (ZFR).
Esta estrate´gia assenta numa estrutura Vehicular Backbone Network (VBN) [43, 44, 45, 46]
que consiste na utilizac¸a˜o de RSUs e OBUs, isto e´, contempla dois tipos de comunicac¸a˜o, V2I e
V2V. Esta estrutura esta´ apresentada na Figura 2.13. A utilizac¸a˜o de uma estrutura VBN tem
algumas vantagens, tais como: reduc¸a˜o do nu´mero de RSUs necessa´rias e, por conseguinte,
cada RSU tem uma a´rea mais extensa de cobertura (como se pode ver pelo retaˆngulo a
tracejado denominado Extended Coverage Area of RSU B da Figura 2.13), diminuindo a
distaˆncia entre a fonte (RSU) e o destino, aumento da entrega das mensagens de emergeˆncia
e diminuic¸a˜o do atraso end-to-end.
Existem dois tipos de no´s que va˜o retransmitir a mensagem: as RSUs e os ve´ıculos que se
encontram perto destas ou de uma RSU externa, isto e´, o ve´ıculo esta´ dentro do alcance de
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outra RSU. Portanto, a selec¸a˜o destes no´s e´ feita consoante a sua velocidade e posic¸a˜o dos
ve´ıculos em relac¸a˜o a` fronteira com a a´rea de cobertura das RSUs. Foram escolhidos estes
crite´rios, pois quanto menor for a velocidade de um ve´ıculo, mais tempo permanecera´ dentro
da a´rea de cobertura de qualquer RSU, e quanto mais perto um ve´ıculo estiver da fronteira
entre as a´reas de cobertura de duas RSUs, melhor sera´ feita a disseminac¸a˜o da mensagem de
emergeˆncia.
Figura 2.13: Arquitetura VBN aplicada a VANETs [41]
Nesta dissertac¸a˜o, foram implementadas duas estrate´gias de disseminac¸a˜o de mensagem
de emergeˆncia (Alta e Baixa Densidade) cuja selec¸a˜o dos no´s que va˜o reenviar os pacotes e´
feita consoante a estrate´gia. No caso da estrate´gia de Alta Densidade, os MaxRanks (sa˜o
os no´s que va˜o retransmitir a informac¸a˜o) sa˜o os no´s mais distantes que ainda esta˜o dentro
da a´rea de transmissa˜o do no´ (MaxRank) que enviou previamente. No caso da estrate´gia de
Baixa Densidade, os MaxRanks sa˜o selecionados consoante o nu´mero de vizinhos que tiverem
atra´s de si, sendo que o no´ escolhido e´ o que tiver mais. Portanto, no caso da primeira
estrate´gia, o conceito assemelha-se ao modelo de auto-estrada baseado em clusters proposto
por Ramakrishnan et al., mas a selec¸a˜o dos no´s que ira˜o disseminar a mensagem obedece a
crite´rios diferentes. Em relac¸a˜o a` segunda estrate´gia, se se assumir que o tamanho do cluster
esta´ relacionado com a quantidade de vizinhos atra´s que cada no´ tem, podera´ ser semelhante
a` estrate´gia que relaciona a velocidade dos ve´ıculos com o tamanho dos clusters. Portanto,
ambas as estrate´gias se assemelham a protocolos baseados em clusters, mas com definic¸o˜es de
cluster diferentes. Quanto a` estrate´gia de Broadcast, e´ restringida uma a´rea (ZoR) onde sa˜o
enviados os pacotes e apenas os ve´ıculos que esta˜o dentro da ZoR podem enviar pacotes de
emergeˆncia.
2.6 Considerac¸o˜es do Cap´ıtulo
Neste cap´ıtulo foi descrito de uma forma sucinta o conceito e arquitetura de uma VANET,
os tipos de disseminac¸a˜o existentes quanto aos saltos (um salto, va´rios saltos) e quanto a` es-
trate´gia de comunicac¸a˜o (unicast, multicast e broadcast) e as aplicac¸o˜es de uma VANET.
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Estas aplicac¸o˜es permitem minimizar algumas situac¸o˜es de emergeˆncia do quotidiano, como
acidentes ou atropelamentos de peo˜es, bem como informar os ve´ıculos quando algumas des-
tas situac¸o˜es ou outras menos urgentes ocorrem. Tambe´m podem ser usadas para eventos
considerados na˜o urgentes, por exemplo, o entretenimento (informac¸o˜es tur´ısticas, assistir
a v´ıdeos dentro do carro). Tambe´m foi apresentada a pilha de protocolos para VANETs,
nomeadamente o protocolo WAVE que e´ o que vai ser usado nesta dissertac¸a˜o para as comu-
nicac¸o˜es entre os ve´ıculos, isto e´, disseminar as mensagens de emergeˆncia dentro da ZoR. De
seguida, foram descritos alguns protocolos de encaminhamento aplicados a VANET baseados
em geocast (IVG, ROVER e DRG) uma vez que, neste trabalho, a disseminac¸a˜o de conteu´-
dos urgentes esta´ diretamente ligada com as coordenadas GPS e broadcast, Por fim, foram
apresentados alguns trabalhos relacionados com a disseminac¸a˜o de mensagens de emergeˆncia
(baseados em clusters) e uma breve conclusa˜o sobre as estrate´gias implementadas.
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Cap´ıtulo 3
Estrate´gias para a Disseminac¸a˜o de
Mensagens de Emergeˆncia
3.1 Descric¸a˜o do Cap´ıtulo
No cap´ıtulo anterior foram abordados alguns assuntos relacionados com redes veiculares
(VANETs), tais como: arquitetura, va´rios tipos de disseminac¸a˜o de dados, desafios, aplica-
c¸o˜es e Servic¸os. Ale´m disso, foi apresentado e descrito o mecanismo de SCF existente nas
DTNs, que permite lidar com a disrupc¸a˜o da rede presente nas VANETs. Foram ainda des-
critos alguns protocolos de encaminhamento, aplicados a VANETs e relacionados com esta
dissertac¸a˜o: protocolos baseados em Clusters, posic¸a˜o geogra´fica (Geocast) e Broadcast.
Neste cap´ıtulo vai ser descrito e apresentado o problema proposto nesta dissertac¸a˜o, bem
como as estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia desenvolvidas para encami-
nhar informac¸a˜o urgente, numa dada a´rea bem definida denominada ZoR. As treˆs estrate´gias
propostas teˆm conceitos semelhantes; no entanto, o me´todo de selec¸a˜o dos no´s retransmissores
(MaxRanks) varia em cada uma delas, sendo que a u´ltima na˜o conte´m o me´todo de selec¸a˜o de
no´s retransmissores. Em cada estrate´gia sera˜o explicadas as lo´gicas de envio e recec¸a˜o de pa-
cotes de dados e de advertisements, e os diferentes me´todos de selec¸a˜o de no´s retransmissores,
utilizando diagramas de fluxo para melhor compreensa˜o dos mesmos.
3.2 Problema
As VANETs apresentam caracter´ısticas que se tornam em desafios para os processos de
disseminac¸a˜o de mensagens de emergeˆncia. A mudanc¸a muito ra´pida da topologia da rede
e o tempo reduzido de contacto dificultam a disseminac¸a˜o de qualquer tipo de mensagens.
No entanto, as mensagens de emergeˆncia sa˜o mais cr´ıticas e necessitam de ser entregues num
tempo curto e ter ligac¸o˜es esta´veis, sem disrupc¸o˜es. Ora, por vezes existem disrupc¸o˜es nas
comunicac¸o˜es que impedem a mensagem de chegar ao destino, sendo enta˜o fundamental o me-
canismo SCF existente nas DTNs. Este mecanismo permite guardar a informac¸a˜o ate´ existir
uma ligac¸a˜o de confianc¸a para enviar a mensagem ate´ ao destino. Outra questa˜o importante
e´ a localizac¸a˜o dos ve´ıculos, pois o envio das mensagens de conteu´do urgente depende das
coordenadas geogra´ficas de cada ve´ıculo, de forma a ser poss´ıvel, por exemplo, delimitar uma
zona onde estas va˜o ser disseminadas. Por outro lado, o problema da fragmentac¸a˜o da rede
pode provocar a perda de pacotes, o que na˜o e´ deseja´vel no envio e recec¸a˜o de mensagens de
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Tabela 3.1: Caracter´ısticas dos va´rios protocolos [47]
Otimizac¸o˜es
Protocolo Confianc¸a Redundaˆncia
Mensagens
Priorita´rias
Epidemic - Va´rias co´pias Na˜o
DSCF Na˜o Na˜o Na˜o
FFRDV Hop ACK Na˜o Na˜o
Infocast - Co´digo Na˜o
C-DTN Aberto Aberto Na˜o
DvCast Na˜o Na˜o Na˜o
ROD Na˜o Na˜o Na˜o
UV-Cast Na˜o Na˜o Na˜o
SERVUS Hop ACK Va´rias co´pias Na˜o
emergeˆncia. Em contrapartida, a densidade varia´vel de ve´ıculos e a presenc¸a de edif´ıcios ou
obsta´culos, leva a que as estrate´gias de encaminhamento tenham de se adaptar a` densidade,
de forma a tirar partido dos ve´ıculos e das respetivas localizac¸o˜es para que a informac¸a˜o che-
gue ao destino. Uma vez que tambe´m existem diferentes tipos de ve´ıculos (carros, camio˜es,
autocarros, entre outros), e´ essencial uniformizar os protocolos de comunicac¸a˜o, possibilitando
a utilizac¸a˜o de todos os tipos de ve´ıculos e a comunicac¸a˜o entre os mesmos.
A Tabela 3.1 apresenta algumas caracter´ısticas relativas a va´rios protocolos de dissemi-
nac¸a˜o. Em suma, o protocolo Epidemic e´ o que apresenta pior desempenho, pois tem um
elevado nu´mero de pacotes redundantes, envia mensagens para todos os seus vizinhos de cada
vez que efetua um contacto com um no´, originando problemas em cena´rios de alta densidade.
Quanto aos restantes protocolos, a escolha dos no´s retransmissores varia entre os protocolos,
consoante a velocidade dos ve´ıculos ou a sua posic¸a˜o geogra´fica. A mudanc¸a entre os modos
normal (multi hop) e SCF tambe´m esta´ presente em todos os protocolos e varia conforme as
estrate´gias de cada um. Em geral, o conceito de clusters para definir diferentes a´reas onde os
no´s esta˜o distribu´ıdos na rede esta´ presente em alguns destes protocolos (exceto Epidemic, In-
focast, Directional Store-Carry-and-Forward (DSCF) e Fastest Ferry Routing in DTN-enabled
Vehicular Ad-hoc (FFRDV)), pelo que nenhum deles da´ prioridade a`s mensagens enviadas.
Quanto ao impacto da confianc¸a dos protocolos, isto e´, a garantia que estes fornecem na
entrega das mensagens, apenas e´ considerado por dois protocolos, FFRDV e SERVUS. Estes
dois protocolos utilizam as mensagens hop ACK para garantir que a mensagem sera´ entregue
ao destino.
No caso das duas estrate´gias implementadas, que sa˜o as soluc¸o˜es propostas, existe alguma
redundaˆncia que na˜o pode ser ignorada, devido aos me´todos de selec¸a˜o dos no´s retransmisso-
res. Por exemplo, um dos me´todos consiste na escolha do no´ mais long´ınquo dentro do raio de
transmissa˜o WAVE do no´ que esta´ a transmitir, logo todos os no´s que se encontram a` frente
dos no´s transmissores va˜o receber mensagens repetidas. A` semelhanc¸a do protocolo UV-Cast,
as duas estrate´gias definem uma ZoR onde a mensagem de emergeˆncia vai ser disseminada e
na˜o contemplam priorizac¸a˜o de mensagens, pois estas va˜o sendo sucessivamente enviadas a`
medida que sa˜o selecionados os no´s.
Na sequeˆncia da disseminac¸a˜o de conteu´dos na˜o urgentes, surge a necessidade de expan-
dir estes servic¸os ja´ existentes para conteu´dos urgentes, que teˆm como principais objetivos:
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prevenc¸a˜o e informac¸a˜o de situac¸o˜es cr´ıticas de emergeˆncia, tais como um acidente, uma tra-
vagem brusca ou condic¸o˜es inadequadas do piso. O foco desta dissertac¸a˜o prende-se com a
disseminac¸a˜o de mensagens de conteu´do urgente, numa situac¸a˜o de emergeˆncia, neste caso,
um acidente, por todos os ve´ıculos que se encontram dentro da ZoR (atra´s do acidente).
Pretende-se fazeˆ-lo atrave´s de um nu´mero mı´nimo de hops, isto e´, reduzir o nu´mero de ve´ıcu-
los que retransmitem essa mensagem, diminuindo o overhead na rede (e, consequentemente
as retransmisso˜es). A situac¸a˜o referida anteriormente vai ser estudada num ambiente de auto
estrada, tendo em conta dois cena´rios distintos: alta e baixa densidade.
Por forma a ser poss´ıvel implementar este novo conceito de disseminac¸a˜o de conteu´dos
urgentes, foi necessa´rio alterar o mo´dulo de encaminhamento existente no mOVERS, desen-
volvida pelo grupo de investigac¸a˜o NAP, para projetos relacionados com Redes Veiculares.
E´ neste mo´dulo que sa˜o tomadas as deciso˜es de envio e recepc¸a˜o de pacotes, quer de dados,
quer de advertisements, isto e´, esta´ dividido em duas lo´gicas: envio e recec¸a˜o dos mesmos.
Na lo´gica de envio de pacotes de dados sa˜o definidos va´rios paraˆmetros, tais como: que tipo
de no´s e quais deles enviam a informac¸a˜o, atrave´s de que interface (WAVE, Wireless Fide-
lity (Wi-Fi), por exemplo), as condic¸o˜es em que e´ realizado o envio de informac¸a˜o e para
que no´s e´ enviada essa dada informac¸a˜o. Na lo´gica de recec¸a˜o de pacotes de dados sa˜o defi-
nidos os seguintes paraˆmetros: qual a interface utilizada para receber a informac¸a˜o(WAVE,
Wi-Fi, por exemplo), que tipo de no´s e quais deles recebem e armazenam ou descartam uma
determinada informac¸a˜o, os limites em termos de a´rea onde os pacotes sa˜o disseminados e as
condic¸o˜es em que e´ feito esse armazenamento ou descarte de informac¸a˜o de emergeˆncia u´til.
Na lo´gica de envio de pacotes de controlo sa˜o definidas as condic¸o˜es em que e´ realizado o
envio dos mesmos, que tipo e quais os no´s que fazem esse envio, qual o seu destino e quais as
informac¸o˜es necessa´rias e u´teis para a vizinhanc¸a, como coordenadas do acidente, o nu´mero
de vizinhos que cada no´ tem atra´s e localizac¸a˜o do pro´prio no´. Na lo´gica de recec¸a˜o de pacotes
de controlo apenas sa˜o definidas as condic¸o˜es em que a recec¸a˜o e´ feita.
A Figura 3.1 representa o cena´rio que vai ser considerado e estudado ao longo deste
trabalho. Sera´ analisada uma fotografia no momento do acidente, isto e´, os ve´ıculos encontrar-
se-a˜o parados e sera´ analisado apenas o instante do acidente. Atrave´s da Figura 3.1 e´ poss´ıvel
perceber que o pacote de emergeˆncia e´ enviado, inicialmente pelo ve´ıculo que sofreu o acidente
e depois, sucessivamente pelos no´s retransmissores (MaxRanks). A disseminac¸a˜o do pacote
de emergeˆncia e´ feita apenas entre ve´ıculos, ou seja, V2V e o pacote e´ enviado sempre para
todos os vizinhos.
Duas das treˆs estrate´gias (Alta e Baixa Densidade) foram implementadas de forma a
reduzir o nu´mero de pacotes repetidos que circulam na rede e a garantir que todas os ve´ıculos
que se encontram na ZoR recebem o pacote gerado pelo ve´ıculo que teve o acidente. Desta
forma, a efica´cia na entrega dos pacotes de emergeˆncia e´ elevada e recorrendo a um nu´mero
de saltos reduzido. A terceira estrate´gia (Broadcast) foi implementada sem ter em conta estes
objetivos, tendo apenas uma diferenc¸a relativamente a`s outras duas que e´ a auseˆncia de pacotes
de controlo trocados entre os ve´ıculos. Esta estrate´gia vai ser utilizada para comparac¸a˜o com
as duas estrate´gias propostas.
3.3 Disseminac¸a˜o de Conteu´dos Urgentes - Soluc¸a˜o Proposta
As estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia consistem em reduzir o nu´-
mero de ve´ıculos que va˜o reenviar a mensagem, fazendo com que esta chegue igualmente a
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Figura 3.1: Cena´rio de estudo
todos os ve´ıculos que esta˜o dentro da ZoR (circunfereˆncia centrada nas coordenadas GPS do
ve´ıculo que teve o acidente com um determinado raio), preocupando-se apenas com os que se
encontram atra´s do acidente. Desta forma, o nu´mero de pacotes a circular na rede sera´ redu-
zido, diminuindo o congestionamento da mesma, pois a escolha desses no´s sera´ feita atrave´s
de uma selec¸a˜o estrate´gica. A zona onde as mensagens de emergeˆncia va˜o ser disseminadas
e´ uma a´rea espec´ıfica denominada ZoR e e´ determinada atrave´s das coordenadas do ve´ıculo
que teve o acidente.
Desta forma, nesta dissertac¸a˜o sa˜o propostas duas estrate´gias que fazem uma selec¸a˜o de
ve´ıculos que fara˜o a disseminac¸a˜o de mensagens de emergeˆncia por todos os seus vizinhos.
Para fazer a escolha dos no´s de disseminac¸a˜o, denominados MaxRank, as estrate´gias usam
a posic¸a˜o dos no´s e a sua direc¸a˜o de deslocamento, gerando um rank que varia consoante a
estrate´gia pretendida.
Foram criadas duas estrate´gias com o objetivo de analisar dois tipos de cena´rios: alta e
baixa densidade numa estrada.
3.3.1 Estrate´gia de Alta Densidade
A estrate´gia de disseminac¸a˜o de mensagens de emergeˆncia para alta densidade consiste em
escolher sucessivamente o ve´ıculo vizinho mais afastado, mas cuja qualidade da ligac¸a˜o entre
eles ainda seja va´lida, isto e´, com o qual ainda consegue comunicar (com um Received Signal
Strength Indicator (RSSI) acima de um valor predefinido) para retransmitir a mensagem
ate´ chegar a todos os ve´ıculos na ZoR. Inicialmente, o ve´ıculo que tem o acidente envia
a mensagem para todos os seus vizinhos e calcula a sua distaˆncia relativamente a todos
eles e escolhe aquele que esta´ mais afastado de si para reenviar a mensagem para todos os
seus vizinhos. O identificador do vizinho selecionado e´ colocado no cabec¸alho do pacote de
emergeˆncia para que esse vizinho saiba que e´ ele o pro´ximo MaxRank quando receber o pacote.
De seguida, o vizinho escolhido, procede de igual forma ao ve´ıculo que teve o acidente e assim
sucessivamente ate´ chegar ao u´ltimo que estiver dentro da ZoR. Os ve´ıculos selecionados
sa˜o denominados MaxRank, sendo o rank inicialmente, nesta estrate´gia, a distaˆncia de cada
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vizinho em relac¸a˜o ao acidente e depois, de cada vizinho relativamente ao MaxRank escolhido
e assim sucessivamente. Uma vez que esta estrate´gia faz a escolha do pro´ximo MaxRank
atrave´s da maior distaˆncia, os ve´ıculos que se encontram a` frente do MaxRank atual, na ZoR,
va˜o receber uma mensagem repetida, pois ja´ a receberam do MaxRank anterior. A forma
como sa˜o identificados os ve´ıculos que esta˜o sucessivamente a` frente dos MaxRanks depende
da localizac¸a˜o dos ve´ıculos e da sua direc¸a˜o do movimento. Os que estiverem fora dessa a´rea
ouvem a mensagem, mas va˜o descarta´-la, por se encontrarem fora da a´rea de interesse definida
inicialmente (isto e´, as suas coordenadas na˜o esta˜o dentro da circunfereˆncia delimitada pelas
coordenadas do acidente e pelo raio). Os que estiverem na direc¸a˜o contra´ria a` do acidente
ou que se encontrem a` frente do mesmo tambe´m va˜o descarta´-la, pois a sua trajeto´ria na˜o e´
afetada, e consequentemente a mensagem na˜o e´ considerada relevante.
Figura 3.2: Cena´rio da estrate´gia de Alta Densidade
Esta selec¸a˜o estrate´gica tem como objetivo reduzir o nu´mero de retransmisso˜es, na˜o afe-
tando a chegada da informac¸a˜o a todos os ve´ıculos na ZoR (taxa de entrega). Ale´m disso,
todos os ve´ıculos enviam periodicamente mensagens de controlo para os seus vizinhos com as
suas informac¸o˜es, nomeadamente a sua localizac¸a˜o.
Lo´gica de Envio de Pacotes de Dados
A figura 3.3(a) representa o diagrama de fluxo do funcionamento da lo´gica de envio
dos pacotes de dados relativamente ao algoritmo de Alta Densidade no emulador utilizado,
mOVERS.
Quando a thread runRouting inicia, e´ executada a estrate´gia de Alta Densidade, se o
ficheiro de configurac¸a˜o contiver a informac¸a˜o que indica que a versa˜o a ser executada cor-
responde a` de Alta Densidade. Esta thread e´ executada com uma periodicidade predefinida
CYCLE_DELAY micro segundos (o valor por defeito e´ 200 ms).
Inicialmente, o no´ verifica se o pacote que vai ser enviado e´ de conteu´do urgente atrave´s
do tipo de servic¸o contido no pacote de emergeˆncia. O processo de disseminac¸a˜o so´ comec¸a
quando o no´ que teve um acidente, por exemplo (pode ser o no´ atra´s deste), entrar neste
me´todo e tiver na sua vizinhanc¸a OBUs. E´ ele quem gera o pacote com as informac¸o˜es relativas
a` sua localizac¸a˜o. De seguida, calcula a pro´xima OBU que vai ser o primeiro MaxRank, de
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acordo com o fluxograma do algoritmo 1 (sera´ explicado mais a` frente com maior detalhe) e
atualiza o pacote com as informac¸o˜es do mesmo, nomeadamente coordenadas GPS e o ID.
A OBU que gera o pacote de emergeˆncia envia-o (informando, por exemplo, que teve um
acidente ou que fez uma travagem brusca) para todos os seus vizinhos e, no final do envio
atualiza o mo´dulo de Logging. Se as OBUs na˜o forem MaxRank, na˜o enviam nenhum pacote.
No entanto, se essa condic¸a˜o se verificar, isto e´, o ID que estiver no cabec¸alho do pacote
correspondente ao MaxRank for o seu, essa OBU vai calcular o pro´ximo MaxRank e atualiza
novamente o pacote com essa informac¸a˜o. Depois, envia o pacote para todos os vizinhos
ja´ com a nova informac¸a˜o acerca do pro´ximo MaxRank. Por fim, e´ atualizado o mo´dulo de
Logging.
(a) Lo´gica de envio de mensagens (b) Lo´gica de recec¸a˜o de mensagens
Figura 3.3: Diagramas de fluxo das lo´gicas dos pacotes de emergeˆncia correspondentes da
estrate´gia de Alta Densidade
Lo´gica de Recec¸a˜o de Pacotes de Dados
A 3.3(b) representa o diagrama de fluxo do funcionamento da lo´gica de recec¸a˜o dos pacotes
de dados relativamente a` estrate´gia de Alta Densidade no mOVERS.
Quando um no´ recebe um pacote de emergeˆncia vindo do mo´dulo RX, inicia-se o processo
de recec¸a˜o de um pacote de dados. Se este for recebido atrave´s de uma interface WAVE, e´
atualizada a lista de saltos do pacote com o ID do no´ que recebeu o pacote. E´ importante
realc¸ar que as OBUs apenas comunicam atrave´s das interfaces WAVE e, por este motivo o
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envio e recec¸a˜o de pacotes e´ feito atrave´s da tecnologia WAVE. De seguida, o no´ verifica se
esta´ dentro da ZoR, atrave´s das suas coordenadas, e se estiver, confirma se ja´ tem o pacote
guardado. Apo´s isto, e´ atualizado o mo´dulo de Logging, caso o no´ ja´ tenha esse pacote ou
caso ainda na˜o o tenha, isto e´, e´ atualizada apenas a varia´vel correspondente a uma destas
duas situac¸o˜es. Se a OBU estiver fora da ZoR e se receber um pacote, ira´ descarta´-lo, pelo
que o mo´dulo de Logging tera´ de ser novamente atualizado.
Uma vez que os no´s ao receberem um pacote verificam primeiro se ja´ o teˆm guardado na
storage e se o no´ que recebeu o pacote for MaxRank, este na˜o ira´ conseguir assumir-se como tal,
porque considera o pacote repetido e, por isso, na˜o verifica mais nenhuma informac¸a˜o contida
no mesmo. Desta forma, ignora o campo nextMaxRankID contido no pacote. Caso o no´
verificasse em primeiro lugar se era ele o pro´ximo MaxRank, iria enviar um pacote repetido
para a sua vizinhanc¸a e possivelmente esta tambe´m ja´ o teria recebido. Esta decisa˜o iria
originar mais pacotes redundantes na rede, contrariando um dos objetivos desta dissertac¸a˜o
que e´ reduzir a quantidade de pacotes redundantes.
Por fim, apenas as OBUs que na˜o sa˜o MaxRank mudam o estado do pacote, de forma a
sinalizar que este ja´ foi entregue e recebido pelas OBUs e na˜o sera´ reenviado pelas mesmas.
Caso sejam MaxRanks, quando recebem o pacote guardam-no, mas na˜o alteram o estado do
pacote, pois pretendem reenvia´-lo para todos os seus vizinhos.
O algoritmo 1 descreve a forma como e´ feito o ca´lculo dos no´s (MaxRanks) escolhidos para
reenviar os pacotes de conteu´do urgente em broadcast, na ZoR.
Algoritmo 1: Ca´lculo do MaxRank para a estrate´gia de Alta Densidade
Entrada: Pacote de emergeˆncia
Sa´ıda: ID do pro´ximo MaxRank
1 in´ıcio
2 if E´ o MaxRank atual then
3 if Tem vizinhos then
4 repita
5 if Esta´ dentro da ZOR then
6 if Esta´ atra´s do MaxRank then
7 Calcula e guarda a distaˆncia em relac¸a˜o ao vizinho;
8 if Distaˆncia atual e´ maior do que a guardada then
9 Trata novo MaxRank;
10 Guarda a distaˆncia para comparar com o pro´ximo vizinho;
11 Guarda o ID do vizinho como MaxRank;
12 Pro´ximo vizinho;
13 ate´ Na˜o haver mais vizinhos;
14 Atualiza a estrutura do MaxRank;
15 Devolve o ID do pro´ximo MaxRank;
16 fim
De cada vez que e´ efetuado o ca´lculo do pro´ximo MaxRank, o atual confirma que e´ ele quem
vai fazer essa escolha, isto e´, no primeiro caso, a OBU acidentada calcula o pro´ximo MaxRank,
uma vez que, inicialmente, o pacote conte´m a informac¸a˜o que e´ ela o MaxRank. De seguida,
vai analisar as coordenadas de cada um dos seus vizinhos, que sa˜o enviadas nos pacotes de
advertisements e ver se esta˜o dentro da ZoR, atrave´s de ca´lculos (verifica se os dois pontos das
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coordenadas dos vizinhos pertencem a` circunfereˆncia de raio igual ao comprimento da ZoR
e centrada nas coordenadas da OBU que teve o acidente). Caso na˜o esteja, o procedimento
termina. Se estiver, vai verificar se o vizinho esta´ atra´s de si, pois a escolha sera´ feita apenas
sobre os vizinhos que estiverem atra´s do MaxRank. Esta escolha envolve uma verificac¸a˜o
da direc¸a˜o da OBU que teve o acidente, para delimitar o aˆngulo que vai servir, de seguida,
para fazer a comparac¸a˜o entre as direc¸o˜es de deslocamento dos vizinhos e do acidente (ou
do MaxRank), de forma a verificar se estes esta˜o dentro dos limites de direc¸a˜o previamente
definidos. Apo´s estas verificac¸o˜es va˜o ser analisadas e comparadas as coordenadas dos vizinhos
e do MaxRank, para determinar se esta˜o atra´s do mesmo, dependendo do valor da direc¸a˜o
do acidente e do quadrante em que se encontre na circunfereˆncia que define a direc¸a˜o do
movimento (Figura 3.4). Se estas condic¸o˜es na˜o se verificarem, o processo termina. Caso
contra´rio, vai calcular a sua distaˆncia relativamente a cada vizinho, guardando sempre a
maior para ir comparando sucessivamente com aquela que esta´ a ser calculada no momento,
bem como o ID do vizinho a que corresponde essa maior distaˆncia. Por fim, quando encontrar
o vizinho que tem a maior distaˆncia, atualiza a estrutura com as informac¸o˜es do novo MaxRank
e devolve o ID do mesmo. Esse novo ID sera´ atualizado no cabec¸alho do pacote.
Figura 3.4: Direc¸a˜o da Disseminac¸a˜o do movimento
Lo´gica de Envio de Pacotes de Advertisement
O algoritmo 2 representa o modo de funcionamento do envio de pacotes de advertisement
na rede por todos os no´s.
O envio de pacotes de advertisement para todos os vizinhos e´ iniciado quando a flag que
esta´ responsa´vel por indicar o envio desses pacotes estiver ativa. Neste trabalho, esta flag esta´
ativa apenas para as OBUs e e´ ativada previamente. Neste caso, apenas as OBUs teˆm esta
flag ativa e, por isso, sempre que teˆm vizinhos trocam este tipo de pacotes (advertisement)
entre si. Cada no´ envia para todos os seu vizinhos pacotes que conteˆm a latitude, longitude
e direc¸a˜o do movimento do pro´prio no´. No final de cada envio, e´ atualizado o mo´dulo de
Logging. O pacote de controlo sera´ enviado novamente apo´s esperar um tempo aleato´rio entre
dois valores (mı´nimo e ma´ximo) previamente definidos.
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Algoritmo 2: Lo´gica de envio de advertisements para estrate´gia de Alta Densidade
Sa´ıda: Pacote de advertisement
1 in´ıcio
2 repita
3 Flag is2sendADV ativa;
4 Criac¸a˜o do pacote de advertisement com as coordenadas atuais do no´;
5 Envio do pacote de advertisement para todos os vizinhos;
6 Logging ;
7 Espera um tempo aleato´rio entre MIN ADV PER e MAX ADV PER;
8 ate´ Fim da ZOR;
9 fim
Lo´gica de Recec¸a˜o de Pacotes de Advertisement
O algoritmo 3 representa o modo de funcionamento da recec¸a˜o de pacotes de advertise-
ments na rede por todos os no´s.
Quando um no´ recebe um pacote vindo de uma interface WAVE, verifica na sua lista de
vizinhos, se esse pacote pertence a um no´ que e´ seu vizinho. Se for, atualiza as informac¸o˜es
relativas a esse vizinho, nomeadamente as coordenadas GPS, na estrutura de vizinhos. Se
na˜o for, altera uma flag auxiliar que indica que ja´ na˜o e´ mais seu vizinho e elimina-o da sua
lista de vizinhos.
Algoritmo 3: Lo´gica de recec¸a˜o de advertisements para estrate´gia de Alta Densidade
Entrada: Pacote de advertisement
1 in´ıcio
2 if O pacote e´ de uma interface WAVE then
3 if E´ meu vizinho then
4 Atualiza as informac¸o˜es do vizinho;
5 else
6 Altera a flag que indica que ja´ na˜o e´ vizinho;
7 Elimina o vizinho da sua lista;
8 end
9 else
10 Descarta o pacote;
11 end
12 fim
3.3.2 Estrate´gia de Baixa Densidade
Esta estrate´gia, ao contra´rio da anterior, foi feita tendo em considerac¸a˜o cena´rios de baixa
densidade, isto e´, situac¸o˜es onde podera˜o existir no´s isolados ou com poucos vizinhos. O
me´todo de selec¸a˜o do MaxRank depende diretamente do nu´mero de vizinhos que cada ve´ıculo
tem atra´s. E´ desta forma que e´ atribu´ıdo um rank a cada ve´ıculo. Inicialmente, o ve´ıculo que
teve um situac¸a˜o de emergeˆncia, por exemplo, um acidente analisa o nu´mero de vizinhos que
cada ve´ıculo tem atra´s e escolhe o que tem mais vizinhos atra´s para retransmitir a mensagem
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(MaxRank). Esta informac¸a˜o relativa a` quantidade de vizinhos que cada vizinho tem atra´s
e´ enviada por cada no´ nos advertisements. O pro´ximo MaxRank procede da mesma maneira
com todos os seus vizinhos e este processo repete-se ate´ ao u´ltimo ve´ıculo contido na ZoR,
ou seja, cujas coordenadas estejam muito perto do limite ou no limite da circunfereˆncia que
define a ZoR. Uma vez que e´ um cena´rio de baixa densidade, e´ mais vantajoso escolher um
ve´ıculo que tenha mais vizinhos atra´s de si, isto e´, com maior rank, pois consegue disseminar
o pacote de emergeˆncia para mais ve´ıculos com o envio de apenas uma mensagem para todos
os seus vizinhos.
Este crite´rio de selec¸a˜o tambe´m reduz o nu´mero de retransmisso˜es na rede, e todos os
ve´ıculos enviam pacotes de controlo periodicamente para os seus vizinhos, de forma a terem
conhecimento da rede, tal como a estrate´gia descrita anteriormente.
Figura 3.5: Cena´rio da estrate´gia de Baixa Densidade
Lo´gica de Envio de Pacotes de Dados
A figura 3.6(a) representa o diagrama de fluxo do funcionamento da lo´gica de recec¸a˜o
relativamente a` estrate´gia de baixa densidade no mOVERS.
Esta estrate´gia de envio de pacotes de dados e´ muito semelhante a` descrita para a estrate´gia
de Alta Densidade. No entanto, o me´todo de selec¸a˜o do MaxRank e´ diferente e esta´ descrito
no algoritmo 4.
De cada vez que e´ efetuado o ca´lculo do pro´ximo MaxRank, o atual confirma que e´ ele quem
vai fazer essa escolha. No primeiro caso, a OBU acidentada verifica atrave´s da informac¸a˜o
contida no pacote de emergeˆncia que o seu ID corresponde ao MaxRank atual. De seguida,
vai analisar as coordenadas de cada um dos seus vizinhos e ver se esta˜o dentro da ZoR,
atrave´s de ca´lculos (verifica se os dois pontos das coordenadas dos vizinhos pertencem a`
circunfereˆncia de raio igual ao comprimento da ZoR e centrada nas coordenadas da OBU
que teve o acidente). Estas coordenadas sera˜o usadas mais a` frente no processo para tomar
a decisa˜o final da escolha do MaxRank, caso acontec¸a um empate, ou seja, igual nu´mero de
vizinhos atra´s. Caso na˜o esteja atra´s do MaxRank, o procedimento termina. Se estiver, vai
verificar se o vizinho esta´ atra´s de si, pois a escolha sera´ feita apenas sobre os vizinhos que
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estiverem atra´s do MaxRank. A forma como e´ feita esta verificac¸a˜o e´ igual a` da estrate´gia
de Alta Densidade. A partir daqui, inicia o processo de selec¸a˜o guardando, sucessivamente
a quantidade de vizinhos atra´s (que e´ enviada nos pacotes de controlo) que cada vizinho seu
tem, para ir comparando essas quantidades e guardar o maior valor. Sempre que encontra
um vizinho com uma quantidade de vizinhos atra´s maior do que aquela que tem guardado,
guarda esse valor, o ID do respetivo vizinho e as coordenadas GPS relativas ao mesmo. Em
caso de empate, o vizinho escolhido sera´ o que estiver mais longe, e e´ guardado novamente o
ID, que corresponde ao novo MaxRank. Por fim e´ atualizada a estrutura do MaxRank com as
novas informac¸o˜es e devolvido o ID do mesmo. Este ID e´ atualizado no pacote de emergeˆncia
que sera´ enviado pelo MaxRank.
(a) Lo´gica de envio no mOVERS (b) Lo´gica de recec¸a˜o no mOVERS
Figura 3.6: Diagramas de fluxo das lo´gicas dos pacotes de emergeˆncia correspondentes a`
estrate´gia de Baixa Densidade
33
Algoritmo 4: Ca´lculo do MaxRank para a estrate´gia de Baixa Densidade
Entrada: Pacote de emergeˆncia
Sa´ıda: ID do pro´ximo MaxRank
1 in´ıcio
2 if E´ o MaxRank atual then
3 if Tem vizinhos then
4 repita
5 if Esta´ dentro da ZOR then
6 if Esta´ atra´s do MaxRank then
7 if E´ o primeiro vizinho then
8 Guarda as coodenadas do vizinho e o nu´mero de vizinhos que
este tem atra´s;
9 else
10 if Nu´mero de vizinhos e´ maior ou igual que o anterior then
11 if Tem o mesmo nu´mero de vizinhos then
12 Guarda e calcula as distaˆncias entre o MaxRank e
esses vizinhos;
13 if Dista˜ncia e´ menor que a anterior then
14 Pro´ximo vizinho;
15 Guarda as coordenas GPS e o nu´mero de vizinhos;
16 Guarda o ID do vizinho como MaxRank;
17 end
18 Pro´ximo vizinho;
19 ate´ Na˜o haver mais vizinhos;
20 Atualiza a estrutura do MaxRank;
21 Devolve o ID do pro´ximo MaxRank;
22 fim
Lo´gica de Recec¸a˜o de Pacotes de Dados
A lo´gica de recec¸a˜o dos pacotes de dados (emergeˆncia) e´ igual a` da estrate´gia de Alta
Densidade, uma vez que o objetivo e´ o mesmo, disseminar o pacote de emergeˆncia por todas
as OBUs que se encontram atra´s do acidente e dentro da ZoR.
Lo´gica de Envio de Pacotes de Advertisement
A figura 3.7(a) representa o modo de funcionamento do envio de pacotes de advertisements
na rede por todos os no´s.
O processo de envio de pacotes de controlo inicia quando a flag responsa´vel por indicar o
in´ıcio do envio destes pacotes estiver ativa. Neste caso, apenas as OBUs tera˜o essa flag ativa,
tal como acontece na estrate´gia de Alta Densidade, uma vez que nesta dissertac¸a˜o apenas
foram consideradas OBUs. Cada no´ cria um pacote com as suas coordenadas atuais (latitude,
longitude e direc¸a˜o) e depois verifica quantos vizinhos tem atra´s de si e guarda esse valor.
De seguida, envia o pacote de controlo com essas informac¸o˜es para todos os seus vizinhos.
Esta informac¸a˜o vai ser u´til quando for necessa´rio calcular o MaxRank na lo´gica de envio
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de pacotes de dados explicada anteriormente. Por fim, o mo´dulo de Logging e´ atualizado.
O pacote de controlo sera´ novamente enviado, apo´s esperar um tempo aleato´rio entre dois
valores (mı´nimo e ma´ximo) previamente definidos.
(a) Lo´gica de en-
vio de mensagens
(b) Lo´gica de recec¸a˜o de mensagens
Figura 3.7: Diagramas de fluxo das lo´gicas dos pacotes de advertisements correspondentes a`
estrate´gia de Baixa Densidade
Lo´gica de Recec¸a˜o de Pacotes de Advertisement
A figura 3.7(b) apresenta o modo de funcionamento da recec¸a˜o de pacotes de advertise-
ments na rede por todos os no´s.
Relativamente a` recec¸a˜o dos pacotes de controlo, o processo e´ igual ao descrito na estrate´-
gia de Alta Densidade. Pelo que, quando recebe um pacote deste tipo, atualiza a sua lista de
vizinhos e a estrutura de vizinhos com as novas informac¸o˜es ou elimina o vizinho da mesma
e atualiza a lista de vizinhos.
3.3.3 Estrate´gia de Broadcast
Esta estrate´gia serve de base para comparar com as outras duas descritas anteriormente,
pois na˜o foi pensado para cena´rios com uma densidade espec´ıfica. A partir do momento em que
se da´ o acidente, todos os ve´ıculos contidos na ZoR enviam sucessivamente uma mensagem
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para todos os seus vizinhos, isto e´, na˜o existe o conceito de MaxRank. Os ve´ıculos na˜o
necessitam de ter um conhecimento da rede e apenas precisam de conhecer a sua localizac¸a˜o
para determinarem se esta˜o dentro ou fora da ZoR e, consequentemente, perceberem se devem
ou na˜o descartar as mensagens recebidas.
Lo´gica de Envio de Pacotes de Dados
A figura 3.8(a) apresenta o diagrama de fluxo do funcionamento da lo´gica de envio de
pacotes de dados na estrate´gia de Broadcast.
Quando a thread runRouting inicia, e´ executada a estrate´gia de Broadcast, caso o ficheiro
de configurac¸a˜o contenha a informac¸a˜o que indique que a estrate´gia selecionada e´ a de Bro-
adcast. Esta thread e´ executada com uma periodicidade predefinida CYCLE_DELAY, em micro
segundos (o valor por defeito e´ 200 ms).
Inicialmente, o no´ verifica se o pacote que vai ser enviado e´ de conteu´do urgente. O
processo de disseminac¸a˜o so´ comec¸a quando o no´ que teve o acidente entrar neste me´todo
e tiver na sua vizinhanc¸a OBUs. E´ ele quem gera o pacote de dados com as informac¸o˜es
relativas a` sua localizac¸a˜o e envia o mesmo para todos os seus vizinhos. Depois de enviar o
pacote, altera o estado do mesmo para indicar que este foi entregue e na˜o voltar a envia´-lo. A
partir daqui, as OBUs que receberam o pacote va˜o a` storage buscar um pacote de emergeˆncia
e, se estiverem dentro da ZoR enviam o pacote para todos os seus vizinhos. De seguida,
alteram o estado do pacote para indicar que este foi entregue e na˜o voltar a envia´-lo. Por
fim, as varia´veis correspondentes aos pacotes recebidos, repetidos e descartados do mo´dulo de
Logging sa˜o atualizadas.
Lo´gica de Recec¸a˜o de Pacotes de Dados
A figura 3.8(b) representa o diagrama de fluxo do funcionamento da lo´gica de recec¸a˜o de
pacotes de dados na estrate´gia de Broadcast.
A lo´gica de recec¸a˜o de pacotes de dados e´ muito semelhante a` das outras duas estrate´gias.
Quando um no´ recebe um pacote numa interface WAVE, atualiza a lista de saltos do mesmo
na storage. Se estiver dentro da ZoR e se ainda na˜o tiver recebido aquele pacote, guarda-o
na storage. De seguida, o mo´dulo de Logging e´ atualizado. Se ja´ tiver esse pacote, significa
que e´ repetido e, portanto, a varia´vel correspondente aos pacotes repetidos e´ atualizada no
Logging. Se a OBU estiver fora da ZoR e receber o pacote de emergeˆncia, e´ atualizada a
varia´vel correspondente aos pacotes descartados, no Logging.
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(a) Lo´gica de envio de mensagens (b) Lo´gica de recec¸a˜o de mensagens
Figura 3.8: Diagramas de fluxo das lo´gicas dos pacotes de emergeˆncia correspondentes a`
estrate´gia de Broadcast
3.4 Considerac¸o˜es do Cap´ıtulo
As duas estrate´gias existentes para os dois tipos de densidade (alta e baixa) teˆm a van-
tagem de reduzir o nu´mero de retransmisso˜es e a quantidade de pacotes de dados repetidos
que circulam na rede. Portanto, o seu objetivo e´ que a mensagem chegue a todos os ve´ıculos
que esta˜o na ZoR recorrendo a muito menos transmisso˜es do que na estrate´gia em que todos
enviam em broadcast, isto e´, para todos os seus vizinhos.
No pro´ximo cap´ıtulo sera´ apresentada a arquitetura e o funcionamento do emulador uti-
lizado para implementar e testar as estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia
propostas. Sera˜o apresentados e descritos os mo´dulos que constituem o emulador usado,
mOVERS, as func¸o˜es de cada mo´dulo e a forma como e´ feita a recolha de dados. Final-
mente sera˜o apresentadas as modificac¸o˜es realizadas nos mo´dulos para a implementac¸a˜o das
estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia propostas.
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Cap´ıtulo 4
Implementac¸a˜o e Integrac¸a˜o
4.1 Descric¸a˜o do Cap´ıtulo
No cap´ıtulo anterior foram apresentadas e descritas as treˆs estrate´gias desenvolvidas e
implementadas no mOVERS: Alta e Baixa Densidade e Broadcast. Para tal, foram usados
algoritmos e diagramas de fluxo, de forma a facilitar a compreensa˜o das mesmas e as lo´gicas
subjacentes a cada uma. Foi tambe´m explicado o problema que deu origem a esta dissertac¸a˜o.
Neste cap´ıtulo sera´ apresentada a arquitetura e o funcionamento do emulador (mOVERS)
utilizado para avaliar as estrate´gias implementadas. Sera˜o descritos todos os mo´dulos existen-
tes no mOVERS, bem como as suas func¸o˜es e a forma como e´ feita a recolha de dados da Base
de Dados usada neste trabalho (cujos dados foram gerados aleatoriamente). Por fim, sera˜o
apresentadas todas as modificac¸o˜es feitas nos mo´dulos, de forma a ser poss´ıvel implementar
as treˆs estrate´gias e as restric¸o˜es existentes no emulador para a implementac¸a˜o das estrate´gias
de disseminac¸a˜o de mensagens de emergeˆncia.
4.2 Descric¸a˜o do mOVERS
As estrate´gias de encaminhamento desenvolvidas nesta dissertac¸a˜o, foram implementadas
e testadas na plataforma mOVERS. O mOVERS surgiu atrave´s de uma parceria entre a
Veniam R© e o grupo de investigac¸a˜o NAP do IT da Universidade de Aveiro. Este emulador
tem por base uma DTN e foi desenvolvido com o intuito de poder emular uma rede veicular em
que cada OBU e RSU teˆm o mesmo co´digo de funcionamento que os elementos reais. Suporta
comunicac¸o˜es entre ve´ıculos e diversos protocolos, nomeadamente WAVE, (IEEE802.11p) e
Wi-Fi (IEEE802.11a/b/g). A escolha desta plataforma para a implementac¸a˜o das estrate´-
gias prende-se com o facto do co´digo desenvolvido no mOVERS ter a particularidade de ser
igualmente aplica´vel tanto nos ve´ıculos emulados como OBUs e RSUs, como nas placas que
se encontram na rede real no Porto.
4.2.1 Visa˜o Geral da Arquitetura e Funcionamento
O mOVERS permite criar um ambiente emulado para redes veiculares, de forma a ser
poss´ıvel implementar e avaliar estrate´gias de disseminac¸a˜o de conteu´dos (urgentes e na˜o ur-
gentes), usando os mecanismos da DTN. Ale´m disso, permite criar va´rios processos (cada um
correspondente a uma OBU ou RSU, por exemplo) que correm na DTN. Estes processos que
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Figura 4.1: Arquitetura do mOVERS [27]
correspondem a no´s emulados da rede, sa˜o obtidos atrave´s da recolha de dados reais vindos da
rede veicular do Porto, ou tambe´m podem ser obtidos atrave´s de uma base de dados gerada
com dados aleato´rios (como e´ o caso desta dissertac¸a˜o).
A arquitetura do mOVERS esta´ presente na Figura 4.1 e e´ composta por diversos mo´dulos
que sera˜o descritos a partir da Subsecc¸a˜o 4.2.3. Os mo´dulos interagem entre si atrave´s dos
Inter-Process Communication (IPC) sockets, e um no´ pode trocar pacotes com outros no´s,
usando o protocolo User Datagram Protocol (UDP). Existem diversos tipos de no´s vizinhos,
consoante a interface que esta´ a ser usada (Wi-Fi, WAVE e Ethernet). Uma vez que o
mOVERS foi desenvolvido para redes veiculares, os vizinhos WAVE considerados sa˜o OBUs
ou RSUs, os no´s que conteˆm interfaces Wi-Fi sa˜o sensores e as RSU e servidores localizados
na rede principal esta˜o conectados a uma ligac¸a˜o esta´tica ou uma interface Ethernet.
De forma ao uso do emulador poder ser escala´vel em redes veiculares, foram criadas
as mensagens Zero-M Queue (ZMQ) [48], para conseguir lidar com um nu´mero elevado de
processos (cada processo corresponde a um ve´ıculo na rede).
Assim, existem diversos tipos de mensagens que sa˜o trocadas entre o mOVERS e a DTN,
tais como as mensagens de advertisement enviadas pelo emulador e os pacotes regulares
trocados entre no´s (dados e advertisement). Portanto, quando um no´ recebe uma mensagem
de advertisement, as informac¸o˜es mais importantes como a posic¸a˜o do no´ e a sua lista de
vizinhos sa˜o atualizadas, mas o mo´dulo Socket na˜o a recebe, pois na˜o e´ um pacote regular. Se
for recebido um pacote regular, este e´ encaminhado para o mo´dulo Socket e, posteriormente,
consoante a classificac¸a˜o feita no mo´dulo RX, o pacote sera´ novamente encaminhado para um
dos seguintes mo´dulos: Routing ou Neighboring.
De forma a ser poss´ıvel trocar mensagens entre os processos que esta˜o a ser emulados, foi
criada a classe EmuMessageHeader que define o cabec¸alho das mensagens (Figura 4.2).
Assim, quando um no´ envia informac¸a˜o para um ou mais no´s, e´ criado um objeto desta
classe e os campos sa˜o inicializados. Esse objeto constitui um cabec¸alho unido ao pacote que
vai ser enviado e e´ utilizado pelo emulador para o encaminhar ate´ ao seu destino.
O mOVERS permite selecionar os ve´ıculos que va˜o ser emulados, na˜o necessitando de
40
Figura 4.2: Classe do cabec¸alho das mensagens do mOVERS [49]
emular todos os ve´ıculos que se encontram na rede real. Desta forma, o utilizador seleciona
os ve´ıculos de acordo com os seus IDs ou com a sua posic¸a˜o geogra´fica, isto e´, podera˜o
estar contidos numa regia˜o de interesse a` disseminac¸a˜o de conteu´dos (uma a´rea urbana, por
exemplo) na rede.
4.2.2 Recolha de Dados da Base de Dados MySQL
O emulador envia mensagens de advertisement periodicamente para todos os no´s e, desta
forma, eles va˜o atualizando o seu estado. Essas informac¸o˜es esta˜o armazenadas numa base
de dados e va˜o sendo efetuados pedidos a` mesma. Esses dados sa˜o reais e foram recolhidos
durante um dia da rede veicular real existente no Porto.
O mOVERS organiza a informac¸a˜o em treˆs tabelas: ”timestamps”, ”neighbors” e ”rsu”,
cujos campos esta˜o detalhados na Tabela 4.1, Tabela 4.2 e Tabela 4.3. Nesta dissertac¸a˜o ape-
nas foram usadas duas das treˆs tabelas referidas (4.1 e 4.2). A Tabela 4.1 conte´m informac¸a˜o
relativa a cada no´, em cada timestamp. A Tabela 4.2 esta´ relacionada com a primeira, isto e´,
corresponde aos IDs dos vizinhos e o respetivo RSSI, que o no´ da Tabela 4.1 tem contacto,
nesse instante temporal. A Tabela 4.3 refere-se a` informac¸a˜o que cada RSU tem nos instantes
em que os dados foram recolhidos na rede real durante um dia (24h).
Tabela 4.1: Base de Dados do mOVERS: Tabela por Timestamps [49]
Tabela 4.2: Base de Dados do mOVERS: Tabela por Vizinhos [49]
No entanto, neste trabalho a base de dados utilizada na˜o conte´m dados recolhidos da rede
real, mas sim dados gerados aleatoriamente, de acordo com os campos pertencentes a`s tabelas
4.1 e 4.2.
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Tabela 4.3: Base de Dados do mOVERS : Tabela por RSUs [49]
Estes dados foram gerados para conseguir criar diferentes cena´rios controlados e poder
testar as estrate´gias aqui propostas, foi alterada a base de dados existente para uma adequada
aos cena´rios de estudo, com um determinado nu´mero de ve´ıculos e informac¸o˜es na˜o reais sobre
os mesmos.
As mensagens de advertisement que sa˜o enviadas pelo mOVERS, esta˜o implementadas
numa estrutura designada EmuControlMsg e conteˆm informac¸o˜es importantes acerca de cada
no´, tais como a latitude e longitude. Para conseguir ter mais precisa˜o nas coordenadas, foi
alterado o tipo destas duas varia´veis de float para double, como se pode ver na Figura 4.3.
Figura 4.3: Classe das mensagens de advertisement do mOVERS [49]
De forma a ser poss´ıvel o emulador utilizar os dados relativos a cada no´ (OBU), e´ necessa´-
rio importa´-los para uma base de dados atrave´s de um script. No entanto, antes de importar
os dados, deve-se ter em atenc¸a˜o a`s especificac¸o˜es do script. Existem duas Application Pro-
gramming Interfaces (APIs) dispon´ıveis, uma vai buscar a lista de RSUs e a outra devolve o
estado da rede em cada timestamp.
4.2.3 Descric¸a˜o dos mo´dulos do mOVERS
Mo´dulo API
Os no´s do mOVERS conseguem interagir com aplicac¸o˜es externas atrave´s deste mo´dulo.
Este usa mensagens IPC com o objetivo de separar as mensagens de advertisements e de
dados.
Este mo´dulo trata os pacotes do mOVERS atrave´s do API socket e cria uma camada
de abstrac¸a˜o para trocar pacotes entre o mOVERS e o API. Ale´m disso, gere o acesso das
aplicac¸o˜es ao mOVERS.
Mo´dulos de Comunicac¸a˜o
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Os mo´dulos Socket e RX sa˜o responsa´veis pela troca de pacotes de dados e de advertise-
ments entre os no´s da rede.
O mo´dulo Socket gere o acesso ao UDP Socket sempre que um vizinho envia um pacote
para um no´ vizinho ou recebe um pacote vindo do mesmo.
O mo´dulo RX classifica e encaminha os pacotes que chegam atrave´s do UDP Socket,
analisando alguns campos do pacote tais como: o destino (dstEID), a flag (DTN_FLAG_NEIGH_-
ACK_MASK, DTN_FLAG_END_ACK_MASK e DTN_FLAG_ADV_MASK) e o tipo de servic¸o (serviceID).
Apo´s esta ana´lise, o pacote e´ encaminhado para o mo´dulo de Routing, se for um pacote de
dados, ou para o mo´dulo de Neighboring, caso seja um pacote de anu´ncio de vizinhos e
atualiza a informac¸a˜o relativa a` vizinhanc¸a, nesse mesmo mo´dulo.
Mo´dulo de Routing
Este mo´dulo e´ responsa´vel por tomar algumas deciso˜es acerca dos pacotes, nomeadamente
quais deles sera˜o enviados e para quais vizinhos, e a lo´gica de envio e recec¸a˜o dos pacotes que
esta´ contida em cada estrate´gia. O mOVERS utiliza uma soluc¸a˜o h´ıbrida de routing, pois
este mo´dulo encaminha os pacotes consoante o tipo de vizinhos (OBU ou RSU) e o tipo de
pacote (dados ou advertisement). A primeira decisa˜o a ser tomada depende do tipo de pacote
e o resto do processo e´ feito atrave´s do tipo de no´. Portanto, de cada vez que um no´ quer
enviar um pacote, verifica em primeiro lugar se tem vizinhos ao seu alcance, seleciona aqueles
para os quais deve enviar e vai a` storage buscar os pacotes, iniciando o processo de envio dos
mesmos. Esse envio depende do tipo de vizinho e, por isso, existem 4 classes de routing que
foram implementadas tendo isso em conta, como se pode ver pela Figura 4.4.
As estrate´gias desenvolvidas neste trabalho para a disseminac¸a˜o de conteu´dos urgentes fo-
ram incorporadas neste mo´dulo. No entanto, como so´ va˜o ser usadas OBUs nesta dissertac¸a˜o,
apenas vai ser considerada a classe RoutingOBU. A RoutingOBU conte´m duas lo´gicas: envio
e recec¸a˜o de pacotes de dados e advertisement, onde esta˜o implementadas as estrate´gias de
disseminac¸a˜o de mensagens de emergeˆncia.
Figura 4.4: Classes dos va´rios tipos de Routing [27]
Mo´dulo de Logging
Este mo´dulo foi implementado com o objetivo de recolher dados e informac¸o˜es necessa´-
rias para avaliar o desempenho das estrate´gias de disseminac¸a˜o de conteu´dos urgentes e na˜o
urgentes desenvolvidas no mOVERS. Ao longo de cada experieˆncia, correspondente a uma
estrate´gia de disseminac¸a˜o, e´ gerada uma pasta com va´rios ficheiros, onde cada ficheiro cor-
responde a uma OBU ou RSU e a informac¸a˜o e´ atualizada em cada timestamp. Os dados
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guardados para a avaliac¸a˜o do desempenho das va´rias estrate´gias de distribuic¸a˜o de conteu´dos
foram os seguintes:
• node_eid: identifica o no´ onde esta´ a ser gerada a informac¸a˜o;
• timestamp: identifica o instante temporal em que cada iterac¸a˜o foi executada;
• packets_stored_total: nu´mero total de pacotes guardados por um cada no´ ao longo
da experieˆncia;
• packets_transmitted_total: nu´mero total de pacotes transmitidos por cada no´ ao
longo da experieˆncia;
• packets_stored_per_timestamp: nu´mero de pacotes guardados em cada timestamp
(neste caso, de 2 em 2 segundos);
• packets_transmitted_per_timestamp: nu´mero de pacotes transmitidos em cada ti-
mestamp;
• packets_listened_per_timestamp: nu´mero de pacotes ”ouvidos”em cada timestamp;
• packets_rcved_good_per_timestamp: nu´mero de pacotes novos guardados, por cada
no´ em cada timestamp;
• packets_rcved_bad_per_timestamp: nu´mero de pacotes ja´ conhecidos e existentes na
storage guardados, por cada no´, em cada timestamp;
• control_packets_number_per_timestamp: nu´mero de pacotes de advertisements en-
viados em cada timestamp;
• control_packets_size_per_timestamp: tamanho total do pacotes de advertisements
enviados em cada timestamp.
Posteriormente foram adicionados mais informac¸o˜es u´teis que contribu´ıram para as me´tri-
cas de desempenho das estrate´gias de disseminac¸a˜o de conteu´dos urgentes. Essas informac¸o˜es
esta˜o descritas pormenorizadamente na Secc¸a˜o 4.3.
Mo´dulo de Neighboring
Como foi referido anteriormente no mo´dulo de comunicac¸a˜o, e´ atrave´s do mo´dulo de
Neighboring que os no´s encontram e guardam os vizinhos na sua lista de vizinhos, quer estes
sejam OBUs ou RSUs. Cada no´ envia periodicamente pacotes de anu´ncio, com o objetivo de
anunciar a sua presenc¸a na rede e para que os no´s possam atualizar as suas tabelas com as
informac¸o˜es dos seus vizinhos em cada instante.
Como e´ poss´ıvel ver na Figura 4.5, este mo´dulo contempla diversos tipos de vizinhos
(WiFi, WAVE, por exemplo), dependendo da interface que estiver a ser usada pelos no´s para
comunicarem entre si. Uma vez que se trata de uma Rede Veicular, cada tipo de no´s utiliza
uma tecnologia espec´ıfica para comunicar, sendo que as OBUs e RSUs comunicam atrave´s da
tecnologia WAVE, os sensores ou endpoints utilizam as interfaces Wi-Fi para comunicar e os
servidores e as RSU que se encontram no core da rede comunicam pela interface Ethernet.
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Figura 4.5: Classes dos va´rios tipos de vizinhos [27]
Mo´dulo de Storage
O mo´dulo de Storage e´ o responsa´vel por guardar va´rios tipos de pacotes que sa˜o impor-
tantes para o processo de encaminhamento da informac¸a˜o.
Como se veˆ na Figura 4.6, este mo´dulo oferece dois tipos de armazenamento: StorageDisk
e StorageRAM que, por sua vez, esta˜o organizados da seguinte forma: StorageInfoTable
apenas existe na StorageRAM e StorageData esta´ contida nos dois sub-mo´dulos (StorageDisk
e StorageRAM).
O sub-mo´dulo Random-Access Memory (RAM) engloba 5 tipos de tabelas que permitem
um acesso ra´pido e uma pesquisa otimizada dos pacotes, e cada uma armazena os mesmos de
acordo com crite´rios espec´ıficos:
• Expiry Table: os pacotes esta˜o ordenados por ordem crescente de tempo de expirac¸a˜o
(tempo de vida) do pacote;
• Hash Table: os pacotes esta˜o armazenados pelo identificador u´nico de cada pacote
(hash);
• NoData Table: conte´m os pacotes conhecidos na rede, mas na˜o tem dados guardados.
Estes pacotes esta˜o ordenados pelo seu tempo de expirac¸a˜o (tempo de vida);
• OnHold Table: os pacotes esta˜o ordenados por ordem crescente do tempo de espera ate´
serem reenviados;
• Own Table: os pacotes esta˜o armazenados pelo tipo de servic¸o (serviceID) do mesmo
e cujo destino e´ o pro´prio no´.
O outro sub-mo´dulo, StorageDATA gere o armazenamento persistente dos pacotes no disco,
leˆ e escreve ficheiros (um por cada pacote) para obter o conteu´do dos pacotes, e utiliza as
tabelas do sub-mo´dulo StorageRAM para melhorar o desempenho dessas operac¸o˜es.
Os pacotes que va˜o ser encaminhados encontram-se na Expiry Table, e o primeiro a ser
enviado e´ o que tiver o menor tempo de vida. Por outro lado, os pacotes que estiverem na
OnHold Table ficam em espera um tempo compreendido entre um tempo mı´nimo e ma´ximo de
espera (por exemplo entre 60 e 120 segundos). Apo´s este tempo, os pacotes ficam novamente
dispon´ıveis para serem reenviados, evitando que estes sejam constantemente enviados quando
na˜o e´ necessa´rio.
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Figura 4.6: Organizac¸a˜o do mo´dulo Storage [27]
4.3 Integrac¸a˜o e Implementac¸a˜o das Estrate´gias de dissemi-
nac¸a˜o de mensagens de emergeˆncia no mOVERS
Nesta secc¸a˜o sera´ descrita a implementac¸a˜o das estrate´gias no mOVERS, bem como as
modificac¸o˜es gerais que foram feitas no mesmo.
4.3.1 Modificac¸o˜es Gerais
Partindo da arquitectura existente (Figura 4.1), foram feitas algumas modificac¸o˜es nos
mo´dulos de Routing, Storage, e Logging. Neste u´ltimo mo´dulo, as alterac¸o˜es foram apenas
o tipo de dados que foi recolhido para tirar os resultados pretendidos. Quanto ao Routing
foram acrescentadas treˆs estrate´gias de disseminac¸a˜o de conteu´dos urgentes.
Figura 4.7: Arquitectura do mOVERS - modificac¸o˜es
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Biblioteca de Suporte do Emulador DTN e Cabec¸alho do Pacote
O cabec¸alho do pacote, que se encontra na biblioteca de suporte, foi modificado por forma
a integrar as duas estrate´gias de Alta e Baixa Densidade na DTN. As alterac¸o˜es foram as
seguintes:
• serviceID : Este campo identifica o tipo de servic¸o do pacote. Foram acrescentados
dois novos servic¸os: um para pacotes de emergeˆncia e outro para Advertisement (ADV),
ambos de emergeˆncia (Este campo foi modificado).
• nNeigh : O conceito inicial deste campo era conter o nu´mero de vizinhos que tinham
recebido um determinado pacote. No caso de ser um anu´ncio de vizinhos, representava
o nu´mero total de vizinhos que cada no´ tinha. Com a introduc¸a˜o do conceito de pacotes
de emergeˆncia, este campo, na estrate´gia de baixa densidade, serve para o no´ que esta´
a anunciar, informar os respetivos vizinhos (atrave´s dos pacotes de advertisement) do
nu´mero de OBUs vizinhas que tem atra´s em cada instante (este campo foi modificado).
• nextMaxRankID : Foi atribu´ıdo a cada no´ na rede um rank, cujo significado varia nas
duas estrate´gias (alta e baixa densidade). O no´ que tiver o valor mais alto sera´ o
escolhido para encaminhar o pacote e tem a responsabilidade de calcular o seguinte. O
primeiro no´ que assume esta func¸a˜o sera´ o que gera os pacotes e vai calcular a pro´xima
OBU que vai disseminar os mesmos (este campo foi adicionado).
• latitude: Este campo conte´m a latitude do no´ que gera os pacotes inicialmente. Esta
informac¸a˜o serve para que todos os no´s que receberam o pacote saibam a localizac¸a˜o
do acidente e para delimitar a zona de relevaˆncia, onde os pacotes va˜o ser disseminados
(este campo foi adicionado).
• longitude: Este campo conte´m a longitude do no´ que gera os pacotes inicialmente. Esta
informac¸a˜o serve para que todos os no´s que receberem o pacote saibam a localizac¸a˜o
do acidente e para delimitar a zona de relevaˆncia, onde os pacotes va˜o ser disseminados
(este campo foi adicionado).
• direc¸~ao: identifica a direcc¸a˜o do movimento de cada no´, em cada instante. E´ usado
para filtrar os no´s que se encontram atra´s do acidente e dos respectivos nextMaxRankID
(este campo foi adicionado).
• latitude_vizinho: Este campo conte´m a latitude de cada no´ em cada instante (que
e´ enviada nos pacotes de advertisement). Posteriormente, esta informac¸a˜o e´ guardada
na estrutura de vizinhos. Esta informac¸a˜o serve para verificar se estes esta˜o dentro da
a´rea de relevaˆncia e para determinar quem sera´ o pro´ximo no´ a disseminar a mensagem
(este campo foi adicionado).
• longitude_vizinho: Este campo conte´m a longitude de cada no´ em cada instante (que
e´ enviada nos pacotes de advertisement). Posteriormente, esta informac¸a˜o e´ guardada
na estrutura de vizinhos. Esta informac¸a˜o serve para verificar se estes esta˜o dentro da
a´rea de relevaˆncia e para determinar quem sera´ o pro´ximo no´ a disseminar a mensagem
(este campo foi adicionado).
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• direc¸~ao_vizinho: identifica a direc¸a˜o do movimento de cada no´, em cada instante (que
e´ enviada nos pacotes de advertisement). Posteriormente, esta informac¸a˜o e´ guardada na
estrutura de vizinhos. E´ usado para filtrar os no´s vizinhos que se encontram na mesma
direc¸a˜o, atra´s do acidente e dos respetivos nextMaxRankID (este campo foi adicionado).
• latitude_maxRank: Este campo conte´m a latitude do no´ escolhido para voltar a disse-
minar o pacote de emergeˆncia. Esta informac¸a˜o e´ uma refereˆncia que vai ser usada para
os ca´lculos do campo nextMaxRankID (este campo foi adicionado).
• longitude_maxRank: Este campo conte´m a longitude do no´ escolhido para voltar a
disseminar o pacote de emergeˆncia. Esta informac¸a˜o e´ uma refereˆncia que vai ser usada
para os ca´lculos do campo nextMaxRankID (este campo foi adicionado).
Figura 4.8: Estrutura do Pacote do mOVERS - modificac¸o˜es
Mo´dulo Routing
Na classe Routing esta˜o implementados os me´todos que permitem a disseminac¸a˜o de men-
sagens de emergeˆncia atrave´s das treˆs estrate´gias (como se pode ver na Figura 4.9). Nesta
figura, observa-se a negrito os me´todos implementados neste trabalho. A implementac¸a˜o no
mOVERS das estrate´gias esta´ dividida em duas lo´gicas: lo´gica de envio (logic_v6() corres-
ponde a` lo´gica de envio de pacotes de dados para a estrate´gia de alta densidade Figura 4.9,
por exemplo) e lo´gica de recec¸a˜o (pkt_v6(Packet*, DTNip, bool) corresponde a` lo´gica de
recec¸a˜o de pacotes de dados para a estrate´gia de alta densidade Figura 4.9, por exemplo) de
pacotes de emergeˆncia. E´ nestes me´todos onde sa˜o tomadas todas as deciso˜es relativamente
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aos no´s que enviam e quais no´s recebem ou descartam os pacotes, bem como a delimitac¸a˜o da
ZoR. Para ale´m destes me´todos, existem outras duas lo´gicas (envio e recec¸a˜o) para pacotes de
advertisement (apenas para as estrate´gias de alta e baixa densidade), uma vez que estas duas
estrate´gias necessitam de ter conhecimento da rede para os no´s conseguirem tomar deciso˜es.
Nesta classe tambe´m foram implementados dois me´todos que calculam o MaxRank de acordo
com a estrate´gia pretendida, outro me´todo que verifica se os no´s esta˜o dentro da ZoR e, por
u´ltimo, um me´todo que indica quais os no´s que esta˜o atra´s do acidente e sucessivamente do
MaxRank.
Figura 4.9: Classes de Routing do mOVERS
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Mo´dulo Storage
Existem va´rios me´todos de peek ja´ implementados neste mo´dulo, na DTN com diversas
finalidades tais como: devolver um pacote aleato´rio, por destinata´rio, pelo menor nu´mero de
saltos e pelo nu´mero u´nico que o identifica. O me´todo de peek permite ir buscar um pacote
a` storage e transfere o mesmo da tabela Expiry para a tabela onHold, onde vai permanecer
um per´ıodo de tempo entre ST_MIN_ONHOLD e ST_MAX_ONHOLD, pre´-definidos. No entanto,
para facilitar a distinc¸a˜o entre pacotes de distribuic¸a˜o de conteu´dos urgentes de conteu´dos
na˜o urgentes, foi acrescentado um me´todo novo (peek_serviceID(serviceID)) que filtra os
pacotes pelo tipo de servic¸o. Desta forma, os no´s ao receberem um dado pacote conseguem
identificar o tipo de servic¸o e processa´-lo de acordo com a sua prioridade.
Este me´todo apenas vai buscar os pacotes que se encontram na tabela Expiry, isto e´, uma
lista que conte´m os pacotes ordenados por ordem crescente do ”tempo de vida” dos mesmos.
Contudo, este me´todo na˜o evita que os no´s va˜o a` tabela OnHold buscar pacotes que estejam
em espera, repetidamente. Para resolver este problema, foi atribu´ıdo um valor elevado a`s
varia´veis de tempo mı´nimo e ma´ximo de espera. Assim, durante esse intervalo de tempo, os
pacotes na˜o voltam a ser enviados.
• peek_serviceID(uint16_t serviceID): Esta func¸a˜o devolve uma co´pia do pacote
guardado na storage pelo tipo de servic¸o do pacote.
Mo´dulo Logging
O mo´dulo Logging do mOVERS foi alterado para recolher dados que ira˜o servir para
avaliar o desempenho das estrate´gias de distribuic¸a˜o de conteu´dos na˜o urgentes. A classe
relativa a este mo´dulo esta´ representada na Figura 4.10.
Figura 4.10: Mo´dulo de Logging alterado
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O funcionamento do mo´dulo de Logging esta´ descrito na Figura 4.11. Como se veˆ na fi-
gura, o fluxograma pode seguir dois caminhos distintos: caso o modo Emulador esteja ligado,
e caso o modo Emulador esteja desligado. Considerando a situac¸a˜o em que na˜o esta´ a ser
utilizado o Emulador (isto e´, a DTN esta´ a correr nas placas usadas na rede real), o mo´dulo
de logging recolhe o tempo atual em que a execuc¸a˜o da estrate´gia de disseminac¸a˜o esta´ a
ser feita. Caso contra´rio (o Emulador esta´ ligado), o timestamp recolhido corresponde ao
timestamp presente nos dados de entrada do emulador (contido nos dados que esta˜o na base
de dados fornecida ao emulador para a execuc¸a˜o das estrate´gias). Sempre que o timestamp e´
diferente do anterior, este e´ atualizado para o timestamp seguinte e os dados correspondentes
a esse timestamp sa˜o guardados num ficheiro. Estes dados sera˜o, posteriormente, utilizados
para analisar o comportamento das estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia.
No fim, a thread espera um tempo aleato´rio entre MIN_TIME_STEP_LOG e MAX_TIME_STEP_LOG.
Este tempo aleato´rio serve para que os processos consigam aceder paralelamente e de forma
concorrente ao mo´dulo.
Figura 4.11: Fluxograma do Funcionamento do Mo´dulo de Logging [27]
Alguns destes dados (node_EID, timestamp, packets_sent_per_timestamp, packets_-
listen_per_timestamp e control_packets_sent_per_timestamp) ja´ existiam no mOVERS,
mas para as estrate´gias de disseminac¸a˜o de conteu´dos na˜o urgentes. Portanto foi necessa´rio
altera´-los para as estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia. Os dados que
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foram acrescentados (packets_sent_per_timestamp, packets_discard_per_timestamp e
packets_repeated_per_timestamp) teˆm como finalidade perceber a forma como e´ feito o
encaminhamento dos pacotes de emergeˆncia e avaliar o desempenho das estrate´gias de disse-
minac¸a˜o de mensagens de emergeˆncia.
Os dados que foram tirados ao longo do processo de disseminac¸a˜o de mensagens de emer-
geˆncia sa˜o apresentados de seguida:
• log_id: identifica o nu´mero u´nico da entrada no ficheiro log.
• node_EID: identifica o ID de cada no´ da rede que gera a informac¸a˜o.
• timestamp: representa o instante temporal em que cada iterac¸a˜o foi executada.
• packets_sent_per_timestamp: indica o nu´mero total de pacotes enviados por cada no´,
na ZoR, em cada instante temporal do processo de disseminac¸a˜o.
• packets_stored_per_timestamp: indica o nu´mero total de pacotes u´teis recebidos por
cada no´ que esta´ na ZoR, em cada instante temporal do processo de disseminac¸a˜o.
• packets_listen_per_timestamp: indica o nu´mero total de pacotes ”ouvidos” por cada
no´ que esta´ na ZoR, em cada instante temporal do processo de disseminac¸a˜o.
• control_packets_sent_per_timestamp: indica o nu´mero total de pacotes de adverti-
sement enviados por cada no´, em cada instante temporal do processo de disseminac¸a˜o.
• packets_discard_per_timestamp: indica o nu´mero total de pacotes descartados (sa˜o
recebidos, mas na˜o sa˜o guardados) por cada no´ que esta´ fora da ZoR, em cada instante
temporal do processo de disseminac¸a˜o.
• packets_repeated_per_timestamp: indica o nu´mero total de pacotes repetidos, em
cada instante temporal do processo de disseminac¸a˜o.
4.3.2 Restric¸o˜es do mOVERS para a disseminac¸a˜o de mensagens de emer-
geˆncia
O mOVERS na˜o estava preparado para a disseminac¸a˜o de mensagens de emergeˆncia e,
portanto alguns mo´dulos referidos anteriormente (Routing e Logging, por exemplo) tiveram
de ser modificados. Existiam tambe´m lacunas no que diz respeito a` inexisteˆncia de algumas
estruturas que permitissem ter acesso a`s informac¸o˜es essenciais de cada no´ (latitude, longi-
tude e direc¸a˜o do movimento), de forma a ser poss´ıvel calcular os MaxRanks, de acordo com a
estrate´gia. Quanto a`s estrate´gias de encaminhamento foram implementadas e integradas treˆs,
pois as existentes no mOVERS na˜o satisfaziam as condic¸o˜es necessa´rias para a disseminac¸a˜o
de mensagens de emergeˆncia. De forma a ser poss´ıvel introduzir o novo conceito de MaxRank
com o crite´rio de selec¸a˜o baseado na escolha do no´ mais distante do no´ fonte e sucessivamente
dos MaxRanks, foi necessa´rio alterar os pacotes de advertisement, para que estes enviassem a
posic¸a˜o de cada no´. Assim, conhecendo as posic¸o˜es em cada instante de cada no´, e´ poss´ıvel
calcular as distaˆncias a que cada vizinho se encontra do no´ fonte, por exemplo, e determinar
qual o primeiro MaxRank. No entanto, para calcular os MaxRanks seguintes, surgiu a necessi-
dade de criar uma estrutura que guardasse as informac¸o˜es (latitude, longitude, heading e ID)
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do MaxRank para depois comparar com as informac¸o˜es dos no´s vizinhos. Por sua vez, para o
crite´rio de selec¸a˜o da estrate´gia de Baixa Densidade, para saber quantos vizinhos cada no´ tem
atra´s, foi criada uma nova estrutura com o objetivo de guardar e atualizar essa informac¸a˜o,
entre outras. Desta forma, reuniram-se todas as condic¸o˜es para calcular o MaxRank nas duas
estrate´gias, determinar quais os no´s que estavam dentro e fora da ZoR e quais destes se en-
contravam na mesma direc¸a˜o do movimento do acidente, pois ja´ era poss´ıvel conhecer todas
as informac¸o˜es necessa´rias sobre todos os no´s. Quanto a`s treˆs estrate´gias de disseminac¸a˜o de
mensagens de emergeˆncia, foram implementadas duas lo´gicas (envio e recec¸a˜o de pacotes de
emergeˆncia) para cada estrate´gia. Mais uma vez, o cabec¸alho do pacote na˜o estava adequado
para situac¸o˜es de emergeˆncia e foi modificado de acordo com a Figura 4.8. Com a existeˆncia
de dois tipos de disseminac¸a˜o de conteu´dos no mOVERS (urgente e na˜o urgente), foram adi-
cionados dois tipos de servic¸os de emergeˆncia, um para pacotes de dados e outro para pacotes
de advertisement.
4.4 Considerac¸o˜es do Cap´ıtulo
O mOVERS ja´ estava preparado para lidar com distribuic¸a˜o de conteu´dos utilizando va´rios
processos em paralelo. De forma a ser poss´ıvel integrar disseminac¸a˜o de conteu´dos urgentes,
foram implementadas treˆs novas estrate´gias, muito diferentes das existentes para distribuic¸a˜o
de conteu´dos. Foi tambe´m necessa´rio criar novas estruturas para lidar com o novo conceito
de MaxRank, bem como para conseguir extrair mais informac¸a˜o acerca dos no´s, como por
exemplo, as coordenadas GPS. Por fim, foram acrescentadas algumas varia´veis e me´todos
correspondentes ao mo´dulo ja´ existente, Logging, para ser poss´ıvel recolher informac¸a˜o du-
rante o processo de disseminac¸a˜o de conteu´dos urgentes.
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Cap´ıtulo 5
Testes e Resultados
5.1 Descric¸a˜o do Cap´ıtulo
No cap´ıtulo anterior foram descritos os mo´dulos que constituem o mOVERS, as suas fun-
cionalidades e a arquitetura do emulador utilizado para a implementac¸a˜o das treˆs estrate´gias
de disseminac¸a˜o de mensagens de emergeˆncia. Foi tambe´m explicada a forma como e´ feita
a recolha de dados da base de dados existente e como os dados esta˜o guardados na mesma,
utilizando treˆs tabelas auxiliares. Ale´m disso, foram descritas algumas restric¸o˜es existentes
no mOVERS, no que diz respeito ao encaminhamento de mensagens de emergeˆncia, assim
como as modificac¸o˜es feitas nos mo´dulos ja´ existentes do emulador para a implementac¸a˜o das
treˆs estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia.
Neste cap´ıtulo sera´ apresentado e descrito o Software e equipamento usado para correr
as va´rias emulac¸o˜es, correspondentes aos cena´rios aplicados a`s treˆs estrate´gias desenvolvidas.
Sera˜o explicados os va´rios cena´rios esta´ticos usados para obter os resultados apresentados e
a justificac¸a˜o para a escolha dos valores dos comprimentos das ZoR e do alcance WAVE. De
seguida sera˜o apresentados os resultados obtidos para os 6 cena´rios (gerados aleatoriamente)
estudados, e sera´ feita uma comparac¸a˜o acerca do comportamento das estrate´gias, em relac¸a˜o
a cada cena´rio e a`s mudanc¸as efetuadas entre cena´rios. Por fim, conclui-se qual a estrate´gia
que apresenta melhores resultados, tendo em conta as me´tricas utilizadas.
5.2 Software e Equipamento
As treˆs estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia foram desenvolvidas num
computador pessoal. No entanto, as experieˆncias e testes realizados no mOVERS foram feitos
numa ma´quina virtual, uma vez que o emulador (mOVERS) se encontra num servidor contido
numa ma´quina virtual. As especificac¸o˜es da ma´quina virtual utilizada para realizar os testes
correspondentes a`s treˆs estrate´gias esta˜o descritas de seguida:
• Sistema Operativo: Linux 2.6/3.x/4.x (64-bit)
• Processador: Intel R© CoreTM i5-5200U Central Processing Unit (CPU) @ 2.20 GHz
• RAM: 6 GB
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5.3 Scripts
Os resultados obtidos para a avaliac¸a˜o do desempenho das treˆs estrate´gias esta˜o repre-
sentados em gra´ficos elaborados atrave´s de scripts feitos em Matlab [50]. Os dados utilizados
para obter os gra´ficos sa˜o as informac¸o˜es recolhidas pelo mo´dulo de Logging (Secc¸a˜o 4.2.3 e
Figura 4.10) ao longo dos processos de emulac¸a˜o para as va´rias ZoRs e para os va´rios ve´ıculos
(OBUs) associados a cada uma das treˆs estrate´gias.
5.4 Descric¸a˜o do Cena´rio
Os cena´rios utilizados ao longo de todas as experieˆncias foram concebidos da seguinte
forma: para cada ZoR foram escolhidas cinco quantidades diferentes de ve´ıculos (por exem-
plo, para a ZoR de 3Km existem 5 pontos que correspondem a 15, 20, 30, 40 e 50 ve´ıculos),
de forma a ir aumentando a densidade dos cena´rios e ser poss´ıvel observar o comporta-
mento e o desempenho das treˆs estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia
desenvolvidas. Va˜o ser considerados 6 cena´rios: ZoR de 3Km e alcance WAVE de 500m;
ZoR de 3Km e alcance WAVE de 700m; ZoR de 5Km e alcance WAVE de 500m; ZoR de
5Km e alcance WAVE de 700m; ZoR de 7Km e alcance WAVE de 500m; ZoR 7Km de
e alcance WAVE de 700m. Cada um corresponde ao conjunto de 3 gra´ficos: taxa de en-
trega de pacotes
(
Delivery Ratio = N
o de pacotes recebidos
No de pacotes enviados × 100
)
, taxa de pacotes redundantes(
Overhead = N
o de pacotes repetidos
No de pacotes ouvidos × 100
)
e nu´mero de iterac¸o˜es que corresponde ao nu´mero
de saltos pelos quais o pacote passou. Para cada cena´rio versus quantidade de ve´ıculos foram
gerados 10 conjuntos de informac¸o˜es (coordenadas, quantidade de vizinhos, entre outros).
Isto permite avaliar diferentes ”fotografias”, correspondentes aos 10 conjuntos de dados alea-
to´rios e, desta forma, verificar o comportamento das estrate´gias para cada cena´rio, mantendo
a quantidade de ve´ıculos. Os tamanhos das treˆs ZoRs foram escolhidos tendo em conta os
valores mais usados e encontrados na literatura (2, 4 e 6 Km) [44], [51], [52]. No entanto,
foram escolhidos valores superiores (mais 1 Km), uma vez que os valores do alcance do WAVE
usados nesta dissertac¸a˜o tambe´m sa˜o superiores aos valores mais comuns na literatura [44],
[51], [52]. Nos cena´rios considerados as OBUs que estiverem fora da ZoR ira˜o descartar todos
os pacotes recebidos. Portanto e´ de salientar que os valores que se encontram nos eixos dos
gra´ficos da Secc¸a˜o 5.5 correspondem a`s OBUs que foram utilizadas em cada teste (dentro e
fora da ZoR). No entanto, as percentagens obtidas sa˜o referentes apenas aquelas que esta˜o
dentro da ZoR. Portanto, as percentagens correspondentes a` taxa de entrega (Delivery Ra-
tio) e taxa de pacotes repetidos (Overhead) sa˜o a me´dia dos 10 conjuntos de dados para cada
quantidade de ve´ıculos (OBUs). Nestes cena´rios considera-se que os ve´ıculos se encontram
parados no instante temporal em que se da´ o acidente, isto e´, em cada cena´rio e´ analisado o
comportamento das treˆs estrate´gias, tendo em conta as diferentes ”fotografia” do instante do
acidente, tendo em conta que o mesmo ocorreu num cena´rio de auto estrada.
Nos cena´rios considerados foi feita uma avaliac¸a˜o das treˆs estrate´gias de disseminac¸a˜o de
mensagens de emergeˆncia, tendo em conta o aumento da quantidade de ve´ıculos nas treˆs ZoRs.
Foi assumido que ocorreu uma situac¸a˜o de emergeˆncia, como por exemplo um acidente e, a
partir da´ı, foram testadas as treˆs estrate´gias de disseminac¸a˜o. Como na˜o foi feito um estudo
exaustivo relativamente a` densidade de ve´ıculos em cada cena´rio, na˜o foi poss´ıvel definir os
limites de alta e baixa densidade, tendo sido apenas estudado o comportamento das treˆs
estrate´gias com o aumento progressivo da densidade.
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5.5 Avaliac¸a˜o do Desempenho das Estrate´gias
Os cena´rios avaliados de seguida dizem respeito a 3 ZoRs e, para cada uma, o alcance
WAVE assume os valores 500 e 700 metros. A me´trica referente a`s iterac¸o˜es utilizadas por
cada estrate´gia podera´ indicar o tempo de disseminac¸a˜o de mensagens de emergeˆncia, isto e´,
quantas mais iterac¸o˜es existirem, maior sera´ o tempo de disseminac¸a˜o. Os resultados obtidos
sa˜o apresentados com intervalos de confianc¸a de 90%.
5.5.1 Zona de Relevaˆncia de 3Km
Neste cena´rio e´ considerada uma ZoR com 3 Km e WAVE com alcance de 500 metros.
Atrave´s da Figura 5.1 e´ poss´ıvel observar que a quantidade de iterac¸o˜es necessa´rias para
entregar o pacote aumenta, a` medida que o nu´mero de ve´ıculos considerados na ZoR tambe´m
aumenta (estrate´gias de Alta Densidade e Broadcast). Esta tendeˆncia verifica-se apenas para
as estrate´gias de Alta Densidade e Broadcast e a quantidade de iterac¸o˜es necessa´rias esta´
relacionada com a taxa de entrega de pacotes dessas mesmas estrate´gias. Quando a taxa
de entrega de pacotes e´ semelhante (20 e 30 ve´ıculos, por exemplo), a me´dia do nu´mero de
iterac¸o˜es varia pouco, isto e´, mante´m praticamente constante. Quando a taxa de entrega
aumenta significativamente (15 e 20 ve´ıculos), a me´dia das iterac¸o˜es aumenta bruscamente
tambe´m. Relativamente a` estrate´gia de Baixa Densidade, a me´dia de iterac¸o˜es varia de 2.5 a 4,
uma vez que esta estrate´gia apresenta uma taxa de entrega de pacotes de emergeˆncia baixa,
comparando com as outras duas estrate´gias de disseminac¸a˜o de mensagens de emergeˆncia.
Novamente, e´ poss´ıvel relacionar a tendeˆncia decrescente da me´dia de iterac¸o˜es com a taxa de
entrega. Quanto a` estrate´gia de Baixa Densidade, observa-se na Figura 5.1 que a quantidade
de iterac¸o˜es e´ muito baixa. A percentagem de pacotes entregues tambe´m e´ baixa face a`s outras
duas estrate´gias, pois o MaxRank selecionado pelo MaxRank da u´ltima iterac¸a˜o na˜o consegue
assumir-se como no´ retransmissor, isto e´, vai considerar o pacote como repetido uma vez que
ja´ o recebeu anteriormente. Devido a este facto, a estrate´gia de Baixa Densidade torna-se
a menos ineficiente das treˆs estrate´gias propostas, pois se o no´ escolhido para retransmitir
ja´ tiver recebido esse pacote de outro MaxRank, vai considera´-lo repetido e, por isso, na˜o
consegue assumir-se como MaxRank. Portanto, como o crite´rio de selec¸a˜o desta estrate´gia e´
feito consoante o nu´mero de vizinhos que cada no´ tem atra´s, quanto maior for a quantidade
de ve´ıculos atra´s, maior sera´ a possibilidade de o no´ retransmissor escolhido ja´ ter recebido o
pacote anteriormente.
Portanto, pode ver-se na Figura 5.2 que, as curvas correspondentes a`s estrate´gias de Alta
Densidade e Broadcast teˆm uma tendeˆncia de crescimento que se deve ao aumento do nu´mero
de ve´ıculos na ZoR, pois quanto maior for o nu´mero de ve´ıculos, menor sera´ a distaˆncia entre
eles e menor sera´ a probabilidade de existir um ou mais ve´ıculos isolados.
Observando a Figura 5.3, verifica-se que a tendeˆncia da curva correspondente a` estrate´gia
de Broadcast e´ de crescimento, a` medida que a quantidade de ve´ıculos aumenta. Esta estrate´-
gia apresenta percentagens bastante elevadas, pois todos os ve´ıculos contidos na ZoR enviam
um pacote de emergeˆncia para todos os seus vizinhos. Em relac¸a˜o a` curva correspondente a`
estrate´gia de Alta Densidade, a taxa de pacotes repetidos na rede mante´m-se praticamente
constante e perto dos 50%, pois o crite´rio de selec¸a˜o do MaxRank e´ feito escolhendo o (ve´ı-
culo) vizinho mais distante, dentro do alcance do WAVE. Por fim, a taxa de pacotes repetidos
da curva que corresponde a` estrate´gia de Baixa Densidade na˜o segue uma tendeˆncia, pois o
crite´rio de selec¸a˜o desta estrate´gia depende da quantidade de vizinhos que cada ve´ıculo tem
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Figura 5.1: Avaliac¸a˜o do desempenho para a ZoR de 3 Km e WAVE de 500m: nu´mero de
iterac¸o˜es
Figura 5.2: Avaliac¸a˜o do desempenho para a ZoR de 3 Km e WAVE de 500m: taxa de entrega
atra´s de si. E´ tambe´m vis´ıvel que a percentagem de pacotes repetidos e´ elevada, uma vez que
a taxa de pacotes entregues na˜o ultrapassa os 40%.
No cena´rio seguinte e´ considerada uma ZoR com 3 Km e WAVE com alcance de 700
metros. Quando o alcance do WAVE aumenta de 500 para 700 metros, a tendeˆncia das
curvas das iterac¸o˜es correspondentes a`s estrate´gias de Alta Densidade e Broadcast cresce
mais lentamente. No entanto, verifica-se novamente que existe uma relac¸a˜o entre as Figuras
5.5 e 5.4, pois quanto maior for a taxa de entrega de pacotes, mais iterac¸o˜es sera˜o necessa´rias
para entregar o pacote de emergeˆncia. Quanto a` estrate´gia de Baixa Densidade, e´ poss´ıvel ver
que a me´dia de iterac¸o˜es necessa´rias e´ muito baixa e varia muito pouco (entre 2 e 3 iterac¸o˜es),
uma vez que a taxa de entrega ao longo dos 5 pontos da ZoR e´ sempre baixa.
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Figura 5.3: Avaliac¸a˜o do desempenho para a ZoR de 3 Km e WAVE de 500m: taxa de pacotes
repetidos
Mais uma vez observa-se que a taxa de entrega de pacotes aumenta, quanto mais elevada
for a quantidade de ve´ıculos na ZoR, para as estrate´gias de Alta Densidade e Broadcast.
Figura 5.4: Avaliac¸a˜o do desempenho para a ZoR de 3 Km e WAVE de 700m: nu´mero de
iterac¸o˜es
Em relac¸a˜o a` taxa de pacotes repetidos na rede, e´ poss´ıvel ver na Figura 5.6 que a curva
da estrate´gia de Broadcast segue, novamente uma tendeˆncia de crescimento, embora menos
acentuada. Quanto a` curva da estrate´gia de Alta Densidade, a taxa de pacotes repetidos
mante´m-se praticamente constante, pelas razo˜es referidas anteriormente para um alcance
WAVE de 500 metros. Por fim, observa-se que a taxa de pacotes repetidos correspondente a`
estrate´gia de Baixa Densidade e´ elevada, tendo em conta a baixa taxa de entrega de pacotes.
Portanto, a melhor estrate´gia, tanto para um alcance WAVE de 500 metros como para um
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Figura 5.5: Avaliac¸a˜o do desempenho para a ZoR de 3 Km e WAVE de 700m: taxa de entrega
Figura 5.6: Avaliac¸a˜o do desempenho para a ZoR de 3 Km e WAVE de 700m: taxa de pacotes
repetidos
alcance de 700 metros, e´ a de Alta Densidade, pois apesar de apresentar uma taxa elevada de
pacotes de emergeˆncia (tal como a estrate´gia de Broadcast), a taxa de pacotes repetidos da
estrate´gia de Alta Densidade e´ inferior (cerca de 30 a 40%) a` da estrate´gia de Broadcast.
5.5.2 Zona de Relevaˆncia de 5Km
Neste cena´rio e´ considerada uma ZoR com 5 Km e WAVE com alcance de 500 metros.
Observando a Figura 5.7 veˆ-se que a me´dia de iterac¸o˜es necessa´rias para entregar o pacote
de emergeˆncia e´ mais elevada na estrate´gia de Broadcast do que na de Alta Densidade. Isto
deve-se ao facto de na estrate´gia de Broadcast, poder existir na mesma iterac¸a˜o mais do que
um ve´ıculo a enviar o pacote e de todos os ve´ıculos enviarem pacotes para todos os seus
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vizinhos. Estas situac¸o˜es na˜o se verificam na estrate´gia de Alta Densidade, pois existe um
crite´rio de selec¸a˜o que restringe o nu´mero de ve´ıculos que podem enviar pacotes de emergeˆncia.
Esta tendeˆncia verifica-se praticamente em todos os pontos de todas as ZoRs consideradas,
independentemente do alcance WAVE considerado (500 ou 700 metros).
Figura 5.7: Avaliac¸a˜o do desempenho para a ZoR de 5 Km e WAVE de 500m: nu´mero de
iterac¸o˜es
Outra tendeˆncia que se observa, relativamente a` estrate´gia de Baixa Densidade, e´ a baixa
me´dia das iterac¸o˜es necessa´rias, pois a taxa de entrega tambe´m e´ sempre muito baixa, com-
parando com as outras duas estrate´gias. Quanto a` tendeˆncia das curvas da taxa de entrega
correspondentes a`s estrate´gias de Alta Densidade e Broadcast, observa-se que e´ de crescimento
ao longo da Figura 5.8.
Figura 5.8: Avaliac¸a˜o do desempenho para a ZoR de 5 Km e WAVE de 500m: taxa de entrega
Atrave´s da Figura 5.9 verifica-se que a taxa de pacotes repetidos na rede, considerando a
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estrate´gia de Broadcast, aumenta com o nu´mero de ve´ıculos contidos na ZoR. Isto significa
que, quanto maior for a quantidade de ve´ıculos contidos na ZoR, maior sera´ a taxa de pacotes
repetidos, pois todos esses ve´ıculos enviam pacotes de emergeˆncia para todos os seus vizinhos.
Ao observar a curva da estrate´gia de Alta Densidade, veˆ-se que a percentagem de pacotes
repetidos aproxima-se de 50%, havendo pore´m um valor pro´ximo de 55%. Quanto a` curva
da estrate´gia de Baixa Densidade, pode afirmar-se que a percentagem de pacotes repetidos e´
elevada, tendo em conta a baixa percentagem de pacotes entregues.
Figura 5.9: Avaliac¸a˜o do desempenho para a ZoR de 5 Km e WAVE de 500m: taxa de pacotes
repetidos
No cena´rio seguinte e´ considerada uma ZoR com 5 Km e WAVE com alcance de 700
metros. Quando o alcance WAVE aumenta para 700 metros, verifica-se que sa˜o necessa´rias
menos iterac¸o˜es, comparando a Figura 5.7, onde o alcance WAVE e´ de 500 metros. O facto de
existir uma quebra no aumento das iterac¸o˜es entre os pontos 50 e 60 (Alta Densidade), pode
dever-se a` existeˆncia de mais ve´ıculos fora da ZoR quando foram gerados os 10 conjuntos de
dados para 60 ve´ıculos. Portanto existira˜o menos ve´ıculos dentro da ZoR, fazendo com que
sejam necessa´rias menos iterac¸o˜es quando foram considerados 60 ve´ıculos nas experieˆncias. A
tendeˆncia da curva da estrate´gia de Broadcast e´ de crescimento, embora seja pouco acentuado.
A me´dia de iterac¸o˜es da estrate´gia de Baixa Densidade varia apenas entre 3 e 4, pois a taxa
de entrega de pacotes varia aproximadamente entre 30 e 40% apenas, ou seja, e´ baixa.
Quanto a` taxa de entrega de pacotes, verifica-se que, para ambas as estrate´gias (Alta
Densidade e Broadcast), a tendeˆncia das curvas e´ de crescimento, aproximando-se de 100%,
nos pontos de 60 e 70 ve´ıculos. Contrariamente, a percentagem de pacotes entregues na
estrate´gia de Baixa Densidade e´ bastante inferior em relac¸a˜o a`s outras duas estrate´gias, como
ja´ foi referido anteriormente.
Em relac¸a˜o a` Figura 5.12 e´ poss´ıvel ver-se que a tendeˆncia da curva da estrate´gia de
Broadcast e´ de crescimento e a percentagem de pacotes repetidos e´ bastante elevada, como se
verifica ao longo de todos pontos de todas as ZoRs. Mais uma vez, a percentagem de pacotes
repetidos na estrate´gia de Alta Densidade aproxima-se dos 50%, exceto no ponto 30, onde
se aproxima de 60%. Relativamente a` estrate´gia de Baixa Densidade pode afirmar-se que a
percentagem de pacotes repetidos na rede e´ novamente elevada, tendo em conta que a taxa
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Figura 5.10: Avaliac¸a˜o do desempenho para a ZoR de 5 Km e WAVE de 700m: nu´mero de
iterac¸o˜es
Figura 5.11: Avaliac¸a˜o do desempenho para a ZoR de 5 Km e WAVE de 700m: taxa de
entrega
de entrega de pacotes da mesma e´ baixa.
Portanto, a melhor estrate´gia, tanto para um alcance WAVE de 500 metros como para um
alcance de 700 metros, e´ a de Alta Densidade, pois apesar de apresentar uma taxa elevada de
pacotes de emergeˆncia (tal como a estrate´gia de Broadcast), a taxa de pacotes repetidos da
estrate´gia de Alta Densidade e´ inferior (cerca de 30 a 40%) a` da estrate´gia de Broadcast.
5.5.3 Zona de Relevaˆncia de 7Km
Neste cena´rio e´ considerada uma ZoR com 7 Km e WAVE com alcance de 500 metros.
Atrave´s da Figura 5.13 e´ poss´ıvel observar-se que a quantidade de iterac¸o˜es necessa´rias, con-
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Figura 5.12: Avaliac¸a˜o do desempenho para a ZoR de 5 Km e WAVE de 700m: taxa de
pacotes repetidos
siderando as estrate´gias de Alta Densidade e Broadcast aumenta, a` medida que o nu´mero de
ve´ıculos contidos na ZoR tambe´m aumenta. O ligeiro decre´scimo observado entre os pontos
70 e 80 (ve´ıculos) pode relacionar-se com a taxa de entrega constante nesses mesmos pontos
(Figura 5.14). Como seria de esperar, a me´dia das iterac¸o˜es correspondentes a` estrate´gia de
Baixa Densidade e´ baixa, uma vez que a taxa de entrega desta estrate´gia tambe´m e´ muito
baixa, aproximando-se dos 20% apenas.
Quanto a`s curvas das estrate´gias de Alta Densidade e Broadcast, ambas seguem uma
tendeˆncia de crescimento, exceto no u´ltimo ponto, onde se mante´m constante. Isto pode dever-
se ao facto de, na estrate´gia de Alta Densidade, a escolha dos MaxRanks ter condicionado a
entrega dos pacotes por todos os ve´ıculos. Isto significa que o MaxRank escolhido podera´ na˜o
ter vizinhos atra´s que ainda na˜o tenham recebido o pacote, ou seja, existe uma quebra e, por
consequeˆncia a execuc¸a˜o da estrate´gia de Alta Densidade termina. E´ tambe´m por este motivo
que o ponto 40 da estrate´gia de Broadcast tem uma taxa de entrega superior a` da estrate´gia
de Alta Densidade.
Analisando a Figura 5.15 verifica-se que a curva correspondente a` estrate´gia de Broadcast
tem uma tendeˆncia crescente e e´ bastante mais elevada do que a curva correspondente a`
estrate´gia de Alta Densidade, sendo que a percentagem de pacotes repetidos da estrate´gia
de Alta Densidade varia entre 50% e 60% aproximadamente e a da estrate´gia de Broadcast
varia entre 80% e 90%. Finalmente, em relac¸a˜o a` estrate´gia de Baixa Densidade, observa-
se que a percentagem de pacotes repetidos e´ bastante elevada, tendo em conta a taxa de
entrega de pacotes bastante reduzida. O pico existente no ponto 60 ve´ıculos deve-se ao facto
de quase todos os conjuntos de dados gerados aleatoriamente terem uma percentagem de
pacotes repetidos superior a 60%. Uma vez que o me´todo de selec¸a˜o dos MaxRanks usa a
escolha do no´ que tiver mais vizinhos atra´s, isto e´, se os vizinhos do MaxRank forem os mesmos
ou tiverem muitos em comum com o pro´ximo no´ a ser escolhido, a taxa de pacotes repetidos
torna-se elevada. Este pico ja´ na˜o se verifica quando o alcance WAVE aumenta para 700m,
pois os MaxRanks podem ter mais vizinhos e a` partida diferentes, ou tambe´m pode acontecer
haver uma mudanc¸a na escolha de MaxRanks e, portanto esse resultado altera-se.
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Figura 5.13: Avaliac¸a˜o do desempenho para a ZoR de 7 Km e WAVE de 500m: nu´mero de
iterac¸o˜es
Figura 5.14: Avaliac¸a˜o do desempenho para a ZoR de 7 Km e WAVE de 500m: taxa de
entrega
No cena´rio seguinte e´ considerada uma ZoR com 7 Km e WAVE com alcance de 700 metros.
Analisando a Figura 5.16, verifica-se que a estrate´gia de Broadcast necessita, em me´dia, de
mais iterac¸o˜es do que a estrate´gia de Alta Densidade. As duas curvas correspondentes a
essas duas estrate´gias teˆm uma tendeˆncia de crescimento e pode ver-se que, para um alcance
WAVE maior (700 metros), a quantidade de iterac¸o˜es e´ menor. Quanto a` estrate´gia de Baixa
Densidade, o nu´mero de iterac¸o˜es praticamente na˜o varia e e´ muito baixo, uma vez que a taxa
de entrega de pacotes de emergeˆncia desta estrate´gia tambe´m e´ muito baixa.
Relativamente a` Figura 5.17, e´ poss´ıvel ver que as curvas sobrepostas das estrate´gias Alta
Densidade e Broadcast teˆm uma tendeˆncia de crescimento, atingindo praticamente os 100%
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Figura 5.15: Avaliac¸a˜o do desempenho para a ZoR de 7 Km e WAVE de 500m: taxa de
pacotes repetidos
Figura 5.16: Avaliac¸a˜o do desempenho para a ZoR de 7 Km e WAVE de 700m: nu´mero de
iterac¸o˜es
nos pontos 70 e 80 ve´ıculos. Comparando com a Figura 5.13 e´ vis´ıvel que a percentagem de
pacotes entregues da Figura 5.16 e´ mais elevada em todos os pontos.
Por fim, a Figura 5.18 mostra que a estrate´gia de Broadcast tem uma percentagem de
pacotes repetidos muito superior a` estrate´gia de Alta Densidade. Esta situac¸a˜o verifica-se em
todos os cena´rios de todas as ZoRs, pois na estrate´gia de Broadcast todos os ve´ıculos dentro
da ZoR enviam pacotes de emergeˆncia para todos os seus vizinhos. Quanto a` estrate´gia de
Alta Densidade, esta percentagem e´ praticamente constante e pro´xima de 50%, como acontece
em quase todos os cena´rios. E´ ainda poss´ıvel verificar que a estrate´gia de Baixa Densidade
possui maior percentagem de pacotes repetidos (cerca de 40%) do que de pacotes entregues
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Figura 5.17: Avaliac¸a˜o do desempenho para a ZoR de 7 Km e WAVE de 700m: taxa de
entrega
(cerca de 25%), situac¸a˜o que se verifica para todas as situac¸o˜es, exceto na Figura 5.3.
Figura 5.18: Avaliac¸a˜o do desempenho para a ZoR de 7 Km e WAVE de 700m: taxa de
pacotes repetidos
Portanto, a melhor estrate´gia, tanto para um alcance WAVE de 500 metros como para
um alcance de 700 metros, e´ a de Alta Densidade, uma vez que apresenta uma taxa elevada
de pacotes de emergeˆncia e uma taxa de pacotes repetidos inferior (cerca de 30 a 40%) face
a` estrate´gia de Broadcast.
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5.6 Considerac¸o˜es do Cap´ıtulo
Analisando todos os resultados obtidos e´ poss´ıvel concluir que, quando o alcance WAVE
aumenta (neste caso, de 500 para 700 metros), a me´dia de iterac¸o˜es necessa´rias para entre-
gar os pacotes de emergeˆncia diminui. Isto deve-se ao facto de os ve´ıculos possu´ırem mais
vizinhos quando teˆm maior alcance WAVE, fazendo com que os pacotes tenham menos saltos
(iterac¸o˜es).
Quanto a` taxa de entrega de pacotes, e´ vis´ıvel que as estrate´gias que apresentam melhores
resultados, isto e´, maior percentagem de pacotes de emergeˆncia entregues sa˜o a de Alta
Densidade e Broadcast. E´ esperado que este comportamento seja muito semelhante nestas
duas estrate´gias (acontece em todos os cena´rios testados ao longo das ZoRs). No entanto,
a estrate´gia de Broadcast apresenta uma percentagem de pacotes repetidos bastante elevada
(cerca de 90%), comparativamente a` estrate´gia de Alta Densidade (cerca de 50%). A estrate´gia
de Baixa Densidade e´ aquela que tem pior desempenho quer em cena´rios de alta ou baixa
densidade, pois tem uma grande percentagem de pacotes repetidos, tendo em conta a baixa
taxa de pacotes entregues. Ale´m disso, como o crite´rio de selec¸a˜o dos no´s retransmissores e´
baseado na quantidade de vizinhos que cada no´ tem atra´s, existe a possibilidade de um no´
escolhido como MaxRank ja´ ter recebido o pacote de emergeˆncia de outro MaxRank anterior
e, por isso, na˜o consegue considerar-se como no´ retransmissor. Portanto, a estrate´gia com
melhor desempenho e´ a de Alta Densidade, uma vez que apresenta uma elevada taxa de
entrega de pacotes e uma percentagem baixa de pacotes redundantes, comparando com a
estrate´gia de Broadcast.
Em suma, ao analisar os resultados obtidos para as treˆs ZoRs, verifica-se que o nu´mero
me´dio de iterac¸o˜es aumenta quando o tamanho da ZoR tambe´m aumenta. Este resultado e´
esperado, uma vez que a extensa˜o da ZoR e´ maior e, consequentemente o nu´mero de ve´ıculos
tambe´m vai aumentando.
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Cap´ıtulo 6
Concluso˜es e Trabalho Futuro
6.1 Concluso˜es
Esta dissertac¸a˜o estudou os mecanismos existentes para disseminar mensagens de emer-
geˆncia numa VANET, implementou estrate´gias que permitissem utilizar apenas comunicac¸a˜o
V2V para comunicar a ocorreˆncia de um acidente num cena´rio de estrada, para va´rias den-
sidades de ve´ıculos. Para tal, foram implementadas treˆs estrate´gias (Alta Densidade, Baixa
Densidade e Broadcast), tendo em conta: utilizac¸a˜o apenas de comunicac¸o˜es V2V, criac¸a˜o de
processos de selec¸a˜o de no´s (ve´ıculos) que permitam reduzir a quantidade de pacotes repetidos
na rede e tirar partido da localizac¸a˜o geogra´fica de cada no´, delimitando uma a´rea, Zone of
Relevance (ZoR), onde a mensagem vai ser disseminada. As duas estrate´gias de Alta e Baixa
Densidade fazem uma selec¸a˜o de no´s, tendo em conta crite´rios distintos, e foram desenvolvidas
para densidades de ve´ıculos diferentes (baixa e elevada quantidade de ve´ıculos). A terceira
(Broadcast) na˜o conte´m qualquer tipo de selec¸a˜o de no´s, nem tem em conta a densidade de
ve´ıculos, isto e´, todos os no´s dentro da ZoR enviam a mensagem para todos os seus vizinhos.
A implementac¸a˜o das estrate´gias de Alta e Baixa Densidade foi baseada em protocolos de
geocast, uma vez que existe uma a´rea definida onde a mensagem vai ser disseminada (ZoR).
A estrate´gia de Alta Densidade seleciona os no´s que va˜o reenviar a mensagem de emergeˆncia
(MaxRanks). O MaxRank e´ o no´ mais distante do no´ que enviou previamente a mensagem,
mas que ainda esta´ ao alcance do mesmo. O me´todo de selec¸a˜o da segunda estrate´gia usa a
escolha sucessiva dos no´s que tiverem mais vizinhos atra´s de si, permitindo atingir o ma´ximo
de OBUs com apenas um no´ e um salto. A terceira e u´ltima estrate´gia na˜o possui MaxRanks,
isto e´, todos os ve´ıculos (OBUs) contidos na ZoR enviam o pacote de emergeˆncia para todos
os seus vizinhos e, portanto, a quantidade de pacotes repetidos e´ bastante elevada. Em geral,
esta estrate´gia precisa de mais saltos (iterac¸o˜es) para disseminar o pacote por todas as OBUs
que esta˜o dentro da ZoR.
Atrave´s dos gra´ficos obtidos pode concluir-se que a melhor estrate´gia e´ a de Alta Densi-
dade, pois e´ a que apresenta melhores resultados no global, porque apesar de ter uma taxa de
entrega de pacotes semelhante a` da estrate´gia de Broadcast, a taxa de pacotes redundantes da
estrate´gia de Alta Densidade e´ bastante inferior a` de Broadcast (cerca de 40%). Ale´m disso,
a quantidade de iterac¸o˜es necessa´rias para que o pacote chegue a todos os ve´ıculos dentro da
ZoR e´ mais elevada na estrate´gia de Broadcast do que na de Alta Densidade. A estrate´gia de
Baixa Densidade mostrou-se ineficiente em todos os casos.
Tambe´m e´ poss´ıvel concluir que, quanto maior for o alcance WAVE dos ve´ıculos, menor
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sera´ o nu´mero de iterac¸o˜es necessa´rias, nas estrate´gias de Alta Densidade e Broadcast, pois
os MaxRanks tera˜o mais vizinhos, logo em cada iterac¸a˜o conseguem chegar a mais ve´ıculos.
Por fim, variando o comprimento da ZoR, verifica-se que o nu´mero de iterac¸o˜es utilizadas
aumenta, a` medida que o comprimento da ZoR tambe´m aumenta.
6.2 Trabalho Futuro
De seguida sa˜o apresentadas algumas sugesto˜es para trabalho futuro relacionadas com a
disseminac¸a˜o de mensagens de emergeˆncia:
• Realizac¸a˜o de testes e avaliac¸a˜o do desempenho das treˆs estrate´gias em cena´rios de
mobilidade;
• Estudo de novas estrate´gias e testes para cena´rios urbanos;
• Estudo e avaliac¸a˜o das treˆs estrate´gias numa rede real;
• Estudo de novas estrate´gias aplicadas a outras situac¸o˜es de emergeˆncia como, por exem-
plo, uma ultrapassagem ou travagem brusca.
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