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1
Abstract
The Plateau problem consists of finding the set that minimizes its perimeter
among all sets of a certain volume. Such set is known as a minimal set, or
perimeter minimizing set. The problem was considered intractable until the
1960’s, when the development of geometric measure theory by researchers
such as Fleming, Federer, and De Giorgi provided the necessary tools to
find minimal sets. After the existence of minimal sets was proven, the
study of perimeter minimizing sets became an active area of mathematical
research–focused on determining the properties of minimal sets. One of
the most prominent research problems sought to determine how smooth the
boundary of minimal sets is in n dimensions, which is also known as the set’s
regularity. This paper approaches the study of perimeter minimizing sets
using geometric measure theory, concluding on the De Giorgi Lemma–which
demonstrates that minimal sets have some level of regularity.
2
Background
The problem of minimal sets consists of finding a surface of least area among
all the surfaces with a fixed boundary. J.L. Lagrange first formulated the
problem in 1760. In 1849, J. Plateau showed that a soap film stretched on
a wire framework is actually a minimal surface; thus, the problem became
known as the Plateau problem. In the following years, some mathematicians
obtained solutions for specific boundaries, but it was only until 1930 that J.
Douglas and T. Rado independently achieved general solutions in R3. The
extension of the problem to higher dimensions was more difficult to study. It
took thirty more years to attack the problem in its full generality by using
measure-theoretic methods [1].
The first fundamental result for surfaces in codimension 1 was obtained by
E. De Giorgi, who showed that there exist solutions to Plateau’s problem that
are almost everywhere real analytic [6]. In De Giorgi’s formalism, a surface
in Rn is seen as the boundary of a measurable set E whose characteristic
function ϕE has distributional derivatives that are Radon measures of finite
total variation (a set with these properties is known as a Caccioppoli set).
The n−1 dimensional area of the set is then defined to be the total variation of
DϕE, also known as the perimeter of E. While it is not difficult to prove that
Plateau’s problem can be solved in a weak sense, proving that the surfaces
obtained are actually regular up to a closed singular set is more difficult. The
key step towards proving a regularity result for minimal sets is the De Giorgi
Lemma.
The lemma’s main idea is to define for any x ∈ ∂E an approximate normal




. The lemma states that if E is a minimal
set and for some x ∈ ∂E, vρ length close to 1 for some ρ > 0, then in fact
vρ tends to 1 as ρ approaches 0. And if a point x satisfies the assumptions
of the lemma, then such point is said to be in the reduced boundary of the
minimal set E. The lemma’s main consequence is that the reduced boundary
of a minimal set is open and locally analytic. Its complement is a closed set
of Hn−1 measure 0.
Our work sets to demonstrate the existence of perimeter minimizing sets
and to determine their regularity properties by following the definitions,
theorems, and proofs of the work of Enrico Giusti, which presents the notions
of De Giorgi on the subject [1]. First, we prove the existence of minimal
sets using the properties of a special class of functions known as functions
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of bounded variation. Second, we obtain a regularity result for perimeter
minimizing sets through several tasks. We split the boundary of minimal sets
into two parts: the reduced boundary and its complement. We demonstrate
the regularity of the reduced boundary using tools from measure theory.
We then prove the De Giorgi Lemma, which is a fundamental lemma that
specifies the decay rate of the perimeter of a set localized around a point.
Once the De Giorgi Lemma is proven, we show that the reduced boundary
of a perimeter minimizing sets is locally analytic.
The following are the main results of De Giorgi’s work [2] [3] [4] [5] [6],
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1 Functions of Bounded Variation and
Caccioppoli Sets
This section introduces a class of functions that permeate the study of
perimeter minimizing sets and geometric measure theory: the functions of
bounded variation (denoted from here on as BV functions). Such class of
functions is at once both general enough to include most functions of interest
in perimeter minimizing sets and narrow enough so that functions of bounded
variation enjoy nice properties.
Definition 1.1. Let Ω ⊂ Rn be open. If f ∈ L1(Ω), we define
ˆ
Ω
|Df | = sup{
ˆ
Ω
f(∇ · g)dx} (1.1)
where the supremum is taken over all g ∈ C10(Ω;Rn) with |g(x)| ≤ 1 for






Remark 1.1. The purpose of this definition is to provide a nice
generalization of what the quantity
´
Ω
|∇f |dx means for functions that are
not necessarily continuous. The following example demonstrates that if
f ∈ C1(Ω), then the two quantities indeed coincide.
Example 1.1. Suppose f ∈ C2(Ω). Then, we have that
ˆ
Ω







gidx = −(∇f, g) (1.2)
where (·, ·) denotes the inner product in L2(Ω). Now, by the Cauchy-Schwarz
Inequality, we have that
´
Ω







The Cauchy-Schwarz Inequality will only yield equality if g is a scalar
multiple of ∇f , and so we would like to set g = ∇f|∇f | to achieve equality.
However, g defined in such way will not have compact support, and so we
cannot use this definition of g. In order to resolve this difficulty, let {Ωn}∞n=1
be a sequence of increasing sets such that Ωn ⊂ Ω for all n and
⋃∞
n=1 Ωn = Ω,
and let {εn}∞n=1 be a sequence of small numbers that converge to 0. Also, let
tn be a smooth cut off function that is 0 outside of Ωn and is 1 on the set
Ωn,εn := {x ∈ Ωn : dist(x, ∂Ωn) > εn}. Then, we define gn = ∇f|∇f |tn. Next,
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Now, since C2(Ω) is dense in C1(Ω), and Ω is a bounded domain, it follows
that for any h ∈ C1(Ω) there exists a sequence of C2(Ω) functions {hj}∞j=1
such that hj → h in the C1(Ω) norm. Thus, the result holds true for C1(Ω),
as claimed.
Remark 1.2. The previous fact also holds if f ∈ W 1,1(Ω), except that now
∂f
∂xi
are the distributional derivatives of f .
Definition 1.2. If f ∈ L1(Ω) and
´
Ω
|Df | is finite, then we say that f has
bounded variation in Ω, and we write f ∈ BV (Ω).
Remark 1.3. It must be noted that although BV functions do enjoy nice
properties, which we will describe later, BV functions can behave badly in
other ways. The following example sheds light on just how general the class
of BV functions is.
Example 1.2. The first example showed that W 1,1(Ω) ⊂ BV (Ω). We now
show that the inclusion is strict. Let E ⊂ Rn be bounded with C2 boundary.
We let ϕE(x) denote the characteristic function of E. The distributional
derivative of ϕE, denoted by DϕE, is not a regular distribution. As a result,
ϕE(x) does not belong to the Sobolev space W
1,1(Ω).
However, ϕE(x) is a BV function. To see this, let g ∈ C10(Ω). Through
the use of the Green-Gauss Theorem, we have that
ˆ
Ω
ϕE∇ · gdx =
ˆ
E
∇ · gdx =
ˆ
∂E
g · vdHn−1 (1.3)
where v is the inner normal vector to ∂E, and Hn−1 is the n − 1 Hausdorff
measure. Then, we get that
ˆ
∂E






ϕΩdHn−1 = Hn−1(Ω ∩ ∂E) <∞
(1.4)
and so, ϕE(x) ∈ BV (Ω).
Remark 1.4. Actually, it is the case that
ˆ
Ω





|DϕE| ≤ Hn−1(∂Ω ∩ E), we only need to show that the reverse
inequality also holds. Notice that, since E has a C2 boundary, the outward
pointing normal v(x) is a C1(Ω) function that may be extended to the whole
of Rn and satisfies |v(x)| ≤ 1 for all x ∈ Rn. Now, if η ∈ C∞0 (Ω) with
|η(x)| ≤ 1 for all x ∈ Ω, then it follows that
ˆ
E










ηdHn−1 : η ∈ C∞0 (Ω), |η| ≤ 1} = Hn−1(∂E ∩ Ω). (1.7)
Remark 1.5. If f ∈ BV (Ω), then we can define a measure v on any Borel set
Ω by setting v(Ω) =
´
Ω
|Df |. Since f is locally integrable and supg(f∇ · g)
for g ∈ C∞0 (Rn,Ω) is non-negative, it follows that v is a Radon measure.
In this way, we can define what the quantity
´
Ω
|Df | means when Ω is not
necessarily open. Specifically, if Ω is not open but rather Borel, we set´
Ω
|Df | = limn→∞
´
Ωn
|Df |, where {Ωn}∞n=1 is a sequence of decreasing sets
with Ω ⊂ Ωn for all n such that Ln(Ωn−Ω)→ 0 as n→∞. For such reason,
we will typically work with open sets, and the same properties hold true for
Borel sets by passing to the limit.
Now we have the necessary tools to rigorously introduce the notion of a
perimeter.
Definition 1.3. Let E be a Borel set and let Ω be an open set in Rn. We





If Ω = Rn, we simply write P (E,Ω) = P (E).
The following definition introduces a class of sets that is crucial to the
study of minimal sets.
Definition 1.4. If P (E,Ω) is finite for every bounded open set Ω, then E
is said to be a Caccioppoli set.
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Remark 1.6. if E,E1, and E2 are Caccioppoli sets, then it follows that
Ω ⊂ Ω1 → P (E,Ω) ≤ P (E,Ω1) (1.9)
with equality holding if and only if E ⊂⊂ Ω. Also, we have that
P (E1 ∪ E2,Ω) ≤ P (E1,Ω) + P (E2,Ω) (1.10)
with equality holding when dist(E1, E2) > 0. Finally, if L
n(E) = 0, then
P (E) = 0, and if Ln(E14E2) = 0, then P (E1) = P (E2).
Remark 1.7. If E ⊂ Ω is a Caccioppoli set, then the definition of DϕE
implies that if we set ω = −DϕE, thenˆ
E
∇ · gdx =
ˆ
g · dω (1.11)
for any g ∈ C10(Ω,Rn). Hence, DϕE acts as a vector-valued Radon measure
with locally finite variation.
We note here that the converse of such statement is also true. If there
exists a vector-valued Radon measure with locally finite variation ω such that´
E
∇ · gdx =
´
gdω, then it follows that if g ∈ C10(Ω,Rn) with |g(x)| ≤ 1,
then ˆ
E
∇ · gdx =
ˆ
g · dω ≤ |ω|(Ω) <∞ (1.12)
and so E is a Caccioppoli set.
Remark 1.8. In some sense to be made clear here, DϕE 6= 0 only on ∂E.
Being more precise, we extend the definition of the support of a function as
follows:
sptDϕE = Rn −∪{open sets A such that g ∈ C10(A;Rn)⇒
ˆ
g ·DϕE = 0}.
(1.13)
Now, suppose x /∈ ∂E. Then, we can find some open set A such that x ∈ A
and A ∩ ∂E = ∅. As a result, if g ∈ C10(A,Rn), then
´





Combining the two previous remarks, we have derived a Gauss-Green
formula for Caccioppoli sets, namely that, if g ∈ C10(Ω,Rn) with |g| ≤ 1,
then ˆ
E





Next, we present the analogue of Fatou’s lemma for functions of bounded
variation. Such theorem will be fundamental in the work ahead.
Theorem 1.1. (Semicontinuity) Let Ω ⊂ Rn be an open set and {fj} a
sequence of functions in BV (Ω) which converge in L1loc(Ω) to a function f .
Then, ˆ
Ω





Proof. Let g ∈ C10(Ω,Rn) with |g(x)| ≤ 1. Then, it follows thatˆ
Ω









Next, by taking the supremum over all such g, we obtain the result.
Earlier, it was mentioned that if a set E has some level of regularity (in
this case C2), then P (E,Ω) = Hn−1. Now, we will investigate an example
showing that this is not true in general.












where γn is the volume of the unit ball in Rn. Also, since the rationals are
dense in Rn, it follows that Ln(∂B) =∞, and so Hn−1(∂B) =∞.
Now, let us define Bk =
⋃k
j=1B(xj, 2
−j). Then, it follows that ϕBk → ϕB
in L1(Rn). And since each Bk is smooth, we compute that















And so we have that P (B) ≤ lim infj→∞ P (Bk) = nγn−11−2−(n−1) <∞.
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Remark 1.9. If we define




then it is indeed true that BV (Ω) is a Banach space.
Now, we present somewhat of an analogue to the Semicontinuity theorem,
but dealing with the lim sup rather than the lim inf.
Theorem 1.2. Suppose that {fj}∞j=1 is a sequence of BV (Ω) functions such









Then, if A ⊂ Ω is open,
ˆ
Ā∩Ω







|Df | = 0, (1.22)
then ˆ
A





Proof. Let B = Ω − Ā. Since Ā is closed, B is open, and so semicontinuity
implies that ˆ
A












































Consequently, it follows that
´
Ā∩Ω |Df | ≥ lim supj→∞
´
Ā∩Ω |Dfj|.
Next, we assume that
´
∂A∩Ω |Df | = 0. Then, since A− ∂A is compactly









|Dfj|, it follows that limj→∞
´
∂Ω








Now, we would like to find a way to approximate BV functions by
functions that have better properties. For this purpose, we introduce mollifier
functions. A function η : Rn → R is a mollifier if and only if it satisfies the
following properties:
1. η(x) ∈ C∞0 (Rn)
2. η is compactly supported in B1(0)
3.
´
Rn η(x)dx = 1
Also, η is called a positive symmetric mollifier if it additionally satisfies
the following properties:
1. η(x) ≥ 0.
2. η(x) = µ(|x|) for some function µ : R+ → R.







fε = ηε ~ f. (1.30)
By definition, fε will have the following properties:
1. fε ∈ C∞(Rn), fε → f in L1loc(Rn).
2. If f ∈ L1(Rn), then fε → f in L1(Rn).
3. If there exist A,B ∈ R such that A ≤ f(x) ≤ B for all x ∈ Rn, then
A ≤ fε(x) ≤ B for all x ∈ Rn.
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6. If sptf ⊂ A, then sptfε ⊂ Aε = {x : dist(x,A) ≤ ε}.
The next theorem gives precise conditions that allow us to approximate
the BV-seminorm of a BV function by the BV seminorms of the mollifications
of such functions.
Theorem 1.3. Let f ∈ BV (Ω), and suppose that A ⊂⊂ Ω is an open set
such that ˆ
∂A
|Df | = 0. (1.31)
Then, we have that ˆ
A





Proof. By the semicontinuity theorem, we have that
ˆ
A









fε∇ · gdx =
ˆ
Ω
f∇ · gεdx =
ˆ
Aε
f∇ · gεdx. (1.34)
Hence, it follows that
ˆ
A
























Then, our assumption that
´
∂A

















The following theorem provides a way to approximate BV functions by
C∞ functions. Since the closure of C∞(Ω) functions in the BV norm is
the Sobolev space W 1,1(Ω), we cannot approximate BV functions by C∞
functions in this norm. Nevertheless, L1 convergence and convergence of the
BV-seminorms is indeed possible.
Theorem 1.4. Suppose that f ∈ BV (Ω). Then, there exists a sequence of















|fj − f |dx = 0 (1.41)
where fj is any of the sequence of C
∞ functions that approximate f in the
previous theorem. Now, we present a compactness result. Such result will
be essential in the next theorem, which will prove the existence of perimeter
minimizing sets, i.e., Caccioppoli sets that minimize perimeter in a given
bounded domain.
Theorem 1.5. (Compactness) Let Ω be a bounded open set in Rn with at
least a Lipschitz boundary. Then, if {fα}α∈I is a family of functions such that
||fα||BV ≤ M for some M ∈ R for all α ∈ I, then such family is relatively
compact in L1(Ω) (that is, every sequence admits a convergent subsequence
in L1(Ω)).
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Proof. Let {fj}∞j=1 be a sequence of the uniformly bounded family. Then,
by the preceding theorem, for any ε > 0 we can find some sequence of C∞
functions {gj}∞j=1 such thatˆ
Ω





|Dgj| ≤M + ε. (1.42)
Then, the Rellich-Kondrachonov theorem implies that {gj}∞j=1 is compactly
embedded in L1(Ω). Hence, there is some subsequence {gm(j)}∞j=1 converging
to some f ∈ L1(Ω). We easily compute thatˆ
Ω






|gm(j) − f |dx→ 0. (1.43)
Thus, {fm(j)}∞j=1 → f . Also,
´
Ω
|Df | ≤ lim infj→∞
´
Ω
|Dfm(j)| ≤ M < ∞,
and so f ∈ BV (Ω). Hence, {fα}α∈I is relatively compact in L1(Ω).
Now, we present the culmination of the work shown so far: the existence
of minimal sets!
Theorem 1.6. (Existence of minimal sets) Let Ω be a bounded open set in
Rn, and let L be a Caccioppoli set. Then, there exists a set E coinciding with




for every set F with F = L outside Ω.
Remark 1.10. Before presenting the proof of such theorem, it is important
to highlight that the proof presents an approach that is prevalent throughout
the study of perimeter minimizing sets. The steps of the approach will be
highlighted clearly in the proof. Also, we can think of this problem as a
partial differential equation. The minimality property can be seen as the
property that a function solving a partial differential equation would need
to have to be a solution, while L serves to enforce some sort of a boundary
condition.
Proof. Before presenting the approach, we note that since Ω is bounded, it









for any set F , and we are only concerned with sets that coincide with L
outside Ω, it follows that we only need to find a set E coinciding with L






for all sets F coinciding with L outside Ω.
Let A be the set of all sets coinciding with L outside Ω. The first step of




k, where k = infF∈A
´
BR(0)
|DϕF |, and show that the sequence is




|ϕEj | is uniformly bounded. Also, since BR(0) is bounded,´
BR(0)
|DϕEj | is uniformly bounded as well. Hence, the minimizing sequence
is uniformly bounded.
The second step is to use our compactness theorem to show that ϕEj → f ,
for some subsequence still denoted by Ej and for some L
1(Ω) function f .
Since ϕEj is 0 or 1 everywhere, we have that, by taking another subsequence
if neccesary, f is also the characteristic function of some set E coinciding with
L outside Ω (note that a convergent sequence in L1(Ω) admits a subsequence
converging pointwise a.e.).
The third and final step is to use our semicontinuity theorem to show
that E enjoys the minimality property.
Thus, we have proven the existence of minimal sets.
We showed earlier that BV functions can be approximated by C∞
functions in some way. To conclude this section, we will prove that a similar
result holds for Caccioppoli sets and C∞ sets. Before that, we introduce two
auxiliary lemmas.
Lemma 1.1. (Coarea formula) Suppose that f ∈ BV (Ω). Define
Ft = {x ∈ Ω : f(x) < t}. (1.46)











Lemma 1.2. If t ∈ (0, 1), εj → 0, and we define
Ej = {x ∈ Rn : fej < t} (1.48)









|fεj − ϕE|dx. (1.49)
Now, we show for Caccioppoli sets and C∞ sets a result similar to the
one shown for approximating BV functions by C∞ functions in some way.
Theorem 1.7. Let E be a bounded Caccioppoli set. Then, there exists a





Remark 1.11. The idea of the proof is to use the fact that ϕE can be
approximated by a sequence of C∞ functions. From such functions we will
obtain our approximating sets.
Proof. Set ε > 0, and let fε = ϕε ~ ηε, where η is a mollifier. Then, since














Now, choose a sequence {εj}∞j=1 that tends to 0, and let t ∈ (0, 1). Then, our
preceding lemma implies, along with the fact that fεj → ϕE in L1(Rn), that
ϕEεj ,t → ϕE in L


















dt|DϕEεj ,t | ≥ lim infj→∞
ˆ 1
0
dt|DϕEεj ,t | ≥
ˆ
|DϕE|. (1.55)




|DϕEεj ,t | =
ˆ
|DϕE|. (1.56)
Finally, Sard’s lemma implies that we can choose some t ∈ (0, 1) such that
Eεj ,t is C
∞.
We conclude this section with a lemma controlling the L1 difference
between ϕE and ϕEj
Lemma 1.3. If t ∈ (0, 1), εj → 0 as j →∞ and
Ej = {x ∈ Rn : fεj(x) > t} (1.57)








|fεj − ϕE|dx (1.58)
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2 Traces
Suppose we have a continuous function on an open set Ω in Rn. Since the
function is continuous, we can determine its value on the boundary of the
set by setting f(x0) = limx→x0 f(x) for any x0 ∈ ∂Ω. However, if we merely
have f ∈ Lp(Ω) or f ∈ BV (Ω), then it is not such a straightforward task to
define an extension from the function to its boundary, since it could be the
case that Ln(∂Ω) = 0. This section describes the values of a BV (Ω) function
at its boundary, known as the trace of the function.
First, we introduce the Lebesgue Points Theorem, a classical result in
analysis having far-reaching implications for this chapter.








The theorem, while indeed useful, does not allow us to define the trace
of a BV (Ω) function. However, the fact that BV (Ω) functions are in some
sense differentiable allows us to define their trace rigorously, as we explain
later. Now, we present a useful covering lemma, known as the Vitali Covering
Lemma
Lemma 2.1. (Vitali Covering) Suppose that A ∈ Rn and ρ : A → (0, 1).
Then, there exists some countable collection of points {xj}∞j=1 ⊂ A such that





Although we generally work in n dimensions, defining traces is analogous
to reducing one dimension, since the boundary of an open set in Rn can be
considered to be in Rn−1. Hence, we use Br(x) to refer to an open ball of
radius r about x in Rn, and Bt(y) to refer to a ball of radius t about y in
Rn−1. Additionally, we define an n-dimensional positive cylinder C+ρ (y) as
B(0, ρ) × (0, ρ), and an n-dimensional negative cylinder C−ρ (y) as B(0, ρ) ×
(−ρ, 0). Now, we present a similar theorem to the Lebesgue Points Theorem
but for cylinders in Rn.
19
Lemma 2.2. Let Rn+ = {x ∈ Rn : xn > 0}, and let µ be a positive Radon




ρ1−nµ(C+ρ (x)) = 0. (2.4)
Now, we are ready to rigorously define the trace on cylinders. This is the
first step in defining the trace for Caccioppoli sets.
Lemma 2.3. If C+R is a cylinder centered at the origin and f ∈ BV (C
+
R ),







|f(z)− f+(y)|dz = 0. (2.5)
Also, if CR = B(0, R)× (−R,R), then
ˆ
C+R







holds for every g ∈ C10(CR,Rn).
Proof. First, assume that f ∈ C∞(C+R ). We define fε(y) = f(y, ε). Then,
we let Qε′,ε = B(0, R) × (ε′, ε). Since f ∈ C∞(C+R ), we may apply Fubini’s


















|fε − fε′ |dHn−1. (2.8)
Hence, it follows that
ˆ
B(0,R)




Then, letting ε′ and ε both tend to 0, it follows that fε is a Cauchy sequence
in L1(B(0, R)). As a result, the sequence must converge to some function
f+ ∈ L1(B(0, R)) as ε→ 0.
Now, note that ∂Qε,R = B(0, R)×{ε}∪B(0, R)×{R}∪∂B(0, R)× (ε, ε′).
Hence, if g ∈ C10(CR;Rn), it follows that g vanishes on B(0, R)×{R} and on
20










Df · gdx, (2.10)
where gn denotes the n-th component of g. Then, by letting ε→ 0 and using
the dominated convergence theorem, it follows that
ˆ
C+R







Now, we focus on
´
C+ρ (y)






































|Dif |2 ≥ Dnf, (2.15)
we have that ˆ
B(y,ρ)














By the previous lemma, we conclude that limρ→0 ρ
1−n ´
C+ρ (y)




|f(z) − f+(y)|dz ≤ ρ1−n
´
C+ρ (y)




f+(y)|dt = 0, and so the theorem is proven when f ∈ C∞(C+R ).
Now, suppose merely that f ∈ BV (C+R ). Then, we have that there exists
a sequence of C∞(C+R ) functions {fj}∞j=1 such that
´
C+R











|f(z)− f+j (z)|dz = 0. (2.18)
Additionally, all of the traces of each fj coincide. Hence, we may define






|f(z)− f+(y)|dz = 0. (2.19)
Also, notice that since fj is smooth, it follows thatˆ
C+R






f+j g · ndHn−1. (2.20)
Now, recall that the Banach-Alaoglu theorem states that any bounded
sequence in a Banach space admits a weakly convergent subsequence. If
we define Lg(f) =
´
C+R
g · ∇f , then Lg ∈ BV (Ω)∗, where BV (Ω)∗ denotes
the dual space of BV (Ω). As a result, by taking a subsequence if necessary,
we have that −
´
C+R
g · ∇fjdx→ −
´
C+R
g · ∇fdx. Hence, it follows that
ˆ
C+R






f+g · ndHn−1. (2.21)
This then concludes the proof.
The function f+ is called the trace of f in B(0, R). Also, notice
that since limρ→0 ρ
−n ´
C+ρ (y)








Further, note that, in the previous theorem, we proved the result for a
BV function by considering an approximating sequence that was infinitely
smooth. The next theorem shows that any sequence of BV functions, not
just those that are smooth, may be used to define the trace of f .
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Theorem 2.2. Let f ∈ BV (C+R ), and let {fj} ⊂ BV (C
+
R ) be a sequence that












+ and f+ ∈ L1(C+R ).
Proof. It was established in the previous theorem thatˆ
B(0,R)






















































Now, we compute thatˆ
B(0,R)








|f(y, t)− fj(y, t)|dy → 0 (2.28)














Letting ε′ → R, we obtain the result.
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Letting C−R = B(0, R) ∪ (−R, 0), it is possible to define a trace f− if
f ∈ BV (C−R ), and f− satisfies theorems analogous to the previous two. We
conclude the section by presenting a theorem highlighting this fact.
Theorem 2.3. Let f1 ∈ BV (C+R ) and f2 ∈ BV (C
−
R ). We define f : CR → R
by setting f(x) = f1(x) if x ∈ C+R and f(x) = f2(x) if x ∈ C
−
R . Then,
f ∈ BV (CR) and
ˆ
B(0,R)




Proof. By Theorem 2.2, and by its analogue for f−, we have that for g ∈
C10(CR;R) with |g(x)| ≤ 1 for x ∈ CR,ˆ
CR









(f+ − f−)g · ndHn−1.
(2.31)
Since all the terms with g on the right-hand side are bounded (recall |g| ≤ 1)
and both f+ and f− are in L1(BR), it follows that f ∈ BV (CR). Also, due
to the compact support of g, we have that
ˆ
CR

















|f+ − f−|g · ndHn−1 =
ˆ
BR
f∇ · g (2.33)
from which it follows, by taking the supremum over all g ∈ C10(CR,R), thatˆ
B(0,R)





3 The Reduced Boundary
When dealing with Lp functions, W q,p functions, and BV functions, it is
irrelevant to ask about the behavior of the function on sets of measure 0.
Indeed, the value of the function on such sets plays no role in determining
the function’s useful properties, such as its norm. Thus, we can change the
value of the function on such sets and still consider it the same function.
In this section, we see that this notion extends to Caccioppoli sets; namely,
making alterations of measure 0 to the set still yields the same perimeter.
Specifically, we separate the boundary of the Caccioppoli set into two parts:
the reduced boundary and its complement. The reduced boundary is of
crucial importance to prove the regularity of minimal sets. We show that the
reduced boundary retains all of the essential properties of Caccioppoli sets.
We begin with the following lemma.
Lemma 3.1. If E is a Borel set, then there exists a Borel set Ẽ such that
Ln(E\Ẽ) = 0 with the property that
0 < Ln(Ē ∩B(x, ρ)) < ωnρn (3.1)
for all x ∈ ∂Ẽ, all ρ > 0, and where ωn is the measure of the unit ball in Rn.
Note that, by considering Ẽ instead of E in the previous proposition, we
may assume that 0 < Ln(Ē ∩ B(x, ρ)) < γnρn holds for all x ∈ ∂E and all
ρ > 0, since E and Ẽ are equivalent in the sense of measure (they differ only
by a set of measure 0).
Now, we introduce the reduced boundary of a set E, denoted by ∂∗E. This
is a particular subset of the boundary of a set, and is of great importance in
the study of minimal sets. Indeed, our ultimate goal in this thesis is to show
that the reduced boundary is locally analytic.
Definition 3.1. Suppose that E is a Caccioppoli set. Then, we define ∂∗E









has a limit v(x) as ρ→ 0,
• |v(x)| = 1.
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Intuitively, ∂∗E is the “good” part of the boundary, that is, the part of the
boundary where there are no singularities. The following example illustrates
such fact.
Example 3.1. Suppose that E is a C1 set; in other words, ∂E is a C1
hypersurface. Since the boundary has no singularities, we expect ∂E = ∂∗E,
and this is indeed the case. Equation 1.3 implies that, as measures, DϕE =
vdHn−1 on ∂E, where v is the inner normal vector. Also, we know that






Also, since E is C1, Remark 1.4 implies thatˆ
B(x,ρ)
|DϕE| = Hn−1(B(x, ρ) ∩ ∂E). (3.3)




Hn−1(B(x, p) ∩ ∂E)
. (3.4)
Hence, the Lebesgue Points Theorem implies that
lim
ρ→0
vρ(x) = v(x), (3.5)
and so we have proven that x ∈ ∂∗E. Since x was arbitrary, we conclude
that ∂∗E = ∂E if E is a C1 set.
Example 3.2. Consider the square E := [0, 1] × [0, 1] on R2. We show
that ∂∗E = ∂E\{(0, 0), (0, 1), (1, 0), (1, 1)}. By the reasoning of the previous
example, we have that the corners of the square are the only points that have
a chance of not being in ∂∗E. We now prove that x := (0, 0) /∈ ∂∗E; note
















|vρ(0)| = 1√2 . Thus, since vρ(0) is independent of ρ, vρ(0) = v(0). Then,
since |v(0)| 6= 1, the third condition of Definition 3.1 is not satisfied, and so
0 /∈ ∂∗E.
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Notice that the properties of the reduced boundary are unchanged by
translations and rotations. Hence, in the following theorems, we can assume
without loss of generality that the origin belongs to the boundary of the set
and that the x1 axis is perpendicular to the set at the origin.
In what follows, let E be a Caccioppoli set. Now, we present a lemma
asserting that E and Rn\E have positive density in B(0, ρ).
Lemma 3.2. Suppose there exists a number ρ̄ such that for every 0 < ρ < ρ̄ˆ
B(0,ρ)
|DϕE| > 0, (3.7)
|vρ(0)| ≥ q > 0. (3.8)
Then, if 0 < ρ < ρ̄, the following estimates hold for some constants
C1, C2, C3, and C4 which depend only on n and q
ρ−nLn(E ∩Bρ) ≥ C1 > 0, (3.9)
ρ−nLn((Rn\E) ∩Bρ) ≥ C2 > 0, (3.10)
0 < C3 ≤ ρ1−n
ˆ
B(0,ρ)
|DϕE| ≤ C4. (3.11)
Before presenting the main result of this section, we introduce an
important geometric concept that will be crucial to our work ahead.
Definition 3.2. If z ∈ ∂∗E, we define the tangent hyperplane T by setting
T (z) = {x ∈ Rn : 〈v(z), x− z〉 = 0}, (3.12)
as well as its corresponding sub and super level sets, which are
T−(z) = {x ∈ Rn : 〈v(z), x− z〉 < 0}, (3.13)
T+(z) = {x ∈ Rn : 〈v(z), x− z〉 > 0}. (3.14)
Theorem 3.1. Define
Et = {x ∈ Rn : tx ∈ E}. (3.15)
Then, as t → 0+, Et converges to T+(0). Also, if A is a set such that








|DϕT+(0)| = Hn−1(A ∩ T (0)). (3.16)
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Proof. Since the properties under interest are invariant under rotations and
translations, we can assume that the inner normal at 0, v(0), is such that
v1(0) = −1, and vj(0) = 0 for j 6= 1. Then, by definition of the dot product,
we have that T+(0) = {x : x1 < 0}.































when i 6= 1. Also, notice that Lemma 3.1 implies that for some constants C1










|DϕEt | <∞. Hence, the compactness theorem implies
that if {tj}∞j=1 is a sequence converging to 0, then there exists a subsequence,
still denoted by {tj}∞j=1 and a Caccioppoli set C such that ϕEtj → ϕC in






















Then, the semicontinuity theorem implies that
ˆ
Bρ








And by the definition of |DϕC |, equality holds in the previous estimate.
Then, in the sense of measures, it follows that
|DϕC | = −D1ϕC (3.24)
and that
DiϕC = 0 (3.25)
for i 6= 1. Consequently, whether ϕC(x) = 1, where x = (x1, ..., xn), only
depends on x1. Also, since ϕC is a non-increasing function of x1, we can
conclude that
C = {x ∈ Rn : x1 < λ} (3.26)
for some λ ∈ R.
We now show by contradiction that λ = 0. If λ < 0, then we have that
Ln(C ∩B(0,−λ)) = 0. But then, since ϕEj → ϕC in L1loc,
Ln(C ∩B(0,−λ) = lim
j→∞




This is a contradiction to Lemma 3.1. If λ > 0, then a similar argument yields
the same contradiction. Thus, we can conclude that C = {x ∈ Rn : x1 < 0},
and so C = T+(0).








Finally, if A is a bounded set such that Hn−1(A ∩ T (0)) = 0, then it is
contained in some ball B(0, ρ). Then, Theorem 1.2 immediately yields the
result.
We present an additional result regarding the reduced boundary. This
result will help us prove the main result of the next section.
Theorem 3.2. Suppose E ⊂ Rn with 0 ∈ ∂∗E. Then, for ρ, ε > 0, we define
Sρ,ε = B(0, ρ) ∩ {x : |〈v(0), x〉| < ερ. (3.29)










ρ1−nLn(E ∩B(0, ρ) ∩ T−) = 0, (3.31)
lim
p→0
ρ1−nLn((B(0, ρ)\E) ∩ T+) = 0. (3.32)
Remark 3.1. Intuitively, the previous lemma assets that in small enough
balls most of E lies in T+; conversely, most of Rn\E lies in T−. Then, we can
see that T somehow splits a small ball B(0, ρ) into two parts corresponding
to E and Rn\E.
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4 More on the Reduced Boundary
In this section, we provide more results on the reduced boundary, especially
on its regularity. The main result of this section shows that the reduced
boundary is, up to a set of |DϕE| measure 0, equivalent to the whole
boundary, that the reduced boundary is (up to a set of |DϕE| measure 0) a
countable union of C1 hypersurfaces, and that for any open set Ω,
ˆ
Ω
|DϕE| = Hn−1(∂∗E ∩ Ω). (4.1)
Such result further strengthens the idea that the reduced boundary is the
“continuous” part of the boundary of a Caccioppoli set, and so the properties
of such type of sets can be determined by looking at the reduced boundary.
In order to prove the main result of this section, we first need an estimate
on the measure of subsets of the reduced boundary.










Now, we introduce a class of sets that will be featured when proving the
main result of this section.
Definition 4.1. Let H ⊂ Rn. Then, H ∈ Γn−1 if there exists an open set A
with H ⊂ A and a C1 function f : A→ R with
f(x) = 0 and Df(x) 6= 0 (4.4)
for all x ∈ H.
At first glance, it might be hard to determine whether a set H ∈ Γn−1.
The next result solves such issue by providing a very nice characterization of
Γn−1.
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Theorem 4.1. Let C ⊂ Rn be compact. Suppose that there exists a
vector-valued continuous function v : C → Rn with v 6= 0 and
〈v(x), x− y〉|x− y|−1 → 0 (4.5)
as |x− y| → 0 uniformly for x, y ∈ C. Then, C ∈ Γn−1.
Now, we are ready to present the main result of this section: a theorem
first proven by De Giorgi.








|DϕE| = 0 and each Ci is compact and belongs to Γn−1. Also, if
B ⊂ ∂∗E, then ˆ
B
|DϕE| = Hn−1(B). (4.7)




|DϕE| = Hn−1(∂∗E ∩ Ω). (4.8)
Finally,
∂∗E = ∂E. (4.9)
Proof. Let x ∈ ∂∗E. Then, up to a rotation and a translation, we may
assume that Theorem 3.2 holds for x. Now, let {ρj}∞j=1 be a sequence of
positive numbers that converges to 0. Define
fn(x) =
Ln(E ∩B(x, ρ) ∩ T−(x))
ρnj
.
Since limn→∞ fn(x) = 0, Egoroff’s theorem implies that there exists some





, and fn → 0 uniformly on ∂∗E − Ei.




such that v restricted to Ci is continuous. Then, letting
N = ∂∗E\
⋃∞
i=1Ci, we have that ∂
∗E =
⋃∞







for all i. Hence,
´
N
|DϕE|. Thus, in order to
prove the theorem’s first result, we only need to show that each Ci ∈ Γn−1.
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Now, consider C1. By Theorem 3.2, we have that for every ε with 0 <
ε < 1, there exists some ω with 0 < ω < 1 such that if ρ < 2ω, then




















Our aim is to prove that if x, y ∈ C1 with |x− y| < σ, then
|〈v(x), x− y〉||x− y|−1 ≤ ε. (4.12)
Since ε is arbitrary, we will use our alternate characterization of Γn−1 sets
given in Theorem 4.1 to conclude that C1 ∈ Γn−1.
Now, we proceed by contradiction. Suppose that
〈v(x), x− y〉|x− y| > ε. (4.13)
Then, since ε < 1, the triangle inequality implies that
B(y, ε|x− y|) ⊂ T−(x) ∩B(x, 2|x− y|). (4.14)
However, Theorem 3.2 implies that














This is a contradiction, and so
〈v(x), x− y〉|x− y| ≤ ε. (4.18)
The same proof can be used to show that
〈v(x), x− y〉|x− y| ≥ −ε. (4.19)
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Hence, C1 ∈ Γn−1, and essentially the same argument implies that Ci ∈ Γn−1
for i = 2, 3, ....
Now, we focus on showing thatˆ
B
|DϕE| = Hn−1(B) (4.20)
for B ⊂ ∂∗E. To do so, we use Lemma 4.1 to get that







Hence, by letting i → ∞, we can assume that B ⊂ Ci; additionally, this
would imply that B ∈ Γn−1.
If B ∈ Γn−1, then we have that there exists an open set A containing B
and a C1 function f : A→ Rn such that
f = 0 and Df 6= 0 in B. (4.22)
Then, the continuity of f implies that
V = {x ∈ A : f(x) = 0} (4.23)
is a regular hypersurface containing B. Now, define γ to be the restriction of
theHn−1 measure to V ; that is, γ(F ) = Hn−1(F∩V ) for anyHn−1 measurable




ρ1−nγ(B(x, p)) = ωn−1 (4.24)



















Now, the theorem of Besicovitch on differentiation of measures implies that
the normal v(x) exists for |DϕE| almost every x ∈ ∂E and that |v(x)| = 1.


















Finally, if there exists an open set A with A ∩ ∂∗E = 0, then our previous
computation implies that ∂E ∩ A = 0. Consequently, ∂∗E = ∂E.
We now conclude the section by presenting three more results regarding
Caccioppoli sets. The first result gives an explicit representation of the
difference between the measure of a ball in an arbitrary Caccioppoli set
and the measure of a ball with a slightly different center in such set. The
second result gives conditions under which the perturbation of a point in
the boundary of a set will actually lie in the set. And the third result gives
conditions under which the boundary of a Caccioppoli set is the epigraph of
a function, as well as a continuity estimate of such function. These results
will be useful when proving the De Giorgi Lemma.
Theorem 4.3. Let E ⊂ Ω be a Caccioppoli set. Fix α ∈ Rn, z ∈ Ω, p > 0.
Also, suppose that there exists some τ > 0 such that for every t with 0 < t <
τ , B(z + tα, p) ⊂ Ω. Then,






Theorem 4.4. Let E ⊂ Ω be a Caccioppoli set. Also, suppose that there
exists some α ∈ Rn such that







≥ q > 0 (4.30)
for |DϕE| almost all x ∈ Ω and some constant q < 1. Then, if z ∈ ∂E ∩ Ω
and [z, z + kα] ⊂ Ω for some k > 0, then z + kα is interior to E.
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Theorem 4.5. Let E ⊂ Ω be a Caccioppoli set, and suppose Ω is open and








≥ q > 0 (4.31)
for |DϕE| almost all x ∈ Ω. Then, there exists some open set A ⊂ Rn−1 and
a function f : A→ R such that
∂E ∩ Ω = {(y, t) : y ∈ A, t = f(y)}. (4.32)






5 Proving the De Giorgi Lemma:
From Harmonic Functions to C1 sets
In this section, and in the next one, we lay the groundwork for proving the
De Giorgi Lemma, the most important step in determining the regularity
of minimal sets. Even though we formally prove such lemma in the last
section of this thesis, we state the lemma in this section with the purpose
of providing perspective on how the proof proceeds. Before, we state the
lemma, we present some important definitions.








|Df | − v(f,Ω). (5.2)
Additionally, if f = ϕE for some E ⊂ Ω, we write v(E,Ω) instead of v(ϕE,Ω)
and ψ(E,Ω) instead of ψ(ϕE,Ω). Furthermore, if Ω = B(0, ρ), we write
v(f, ρ) instead of v(f,B(0, ρ)) and ψ(f, ρ) instead of ψ(f,B(0, ρ)).
From such definition, it can be seen that E is a minimal surface in Ω if
and only if ψ(E,Ω) = 0. In light of this fact, we state the De Giorgi Lemma.
Lemma 5.1. (De Giorgi) For every n ≥ 2 and for every α ∈ (0, 1), there
exists some constant σ(n, α) such that, if E is a Caccioppoli set in Rn and
for some ρ > 0




























DϕE| is controlled by αn−1. Such fact
plays a key role when proving the regularity of minimal sets. The conditions
for the De Giorgi Lemma to hold are that ψ(E, ρ) = 0 (i.e., E is a perimeter












Intuitively, the latter condition means that 0 is in the reduced boundary of
E.
The right-hand side of the De Giorgi Lemma,







even has a special name: some call it the Excess. Its importance can be
observed by noting that, due to the properties of the reduced boundary,




Such representation implies that |Exc(E, ρ)| can be seen as measuring how
much the direction of v(x) changes in B(0, ρ)∩∂∗E. If such quantity is indeed
small, then a result like Theorem 4.5 could be applied to give a regularity
estimate.
Now, in order to prove the De Giorgi Lemma, we note that if ∂E is the







1 + |Df |2.
Also, if |Df | is relatively small, then
√




This implies that f must almost minimize
´
A
|Df |2dx; in other words, f must
almost be a harmonic function.
In order to prove the De Giorgi Lemma, we first prove a similar lemma for
harmonic functions. Then, we prove another similar lemma for C1 functions
that are close to harmonic functions and whose gradient is small. Next,
we prove another similar lemma again for C1 sets that are nearly flat.
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Afterwards, we prove another similar lemma for Caccioppoli sets that are
locally C1 and flat. In order to reach the proof of the De Giorgi Lemma, we
use the estimate from each of the proofs in a progressive order, applying the
previous estimate to prove the current one. Thus, we first give a statement
for harmonic functions.
Lemma 5.2. Suppose u ∈ C1(B(0, ρ)) is harmonic in Rm (
∑m








we have that if α ∈ (0, 1), then
ˆ
B(0,αρ)
|Du|2 − |q|2dx ≤ αm+2
ˆ
B(0,ρ)
|Du|2 − |q|2dx. (5.7)











〈DVj, DVk〉dx = 0.






DVjdx = DVj(0) = 0, (5.9)
for j ≥ 2. Consequently, since DV1 is constant, we get that q = DV1. Hence,
applying the orthogonality assumption yields that
ˆ
B(0,ρ)














The result now follows from the homogeneity of Vj.
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Now, we take the next step and prove a similar lemma for C1 functions
that are close to harmonic functions (in a sense to be clarified in the estimate).
Lemma 5.3. Let {ωj}∞j=1 be a sequence of C1(B(0, ρ)) functions and let
{βj}∞j=1 be a sequence of positive real numbers. For j ∈ N, let uj be
the harmonic function in B(0, ρ) with uj = ωj on ∂B(0, ρ). Also, for
f ∈ C(B(0, ρ)) and r ≤ ρ, let {f}r = 1Ln(B(0,ρ))
´
B(0,r))fdx (i.e., {f}r is










1 + |Dωj|2 −
√








1 + |Dωj|2 −
√
1 + |{Duj}ρ|2}dx = 0. (5.14)








1 + |Dωj|2 −
√
1 + |{Dωj}αρ|2}dx ≤ αm+2. (5.15)
Remark 5.1. Notice that each uj is unique since solutions of Laplace’s
equation in bounded domains are known to be unique for smooth boundary
data.
Proof. If we Taylor expand the function
√
1 + x about x = B2, it follows
that √
1 + A2 −
√











for some t lying between A and B. Thus, we can claim that
√








Then, if B2 < 1 and assuming A > B, we have that
√
1 + A2 −
√












Next, equation 5.18 implies thatˆ
B(0,αρ)
√









|Dωj|2 − |{Dωj}αρ|2dx. (5.19)






|Dωj − {Dωj}αρ|2dx ≤
ˆ
B(0,αρ)
|Dωj − {Dωj}ρ|2dx. (5.20)


















|Dωj − {Dωj}ρ|2dx. (5.21)
Now, let A,B,C ∈ Rm. Then, we have that
|A−B|2 ≤ (|A−C|+ |B−C|)2 ≤ (1 + 1
ε
)|A−C|2 + (1 + ε)|B−C|2 (5.22)












By the mean-value property of harmonic functions, it follows that
{Duj}αρ = {Duj}ρ = {Dωj}ρ. (5.24)
Then, Lemma 5.2 implies thatˆ
B(0,αρ)
|Duj − {Dωj}ρ|2dx ≤ αm+2
ˆ
B(0,ρ)
|Duj − {Dωj}ρ|2dx. (5.25)
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Also, we have that ˆ
B(0,ρ)
|Duj − {Dωj}ρ|2dx
≤ (1 + ε)
ˆ
B(0,ρ)



















for some constant Q(ε, α,m).





1 + |Dωj|2 −
√













We then notice that
(|Dωj|2 − |{Dωj}ρ|2)2
≤ |Dωj − {Dωj}ρ|2( sup
B(0,ρ)
|Dωj|+ |{Dωj}|ρ)2 = mj|Dωj − {Dωj}ρ|2,














(|Dωj|2 − |{Dωj}ρ|2)dx. (5.29)






(|Dωj|2 − |{Dωj}ρ|2)dx ≤ 2. (5.30)
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1 + |{Dωj}ρ|2 −
√
1 + |Duj|2dx. (5.31)













|Dωj|2 − |Duj|2dx. (5.33)










1 + |Dωj|2 −
√







1 + |Dωj|2 −
√
1 + |{Dωj}ρ|2)dx].






|Dωj −Duj|2dx = 0. (5.35)








1 + |Dωj|2 −
√
1 + |{Dωj}αρ|2]dx ≤ (1 + ε2)αm+2.
(5.36)
Letting ε→ 0, we obtain the result.
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The following lemma is similar to the previous one, except that now
we look at sets whose boundary is the graph of a C1 function with small
gradients. Intuitively, this means that the boundary of the set will be flat.
The conditions of the lemma are modified slightly from the previous one to
account for the fact that we are now working with epigraphs of functions
instead of functions. To such end, we define
W = {(x, t) : x ∈ B(0, ρ), t < ω(x)} (5.37)
Q = {(x, t) : x ∈ B(0, ρ),minω − 1 < t < maxω + 1} (5.38)
for ω ∈ C1(B(0, ρ)).
Lemma 5.4. Let {ω}∞j=1 be a sequence of C1(B(0, ρ)) functions and let










1 + |Dωj|2 −
√
1 + |{Dωj}ρ|2}dx ≤ βj, (5.40)
lim
j→∞
β−1j ψ(Wj, Qj) = 0. (5.41)








1 + |Dωj|2 −
√
1 + |{Dωj}αρ|2}dx ≤ αm+2. (5.42)
Proof. Let uj be the harmonic function in B(0, ρ) that equals ωj on ∂B(0, ρ).





1 + |Dωj|2 −
√
1 + |Duj|2)dx ≤ ψ(Wj, Qj).
Hence, Lemma 5.3 immediately yields the result.
In the next lemma, we make the transition from C1 sets whose boundary
is the graph of a function to Caccioppoli sets that are locally C1 sets. This
lemma uses the previous one with m = n− 1.
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Lemma 5.5. Suppose that {Lj}∞j=1 is a sequence of Caccioppoli sets in Rm
and that {βj}∞j=1 is a sequence of positive numbers. Then, if there exists
ρ > 0 such that ˆ
B(0,ρ)
|DϕLj | − |
ˆ
B(0,ρ)
DϕLj | ≤ βj, (5.43)





vjn(x) = 1 (5.45)
(where vj(x) is the normal to Lj at the point x), and
lim
j→∞
B−1j ψ(Lj, ρ) = 0, (5.46)






|DϕLj | − |
ˆ
B(0,αρ)
DϕLj |} ≤ αn+1. (5.47)
45
6 Proving the De Giorgi Lemma: From C1
Sets to Arbitrary Caccioppoli sets
In this section, we approximate Caccioppoli minimal sets whose characteristic
function has distributional derivatives that all lie approximately in the same
direction. To do so, we will approximate such sets with C1 sets that are
nearly flat, so that we may use the theory developed in the previous section.
However, we cannot use the mollified functions from the first chapter, as they
do not yield the desired results. We must then come up with a new way of







These functions, although only Lipschitz continuous and having support in
B(0, 1) rather than in B(0, 1) do satisfy many of the properties of mollifiers.
Additionally, they satisfy other properties that help us prove the De Giorgi
Lemma.
Throughout the chapter, we denote fε(x) =
´
Rn ηε(x − y)f(y)dy. First,
we prove a technical lemma regarding (ϕE)ε.
Lemma 6.1. Let E be a Borel set ε > 0. Then, ϕε := (ϕE)ε ∈ C1(Rn).
Also, if x ∈ Rn and ρ < 1
n
satisfy
n2ρ2 < ϕε(x) < 1− n2ρ2, (6.2)
then
dist(x, ∂E) ≤ (1− ρ)ε. (6.3)
In the following lemma, we prove additional properties of the mollified
functions used in this section. Such properties essentially imply that the
mollification process is in some way continuous.
Lemma 6.2. Suppose f ∈ BV (B(0, 1)), and that τ + ε ≤ 1. Then,
ˆ
B(0,τ)














The following theorem is a very important result because it shows that if
we have a minimal set such that the derivatives of its characteristic function
lie in almost the same direction, then the mollified functions of the previous
lemmas have derivatives that lie in approximately the same direction. We
make this notion more precise in the statement of the theorem.
Theorem 6.1. Let E be a Caccioppoli set and γ > 0 such that
ψ(E, 1) = 0, (6.6)
ˆ
B(0,1)
(|DϕE| −Dn(ϕE)) ≤ γ. (6.7)
Then, for each integer p there exists some λ(γ, p) that converges to 0 as γ





: |x| < 1− 2γ
1
2(n−1) and n2γ2 < ϕ(x) < 1− n2γ2} > 1. (6.8)
With the aim of proving a De Giorgi-type lemma for sequences of
Caccioppoli sets, we now show that sequences of C1 sets approximating
Caccioppoli sets satisfy conditions like those described in the previous section.
Afterwards, proving the desired De Giorgi-type lemma will be relatively easy.
Lemma 6.3. Let {Ej} be a sequence of Caccioppoli sets such that






DnϕEj ≤ γj, (6.10)
for
∑∞























DϕEj | = 0, (6.13)
∂Lj ∩B(0, t) is a C1 hypersurface, (6.14)
and, for s < t
lim inf
j→∞
{vjn(x) : |x| < s, x ∈ ∂Lj} = 1. (6.15)
Remark 6.1. In order to prove Lemma 6.3, we need some auxiliary results.







Also, if f, g ∈ BV (B(0, R)) and ρ < R, then
|v(f, ρ)− v(g, ρ)| ≤
ˆ
∂B(0,ρ)
|f− − g−|dHn−1. (6.17)








|f− − g−|dHn−1, (6.18)
where f− denotes the trace as approximated from the inside of the set. We
note that if f = ϕE and g = ϕL for some Caccioppoli sets E and L, then
f− = f = ϕE and g
− = g = ϕL up to an Hn−1 null set.
Additionally, if Ω is a bounded open set in Rn with Lipschitz continuous
boundary ∂Ω and f ∈ BV (Ω), then there exists a function φ ∈ L1(∂Ω) such





|f(z)− φ(x)|dz = 0. (6.19)
Moreover, if g ∈ C10(Rn;Rn)ˆ
Ω







where n is the unit outer normal. The last result implies that if Ω = B(0, 1)
and we take a sequence of compactly supported vector fields converging to the
vector field (1, ..., 1) (n - times), then a passage to the limit reveals that for










Proof. Set εj = γ
4
j . Then, Lemma 6.1 and Remark 5.1 imply that if fj =





















|fj − ϕEj |dx→ 0 (6.23)
as j → ∞. Then, since
´
B(0,τ)






|fj − ϕEj |dHn−1, we
conclude that there exists a set N1 of L1 measure 0 in (0, 1) such that for




|fj − ϕEj |dHn−1 → 0. (6.24)













dµ is a monotonically increasing function of t, it is
differentiable almost everywhere. As a result, we may conclude that there




















|DϕEj | ≤ 0. (6.28)
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|DϕEj |} ≤ 0. (6.29)
Now, let Sj(θ) denote the super sets of fj in B(0, 1), that is, Sj(θ) = {x ∈
























Now, by the properties of fj, Lj := ∂Sj(θj) is regular. Moreover, since
|DϕSj(θj)| takes its support on Lj, equations 6.29 and 6.31 imply that






|DϕEj |} ≤ 0. (6.32)
Then, Lemma 1.2 implies that if t ∈ (0, 1), then
ˆ
∂B(0,t)
|ϕLj − ϕEj |dHn−1 ≤ n−2γ−2j
ˆ
∂B(0,t)
|fj − ϕEj |dHn−1. (6.33)






|ϕLj − ϕEj |dHn−1 = 0. (6.34)









|DϕLj |} ≤ 0. (6.35)
Such result along with equation 6.32 yields equation 6.12.
Equation 6.13 follows equation 6.21, equation 6.34 and an application of
the triangle inequality.
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In order to prove 6.11, we notice that






DϕEj+v(Lj, t)−v(Ej, t)|. (6.36)
Hence, 6.11 follows by applying the triangle inequality to the previous
equation and using equations 6.12, 6.34, and 6.17.
Next, since ∂Lj corresponds to the graph of fj and fj is at least Lipschitz
continuous, equation 6.14 follows. Additionally, we notice that Ej satisfies
the assumptions of theorem 6.1. Thus, 6.15 follows from the conclusion of
theorem 6.1 by taking γ = γj and passing to the limit.
Finally, we prove the De Giorgi-type lemma for sequences of Caccioppoli
sets. This will be the last result needed to prove the De Giorgi Lemma.
Theorem 6.2. Suppose {Ej}∞j=1 is a sequence of Caccioppoli sets such that
















|DϕEj | − |
ˆ
B(0,α)
DϕEj |} ≤ αn+1. (6.40)
Proof. Since the sequence of Caccioppoli sets satisfies the hypotheses of the
previous theorem, we may consider its associated sequence of sets {Lj}∞j=1.
Next, assume that the inequalities hold for a sequence {tj}∞j=1, with each
tj ∈ (0, 1) and limj→∞ tj = 1. Additionally, let {sj}∞j=1 be such that tj−1 <
sj < tj. Then, we have that each Lj satisfies the hypotheses of Lemma






























|DϕEj | − |
ˆ
B(0,α
DϕEj |} ≤ αn+1. (6.42)
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7 The De Giorgi Lemma and its Corollaries
We now prove the De Giorgi Lemma. We use the De Giorgi Lemma to
show that the reduced boundary of a minimal set is locally analytic. Even
though singularities may occur in the complement of the reduced boundary,
the De Giorgi Lemma may be used to derive the fact that the n−1 Hausdorff
measure of the singular set ∂E\∂∗E is 0.
Lemma 7.1. (De Giorgi) For every n ≥ 2 and for every α ∈ (0, 1), there
exists some constant σ(n, α) such that, if E is a Caccioppoli set in Rn and
for some ρ > 0,



















Proof. Assume, by way of contradiction, that the theorem is not true. Then,
we can find a sequence of Caccioppoli sets {Fj}∞j=1, a sequence of points
{xj}∞j=1 in Rn, a sequence {ρj}∞j=1 in R, and a sequence {σj}∞j=1 in R such






DϕE| = γjρn−1j , then














|DϕFj | − |
ˆ
B(xj ,αρj)
DϕFj | > αnγjρn−1j .
Then, for each j, we apply a rotation so that xj is rotated to the origin, then
another rotation so that the vector
´
B(0,ρ)
DϕFj is parallel with the xj axis,
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and then we preform a dilation of ratio ρj. Next, letting the rotated sets be
Ej, we find that








|DϕEj | − |
ˆ
B(0,α)
DϕEj | > αnγj.
The sequence of sets {Ej} is in direct contradiction of Theorem 6.2. Hence,
the De Giorgi Lemma must be true.
With the De Giorgi Lemma in hand, we are finally able to show that the
reduced boundary of minimal sets is locally analytic. Before doing so, we
need an auxiliary result that is a consequence of the De Giorgi Lemma.
Theorem 7.1. Let x ∈ ∂E for some Caccioppoli set E, and suppose that
the conditions of the De Giorgi Lemma hold. Then, if 0 < s < t < ρ, then

















Remark 7.1. Before proving such theorem, we need the following result. If






Proof. By applying a translation and a dilation, we may suppose that x = 0
and that ρ = 1.
First, we work on the special case where t = αj and s = βαj for some j
























Then, we use the facts that |uj| ≤ 1 and |vj| ≤ 1 along with an application
of the parallelogram law to get that





Now, we estimate that
(1− 〈uj, vj〉)µj =
ˆ
B(0,βαj)




(|DϕE| − 〈uj, DϕE〉) = mj(1− |uj|2) ≤ 2mj(1− |uj|).
Next, by iterating the De Giorgi Lemma j times, we get that
mj(1− |uj|) ≤ αnjσ(n, α).
As a consequence,








Then, since we have that 0 ∈ ∂E, equation 7.9 implies that
µj ≥ ωn−1(αjβ)n−1 ≥ ωn−1α(j+1)(n−1).
Hence, we conclude that






We have thus proven the theorem for the special case t = αj and s = βαj.
Now, let s, t ∈ (0, 1) with s < t. Then, choose integers j and k with the
property that
αj+1 < t ≤ αj, αj+k ≤ s < αj+k−1.
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Next, we use the triangle inequality and the De Giorgi Lemma to obtain the
following estimate:
|vt − vs| ≤ |vt − uj|+
k+2∑
j=0




































The result is thus proven in the general case.
The result also yields the following important corollary.
Corollary 7.1. Suppose that x satisfies the hypotheses of Theorem 21. Then,
x ∈ ∂∗E and





Now, we may finally prove the regularity of the reduced boundary of
perimeter minimizing sets using the De Giorgi Lemma and some facts from
the theory of elliptic partial differential equations.
Theorem 7.2. (Regularity of Minimal Sets) Let E ⊂ Rn be a Caccioppoli
set and x ∈ ∂E. Suppose ρ > 0 and α ∈ (0, 1) are such that






DϕE| ≤ σ(n, α)ρn−1. (7.12)
Then, ∂E ∩B(x, r) is an analytic hypersuface for r = ρ(α− α
n
n−1 ).
Remark 7.2. Before proving such theorem, we need the following auxiliary
result. If E is a Caccioppoli set in Ω with the property that v(x) exists for
every x ∈ ∂E ∩ Ω, then ∂E ∩ Ω is a C1 hypersurface.
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Proof. Suppose that z ∈ ∂E ∩ B(x, r). Then, set R = ρα
n
n−1 . Next, an
application of the triangle inequality yields that B(z,R) ⊂ B(x, αρ). The












DϕE| ≤ σ(n, α)αnρn−1. (7.13)





DϕE| ≤ σ(n, α)Rn−1. (7.14)
































then not only is such function continuous, but we also have that
limt→0 f(t, z) = v(z) uniformly for z ∈ B(x, r). Consequently, v(z) is
continuous on ∂E ∩ B(x, r). Then, we may use remark 7.2 to get that
∂E ∩B(x, r) is a C1 hypersurface.
Since ∂E ∩B(x, r) is a C1 hypersurface, it is the graph of a function that
minimizes the energy functional
´ √
1 + |Df |2. By the theory of elliptic
partial differential equations, such a function is in fact analytic. Thus, we
have proven that ∂E ∩B(x, r) is an analytic hypersurface.
Additionally, we also have that the set of points in the boundary of a
minimal set not satisfying the assumptions of Theorem 7.2 has Hausdorff
measure 0.
Theorem 7.3. Let E ⊂ Rn be a Caccioppoli set satisfying
ψ(E, 1) = 0. (7.17)
Then,
Hn−1(∂E − ∂∗E) = 0. (7.18)
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Theorems 7.2 and 7.3 provide a regularity result for perimeter minimizing
sets. Both of them are essentially corollaries of the De Giorgi Lemma, which
highlights the importance of such lemma.
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8 Discussion
The results demonstrate that there always exist perimeter minimizing
sets within a given bounded domain, proving the existence of perimeter
minimizing sets. By showing their existence, the regularity properties of
perimeter minimizing sets may be studied. The De Giorgi Lemma shows
conditions under which the decay of the perimeter around a point of the
boundary can be controlled. This lemma plays an important role when
proving that the reduced boundary of a minimal set is analytic and is thus
basic to this project, as it determines the regularity of the reduced boundary
of a perimeter minimizing set. The work uses tools of geometric measure
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