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a b s t r a c t
In this paper, we study the existence of solutions for a class of second-order impulsive
differential equation. By using the critical point theorem of Y. Jabri and an even functional
theorem, we give some new criteria to guarantee that the impulsive differential equation
has at least one solution, infinitely many solutions under the assumption that a nonlinear
term satisfies sublinear, superlinear, asymptotically linear, respectively. Some recent
results are extended and conditions of assumptions are simplified. Finally, some examples
are presented to illustrate our main results.
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1. Introduction
In this paper, we consider the following problem−u′′(t)+ g(t)u(t) = f (t, u(t)), a.e. t ∈ [0, T ],
∆(u′(tj)) = Ij(u(tj)), j = 1, 2, . . . , p,
u(0) = u(T ) = 0,
(1.1)
where g ∈ L∞[0, T ], T is a real positive number,∆(u′(tj)) = u′(t+j )−u′(t−j ) = lims→t+j u′(s)−lims→t−j u′(s), f : [0, T ]×R→
R is continuous, tj, j = 1, 2, . . . , p, are the instants where the impulses occur and 0 = t0 < t1 < t2 < · · · < tp < tp+1 = T ,
Ij : R→ R (j = 1, 2, . . . , p) are continuous.
Impulsive differential equations arising from the real world describe the dynamics of processes in which sudden,
discontinuous jumps occur. The theory of impulsive differential systems has been developed by numerous mathematicians
(see [1–10]). Most of the results concerning the existence of solutions of impulsive differential equations are obtained by
using fixed point theory, topological degree theory and comparison method (including upper and lower solutions methods
and monotone iterative method) (see [11–19] and references therein). Recently, [20–22] using variational method studied
the existence of solutions of second-order differential equations with impulses. More precisely, in [20] the authors studied
the following equations with Dirichlet boundary conditions:−u¨(t)+ λu(t) = f (t, u(t)), a.e. t ∈ [0, T ],
∆(u˙(tj)) = Ij(u(tj)), j = 1, 2, . . . , p,
u(0) = u(T ) = 0.
(1.2)
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They obtained the existence of solutions for problems by using the variational method. Briefly, Zhou and Li [23] extended
problem (1.2) by applying symmetric mountain pass theorem. They studied and obtained the existence and multiplicity
of solutions for problem (1.1). Sun and Chen [24] extend the results of [23] by using some new critical point theorems.
Compared with [23], they do not make the nonlinearity f satisfy the well-known Ambrosetti–Rabinowitz condition
(see [25]), that is, there exist θ > 2 and R > 0 such that
0 < θF(t, u) ≤ f (t, u)u, |u| ≥ R, for all t ∈ [0, T ], (1.3)
or
0 < θF(t, u) ≤ f (t, u)u, ∀u ∈ R \ 0 and t ∈ [0, T ], (1.4)
where F is a primitive function of f . Meanwhile, they apply g ∈ L∞[0, T ] to instead essinft∈[0,T ]g(t) > −π2T2 .
In the present paper, we will revisit problem (1.1). Without (1.3) or (1.4), we will study the superlinear case and the
asymptotically linear case with essinft∈[0,T ]g(t) > −π2T2 . With the similar results, our conditions of assumptions become
simpler than [24]. Besides, the sublinear case will be considered by using a new critical point theorem to get the existence
of solutions to problem (1.1) with g ∈ L∞[0, T ] and there exists t0 ∈ [0, T ] such that g(t0) > 0, which is different from the
sublinear case in [23] with essinft∈[0,T ]g(t) > −π2T2 .
Now we state our main results.
1.1. The sublinear case
We give the following assumptions.
(H1) There exist constants aj, bj > 0, (j = 1, 2, . . . , p) and γj ∈ [0, 1) such that
|Ij(s)| ≤ aj + bj|s|γj for s ∈ R.
(H2) F(t, u) is a convex functional in u for any t ∈ [0, T ], and
F(t, u) =
∫ u
0
f (t, s)ds ≥ 0.
(H3)
 s
0 Ij(t)dt ≥ 0, s ∈ R, j = 1, 2, . . . , p,
 s
0 Ij(t)dt is a concave functional.
(H4) There exist constants r1, r2 > 0, µ ∈ [0, 1) satisfying
|f (t, u)| ≤ r1 + r2|u|µ.
Theorem 1.1. Assume that (H1) –(H4) hold, g ∈ L∞[0, T ] and there exists t0 ∈ [0, T ] such that g(t0) > 0. Then the
problem (1.1) has at least one classical solution.
1.2. The superlinear case
We give the following assumptions.
(S1) Ij (j = 1, 2, . . . , p) are odd and satisfy Ij(s)s ≥ 0 for any s ∈ R.
(S2) There exist constants aj, bj > 0, (j = 1, 2, . . . , p) and γj ∈ [0, 1) such that
|Ij(s)| ≤ aj + bj|s|γj for s ∈ R.
(S3) lim|u|→+∞ F(t,u)u2 = +∞ uniformly for t ∈ [0, T ].
(S4) 0 ≤ F(t, u) = o(|u|2) as |u| → 0 uniformly for t ∈ [0, T ].
Remark 1.1. In fact, (S1) implies that
 s
0 Ij(t)dt ≥ 0.
Theorem 1.2. Assume that (S1) –(S4) hold and f is odd in u, essinft∈[0,T ]g(t) > −π2T2 . Then the problem (1.1) has infinitely
many classical solutions.
Remark 1.2. In Theorem 1.2, we do not the condition (1.3) or (1.4). In fact, we do not make
uf (t, u)− 2F(t, u) ≥ c ′|u|β , |f (t, u)| ≤ c ′′|u|d, β > 1, 1 < d < 1+ β − 1
β
, c ′, c ′′ > 0, |u| ≥ L, L > 0,
which is satisfied in Theorem 1.1 of [25]. Besides, we do not consider
2
∫ u
0
Ij(s)ds− Ij(u)u ≥ 0.
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1.3. The asymptotically linear case
Wemake the following assumptions.
(J1) For any j ∈ 1, 2, . . . , p, Ij are odd, and Ij(t) satisfy
 s
0 Ij(t)dt ≥ 0.
(J2) There exist constants aj, bj > 0, (j = 1, 2, . . . , p) and γj ∈ [0, 1) such that
|Ij(s)| ≤ aj + bj|s|γj for s ∈ R.
(J3) F(t, u) = ζ |u|22 − G(t, u),G(t, 0) ≡ 0 and there exists a constant ζ such that
ζ ≥ max

2
TC25
,
2(T 2‖g‖∞ + π2)
C∗7π2

,
which C∗7 will be given in the proof of Theorem 1.3, and there exist ν ∈ (0, 2), d1 > 0 such that
ζ
2
|u|ν ≤ G(t, u) ≤ d1|u|ν, ∀(t, u) ∈ [0, T ] × R.
Theorem 1.3. Assume that (J1) –(J3) hold and G(t, u) is even in u, essinft∈[0,T ]g(t) > −π2T2 . Then the problem (1.1) has
infinitely many classical solutions.
Remark 1.3. In Theorem 1.3, we do not let
d0|u|ω ≥ |Gu(t, u)|, d0 > 0, ω ∈ (1, 2),
which is the condition of Theorem 1.2 in [25].
This paper is organized as follows. In Section 2, we present some preliminaries. In Section 3, we give the proof of the
above results for the problem (1.1). Some examples are presented in the last section.
2. Preliminaries
In this section, the following theorems will be needed in our argument. Suppose that E is a Banach space (in particular a
Hilbert space) and ϕ ∈ C1(E,R). We say that ϕ satisfies the Palais–Smale condition, i.e., every sequence uj ⊂ E satisfying
ϕ(uj) bounded and limj→∞ ϕ′(uj) = 0 contains a convergent subsequence. We let
Br = {x ∈ E | ‖x‖H0(0,T ) < r, (r > 0)}, and Sr = ∂Br ,
where ‖x‖H0(0,T ) will be defined in Section 3. We denote that f : E → R, and f (0) = {x ∈ E | f (x) ≥ 0}.
Theorem 2.1 ([26, Theorem 2.1]). Let E be a Hilbert space, Φ : E → R is a functional, V is a finite dimensional subspace of E
and W its orthogonal, i.e. E = V ⊕W such that
(1) Φ is continuously differentiable.
(2) Φ is coercive on W.
(3) Φ is concave on v.
(4) Φ(v + w)→−∞ when ‖v‖ → ∞ and the convergence is uniform on bounded subsets of W.
(5) Φ is weakly lower semicontinuous on v +W, for all v ∈ W.
ThenΦ admits a critical point in E.
Theorem 2.2 ([27, Theorem 2.2]). Let E be a infinite dimensional Banach space, f : E → R is an even functional and continuously
differentiable, satisfying the Palais–Smale condition. Furthermore, we suppose the following conditions hold:
(C1) f (0) = 0, and there exist constants ρ > 0, α > 0 such that Bρ ⊂ f (0) and
f (x) ≥ α, ∀ ∈ Sρ .
(C2) The set of E0 ∩ f (0) is bounded for all finite dimensional subspace E0 in E.
Then f has infinitely many critical points.
Let us recall some basic concepts. In the Sobolev space E := H10 (0, T ), consider the inner product
⟨u, v⟩ =
∫ T
0
(u′(t), v′(t))dt, ∀u, v ∈ H10 (0, T ),
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inducing the norm
‖u‖ =
∫ T
0
|u′(t)|2dt
 1
2
, ∀u ∈ H10 (0, T ), (2.1)
and we denote ‖u‖∞ = maxt∈[0,T ] |u(t)|, which is the norm defined in C[0, T ].
It is easy to prove that the eigenvalues of operator− d2
dt2
+ g(t)with the Dirichlet boundary conditions are numbered by
λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · ↗ ∞(counted in their multiplicities) and a corresponding system of eigenfunctions {ej}, which
forms the completely orthogonal basis of E. Assume λ1, . . . , λn < 0, λi ≥ 0, i > n. Let V = span{e1, e2, . . . , en}, W =
span{en+1, en+2, . . .}. Then E = V ⊕W , which V is finite dimensional space.
We define a functional ϕ on E by
ϕ(u) = 1
2
∫ T
0
(|u′|2 + g(t)u2)dt +
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt
= 1
2
(‖w‖2 − ‖x‖2)+
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt, (2.2)
where u = x + w ∈ E, x ∈ V , w ∈ W . By the conditions of the problem (1.1) and Theorem 1.1, we know that ϕ is
continuously differentiable, and
⟨ϕ′(u), v⟩ =
∫ T
0
(u′v′ + g(t)uv)dt +
p−
j=1
Ij(u(tj))v(tj)−
∫ T
0
f (t, u)vdt
= ⟨w − x, v⟩ +
p−
j=1
Ij(u(tj))v(tj)−
∫ T
0
f (t, u)vdt, (2.3)
for any u, v ∈ E.
If u ∈ E, then u is absolutely continuous and u ∈ L2[0, T ]. In this case,∆(u′(tj)) = u′(t+j )− u′(t−j ) = 0 is not necessarily
valid for every t ∈ [0, T ] and the derivative u′ may present some discontinuities. This leads to the impulsive effects. As a
consequence, we need to introduce a different concept of solution of problem (1.1). Suppose that u ∈ C[0, T ] is such that it
satisfies the Dirichlet conditions in problem (1.1). Moreover assume that for every j = {1, 2, . . . , p}, uj = u|(tj,tj+1) is such
that uj ∈ H2(tj, tj+1). We say that u is a classical solution of problem (1.1) if it satisfies the equation in problem (1.1) a.e. on
[0, T ], the limits u′(t+j ), u′(t−j ), j = 1, 2, . . . , p, exist and the impulsive conditions in problem (1.1) hold.
3. Proofs of Theorems 1.1–1.3
Lemma 3.1. If u ∈ H10 (0, T ) is a critical point of the functional ϕ, then u is a classical solution of IBVP (1.1).
Proof. We let u ∈ E is a critical point of the functional ϕ. Then
⟨ϕ′(u), v⟩ =
∫ T
0
(u′v′ + g(t)uv)dt +
p−
j=1
Ij(u(tj))v(tj)−
∫ T
0
f (t, u)vdt = 0, (3.1)
holds for any v ∈ E. Choose any k ∈ {0, 1, 2, . . . , p} and v ∈ E such that v(t) = 0 if t ∈ [tj, tj+1] for j ≠ k. Then (3.1) implies
that ∫ tk+1
tk
[(u′v′ + g(t)uv)− f (t, u)v]dt = 0. (3.2)
This means, for any h ∈ H10 (0, T ),∫ tk+1
tk
[(u′k(t)h′(t)+ g(t)uk(t)h(t))− f (t, uk(t))h(t)]dt, (3.3)
where uk = u|(tk,tk+1). Thus uk is a weak solution of the following form:
− u′′(t)+ g(t)u(t) = f (t, u(t)), t ∈ (tk, tk+1), (3.4)
and uk ∈ H10 (tk, tk+1) ⊂ C(tk, tk+1). Let b(t) = f (t, u(t))− g(t)u(t), then Eq. (3.4) becomes the following form:
− u′′(t) = b(t), t ∈ (tk, tk+1), k = 0, 1, 2, . . . , p. (3.5)
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Then the solution of (3.5) can be written as
uk(t) = c1k + c2k t −
∫ t
tk
∫ s
tk
b(x)dxds, t ∈ (tk, tk+1),
where c1k and c2k are two constants. Obviously, u
′
k ∈ C(tk, tk+1) and u′′k ∈ L∞(tk, tk+1). Therefore, uk is a classical solution of
Eq. (3.4). Thus u satisfies the equation in IBVP (1.1) a.e.on [0, T ]. By the previous equation, we can easily get that the limits
u′(t+k ), u′(t
−
k ), k = 1, 2, . . . , p, u′(0+) and u′(T−) exist, and the solution u(t) satisfies Dirichlet boundary value condition.
Therefore, u is a classical solution of IBVP (1.1). 
Lemma 3.2. There exist a constant C1 such that ‖u‖∞ ≤ C1‖u‖.
Proof. For any u ∈ E, by Hölder inequality:
|u(t)| =
∫ t
0
u′(s)ds
 ≤ ∫ t
0
|u′(s)|ds
≤ √T
∫ T
0
(u′(s))2ds
 1
2
= √T‖u‖.
Hence, ‖u‖∞ ≤
√
T‖u‖ = C1‖u‖. 
At first, we give the proof of Theorem 1.1.
Proof. The proof of this result will be done through five steps.
The first step. By the above Eqs. (2.2) and (2.3), we know that
ϕ(u) = 1
2
(‖w‖2 − ‖x‖2)+
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt,
and
⟨ϕ′(u), v⟩ = ⟨w − x, v⟩ +
p−
j=1
Ij(u(tj))v(tj)−
∫ T
0
f (t, u)vdt
for any u, v ∈ E, u = x + w ∈ E, and x ∈ V , w ∈ W , E = V ⊕ W . Obviously, V is finite dimensional space, and ϕ is
continuously differentiable.
The second step. If u ∈ W , we can know
ϕ(u) = 1
2
‖u‖2 +
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt.
By the condition of (H1), (H3), (H4) and Lemma 3.2, one have
ϕ(u) ≥ 1
2
‖u‖2 −
∫ T
0
F(t, u)dt
≥ 1
2
‖u‖2 −
∫ T
0
∫ u
0
(r1 + r2|s|µ)dsdt
≥ 1
2
‖u‖2 −
∫ T
0
(ur1 + r2|u|µ+1)dt
≥ 1
2
‖u‖2 − r1T‖u‖∞ − r2T‖u‖µ+1∞
≥ 1
2
‖u‖2 − r1C1T‖u‖ − r2C1T‖u‖µ+1,
when ‖u‖ → +∞, ϕ(u)→+∞. Therefore, ϕ(u) is coercive onW .
The third step. If u ∈ V , we can know
ϕ(u) = −1
2
‖u‖2 +
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt.
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Obviously, − 12‖u‖2 is concave with respect to u. Then, by the condition of (H3), we have that
 u(tj)
0 Ij(s)ds is a concave
functional. Furthermore,
∑p
j=1
 u(tj)
0 Ij(s)ds is concave. similarly, (H2) implies −
 T
0 F(t, u)dt is concave with respect to u
for any t ∈ [0, T ]. Therefore, we can get ϕ(u) is concave on V .
The fourth step. For any u = x+ w ∈ E, x ∈ V , w ∈ W , then
ϕ(u) = 1
2
(‖w‖2 − ‖x‖2)+
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt.
For any bounded sets ofW , one any chooses constant C2 > 0 such that ‖w‖ < C2, w ∈ W . Then
ϕ(u) ≤ 1
2
(C22 − ‖x‖2)+
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt
≤ 1
2
(C22 − ‖x‖2)+
p−
j=1
∫ u(tj)
0
Ij(s)ds
≤ 1
2
(C22 − ‖x‖2)+
p−
j=1
∫ u(tj)
0
(aj + bj|s|γj)ds
≤ 1
2
(C22 − ‖x‖2)+
p−
j=1
(aju(tj)+ bj|u(tj)|γj+1)
≤ 1
2
(C22 − ‖x‖2)+
p−
j=1
(aj‖u‖∞ + bj‖u‖γj+1∞ )
≤ 1
2
(C22 − ‖x‖2)+
p−
j=1
(ajC1‖u‖ + bjC1‖u‖γj+1).
When ‖x‖ → +∞, ϕ(x+ w)→−∞. Therefore, the convergence is uniform on the bounded sets ofW .
The fifth step. For any given x ∈ V , and let u = x + w for any w ∈ W . Obviously, 12 (‖w‖2 − ‖x‖2) is weakly low
semicontinuous. In fact,−‖x‖2 is a constant, so we only prove ‖w‖2 is weakly lower semicontinuous. We have known that
‖w‖ is weakly lower semicontinuous, that is, ifwn ⇀ w0, then
‖w0‖ ≤ lim inf
n→∞ ‖wn‖. (3.6)
Hence, whenwn ⇀ w0,
‖w0‖2 = ‖w0‖ ‖w0‖
≤ lim inf
n→∞ ‖wn‖ lim infn→∞ ‖wn‖
≤ lim inf
n→∞ ‖wn‖ ‖wn‖
≤ lim inf
n→∞ ‖wn‖
2.
So, we can conclude that ‖w‖2 is weakly lower semicontinuous on v + W , for any v ∈ V . Now we will prove that∑p
j=1
 u(tj)
0 Ij(s)ds and
 T
0 F(t, u)dt is weakly continuous. In fact, if {un} ⊂ E, un ⇀ u in E, un converges uniformly to u
on C[0, T ]. Then, there exists C3 > 0 such that
‖un‖∞ ≤ C3, n = 1, 2, 3, . . . .
Therefore, we have p−
j=1
∫ un(tj)
0
Ij(s)ds−
p−
j=1
∫ u(tj)
0
Ij(s)ds
 ≤
 p−
j=1
∫ u(tj)
un(tj)
Ij(s)ds

≤ pC4‖un − u‖∞ → 0, n →∞
where C4 = maxj∈{1,2,...,p},t≤C3 |Ij(t)|. Thus,
∑p
j=1
 u(tj)
0 Ij(s)ds is weakly continuous. By the similar methods and the mean
value theorem, we have∫ T
0
F(t, un)− F(t, u)dt
 ≤ ∫ T
0
|f (t, τ (un − u))(un − u)|dt
≤ KT‖un − u‖∞ → 0, n →∞,
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where τ ∈ (0, 1], K = maxt∈[0,T ],|u|≤100 |f (t, u)|. Hence,
 T
0 F(t, u)dt is weakly continuous too. Therefore,
ϕ(u) = 1
2
(‖w‖2 − ‖x‖2)+
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt,
is weakly lower semicontinuous on v +W . So by Theorem 2.1, φ admits a critical point in E. Therefore, the problem (1.1)
has at least one classical solution. 
In order to prove Theorems 1.2 and 1.3, we will apply a variational structure and some lemmas.
By essinft∈[0,T ]g(t) > −π2T2 , we will consider the inner product
⟨u, v⟩H10 (0,T ) =
∫ T
0
u′(t)v′(t)dt +
∫ T
0
g(t)u(t)v(t)dt, ∀u, v ∈ H10 (0, T ),
and including the norm
‖u‖H10 (0,T ) =
∫ T
0
u′2(t)dt
 1
2
+
∫ T
0
g(t)u2(t)dt
 1
2
.
For any u ∈ H10 (0, T ), we consider the function φ defined on H10 (0, T ) by
φ(u) = 1
2
‖u‖2
H10 (0,T )
+
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt. (3.7)
Since f and Ij, j = 1, 2, . . . , p are continuous, we know that φ ∈ C1(H10 (0, T ),R) and
φ′(u)(v) =
∫ T
0
g(t)uvdt +
∫ T
0
u′v′dt +
p−
j=1
I(u(tj))v(tj)−
∫ T
0
f (t, u)vdt. (3.8)
Similar to Lemma 3.1, we can prove that the critical points of the function φ are the classical solutions of problem (1.1), and
omit it here.
Lemma 3.3 ([24, Lemma 2.1]). If essinft∈[0,T ]g(t) = m > −π2T2 , then the norm ‖ · ‖ and the norm ‖ · ‖H10 (0,T ) are equivalent.
Proof (In Order to Prove Theorem 1.2, we Will Quote the Following Process of the Proof in [24]). Since essinft∈[0,T ]g(t) > −π2T2 ,
there exists c2 ∈ (0, 1) satisfying−m ≤ π2T2 (1− c2). Hence, by Poincaré’s inequality, one has
(1− c2)
∫ T
0
u′2(t)dt ≥ (1− c2)π
2
T 2
∫ T
0
u2(t)dt
≥ −m
∫ T
0
u(t)2dt
for all u ∈ H10 (0, T ). Thereby, for every u ∈ H10 (0, T ), we have
‖u‖2
H10 (0,T )
=
∫ T
0
u′2(t)dt +
∫ T
0
g(t)u2(t)dt
≥
∫ T
0
u′2(t)dt +m
∫ T
0
u2(t)dt
≥ c2
∫ T
0
u′2(t)dt
= c2‖u‖2. (3.9)
On the other hand, by Poincaré’s inequality, one has
‖u‖2
H10 (0,T )
=
∫ T
0
u′2(t)dt +
∫ T
0
g(t)u2(t)dt
≤ ‖g‖∞
∫ T
0
u2(t)dt +
∫ T
0
u′2(t)dt
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≤

T 2‖g‖∞
π2
+ 1
∫ T
0
u′2(t)dt
≤

T 2‖g‖∞
π2
+ 1

‖u‖2. (3.10)
Thus, the norm ‖ · ‖ and the norm ‖ · ‖H10 (0,T ) are equivalent. 
Lemma 3.4 ([24, Lemma 2.2]). There exists C5 > 0 such that, if u ∈ H10 (0, T ), then ‖u‖∞ ≤ C5‖u‖H10 (0,T ).
Lemma 3.5. Assume that (S2) and (S3) hold, the function φ satisfies Palais–Smale condition.
Proof. Let {φ(un)} be a bounded sequence such that limn→∞ φ′(un) = 0, then {un} is bounded in H10 (0, T ). Indeed, if {un} is
an unbounded sequence, without loss of generality, we assume that ‖un‖H10 (0,T ) →∞, n →∞. Then
φ(un) = 12‖un‖
2
H10 (0,T )
+
p−
j=1
∫ un(tj)
0
Ij(s)ds−
∫ T
0
F(t, un)dt. (3.11)
This implies that
φ(un)
‖un‖2H10 (0,T )
= 1
2
+
p∑
j=1
 un(tj)
0 Ij(s)ds
‖un‖2H10 (0,T )
−
∫ T
0
F(t, un)
‖un‖2H10 (0,T )
dt. (3.12)
By (3.10), (3.12), we can get
φ(un)
‖un‖2H10 (0,T )
≤ 1
2
+
p∑
j=1
 un(tj)
0 Ij(s)ds
‖un‖2H10 (0,T )
−
∫ T
0
F(t, un)
T2‖g‖∞
π2
+ 1

‖un‖2
dt. (3.13)
By (S2), (S3) and Lemma 3.4, one has
φ(un)
‖un‖2H10 (0,T )
≤ 1
2
+
p∑
j=1
 un(tj)
0 aj + bj|s|γjds
‖un‖2H10 (0,T )
−
∫ T
0
F(t, un)
T2‖g‖∞
π2
+ 1

‖un‖2
dt
≤ 1
2
+
p∑
j=1
aj|un(tj)| + bj|un(tj)|γj+1
‖un‖2H10 (0,T )
−
∫ T
0
F(t, un)
T2‖g‖∞
π2
+ 1

‖un‖2
dt
≤ 1
2
+
p∑
j=1
aj‖un‖∞ + bj‖un‖γj+1∞
‖un‖2H10 (0,T )
−
∫ T
0
F(t, un)
T2‖g‖∞
π2
+ 1

‖un‖2
dt
≤ 1
2
+
p∑
j=1
ajC5‖un‖H10 (0,T ) + bj(C5‖un‖H10 (0,T ))γj+1
‖un‖2H10 (0,T )
−
∫ T
0
F(t, un)
T2‖g‖∞
π2
+ 1

‖un‖2
dt. (3.14)
By (S3), Lemma 3.3, we have n → ∞, ‖un‖ → ∞ and ∀M > 0, ∃N − 1, if n > N − 1, then F(t,‖un‖)‖un‖2 ≥ M , uniformly for
t ∈ [0, T ]. By integral mean value theorem, there exists ς(N) ∈ (0, 1] such that, in (3.14),∫ T
0
F(t, uN)
T2‖g‖∞
π2
+ 1

‖uN‖2
dt = TF(ς(N)T , uN(ς(N)T ))
T2‖g‖∞
π2
+ 1

‖uN‖2
. (3.15)
Obviously, F(ς(N)T , ‖uN‖) ≥ M‖uN‖2 and F(ς(N)T , ‖uN‖) is a fixed positive number. So there exists C6(N) > 0 such that
TF(ς(N)T , uN(ς(N)T )) = C6(N)F(ς(N)T , ‖uN‖).
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For each n > N , there exists C6(n) > 0 to satisfy the similar equations. So, we let C∗ = infN≤n≤N∗{C6(n)} > 0, n ∈ N,N∗
(large enough). Hence, by (3.15), one has
TF(ς(N)T , un(ς(N)T ))
T2‖g‖∞
π2
+ 1

‖uN‖2
≥ C
∗M‖uN‖2
T2‖g‖∞
π2
+ 1

‖uN‖2
.
We let M = 2

T2‖g‖∞
π2
+1

C∗ and choose N such that
∑p
j=1 ajC5‖un‖H10 (0,T )
+bj(C5‖un‖H10 (0,T )
)
γj+1
‖un‖2
H10 (0,T )
becomes small enough. Thus,
combining with (3.14), we get
φ(uN)
‖uN‖2H10 (0,T )
≤ −3
2
.
Since ∀M∗ > 0, there exists N1 > 0 such that ‖un‖2H10 (0,T ) > M
∗ for n > N1, and we choose N > N1, so φ(un) < −M∗ for
n > N .
A contradiction with the boundedness of φ(un). Since H10 (0, T ) is a reflexive Banach space, there exists a subsequence,
denoted again by {un} for simplicity, and u0 ∈ H10 (0, T ) such that un ⇀ u0 in H10 (0, T ); then, by the Sobolev embedding
theorem, we get un → u0 in C([0, T ]), un → u0 in L2([0, T ]). So
∫ T
0
(f (t, un)− f (t, u))(un − u)dt → 0,
p−
j=1
(Ij(un(tj))− Ij(u(tj)))(un(tj)− u(tj))→ 0,
(φ′(un)− φ′(u))(un − u)→ 0 as n →∞
(3.16)
by (3.8), we have
(φ′(un)− φ′(u))(un − u) =
∫ T
0
u′n(u
′
n − u′)dt +
∫ T
0
f (t, un)(un − u)dt
+
∫ T
0
g(t)un(un − u)dt +
p−
j=1
Ij(un(tj))(un(tj)− u(tj))−
∫ T
0
u′(u′n − u′)dt
+
∫ T
0
f (t, u)(un − u)dt +
∫ T
0
g(t)u(un − u)dt +
p−
j=1
Ij(u(tj))(un(tj)− u(tj))
= ‖un − u‖2H10 (0,T ) +
p−
j=1
Ij((un(tj))− (u(tj)))(un(tj)− u(tj))
+
∫ T
0
(f (t, un)− f (t, u))(un − u)dt. (3.17)
By (3.16), (3.17) and un → u0 in L2([0, T ]), we have ‖un − u‖2H10 (0,T ) → 0 as n → +∞. That is, {un} strongly converges to u
in H10 (0, T ), which means that the (PS) condition holds for φ. 
Next, we give the proof of Theorem 1.2.
Proof. By Lemma 3.5, we know the functional φ satisfies Palais–Smale condition. Obviously, φ(0) = 0. By (S1) and f (t, u)
is odd in u, we know
φ(u) = 1
2
‖u‖2
H10 (0,T )
+
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt
is an even functional. By (S4), for any ε > 0, there exists δ(ε) > 0 such that
F(t, u) ≤ ε|u|2, ∀t ∈ [0, T ], |u|2 ≤ δ.
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So, for any u ∈ H10 (0, T ), |u|2 ≤ δ, we have
φ(u) ≥ 1
2
‖u‖2
H10 (0,T )
−
∫ T
0
F(t, u)dt
≥ 1
2
‖u‖2
H10 (0,T )
− εT |u|2
≥ 1
2
‖u‖2
H10 (0,T )
− εT‖u‖2∞
≥ 1
2
‖u‖2
H10 (0,T )
− εTC25‖u‖2H10 (0,T )
= 1
4
‖u‖2
H10 (0,T )
,
where we let ε = 1
4TC25
. Obviously, we let ρ =
√
δ(ε)
C5
such that
Bρ ⊂ φ(0)(φ(0) = {x ∈ E|φ(x) ≥ 0}),
and
φ(x) ≥ 1
4
ρ2, ∀u ∈ Sρ .
For each finite dimensional space E0 ∈ E, the set φ(0) ∩ E0 is bounded. If not, there exists at least a sequence {un ∈ φ(0) ∩ E0}
such that
‖un‖2H10 (0,T ) →+∞, n →∞,
and
φ(un) = 12‖un‖
2
H10 (0,T )
+
p−
j=1
∫ un(tj)
0
Ij(s)ds−
∫ T
0
F(t, un)dt ≥ 0.
The above equation implies
1
2
‖un‖2H10 (0,T ) +
p−
j=1
∫ un(tj)
0
Ij(s)ds ≥
∫ T
0
F(t, un)dt. (3.18)
Dividing both sides of (3.18) by ‖un‖2H10 (0,T ), we get
1
2
+
p∑
j=1
 un(tj)
0 Ij(s)ds
‖un‖2H10 (0,T )
≥
∫ T
0
F(t, un)
‖un‖2H10 (0,T )
dt. (3.19)
Similar to the proof of the boundedness of {un} in Lemma 3.5 and by (S2), (S3), we get
1
2
≥
∫ T
0
F(t, un)
‖un‖2H10 (0,T )
dt ≥ 2, n →∞,
which gives a contradiction. Therefore, the set φ(0) ∩ E0 is bounded. Hence, by Theorem 2.2, φ has infinitely many critical
points. Consequently, we obtain infinitely many solutions. 
At last, we give the proof of Theorem 1.3.
Proof. Since the proof of Theorem 1.2, we know φ(0) = 0 and φ(u) is an even functional. We will show that φ satisfies the
Palais–Smale condition. As in the proof of Lemma 3.5, by (J2), (J3) and Lemma 3.4, we have
φ(un)
‖un‖2H10 (0,T )
≤ 1
2
+
p∑
j=1
(ajC5‖un‖H10 (0,T ) + bj(C5‖un‖H10 (0,T ))γj+1)+
 T
0 G(t, un)dt
‖un‖2H10 (0,T )
−
∫ T
0
ζ |un|2
2

T2‖g‖∞
π2
+ 1

‖un‖2
dt, (3.20)
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and there exists N0 − 1 > 0 such that
p∑
j=1
(ajC5‖un‖H10 (0,T ) + bj(C5‖un‖H10 (0,T ))γj+1)+
 T
0 G(t, un)dt
‖un‖2H10 (0,T )
becomes small enough for n ≥ N0. For each positive index n, there exists C7(n) > 0 such that∫ T
0
ζ |un|2dt ≥ C7(n)
∫ T
0
ζ |u′n|2dt, (3.21)
we let C∗7 = infN ′≥n≥N0(C7(n)), n ∈ N,N ′ (large enough) and by (3.21), we can get∫ T
0
ζ |uN0 |2dt ≥ ζC∗7 ‖uN0‖2, (3.22)
by (J3), (3.22), then (3.20) implies
φ(uN0)
‖uN0‖2H10 (0,T )
≤ 1
2
− ζC
∗
7
2

T2‖g‖∞
π2
+ 1
 ≤ −1
2
.
Since ∀M ′ > 0, there exists N2 > 0 such that ‖un‖2H10 (0,T ) > 2M
′ for n > N2. So we choose N0 > N2, then φ(un) < −M ′ for
n > N0.
A contradiction with the boundedness of φ(un). So by the proof of Lemma 3.5, we obtain {un} is bounded in E. In the
following, the proof of P.S.condition is the same as that in Lemma 3.5, and we omit it here.
By (J1), (J3) and Lemma 3.4, we get
φ(u) = 1
2
‖u‖2
H10 (0,T )
+
p−
j=1
∫ u(tj)
0
Ij(s)ds−
∫ T
0
F(t, u)dt
≥ 1
2
‖u‖2
H10 (0,T )
−
∫ T
0
F(t, u)dt
= 1
2
‖u‖2
H10 (0,T )
−
∫ T
0

ζ |u|2
2
− G(t, u)

dt
≥
∫ T
0

ζ |u|ν
2
− ζ |u|
2
2

dt + 1
2
‖u‖2
H10 (0,T )
≥
∫ T
0

ζ |u|2
2
− ζ |u|
2
2

dt + 1
2
‖u‖2
H10 (0,T )
= 1
2
‖u‖2
H10 (0,T )
≥ 0, ∀u ∈ Bξ ,
which we let ξ ∈

0, 1C5

. So we know Bξ ⊂ φ(0), and
φ(u) ≥ 1
2
ξ 2, ∀u ∈ Sξ .
For each finite dimensional space E0 ∈ E, the set φ(0) ∩ E0 is bounded. If not, there exists at least a sequence {un ∈ φ(0) ∩ E0}
such that
‖un‖2H10 (0,T ) →+∞, n →∞,
and
φ(un) = 12‖un‖
2
H10 (0,T )
+
p−
j=1
∫ un(tj)
0
Ij(s)ds−
∫ T
0
F(t, un)dt ≥ 0.
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The above equation implies
1
2
‖un‖2H10 (0,T ) +
p−
j=1
∫ un(tj)
0
Ij(s)ds ≥
∫ T
0
F(t, un)dt
=
∫ T
0
ζ |un|2
2
− G(t, un)dt.
By (J2), (J3), (3.10), (3.22), and we let n = N0, then
1
2
‖un‖2H10 (0,T ) +
p−
j=1
∫ un(tj)
0
Ij(s)ds+
∫ T
0
G(t, un)dt ≥
∫ T
0
ζ |un|2
2
dt ≥ ζC
∗
7
2
‖un‖2
≥ ζC
∗
7
2
· π
2
(T 2‖g‖∞ + π2)‖un‖
2
H10 (0,T )
.
Dividing both sides of the above Inequality by ‖un‖2H10 (0,T ), we obtain
1
2
≥ ζC
∗
7
2
· π
2
(T 2‖g‖∞ + π2) ≥ 1,
which gives a contradiction. Therefore, the set φ(0) ∩ E0 is bounded. Hence, by Theorem 2.2, φ has infinitely many critical
points. Consequently, we obtain infinitely many solutions. 
4. Examples
In order to illustrate our results, we give two examples.
Example 4.1. We consider the following problem:−u′′(t)+ g(t)u(t) = f (t, u), a.e. t ∈ [0, 1],
∆(u′(tj)) = Ij(u(tj)), j = 1, 2, . . . , 5
u(0) = u(1) = 0,
(4.1)
where g(t) = t − 12 , Ij(u) =
e
− u2 , u > 1,
e−
1
2 u, − 1 ≤ u ≤ 1,
−e u2 , u ≤ −1.
, and
f (t, u) = 4u3(sin u−13 )2 − 2
3
u
8
3 sin 2u
−1
3 , j = 1, 2, . . . , 5.
Obviously, f (t, u) and Ij(u) are odd in u. By simple calculations, all conditions in Theorem 1.2 are satisfied. So problem (4.1)
has infinitely many solutions.
Example 4.2. Considering the following problem:−u′′(t)+ g(t)u(t) = f (t, u), a.e. t ∈ [0, 1],
∆(u′(tj)) = Ij(u(tj)), j = 1, 2
u(0) = u(1) = 0,
(4.2)
where F(t, u) =

2
C25
+ 30
C∗7π2

|u|2+

4
C25
+ 30C∗7

|u| 12 , Ij(u) = u 13 , and g(t) = t− 12 . Obviously, F(t, u) is even in u and Ij(u)
are odd in u, j = 1, 2. G(t, u) =

4
C25
+ 30C∗7

|u| 12 satisfies G(t, 0) = 0. In addition, by simple calculations, other conditions
in Theorem 1.3 are satisfied. Therefore, applying Theorem 1.3, problem (4.2) has infinitely many solutions.
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