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1 Introduction
The continued fraction expansion gives a one-to-one correspondence between irrational numbers and
sequences of natural numbers. This correspondence shows some properties of irrational numbers in
terms of the sequences that represents them, for example, bounded sequences represent irrational
numbers that satisfy a Diophantine condition, and eventually periodic sequences represent exactly
the quadratic algebraic irrational numbers. An age old question, the Hermite Problem, asks whether
or not there exists a characterization of the sequences that represent algebraic numbers of higher
degree or if there is another correspondence between irrational numbers and sequences of symbols
for which periodic sequences represent algebraic numbers of a given degree.
A dynamical way of approaching these questions is to study the dynamical systems with the
real numbers as the base space which admit a conjugation to a symbolic system. Each system
gives us a correspondence between a set of numbers and the sequences of symbols of the associated
shift space. For example, the binary expansion of real numbers can be retrieved from the map
x 7→ 2x mod 1. The classical Gauss Map is a piecewise continuous map from the unit interval to
itself. From this map we retrieve the continued fraction expansion of irrational numbers and its
dynamical properties give information about some arithmetic and algebraic properties of irrational
numbers. In this notes we will explore some generalizations of the Gauss Map to higher dimensions
and pose some questions and conjectures about the arithmetic/algebraic information that these
maps may carry.
For the construction of this generalizations we will be using the projective spaces PnR = R
n+1/R∗
and the homogeneous coordinate notation. A point v ∈ PnR corresponds to a straight line going
through the origin in Rn+1 and it will be denoted as
v =


x1
...
xn+1

 .
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We will also be using —mostly in an implicit way— the canonical chart Rn →֒ PnR, given by
(x1, ..., xn) 7→


x1
...
xn
1


and the projection 

x1
...
xn+1

 7→
(
x1
xn+1
, ...,
xn
xn+1
)
if xn+1 6= 0
For the maps in this notes, a simplex will be taking the place of the unit interval. We will
denote a n-dimensional simplex in PnR as a (n + 1) × (n + 1) matrix in brackets, with the column
vectors of the matrix representing the vertices of the simplex in homogeneous coordinates.
The maps we will consider are piecewise linear in the sense that there is a countable partition
of the base simplex in sub-simplexes and a matching family of (n + 1) × (n + 1) matrices. These
maps act on a point by multiplying the matrix that corresponds to the sub-simplex containing the
point. Note that these maps are linear in Rn+1 but not necessarily when projected to PnR.
Since some of the properties we are studying are shared by whole orbits, we can consider the
group generated by the defining matrices of one of these piecewise linear maps and take orbits of
the action of this group. Note that two points belong to the same orbit for the piecewise linear
map if there is an element of the associated group taking one into the other.
2 Continued Fractions and the Gauss Map
Consider the following matrices and simplex
A =
(
1 0
−1 1
)
, B =
( −1 1
1 0
)
, V =
[
0 1
1 1
]
.
Note that A,B ∈ SL(2,Z) and the simplex represented by V is the unit interval. The classic Farey
Map F : V → V is given in homogeneous coordinates as
F (v) =
{
Av if v ∈ A−1V
Bv if v ∈ B−1V ,
and when projected to R it takes the form
F (x) =
{
x/(1− x) if 0 ≤ x ≤ 12
(1− x)/x if 12 ≤ x ≤ 1
.
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Note that V = A−1V ∪ B−1V and this sub-simplexes are the intervals [0, 1/2] and [1/2, 1] respec-
tively.
Consider the first return map to the simplex B−1V : For a point v ∈ V let kv be the least
non-negative integer such that F kv(v) ∈ B−1V . For example, if v ∈ B−1V then kv = 0, on the
other hand, if v /∈ B−1V then kB(v) > 0 and F acts on v as multiplication by A. The first return
map is defined as
G(v) =


BAkvv if v 6=
[
0
1
]
[
0
1
]
if v =
[
0
1
] .
This map G is defined piecewise on (0, 1] because the only fixed point of A in V is zero, and A is
expanding on (0, 1/2]. We can retrieve the domains of definition of G in a similar way as for the
Farey Map. For n ≥ 1 let An = BAn−1, then the set of points that take n − 1 iterations of F to
get to the simplex B−1V are in the simplex An = A
−1
n V . Note that for all n ∈ Z
An =
(
1 0
−n 1
)
,
and that gives an expression for the simplexes An
An = A
1−nB−1V =
(
1 0
n− 1 1
)[
1 1
1 2
]
=
[
1 1
n n+ 1
]
,
and for the matrices An
An =
( −1 1
1 0
)(
1 0
1− n 1
)
=
( −n 1
1 0
)
.
The map G can be written as
G(v) =


Anv if v ∈ An[
0
1
]
if v =
[
0
1
]
.
and when projected to R, the map G takes the form of the classic Gauss Map
G(x) =
{
1
x
− n if 1
n+1 < x ≤ 1n
0 if x = 0
or G(x) =
{
1
x
mod 1 if x 6= 0
0 if x = 0
.
In the Figure 1 we have the graphs of the Farey and Gauss map when projected to the unit
interval. Note that some of the domains share an end point and the corresponding transformations
do not match in this common point, so it is necessary to take the usual convention An = (1/(n +
3
F (x)
x x
G(x)
Figure 1: Graphs of the Farey Map and the Gauss Map
1), 1/n] in order to get the preferred expression in continued fractions for the rational numbers (the
one that doesn’t end with the symbol A1). Note that with this convention there are no preimages
of 1.
Recall that irrational numbers have unique expressions as regular continued fractions and ra-
tional numbers have two possible expressions and both are finite:
[a0 : a1, a2, ...] = a0 +
1
a1 +
1
a2 +
1
.. .
and [a0 : a1, ..., an] = [a0 : a1, ..., an − 1, 1].
The action of the Gauss Map on the continued fraction expansion is the shift, i.e. G([0 : a1, a2, ...]) =
[0 : a2, ...]
Now we review some properties of the Gauss Map and the continued fractions using our notation.
Let’s begin with the associated group.
Fun Fact 1. The group generated by the matrices A and B is SL(2,Z).
Proof. It is known that SL(2,Z) is generated by the matrices
S =
(
0 −1
1 0
)
T =
(
1 1
0 1
)
and since we can write these matrices as T = BA−1B−1 and S = (TAT )−1 we have that
〈A,B〉 = 〈S, T 〉 = SL(2,Z).
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By a similar argument we have that 〈{An : n ≥ 1}〉 = SL(2,Z). Even though the action of G
(and F ) is defined only in the simplex V , the action of SL(2,Z) is defined on all P1R. In this case,
the simplex V represents all real numbers up to integral part and the action of SL(2,Z) relates
every real number with its fractional part: Let α ∈ R and n0 ∈ Z such that n0 ≤ α < n0 + 1. We
have that (
1 −n0
0 1
)
∈ SL(2,Z) and
(
1 −n0
0 1
)[
α
1
]
=
[
α− n0
1
]
∈ V.
Fun Fact 2. For the map G all rational points are preimages of zero.
Proof. A rational number p/q ∈ [0, 1] is represented in homogeneous coordinates by a vector with
integer entries
v =
[
p
q
]
.
Suppose GCD(p, q) = 1, then there exists a, b ∈ Z such that ap+ bq = 1. Consider the matrix
M =
(
b p
−a q
)
.
We have that M ∈ SL(2,Z) by the previous condition and also
M
[
0
1
]
= v
so v and 0 are in the same orbit for G.
Consider the simplex V embedded in R2 as the convex hull of the points (0, 1) and (1, 1). For a
number α ∈ [0, 1] let v be the straight line in R2 going through the origin and the point (α, 1), this
is the corresponding point in P1R. When α ∈ Q the line v passes through infinitely many points
in Z2, with the closest to the origin having as coordinates the numerator and denominator of α in
lowest terms. When α is irrational the line v does not intersect Z2.
For any irrational number α there is an approximation by rational numbers given by the con-
tinued fractions, the convergents: for α = [0 : a1, a2, ...] the n-th convergent is the rational number
pn
qn
= [0 : a1, ..., an]. This approximation is the best in the sense that if any rational number a/b
is closer to α than a convergent pn/qn, then b > qn. We will state this property in terms of
approximating simplexes. For each n ≥ 1 let Iv,n =
(
A−1a1 A
−1
a2
· · ·A−1an
)
. The point v is in the
simplex In(v) = Iα,nV . We have by construction that In+1(v) ⊂ In(v) and by the uniqueness of
the continued fractions v =
⋂
n≥1 In(v). We call the sequence In(v) the approximating simplexes
of v.
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Fun Fact 3. The matrices Iv,n satisfy
Iv,n =
(
pn−1 pn
qn−1 qn
)
.
Proof. For any irrational number α = [0 : a1, a2, ...] the 0-th convergent is zero and the 1-st
convergent is 1/a1, so for the case n = 1 we have
Iv,1 = A
−1
a1
=
(
0 1
1 a1
)
=
(
p0 p1
q0 q1
)
.
Now suppose the claim is valid for n− 1, we can write Iv,n = Iα,n−1A−1an and we have that
Iv,n =
(
pn−2 pn−1
qn−2 qn−1
)(
0 1
1 an
)
=
(
pn−1 anpn−1 + pn−2
qn−1 anqn−1 + qn−2
)
=
(
pn−1 pn
qn−1 qn
)
,
with the last equality given by the recurrence of the convergents, see [5].
Corollary 1. The approximating simplexes are of the form
In(v) =
[
pn pn + pn−1
qn qn + qn−1
]
,
i.e. the columns of In(v) are the n-th convergent and the mediant
1 of the n-th and the (n − 1)-th
convergents in homogeneous coordinates.
Corollary 2 (Twisted nesting). For consecutive convergents we have either
pn
qn
<
pn + pn+1
qn + qn+1
< α <
pn+1
qn+1
<
pn + pn−1
qn + qn−1
or
pn
qn
>
pn + pn+1
qn + qn+1
> α >
pn+1
qn+1
>
pn + pn−1
qn + qn−1
.
We get the last corollary from the facts In+1(v) ⊂ In(v) and det Iv,n = (−1)n.
For each of the approximating simplexes In(v) consider the triangle in R
2 with vertices in the
origin and the two points in Z2 which give the end points of In(v), i.e. (pn, qn) and (pn+pn−1, qn+
qn−1). Suppose there is a point of Z
2 inside this triangle, that would mean there is a straight line
passing through such point, and that line would correspond to a rational number closer to α than
the convergent pn/qn. Moreover, being inside the triangle would imply that the denominator of
such rational number is smaller than the denominator of the convergents, which would imply this
number approximates α better than the convergents.
Fun Fact 4 (Best approximations). For all irrational numbers and any approximating simplex the
related triangle does not contain points of Z2 other than its vertices.
1The mediant of two rational numbers a/b, c/d is (a+ c)/(b + d).
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Proof. This is a direct result of Pick’s Theorem which states that the area of a polygon with vertices
in Z2 is exactly
Area = ι+
κ
2
− 1,
where ι is the number of interior integral points and κ is the number of boundary integral points.
If the polygon is a triangle with area 1/2 there are at least three boundary points (the vertices)
and Pick’s Theorem gives that
1
2
= ι+
κ′ + 3
2
− 1 =⇒ κ
′
2
+ ι = 0.
In other words, the number of interior integral points and non-vertex boundary integral points is
zero.
The approximating simplexes are all of the form MV with M ∈ SL(2,Z). The triangle with
vertices in the origin and the end points of V has area 1/2 and its only integral points are boundary
points: (0, 0), (0, 1) and (1, 1). Since SL(2,Z) preserves the area of these triangles, none of this
triangles contain integral points other than its vertices.
∗ ∗ ∗
Fun Fact 5 (Rate of convergence). For any irrational number α the sequence of convergents
satisfies
1
2q2n+1
<
1
qn(qn + qn+1)
<
∣∣∣∣α− pnqn
∣∣∣∣ < 1qnqn+1 <
1
q2n
Proof. We get the first and last inequalities from the sequence qn being increasing. Let v =
[
α
1
]
.
Recall that for all n > 0 the number α lies between the n-th and (n+ 1)-th convergents, i.e.∣∣∣∣α− pnqn
∣∣∣∣ <
∣∣∣∣pn+1qn+1 −
pn
qn
∣∣∣∣ .
Now, |det In+1(v)| = |pn+1qn − pnqn+1| = 1, and this implies that∣∣∣∣pn+1qn+1 −
pn
qn
∣∣∣∣ = 1qnqn+1 .
Finally, from the twisted nesting In+1(v) ⊂ In(v) we have that∣∣∣∣α− pnqn
∣∣∣∣ >
∣∣∣∣pn+1 + pnqn+1 + qn −
pn
qn
∣∣∣∣ = |det In+1(v)|qn(qn + qn+1) .
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Now consider the periodic points of G. Let v ∈ V be a non-rational point and k > 0 be an
integer such that v = Gk(v). There is a matrix M ∈ SL(2,Z) satisfying Mv = v, in other words,
v is an eigenvector of M . This equation can be written as(
a b
c d
)[
x
1
]
=
[
ax+ b
cx+ d
]
=
[
x
1
]
,
and this implies that x is a root of a quadratic polynomial with integer coefficients:
ax+ b
cx+ d
= x =⇒ cx2 − ax+ dx− b = 0.
Fun Fact 6. Let 0 < x < 1 be a quadratic algebraic number. The point
[
x
1
]
is eventually periodic.
Proof. Let x = [0 : a1, a2, ...] be an irrational such that ax
2 + bx+ c = 0 for some a, b, c ∈ Z, and
v =
[
x
1
]
. Note that
(
x 1
)( a b/2
b/2 c
)(
x
1
)
= 0.
We will show that the set {Gk(v) : k ≥ 0} is finite and therefore v is eventually periodic.
For each k, let xk = [0 : ak, ak+1, ...], then
Gk(v) =
[
xk
1
]
= Aak · · ·Aa1
[
x
1
]
,
A−1a1 · · ·A−1ak
[
xk
1
]
=
(
pk−1 pk
qk−1 qk
)[
xk
1
]
=
[
x
1
]
.
Substituting in the quadratic equation we get that xk must satisfy the following:
(
xk 1
)( pk−1 qk−1
pk qk
)(
a b/2
b/2 c
)(
pk−1 pk
qk−1 qk
)(
xk
1
)
= 0,
(
xk 1
)( ap2
k−1
+ bpk−1qk−1 + cq
2
k−1
apkpk−1 +
b
2
(pkqk−1 + qkpk−1) + cqkqk−1
apkpk−1 +
b
2
(pkqk−1 + qkpk−1) + cqkqk−1 ap
2
k
+ bpkqk + cq
2
k
)(
xk
1
)
= 0.
As we will see, the coefficients of the resulting quadratic equation take finitely many different
values, which implies that the numbers xk are roots of finitely many quadratic polynomials and
therefore xk takes finitely many different values.
For each convergent we have that ∣∣∣∣pkqk − x
∣∣∣∣ < 1q2k .
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So we can find numbers |εk| < 1 such that
x =
pk
qk
+
εk
q2k
.
Denote the coefficients of the resulting quadratic equation as
a˜ = ap2k−1 + bpk−1qk−1 + cq
2
k−1,
b˜/2 = apkpk−1 +
b
2
(pkqk−1 + qkpk−1) + cqkqk−1,
c˜ = ap2k + bpkqk + cq
2
k.
For c˜ we have that
c˜
q2k
= a
(
pk
qk
)2
+ b
(
pk
qk
)
+ c = a
(
x− εk
q2k
)2
+ b
(
x− εk
q2k
)
+ c,
c˜ = a
ε2k
q2k
− (2ax+ b)εk,
|c˜| ≤ |a|+ |2ax+ b|.
And c˜ can only take finitely many different values; for a˜ the proof is the same. Note that
det
(
a b/2
b/2 c
)
= det
(
a˜ b˜/2
b˜/2 c˜
)
,
since the matrices of the convergents are in SL(2,Z). Therefore b˜ also takes finitely many different
values.
∗ ∗ ∗
Some dynamical properties of the Gauss Map reflect arithmetic properties of irrational numbers.
The arithmetic property we recall is the notion of Irrationality Measure. For a given irrational
number α, let D ⊂ R+ be the set of numbers γ such that there are only finitely many rational
numbers p/q satisfying the inequality ∣∣∣∣α− pq
∣∣∣∣ ≤ 1q2+γ .
Note that if γ ∈ D then [γ,∞) ⊆ D. The irrationality measure of α is defined as
µ(α) = inf
γ∈D
γ,
setting µ(α) =∞ when D is empty.
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The dynamical quantity related to the Irrationality Measure is the upper Lyapunov Exponent
for the Gauss Map. For an irrational number α ∈ [0, 1] the upper Lyapunov exponent is defined as
λ+(α) = lim sup
n→∞
1
n
log
∣∣(Gn)′(α)∣∣ = lim sup
n→∞
1
n
n−1∑
j=0
log
∣∣G′(Gj(α))∣∣ ,
with the equivalent expressions
λ+(α) = − lim sup
n→∞
1
n
log
∣∣∣∣α− pnqn
∣∣∣∣ = lim sup
n→∞
2
n
log qn.
Fun Fact 7. If λ+(α) <∞ then µ(α) = 0.
The relation between arithmetics and dynamics comes from the fact that the number λ+(α)/2
is an upper bound for the exponential growth rate of the sequence qn. It is known that irrational
numbers of bounded type, i.e. numbers whose continued fraction expansion has bounded coeffi-
cients, have irrationality measure zero. We also get the following dynamical fact. For more details
on these subjects see, for example, [4] and [8].
Fun Fact 8. If α is of bounded type then λ+(α) <∞.
The result known as the Thue-Siegel-Roth Theorem states that any algebraic irrational number
has Irrationality Measure zero. There is no algebraic irrational number of degree ≥ 3 for which its
continued fraction expansion can be described completely, it is not even known if they are examples
of bounded type.
Question 1. Do algebraic irrational numbers have finite upper Lyapunov Exponent for the Gauss
Map?
Let α ∈ R be irrational and pn/qn → α be the approximation by convergents of the continued
fractions. Suppose an/bn → α is an approximation such that∣∣∣∣α− anbn
∣∣∣∣ ≤
∣∣∣∣α− pnqn
∣∣∣∣
for all n. Since the approximation by convergents is the best, we have that bn ≥ qn for all n. If the
quantity
lim sup
n→∞
1
n
log bn
is finite, then we can bound
λ+(α) = lim sup
n→∞
2
n
log qn ≤ lim sup
n→∞
2
n
log bn <∞.
Hopefully, the generalization of the Gauss Map in the following sections will give such approxima-
tions for α algebraic irrational.
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3 The Multidimensional Mo¨nkemeyer Map
In [7] the multidimensional Mo¨nkemeyer Map is constructed as a generalization of the Farey Map
and it gives rise to a dynamical construction of the corresponding generalized Question Mark
Function, which conjugates the multidimensional Mo¨nkemeyer Map to a multidimensional Tent
Map. We follow that construction. Consider the following matrices and simplex
A =


1 0 0 · · · 0 0 0
1 0 0 · · · 0 −1 0
0 1 0 · · · 0 −1 0
...
...
...
. . .
...
...
...
0 0 0 · · · 0 −1 0
0 0 0 · · · 1 −1 0
0 0 0 · · · 0 −1 1


B =


0 0 0 · · · 0 −1 1
1 0 0 · · · 0 −1 0
0 1 0 · · · 0 −1 0
...
...
...
. . .
...
...
...
0 0 0 · · · 0 −1 0
0 0 0 · · · 1 −1 0
1 0 0 · · · 0 0 0


V =


0 1 1 · · · 1 1 1
0 0 1 · · · 1 1 1
0 0 0 · · · 1 1 1
...
...
...
. . .
...
...
...
0 0 0 · · · 0 1 1
0 0 0 · · · 0 0 1
1 1 1 · · · 1 1 1


The multidimensional Mo¨nkemeyer Map is given as
M(v) =
{
Av if v ∈ A−1V
Bv if v ∈ B−1V
We will consider again the first return map to the simplex B−1V and call that a Multidimen-
sional Gauss Map. In the following sections we will explore the cases n = 2, 3, and leave the general
case for later. In this setting, the group generated by the matrices A and B will play the role of
SL(2,Z). We will refer to this group as the n-th Mo¨nkemeyer Group Mn. From the previous
section we have M1 = SL(2,Z) and from the definition we have that Mn ⊆ SL(n+ 1,Z).
4 The 2-dimensional case
The multidimensional version of continued fractions as a dynamical system on a triangle has many
different instances, see for example [1], [2] and [3].
Consider the following matrices and simplex
A =

 1 0 01 −1 0
0 −1 1

 , B =

 0 −1 11 −1 0
1 0 0

 , V =

 0 1 10 0 1
1 1 1

 .
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Note that A,B ∈ SL(3,Z) and the simplex represented by V consists of all ordered pairs of numbers
in the unit interval, i.e.
V =



 xy
1

 ∈ P2R : 0 ≤ y ≤ x ≤ 1

 .
The Mo¨nkemeyer Map M : V → V is given in homogeneous coordinates as
M(v) =
{
Av if v ∈ A−1V
Bv if v ∈ B−1V ,
and when projected to R2 it takes the form
M(x, y) =


(
x
1− y ,
x− y
1− y
)
if x+ y ≤ 1
(
1− y
x
,
x− y
x
)
if x+ y ≥ 1
.
Note that V = A−1V ∪B−1V and this sub-simplexes are the following triangles (See Figure 2)
A−1V =

 0 1 10 1 0
1 2 1

 B−1V =

 1 1 11 1 0
1 2 1

 .
Consider again the first return map to the simplex B−1V : For a point v ∈ V let kv be the least
non-negative integer such that F kv(v) ∈ B−1V . The first return map is defined as
G(v) =
{
BAkvv if v 6= 0
0 if v = 0
, where 0 =

 00
1

 .
Again, the matrix A fixes 0 and any other point in A−1V is eventually mapped into B−1V , so the
map G is defined piecewise on V . We can retrieve the domains of definition of G in the same way as
in the 1-dimensional case, but we don’t have the direct formula for the powers of A. Nonetheless,
note that for all n ∈ Z
A2n =

 1 0 00 1 0
−n 0 1

 ,
For n ≥ 1 let An = BA2n−1 and Bn = BA2n−2. We have that
An = BA
−1A2n =

 −n 0 10 1 0
1 0 0

 ,
12

 00
1



 11
1



 10
1



 11
2


A−1V
B−1V
Figure 2: Partition of the base simplex for the 2-dimensional Mo¨nkemeyer Map
Bn = BA
2(n−1) =

 1− n −1 11 −1 0
1 0 0

 .
The set of points that take 2n − 1 iterations of M to get to the simplex B−1V are in the simplex
An = A
−1
n V and the set of points that take 2n− 2 iterations of M to get to the simplex B−1V are
in the simplex Bn = B
−1
n V . These simplexes are of the form: (See Figure 3)
An = A
−1
n V =

 0 0 10 1 0
1 0 n

V =

 1 1 10 0 1
n n+ 1 n+ 1

 ,
Bn = B
−1
n V =

 0 0 10 −1 1
1 −1 n

V =

 1 1 11 1 0
n n+ 1 n

 .
The map G can be written as
G(v) =


Anv if v ∈ An
Bnv if v ∈ Bn
0 if v = 0
.
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
 00
1



 11
1



 10
1


 10
2



 10
3



 11
2


 11
3


A1
A2
B1
B2
Figure 3: Partition of the base simplex for the 2-dimensional Gauss Map
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and when projected to R2, the map G takes the form
G(x, y) =


(
1
x
− n, y
x
)
on An
(
1− y
x
− n+ 1, x− y
x
)
on Bn
(0, 0) if (x, y) = (0, 0)
and it can be reduced to a formula more similar to the 1-dimensional Gauss Map
G(x, y) =


(
1
x
mod 1,
y
x
)
on An
(
1− y
x
mod 1, 1 − y
x
)
on Bn
(0, 0) if (x, y) = (0, 0)
.
∗ ∗ ∗
Fun Fact 9. Points of the triangle with rational coordinates are preimages of zero.
Proof. A point with rational coordinates is represented projectively by a point r ∈ V with integer
entries, namely
r =

 pq
s


and it satisfies the inequalities q ≤ p ≤ s, the first comes from the ordering of the coordinates and
the second from the coordinates being in [0, 1]. The first inequality becomes equality when the
point is in the diagonal edge and the second does it when the point is in the vertical edge.
Suppose r is an interior point of the triangle, then the inequalities are strict. Note that since G
preserves the triangle, it also preserves the inequalities. Also, since the defining matrices An and
Bn are of integer entries, they also keep the entries of r integer, in fact,
G



 pq
s



 =



 s− npq
p

 on An

 s− q + (1− n)pp− q
p

 on Bn
.
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Now suppose that Gk(r) is a interior point for all k ≥ 0. Let {pk}, {qk} and {sk} be the integer
sequences given by
Gk



 pq
s



 =

 pkqk
sk


by the previous statements we have that s0 > p0 = s1 > p1 = s2 > p2 · · · , so the sequences are
strictly decreasing, and therefore converging to zero, which is a contradiction. The lowest sequence
{qk} would be the first to get to zero, meaning that r is mapped to the base of the triangle, where
the sequences are no longer strictly decreasing. In the base of the triangle the dynamics are, when
projected to R2, G(p/s, 0) = (s/p mod 1, 0), i.e. G is the 1-dimensional Gauss Map on the first
coordinate. By a previous result, the rational points are mapped to zero.
The group M2 is generated by the matrices A and B, but it is also generated by the two
infinite families {An} and {Bn}. Note that the family {An} generates a subgroup homomorphic
to SL(2,Z), and the homomorphism is given by
(
a b
c d
)
7→

 a 0 b0 1 0
c 0 d

 .
As in the 1-dimensional case, the simplex V represents all pairs of real numbers, up to integer
parts and ordering. A property that would be desirable for the groupM2 is that any point in P2R is
related to a point in the simplex by the action ofM2. As we have seen, we find a copy of SL(2,Z)
in M2 and it comes with the translations
 1 0 −n0 1 0
0 0 1


which can take away the integral part, but only on the first coordinate. There might be another
subgroup taking care of the ordering of the coordinates.
Question 2. Is there an element in M2 which can permute the first and second coordinates of a
point in P2R?
In the 1-dimensional case the permutation part of the group M1 = SL(2,Z) is trivial (since
1-tuples are trivially ordered) and the inversion and translations generate the whole group.
Conjecture 1. The group Mn might be generated by an inversion (for dynamics), translations
(for no integer parts) and permutations (for ordered pairs).
Question 3. Is M2 the full SL(3,Z)?
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Now consider the edges of the triangle, namely
A =

 0 10 0
1 1

 ,B =

 0 10 1
1 1

 and F =

 1 10 1
1 1

 .
The frontal edge F is contained in the piece B1 and is mapped in reversed order to the edge B, i.e.,
G

 1x
1

 =

 1− x1− x
1

 ,
and when projected it takes the form G(1, x) = (1− x, 1− x).
The base of the triangle, the edge A, is contained in the pieces An and it is mapped to itself as
a 1-dimensional Gauss Map, i.e.,
G

 x0
1

 =

 1− nx0
x

 ,
and when projected it takes the form G(x, 0) = (1/x mod 1, 0).
The diagonal edge B, is contained in the pieces Bn and it is mapped to the edge A as a 1-
dimensional Gauss Map, i.e.,
G

 xx
1

 =

 1− nx0
x

 ,
and when projected it takes the form G(x, x) = (1/x mod 1, 0).
As we have seen, the dynamics on the base of the triangle are the same as the 1-dimensional
case, but there is more to it: Consider the full shift on the alphabet {An,Bn : n ≥ 1}, this is
conjugated to G via itineraries. This conjugation is discussed in [7] in terms of the map M .
As for the 1-dimensional case, in order to pick a preferred itinerary for the preimages of edges
and vertices of the triangle, we will take the convention
An =



 xy
1

 ∈ P2R : 1n+ 1 < x ≤ 1n and 0 ≤ y ≤ 1− nx

 ,
Bn =



 xy
1

 ∈ P2R : 1n+ 1 ≤ x ≤ 1n and 1− nx < y ≤ x

 .
Note that with this convention there are no defined preimages of the frontal edge F.
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Let v ∈ V be a non-rational point with itinerary Xa1 ,Xa2 , ..., where X can be A or B and
ak > 0. Again, for each n ≥ 1 let Iv,n =
(
X−1a1 X
−1
a2
· · ·X−1an
)
, where X is A or B as indicated
by the itinerary. The point v is in the simplex In(v) = Iv,nV . We have by construction that
In+1(v) ⊂ In(v) and by the uniqueness of itineraries (See [7]) that v =
⋂
n≥1 In(v). Again, we call
the sequence In(v) the approximating simplexes of v.
Fun Fact 10. A non-rational point v ∈ V has an itinerary consisting only of symbols of type An
if and only if it is a point in the base of the triangle. Moreover, if the itinerary is Aa1 ,Aa2 , ... then
the irrational number on the first coordinate is given in continued fractions as [0 : a1, a2, ...].
Proof. The second part of the statement follows directly from the previous discussion on the dy-
namics restricted to the base of the triangle. For the first part, note that if a point is in the base
of the triangle then it is in the base of some sub-simplex An and it is mapped again to the base of
the triangle, and therefore its itinerary consists only of An symbols.
Now suppose v has the itinerary Aa1 ,Aa2 , ..., then by previous results the approximating sim-
plexes of v are of the form
In(v) = A
−1
a1
A−1a2 · · ·A−1an V =

 pn−1 0 pn0 1 0
qn−1 0 qn

V =

 pn−1 pn−1 + pn pn−1 + pn0 0 1
qn qn−1 + qn qn−1 + qn

 ,
where pn/qn are the convergents of the irrational number [0 : a1, a2, ...]. This simplexes projected
to R2 are triangles with vertices(
pn
qn
, 0
)
,
(
pn−1 + pn
qn−1 + qn
, 0
)
, and
(
pn−1 + pn
qn−1 + qn
,
1
qn−1 + qn
)
.
When projected to R2, the point v = (x, y) is in all of these triangles. Coordinate-wise, x is
approximated by the convergents pn/qn and y ≤ (qn−1 + qn)−1 → 0. Therefore, (x, y) = ([0 :
a1, a2, ...], 0).
Corollary 3. Points with an itinerary with a tail consisting only of symbols of type An are preim-
ages of the edges of the triangle.
This corollary follows from the conjugation to symbolic dynamics. We can say that the 1-
dimensional Gauss Map lives inside the 2-dimensional one, not just as the restriction to the base
edge of the triangle but also as a sub-shift in the symbolic dynamics.
Question 4. Is there an arithmetic/algebraic relation between the coordinates of a point in the
preimages of the edges?
Let α be an irrational number. Consider the points in the triangle of the form (α, y) that
are eventually mapped to an edge. As we have seen, the endpoints of the preimages of edges are
rational points, so these are segments of straight lines with rational slope and we can express the
y coordinate of such points as y = p
q
α+ r
s
, for some p/q, r/s ∈ Q.
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Conjecture 2. A non-rational point (x, y) is eventually mapped to an edge if there are some
rational numbers p/q, r/s such that y = p
q
x+ r
s
As we have seen, in the base of the triangle we have the 1-dimensional Gauss Map, and for
these points the bases of the approximating simplexes are the corresponding 1-simplexes coming
from the convergents.
Let v be a non rational point and
In(v) =

 pn,1 pn,2 pn,3qn,1 qn,2 qn,3
rn,1 rn,2 rn,3


an approximating simplex. Consider the tetrahedron in R3 with one vertex in the origin and the
other three in the points (pn,i, qn,i, rn,i), for i = 1, 2, 3. Suppose there is a point of Z
3 inside this
tetrahedron, that would mean there is a straight line passing through such point, and that line
would correspond to a rational point closer to v than any vertex of the approximating simplex.
Moreover, being inside this tetrahedron would imply that, when projected to R2, the common
denominator of the coordinates of this point would be smaller than the common denominator of
the vertices, which would imply we can approximate v better with a lower common denominator.
Fun Fact 11 (Best approximations). There are no integral points inside an approximating simplex
other than its vertices.
Proof. Note that the matrices that define the simplexes In(v) are in SL(3,Z). Suppose there is a
point with integer coordinates inside the associated tetrahedron, namely
 ij
k

 .
Since these tetrahedra are convex subsets of R3 there exist three numbers ε1, ε2, ε3 ∈ [0, 1] such
that ε1 + ε2 + ε3 = 1 and 
 pn,1 pn,2 pn,3qn,1 qn,2 qn,3
rn,1 rn,2 rn,3



 ε1ε2
ε3

 =

 ij
k

 .
But In(v)
−1 exists and it also has integer entries so the equation
In(v)
−1

 ij
k

 =

 ε1ε2
ε3


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forces the numbers εi to be integers. The only options are
 ε1ε2
ε3

 =

 10
0

 or

 ε1ε2
ε3

 =

 01
0

 or

 ε1ε2
ε3

 =

 00
1

 .
So the only integral points inside an approximating simplex are its vertices.
∗ ∗ ∗
Consider a periodic point, v = Gk(v), with itinerary Xa1 ,Xa2 , ...Xak . The periodic point equa-
tion implies that v is an eigenvector for the matrix (Xak · · ·Xa2Xa1) = I−1v,n. Let λ be the associated
eigenvalue, by definition λ is an algebraic number of degree at most 3, and from the system of equa-
tions 
I−1
v,n − λ

 1 0 00 1 0
0 0 1





 xy
1

 =

 00
0

 ,
we get that the entries x and y are in the number field Q(λ).
For example, consider the fixed points of G. The eigenpolynomial of the matrix An is (1 −
λ)(λ2 + nλ − 1). The number λ0 = [0 : n] is a root of the second factor, and the associated
eigenvector is 
 λ00
1

 .
The eigenpolynomial of the matrix Bn is λ
3 + nλ2 + (n − 1)λ − 1 and it has one real root
λ ∈ (0, 1). The eigenvector is determined by the system of equations
 1− n− λ −1 11 −1− λ 0
1 0 −λ



 xy
1

 =

 00
0

 ,

 1 0 −λ0 1 − λ1+λ
0 0 λ3 + nλ2 + (n − 1)λ− 1



 xy
1

 =

 00
0

 ,
and we get that x = λ and y = λ1+λ . For example, the point with itinerary [B1] is
 λλ
λ+1
1

 with λ = 1
3

 3
√
25 + 3
√
69
2
+
3
√
25− 3√69
2
− 1


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Conjecture 3. A point in the triangle is eventually periodic if both coordinates are in the same
cubic number field.
Example 1. Consider the number α = 3
√
2−1 with minimal polynomial α3+3α2+3α−1 = 0,
and the point
w =

 αα2
1

 ≈

 0.259920.06755
1

 .
We have that 1/4 < α < 1/3 and α2 < 1− 3α so the point w is in the piece A3. The next point is
G(w) = A3w =

 1− 3αα2
α

 ≈

 0.847320.25992
1

 .
This point is in the piece B1, and we have
G2(w) = B1

 1− 3αα2
α

 =

 α− α21− 3α− α2
1− 3α

 ≈

 0.873430.69324
1

 .
This point is again in the piece B1,
G3(w) = B1

 α− α21− 3α− α2
1− 3α

 =

 α24α− 1
α− α2

 ≈

 0.3512070.206299
1

 .
The next symbol is A2 and we have
G4(w) = A2

 α24α− 1
α− α2

 =

 α− 3α24α− 1
α2

 ≈

 0.8473220.587401
1

 .
This point is again in the piece B1,
G5(w) = B1

 α− 3α24α− 1
α2

 =

 α2 − 4α+ 11− 3α− 3α2
α− 3α2

 ≈

 0.4869450.306756
1

 .
The next symbol is B2,
G6(w) = B2

 α2 − 4α+ 11− 3α2 − 3α
α− 3α2

 =

 −α2 + 8α− 24α2 − α
α2 − 4α+ 1

 ≈

 0.4236610.370039
1

 .
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This point is again in the piece B2 and with a substitution of the minimal polynomial we get,
G7(w) = B2

 −2α2 − 7α+ 24α− 1
α2 + 4α− 1

 =

 3α2 + 7α− 2−2α2 − 11α + 3
−2α2 − 7α+ 2

 ≈

 0.4869440.126567
1

 .
This point is again in the piece B2,
G8(w) = B2

 3α2 + 7α− 2−2α2 − 11α+ 3
−2α2 − 7α + 2

 =

 −3α2 − 3α + 15α2 + 18α − 5
3α2 + 7α− 2

 ≈

 0.7937010.740079
1

 .
The next symbol is B1 and with a substitution of the minimal polynomial we get
G9(w) = B1

 α2−5α2 − 10α + 3
−2α2 − 3α+ 1

 =

 3α2 + 7α− 26α2 + 10α − 3
α2

 ≈

 0.3274800.067558
1

 .
This point is in the piece B3,
G10(w) = B3

 3α2 + 7α− 26α2 + 10α− 3
α2

 =

 −11α2 − 24α+ 7−3α2 − 3α+ 1
3α2 + 7α− 2

 ≈

 0.8473220.793701
1

 .
The next symbol is B1 and with a substitution of the minimal polynomial we get
G11(w) = B1

 7α2 + 10α − 3α2
−2α2 − 3α + 1

 =

 −3α2 − 3α+ 16α2 + 10α − 3
7α2 + 10α − 3

 ≈

 0.2434720.0632835
1

 .
The next symbol is B4 and with a substitution of the minimal polynomial we get
G12(w) = B4

 αα2
α2 + 1

 =

 −3α+ 1−α2 + α
α

 ≈

 0.8473220.740079
1

 .
This point is in the piece B1,
G13(w) = B1

 −3α+ 1−α2 + α
α

 =

 α2α2 − 4α + 1
−3α+ 1

 ≈

 0.3067550.126567
1

 .
The next symbol is B3 and we get G
14(w) = G4(w):
G14(w) = B3

 α2α2 − 4α + 1
−3α+ 1

 =

 α− 3α24α− 1
α2

 ≈

 0.8473220.587401
1

 .
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So the itinerary of the point w is [A3,B1,B1,A2,B1,B2,B2,B2,B1,B3,B1,B4,B1,B3].
The following example shows that being in the same cubic number field does not imply period-
icity.
Example 2. Consider again α = 3
√
2− 1 and the point
w =

 2αα
2

 .
The itinerary of this point begins with [A3,B1,A1,B1, ...].
G(w) = A3

 2αα
2

 =

 2− 6αα
2

 , G2(w) = B1

 2− 6αα
2

 =

 α2− 7α
2− 6α

 ,
G3(w) = A1

 α2− 7α
2− 6α

 =

 2− 7α2− 7α
α

 , G4(w) = B1

 2− 7α2− 7α
α

 =

 8α− 20
2− 7α

 ,
and from that, the itinerary follows the continued fraction expansion of (8α − 2)/(2 − 7α), which
is not periodic.
Conjecture 4. To be a periodic point, the numbers x and y must be in the same cubic number
field and also be linear independent over the rationals.
These examples suggest that the dynamics of G collapse any rational dependence on the co-
ordinates. For a quadratic irrational α, the corresponding number field can be seen as a vector
space over Q generated by α and 1, so any pair of numbers would be rational dependent, and as a
previous conjecture states, the corresponding point would be mapped to the edge of the triangle,
where the 1-dimensional dynamics takes place, eventually becoming periodic. As in the second
example, the numbers are cubic irrationals but they are rational dependent. The dynamics collapse
this dependency and the point is mapped to the edge, but in this case it can not be periodic.
Periodicity in dimension n implies that the coordinates are in the same number field of degree at
most n. An algebraic number of higher degree does not fit as an eigenvalue of a matrix in Mn.
Question 5. Do all cubic irrational numbers in [0, 1] appear as a coordinate of a periodic point of
G?
On [6] each cubic irrational number α is realized as a periodic point of a dynamical system on
the set of pairs of numbers in the cubic number field Q(α).
Question 6. Are the cubic number fields so diverse that a single dynamical system can not give
an affirmative answer to the previous question?
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∗ ∗ ∗
Question 7. Is the rate of growth of the denominators of the approximating simplexes related to
the rate of approximation?
Consider the case of non rational points in the triangle and write the sequence of approximating
simplexes as
In(v) =

 pn,1 pn,2 pn,3qn,1 qn,2 qn,3
rn,1 rn,2 rn,3

 where v =

 xy
1


Suppose there is a m > 0 such that for all n∣∣∣∣x− pn,irn,i
∣∣∣∣+
∣∣∣∣y − qn,irn,i
∣∣∣∣ < 1rmn,i ,
we can get an upper bound for the number m as
γi(n) :=
− log
(∣∣∣x− pn,irn,i
∣∣∣+ ∣∣∣y − qn,irn,i
∣∣∣)
log(rn,i)
> m.
In the Figure 4 are the values of γi(n) for the first 50 approximating simplexes of the fixed point [B1].
Following the intuition from the 1-dimensional case, we would expect this point to be approximated
the slowest, and as the Figure 4 suggests, the value of the bound m would be between 1 and 2.
∗ ∗ ∗
Question 8. Is there a relation between the upper Lyapunov Exponent for the map G and the
exponential growth rate of the denominators in the approximating simplexes?
5 The 3-dimensional case
Once again, consider the matrices and simplex
A =


1 0 0 0
1 0 −1 0
0 1 −1 0
0 0 −1 1

 , B =


0 0 −1 1
1 0 −1 0
0 1 −1 0
1 0 0 0

 , V =


0 1 1 1
0 0 1 1
0 0 0 1
1 1 1 1

 .
Note that A,B ∈ SL(4,Z) and the simplex represented by V consists of all ordered triplets of num-
bers in the unit interval. The Mo¨nkemeyer Map M : V → V is given in homogeneous coordinates
as
M(v) =
{
Av if v ∈ A−1V
Bv if v ∈ B−1V ,
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Figure 4: Graph of the functions γi(n) for the fixed point [B1].
and when projected to R3 it takes the form
M(x, y, z) =


(
x
1− z ,
x− z
1− z ,
y − z
1− z
)
if x+ z ≤ 1
(
1− z
x
,
x− z
x
,
y − z
x
)
if x+ z ≥ 1
.
Note that V = A−1V ∪B−1V and this sub-simplexes are the following tetrahedra (See Figure 5)
A−1V =


0 1 1 1
0 1 0 1
0 1 0 0
1 2 1 1

 B−1V =


1 1 1 1
1 1 0 1
1 1 0 0
1 2 1 1

 .
Again, the matrix A fixes the point
0 =


0
0
0
1


and any other point in A−1V is eventually mapped into B−1V , so the first return map is defined
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

0
0
0
1




1
1
1
1




1
1
0
1




1
0
0
1


A−1V B−1V
Figure 5: Partition of the base simplex for the 3-dimensional Mo¨nkemeyer Map
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piecewise on V . In this case we have that for all n ∈ Z
A3n =


1 0 0 0
0 1 0 0
0 0 1 0
−n 0 0 1

 ,
For n ≥ 1 let An = BA3n−1, Bn = BA3n−2 and Cn = BA3n−3. We have
An = BA
−1A3n =


−n 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0

 , Bn = BA−2A3n =


1− n −1 0 1
1 −1 1 0
1 −1 0 0
1 0 0 0

 ,
Cn = BA
3(n−1) =


1− n 0 −1 1
1 0 −1 0
0 1 −1 0
1 0 0 0

 .
Consider again the simplexes An = A
−1
n V , Bn = B
−1
n V and Cn = C
−1
n V . These simplexes are (See
Figure 6)
An =


1 1 1 1
0 0 1 1
0 0 0 1
n n+ 1 n+ 1 n+ 1

 , Bn =


1 1 1 1
1 1 1 0
0 0 1 0
n n+ 1 n+ 1 n

 .
Cn =


1 1 1 1
1 1 0 1
1 1 0 0
n n+ 1 n n

 .
The map G can be written again as
G(v) =


Anv if v ∈ An
Bnv if v ∈ Bn
Cnv if v ∈ Cn
0 if v = 0
.
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and when projected to R3, the map G takes the form
G(x, y, z) =


(
1
x
− n, y
x
,
z
x
)
on An
(
1− y
x
− n+ 1, x− y + z
x
,
x− y
x
)
on Bn
(
1− z
x
− n+ 1, x− z
x
,
y − z
x
)
on Cn
(0, 0) if (x, y) = (0, 0)
(The formulas can be worked to be independent of n.)
In this case we also get a suspension of SL(2,Z) in M3 < SL(4,Z), generated by the matrices
An and given by (
a b
c d
)
7→


a 0 0 b
0 1 0 0
0 0 1 0
c 0 0 d


Question 9. Is there a subgroup of M3 homomorphic to M2?
∗ ∗ ∗
In order to have a preferred itinerary for the points in the faces and edges of the sub-simplexes
we will take the convention that the tetrahedra An, Bn and Cn do not include the shaded faces
shown in Figure 6.
The base tetrahedron has six edges, namely
A =


0 1
0 0
0 0
1 1

 ,B =


0 1
0 1
0 0
1 1

 ,C =


0 1
0 1
0 1
1 1

 ,
D =


1 1
0 1
0 0
1 1

 ,E =


1 1
0 1
0 1
1 1

 and F =


1 1
1 1
0 1
1 1

 .
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

1
0
0
n+ 1




1
0
0
n




1
1
1
n+ 1




1
1
0
n+ 1


An
.


1
0
0
n




1
1
1
n+ 1




1
1
0
n+ 1




1
1
0
n


Bn


1
0
0
n




1
1
1
n+ 1




1
1
1
n




1
1
0
n


Cn
Figure 6: Partition of the base simplex for the 3-dimensional Gauss Map
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The edge A is contained in the pieces An and it is mapped onto itself as a 1-dimensional Gauss
Map, i.e. 

x
0
0
1

 ∈ A, G


x
0
0
1

 =


1− nx
0
0
x

 where 1n+ 1 < x ≤ 1n,
and projected it takes the form G(x, 0, 0) = (1/x mod 1, 0, 0).
The edge B is contained in the pieces Bn and it is mapped onto the edge A as a 1-dimensional
Gauss Map, i.e. 

x
x
0
1

 ∈ B, G


x
x
0
1

 =


1− nx
0
0
x

 where 1n+ 1 < x ≤ 1n, ,
and projected it takes the form G(x, x, 0) = (1/x mod 1, 0, 0).
The edge C is contained in the pieces Cn and it is mapped onto the edge A as a 1-dimensional
Gauss Map, i.e. 

x
x
x
1

 ∈ C, G


x
x
x
1

 =


1− nx
0
0
x

 where 1n+ 1 < x ≤ 1n, ,
and projected it takes the form G(x, x, x) = (1/x mod 1, 0, 0).
The edge D is contained in the piece B1 and it is mapped onto the edge C in a reversed order,
i.e. 

1
x
0
1

 ∈ D, G


1
x
0
1

 =


1− x
1− x
1− x
1

 ,
and projected it takes the form G(1, x, 0) = (1− x, 1− x, 1− x).
The edge E is contained in the piece C1 and it is mapped onto the edge B in a reversed order,
i.e. 

1
x
x
1

 ∈ E, G


1
x
x
1

 =


1− x
1− x
0
1

 ,
and projected it takes the form G(1, x, x) = (1− x, 1− x, 0).
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The edge F is contained in the piece C1 and it is mapped onto the edge C in a reversed order,
i.e. 

1
1
x
1

 ∈ F, G


1
1
x
1

 =


1− x
1− x
1− x
1

 ,
and projected it takes the form G(1, 1, x) = (1− x, 1− x, 1− x).
From this we can see that any point on a preimage of an edge will be eventually mapped to the
edge A where the dynamics are the same as the 1-dimensional Gauss Map. Now consider the four
faces of the base tetrahedron, namely
AB =


0 1 1
0 0 1
0 0 0
1 1 1

 ,BC =


0 1 1
0 1 1
0 0 1
1 1 1

 ,AC =


0 1 1
0 0 1
0 0 1
1 1 1

 and FR =


1 1 1
0 1 1
0 0 1
1 1 1

 .
To parametrize the interior of the faces we will take pairs of real numbers (x, y) such that
0 < y < x < 1. With these parameters a point in the face AB is of the form (x, y)AB = (x, y, 0),
a point in the face AC is of the form (x, y)AC = (x, y, y), a point in the face BC is of the form
(x, y)BC = (x, x, y), and a point in the face FR is of the form (x, y)FR = (1, x, y).
The frontal face FR is contained in the piece C1 and it is mapped to the face BC as follows

1
x
y
1

 ∈ FR, G


1
x
y
1

 =


1− y
1− y
x− y
1

 , we write it as (x, y)FR 7→ (1− y, x− y)BC.
The faces AB, BC and AC have its own sub partitions in a similar fashion as the triangle for the
2-dimensional case (see Figures 3 and 7), and the dynamics are related. For the partition in the
2-dimensional case, let’s call lower type triangles those which share an edge with the base of the
triangle, and upper type triangles those which share an edge with the diagonal side of the triangle.
All triangles of the same type are mapped in a similar way to the entire triangle; the lower type
triangles are reflected vertically and scaled, and the upper type triangles are rotated and scaled.
More precisely, the map on a lower type triangle takes the form
(x, y) 7→
(
1
x
mod 1,
y
x
)
,
and the map on a upper type triangle takes the form
(x, y) 7→
(
1− y
x
mod 1, 1− y
x
)
.
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The dynamics on the 3-dimensional case are similar. A face will have a partition in upper and
lower type triangles (see Figure 7), and these pieces will be reflected or rotated respectively and
scaled to fit a face which might not be the one they come from.
The partition on the face AB has symbols An on the lower side and symbols Bn on the upper
side (compare Figures 6 and 7). The triangles with symbol An are reflected and mapped to the face
AB. The triangles with symbol Bn are rotated and mapped to the face AC. On face coordinates
this looks like
(x, y)AB
An−−→
(
1
x
mod 1,
y
x
)
AB
, and (x, y)AB
Bn−−→
(
1− y
x
mod 1, 1 − y
x
)
AC
.
The partition on the face BC has symbols Bn on the lower side and symbols Cn on the upper
side. The triangles with symbol Bn are reflected and mapped to the face AB. The triangles with
symbol Cn are rotated and mapped to the face AC.
The partition on the face AC has symbols An on the lower side and symbols Cn on the upper
side. The triangles with symbol An are reflected and mapped to the face AC. The triangles with
symbol Cn are rotated and mapped to the face AB.
The dynamics of the faces can follow any infinite path in the graph shown in Figure 8. This
graph shows that any point in a preimage of a face will eventually be jumping between the faces
AB and AC following similar dynamics as on the 2-dimensional case, but on two different triangles.
Note that this includes itineraries consisting only of symbols An, which again corresponds to the
dynamics on the edges. This means that, in this jumping dynamics, points that stay in one face
are actually in the common edge A. Note also that, with the convention on the pieces, there are
no defined preimages of the frontal face FR.
As in previous cases, we have that rational points approximate non-rational points.
Fun Fact 12. Points with rational coordinates are preimages of zero.
Sketch of the proof. The proof for the 2-dimensional case can be generalized to any dimension: A
point with rational coordinates is represented projectively by a vector r ∈ V with integer entries
that satisfies the inequalities that define the base simplex V . Suppose r is an interior point of V ,
then the inequalities are strict. Note that since G preserves V , it also preserves the inequalities.
Also, since the defining matrices have integer entries, they also keep the entries of r integer.
Now suppose that Gk(r) is a interior point for all k ≥ 0. Again, we can find that the entries of
Gk(r) form a strictly decreasing sequence of integers, and therefore they converge to zero, which
would be a contradiction to Gk(r) being a interior point for all k ≥ 0. Some of the entries would
be the first to get to zero, meaning that r is mapped to a lower dimensional facet of the simplex,
where the sequences are no longer strictly decreasing.
By adapting the result on the previous dimension, the rational points are mapped to zero.
Let v ∈ V be a non-rational point with itinerary Xa1 ,Xa2 , ..., where X can be A, B or C and
ak > 0. Again, for each n ≥ 1 let Iv,n =
(
X−1a1 X
−1
a2
· · ·X−1an
)
, where X is A, B or C as indicated by
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•(x, y)
•
(x, y)AB = (x, y, 0) ∈ AB
•
(x, y)AC = (x, y, y) ∈ AC
Figure 7: Parametrization of the faces AB and AC with upper and lower type pieces indicated
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AB AC
BCFR
An An
Bn
Cn
Bn Cn
C1
Figure 8: Sub-shift of the face dynamics for the 3-dimensional Gauss Map.
the itinerary. The point v is in the simplex In(v) = Iv,nV . We have again that In+1(v) ⊂ In(v)
and v =
⋂
n≥1 In(v). Again, we call the sequence In(v) the approximating simplexes of v.
Fun Fact 13. A non-rational point v ∈ V has an itinerary consisting only of symbols of type An if
and only if it is a point in the edge A. Moreover, if the itinerary is Aa1 ,Aa2 , ... then the irrational
number on the first coordinate is given in continued fractions as [0 : a1, a2, ...].
Proof. The second part of the statement follows directly from the previous discussion on the dy-
namics restricted to the edge A. For the first part, note that if a point is in the edge A then it is in
an edge of some sub-simplex An and it is mapped again to the edge A, and therefore its itinerary
consists only of An symbols.
Now suppose v has the itinerary Aa1 ,Aa2 , ..., then by previous results the approximating sim-
plexes of v are of the form
In(v) =


pn−1 0 0 pn
0 1 0 0
0 0 1 0
qn−1 0 0 qn

V =


pn−1 pn−1 + pn pn−1 + pn pn−1 + pn
0 0 1 1
0 0 0 1
qn qn−1 + qn qn−1 + qn qn−1 + qn

 ,
where pn/qn are the convergents of the irrational number [0 : a1, a2, ...]. This simplexes projected
to R3 are tetrahedra with vertices(
pn
qn
, 0, 0
)
,
(
pn−1 + pn
qn−1 + qn
, 0, 0
)
,
(
pn−1 + pn
qn−1 + qn
,
1
qn−1 + qn
, 0
)
,
and
(
pn−1 + pn
qn−1 + qn
,
1
qn−1 + qn
,
1
qn−1 + qn
)
.
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AB ACAn An
Bn
Cn
Figure 9: Characterizing sub-shift for the 2-dimensional dynamics in the 3-dimensional Gauss Map.
When projected to R3, the point v = (x, y, z) is in all of these tetrahedra. Coordinate-wise, x is
approximated by the convergents pn/qn and y, z ≤ (qn−1 + qn)−1 → 0. Therefore, (x, y, z) = ([0 :
a1, a2, ...], 0, 0).
Corollary 4. Points whose itinerary has a tail of only symbols of type An are preimages of points
in A.
Fun Fact 14. A point has an itinerary with the pattern described by the graph on Figure 9 if and
only if it is on the face AB or AC, depending on the label of the starting node.
Note that the graph on Figure 9 includes the case of points in the edge A.
Proof. The pattern described by the graph consists of streaks of symbols An followed by one symbol
of type Bn or Cn, and when one of these appears, the next —if there is any— has to be of the
other type. By our previous discussion, the itinerary of a point in one of the faces AB or AC has
this pattern.
Let v be a point with itinerary described by the graph on Figure 9. Suppose that the starting
node is AB, the other case is similar.
To each finite streak Aa1Aa2 · · ·Aak we associate the rational number pq = [0; a1, a2, ..., ak]. If
the streak is infinite, Aa1Aa2 · · · , we associate the irrational number α = [0; a1, a2, ...], and we write
the infinite streak as a symbol Aα. For finite streaks we have the matrix
(
A−1a1 A
−1
a2
· · ·A−1ak
)
=


r 0 0 p
0 1 0 0
0 0 1 0
s 0 0 q

 ,
where r
s
= [0; a1, a2, ..., ak−1]. For empty streaks the associated rational number will be 0 and the
matrix will be the identity.
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Each finite streak is followed by a symbol Bn or Cn, we will denote
B˘ p
q
,n = Aa1Aa2 · · ·AakBn and C˘ pq ,n = Aa1Aa2 · · ·AakCn.
For these words the corresponding matrices are
B˘−1p
q
,n
:=


p 0 −p r + np
0 0 −1 1
0 1 −1 0
q 0 −q s+ nq

 and C˘−1p
q
,n
:=


p −p 0 r + np
0 −1 1 1
0 −1 0 1
q −q 0 s+ nq

 .
We can rewrite the itinerary of v either as infinitely many of the symbols B˘ p
q
,n and C˘ p
q
,n, or as
a finite amount of those symbols followed by a Aα. Suppose we have the second case, the itinerary
is B˘ p1
q1
,n1
C˘ p2
q2
,n2
· · · X˘ pj
qJ
,nj
Aα, and the point v is a preimage of the point
vj =


α
0
0
1

 ∈ A.
We trace back the point to the face AB. For the j-th symbol of the rewritten itinerary we have
B˘−1p
q
,n
vj =


p(α+ n) + r
1
0
q(α+ n) + s

 ∈ AB, and C˘−1p
q
,n
vj =


p(α+ n) + r
1
1
q(α+ n) + s

 ∈ AC.
Now, for any point r ∈ AC the previous symbol must be of the type B˘ p
q
,n and we have that
B˘−1p
q
,n
r = B˘−1p
q
,n


x
y
y
1

 =


p(x− y + n) + r
1− y
0
q(x− y + n) + s

 ∈ AB.
Similarly, for any point r ∈ AB the previous symbol must be of the type C˘ p
q
,n and we get C˘
−1
p
q
,n
r ∈ AC.
So, we have that the preimages of vj, under the rewritten itinerary, jump between the faces AB
and AC to end up with v ∈ AB since the first symbol is B˘ p1
q1
,n1
.
Now suppose that the itinerary of v consists of infinitely many streaks. As we will see, all the
approximating simplexes In(v) under the rewritten itinerary have a face contained in AB and that
implies that v ∈ AB. If that were not the case, by convexity the set⋂
n≥0
In(v)
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would contain a segment connecting v and some point in AB, and that would contradict the
uniqueness of itineraries.
For any rational p/q and any n > 0 the simplex B˘−1p
q
,n
V has a face contained in AB and the
simplex C˘−1p
q
,n
V has a face contained in AC. As we have seen, B˘−1p
q
,n
maps points in AC to AB and
C˘−1p
q
,n
maps points in AB to AC, so all approximating simplexes have a face contained in AB given
that the first symbol is B˘ p1
q1
,n1
.
Corollary 5. A point with an itinerary that eventually falls in the pattern described by Figure 9 is
a preimage of a point in a face of V .
Question 10. Is there an arithmetic/algebraic relation between the coordinates of a preimage of a
face point?
Let 0 < y < x < 1. For which numbers z < y the point
v =


x
y
z
1


is a preimage of a face point? As we have seen, the preimages of faces are triangles with rational
vertices. These triangles are subsets of planes defined by linear equations with rational coefficients.
We can express a number z in one of these preimages as z = rx+ sy + t with r, s, t rational.
Conjecture 5. Let
v =


x
y
z
1

 ∈ V.
Consider the vector space over Q spanned by {x, y, z, 1} and let d be its dimension. If d = 1 then v
is a preimage of a vertex. If d = 2 then v is a preimage of an edge. If d = 3 then v is a preimage
of a face. If d ≥ 4 then v stays an interior point.
Moreover, if d = 4 and x, y, z are rational independent then the point is eventually periodic.
Question 11. Let α, β be quadratic irrationals. Do the following points satisfy the previous con-
jecture? 

α
β
α2
1

 ,


α
β
β2
1

 ,


α
β
α− β
1

 ,


α
β
αβ
1

 .
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6 The n-dimensional case
Conjecture 6. There is a cyclic action of the matrix A in the edges of V .
Conjecture 7. There are n families of domains for the first return map G.
Conjecture 8. There is a subgroup of Mn homomorphic to SL(2,Z), generated by the matrices
of the corresponding family An.
Question 12. How big is Mn inside SL(n+ 1,Z)?
Question 13. Are there homomorphisms Mn →Mn+1 ?
Conjecture 9. Rational points are preimages of zero.
Conjecture 10. The approximating simplexes are the best approximations.
Conjecture 11. There is a graph that describes the dynamics on k dimensional facets and char-
acterizes the itineraries of their preimages.
Conjecture 12. Consider the vector space over Q spanned by the coordinates of a point in the
projected simplex and let k be the dimension of this space. If k ≤ n then the point is a preimage of
a (k−1)-dimensional facet. In this case, if the coordinates are in the same number field of degree k,
then the point is periodic in the (k − 1)-dimensional dynamics. If k > n then the point is interior.
If k = n+1 and the coordinates are in the same number field of degree n, then the point is periodic.
Question 14. Can we compute the density function for a G-invariant ergodic measure absolutely
continuous with respect to Lebesgue measure?
Question 15. Do the Lyapunov Exponents for the n-dimensional G measure the exponential rate
of approximation to a non rational point by the approximating simplexes?
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