Abstract. Using probabilistic tools, this work states a pointwise convergence of function solutions of the 2-dimensional Boltzmann equation to the function solution of the Landau equation for Maxwellian molecules when the collisions become grazing. To this aim, we use the results of Fournier (2000) on the Malliavin calculus for the Boltzmann equation. Moreover, using the particle system introduced by Guérin and Méléard (2003) , some simulations of the solution of the Landau equation will be given. This result is original and has not been obtained for the moment by analytical methods.
Introduction
The Boltzmann equation [5, 6] describes the behaviour of particles in a rarefied gas. More precisely, it describes in dimension 2 the behaviour of the density f (t, v, x) of particles having the velocity v ∈ R 2 at time t ≥ 0 and at point x ∈ R 2 . We consider in this work the spatially homogenous case, which means that the density does not depend on the position x of particles. In 1936, Landau [19] where Q is a quadratic operator depending on the nature of the collisions. In this paper, we consider the case of a Maxwell gas in dimension 2. We are interested in cases for which the molecules in the gas interact according to an inverse power law in The second equation we consider is the Landau equation:
with the collision operator Q L defined by
with a = (a ij ) 1≤i,j≤2 a nonnegative symmetric matrix of the form in the Maxwell case a (z) = Λ |z| 2 Π (z) (1.2) where Π (z) is the orthogonal projection on (z) ⊥ and Λ is a positive constant precised below.
Many authors have been interested in proving rigorously the convergence of Boltzmann to Landau, in different cases of scattering cross-section and initial data. Firstly Arsen'ev and Buryak [2] proved the convergence of solutions of the Boltzmann equation towards solutions of the Landau equation under very restrictive assumptions. Desvillettes [8] gave a mathematical framework for more physical situations, but excluding the case of Coulomb potential which has been studied by Degond and Lucquin [7] . Degond and Lucquin stated an asymptotic development of the Boltzmann kernel when the collisions become grazing. Then, Goudon [12] and Villani [23] proved in two independent works the existence of a solution of the Landau equation for soft potentials using the asymptotic of grazing collisions, with a bounded entropy and energy function as initial data. More recently, Guérin and Méléard [16] proved the convergence of solutions of the Boltzmann equation to a solution of the Landau equation for 'moderately soft' potentials with a probabilistic representation when the initial data is a probability measure with a finite fourth-order moment. All those works prove an L 1 -weak convergence of the solutions. Alexandre and Villani [1] stated in a recent work a strong convergence in L p for some soft potentials including the case of a Coulomb gas.
The aim of this paper is to prove a pointwise convergence of function-solutions of the Boltzmann equation to the function-solution of the Landau equation on R 2 for a Maxwell gas, which is unknown by analytical methods. We recall that in the case of Maxwell molecules, there is uniqueness of the solution of the Landau equation (see for example [15] , Cor. 7). Fournier [10] and Guérin [15] proved respectively from probability measure solutions the existence of weak function solutions of the Boltzmann equation and of the Landau equation when the initial data is not a Dirac measure. To this aim, they used an efficient probabilistic tool: the Malliavin calculus for processes with jumps in [10] and the Malliavin calculus for white noises in [15] . From the result of Guérin and Méléard in [16] on the convergence of the probability measure solutions following the asymptotic of grazing collisions, it seems to be natural to study the convergence of function solutions.
In the asymptotics of grazing collisions, we only consider collisions with an infinitesimal angle of deviation. To this aim, we renormalize the cross-section β of the Boltzmann equation to concentrate on such collisions. We use the approximation introduced by Desvillettes [8] : for any ε > 0, let β ε be the function defined on [−επ, επ] \{0} by
We notice that the mass of the function β ε concentrates on the values of θ near 0 when ε tends to 0, i.e. when the collisions become grazing, in the following sense:
is the constant appearing in the expression (1.2) of the matrix a. This asymptotic (1.3) is a particular case of the one introduced by Villani in [23] , and used by Guérin and Méléard in [16] . We prove here the following theorem: We have to restrict our study to the dimension 2 because of the nonregularity of the Boltzmann coefficients in R 3 (see [11] , Lem. 2.6). Fournier [10] built the functions f ε using the Fourier transforms of the probability measure solutions. Consequently, since the Boltzmann measure-solutions converge, it suffices to prove that their Fourier transforms are uniformly bounded by integrable functions on R 2 , when the collisions become grazing to obtain the convergence of the function-solutions. The proof is based upon a careful study of the results of Fournier [10] (the details of the proof are given in Sect. 4).
In the last part of this paper, we use the Monte-Carlo algorithm following the asymptotic of grazing collisions developed by Guérin and Méléard in [16] . We firstly simulate the convergence of solutions of the Boltzmann equation to the solution of the Landau equation for a degenerate initial distribution, and then we observe the behaviour in time of the solution of the Landau equation and of its entropy.
Notations
is the space of real bounded functions of class C 2 with bounded derivatives. -M 2 (R) is the set of matrices of order 2 × 2. The matrix A * is the adjoint of the matrix A and the matrix I denotes the identity matrix in M 2 (R). -The bracket ., . denotes the scalar product in R 2 .
Some definitions
Let β be defined by Assumption (A) and β ε be defined by (1.3). We define the Boltzmann equation (BE ε ) associated with the cross-section β ε :
with
The collision operators of the Boltzmann and the Landau equations preserve momentum and kinetic energy. Equations of the form (1.1) have to be understood in a weak sense, i.e. f is a solution of the equation if for any test functions φ,
As detailed for example in [10] , a standard integration by parts and a compensation due to the bad integrability behaviour of β ε yield to the definition of a function-solution of the Boltzmann equation:
Using the conservation of the mass in (2.1), we introduce a definition of probability measure solutions of (BE ε ):
Definition 2.2. Let ε > 0 be fixed. Let P 0 be a probability measure with a finite 2-order moment. A measure family (P ε t ) t≥0 is a measure-solution of (BE ε ) if it satisfies for any φ ∈ C
In the same way, we give the following definition of a function-solution for the Landau equation:
where L φ is the Landau kernel defined on R 2 × R 2 by:
We also state a definition of measure-solutions of (LE) as in Definition 2.2. We notice that the Boltzmann kernel [12] or [23] ).
The convergence of the function-solutions
We give in this section the main idea of the proof of Theorem 1.1. In all the following, P 0 is assumed to be a probability measure with a finite two-order moment and β a positive even function on [−π, π]\{0} satisfying Assumption (A).
In the probabilistic study of the Boltzmann equation, we consider in fact (2.3) as the evolution equation of the family of the time marginals of a jump process. The distribution of this process will be solution of the following nonlinear martingale problem: Definition 3.1. Let ε > 0 be fixed. We say that a probability measure P ε on D T solves the nonlinear martingale problem (M P ε ) starting at P 0 if for X the canonical process under P ε , the law of X 0 is P 0 and for
is a square-integrable martingale, where P ε s is the marginal of P ε at time s.
Taking expectation in (3.1), we notice that if P ε is a solution of (M P ε ),then (P ε t ) t≥0 is a measure-solution of (BE ε ). Fournier proved in [10] the existence of a solution P ε of (M P ε ) for any ε > 0. Moreover, Guérin and Méléard in [16] stated the tightness of the sequence (P ε ) ε>0 when the collisions become grazing (ε → 0) in the more general case of soft potentials and in dimension 3 (using the same arguments, the convergence theorem is still true in dimension 2). In the particular case of Maxwellian molecules, there is convergence of the sequence (P ε ) ε>0 to the measure-solution of the Landau equation (LE) thanks to the uniqueness of this solution (see [15] , Cor. 7). We will use those results under the following form: 
where ∂ α denotes the partial derivative
. Consequently, the function-solution f ε is infinitely differentiable on R 2 and is given by: 
, by compact support functions of class C ∞ , we obtain from inequality (3.2) that ∀x ∈ R 2 and ∀α 1 , α 2 ≥ 2
Thus if we prove that the constants C ε t,α are uniformly bounded in ε by a constant C t,α for any α ∈ N 2 , using the Lebesgue theorem, we easily deduce that the function-solutions f ε (t, v) (and its derivatives of any orders) of the Boltzmann equation converge as ε goes to 0 to the function-solution f (t, v) = R 2Pt (x) e i<v,x> dx (respectively, its derivatives) of the Landau equation (obtained in [15] ) for any v ∈ R 2 and t > 0. Consequently the theorem will be proved.
The proof of Theorem 1.1
We assume from now without restriction that ε ∈ (0, 1/2]. To state that the constants C ε t,α appearing in (3.2) are uniformly bounded in ε, we have to study the proof of Theorem 3.3. Fournier [10] proved the existence of function-solutions by the mean of a nonlinear stochastic differential equation giving a pathwise version of the probabilistic interpretation.
The Pathwise approach
Let ε > 0 be fixed, P 0 be a probability measure with a finite 2-order moment and β satisfy Assumption (A). Let us consider two probability spaces to highlight the nonlinearity of the equation: the first one is the abstract space (Ω, F , {F t } t∈[0,T ] , P ) and the second one is ([0, 1], B([0, 1] 
Using the Malliavin calculus for a stochastic differential equation driven by a Poisson process, Fournier [10] proved that each time-marginal P ε t satisfies (3.2) for any t > 0 and the coefficients C 
Some recalls on the Malliavin calculus
The Malliavin calculus in the case of a stochastic differential equation driven by a Poisson process, also called the stochastic calculus of variations, has been adapted to the case of the Boltzmann equation by Graham and Méléard [13] and Fournier [10] from the arguments of Bichteler, Gravereaux and Jacod in [3] and [4] .
Let us consider a fixed time interval [0, T ], T > 0. Let ε ∈ 0, 
. Then, we build a family of probability measures
. By this way, we obtain
, for any Borel bounded function ϕ on R 2 . Differentiating this equality at λ = 0, using an L 2 -differentiate of V ε λ,t and G ε λ,t , we finally obtain an equality of the form
which is the first step to satisfy inequality (3.2) of Theorem 3.3.
Consequently, the constant C 
The perturbation and the Malliavin derivatives
with c a constant independent of ε such that c ≤ θ r 0 θ 0 + r + 2 + r2 r−1 −1 . We notice that 
We denote by v ε the derivative of v ε with respect to θ. Let Λ ⊂ B (0, 1) be a neighbourhood of 0 in R 2 . For λ ∈ Λ, we consider the following perturbation 
We consider the shift S ε,λ defined by
Proposition 4.4. Let G ε,λ be the Doléans-Dade martingale:
where Y ε,λ is the following predictable real valued function on
is positive for any t ∈ [0, T ]. 
Proof. Let us notice that
then (see Jacod and Shiryaev [18] , p. 59),
thanks to the choice of c (see (4.2)). Thus, the jumps of M ε,λ are greater than −1/2 which implies that G ε,λ t is positive.
Let P ε,λ be the probability measure defined by
T .P ε . Using the Girsanov theorem for random measures, we notice that P ε,λ • S ε,λ −1 = P ε (for more details see [10] , Prop. 3.7). We consider now the perturbed process V ε,λ = V ε • S ε,λ . Following Fournier [10] , Section 3, and Appendix (Lem. 6.2), we notice that V ε,λ and G ε,λ belong to L p for any p ≥ 1 with bounded moments in ε, and they are differentiable at λ = 0. We give the expressions of their derivatives:
-the derivative of G ε,λ at λ = 0 is the following random vector in R 
-the derivative of V ε t is a 2 × 2 matrix which satisfies the equation
which can be also written DV 
We want to state that the moments of the derivatives of V ε t , of det −1 (DV ε t ) and of the derivatives of DG ε t are uniformly bounded in ε. We will just give here a detailed proof of the term det −1 (DV ε t ). We easily obtain the bounds for the two other terms studying the construction of DG 
The moments of DV ε t are uniformly bounded in ε, if there exists a positive constant K 2 independent of ε such that
Nevertheless, the integral , and we have no hope to obtain uniform bounds for the term det −1 (DV ε t ). In the sequel, we will consider more precisely the perturbation v ε defined by
where δ ε is defined by (4.2) and the functions h and k satisfy the following assumptions:
-h is the function from R 2 to ( 
Since the derivative of V 
For any ε ∈ (0, Consequently, the sequence
is bounded for any p ≥ 2.
Using the same arguments, we notice that the integrals
are uniformly bounded in ε, ε ∈ (0, 1 2 ], for any p ≥ 1. Then, using usual estimates, Gronwall's lemma in (4.9), we easily deduce that for any p ≥ 1, there exists a constant K p (independent of ε) such that ∀ε ∈ (0,
Theorem 4.6. Assume that (A) is satisfied and
is the measure-solution of the Landau equation at time t.
We consider the sequence
We want to state that d n −→ 0 as n goes to +∞. of the probability measure P εn is a solution of (2.3), we notice that :
Since ψ is globally Lipschitz, obviously A n tends to 0 as n goes to +∞.
We rewrite the term C n under the form:
We easily prove the convergence of the law P εn ⊗ P εn to P ε ⊗ P ε when n goes to +∞.
is continuous and a simple computation shows that for any
Using the bounds (4.1) of the moment of V ε , we deduce that B n and C n converge to 0 as n goes to +∞. So d n → 0 when n tends to +∞.
Thus the function (
If ε = 0: As P εn tn n≥0
and P 0 t t≥0
are measure-solutions of the Boltzmann equation and of the Landau equation respectively, we rewrite d n :
As in the previous case, we divide the term C n into three parts
ds.
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We notice that for any φ ∈ C
Using the same arguments as above, the convergence of the Boltzmann kernel to the Landau kernel and the convergence of measure-solutions of the Boltzmann equation to the measure solution of the Landau equation, we obtain the convergence of
We now state a technical lemma of nondegeneracy of the law of V Let us notice that it is enough to show that there exists η > 0, q > 0 such that for any t ∈ [t 0 , T ], for any ε ≥ 0 and for any X, Y ∈ R 2 with |Y | = 1, 
Step2. Using Lemma 4.7 and Portemanteau's theorem, for any t ∈ [t 0 , T ], for any ε ∈ 0,
We consider a finite covering ∪
Consequently, according to Theorem 4.6 and Theorem 4.5, for any p ≥ 1 there exists a constant C p such that for any
Then, Theorem 1.1 on the convergence of the function-solutions is proved.
Some numerical results
Guérin and Méléard ( [16] , Sect. 4), built a Monte-Carlo algorithm of simulation by a conservative particle method following the asymptotic of grazing collisions. In this section, we will use this algorithm to simulate the convergence of the function-solutions of the Boltzmann equation to the function-solution of the Landau equation. Moreover, we observe the behaviour in time of the entropy of the solution of the Landau equation (even if our theorical result gives no proof on this behaviour).
Let us consider an initial measure P 0 = 1 2 δ (−1,1) + δ (1,−1) and the following approximation β ε of the grazing collisions
Let ε > 0 be fixed. We define V ε,1n , ..., V ε,nn the n-particles system in R 2 n introduced by Guérin and Méléard [16] which is a (R 2 ) n -valued pure-jump Markov process with generator defined for φ ∈ C b ((R P t (dv) as n → +∞ and ε → 0 for any step h 1 , h 2 > 0.
Moreover, the function F h1,h2 (x) is pointwise convergent to the density f (t, x) of the probability measure P t on R 2 when h 1 , h 2 → 0. Thus, the function g ε,n h1,h2 is an estimator of the function-solution f of the Landau equation.
For the simulations, we consider 500 000 particles and we choose the step h 1 = h 2 = 0.1.
We first observe the behaviour of the entropy of the solution f of the Landau equation which is defined by Replacing the density f with its estimator g ε,n h1,h2 in the expression of H, we simulate the entropy H ε associated with the Boltzmann equation and we observe in Figure 1 . Its evolution in ε when t = 0.005. We note that the entropy H ε converges when ε tends to 0 and the choice of ε = 0.1 seems to be reasonable to describe the Landau behaviour.
From now, we fix ε = 0.1 and we observe in Figure 2 . the decay in time of the entropy H of the solution of the Landau equation (see [22] ). We note that the entropy converge to −2.833 when t goes to infinity.
Villani proved in [22] the convergence the function-solution f of the Landau equation to a Maxwellian function. This property is also satisfied by the solutions of the Boltzmann equation and the limited Maxwellian function is the same for the Landau and the Boltzmann equations. As the 2-order moments of f are given by the following expression (see [22] , Sect. 2.) 
