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ABSTRACT	  
Michael	  Patrick	  Meers:	  Using	  Histone	  Replacement	  to	  Study	  the	  Roles	  of	  H3K36	  in	  Regulation	  of	  Gene	  Expression	  and	  RNA	  Processing	  (Under	  the	  direction	  of	  A.	  Gregory	  Matera)	  The	  transcription	  of	  deoxyribonucleic	  acid	  (DNA)	  into	  a	  ribonucleic	  acid	  (RNA)	  intermediate,	  conventionally	  known	  as	  gene	  expression,	  is	  subject	  to	  extensive	  regulation	  at	  multiple	  phases	  before,	  during,	  and	  after	  the	  physical	  process	  of	  gene	  transcription.	  Importantly,	  each	  phase	  of	  transcription	  interfaces	  intimately	  not	  only	  with	  DNA	  itself,	  but	  also	  with	  the	  proteins	  to	  which	  it	  is	  bound	  in	  the	  cell,	  known	  as	  histones.	  Histones	  are	  a	  highly	  conserved	  class	  of	  globular	  proteins	  whose	  positive	  surface	  charges	  are	  able	  to	  neutralize	  the	  negatively	  charged	  phosphate	  groups	  in	  the	  DNA	  backbone.	  Thus,	  the	  otherwise	  rigid	  DNA	  helix	  is	  able	  to	  physically	  wrap	  around	  the	  histone	  core	  particle	  to	  form	  nucleosomes,	  the	  units	  of	  chromatin	  that	  serve	  to	  compact	  DNA	  into	  the	  spatially	  limited	  nuclear	  compartment.	  Each	  of	  the	  four	  histone	  subunits	  that	  contribute	  to	  the	  histone	  core	  particle	  contains	  an	  N-­‐terminal	  unstructured	  tail	  region	  that	  is	  decorated	  with	  myriad	  post-­‐translational	  modifications	  (PTMs),	  including	  methylation	  and	  acetylation	  of	  lysine	  residues,	  and	  phosphorylation	  of	  serine	  and	  threonine	  residues,	  among	  others.	  Different	  combinations	  of	  histone	  PTMs	  are	  known	  to	  be	  associated	  with	  functionally	  distinct	  regions	  of	  the	  genome,	  such	  as	  “active”	  genic	  regions	  in	  areas	  of	  high	  gene	  expression,	  or	  “silent”	  regions	  where	  transcription	  is	  rare.	  For	  this	  reason,	  it	  is	  thought	  that
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  histone	  PTMs	  may	  represent	  heritable	  epigenetic	  information	  that	  can	  directly	  influence	  levels	  of	  local	  gene	  transcription.	  However,	  the	  “histone	  code	  hypothesis”,	  as	  it	  is	  known,	  has	  not	  been	  extensively	  tested	  for	  most	  PTMs	  outside	  of	  observing	  phenotypes	  after	  ablating	  the	  enzymes	  that	  catalyze	  them,	  which	  cannot	  rule	  out	  contributing	  effects	  from	  non-­‐histone	  substrates.	  Here	  I	  present	  the	  design	  of	  a	  genetic	  system	  known	  as	  “histone	  replacement”,	  in	  which	  the	  endogenous	  histone	  genes	  in	  Drosophila	  melanogaster	  are	  deleted	  and	  replaced	  with	  transgenic	  copies	  bearing	  mutations	  at	  residues	  of	  interest	  that	  are	  normally	  post-­‐translationally	  modified.	  We	  show	  that	  histone	  replacement	  is	  a	  viable	  strategy	  for	  direct	  interrogation	  of	  a	  host	  of	  chromatin	  and	  histone-­‐related	  biological	  phenomena.	  I	  also	  use	  the	  histone	  replacement	  system	  to	  study	  a	  non-­‐modifiable	  mutation	  of	  histone	  H3	  lysine	  36-­‐to-­‐arginine	  (H3K36R).	  H3K36	  is	  methylated	  in	  coding	  regions	  and	  towards	  the	  3’	  ends	  of	  genes,	  and	  therefore	  is	  thought	  to	  interface	  directly	  with	  transcription	  elongation,	  alternative	  splicing,	  and	  mRNA	  processing.	  Using	  my	  system,	  I	  am	  able	  to	  confirm	  roles	  for	  H3K36	  methylation	  in	  suppressing	  local	  histone	  acetylation,	  challenge	  its	  role	  in	  suppressing	  cryptic	  transcription	  initiation	  in	  coding	  regions,	  and	  posit	  a	  new	  role	  for	  it	  in	  post-­‐transcriptional	  RNA	  processing.	  Together,	  these	  results	  represent	  a	  significant	  step	  forward	  in	  experimentally	  testing	  the	  histone	  code	  hypothesis,	  and	  indicate	  the	  possibility	  of	  elucidating	  new	  biology	  related	  to	  histones	  and	  chromatin	  that	  may	  be	  relevant	  to	  diseases	  in	  which	  global	  gene	  expression	  is	  altered,	  including	  most	  cancers.	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CHAPTER	  1:	  INTRODUCTION	  	  
From	  Chaos	  to	  order	  Life	  on	  earth	  is	  striking	  in	  its	  capacity	  to	  harness	  negative	  entropy	  to	  generate	  mechanistic	  order	  from	  inherently	  stochastic	  molecular	  interactions	  (Schrödinger,	  1944).	  The	  Brownian	  behavior	  of	  molecular	  ensembles	  does	  not	  inherently	  suggest	  the	  ordering	  of	  those	  ensembles	  into	  functional,	  self-­‐replicating	  units,	  to	  the	  point	  that	  life	  may	  owe	  its	  genesis	  strictly	  to	  probability	  (Doolittle,	  1984).	  Nevertheless,	  life	  not	  only	  exists,	  but	  has	  also	  proliferated	  into	  breathtaking	  complexity,	  entirely	  on	  the	  basis	  of	  a	  constant	  stream	  of	  what	  might	  be	  rightfully	  considered	  molecular	  happenstance.	  Perhaps	  the	  most	  prominent	  example	  of	  the	  necessity	  of	  negative	  entropy	  in	  biology	  involves	  the	  “blueprints”	  of	  life,	  Deoxyribonucleic	  acids	  (DNA),	  and	  their	  interactions	  with	  the	  other	  downstream	  information	  carriers	  specified	  in	  the	  central	  dogma	  of	  biology:	  Ribonucleic	  acids	  (RNA)	  and	  proteins	  (Crick	  1970)	  (Fig.	  1.1).	  In	  the	  simplified	  and	  schematized	  version	  of	  this	  information	  flow	  displayed	  in	  Figure	  1.1,	  genetic	  information	  from	  DNA	  is	  transcribed	  into	  messenger	  RNA,	  which	  in	  turn	  is	  translated	  into	  proteins	  that	  carry	  out	  a	  large	  proportion	  of	  molecular	  tasks.	  There	  is	  enough	  information	  encoded	  in	  this	  process	  to	  specify	  all	  the	  molecular	  and	  cellular	  variations	  that	  are	  essential	  for	  a	  living	  organism.	  However,	  only	  orderly	  access	  to	  that	  information	  in	  stereotyped	  patterns	  and	  combinations	  is	  compatible	  with	  properly	  generating	  that	  diversity.	  Therefore,	  at	  a	  more	  granular	  level,	  the	  transfer	  of	  genetic	  information	  is	  freighted	  with	  the	  need	  to	  implement	  it	  in	  a	  highly	  accurate,	  but	  near	  limitlessly	  adaptable	  fashion,	  or	  else	  risk	  improperly	  conveying	  the	  information	  needed	  to	  maintain	  cellular	  integrity,	  identity,	  and	  function.	  Though	  the	  central	  dogma	  describes	  the	  core	  mechanism	  of	  information	  transfer,	  it	  also	  neglects	  essential	  cross-­‐regulation	  between	  the	  three	  steps	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(expanded	  upon	  in	  Figure	  1.1).	  One	  important	  omission	  involves	  the	  direct	  protein	  and	  RNA	  interactions	  with	  DNA	  at	  the	  initial	  transcription	  step	  in	  order	  to	  regulate	  access	  to	  DNA-­‐encoded	  genetic	  information.	  Complicating	  this	  ordered	  regulation	  is	  the	  fact	  that,	  at	  multiple	  junctures	  in	  the	  dogma,	  the	  integrity	  of	  information	  flow	  is	  subject	  to	  the	  random	  stochastic	  association	  principles	  inherent	  to	  highly	  concentrated	  molecular	  ensembles	  sharing	  physical	  space.	  How	  does	  hierarchical	  order,	  rising	  from	  molecules	  to	  cells,	  to	  tissues,	  to	  organs,	  and	  on	  to	  organisms,	  arise	  from	  such	  molecular	  discord?	  	  
Chromatin	  regulates	  access	  to	  genetic	  information	  In	  developing	  multicellular	  organisms,	  a	  nearly	  identical	  genome	  gives	  rise	  to	  hundreds	  of	  cell	  types	  that	  differ	  intricately	  and	  almost	  individually	  in	  their	  spatial,	  temporal,	  and	  functional	  specification.	  This	  formidable	  series	  of	  tasks	  is	  accomplished	  in	  large	  part	  by	  differentially	  accessing	  genetic	  information	  at	  critical	  junctures	  in	  the	  cellular	  progenitors	  to	  different	  cell	  types.	  In	  this	  way,	  the	  ensemble	  of	  RNA	  transcripts	  available	  for	  eventual	  translation	  into	  proteins	  is	  specifically	  tuned	  to	  the	  needs	  of	  the	  cell	  in	  question.	  	  The	  theory	  that	  non-­‐genetic	  entities,	  i.e.	  proteins	  and	  RNA,	  regulate	  access	  to	  genetic	  information	  in	  this	  way	  is	  a	  central	  tenet	  of	  the	  epigenetic	  hypothesis	  of	  gene	  regulation	  (Margueron	  and	  Reinberg	  2010).	  From	  a	  practical	  perspective,	  and	  in	  light	  of	  the	  stochastic	  molecular	  interaction	  problem,	  the	  most	  attractive	  path	  for	  the	  cell	  to	  take	  in	  regulating	  access	  to	  its	  genetic	  information	  is	  to	  implement	  an	  “opt-­‐in”	  regime,	  in	  which	  every	  gene	  in	  the	  genome	  is	  subject	  to	  inherent	  negative	  regulation	  unless	  otherwise	  specified	  by	  protein	  or	  RNA	  cofactors.	  Indeed,	  just	  such	  a	  regime	  is	  enforced	  by	  the	  fact	  that	  eukaryotic	  genomes	  function	  within	  the	  context	  of	  chromatin	  fibers	  composed	  of	  protein-­‐DNA	  nucleosome	  units.	  Each	  unit	  contains	  roughly	  147	  bp	  of	  DNA	  wrapped	  around	  a	  single	  histone	  protein	  octamer	  composed	  of	  two	  pairs	  of	  heterodimers	  (histone	  H2A-­‐H2B,	  and	  H3-­‐H4,	  Fig.	  1.2)	  (Luger	  et	  al.,	  1997).	  Histones	  are	  inherently	  basic	  and	  positively	  charged,	  and	  therefore	  adhere	  frequently	  enough	  to	  negatively	  charged	  DNA	  that	  the	  wrapping	  function	  can	  serve	  to	  compact	  nearly	  2	  meters	  of	  DNA	  into	  the	  10	  micron	  nucleus.	  Moreover,	  the	  “canonical”	  histones	  are	  highly	  cell-­‐cycle	  regulated,	  with	  transcription	  and	  post-­‐transcriptional	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processing	  facilitating	  a	  spike	  in	  histone	  production	  during	  S-­‐phase	  in	  order	  to	  package	  newly	  synthesized	  DNA	  (Sullivan	  et	  al.	  2001).	  Therefore,	  histones	  are	  absolutely	  essential	  for	  the	  viability	  of	  eukaryotic	  organisms,	  and	  they	  are	  among	  the	  most	  highly	  conserved	  class	  of	  proteins	  across	  eukaryota,	  from	  budding	  yeast	  to	  humans	  (DeLange	  et	  al.	  1969,	  Waterbourg	  2012).	  Histone	  units	  serve	  as	  the	  building	  blocks	  for	  epigenetic	  regulation.	  However,	  as	  a	  cost	  for	  imposing	  compaction	  and	  negative	  regulatory	  barriers	  upon	  DNA,	  histones	  must	  be	  constantly	  displaced	  in	  order	  to	  expose	  genes	  for	  transcriptional	  activation	  and	  further	  regulation	  (Brownell	  and	  Allis	  1996,	  Lorch	  et	  al.	  1999,	  Whitehouse	  et	  al.	  1999,	  Saha	  et	  al.	  2006,	  Smith	  et	  al.	  2005).	  This	  is	  often	  accomplished	  via	  active,	  ATP-­‐dependent	  chromatin	  remodelers,	  which	  are	  characterized	  by	  the	  ability	  to	  both	  directly	  bind	  nucleosomes,	  and	  execute	  DNA-­‐dependent	  ATPase	  activity.	  Chromatin	  remodelers	  can	  physically	  perturb	  the	  nucleosome	  for	  the	  purpose	  of	  either	  displacing	  the	  histone	  positionally	  on	  the	  DNA	  (Saha	  
et	  al.	  2005),	  or	  entirely	  removing	  the	  histone	  by	  evicting	  one	  or	  more	  of	  its	  constituent	  heterodimers	  (Whitehouse	  et	  al.	  1999).	  Sliding	  or	  evicting	  nucleosomes	  in	  a	  locus	  specific	  manner	  is	  an	  attractive	  paradigm	  for	  gene	  activation	  that	  counters	  natural	  nucleosomal	  barriers.	  However,	  given	  the	  highly	  energy-­‐intensive	  nature	  of	  chromatin	  remodeling,	  in	  which	  an	  estimated	  2-­‐4	  molecules	  of	  ATP	  are	  used	  per	  base-­‐pair	  of	  “remodeling	  activity”	  (Fyodorov	  and	  Kadonaga	  2002),	  it	  is	  energetically	  costly	  to	  maintain	  the	  sort	  of	  constant	  and	  repeated	  chromatin	  remodeling	  activity	  across	  thousands	  of	  essential	  loci	  that	  would	  be	  required.	  Therefore,	  separate	  modes	  of	  epigenetic	  regulation	  are	  expected	  to	  be	  prominent.	  	  
Histone	  post-­‐translational	  modifications	  Rather	  than	  existing	  as	  inert	  particles,	  histones	  are	  decorated	  with	  an	  array	  of	  covalent	  post-­‐translational	  modifications	  (PTMs),	  including	  methylation,	  acetylation,	  and	  phosphorylation,	  among	  many	  others	  (Rothbart	  and	  Strahl	  2014).	  As	  seen	  in	  figure	  1.3,	  the	  majority	  of	  the	  best-­‐characterized	  PTMs	  exist	  on	  the	  unstructured	  N-­‐terminal	  tails	  of	  the	  replication	  dependent	  histone	  subunits	  (H2A,	  H2B,	  H3,	  and	  H4).	  However,	  it	  has	  been	  more	  recently	  appreciated	  that	  modifications	  at	  the	  entry	  of	  DNA	  into	  the	  nucleosomal	  core,	  and	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in	  the	  globular	  domains	  of	  histone	  subunits,	  are	  also	  abundant	  (Van	  Leeuwen	  et	  al.	  2002,	  Driscoll	  et	  al.	  2007).	  PTMs	  are	  catalyzed	  by	  so-­‐called	  “writer”	  enzymes	  that	  include	  lysine	  acetyltransferases,	  lysine	  and	  arginine	  methyltransferases,	  and	  serine/threonine	  kinases,	  and	  can	  similarly	  be	  “erased”	  by	  enzymes	  such	  as	  histone	  deacetylases	  and	  demethylases	  (Rothbart	  and	  Strahl	  2014).	  Additionally,	  histone	  PTMs	  can	  be	  dynamically	  “read”	  by	  a	  plethora	  of	  protein	  binding	  partners,	  each	  of	  which	  harbors	  specificity	  for	  particular	  modifications	  or	  residues	  (Taverna	  et	  al.	  2007).	  The	  result	  is	  an	  adaptable	  layer	  of	  variation	  to	  chromatin	  that	  can	  be	  tuned	  in	  a	  locus-­‐specific	  manner	  without	  significant	  energetic	  cost.	  To	  wit,	  histone	  PTMs	  have	  been	  proposed	  to	  demarcate	  distinct	  chromatin	  domains	  in	  the	  genome	  (Kharchenko	  et	  al.,	  2011;	  Rice	  et	  al.,	  2003;	  Schneider	  et	  al.,	  2004;	  Sullivan	  and	  Karpen,	  2004).	  Given	  these	  characteristics,	  histone	  PTMs	  represent	  an	  attractive	  candidate	  for	  agents	  of	  gene	  regulation.	  The	  “histone	  code”	  hypothesis	  posits	  that	  PTMs	  play	  crucial	  roles	  in	  controlling	  gene	  expression	  by	  adapting	  the	  local	  chromatin	  packaging	  environment	  and	  recruiting	  structural	  or	  catalytic	  binding	  partners	  to	  confer	  or	  deny	  access	  to	  transcriptional	  machinery	  (Bannister	  and	  Kouzarides,	  2011;	  Jenuwein	  and	  Allis,	  2001;	  Rothbart	  and	  Strahl,	  2014;	  Strahl	  and	  Allis,	  2000;	  Taverna	  et	  al.,	  2007).	  The	  fact	  that	  characteristic	  PTM	  distributions	  are	  known	  to	  be	  associated	  with	  specific	  gene	  expression	  states	  (Kornberg	  and	  Lorch	  1999,	  Berger	  2007)	  supports	  this	  view	  in	  part.	  	  It	  is	  also	  thought	  that	  PTMs	  can	  directly	  influence	  gene	  expression	  by	  affecting	  DNA	  accessibility,	  or	  by	  acting	  as	  binding	  platforms	  for	  transcription	  initiation	  complex	  subunits	  and	  other	  protein	  effectors	  (Kouzarides	  2007).	  For	  instance,	  histone	  acetylation	  has	  long	  been	  proposed	  to	  influence	  gene	  expression	  (Allfrey	  et	  al.	  1964),	  and	  there	  is	  evidence	  that	  it	  does	  so	  directly	  by	  partially	  neutralizing	  the	  positively	  charged	  histone	  it	  modifies,	  thereby	  changing	  the	  charge-­‐based	  stability	  of	  local	  nucleosomes	  (Ura	  et	  al.	  1997,	  Hilton	  et	  al.	  2015).	  Additionally,	  histone	  methylation	  has	  been	  shown	  to	  correlate	  with	  specific	  gene	  expression	  states,	  including	  H3K27	  trimethylation	  (me3)	  in	  polycomb-­‐mediated	  gene	  repression	  (Francis	  et	  al.	  2009,	  Margueron	  et	  al.	  2009),	  and	  H3K9me3	  in	  heterochromatic	  gene	  silencing	  (Elgin	  1996,	  Rea	  et	  al.	  2000).	  On	  the	  basis	  of	  this	  evidence,	  PTMs	  have	  been	  considered	  strong	  candidates	  for	  primary	  carriers	  of	  epigenetic	  information	  that	  contribute	  to	  cell	  fate	  specification	  during	  development	  (Margueron	  and	  Reinberg,	  2010).	  This	  model	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makes	  two	  major	  assumptions:	  a)	  That	  histone	  PTMs	  directly	  influence	  gene	  expression	  at	  specific	  loci,	  i.e.	  that	  the	  histone	  code	  hypothesis	  is	  valid,	  and	  b)	  That	  histone	  PTMs	  are	  heritable	  across	  cell	  cycles,	  and	  therefore	  can	  implement	  different	  transcriptional	  programs	  in	  different	  cell	  lineages.	  However,	  the	  validity	  of	  the	  first	  assumption	  has	  never	  been	  directly	  tested	  in	  multicellular	  eukaryotes.	  Whether	  histone	  PTMs	  are	  a	  cause	  or	  a	  consequence	  of	  regulated	  gene	  expression	  in	  the	  context	  of	  differentiation	  and	  development	  in	  multicellular	  organisms	  remains	  subject	  to	  vigorous	  debate	  (Felsenfeld	  and	  Groudine	  2003,	  Henikoff	  and	  Shilatifard	  2011).	  	  
Histone	  replacement	  In	  multicellular	  eukaryotes,	  support	  for	  the	  histone	  code	  hypothesis	  is	  largely	  based	  on	  phenotypes	  observed	  from	  studies	  in	  which	  the	  “writer”	  enzymes	  responsible	  for	  catalyzing	  histone	  PTMs	  were	  inhibited	  or	  ablated.	  However,	  such	  experiments	  cannot	  rule	  out	  the	  possibility	  that	  these	  enzymes	  have	  other	  non-­‐histone	  substrates,	  or	  play	  other	  non-­‐catalytic	  (e.g.,	  structural)	  roles,	  that	  confound	  analysis	  and	  assignment	  of	  observed	  phenotypes	  to	  the	  PTMs	  themselves.	  Indeed,	  it	  is	  known	  that	  histone-­‐modifying	  enzymes	  have	  varied	  and	  abundant	  non-­‐histone	  substrates	  that	  could	  confound	  the	  analysis	  of	  experiments	  that	  ablate	  these	  “writers”	  (Glozak	  et	  al.	  2005,	  Huang	  and	  Berger	  2008,	  Sims	  and	  Reinberg	  2008,	  Park	  et	  al.	  2016).	  A	  separate	  but	  related	  concern	  is	  the	  fact	  that	  histone	  variant	  proteins,	  which	  can	  substitute	  for	  their	  canonical	  counterparts	  in	  the	  histone	  octamer	  and	  are	  not	  subject	  to	  cell	  cycle	  regulation,	  are	  in	  most	  cases	  similarly	  modified	  by	  the	  same	  histone-­‐modifying	  enzymes	  as	  replication	  dependent	  histones.	  Histone	  variants	  are	  enriched	  in	  transcriptionally	  active	  regions	  of	  the	  genome	  (Ahmad	  and	  Henikoff	  2002),	  and	  might	  be	  expected	  to	  play	  important	  roles	  in	  gene	  expression	  that	  are	  distinct	  from	  their	  replication-­‐dependent	  counterparts.	  Therefore,	  ablating	  the	  writers	  will	  fail	  to	  distinguish	  the	  specific	  contributions	  of	  replication-­‐dependent	  and	  variant	  histone	  PTMs	  to	  gene	  expression.	  In	  the	  absence	  of	  direct	  genetic	  evidence,	  it	  is	  difficult	  to	  assign	  a	  causative	  role	  to	  histone	  PTMs	  in	  directly	  influencing	  cellular	  processes,	  including	  gene	  expression	  (Henikoff	  and	  Shilatifard	  2011).	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An	  attractive	  solution	  to	  this	  problem	  would	  be	  to	  directly	  mutate	  histone	  residues	  of	  interest	  such	  that	  their	  writer	  enzymes	  can’t	  modify	  them	  (Figure	  1.4).	  For	  instance,	  a	  lysine	  in	  the	  N-­‐terminal	  tail	  that	  is	  normally	  methylated	  might	  be	  mutated	  to	  an	  arginine	  so	  that	  lysine	  methyltransferases	  can	  no	  longer	  modify	  it.	  This	  strategy	  has	  been	  used	  extensively	  in	  the	  budding	  yeast	  Saccharomyces	  cerevisiae	  with	  great	  effect	  (Park	  et	  al.	  2002,	  Hyland	  et	  al.	  2005,	  Tompa	  and	  Madhani	  2007).	  However,	  without	  a	  similar	  system	  implemented	  in	  a	  multicellular	  organism,	  the	  direct	  roles	  of	  histone	  PTMs	  in	  cell	  differentiation	  and	  development	  remain	  elusive.	  Implementing	  direct	  histone	  genetics	  in	  developing	  organisms	  is	  made	  inherently	  difficult	  by	  the	  highly	  repeated	  nature	  of	  the	  replication-­‐dependent	  histone	  genes,	  which	  in	  most	  cases	  occur	  in	  multiple	  clusters	  across	  the	  genome	  (Marzluff	  et	  al.	  2008).	  By	  way	  of	  example,	  humans	  contain	  64	  histone	  genes	  clustered	  at	  three	  different	  loci	  (Marzluff	  et	  al.	  2002).	  However,	  the	  entire	  complement	  of	  replication	  dependent	  histone	  genes	  in	  Drosophila	  melanogaster	  is	  clustered	  at	  a	  single	  location,	  on	  chromosome	  2L,	  without	  any	  intervening	  non-­‐histone	  genes.	  Therefore,	  it	  is	  possible	  to	  generate	  a	  molecularly	  defined	  deletion	  of	  the	  endogenous,	  replication-­‐dependent	  histone	  gene	  cluster	  in	  D.	  melanogaster,	  and	  directly	  replace	  it	  with	  transgenic	  clusters	  encoding	  non-­‐modifiable	  mutant	  histones	  (Günesdogan	  et	  al.	  2010).	  This	  strategy	  is	  termed	  “histone	  replacement,”	  and	  to	  date	  represents	  the	  only	  direct	  histone	  mutagenesis	  strategy	  available	  in	  a	  metazoan	  organism.	  	  Several	  recent	  studies	  have	  employed	  histone	  replacement	  to	  test	  the	  requirement	  of	  specific	  histone	  residues	  and,	  by	  extension,	  their	  modifications,	  for	  different	  aspects	  of	  proliferation,	  differentiation,	  and	  development	  in	  D.	  melanogaster	  (Graves	  et	  al.,	  2016;	  Günesdogan	  et	  al.,	  2010;	  Hödl	  and	  Basler,	  2012;	  McKay	  et	  al.,	  2015;	  Pengelly	  et	  al.,	  2013;	  Penke	  et	  al.,	  2016).	  Though	  the	  D.	  melanogaster	  histone	  gene	  cluster	  contains	  on	  the	  order	  of	  100	  haploid	  copies	  of	  the	  core	  5	  kb	  replication-­‐dependent	  histone	  locus	  (composed	  of	  an	  array	  of	  the	  genes	  encoding	  H1,	  H2B,	  H2A,	  H4,	  and	  H3,	  in	  that	  order)	  (Lifton	  et	  al.	  1978,	  McKay	  et	  al.	  2015),	  only	  12	  transgenic	  copies	  of	  the	  same	  locus	  are	  necessary	  to	  rescue	  viability	  and	  fertility	  of	  mutants	  homozygous	  for	  full	  deletion	  of	  the	  endogenous	  cluster	  (Günesdogan	  et	  al.	  2010,	  McKay	  et	  al.	  2015).	  The	  same	  result	  was	  obtained	  by	  either	  complementing	  homozygous	  histone	  gene	  cluster	  deletion	  animals	  with	  four	  separate	  arrays	  containing	  three	  copies	  each	  of	  the	  core	  locus	  (Günesdogan	  et	  al.	  2010),	  or	  a	  single	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array	  containing	  12	  copies	  (McKay	  et	  al.	  2015)	  (Figure	  1.5).	  It	  should	  be	  noted	  that,	  for	  facile	  implementation	  of	  complex	  genetic	  enhancement	  or	  suppression	  studies	  in	  combination	  with	  transgenic	  histone	  alleles,	  or	  for	  collection	  of	  material	  from	  transgenic	  animals	  for	  high	  throughput	  genomic,	  transcriptomic,	  or	  proteomic	  studies,	  a	  single	  12-­‐copy	  array	  is	  likely	  more	  tractable	  to	  work	  with	  and	  maintain.	  	  The	  histone	  replacement	  approach	  has	  enabled	  the	  deconvolution	  of	  phenotypes	  specific	  to	  histone	  PTMs	  from	  those	  specific	  to	  their	  writers.	  These	  studies	  have	  elucidated	  the	  relationship	  between	  PTMs	  and	  their	  writers,	  both	  confirming	  (Pengelly	  et	  al.,	  2013)	  and	  refuting	  (McKay	  et	  al.,	  2015)	  previously	  reported	  roles	  for	  certain	  residues	  on	  the	  basis	  of	  their	  corresponding	  writer	  mutant	  phenotypes.	  The	  approach	  also	  affords	  an	  opportunity	  to	  directly	  interrogate	  the	  function	  of	  other	  well-­‐characterized	  histone	  PTMs	  for	  which	  a	  variety	  of	  functional	  roles	  have	  been	  described.	  	  
H3K36	  methylation	  Methylation	  of	  lysine	  36	  in	  the	  histone	  H3	  subunit	  (H3K36me)	  is	  a	  highly	  conserved	  PTM	  across	  all	  eukaryotic	  organisms.	  In	  humans,	  H3K36	  mono-­‐	  and	  di-­‐methylation	  (H3K36me1/2)	  is	  accomplished	  by	  a	  host	  of	  enzymes	  primarily	  belonging	  to	  the	  NSD	  class	  of	  methyltransferases,	  while	  H3K36	  trimethylation	  (H3K36me3)	  is	  catalyzed	  by	  the	  Set	  domain-­‐containing	  methyltransferase	  SETD2	  (Wagner	  and	  Carpenter	  2012).	  In	  Drosophila,	  H3K36me1/2	  is	  catalyzed	  by	  a	  single	  writer	  enzyme	  known	  as	  Mes-­‐4,	  while	  Set2,	  the	  
Drosophila	  orthologue	  of	  human	  SETD2,	  catalyzes	  H3K36me3.	  H3K36me2/3	  is	  also	  subject	  to	  demethylation	  by	  the	  JHDM1	  and	  JMJD2	  classes	  of	  demethylases	  (Klose	  et	  al.	  2006).	  Of	  the	  three	  methyl	  states,	  it	  is	  understood	  that	  H3K36me3	  is	  most	  commonly	  bound	  by	  protein	  partners,	  in	  which	  “readers”	  typically	  contain	  a	  chromodomain,	  as	  in	  MRG15	  (Ding	  
et	  al.	  2006),	  or	  a	  PWWP	  domain,	  as	  in	  LEDGF	  (Pradeepa	  et	  al.	  2012).	  Notably,	  H3K36	  resides	  at	  the	  site	  of	  entry	  for	  DNA	  into	  the	  nucleosome	  core	  particle	  (Luger	  et	  al.	  1997),	  and	  H3K36me3	  readers	  require	  both	  the	  PTM	  itself	  and	  the	  surrounding	  context	  of	  nucleosomal	  DNA	  to	  bind	  efficiently	  (van	  Nuland	  et	  al.	  2013),	  indicating	  that	  H3K36	  occupies	  a	  unique	  juncture	  at	  the	  interface	  of	  DNA	  wrapping	  in	  the	  nucleosome.	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In	  contrast	  with	  many	  PTMs	  whose	  spatial	  distribution	  is	  skewed	  towards	  promoters	  and	  the	  5’	  regions	  of	  genes,	  H3K36	  di-­‐	  and	  tri-­‐methylation	  (H3K36me2/3)	  are	  enriched	  in	  coding	  regions	  and	  toward	  the	  3’	  end	  of	  actively	  transcribed	  genes	  (Bannister	  et	  al.,	  2005).	  This	  unique	  distribution	  results	  from	  the	  fact	  that	  the	  SRI	  domain	  of	  the	  dSet2/SETD2	  methyltransferase	  associates	  with	  phosphorylated	  serines	  in	  the	  C-­‐terminal	  domain	  of	  RNA	  polymerase	  II	  (Kizer	  et	  al.	  2005,	  Fuchs	  et	  al.	  2012)	  (Figure	  1.6).	  Therefore,	  H3K36me3	  is	  catalyzed	  co-­‐transcriptionally,	  and	  is	  preferentially	  deposited	  at	  histones	  in	  the	  wake	  of	  elongating	  polymerase.	  This	  distribution	  pattern	  suggests	  that	  H3K36me	  interfaces	  with	  RNA	  polymerase	  and	  contributes	  to	  transcription	  elongation	  and/or	  RNA	  processing,	  rather	  than	  affecting	  gene	  expression	  via	  chromatin	  packaging	  at	  promoters.	  Indeed,	  H3K36me2/3	  is	  known	  to	  suppress	  cryptic	  transcription	  initiation	  from	  coding	  regions	  in	  Saccharomyces	  cerevisiae	  by	  recruiting	  a	  repressive	  deacetylase	  complex	  to	  sites	  of	  active	  elongation	  (Carrozza	  et	  al.,	  2005;	  Keogh	  et	  al.,	  2005).	  This	  effect	  is	  mediated	  by	  the	  yeast	  Rpd3-­‐small	  (Rpd3S)	  complex,	  which	  contains	  an	  H3K36me3-­‐binding	  Eaf3	  subunit,	  and	  the	  Rpd3	  histone	  deacetylase.	  By	  binding	  to	  H3K36me3	  in	  open	  reading	  frames,	  Rpd3S	  is	  thought	  to	  remove	  acetylation	  from	  histones	  in	  coding	  regions,	  and	  in	  doing	  so	  strengthen	  those	  histones	  as	  barriers	  to	  inappropriate	  transcription	  initiation.	  In	  the	  absence	  of	  Set2	  or	  upon	  direct	  mutation	  of	  S.	  cerevisiae	  H3K36	  to	  alanine	  or	  arginine,	  histones	  in	  gene	  bodies	  undergo	  hyperacetylation,	  and	  specific	  genes	  show	  instances	  of	  short	  antisense	  transcription	  (Figure	  1.7).	  H3K36me3	  is	  also	  implicated	  in	  suppressing	  active	  incorporation	  of	  acetylated	  histones	  via	  histone	  exchange	  (Venkatesh	  et	  al.,	  2012).	  Whether	  these	  specific	  mechanisms	  are	  conserved	  in	  metazoans	  has	  yet	  to	  be	  addressed	  definitively,	  though	  there	  is	  evidence	  that	  H3K36me3	  may	  be	  in	  some	  way	  associated	  (Neri	  
et	  al.	  2017).	  H3K36me2/3	  marks	  are	  also	  preferentially	  enriched	  over	  exons	  as	  opposed	  to	  introns,	  particularly	  in	  constitutively	  used	  exons	  rather	  than	  alternative	  exons	  (Kolasinska-­‐Zwierz	  et	  al.,	  2009),	  and	  S.	  cerevisiae	  Set2	  and	  H3K36	  mutants	  exhibit	  global	  splicing	  defects	  (Sorenson	  et	  al.	  2016),	  suggesting	  that	  H3K36me3	  might	  play	  a	  role	  in	  alternative	  splicing	  regulation	  in	  metazoans.	  The	  fact	  that	  Drosophila	  (Khodor	  et	  al.	  2011)	  and	  human	  (Tilgner	  et	  al.	  2012)	  splicing	  predominantly	  occurs	  co-­‐transcriptionally	  supports	  the	  idea	  that	  the	  core	  splicing	  machinery	  and	  its	  regulatory	  cofactors	  act	  in	  close	  physical	  proximity	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to	  H3K36-­‐trimethylated	  chromatin,	  and	  thus	  might	  interact	  with	  it	  in	  some	  way.	  There	  are	  two	  major	  mechanisms	  by	  which	  this	  sort	  of	  regulation	  might	  occur.	  Firstly,	  H3K36me3	  might	  directly	  recruit	  binding	  proteins	  that	  interact	  with	  RNA	  binding	  proteins,	  which	  in	  turn	  might	  co-­‐transcriptionally	  bind	  to	  elongating	  mRNAs	  and	  influence	  splicing	  events	  (Figure	  1.8).	  In	  support	  of	  this	  model,	  human	  SETD2	  in	  cultured	  cells	  is	  suggested	  to	  alter	  a	  number	  of	  exon	  inclusion	  events	  by	  recruiting	  RNA	  binding	  proteins	  (Luco	  et	  al.,	  2010;	  Pradeepa	  et	  al.,	  2012).	  For	  instance,	  in	  Luco	  et	  al.,	  the	  H3K36me3	  reader	  MRG15	  was	  shown	  to	  associate	  with	  polypyrimidine	  tract	  binding	  protein	  (PTB),	  which	  is	  known	  to	  bind	  directly	  to	  the	  polypyrimidine	  tract	  of	  an	  unspliced	  intron	  in	  the	  Fibroblast	  Growth	  Factor	  Receptor	  2	  (FGFR2)	  pre-­‐mRNA	  and	  suppress	  inclusion	  of	  exon	  IIIb	  (Carstens	  et	  al.	  2000,	  Wagner	  and	  Garcia-­‐Blanco	  2002).	  As	  the	  studies	  supporting	  this	  model	  focused	  on	  a	  limited	  number	  of	  examples,	  it	  is	  an	  open	  question	  whether	  this	  sort	  of	  direct	  recruitment	  of	  RNA	  binding	  proteins	  by	  chromatin	  to	  elongating	  RNA	  is	  a	  generalizable	  phenomenon.	  Secondly,	  H3K36me3	  might	  indirectly	  affect	  alternative	  splicing	  by	  tuning	  the	  strength	  of	  histones	  as	  physical	  barriers	  to	  transcription	  in	  coding	  regions,	  thereby	  modulating	  the	  rate	  of	  RNA	  polymerase	  II	  transcribing	  through	  them	  (Figure	  1.8).	  It	  is	  well	  established	  that	  the	  rate	  of	  transcription	  affects	  the	  likelihood	  of	  exon	  inclusion,	  where	  a	  slower	  polymerase	  encourages	  exon	  inclusion,	  and	  is	  thought	  to	  give	  lower	  efficiency	  splicing	  events	  time	  to	  complete	  (de	  La	  Mata	  et	  al.	  2003,	  Ip	  et	  al.	  2011).	  Additionally,	  DNA-­‐bound	  non-­‐histone	  protein	  barriers	  to	  elongation,	  such	  as	  CTCF,	  have	  been	  shown	  to	  influence	  splicing	  outcomes	  by	  inducing	  polymerase	  pausing	  (Shukla	  et	  al.	  2011).	  It	  is	  known	  that	  nucleosomes	  can	  act	  as	  significant	  barriers	  to	  RNA	  polymerase	  processivity,	  and	  that	  reduced	  rate	  and	  (presumably)	  pausing	  at	  nucleosomes	  are	  frequent	  occurrences	  (Belotserkovskaya	  et	  al.	  2003,	  Kim	  et	  al.	  2002,	  Kireeva	  et	  al.	  2005).	  	  Therefore,	  it	  might	  be	  hypothesized	  that	  histone	  modifications	  associated	  with	  chromatin	  compaction	  can	  anchor	  nucleosome	  deposition	  and	  prevent	  nucleosome	  expulsion	  through	  remodeling,	  resulting	  in	  a	  more	  robust	  barrier	  to	  the	  polymerase	  and	  contributing	  to	  altered	  splice	  site	  choice.	  	  The	  aforementioned	  role	  of	  H3K36me3	  in	  recruiting	  deacetylase	  complexes	  to	  gene	  coding	  regions	  presents	  a	  likely	  mechanism	  through	  which	  H3K36me3	  would	  reassert	  nucleosomes	  as	  a	  strong	  barrier	  to	  transcription,	  which	  would	  then	  cause	  polymerase	  pausing	  and	  encourage	  exon	  inclusion.	  To	  further	  complicate	  matters,	  H3K36me3	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distribution	  across	  gene	  bodies	  is	  itself	  sensitive	  to	  perturbations	  in	  splicing	  (de	  Almeida	  et	  al.,	  2011;	  Kim	  et	  al.,	  2011),	  indicating	  that	  H3K36me3	  and	  splicing	  might	  be	  reciprocally	  sensitive	  to	  each	  other.	  In	  addition	  to	  its	  role	  in	  transcription	  and	  RNA	  processing,	  a	  range	  of	  other	  activities	  have	  been	  attributed	  to	  H3K36me,	  including	  DNA	  damage	  response	  (Jha	  and	  Strahl,	  2014;	  Li	  et	  al.,	  2013;	  Pai	  et	  al.,	  2014;	  Pfister	  et	  al.,	  2014)	  and	  three	  dimensional	  chromosome	  organization	  (Evans	  et	  al.,	  2016;	  Smith	  et	  al.,	  2013;	  Ulianov	  et	  al.,	  2016)	  (Lhoumaud	  et	  al.	  2014).	  Interestingly,	  multiple	  roles	  for	  H3K36	  methylation	  in	  epigenetic	  inheritance	  have	  been	  discovered	  in	  Drosophila.	  	  These	  include	  maintenance	  of	  gene	  expression	  profiles	  from	  the	  maternal	  germline	  to	  offspring	  (Rechsteiner	  et.	  al.,	  2010)	  and	  targeting	  of	  the	  male-­‐specific	  lethal	  (MSL)	  complex	  in	  dosage	  compensation	  (Larschan	  et.	  al.,	  2007).	  	  A	  more	  generalized	  mechanism	  for	  maintaining	  gene	  expression	  fidelity	  across	  development	  might	  therefore	  be	  expected.	  However,	  to	  date,	  none	  of	  these	  putative	  roles	  for	  H3K36me	  have	  been	  evaluated	  directly	  in	  an	  H3K36	  mutant	  animal.	  	  
H3K36	  methylation	  in	  cancer	  and	  disease	  The	  hypothesis	  that	  histone	  PTMs	  serve	  as	  carriers	  of	  epigenetic	  information	  is	  consistent	  with	  the	  repeated	  observation	  that	  characteristic	  PTM	  distributions	  associate	  with	  specific	  gene	  expression	  states	  (Kornberg	  and	  Lorch,	  1999;	  Berger,	  2007).	  	  Therefore,	  this	  concept	  has	  been	  extended	  to	  suggest	  PTM	  dysregulation	  as	  a	  likely	  contributor	  to	  diseases	  characterized	  by	  altered	  gene	  expression	  and	  cell	  identity	  (Chi	  et	  al.,	  2010;	  Lewis	  et	  al.,	  2013).	  Given	  the	  reported	  role	  of	  H3K36	  in	  maintaining	  expression	  fidelity,	  this	  view	  has	  obvious	  implications	  for	  mediating	  the	  balance	  between	  cell	  differentiation	  and	  proliferation	  in	  both	  normal	  and	  disease	  contexts.	  	  Importantly,	  histone	  PTMs	  are	  dysregulated	  in	  cancers,	  though	  it	  is	  not	  known	  whether	  changes	  in	  PTM	  patterns	  are	  sufficient	  to	  alter	  the	  proliferative	  or	  differentiation	  potential	  of	  daughter	  cells.	  	  It	  is	  likely	  that	  PTM-­‐related	  mutations	  can	  act	  as	  tumorigenic	  drivers	  as	  well.	  	  In	  particular,	  evidence	  for	  this	  hypothesis	  includes	  the	  identification	  of	  independent	  mutations	  in	  the	  H3K36	  methyltransferase,	  SETD2,	  across	  multiple	  tumor	  sub-­‐populations	  of	  primary	  and	  metastatic	  renal	  cell	  carcinomas	  (Dalgliesh	  et.	  al.,	  2010;	  Gerlinger	  et.	  al.,	  2012).	  	  Moreover,	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a	  lysine-­‐to-­‐methionine	  change	  in	  H3K36	  in	  the	  replication	  dependent	  or	  variant	  histone	  H3	  is	  thought	  to	  drive	  pediatric	  chondroblastomas	  via	  global	  downregulation	  of	  H3K36me	  and	  concomitant	  upregulation	  of	  H3K27me3	  at	  ectopic	  sites	  previously	  occluded	  by	  H3K36me	  (Lu	  et	  al.	  2016)	  (Figure	  1.9).	  Moreover,	  alternative	  splicing	  plays	  an	  important	  but	  underappreciated	  role	  in	  tumorigenesis;	  splicing	  of	  specific	  gene	  targets	  contributes	  to	  several	  pathways	  that	  are	  commonly	  dysregulated	  in	  cancers,	  including	  apoptosis,	  metabolism,	  and	  cell	  cycle	  checkpoints	  (David	  and	  Manley,	  2012).	  	  Renal	  cell	  carcinomas	  that	  are	  characterized	  by	  mutations	  in	  the	  H3K36	  methyltransferase	  SETD2	  have	  been	  shown	  to	  exhibit	  widespread	  defects	  in	  canonical	  splicing	  of	  introns	  (Simon	  et	  al.	  2014)	  and	  co-­‐transcriptional	  termination	  (Grosso	  et	  al.	  2015)	  (Figure	  1.9).	  Given	  the	  relevance	  of	  H3K36	  to	  fidelity	  of	  expression,	  regulation	  of	  alternative	  splicing	  and	  tumorigenesis,	  it	  is	  crucial	  to	  develop	  a	  solid	  basis	  for	  understanding	  the	  direct	  contribution	  of	  H3K36	  methylation	  to	  molecular	  and	  developmental	  defects	  that	  are	  highly	  relevant	  to	  disease.	  	  
Gene	  regulation,	  from	  initiation,	  to	  co-­‐transcriptional	  processing,	  to	  post-­‐
transcriptional	  maturation	  	   Just	  as	  histone	  PTMs	  are	  thought	  to	  influence	  gene	  expression	  at	  different	  phases	  during	  transcription,	  transcription	  itself	  is	  subject	  to	  myriad	  levels	  of	  regulation	  at	  distinct	  steps	  in	  the	  transcriptional	  “life	  cycle”	  (Figure	  1.10).	  Below,	  I	  will	  discuss	  some	  of	  the	  major	  modes	  of	  transcriptional	  regulation,	  and	  how	  chromatin	  may	  play	  a	  role	  in	  them:	  
Initiation	  and	  promoter	  proximal	  polymerase	  pausing	  Transcription	  initiation	  is	  a	  multi-­‐step	  process	  through	  which	  the	  core	  pre-­‐initiation	  complex	  (PIC),	  composed	  of	  RNA	  polymerase	  II	  and	  the	  general	  transcription	  factors	  TFIIB,	  D,	  E,	  F,	  and	  H,	  assembles	  on	  the	  promoter	  and	  prepares	  to	  initiate	  the	  nascent	  RNA	  chain	  (Buratowski	  et	  al.	  1989,	  Sainsbury	  et	  al.	  2015).	  This	  process	  typically	  requires	  the	  displacement	  of	  nucleosomes	  in	  the	  region	  encompassing	  the	  promoter	  and	  transcription	  start	  site,	  generating	  a	  characteristic	  “nucleosome	  free	  region”	  (NFR)	  (Mavrich	  et	  al.	  2008,	  Ozsolak	  et	  al.	  2007).	  Active	  promoters	  are	  often	  characterized	  by	  a	  host	  of	  cis-­‐regulatory	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motifs,	  and	  in	  Drosophila	  as	  in	  humans	  those	  include	  the	  TATA	  box,	  GAGA	  motif,	  and	  Initiator	  element,	  among	  others	  (FitzGerald	  et	  al.	  2006).	  Such	  sequence	  elements	  that	  promote	  auxiliary	  transcription	  factor	  binding	  can	  in	  turn	  promote	  displacement	  of	  the	  “minus-­‐1”	  nucleosome	  directly	  upstream	  of	  the	  transcription	  start	  site	  (TSS)	  to	  generate	  a	  NFR	  and	  allow	  for	  the	  PIC	  to	  assemble.	  Directly	  after	  initiation,	  the	  kinase	  activity	  of	  TFIIH	  phosphorylates	  Serine	  5	  in	  the	  heptameric	  YSPTSTS	  repeat	  the	  composes	  the	  RNA	  pol	  II	  C-­‐terminal	  domain	  (CTD)	  (Komarnitsky	  et	  al.	  2000),	  and	  deoxyribonucleotides	  ingress	  into	  the	  complex	  and	  melt	  the	  transcription	  bubble	  (Sainsbury	  et	  al.	  2015).	  Shortly	  after	  initiation,	  nascent	  transcripts	  are	  5’	  capped	  by	  the	  cap-­‐binding	  complex,	  coordinated	  by	  its	  association	  with	  RNA	  pol	  II	  CTD	  phosphorylation	  (McCracken	  et	  al.	  1997).	  In	  contrast	  with	  the	  prevailing	  view	  that	  transcription	  initiation	  is	  sufficient	  for	  gene	  expression,	  it	  is	  well	  understood	  now	  that,	  though	  most	  genes	  enriched	  for	  “active”	  chromatin	  marks	  such	  as	  H3K4me3	  and	  H3K9-­‐	  and	  H3K14-­‐ac	  at	  their	  promoters	  are	  also	  occupied	  by	  RNA	  polymerase,	  only	  a	  subset	  are	  productively	  elongated,	  suggesting	  that	  important	  regulatory	  steps	  occur	  post-­‐initiation	  (Guenther	  et	  al.	  2007,	  Muse	  et	  al.	  2007).	  Indeed,	  the	  phenomenon	  of	  promoter	  proximal	  polymerase	  pausing	  accounts	  for	  a	  large	  proportion	  of	  initiated	  but	  non-­‐elongated	  genes	  (Muse	  et	  al.	  2007,	  Gilchrist	  et	  al.	  2008).	  Paused	  polymerases	  compete	  with	  nucleosomes	  at	  promoters	  and	  directly	  downstream	  of	  TSSs,	  thereby	  maintaining	  nucleosome	  free	  regions	  and	  “poising”	  genes	  for	  activation	  upon	  release	  by	  pTEFb	  phosphorylation	  of	  NELF	  (Gilchrist	  et	  al.	  2008,	  Gilchrist	  et	  al.	  2010).	  Not	  only	  does	  polymerase	  pausing	  mechanistically	  satisfy	  the	  need	  for	  rapid	  activation	  of	  signaling-­‐sensitive	  transcription	  (Henriques	  et	  al.	  2013),	  but	  it	  also	  provides	  a	  paradigm	  for	  competition	  between	  RNA	  polymerase	  and	  nucleosomes	  in	  other	  regions	  of	  the	  genome,	  such	  as	  potential	  cryptic	  initiation	  sites.	  	  
Elongation,	  co-­‐transcriptional	  splicing,	  and	  nuclear	  surveillance	  During	  pause	  release	  coordinated	  by	  pTEFb	  and	  NELF,	  pTEFb-­‐associating	  CDK9	  phosphorylates	  Serine	  2	  in	  the	  RNA	  pol	  II	  CTD,	  which	  completes	  the	  transition	  into	  the	  actively	  elongating	  population	  of	  polymerases.	  As	  mentioned	  above,	  transcription	  elongation	  coincides	  with	  co-­‐transcriptional	  splicing,	  which	  is	  highly	  coordinated	  and	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regulated	  in	  multiple	  ways.	  The	  core	  splicing	  reaction	  involves	  several	  discrete	  steps,	  but	  is	  initiated	  by	  the	  recognition	  of	  the	  5’	  splice	  site	  by	  the	  U1	  snRNP,	  and	  of	  the	  intronic	  branch	  point	  sequence	  (BPS)	  by	  the	  U2	  snRNP	  (Matera	  and	  Wang	  2014).	  There	  are	  a	  handful	  of	  classes	  of	  splicing	  regulators,	  including	  SR	  proteins	  and	  hnRNPs,	  that	  regulated	  splicing	  by	  binding	  to	  various	  regions	  proximal	  to	  the	  functional	  5’ss	  and	  BPS	  sequences	  (Matera	  and	  Wang	  2014).	  Their	  function	  is	  typically	  classified	  by	  the	  location	  in	  which	  they	  bind	  (exonic	  or	  intronic)	  and	  their	  activating	  or	  suppressive	  influence	  upon	  inclusion	  of	  the	  proximal	  exon	  in	  the	  mature	  mRNA	  (enhancer	  or	  silencer).	  There	  are	  also	  a	  variety	  of	  non-­‐coding	  and	  cryptic	  transcripts	  that	  are	  prematurely	  terminated	  and	  degraded	  in	  the	  nucleus.	  The	  majority	  of	  this	  degradation	  is	  accomplished	  by	  the	  nuclear	  exosome	  complex,	  whose	  primary	  catalytic	  component	  is	  Rrp6	  (Allmang	  et	  al.	  1999).	  The	  nuclear	  exosome	  targeting	  complex	  (NEXT)	  is	  also	  known	  to	  associate	  with	  the	  CBC	  and	  promote	  degradation	  of	  read-­‐through	  transcripts	  and	  other	  cryptic	  transcript	  species	  (Andersen	  et	  al.	  2013,	  Lubas	  et	  al.	  2015).	  Splicing	  may	  actually	  help	  coding	  transcripts	  to	  avoid	  nuclear	  surveillance	  and	  degradation	  via	  a	  protective	  effect	  of	  U1	  snRNP	  binding	  to	  the	  pre-­‐mRNA	  (Kaida	  et	  al.	  2010,	  Almada	  et	  al.	  2013).	  In	  contrast,	  inappropriate,	  cryptic,	  or	  divergent	  transcription	  are	  more	  likely	  to	  contain	  poly-­‐A	  sites	  proximal	  to	  the	  site	  of	  initiation,	  which	  results	  in	  short	  polyadenylation	  and	  rapid	  degradation	  by	  the	  nuclear	  exosome	  (Almada	  et	  al.	  2013).	  The	  aforementioned	  role	  of	  chromatin	  in	  alternative	  splicing	  regulation	  is	  well	  established	  conceptually,	  if	  not	  proven	  directly.	  The	  direct	  proximity	  of	  chromatin	  to	  the	  splicing	  and	  nuclear	  exosome	  machinery	  at	  least	  presents	  the	  possibility	  that	  mechanisms	  related	  to	  chromatin	  could	  influence	  these	  co-­‐transcriptional	  mRNA	  processing	  activities.	  	  
3’	  end	  processing	  and	  nuclear	  polyadenylation	  The	  3’	  processing	  of	  mRNA	  is	  directly	  coupled	  to	  transcription	  termination,	  and	  requires	  three	  distinct	  steps:	  recognition	  of	  DNA	  cis	  elements	  that	  specify	  cleavage	  and	  termination,	  cleavage	  of	  the	  mRNA	  coordinated	  by	  the	  cleavage	  and	  polyadenylation	  specificity	  factor	  (CpsF)	  and	  cleavage	  stimulation	  factor	  (CstF)	  complexes	  (Shi	  et	  al.	  2009),	  and	  polyadenylation	  of	  the	  terminated	  transcript	  before	  export	  to	  the	  cytoplasm.	  Cleavage	  is	  targeted	  to	  a	  conserved	  AAUAAA	  hexamer	  known	  as	  the	  poly-­‐A	  site	  (PAS),	  which	  is	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typically	  10-­‐30	  nt	  upstream	  of	  a	  GU-­‐rich	  motif	  of	  more	  degenerate	  origin.	  The	  GU-­‐rich	  element	  is	  recognized	  by	  the	  CstF64	  subunit	  of	  the	  CstF	  complex,	  and	  the	  CPSF-­‐73	  subunit	  of	  the	  CpsF	  complex	  catalytically	  cleaves	  the	  terminating	  mRNA	  at	  the	  poly-­‐A	  site	  (Mandel	  
et	  al.	  2006).	  Directly	  after	  cleavage	  of	  the	  pre-­‐mRNA	  from	  the	  elongating	  chain,	  polyadenylation	  by	  poly-­‐A	  polymerase	  (PAP)	  begins.	  PAP	  alone	  is	  insufficient	  to	  accomplish	  polyadenylation	  (Takagi	  et	  al.	  1988),	  while	  the	  presence	  of	  CpsF	  is	  sufficient	  to	  stimulate	  the	  activity	  of	  PAP	  (Colgan	  and	  Manley	  1997),	  indicating	  that	  PAP	  likely	  acts	  immediately	  upon	  the	  newly	  cleaved	  3’	  end	  in	  the	  context	  of	  the	  larger	  CpsF	  complex.	  Poly-­‐A	  binding	  protein	  (PABP),	  which	  binds	  the	  newly	  elongating	  poly-­‐A	  tail	  to	  protect	  it	  from	  degradation,	  is	  similarly	  associated	  with	  the	  3’	  processing	  complex	  (Minvielle-­‐Sebastia	  et	  
al.	  1997).	  	  The	  localization	  and	  activity	  of	  the	  3’	  end	  processing	  machinery	  is	  linked	  extensively	  to	  the	  mechanisms	  of	  transcription	  elongation	  and	  termination	  (Buratowski	  2005).	  Importantly,	  the	  aforementioned	  phosphorylation	  of	  serine	  2	  in	  the	  CTD	  of	  RNA	  pol	  II	  aids	  in	  recruiting	  termination	  machinery,	  including	  subunits	  in	  the	  CpsF	  and	  nuclear	  polyadenylation	  complexes	  (Barilla	  et	  al.	  2001,	  Ahn	  and	  Buratowski	  2004).	  From	  the	  perspective	  of	  chromatin,	  there	  is	  evidence	  of	  a	  well	  positioned	  3’-­‐localized	  nucleosome	  followed	  by	  a	  nucleosome-­‐free	  region	  that	  indicates	  that	  histones	  may	  play	  a	  role	  in	  3’	  end	  processing,	  perhaps	  as	  barriers	  phased	  in	  front	  of	  the	  poly-­‐A	  site	  (Mavrich	  et	  al.	  2008).	  Additionally,	  to	  the	  extent	  that	  chromatin	  dynamics	  at	  the	  3’	  end	  influence	  transcription,	  that	  likely	  serves	  as	  a	  conduit	  for	  indirect	  influence	  over	  3’	  end	  processing.	  	  
mRNA	  surveillance	  and	  cytoplasmic	  degradation	  After	  export	  of	  polyadenylated	  protein-­‐coding	  mRNA	  to	  the	  cytoplasm,	  mRNAs	  are	  partitioned	  into	  those	  that	  will	  be	  productively	  translated	  and	  those	  that	  will	  be	  eventually	  degraded.	  The	  primary	  cytoplasmic	  degradation	  pathway	  involves	  sequential	  shortening	  of	  the	  poly-­‐A	  tail	  via	  deadenylation	  factors,	  removal	  of	  the	  5’	  cap	  by	  decapping	  enzymes,	  and	  degradation	  in	  either	  the	  5’-­‐3’	  direction	  by	  the	  XRN1	  exonuclease,	  or	  in	  the	  3’-­‐5’	  direction	  by	  the	  cytoplasmic	  exosome	  complex	  (Coller	  et	  al.	  2001,	  Mitchell	  et	  al.	  1997,	  Muhlrad	  et	  al.	  1994,	  Parker	  and	  Song	  2004).	  Much	  of	  the	  deadenylation,	  decapping,	  and	  degradation	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machinery	  accumulates	  at	  processing	  bodies	  (P	  bodies)	  that	  are	  visible	  under	  stress	  conditions	  (Sheth	  and	  Parker	  2003),	  and	  it	  is	  thought	  that	  translationally	  unfit	  transcripts	  are	  shuttled	  to	  P	  bodies	  to	  await	  their	  fate.	  Whereas	  deadenylated	  mRNAs	  can	  be	  readenylated	  by	  PAP,	  decapping	  is	  thought	  to	  be	  an	  irreversible	  step	  for	  the	  purposes	  of	  degradation,	  though	  cap-­‐trapping	  and	  high	  throughput	  sequencing	  studies	  have	  found	  evidence	  that	  some	  short	  transcripts	  may	  be	  recapped	  in	  the	  nucleus	  (Schoenberg	  and	  
Maquat	  2009).	  There	  also	  exists	  a	  separate	  surveillance	  pathway	  known	  as	  nonsense-­‐mediated	  decay	  (NMD),	  whereby	  mRNAs	  bearing	  premature	  stop	  codons,	  detected	  by	  the	  presence	  of	  a	  stop	  codon	  upstream	  of	  an	  exon	  junction	  complex	  (EJC)	  deposited	  at	  a	  downstream	  splice	  site,	  are	  preferentially	  degraded	  after	  the	  pioneer	  round	  of	  translation	  (Chang	  et	  al.	  2007).	  NMD	  uses	  very	  similar	  exonuclease	  machinery	  to	  that	  of	  the	  aforementioned	  cytoplasmic	  degradation	  pathway	  (Lejeune	  et	  al.	  2003).	  It	  has	  been	  shown	  that	  a	  large	  proportion	  of	  alternatively	  transcribed	  isoforms	  are	  the	  target	  of	  the	  nonsense-­‐mediated	  decay	  (NMD)	  pathway	  in	  metazoans	  (Lejeune	  and	  Maquat	  2005),	  meaning	  that	  NMD	  is	  intricately	  linked	  with	  alternative	  splicing	  regulation.	  Though	  physically	  separated	  from	  chromatin,	  there	  are	  several	  junctures	  at	  which	  mRNA	  surveillance	  and	  degradation	  pathways	  could	  be	  subject	  to	  indirect	  regulation	  by	  histones.	  Specifically,	  events	  that	  occur	  proximal	  to	  the	  chromatin	  that	  are	  required	  to	  evade	  surveillance	  and	  degradation,	  such	  as	  5’	  capping	  and	  proper	  cleavage	  and	  polyadenylation,	  could	  be	  subject	  to	  chromatin	  mediated	  regulation	  which,	  in	  turn,	  alters	  the	  propensity	  for	  the	  transcript	  in	  question	  to	  be	  degraded	  or	  preserved.	  Importantly,	  cytoplasmic	  surveillance	  and	  degradation	  of	  a	  transcript	  can	  be	  inhibited	  by	  the	  presence	  of	  eukaryotic	  translation	  initiation	  factors	  (eIFs)	  bound	  to	  the	  5’	  cap	  and	  poly-­‐A	  tail	  (Schwartz	  and	  Parker	  1999),	  meaning	  that	  improper	  nuclear	  specification	  of	  those	  structures	  in	  a	  way	  that	  discourages	  eIF	  binding	  in	  the	  cytoplasm	  may	  be	  sufficient	  to	  precipitate	  degradation.	  Additionally,	  since	  most	  alternative	  splicing	  occurs	  co-­‐transcriptionally,	  defects	  in	  that	  process	  that	  occur	  in	  the	  nucleus	  may	  be	  sensed	  by	  the	  NMD	  machinery	  in	  the	  cytoplasm	  and	  result	  in	  degradation.	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Hypotheses	  and	  Experiments	  The	  overarching	  theme	  of	  this	  dissertation	  draws	  on	  the	  complexity	  of	  the	  processes	  described	  in	  this	  introduction,	  but	  poses	  a	  simple	  question:	  how	  does	  chromatin	  affect	  gene	  expression?	  In	  Chapter	  2,	  I	  describe	  an	  experimental	  genetic	  strategy	  to	  directly	  interrogate	  chromatin	  at	  the	  level	  of	  histone	  post-­‐translational	  modifications	  via	  histone	  replacement.	  I	  hypothesized	  that	  a	  system	  to	  clone	  large,	  transgenic	  histone	  repeats	  in	  which	  designer	  mutations	  could	  be	  introduced	  would	  facilitate	  a	  simple	  experimental	  design	  to	  address	  a	  previously	  unsolved	  caveat	  to	  analysis	  of	  histone	  PTMs:	  separation	  of	  histone-­‐	  and	  non	  histone-­‐specific	  phenotypes	  resulting	  from	  PTM	  writer	  ablation.	  In	  Chapter	  3,	  I	  describe	  comprehensive	  molecular	  analysis	  of	  our	  wild-­‐type	  histone	  replacement	  model,	  including	  cross-­‐comparison	  of	  genome-­‐wide	  gene	  expression,	  transcription	  initiation,	  and	  chromatin	  accessibility	  data	  in	  a	  complex	  in	  vivo	  model.	  I	  hypothesized	  that	  sequencing	  5’	  nascent	  transcripts	  at	  extremely	  high	  depth,	  and	  pairing	  that	  data	  with	  chromatin	  accessibility	  data,	  I	  would	  be	  able	  to	  not	  only	  confirm	  previously	  discovered	  characteristics	  and	  organizing	  principles	  of	  transcription	  initiation	  at	  annotated	  genes,	  but	  would	  also	  uncover	  functional	  classes	  of	  initiation	  at	  unannotated	  sites	  across	  the	  genome,	  and	  begin	  to	  build	  an	  in	  vivo	  map	  of	  low-­‐abundance	  and	  unstable	  RNAs.	  In	  Chapter	  4,	  I	  describe	  how	  I	  used	  the	  genetic	  histone	  replacement	  strategy	  outlined	  in	  Chapter	  2	  to	  study	  the	  molecular	  consequences	  of	  direct	  mutation	  of	  H3	  lysine	  36	  (H3K36)	  to	  a	  non-­‐modifiable	  arginine	  (H3K36R).	  I	  hypothesized	  that	  mutation	  of	  H3K36	  to	  H3K36R	  would	  result	  in	  widespread	  changes	  in	  RNA-­‐related	  processes	  thought	  to	  be	  associated	  with	  H3K36	  methylation,	  including	  alternative	  splicing	  regulation	  and	  mRNA	  3’-­‐end	  processing	  and	  surveillance.	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Figures	  
Figure	  1.	  1:	  The	  central	  dogma	  of	  molecular	  biology.	  	  The	  classic	  dogma	  proposed	  by	  Francis	  Crick,	  in	  which	  DNA	  is	  transcribed	  into	  RNA,	  which	  is	  translated	  into	  protein.	  Later	  research	  has	  uncovered	  more	  complex	  cross-­‐regulation	  between	  the	  steps,	  including	  protein	  binding	  to	  RNA	  and	  DNA,	  and	  RNA	  self-­‐replication	  and	  reverse	  transcription.	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Figure	  1.	  2:	  Crystal	  structure	  of	  the	  histone	  octamer	  complexed	  with	  DNA.	  	  Crystal	  structure	  of	  the	  core	  histone	  octamer	  assembled	  with	  DNA	  at	  2.8	  Å	  resolution.	  The	  approximate	  location	  of	  H3K36	  at	  the	  site	  of	  DNA	  entry	  into	  the	  nucleosomal	  core	  particle	  is	  indicated	  by	  yellow	  arrows.	  Region	  of	  detail	  highlighted	  in	  red	  is	  expanded	  at	  right.	  Adapted	  from	  Luger	  et	  al.	  (1997).	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Figure	  1.	  3:	  Histone	  post-­‐translational	  modifications	  on	  the	  replication	  dependent	  
histone	  subunits.	  	  A)	  Chemical	  structures	  of	  known	  post-­‐translational	  modifications	  of	  different	  histone	  residues	  (indicated	  in	  top	  left	  of	  boxes).	  B)	  Locations	  of	  known	  PTMs	  on	  histone	  N-­‐terminal	  tails.	  me1,	  monomethylation;	  me2,	  dimethylation;	  me2a,	  asymmetric	  dimethyl-­‐ation;	  me2s,	  symmetric	  dimethylation;	  me3,	  trimethylation;	  ac,	  acetyl-­‐ation;	  ph/P,	  phosphorylation;	  fo,	  formylation;	  ma,	  malonylation;	  su,	  succinylation;	  glu,	  glutarylation;	  ub,	  ubiquitination;	  cit,	  citrullination;	  cr,	  crotonylation;	  oh,	  hydroxylation;	  hib,	  hydroxyisobutyrylation;	  ar,	  ADP	  ribosylation;	  og,	  O-­‐GlcNAcylation.	  Adapted	  from	  Andrews	  et	  al.	  (2016)	  (left)	  and	  Rodríguez-­‐Paredes	  and	  Esteller	  (2011)	  (Right).	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Figure	  1.	  4:	  Direct	  histone	  mutagenesis	  vs.	  ablation	  of	  the	  writer	  enzymes.	  	  A)	  Schematic	  showing	  the	  potential	  for	  histone	  writers	  to	  have	  multiple	  non-­‐histone	  substrates	  in	  the	  nucleus	  or	  cytoplasm.	  B)	  Strategy	  for	  analyzing	  histone	  PTMs	  by	  ablating	  the	  writer	  enzyme,	  which	  removes	  PTMs	  from	  other	  substrates	  and	  confounds	  phenotypic	  anaylsis.	  C)	  Direct	  histone	  mutagenesis	  strategy,	  in	  which	  the	  histone	  residue	  is	  mutated	  to	  a	  non-­‐modifiable	  residue,	  and	  the	  non-­‐histone	  substrate	  PTMs	  remain	  intact.	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Figure	  1.	  5:	  Different	  strategies	  for	  histone	  replacement.	  	  A)	  Homozygous	  endogenous	  histone	  deletion	  (His∆)	  is	  complemented	  with	  four	  separate	  insertions	  of	  3	  copies	  of	  the	  transgenic	  histone	  locus.	  B)	  Homozygous	  His∆	  is	  complemented	  with	  a	  single	  insertion	  of	  12	  copies	  of	  the	  transgenic	  histone	  locus.	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Figure	  1.	  6:	  Co-­‐transcriptional	  deposition	  of	  H3K36me3	  during	  mRNA	  elongation.	  Schematic	  of	  co-­‐transcriptional	  catalysis	  of	  H3K36me3	  by	  dSet2/hSETD2.	  Set2	  associates	  with	  the	  C-­‐terminal	  domain	  (CTD)	  or	  RNA	  polymerase	  II	  (RNAPII).	  After	  histones	  are	  acetylated	  and	  displaces	  ahead	  of	  transcribing	  RNAPII,	  Set2	  trimethylates	  histones	  on	  the	  back	  end,	  which	  causes	  recruitment	  of	  the	  Rpd3s	  histone	  deacetylase	  complex.	  Adapted	  from	  Wagner	  and	  Carpenter	  (2012).	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Figure	  1.	  7:	  Cryptic	  transcription	  initiation	  in	  Set2	  mutants.	  	  Schematic	  of	  H3K36me3-­‐mediated	  suppression	  of	  cryptic	  transcription	  initiation	  elucidated	  in	  Saccharomyces	  cerevisiae	  (Carrozza	  et	  al.	  2005,	  Keogh	  et	  al.	  2005).	  A)	  H3K36me3	  is	  bound	  by	  a	  repressive	  histone	  deacetylase	  complex	  (HDAC),	  which	  removes	  H4	  acetyl	  marks	  from	  local	  histones	  in	  coding	  regions.	  This	  abolishes	  the	  charge	  neutralizing	  effect	  of	  acetylation	  and	  reasserts	  the	  chromatin	  as	  a	  barrier	  to	  aberrant	  transcription	  initiation.	  B)	  In	  the	  absence	  of	  H3K36me3,	  H4-­‐acetylated	  histones	  are	  more	  easily	  displaced	  from	  coding	  region	  DNA,	  which	  uncovers	  cryptic	  transcription	  initiation	  sites.	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Figure	  1.	  8:	  Potential	  mechanisms	  of	  H3K36me3	  influence	  upon	  alternative	  splicing.	  	  A-­‐B)	  Direct	  RNA	  binding	  protein	  (RBP)	  recruitment	  mechanism.	  H3K36me3	  recruits	  RBPs	  such	  as	  Polypyrimidine	  Tract	  Binding	  Protein	  (PTB)	  via	  the	  H3K36me3	  reader	  MRG15	  (A),	  and	  excludes	  others	  such	  as	  epithelial	  splicing	  regulatory	  protein	  (ESRP)	  (B),	  to	  directly	  affect	  co-­‐transcriptional	  splicing	  of	  pre-­‐mRNA	  (Luco	  et	  al.	  2010).	  	  C-­‐D)	  Indirect	  polymerase	  rate-­‐mediated	  mechanism.	  H3K36me3	  can	  impose	  a	  barrier	  to	  transcription	  that	  reduced	  RNA	  pol	  II	  rate	  and	  promotes	  inclusion	  of	  local	  exons	  (C),	  while	  in	  its	  absence	  pol	  II	  rate	  is	  faster	  and	  exons	  are	  excluded	  (D).	  Adapted	  from	  Wagner	  and	  Carpenter	  (2012).	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Figure	  1.	  9:	  Mechanisms	  of	  H3K36me	  contribution	  to	  tumorigenesis.	  	  A)	  H3K36me3	  is	  thought	  to	  inhibit	  local	  H3K27me3-­‐mediated	  silencing,	  which	  could	  facilitate	  tumor	  suppressor	  gene	  expression.	  B)	  A	  class	  of	  pediatric	  chondroblastomas	  are	  characterized	  by	  a	  K36-­‐to-­‐M	  transition,	  which	  residue	  acts	  as	  a	  competitive	  inhibitor	  of	  the	  Set2	  methyltransferase	  and	  causes	  global	  downregulation	  of	  H3K36me3	  and	  redistribution	  of	  H3K27me3	  to	  ectopic	  loci.	  C-­‐D)	  Clear	  cell	  renal	  cell	  carcinomas	  (ccRCCs)	  disproportionately	  contain	  mutations	  in	  Set2,	  and	  they	  exhibit	  widespread	  intron	  retention	  (C)	  and	  transcription	  termination	  site	  (TTS)	  readthrough	  (D)	  that	  may	  affect	  tumor-­‐associated	  gene	  expression.	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Figure	  1.	  10:	  The	  “transcriptional	  life	  cycle,”	  from	  initiation,	  to	  elongation,	  to	  
maturation.	  	  A)	  Schematic	  describing	  the	  processes	  and	  factors	  involved	  in	  establishment	  of	  the	  promoter	  nucleosome-­‐free	  region	  (NFR),	  assembly	  of	  the	  pre-­‐initiation	  complex,	  initiation	  and	  promoter	  proximal	  pausing,	  and	  eventual	  pause	  release.	  B)	  Schematic	  describing	  the	  processes	  and	  factors	  involved	  in	  pre-­‐mRNA	  capping,	  co-­‐transcriptional	  splicing,	  transcript	  cleavage,	  termination	  and	  polyadenylation,	  and	  mRNA	  surveillance	  and	  degradation.	  Adapted	  from	  Adelman	  and	  Lis	  (2012)	  and	  Müller-­‐McNicol	  and	  Neugebauer	  (2013).	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CHAPTER	  2:	  BUILDING	  OF	  pMULTIBAC	  VECTOR	  AND	  CLONING	  OF	  
LARGE-­‐INSERT	  HISTONE	  REPEATS	  	  
Overview	  Histone	  post-­‐translational	  modifications	  (PTMs)	  are	  thought	  to	  participate	  in	  a	  range	  of	  essential	  molecular	  and	  cellular	  processes,	  including	  gene	  expression,	  replication,	  and	  nuclear	  organization.	  Importantly,	  PTMs	  are	  also	  thought	  to	  be	  prime	  candidates	  for	  carriers	  of	  epigenetic	  information	  across	  cell	  cycles	  and	  cross-­‐generationally.	  However,	  to	  date	  it	  has	  not	  been	  possible	  to	  directly	  test	  the	  necessity	  of	  PTMs	  themselves	  in	  these	  processes,	  independent	  of	  the	  “writer”	  enzymes	  that	  catalyze	  them.	  In	  particular,	  it	  has	  been	  difficult	  to	  carry	  out	  direct	  histone	  mutagenesis	  because	  of	  the	  highly	  repeated	  nature	  of	  histone	  genes	  in	  metazoan	  organisms.	  	  We	  developed	  a	  transgenic	  histone	  replacement	  platform	  to	  generate	  Drosophila	  
melanogaster	  models	  in	  which	  the	  entire	  complement	  of	  replication-­‐dependent	  histones	  is	  mutant	  at	  a	  residue	  of	  interest.	  We	  built	  a	  BAC	  vector	  with	  the	  capacity	  to	  clone	  large	  (60-­‐100kb)	  histone	  repeat	  inserts,	  and	  site-­‐specifically	  integrate	  them	  into	  the	  D.	  melanogaster	  genome	  with	  a	  visible	  marker	  for	  lineage	  tracking.	  We	  demonstrate	  that	  tandem	  arrays	  of	  the	  core	  5kb	  replication-­‐dependent	  histone	  locus	  can	  be	  conventionally	  cloned	  and	  duplicated	  with	  relative	  ease.	  We	  also	  show	  that	  12	  wild-­‐type	  copies	  of	  transgenic	  histone	  locus	  arrayed	  in	  tandem	  rescued	  viability	  and	  fertility	  of	  D.	  melanogaster	  bearing	  a	  homozygous	  deletion	  of	  the	  hundreds	  of	  copies	  of	  the	  core	  locus	  contained	  in	  the	  endogenous	  histone	  gene	  cluster,	  and	  that	  histone	  and	  protein	  mRNA	  levels	  are	  comparable	  in	  both	  genotypes.	  Finally,	  as	  proof	  of	  principle,	  we	  generated	  D.	  melanogaster	  in	  which	  histone	  H3	  lysine	  36	  (H3K36)	  is	  mutated	  to	  arginine	  (H3K36R)	  that	  can’t	  be	  modified	  by	  conventional	  H3K36	  “writer”	  enzymes.	  We	  show	  that	  H3K36	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trimethylation	  (H3K36me3)	  is	  reduced	  to	  below	  the	  limit	  of	  detection	  in	  H3K36R	  mutants,	  and	  that	  the	  animals	  experience	  a	  100%	  penetrant	  adult	  lethality	  phenotype	  despite	  no	  evidence	  of	  cell	  proliferation	  defects.	  This	  genetic	  platform	  represents	  the	  first	  histone	  replacement	  system	  to	  leverage	  a	  single	  tandem	  transgenic	  insertion	  for	  facile	  genetics	  and	  analysis	  of	  molecular	  phenotypes.	  We	  demonstrate	  the	  utility	  of	  our	  system	  for	  directly	  preventing	  histone	  residues	  from	  being	  modified,	  and	  studying	  the	  consequent	  phenotypes.	  	  
Introduction	  Histone	  post-­‐translational	  modifications	  (PTMs)	  are	  covalent	  additions	  of	  chemical	  groups	  to	  specific	  histone	  residues,	  frequently	  residing	  in	  their	  unstructured	  N-­‐terminal	  tails.	  A	  remarkable	  diversity	  of	  histone	  PTMs	  has	  been	  uncovered	  over	  the	  years,	  the	  most	  prominent	  of	  which	  include	  lysine	  methylation	  and	  acetylation,	  arginine	  methylation,	  and	  serine	  and	  threonine	  phosphorylation	  (Rothbart	  and	  Strahl	  2014).	  The	  predominant	  approach	  for	  studying	  the	  functions	  of	  histone	  PTMs	  has	  been	  to	  ablate	  the	  function	  of	  the	  so-­‐called	  “writer”	  enzymes	  that	  catalyze	  them.	  However,	  it	  is	  possible	  that	  the	  writers	  play	  either	  structural	  roles,	  or	  catalytic	  roles	  not	  related	  to	  histones,	  that	  are	  important	  for	  similar	  phenotypes	  to	  the	  ones	  being	  assayed.	  There	  are	  several	  known	  non-­‐histone	  substrates	  for	  histone	  PTM	  writers,	  including	  at	  least	  one	  prominent	  one	  for	  the	  tri-­‐methyltransferase	  that	  modifies	  H3K36	  (Park	  et	  al.	  2016),	  which	  is	  the	  focus	  of	  this	  dissertation.	  An	  attractive	  strategy	  for	  circumventing	  these	  difficulties	  is	  direct	  mutagenesis	  of	  histone	  genes	  so	  that	  modified	  residues	  can	  be	  mutated	  such	  that	  their	  writers	  can	  no	  longer	  modify	  them.	  In	  the	  budding	  yeast	  Saccharomyces	  cerevisiae,	  there	  are	  two	  copies	  of	  each	  of	  the	  replication-­‐dependent	  histone	  genes	  in	  the	  genome,	  meaning	  that	  direct	  histone	  mutagenesis	  can	  be	  employed	  with	  relative	  ease	  (see	  Park	  et	  al.	  2002,	  Hyland	  et	  al.	  2005,	  Tompa	  and	  Madhani	  2007).	  However,	  it	  is	  thought	  that	  histone	  PTMs	  have	  important	  roles	  as	  carriers	  of	  epigenetic	  information	  that	  can	  help	  implement	  the	  transcriptional	  programs	  that	  precipitate	  cell	  differentiation	  and	  development,	  among	  other	  phenotypes	  that	  cannot	  be	  evaluated	  in	  a	  single-­‐celled	  organism	  (Strahl	  and	  Allis	  2000,	  Margueron	  and	  Reinberg	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2010).	  To	  exhaustively	  analyze	  the	  importance	  of	  histone	  PTMs	  in	  development	  and	  differentiation,	  a	  metazoan	  model	  for	  histone	  mutagenesis	  is	  required.	  However,	  in	  metazoans,	  the	  highly	  repeated	  replication-­‐dependent	  histone	  genes	  are	  typically	  localized	  at	  multiple	  clusters	  throughout	  the	  genome	  (Marzluff	  et	  al.	  2008),	  making	  a	  conventional	  mutagenesis	  strategy	  nearly	  impossible,	  even	  with	  CRISPR/Cas9	  technology.	  To	  avoid	  the	  difficulty	  of	  histone	  gene	  repetition,	  multiple	  labs	  have	  recently	  taken	  advantage	  of	  the	  Drosophila	  melanogaster	  genetic	  model,	  in	  which	  all	  of	  the	  replication-­‐dependent	  histone	  genes	  are	  clustered	  at	  a	  single	  locus	  without	  any	  intervening	  genes,	  organized	  in	  repeating	  units	  consisting	  of	  the	  five	  core	  histone	  genes	  (H1,	  H2A,	  H2B,	  H3,	  H4)	  (Lifton	  et	  al.	  1978).	  This	  structure	  enables	  deletion	  of	  the	  entire	  locus	  and	  complementation	  by	  mutant	  histone	  genes.	  Complementation	  with	  multiple	  transgenic	  histone	  arrays	  has	  successfully	  enabled	  basic	  developmental,	  morphological,	  and	  phenotypic	  analyses	  of	  a	  handful	  of	  histone	  mutants	  (Graves	  et	  al.,	  2016;	  Günesdogan	  et	  al.,	  2010;	  Hödl	  and	  Basler,	  2012;	  Pengelly	  et	  al.,	  2013).	  However,	  to	  conduct	  more	  detailed	  molecular	  or	  genetic	  analyses	  that	  require	  more	  input	  material	  or	  relatively	  facile	  genetics	  within	  the	  histone	  complementation	  system,	  respectively,	  a	  single-­‐locus	  replacement	  system	  is	  desirable.	  Here	  we	  present	  the	  methodology	  and	  validation	  of	  a	  strategy	  to	  directly	  replace	  the	  endogenous	  replication-­‐dependent	  histone	  genes	  in	  Drosophila	  melanogaster	  with	  mutant	  copies	  of	  our	  design	  that	  are	  tandemly	  arrayed	  in	  a	  single	  locus.	  We	  generated	  a	  vector,	  dubbed	  pMultiBAC,	  that	  facilitates	  cloning	  of	  the	  large	  histone	  repeats	  necessary	  to	  complement	  endogenous	  histone	  deletion.	  pMultiBAC	  has	  the	  capacity	  to	  recombine	  with	  an	  attP	  site	  in	  the	  Drosophila	  genome	  when	  catalyzed	  by	  a	  φC31	  Integrase,	  to	  tandemly	  duplicate	  inserts	  via	  a	  simple	  restriction	  site-­‐based	  cloning	  scheme,	  and	  to	  inducibly	  express	  large	  DNA	  inserts	  at	  high	  copy	  number.	  We	  used	  pMultiBAC	  to	  clone	  histone	  locus	  repeat	  arrays	  of	  varying	  sizes,	  and	  used	  them	  to	  evaluate	  the	  number	  of	  histone	  genes	  required	  for	  metazoan	  development	  and	  viability.	  Finally,	  we	  confirmed	  the	  utility	  of	  our	  BAC-­‐based	  system	  in	  analyzing	  histone	  mutant	  phenotypes	  in	  a	  multicellular	  organism.	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Results	  
Buliding	  a	  BAC	  vector	  for	  histone	  locus	  multimerization	  To	  clone	  mutant	  histone	  constructs,	  it	  was	  necessary	  to	  generate	  a	  vector	  with	  the	  capacity	  to	  do	  several	  things:	  to	  tandemly	  duplicate	  segments	  of	  histone	  locus	  sequence,	  to	  enable	  replication	  of	  large,	  near-­‐100kb	  arrays	  in	  bacteria,	  to	  be	  site-­‐specifically	  integrated	  into	  the	  D.	  melanogaster	  genome,	  and	  to	  be	  screened	  for	  success	  of	  transformation	  in	  live	  flies.	  Therefore,	  we	  selected	  desirable	  elements	  from	  two	  separate	  existing	  vectors,	  by	  ligating	  together	  pieces	  from	  the	  pCC1BAC	  (Epicentre)	  and	  the	  pUASTattB	  (Bischof	  et	  al.	  2007)	  vectors	  (Figure	  2.1).	  From	  the	  pUASTattB	  vector,	  we	  selected	  the	  attB	  site	  that	  serves	  as	  a	  target	  of	  ΦC31	  Integrase,	  and	  the	  miniwhite	  gene	  cassette	  that	  is	  useful	  as	  a	  visible	  marker	  for	  transformant	  screening	  in	  adult	  flies.	  From	  the	  pCC1BAC	  vector,	  we	  selected	  the	  flexible	  Ori2-­‐OriV	  replication	  origin	  that	  facilitates	  low	  copy	  number	  BAC	  replication	  in	  bacterial	  cells,	  but	  is	  inducible	  to	  high	  copy	  number	  for	  cloning	  purposes,	  and	  the	  Chloramphenicol	  selectable	  marker.	  Finally,	  we	  introduced	  a	  simple	  multiple	  cloning	  site	  containing	  SalI,	  XhoI,	  and	  NotI	  sites	  in	  that	  order,	  to	  facilitate	  sequential	  duplication	  of	  cloned	  histone	  inserts.	  The	  design	  of	  the	  multiple	  cloning	  site	  is	  crucial	  to	  the	  duplication	  function	  of	  pMultiBAC	  (Figure	  2.2).	  Specifically,	  by	  cloning	  the	  histone	  insert	  between	  SalI	  and	  XhoI	  sites,	  the	  process	  of	  tandemly	  arraying	  the	  inserts	  can	  take	  advantage	  of	  the	  complementary	  ends	  generated	  by	  SalI	  and	  XhoI	  to	  nullify	  the	  junction	  through	  direct	  ligation	  in	  the	  next	  round	  of	  cloning,	  thereby	  enabling	  subsequent	  rounds	  of	  duplication	  with	  the	  same	  SalI-­‐XhoI	  strategy.	  	  	  
pMultiBAC	  can	  clone	  and	  duplicate	  large,	  repeated	  inserts	  The	  scheme	  for	  tandemly	  arraying	  histone	  loci,	  generalizable	  to	  any	  existing	  number	  of	  loci	  in	  pMultiBAC,	  consists	  of	  digesting	  two	  populations	  of	  histone	  insert-­‐containing	  pMultiBAC:	  one	  with	  SalI	  and	  NotI	  to	  yield	  the	  histone	  insert,	  and	  one	  with	  XhoI	  and	  NotI	  to	  linearize	  the	  backbone	  still	  containing	  the	  histone	  insert	  (Fig.	  2.2).	  Since	  SalI	  and	  XhoI	  produce	  complementary	  sequence	  overhangs,	  their	  ends	  can	  be	  ligated	  together,	  and	  the	  resulting	  junction	  cannot	  subsequently	  be	  cut	  by	  either	  SalI	  or	  XhoI.	  Therefore,	  when	  the	  SalI/NotI	  digested	  insert	  is	  ligated	  into	  the	  XhoI/NotI	  digested	  backbone,	  the	  insert	  is	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ligated	  end-­‐to-­‐end	  (XhoI	  to	  SalI)	  with	  the	  existing	  identical	  insert	  in	  the	  XhoI/NotI	  digested	  backbone,	  and	  the	  SalI-­‐XhoI-­‐NotI	  pattern	  of	  restriction	  sites	  is	  regenerated	  so	  that	  further	  rounds	  of	  insert	  multimerization	  can	  be	  performed	  in	  the	  future.	  	  We	  used	  our	  BAC	  vector	  to	  generate	  tandem	  histone	  gene	  array	  inserts	  with	  different	  multiples	  of	  the	  histone	  genes,	  including	  an	  allelic	  series	  of	  4,	  6,	  8	  and	  12	  copies	  of	  the	  core	  wild	  type	  transgenic	  histone	  locus	  to	  test	  the	  optimal	  copy	  number	  required	  to	  rescue	  animal	  viability	  and	  to	  approximate	  the	  endogenous	  wild	  type	  condition	  (Figure	  
2.3).	  	  The	  arrays	  containing	  4	  or	  8	  copies	  were	  generated	  by	  doubling	  the	  insert	  size	  from	  a	  pMultiBAC	  containing	  an	  insert	  with	  2	  or	  4	  copies	  of	  the	  transgenic	  locus,	  respectively.	  The	  6x	  array	  was	  built	  by	  ligating	  a	  SalI/NotI	  digested	  2x	  insert	  into	  a	  4x	  insert-­‐containing	  pMultiBAC,	  and	  the	  12x	  array	  was	  built	  by	  ligating	  a	  4x	  insert	  into	  pMultiBAC	  containing	  8x	  transgenic	  loci.	  As	  seen	  in	  figure	  2.3,	  we	  validated	  insert	  size	  by	  digesting	  pMultiBAC	  with	  SalI	  and	  NotI	  restriction	  enzymes,	  and	  visualizing	  the	  products	  with	  pulsed-­‐field	  gel	  electrophoresis	  that	  efficiently	  separates	  very	  large	  DNA	  fragments.	  We	  conclude	  that	  pMultiBAC	  can	  be	  used	  to	  clone	  very	  large,	  repeated	  DNA	  fragments	  that	  are	  difficult	  to	  utilize	  with	  conventional	  cloning	  methods.	  	  
Twelve	  copies	  of	  transgenic	  histone	  locus	  is	  sufficient	  to	  rescue	  homozygous	  deletion	  of	  the	  
endogenous	  histone	  gene	  cluster	  To	  determine	  the	  number	  of	  copies	  of	  transgenic	  histone	  locus	  necessary	  to	  rescue	  viability	  and	  fertility	  defects	  due	  to	  homozygous	  deletion	  of	  the	  endogenous	  histone	  gene	  cluster,	  we	  inserted	  histone	  arrays	  of	  different	  sizes	  into	  the	  genome	  of	  D.	  melanogaster,	  and	  tested	  markers	  of	  viability	  and	  developmental	  progression.	  For	  genomic	  insertion	  of	  BAC	  transgenes,	  we	  used	  a	  φC31	  site-­‐specific	  transgenesis	  system	  developed	  for	  D.	  
melanogaster	  (Venken	  et	  al.	  2006,	  Venken	  et	  al.	  2009).	  Tandem	  histone	  arrays	  were	  site-­‐specifically	  integrated	  into	  the	  fly	  genome	  at	  cytogenetic	  location	  65B2	  on	  chromosome	  3L	  using	  a	  germline-­‐expressed	  φC31	  integrase	  ((Figure	  2.4),	  and	  fully	  transgenic	  flies	  were	  recovered	  in	  a	  subsequent	  cross.	  	  To	  validate	  the	  presence	  of	  the	  transgenic	  histone	  repeat	  array	  in	  the	  genome	  in	  vivo,	  we	  designed	  a	  P32-­‐labeled	  probe	  to	  the	  H3-­‐H4	  intergenic	  region	  of	  the	  core	  5	  kb	  histone	  locus	  and	  used	  it	  in	  a	  Southern	  blot	  of	  genomic	  DNA	  from	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transformed	  flies.	  We	  took	  advantage	  of	  silent	  mutation	  engineered	  in	  the	  H2A	  gene	  of	  the	  transgenic	  histone	  locus	  that	  nullified	  a	  XhoI	  restriction	  site	  that	  was	  preserved	  in	  the	  endogenous	  copies	  of	  the	  locus.	  When	  DNA	  was	  digested	  with	  NotI	  and	  XhoI	  restriction	  enzymes	  prior	  to	  probing,	  genomic	  DNA	  with	  XhoI	  released	  ~5kb	  fragments	  from	  the	  endogenous	  histone	  gene	  cluster	  representing	  single	  copies	  of	  the	  core	  histone	  locus,	  but	  the	  transgenic	  array	  would	  remain	  intact	  in	  the	  size	  of	  the	  originally	  cloned	  locus.	  Using	  this	  method,	  we	  confirmed	  by	  Southern	  Blot	  that	  inserts	  of	  the	  proper	  sizes	  were	  present	  in	  the	  D.	  melanogaster	  genome	  (Figure	  2.5).	  We	  crossed	  the	  positively	  identified	  array	  transformants	  into	  endogenous	  histone	  array	  deletion	  backgrounds	  (deficiency	  generated	  on	  Chr	  2L)	  engineered	  to	  take	  advantage	  of	  the	  yeast-­‐derived	  UAS-­‐Gal4	  system	  for	  simple	  visual	  identification	  of	  homozygous	  mutants	  via	  YFP	  fluorescence	  (see	  methods).	  	  Using	  this	  system,	  we	  recovered	  fully	  homozygous	  animals	  complemented	  with	  different	  sizes	  of	  transgenic	  histone	  array	  and	  visibly	  tracked	  evidence	  of	  developmental	  progression,	  both	  through	  stereotyped	  morphological	  changes,	  and	  through	  staining	  for	  characteristic	  protein	  markers.	  We	  stained	  embryos	  with	  phospho-­‐histone	  H3	  (pH3),	  a	  marker	  of	  mitosis,	  to	  demonstrate	  that	  His∆	  homozygotes	  without	  any	  complementing	  transgenic	  array	  became	  cell-­‐cycle	  arrested	  at	  nuclear	  cycle	  15	  of	  cell	  division.	  Furthermore,	  we	  demonstrated	  that	  eight	  transgenic	  copies	  of	  the	  wild	  type	  histone	  locus	  was	  sufficient	  to	  abolish	  the	  observed	  cell	  cycle	  arrest,	  and	  to	  entirely	  rescue	  embryonic	  lethality	  and	  progress	  into	  larval	  stages.	  Moreover,	  twelve	  copies	  were	  sufficient	  to	  recover	  viable,	  fertile	  flies	  (Figure	  2.6).	  Therefore,	  we	  targeted	  12	  copies	  as	  a	  baseline	  for	  analysis	  of	  flies	  transformed	  with	  mutant	  histones.	  	  	  
H3K36	  is	  required	  for	  viability,	  but	  not	  for	  normal	  cell	  proliferation	  To	  use	  the	  transgenic	  histone	  replacement	  system	  to	  study	  a	  histone	  mutant,	  we	  constructed	  tandem	  arrays	  of	  twelve	  copies	  of	  the	  histone	  locus	  in	  which	  the	  H3K36	  residue	  was	  mutated	  to	  arginine	  (H3K36R),	  and	  generated	  transgenic	  fly	  lines	  bearing	  the	  mutant	  histone	  array	  insertion	  with	  heterozygous	  deletions	  of	  the	  endogenous	  histone	  locus	  as	  described	  above.	  	  Interestingly,	  H3K36R	  flies	  exhibit	  significant	  rescue	  to	  early	  larval	  stages	  (2-­‐3	  days	  post	  egg	  laying),	  including	  ~10%	  of	  escapers	  that	  rescue	  to	  L3	  larval	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stage	  and	  half	  of	  that	  total	  that	  rescue	  to	  pupation,	  despite	  the	  absence	  of	  any	  detectable	  H3K36me3	  signal	  by	  western	  blot	  or	  polytene	  chromosome	  squash	  immunofluorescence	  (Figure	  2.7).	  	  From	  this	  data,	  we	  concluded	  that	  H3K36	  was	  required	  for	  viability	  in	  multicellular	  eukaryotes.	  To	  test	  whether	  H3K36	  was	  required	  for	  cell	  proliferation,	  and	  whether	  proliferation	  defects	  might	  be	  contributing	  to	  lethality,	  we	  used	  the	  FLP-­‐FRT	  system	  in	  D.	  
melanogaster	  to	  generate	  temporally	  regulated	  mitotic	  clonal	  populations	  of	  cells	  in	  larval	  imaginal	  wing	  discs,	  containing	  homozygous	  His∆	  deletion	  and	  complemented	  by	  either	  wild-­‐type	  of	  K36R	  transgenes.	  We	  allowed	  such	  populations	  to	  proliferate	  for	  a	  defined	  period	  of	  time	  alongside	  their	  non-­‐homozygous	  His∆	  “twins,”	  and	  compared	  the	  clonal	  area	  and	  number	  of	  cells	  contained	  in	  the	  clone	  for	  each.	  We	  found	  that	  H3K36R	  clones	  were	  not	  deficient	  in	  clone	  area	  or	  cell	  count	  as	  compared	  to	  wild-­‐type	  rescue	  clones,	  indicating	  that	  H3K36	  is	  not	  required	  for	  proper	  proliferation	  (Figure	  2.8).	  	  	  
Discussion	  The	  study	  of	  histone	  PTMs	  has	  relied	  for	  many	  years	  upon	  the	  ablation	  of	  the	  “writer”	  enzymes	  responsible	  for	  catalyzing	  them,	  including	  histone	  methyltransferases	  and	  histone	  acetyltransferases.	  However,	  it	  has	  become	  better	  appreciated	  more	  recently	  that	  experiments	  in	  which	  writer	  function	  is	  ablated	  or	  removed	  result	  in	  not	  only	  removal	  of	  histone	  PTMs,	  but	  also	  loss	  of	  PTMs	  from	  known	  or	  unknown	  non-­‐histone	  substrates	  of	  those	  writers	  (Glozak	  et	  al.	  2005,	  Huang	  and	  Berger	  2008,	  Sims	  and	  Reinberg	  2008,	  Park	  et	  
al.	  2016).	  To	  circumvent	  this	  difficulty,	  we	  designed	  a	  set	  of	  reagents	  for	  direct	  replacement	  of	  the	  endogenous	  replication-­‐dependent	  histone	  genes	  in	  Drosophila	  melanogaster	  with	  mutant	  copies.	  The	  result	  has	  been	  a	  facile	  set	  of	  tools	  for	  histone	  mutagenesis	  that	  is	  generalizable	  to	  any	  conceivable	  allele	  in	  a	  highly	  repeated	  histone	  gene,	  for	  directly	  testing	  the	  functions	  of	  histone	  PTMs	  or	  other	  structural	  roles	  of	  histone	  residues.	  We	  have	  used	  these	  tools	  to	  investigate	  requirements	  for	  high	  histone	  gene	  copy	  number,	  and	  for	  post-­‐translational	  modification	  of	  H3K36,	  in	  D.	  melanogaster	  viability.	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Histone	  replacement	  with	  a	  single-­‐locus	  array	  Design	  of	  the	  genetic	  strategy	  for	  histone	  replacement	  is	  an	  important	  consideration	  for	  subsequent	  experimental	  design.	  Though	  it	  has	  been	  consistently	  shown	  that	  12	  transgenic	  histone	  loci	  are	  sufficient	  to	  fully	  rescue	  the	  viability	  and	  fertility	  defects	  associated	  with	  endogenous	  histone	  cluster	  deletion	  (Günesdogan	  et	  al.	  2010,	  Pengelly	  et	  
al.	  2013,	  McKay	  et	  al.	  2015),	  the	  necessity	  of	  those	  transgenes	  to	  be	  arrayed	  at	  a	  single	  location	  as	  in	  our	  system	  is	  not	  obvious.	  For	  instance,	  it	  has	  been	  shown	  independently	  that	  transgenic	  rescue	  of	  endogenous	  histone	  gene	  cluster	  deletion	  is	  possible	  with	  four	  separate	  transgenes	  containing	  three	  copies	  each	  of	  a	  similar	  5	  kb	  transgenic	  histone	  locus	  (Pengelly	  et	  al.	  2013,	  Graves	  et	  al.	  2016).	  From	  a	  practical	  perspective,	  cloning	  three	  tandem	  repeats	  is	  more	  feasible	  than	  cloning	  twelve	  in	  a	  row	  using	  standard	  cloning	  methods,	  and	  therefore	  four	  separate	  insertions	  may	  be	  preferred	  for	  quick	  analysis	  of	  simple	  histone	  gene	  allele	  phenotypes.	  However,	  the	  four-­‐transgene	  strategy	  constrains	  experimental	  possibilities	  in	  a	  few	  ways.	  	  Firstly,	  since	  four	  different	  chromosome	  arms	  are	  occupied	  by	  transgenes,	  it	  constrains	  the	  ability	  to	  do	  genetic	  complementation	  studies	  or	  analyze	  epistatic	  effects	  with	  alleles	  that	  are	  on	  the	  same	  chromosome	  arms	  as	  the	  transgenes,	  especially	  in	  allele	  homozygotes.	  Analysis	  of	  alleles	  that	  occur	  distally	  on	  the	  arms	  from	  the	  transgenes	  in	  combination	  with	  them	  requires	  recombination	  of	  the	  allele	  with	  the	  transgene	  with	  which	  it	  shares	  an	  arm.	  Furthermore,	  it	  is	  nearly	  impossible	  to	  analyze	  alleles	  that	  occur	  between	  a	  transgene	  and	  the	  centromere	  when	  a	  separate	  transgene	  occurs	  on	  the	  other	  arm	  of	  the	  same	  chromosome,	  without	  conducting	  a	  series	  of	  recombinations	  that	  are	  time	  consuming	  and	  have	  a	  low	  likelihood	  of	  succeeding.	  In	  contrast,	  a	  single	  insertion	  on	  chromosome	  3L	  frees	  up	  the	  remainder	  of	  the	  genome	  for	  relatively	  simple	  complementation	  experiments.	  Secondly,	  owing	  to	  the	  facile	  genetics	  enabled	  by	  a	  single-­‐locus	  system,	  the	  12-­‐copy	  transgene	  system	  is	  more	  amenable	  to	  collecting	  material	  for	  high-­‐throughput	  sequencing	  experiments	  and	  other	  sensitive	  molecular	  assays,	  where	  it	  is	  necessary	  to	  collect	  large	  sample	  sizes	  from	  genetic	  crosses.	  As	  an	  example,	  conducting	  Start-­‐seq	  (reviewed	  in	  Chapter	  3)	  in	  a	  developing	  organism	  requires	  lots	  of	  tissue	  in	  order	  to	  capture	  a	  population	  or	  RNA	  that	  represents	  a	  vanishingly	  small	  proportion	  of	  the	  total	  cellular	  RNA.	  Carrying	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four	  different	  alleles	  increases	  the	  likelihood	  of	  reduced	  stock	  viability	  fecundity	  from	  one	  or	  more	  of	  them,	  making	  it	  more	  difficult	  to	  divert	  enough	  animals	  into	  a	  genetic	  cross	  to	  perform	  large	  scale	  or	  highly	  sensitive	  molecular	  analyses.	  	  
Functional	  redundancy	  in	  the	  endogenous	  histone	  locus	  When	  testing	  the	  number	  of	  transgenic	  histone	  loci	  required	  to	  rescue	  homozygous	  deletion	  of	  the	  endogenous	  histone	  gene	  cluster,	  we	  found	  that	  only	  12	  copies	  were	  able	  to	  rescue	  adult	  viability	  and	  fertility.	  This	  is	  despite	  the	  fact	  that	  there	  are	  on	  the	  order	  of	  100	  haploid	  copies	  of	  the	  core	  5	  kb	  histone	  locus	  in	  D.	  melanogaster	  (Lifton	  et	  al.	  1978,	  McKay	  
et	  al.	  2015).	  Indeed,	  both	  RNA	  and	  protein	  levels	  are	  comparable	  between	  wild-­‐type	  and	  His∆	  homozygous,	  HWT	  rescue	  animals,	  indicating	  that	  transcription	  and	  translation	  originating	  from	  specific	  genes	  in	  a	  histone	  cluster	  is	  sensitive	  to	  the	  amount	  of	  histone	  mRNA	  and	  protein	  already	  present	  in	  the	  cell	  (McKay	  et	  al.	  2015).	  There	  are	  a	  few	  possible	  explanations	  for	  this	  phenomenon.	  Firstly,	  it	  is	  possible	  that	  different	  tissue	  types	  in	  D.	  melanogaster	  have	  different	  requirements	  for	  histone	  copy	  number.	  Indeed,	  though	  fertility	  rates	  are	  normal	  in	  His∆/His∆;	  HWTx12	  animals	  across	  the	  short	  period	  of	  time	  assayed,	  the	  ovaries	  of	  females	  exhibit	  morphological	  defects	  (personal	  communication,	  Dan	  McKay),	  suggesting	  that	  there	  may	  be	  a	  higher	  requirement	  for	  histone	  genes	  in	  the	  germline.	  It	  seems	  likely	  that	  histone	  copy	  number	  would	  be	  under	  the	  highest	  selective	  pressure	  in	  a	  reproductive	  tissue,	  and	  that	  in	  non-­‐laboratory	  conditions,	  such	  pressures	  might	  strongly	  promote	  expansion	  of	  the	  histone	  gene	  cluster.	  However,	  the	  specific	  molecular	  mechanisms	  underlying	  a	  putative	  higher	  or	  lower	  tissue-­‐dependent	  requirement	  for	  histone	  genes	  has	  yet	  to	  be	  elucidated.	  Another	  possibility,	  not	  mutually	  exclusive	  with	  the	  above,	  is	  that	  histone	  gene	  copy	  number	  varies	  significantly	  in	  response	  to	  transient	  selective	  pressures,	  and	  that	  the	  number	  of	  histone	  genes	  that	  are	  actively	  expressed,	  or	  the	  level	  of	  expression	  of	  each	  gene	  in	  the	  array,	  is	  tuned	  based	  on	  the	  number	  of	  copies	  determined	  by	  the	  selective	  environment.	  Ribosomal	  DNA	  (rDNA)	  arrays	  in	  humans	  and	  mice	  are	  known	  to	  be	  extremely	  robust	  to	  large	  copy	  number	  changes	  (Gibbons	  et	  al.	  2015),	  and	  the	  histone	  gene	  array	  might	  behave	  in	  a	  similar	  manner.	  In	  the	  future,	  it	  will	  be	  necessary	  to	  conduct	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detailed	  evolutionary	  studies	  that	  carefully	  track	  the	  histone	  gene	  copy	  number	  across	  generations	  and	  even	  between	  individuals	  in	  a	  population	  to	  shed	  light	  on	  this	  hypothesis.	  Finally,	  it	  is	  possible	  that	  there	  are	  developmental	  stage-­‐specific	  requirements	  for	  higher	  numbers	  of	  histone	  genes.	  For	  instance,	  in	  the	  event	  that	  a	  bottleneck	  early	  in	  development	  requires	  a	  full	  complement	  (~200	  copies)	  of	  endogenous	  histone	  genes,	  it	  would	  not	  be	  detected	  in	  our	  system	  due	  to	  the	  maternal	  contribution	  of	  histones	  through	  at	  least	  nuclear	  cycle	  15,	  when	  His∆/His∆	  homozygotes	  arrest.	  This	  hypothesis	  would	  be	  in	  part	  related	  to	  the	  requirement	  for	  histone	  genes	  in	  the	  germline,	  since	  histone	  mRNA	  and	  protein	  load	  in	  the	  ovary	  directly	  contributes	  to	  the	  maternal	  load	  in	  early	  embryogenesis.	  Günesdogan	  et	  al.	  (2014)	  showed	  that	  reducing	  histone	  copy	  number	  in	  early	  embryos	  slows	  down	  the	  entry	  into	  post-­‐zygotic	  nuclear	  cycles	  in	  a	  cell	  cycle	  checkpoint-­‐independent	  manner,	  suggesting	  that	  histone	  genes	  may	  play	  a	  disproportionate	  cell	  cycle	  role	  early	  in	  development.	  However,	  this	  study	  did	  not	  observe	  the	  effects	  of	  intermediate	  histone	  gene	  copy	  number	  in	  between	  the	  twelve	  copies	  essential	  for	  development	  and	  the	  ~200	  copies	  present	  in	  the	  endogenous	  wild-­‐type	  condition,	  and	  it	  will	  be	  necessary	  to	  study	  intermediate	  histone	  gene	  copy	  states	  in	  these	  contexts	  to	  test	  the	  developmental	  hypothesis.	  	  
Requirement	  for	  replication	  dependent	  H3K36	  in	  D.	  melanogaster	  We	  used	  our	  histone	  replacement	  strategy	  to	  analyze	  the	  requirement	  for	  H3K36	  modification	  in	  viability	  and	  proliferation	  in	  a	  multicellular	  eukaryote.	  We	  found	  that	  H3K36	  is	  required	  for	  adult	  viability	  in	  D.	  melanogaster,	  which	  is	  in	  contrast	  with	  results	  from	  Saccharomyces	  cerevisiae	  that	  show	  that	  mutation	  of	  H3K36	  to	  a	  non-­‐modifiable	  alanine	  or	  arginine	  residue	  does	  not	  result	  in	  any	  overt	  growth	  defects	  (Kizer	  et	  al.	  2005).	  These	  results	  indicate	  that	  there	  may	  be	  a	  specific	  requirement	  for	  H3K36	  modification	  in	  cell	  differentiation	  and	  development,	  and	  newly	  identifies	  H3K36	  as	  an	  essential	  residue	  in	  metazoans.	  Additionally,	  we	  found	  that	  cell	  growth	  and	  proliferation	  was	  not	  impaired	  in	  H3K36R	  mutants.	  Importantly,	  this	  is	  consistent	  with	  H3K36	  mutant	  studies	  in	  yeast,	  since	  cell	  lethality	  is	  not	  manifested	  in	  either	  S.	  cerevisiae	  or	  D.	  melanogaster.	  This	  suggests	  that	  adult	  lethality	  is	  not	  a	  consequence	  of	  the	  inability	  to	  specify	  the	  proper	  cell	  populations	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necessary	  to	  complete	  development.	  Instead,	  it	  may	  be	  due	  to	  a	  more	  subtle	  phenotype	  related	  to	  gene	  expression.	  We	  investigate	  this	  possibility	  in	  chapter	  4.	  	  
Materials	  and	  Methods	  
Building	  pMultiBAC	  vector	  We	  used	  the	  Q5	  site	  directed	  mutagenesis	  system	  (NEB)	  to	  generate	  one	  translationally	  silent	  mutations	  in	  pCC1BAC,	  and	  six	  in	  pUASTattB,	  that	  abolished	  all	  extant	  SalI,	  XhoI,	  and	  NotI	  sites	  in	  those	  vectors,	  except	  for	  changing	  a	  XhoI	  site	  in	  position	  4892	  in	  pUASTattB	  to	  a	  SalI	  site,	  and	  maintaining	  a	  SalI	  site	  at	  position	  645	  in	  pCC1BAC.	  After	  successfully	  validating	  the	  mutagenesis	  events,	  we	  digested	  both	  pUASTattB	  and	  pCC1BAC	  with	  SalI	  and	  ScaI	  restriction	  enzymes,	  and	  gel	  purified	  ~4.5	  kb	  and	  ~7	  kb	  fragments,	  respectively.	  The	  fragments	  were	  ligated	  with	  T4	  DNA	  ligase	  according	  to	  manufacturer’s	  protocols	  to	  form	  the	  pMultiBAC	  backbone.	  To	  build	  the	  multiple	  cloning	  site,	  we	  first	  ordered	  complementary	  oligonucleotides	  that	  consisted	  of	  a	  NotI	  site	  flanked	  by	  SalI	  sites,	  with	  extra	  random	  sequence	  appended	  at	  either	  end.	  Oligos	  were	  mixed	  in	  equimolar	  proportions	  in	  1x	  oligo	  annealing	  buffer	  (10	  mM	  Tris-­‐HCl	  pH	  7.5,	  50	  mM	  NaCl,	  1	  mM	  EDTA),	  and	  the	  mixture	  was	  denatured	  on	  a	  heat	  block	  and	  slowly	  allowed	  to	  come	  back	  to	  room	  temperature.	  Annealed	  oligos	  were	  digested	  with	  SalI,	  and	  ligated	  into	  the	  same	  site	  on	  the	  completed	  pMultiBAC	  backbone.	  
Generating	  mutant	  histone	  loci	  We	  cloned	  the	  core	  1kb	  histone	  locus	  (Salzler	  et	  al.	  2013)	  into	  the	  multiple	  cloning	  site	  (MCS)	  pBluescript	  SK+	  vector	  (Stratagene)	  using	  SalI	  and	  NotI	  (NEB)	  restriction	  sites.	  In	  that	  vector,	  we	  carried	  out	  site-­‐directed	  mutagenesis	  using	  the	  NEBChange	  Q5	  Site-­‐directed	  Mutagenesis	  Kit	  (NEB)	  at	  specific	  residues	  of	  interest	  using	  manufacturer’s	  protocols.	  2	  µL	  of	  mutagenized	  DNA	  was	  mixed	  with	  25	  µL	  of	  chemically	  competent	  GC10	  E.	  
coli	  cells	  (Genessee	  Scientific)	  in	  5	  mL	  round	  bottom	  polystyrene	  tubes	  (Fisher	  Scientific)	  and	  allows	  to	  incubate	  on	  ice	  for	  30	  minutes.	  Tubes	  were	  then	  submerged	  in	  a	  42°C	  water	  bath	  for	  30	  seconds	  to	  heat	  shock,	  and	  500	  µL	  LB	  broth	  was	  immediately	  added.	  Transformation	  mixtures	  were	  allowed	  to	  recover	  in	  broth	  shaking	  at	  37°C	  for	  1	  hour.	  After	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recovery,	  150	  µL	  of	  mixture	  was	  plated	  evenly	  on	  LB-­‐agar	  plates	  supplemented	  with	  100	  mM	  Ampicillin,	  and	  incubated	  at	  37°C	  overnight.	  Individual	  colonies	  were	  picked	  and	  used	  both	  to	  streak	  new	  isogenic	  bacterial	  lines	  onto	  new	  LB-­‐agar-­‐Ampicillin	  plates,	  and	  to	  seed	  3mL	  LB	  broth	  cultures	  supplemented	  with	  100	  µg/mL	  Ampicillin	  in	  14	  mL	  polystyrene	  tubes	  (Fisher	  Scientific),	  which	  were	  shaken	  vigorously	  at	  37°C	  overnight.	  Plasmid	  DNA	  was	  extracted	  from	  resulting	  log-­‐phase	  cultures	  with	  QIAGEN	  Plasmid	  MiniPrep	  Kit	  using	  standard	  manufacturer’s	  protocols.	  Successful	  mutagenesis	  without	  introducing	  secondary	  mutations	  in	  the	  histone	  locus	  was	  validated	  via	  sanger	  sequencing	  with	  a	  series	  of	  custom	  primers.	  
Cloning	  large	  histone	  inserts	  To	  facilitate	  tandem	  arraying	  of	  mutant	  5	  kb	  histone	  locus,	  500	  ng	  of	  pBluescript	  containing	  one	  copy	  of	  mutant	  locus	  and	  500	  ng	  of	  pMultiBAC	  containing	  one	  copy	  of	  wild-­‐type	  locus	  were	  digested	  via	  SalI	  and	  NotI	  restriction	  sites,	  and	  the	  histone	  locus	  insert	  from	  pBluescript	  was	  ligated	  into	  the	  pMultiBAC	  backbone	  using	  T4	  DNA	  Ligase	  I	  (NEB).	  It	  was	  important	  that	  pMultiBAC	  contained	  an	  existing	  insert	  in	  order	  to	  distinguish	  the	  digested	  from	  undigested	  product,	  as	  pMultiBAC	  with	  an	  empty	  MCS	  contains	  only	  6	  nt	  between	  its	  SalI	  and	  NotI	  sites.	  To	  expand	  the	  size	  of	  the	  histone	  insert	  in	  pMultiBAC,	  the	  pMultiBAC	  vector	  from	  which	  the	  additional	  histone	  repeat	  were	  to	  be	  derived	  was	  digested	  SalI/NotI,	  and	  the	  target	  pMultiBAC	  vector	  was	  digested	  XhoI/NotI	  from	  pre-­‐calculated	  amounts	  of	  DNA	  for	  each.	  The	  desired	  ratio	  input	  DNA	  for	  insert	  vs.	  backbone	  was	  3:1,	  and	  relative	  DNA	  input	  for	  each	  was	  determined	  based	  on	  the	  following	  formula:	  	   Insert	  DNA	  mass	  (ng)	  =	  3	  *	  (insert	  DNA	  length	  (bp)	  /	  vector	  DNA	  length	  (bp))	  *	  vector	  DNA	  mass	  (ng)	  	   Depending	  on	  the	  size	  of	  the	  insert	  to	  be	  transfered,	  different	  absolute	  amounts	  of	  DNA	  were	  used	  in	  digestion.	  Digestion	  products	  were	  run	  in	  a	  1%	  low-­‐melt	  agarose	  gel	  of	  minimum	  volume	  required	  to	  retain	  digested	  DNA	  in	  the	  wells.	  Gel	  was	  run	  at	  90V	  for	  at	  least	  1	  hour	  (or	  long	  enough	  to	  resolve	  digested	  bands),	  bands	  were	  visualized	  on	  a	  low-­‐intensity	  UV	  gel	  box,	  and	  bands	  of	  the	  desired	  size	  from	  both	  insert	  and	  backbone	  reactions	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were	  excised	  in	  a	  desired	  final	  gel	  volume	  of	  ~30	  µL	  and	  each	  was	  transferred	  to	  a	  fresh	  eppendorf	  tube.	  Gel	  slices	  were	  melted	  at	  65-­‐70°C	  for	  10	  minutes.	  While	  keeping	  the	  tubes	  containing	  melted	  gel	  slices	  at	  37°C,	  reagents	  for	  DNA	  ligation	  were	  added	  sequentially	  in	  the	  following	  order:	  	  	   x	  µL	  Histone	  insert	  DNA	  	   y	  µL	  pMultiBAC	  vector	  DNA	  	   1	  µL	  10x	  T4	  DNA	  Ligase	  Buffer	  	   q.s.	  to	  9	  µL	  ddH2O	  	   1	  µL	  T4	  DNA	  Ligase	  Ligation	  reaction	  was	  incubated	  overnight	  at	  16°C.	  Resulting	  ligation	  mixes	  were	  transformed	  into	  EPI300	  cells	  (Epicentre)	  as	  follows:	  EPI300	  cells	  were	  thawed	  on	  ice	  and	  diluted	  1:4	  in	  ice	  cold	  water	  (for	  larger	  insert	  cloning,	  undiluted	  cells	  were	  used).	  In	  a	  5	  mL	  round-­‐bottom	  polystyrene	  tube,	  40	  µL	  of	  cells	  were	  combined	  with	  1	  µL	  of	  melted	  ligation	  mixture	  mixed	  with	  9	  µL	  ddH2O,	  and	  incubated	  on	  ice	  for	  30	  mins.	  After	  incubation,	  DNA-­‐cell	  mixture	  was	  pipetted	  into	  a	  chilled	  0.1	  mm	  electroporation	  cuvette	  (Bio-­‐Rad),	  taking	  care	  not	  to	  introduce	  air	  bubbles.	  Cuvette	  was	  secured	  in	  bacterial	  electroporator	  (Bio-­‐Rad),	  and	  kV	  pulse	  was	  manually	  adjusted	  according	  to	  size.	  Cuvette	  was	  electroporated	  and	  immediately	  dilute	  with	  950	  µL	  SOC	  medium	  (Thermo	  Fisher)	  and	  mixed	  gently	  with	  carefull	  pipetting	  2-­‐3	  times.	  Cell	  mixture	  was	  transferred	  carefully	  to	  a	  14	  mL	  round-­‐bottom	  tube	  and	  incubated	  at	  37°C	  with	  shaking	  for	  1	  hr	  to	  recover.	  Mixture	  was	  transferred	  to	  an	  eppendorf	  and	  spun	  in	  a	  microcentrifuge	  for	  3	  mins	  at	  3000	  rpm,	  and	  300	  µL	  was	  plated	  onto	  LB-­‐agar	  plates	  supplemented	  with	  12.5	  µg/mL	  chloramphenicol.	  Plates	  were	  allowed	  to	  incubate	  overnight,	  and	  colonies	  were	  selected	  for	  testing	  the	  next	  day.	  Individual	  colonies	  were	  used	  to	  inoculate	  3	  mL	  LB	  broth	  cultures	  supplemented	  with	  12.5	  µg/mL	  chloramphenicol	  and	  were	  incubated	  at	  37°C	  with	  vigorous	  shaking	  overnight.	  After	  ~16	  hours,	  1	  mL	  of	  overnight	  growth	  was	  combined	  in	  a	  fresh	  culture	  tube	  with	  4	  mL	  new	  LB	  broth	  supplemented	  with	  12.5	  µg/mL	  chloramphenicol	  and	  1.2x	  CopyControl	  Solution	  (Epicentre),	  and	  incubated	  at	  37°C	  with	  vigorous	  shaking	  for	  5	  hours.	  Plasmid	  DNA	  was	  extracted	  with	  QIAGEN	  MiniPrep	  Kit	  using	  standard	  manufacturer’s	  protocols,	  and	  success	  of	  ligations	  was	  tested	  via	  restriction	  digest	  and	  gel	  electrophoresis.	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Generating	  transgenic	  histone	  replacement	  flies	  pMultiBAC	  containing	  12	  copies	  of	  HWT	  or	  K36R	  transgenic	  histone	  locus	  were	  grown	  in	  EPI300	  cells	  and	  extracted	  as	  described	  above.	  Purified	  pMultiBAC	  was	  sent	  for	  injection	  into	  D.	  melanogaster	  embryos	  bearing	  a	  φC31-­‐competent	  attP	  site	  at	  cytogenetic	  location	  65B2.	  Adults	  eclosing	  from	  injected	  embryos	  were	  crossed	  to	  yw	  flies	  of	  the	  opposite	  sex,	  and	  positive	  transformants	  were	  screened	  by	  light	  orange	  eye	  color	  in	  the	  progeny.	  Positive	  transformants	  were	  crossed	  into	  the	  background	  of	  His∆	  recombined	  with	  a	  Gal4	  gene	  under	  control	  of	  the	  twist	  promoter	  (final	  genotype:	  yw;	  His∆,	  twi-­‐Gal4/CyO;	  HWTx12|K36Rx12).	  To	  generate	  flies	  homozygous	  for	  His∆	  and	  complemented	  with	  either	  HWT	  or	  K36R	  transgenic	  histone	  locus,	  we	  crossed	  heterozygous	  His∆,	  transgene-­‐containing	  flies	  to	  flies	  of	  the	  opposite	  sex	  containing	  His∆	  recombined	  with	  a	  tandem	  YFP	  gene	  under	  control	  of	  a	  5xUAS	  promoter	  (yw;	  His∆,	  UAS-­‐2xYFP/CyO;	  +/+).	  From	  these	  crosses,	  we	  screened	  for	  YFP-­‐expressing	  embryos,	  and	  tracked	  their	  viability	  across	  development	  (final	  genotype:	  yw;	  His∆,	  twi-­‐Gal4/His∆,	  UAS-­‐2xYFP;	  HWTx12|K36Rx12/+).	  For	  mitotic	  clone	  experiments,	  transformants	  were	  crossed	  into	  the	  background	  of	  His∆	  recombined	  with	  an	  FRT	  site	  at	  cytogenetic	  location	  40A	  (final	  genotype:	  yw;	  His∆,	  FRT40A;	  HWTx12|K36Rx12).	  To	  generate	  mitotic	  clones,	  we	  crossed	  the	  transgene-­‐FRT	  line	  to	  a	  fly	  line	  containing	  FRT40A	  recombined	  with	  a	  ubiquitously	  expressed	  GFP	  transgene	  with	  a	  nuclear	  localization	  signal	  (final	  genotype:	  yw;	  His∆,	  FRT40A/Ubi-­‐GFPNLS,	  FRT40A;	  HWTx12|K36Rx12/+).	  We	  heat-­‐shocked	  progeny	  at	  either	  84-­‐96	  or	  96-­‐108	  hours	  after	  egg	  laying,	  and	  dissected	  imaginal	  wing	  discs	  either	  24	  or	  48	  hours	  later.	  Discs	  were	  stained	  with	  DAPI	  and	  RbαH3K36me3	  antibody	  (Abcam	  ab9050),	  and	  GFP	  negative	  clones	  were	  compared	  to	  their	  double-­‐GPF	  twins.	  
Gel	  electrophoresis,	  southern	  blots,	  and	  western	  blots	  For	  pulsed	  field	  gel	  electrophoresis,	  samples	  were	  run	  in	  a	  1%	  agarose	  gel	  contained	  in	  a	  pulsed	  field	  gel	  chamber	  (Bio-­‐Rad),	  on	  preset	  program	  U2.	  For	  southern	  blots,	  genomic	  DNA	  was	  extracted	  as	  follows:	  tissue	  was	  homogenized	  in	  one	  volume	  Buffer	  A	  (100	  mM	  Tris-­‐HCl	  pH	  7.5,	  100	  mM	  EDTA,	  100	  mM	  NaCl,	  0.5%	  SDS)	  and	  incubated	  at	  65°C	  for	  30	  minutes.	  Homogenate	  was	  then	  mixed	  with	  two	  volumes	  Lithium	  chloride	  acetate	  solution	  (0.67	  M	  KAc,	  2	  M	  LiCl),	  incubated	  on	  ice	  for	  10	  minutes,	  and	  centrifuged	  15	  minutes	  at	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maximum	  speed.	  Supernatant	  was	  transferred	  to	  a	  new	  tube	  and	  mixed	  with	  1.2	  volumes	  isopropanol.	  Mixture	  was	  spun	  at	  maximum	  speed	  for	  15	  minutes,	  supernatant	  was	  decanted,	  and	  pellet	  was	  washed	  in	  70%	  ethanol,	  dried,	  and	  eluted	  in	  0.25	  volumes	  ddH2O.	  Eluate	  was	  treated	  with	  RNase	  mix	  (100µg/mL),	  then	  phenol	  chloroform	  extracted	  and	  ethanol	  precipitated.	  From	  resulting	  DNA	  1.5	  µg	  was	  digested	  with	  SalI,	  NotI,	  and	  XhoI	  restriction	  enzymes,	  then	  the	  entire	  reaction	  was	  loaded	  and	  run	  in	  a	  pulsed-­‐field	  gel	  as	  described	  above.	  Gel	  was	  shaken	  for	  20	  minutes	  in	  10	  gel	  volumes	  of	  denaturation	  solution	  (1.5	  M	  NaCl,	  0.5	  M	  NaOH),	  then	  was	  transferred	  to	  Hybond	  N+	  nylon	  membrane	  (GE	  Healthcare)	  overnight	  in	  20x	  SSC	  buffer	  (3	  M	  NaCl,	  0.3	  M	  sodium	  citrate).	  Membrane	  was	  dried	  for	  30	  minutes	  and	  crosslinked	  with	  60000	  µJ	  using	  the	  UV	  Stratalinker	  2400	  (Stratagene).	  Membrane	  was	  then	  incubated	  in	  10	  mL	  pre-­‐hybridization	  buffer	  (PHB)	  for	  2	  hours	  at	  42°C,	  then	  incubated	  with	  probe	  and	  fresh	  PHB	  overnight	  at	  42°C.	  Membrane	  was	  washed	  successively	  with	  2x	  SSC+0.1%	  SDS	  for	  10	  minutes	  and	  0.1x	  SSC+0.1%	  SDS	  for	  20	  minutes,	  then	  transferred	  to	  the	  phosphoscreen	  overnight.	  Screen	  was	  imaged	  on	  Typhoon	  imager	  (GE	  Healthcare).	  For	  western	  blots,	  protein	  was	  extracted	  by	  homogenizing	  larvae	  in	  Extraction	  Buffer	  (320	  mM	  (NH4)2SO4,	  200	  mM	  Tris	  HCl	  (pH	  8.0),	  20	  mM	  EDTA,	  10	  mM	  EGTA,	  5	  mM	  MgCl2,	  1	  mM	  DTT,	  1x	  Protease	  Inhibitor	  Cocktail	  (Roche)),	  and	  supernatant	  was	  recovered	  after	  spinning	  down	  at	  15000xg	  for	  5	  minutes	  at	  4°C.	  Serial	  dilutions	  of	  10,	  20,	  or	  40	  µg	  of	  protein	  lysate	  was	  boiled	  in	  1x	  SDS,	  loaded	  in	  a	  NuPage	  12%	  Bis-­‐Tris	  gel	  (Invitrogen),	  and	  run	  for	  1	  hour	  at	  200V.	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Figures	  
Figure	  2.	  1:	  Schematic	  of	  pMultiBAC	  vector	  assembly.	  	  pMultiBAC	  plasmid	  map.	  Sequence	  originated	  from	  SalI-­‐ScaI	  ligation	  of	  pUASTattB	  (green	  bar)	  and	  pCC1BAC	  (blue	  bar)	  fragments.	  pCC1BAC	  contributed	  canonical	  (OriS)	  and	  inducible	  (OriV)	  replication	  machinery	  and	  chlroramphenicol	  selectable	  marker	  (CmR+).	  pUASTattB	  contributed	  miniwhite	  cassette	  for	  visible	  screening,	  and	  attB	  site	  for	  site-­‐specific	  integration	  into	  the	  D.	  melanogaster	  genome.	  Multiple	  cloning	  site	  (MCS,	  red	  bar)	  was	  introduced	  by	  ligation	  of	  SalI	  ends	  into	  SalI	  and	  XhoI	  sites	  at	  extant	  MCS	  of	  pUSTattB,	  regenerating	  a	  single	  SalI	  site	  (junction	  of	  red	  and	  blue)	  and	  introducing	  a	  NotI	  site	  alongside.	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Figure	  2.	  2:	  Tandem	  array	  multimerization	  strategy.	  	  Schematic	  of	  multimerization	  strategy	  for	  building	  histone	  locus	  arrays.	  To	  double	  the	  insert	  size,	  the	  insert	  is	  generated	  by	  SalI/NotI	  digestion	  (yellow),	  and	  the	  backbone	  is	  generated	  by	  XhoI/NotI	  digestion,	  which	  retains	  one	  copy	  of	  the	  insert	  (orange).	  T4	  DNA	  ligase	  regenerates	  the	  NotI	  site	  and	  destroys	  the	  SalI-­‐XhoI	  ligation	  junction,	  causing	  a	  tandem,	  oriented	  duplication	  of	  the	  insert	  that	  also	  regenerates	  the	  original	  pattern	  of	  the	  cloning	  restriction	  sites.	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Figure	  2.	  3:	  Pulsed	  field	  gel	  electrophoresis	  image	  of	  cloned	  tandem	  array	  inserts.	  	  Pulsed	  field	  gel	  displaying	  pMultiBAC	  vectors	  containing	  different	  sized	  histone	  locus	  arrays,	  digested	  with	  SalI	  and	  NotI	  restriction	  enzymes.	  pMultiBAC	  backbone	  runs	  at	  ~11.5	  kb,	  while	  histone	  inserts	  run	  at	  multiples	  of	  the	  5kb	  size	  of	  a	  single	  locus.	  A	  verison	  of	  this	  figure	  appeared	  in	  McKay	  et	  al.	  (2015).	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Figure	  2.	  4:	  Overview	  of	  transgenic	  histone	  locus	  cloning	  and	  site-­‐specific	  insertion.	  	  A)	  Schematic	  of	  attB	  (integrant)	  and	  attP	  (target)	  sites	  that	  undergo	  a	  recombination	  reaction	  catalyzed	  by	  φC31	  Integrase.	  Recombination	  generates	  attL	  and	  attR	  sequences	  at	  the	  flanks	  of	  the	  attB-­‐containing	  integrant	  sequence.	  Adapted	  from	  Thorpe	  and	  Smith	  (1998).	  B)	  Schematic	  of	  pMultiBAC	  cloning	  and	  integration	  into	  an	  attP	  site	  at	  cytogenetic	  location	  65B2.	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Figure	  2.	  5:	  Southern	  blot	  analysis	  of	  genomic	  DNA	  containing	  transgenic	  histone	  
array.	  	  Southern	  blot,	  using	  a	  DNA	  probe	  to	  replication	  dependent	  H2A,	  of	  genomic	  DNA	  from	  flies	  with	  histone	  arrays	  inserted.	  Nine	  genotypes	  are	  as	  follows:	  (1)	  His∆/+;12xH3K36R/+	  (2)	  wild	  type	  (yw)	  (3)	  His∆/His∆;12xWT/+	  (4)	  His∆/+;4xWT/+	  (5)	  His∆/+;6xWT/+	  (6)	  His∆/+;8xH3K27A/+	  (7)	  His∆/+;12xWT/+	  (8)	  His∆/+;12xH4K20A/+	  (9)	  His∆/His∆;12xH4K20A/+.	  A	  version	  of	  this	  figure	  appeared	  in	  McKay	  et	  al.	  (2015).	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Figure	  2.	  6:	  Rescue	  of	  developmental	  arrest	  in	  His∆	  homozygotes	  by	  12x	  transgenic	  
histone	  arrays.	  	  A)	  D.	  melanogaster	  embryos	  from	  yw	  (top),	  homozygous	  His∆	  (middle),	  and	  homozygous	  His∆	  comlpemented	  with	  12	  copies	  of	  wild-­‐type	  locus	  (bottom)	  genotypes,	  stained	  with	  DAPI	  (blue)	  to	  visualize	  DNA,	  and	  with	  phospho-­‐histone	  H3	  (pH3,	  red)	  to	  track	  mitosis.	  Twelve	  copies	  of	  wild-­‐type	  transgenic	  histone	  locus	  rescues	  a	  developmental	  arrest	  defect	  at	  embryonic	  nuclear	  cycle	  15	  in	  His∆	  homozygotes.	  B)	  Table	  describing	  adult	  viability	  in	  His∆	  homozygous	  lines	  complemented	  with	  4,	  6,	  12,	  or	  24	  copies	  of	  transgenic	  histone	  locus.	  Twelve	  copies	  is	  sufficient	  to	  rescue	  viability.	  A	  version	  of	  this	  figure	  appeared	  in	  McKay	  et	  al.	  (2015).	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Figure	  2.	  7:	  H3K36R	  mutants	  have	  a	  100%	  penetrant	  adult	  lethality	  phenotype.	  	  A)	  Frequencies	  of	  larval	  hatching	  from	  embryos,	  pupation	  from	  larvae,	  and	  adult	  eclosion	  from	  pupae	  for	  His∆	  homozygotes	  complemented	  with	  either	  HWTx12	  (black)	  or	  K36Rx12	  (grey)	  arrays.	  K36R	  pupation	  is	  significanly	  reduced,	  and	  0	  escapers	  eclose.	  B)	  Western	  blot	  confirming	  the	  presence	  of	  normal	  levels	  of	  H3	  (αH3),	  and	  the	  absence	  of	  H3K36	  trimethylation	  (αH3K36me3),	  in	  K36R	  mutant	  animals.	  A	  version	  of	  this	  figure	  appeared	  in	  McKay	  et	  al.	  (2015).	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Figure	  2.	  8:	  Clonal	  analysis	  of	  proliferation	  in	  HWT	  vs.	  K36R	  imaginal	  wing	  discs.	  	  A)	  Examples	  of	  mitotic	  clones	  grown	  in	  larval	  wing	  imaginal	  discs.	  GFP	  (-­‐)	  clonal	  populations	  were	  His∆	  homozygous	  and	  complemented	  by	  either	  HWTx12	  (top)	  or	  K36Rx12	  (bottom)	  arrays.	  While	  HWTx12-­‐complemented	  clones	  have	  are	  positive	  for	  H3K36me3	  (top	  right	  panel),	  K36Rx12-­‐complemented	  clones	  are	  not	  (bottom	  right).	  A	  version	  of	  this	  figure	  appeared	  in	  McKay	  et	  al.	  (2015).	  B)	  Clone	  area	  (top)	  and	  cell	  count	  (bottom)	  ratios	  of	  GFP	  (-­‐)	  vs.	  GFP	  (+)	  clones	  in	  HWT	  or	  K36R	  complemented	  clones.	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CHAPTER	  3:	  ANALYSIS	  OF	  ANNOTATED	  AND	  NOVEL	  TRANSCRIPTION	  
INITIATION	  IN	  THE	  CONTEXT	  OF	  CHROMATIN	  ACCESSIBILITY,	  
POLYMERASE	  PAUSING,	  AND	  ENHANCER	  REGIONS	  	  
Overview	  Transcription	  initiation	  is	  a	  crucial	  regulatory	  step	  in	  which	  precise	  spatial	  and	  temporal	  activation	  are	  important	  for	  fidelity	  of	  gene	  expression.	  The	  initiation	  landscape	  of	  D.	  melanogaster	  has	  been	  probed	  extensively	  in	  cell	  lines	  and	  in	  whole	  embryos,	  and	  high-­‐resolution	  transcription	  start	  site	  (TSS)	  mapping	  has	  uncovered	  general	  regulatory	  principles	  of	  initiation	  and	  its	  interaction	  with	  factors	  in	  cis	  and	  trans.	  However,	  the	  consistency	  of	  initiation	  dynamics	  has	  not	  yet	  been	  characterized	  across	  development,	  particularly	  at	  the	  wandering	  third	  instar	  larval	  developmental	  stage,	  where	  the	  prelude	  to	  major	  morphological	  changes	  is	  precipitated	  by	  large-­‐scale	  shifts	  in	  transcriptional	  programs.	  Moreover,	  whereas	  initiation	  at	  annotated	  coding	  genes	  has	  been	  well	  characterized,	  initiation	  from	  non-­‐annotated	  or	  cryptic	  promoters	  has	  not	  been	  similarly	  catalogued	  using	  the	  same	  methods.	  Finally,	  experiments	  in	  which	  TSS	  mapping	  is	  paired	  with	  chromatin	  accessibility	  information	  to	  analyze	  the	  interplay	  between	  nucleosomes	  and	  initiating	  polymerases	  are	  lacking.	  Here	  we	  present	  a	  comprehensive	  high-­‐throughput	  sequencing	  dataset	  linking	  TSS	  dynamics	  with	  nucleosome	  occupancy	  and	  gene	  expression	  at	  unprecedented	  depth	  in	  D.	  melanogaster	  wandering	  third	  instar	  larvae.	  We	  were	  able	  to	  recapitulate	  major	  regulatory	  classes	  of	  TSSs	  based	  on	  peak	  width,	  promoter	  proximal	  polymerase	  pausing,	  and	  density	  of	  local	  cis	  regulatory	  elements.	  Furthermore,	  we	  identified	  thousands	  of	  novel	  initiation	  events	  occurring	  at	  unannotated	  promoters	  that	  can	  be	  classified	  into	  functional	  categories	  by	  the	  local	  density	  of	  histone	  modifications.	  Strikingly,	  a	  class	  of	  unannotated	  TSSs	  enriched	  for	  H3K4me1,	  H3K27ac,	  and	  ATAC-­‐seq	  nucleosome	  depletion	  signal	  overlap	  with	  hundreds	  of	  functionally	  validated,	  tissue	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specific	  developmental	  enhancers,	  indicating	  the	  possible	  function	  of	  enhancer	  RNAs	  in	  defining	  developmental	  transcriptional	  programs.	  We	  conclude	  that	  high-­‐depth	  TSS	  mapping	  is	  a	  valid	  strategy	  for	  identifying	  and	  characterizing	  low-­‐abundance	  and/or	  low	  stability	  RNAs.	  	  
Introduction	  Transcription	  initiation	  constitutes	  the	  first	  step	  in	  gene	  expression,	  and	  thus	  its	  fidelity	  is	  of	  utmost	  importance	  in	  proper	  gene	  expression	  regulation	  (Sainsbury	  et	  al.	  2015).	  Initiation	  begins	  when	  the	  pre-­‐initiation	  complex	  (PIC)	  assembles	  on	  exposed	  DNA	  (Buratowski	  et	  al.	  1989).	  Promoters	  are	  disproportionately	  depleted	  of	  nucleosomes,	  and	  therefore	  available	  for	  PIC	  assembly,	  due	  to	  a	  range	  of	  active	  and	  passive	  mechanisms.	  These	  include	  binding	  of	  specialized	  transcription	  factors	  (Mitchell	  and	  Tjian	  1989),	  activity	  of	  nucleosome	  remodelers	  (Lorch	  et	  al.	  1999),	  and	  sequence-­‐dependent	  energetic	  likelihood	  of	  nucleosome	  assembly	  (Segal	  et	  al.	  2006,	  Kaplan	  et	  al.	  2009).	  The	  interplay	  of	  these	  factors	  is	  important	  both	  for	  properly	  initiating	  annotated	  coding	  transcripts	  with	  temporal	  and	  spatial	  specificity	  (Lee	  and	  Young	  2000),	  and	  for	  suppressing	  initiation	  from	  cryptic	  or	  developmentally	  inappropriate	  sites	  that	  are	  otherwise	  competent	  for	  initiation.	  Regulation	  of	  initiation	  at	  annotated	  transcripts	  has	  important	  implications	  for	  cell	  differentiation,	  where	  activation	  of	  developmentally	  significant	  genes	  can	  alter	  gene	  expression	  regimes	  that	  define	  cellular	  morphology	  and	  identity.	  For	  instance,	  the	  mere	  application	  of	  transcription	  factors	  associated	  with	  pluripotency	  is	  sufficient	  to	  transform	  differentiated	  cells	  into	  induced	  pluripotent	  stem	  cells	  (iPSCs),	  primarily	  through	  new	  initiation	  of	  genes	  that	  specify	  pluripotent	  character	  (Takahashi	  and	  Yamanaka	  2006).	  	  Transcription	  initiation	  can	  be	  regulated	  at	  multiple	  phases.	  Prior	  to	  RNA	  pol	  II	  engaging	  with	  DNA	  at	  the	  TSS,	  nucleosome	  depletion	  directly	  upstream	  of	  the	  TSS	  facilitates	  assembly	  of	  the	  PIC	  and	  other	  general	  transcription	  factors.	  A	  stereotyped	  minus-­‐1	  nucleosome	  depleted	  region	  (NDR)	  is	  conserved	  across	  eukaryotes	  (Mavrich	  et	  al.	  2008,	  Ozsolak	  et	  al.	  2007),	  and	  is	  highly	  correlated	  with	  transcription	  initiation	  activity,	  suggesting	  that	  factors	  that	  alter	  the	  likelihood	  of	  a	  NDR	  to	  occur	  will	  also	  alter	  the	  propensity	  of	  RNA	  pol	  II	  to	  initiate	  at	  that	  site.	  An	  important	  example	  of	  regulation	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centered	  on	  accessibility	  of	  DNA	  at	  the	  promoter	  is	  specialized	  transcription	  factor	  binding	  to	  cis	  elements	  in	  the	  promoter,	  and	  resultant	  displacement	  of	  nucleosomes.	  Though	  descriptive	  characteristics	  of	  transcription	  initiation	  activity,	  such	  as	  the	  broadness	  (in	  nucleotides	  from	  which	  transcription	  can	  initiate)	  of	  initiation	  domains	  and	  distribution	  of	  initiating	  polymerases	  across	  those	  domains,	  correlate	  with	  different	  gene	  expression	  outcomes	  (Carninci	  et	  al.	  2006,	  Hoskins	  et	  al.	  2011),	  it	  is	  not	  known	  whether	  these	  characteristics	  are	  functionally	  required	  for	  proper	  regulation	  of	  gene	  expression.	  Furthermore,	  there	  are	  no	  datasets	  available	  that	  describe	  these	  characteristics	  across	  multiple	  stages	  of	  development	  in	  a	  single	  model.	  After	  PIC	  assembly,	  RNA	  pol	  II	  transcribes	  ~50-­‐100	  nt	  into	  the	  gene	  body	  before	  it	  is	  subject	  to	  promoter	  proximal	  polymerase	  pausing,	  which	  can	  act	  as	  a	  regulatory	  step	  to	  integrate	  signal	  inputs	  or	  poise	  promoters	  for	  rapid	  activation	  (Muse	  et	  al.	  2007,	  Henriques	  et	  al.	  2013).	  Similarly,	  though	  the	  dynamics	  of	  polymerase	  pausing	  are	  well	  understood	  in	  cell	  culture	  (Muse	  et	  al.	  2007,	  Nechaev	  et	  al.	  2010,	  Gilchrist	  et	  al.	  2010,	  Henriques	  et	  al.	  2013),	  to	  date	  there	  has	  been	  no	  similar	  characterization	  of	  pausing	  dynamics	  in	  a	  developing	  organism.	  At	  potential	  sites	  of	  transcription	  initiation	  outside	  of	  annotated	  TSSs,	  in	  most	  cases	  surveillance	  and	  degradation	  by	  the	  nuclear	  exosome	  occurs	  rapidly	  (Andersen	  et	  al.	  2013,	  Lubas	  et	  al.	  2015).	  This	  is	  likely	  because	  initiation	  of	  non-­‐canonical	  or	  cryptic	  promoter	  regions	  can	  interfere	  with	  coding	  transcript	  or	  produce	  a	  deleterious	  load	  of	  non-­‐functional	  transcripts,	  including	  dsRNAs	  (Lopez	  et	  al.	  2016).	  In	  general	  non-­‐annotated	  promoters	  have	  a	  high	  propensity	  for	  nucleosome	  occupancy,	  and	  are	  energetically	  unfavorable	  for	  assembly	  of	  the	  PIC	  (Segal	  et	  al.	  2006,	  Kaplan	  et	  al.	  2008).	  However,	  in	  the	  budding	  yeast	  
Saccharomyces	  cerevisiae,	  genetic	  perturbations	  that	  cause	  cryptic	  initiation	  in	  coding	  regions	  are	  tolerated	  without	  obvious	  cell	  lethality	  (Carrozza	  et	  al.	  2005,	  Keogh	  et	  al.	  2005).	  Furthermore,	  there	  is	  evidence	  that	  transcription	  from	  unannotated	  promoters	  may	  also	  serve	  beneficial	  functions,	  particularly	  at	  enhancer	  regions	  (Li	  et	  al.	  2016).	  Though	  cryptic	  and	  unnanotated	  transcription	  has	  been	  extensively	  characterized	  and	  described	  in	  
S.	  cerevisiae	  (e.g.	  Vera	  and	  Dowell	  2016),	  no	  such	  effort	  has	  been	  made	  in	  a	  metazoan	  model.	  Here	  we	  describe	  a	  matched	  dataset	  of	  Start-­‐seq	  (Nechaev	  et	  al.	  2010),	  ATAC-­‐seq	  (Buenrostro	  et	  al.	  2013),	  and	  nuclear	  RNA-­‐seq	  in	  D.	  melanogaster	  3rd	  instar	  larvae.	  From	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this	  data,	  we	  were	  able	  to	  annotate	  larval	  TSSs	  with	  nucleotide	  resolution,	  and	  analyze	  interactions	  between	  local	  cis-­‐regulatory	  motifs,	  TSS	  shape,	  and	  pausing	  activity.	  Additionally,	  we	  identified	  thousands	  of	  unannotated	  transcription	  events,	  and	  used	  existing	  datasets	  for	  histone	  post-­‐translational	  modifications	  (PTMs)	  and	  validated	  enhancer	  regions	  to	  impute	  their	  functions.	  Our	  findings	  contribute	  significantly	  to	  the	  understanding	  of	  initiation	  patterns	  in	  a	  developing	  organism,	  and	  the	  functional	  implications	  of	  those	  patterns.	  	  
Results	  
D.	  melanogaster	  larval	  Start-­‐seq	  signal	  clusters	  into	  narrow,	  unidirectional	  groups	  of	  peaks	  at	  
annotated	  TSSs	  To	  characterize	  the	  genome-­‐wide	  landscape	  of	  gene	  expression,	  transcription	  initiation,	  and	  chromatin	  accessibility	  in	  third	  instar	  Drosophila	  melanogaster	  larvae,	  we	  carried	  out	  rRNA-­‐deplected	  total	  nuclear	  RNA-­‐seq,	  Start-­‐seq	  (Nechaev	  et	  al.	  2010,	  Henriques	  et	  al.	  2013),	  and	  ATAC-­‐seq	  (Buenrostro	  et	  al.	  2013),	  respectively,	  as	  previously	  described	  (Meers	  et.	  al	  2017).	  For	  every	  annotated	  gene,	  we	  assigned	  the	  dominant	  start-­‐seq	  peak	  most	  likely	  to	  represent	  its	  bona-­‐fide	  TSS	  in	  order	  to	  cross-­‐compare	  open	  chromatin,	  initiation,	  and	  gene	  expression	  values	  within	  each	  gene	  (Figure	  3.1).	  As	  shown	  in	  Figure	  1B,	  ATAC-­‐seq	  signal	  is	  highest	  in	  the	  150	  nt	  upstream	  and	  50	  nt	  downstream	  of	  the	  TSS,	  corresponding	  to	  an	  expected	  nucleosome-­‐free	  region	  (NFR)	  (Mavrich	  et	  al.	  2008).	  Additionally,	  start-­‐seq	  signal	  accumulates	  robustly	  and	  almost	  exclusively	  within	  the	  ~50nt	  directly	  downstream	  of	  the	  assigned	  TSSs,	  indicating	  successful	  selection	  of	  short	  nascent	  RNAs	  (Nechaev	  et	  al.	  2010).	  As	  was	  observed	  in	  S2	  cells	  (Nechaev	  et	  al.	  2010),	  start-­‐seq	  signal	  often	  manifests	  as	  several	  single-­‐nucleotide	  peaks	  grouped	  in	  a	  spatially	  restricted	  region,	  indicating	  that	  TSS	  are	  often	  actually	  “clusters”	  of	  initiation	  events	  at	  a	  handful	  of	  nucleotides	  at	  the	  5’	  end	  of	  the	  gene.	  To	  more	  accurately	  represent	  these	  groupings,	  we	  grouped	  individual	  nucleotides	  at	  which	  start-­‐seq	  signal	  occurred	  into	  likely	  TSS	  clusters,	  and	  assigned	  them	  to	  annotated	  genes.	  Out	  of	  12514	  “Integrated	  promoters”	  previously	  detected	  from	  DEEP-­‐CAGE	  sequencing	  of	  D.	  melanogaster	  embryos	  (Hoskins	  et	  al.	  2011),	  7936	  (63%)	  of	  the	  16313	  TSSs	  detected	  in	  our	  study	  overlapped,	  a	  significant	  fraction	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considering	  differences	  in	  library	  preparation	  methods,	  peak	  detection,	  and	  developmental	  stage	  captured	  between	  the	  two	  studies	  (Figure	  3.2).	  Strikingly,	  in	  nearly	  all	  cases,	  Start-­‐seq	  signal	  accumulated	  in	  a	  single	  direction	  (Figure	  3.1),	  confirming	  previous	  findings	  that	  
Drosophila	  promoters	  are	  strongly	  unidirectional	  (Ni	  et	  al.	  2010,	  Hoskins	  et	  al.	  2011),	  and	  refuting	  the	  hypothesis	  that	  the	  unidirectional	  or	  bidirectional	  nature	  of	  promoters	  might	  change	  across	  development	  in	  D.	  melanogaster.	  Previous	  studies	  in	  which	  similar	  transcription	  start-­‐site	  mapping	  techniques	  were	  employed	  in	  Drosophila	  melanogaster	  revealed	  the	  presence	  of	  different	  TSS	  “shapes,”	  defined	  by	  the	  broadness	  of	  the	  distribution	  of	  initiation	  signal	  within	  a	  TSS	  (Ni	  et	  al.	  2010,	  Nechaev	  et	  al.	  2010,	  Hoskins	  et	  al.	  2011).	  To	  observe	  TSS	  shape	  in	  D.	  melanogaster	  larvae	  in	  
vivo,	  we	  measured	  cluster	  width	  and	  percentage	  of	  total	  start-­‐seq	  signal	  in	  the	  cluster	  contained	  in	  the	  5	  nt	  surrounding	  the	  highest	  peak	  in	  the	  cluster.	  Strikingly,	  maximum	  cluster	  width	  was	  dramatically	  shorter	  than	  those	  obtained	  by	  both	  Hoskins	  et	  al.	  and	  Ni	  et	  
al.,	  and	  is	  more	  in	  line	  with	  S2	  cell	  TSS	  mapping	  from	  Nechaev	  et	  al.	  in	  which	  most	  initiation	  was	  highly	  focused	  (Figure	  3.3).	  Specifically,	  of	  TSSs	  that	  were	  broader	  than	  a	  single	  nucleotide,	  ~50%	  were	  6	  or	  fewer	  nt	  in	  width,	  ~75%	  were	  10	  or	  fewer,	  and	  ~95%	  were	  narrower	  than	  24	  nt.	  When	  we	  categorized	  TSSs	  as	  “peaked”	  (<12	  nt	  in	  width),	  “broad”	  (>12	  nt,	  >	  50%	  signal	  in	  highest	  peak)	  and	  “weak”	  (>12	  nt,	  <	  50%)	  similar	  to	  Ni	  et	  al.,	  we	  found	  that	  78%	  of	  TSSs	  broader	  than	  1	  nt	  would	  be	  classified	  as	  peaked,	  13.7%	  as	  broad,	  and	  8.3%	  as	  weak,	  which	  is	  dramatically	  different	  from	  the	  32.6%,	  18%,	  and	  49.4%,	  respectively,	  found	  in	  Ni	  et	  al.	  We	  acknowledge	  the	  caveat	  that	  Ni	  and	  Hoskins	  employed	  different	  library	  preparation	  methods,	  and	  also	  relied	  on	  smoothing	  density	  estimates	  for	  signal	  quantitation	  in	  their	  peak	  clusters,	  and	  therefore	  their	  results	  may	  not	  be	  directly	  comparable.	  However,	  given	  the	  significant	  depth	  to	  which	  we	  sequenced	  our	  libraries,	  and	  the	  expectation	  that	  all	  peak	  shape	  modalities	  should	  be	  represented	  at	  that	  depth,	  we	  conclude	  that	  D.	  melanogaster	  TSSs	  are	  indeed	  largely	  “sharp”	  and	  focused,	  in	  contrast	  with	  previous	  findings	  that	  broad	  TSSs	  are	  well	  represented	  in	  the	  D.	  melanogaster	  transcriptome.	  This	  is	  consistent	  with	  the	  absence	  of	  CpG	  island	  promoters	  in	  D.	  
melanogaster,	  a	  feature	  that	  is	  characteristic	  of	  non-­‐focused	  TSSs	  in	  mammals	  (Carninci	  et	  
al.	  2006).	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TSS	  peak	  broadness	  correlates	  with	  gene	  expression	  and	  polymerase	  pausing	  outcomes	  Given	  our	  confirmation	  that	  D.	  melanogaster	  larval	  TSSs	  do	  not	  conform	  to	  a	  typical	  sharp/broad	  duality,	  and	  that	  just	  such	  a	  duality	  is	  known	  to	  correlate	  with	  different	  transcriptional	  outcomes	  in	  mammals	  (Carninci	  et	  al.	  2006,	  FANTOM	  Consortium,	  2014),	  we	  reasoned	  that	  TSS	  peak	  shape	  might	  regulate	  transcription	  differently	  than	  in	  mammals.	  Therefore,	  we	  sought	  to	  generate	  a	  numeric	  shape	  metric	  that	  would	  allow	  us	  to	  elucidate	  relationships	  between	  TSS	  shape	  and	  other	  aspects	  of	  gene	  expression.	  To	  do	  so,	  we	  adapted	  an	  equation	  from	  Hoskins	  et	  al.	  to	  assign	  a	  Shape	  Index	  (SI)	  value	  to	  each	  cluster	  broader	  than	  a	  single	  nucleotide	  (see	  Supplementary	  Methods),	  where	  higher	  SI	  values	  represented	  “sharper”	  peaks	  (i.e.	  the	  majority	  of	  cluster	  signal	  occurring	  within	  a	  few	  nucleotides),	  and	  lower	  SI	  values	  represented	  “broader”	  peaks	  (i.e.	  signal	  was	  spread	  more	  evenly	  across	  a	  wider	  locus).	  While	  the	  SI	  values	  for	  this	  study	  ranged	  roughly	  from	  2	  to	  -­‐2	  (Figure	  3.4),	  those	  from	  Hoskins	  ranged	  as	  low	  as	  -­‐5.	  Since	  we	  found	  TSSs	  to	  be	  universally	  sharper	  than	  reported	  in	  Hoskins	  (and	  therefore	  more	  likely	  to	  have	  high	  SI	  values),	  this	  finding	  was	  expected.	  As	  observed	  in	  Hoskins	  et	  al.,	  SI	  negatively	  correlates	  with	  peak	  width,	  but	  unlike	  in	  Hoskins,	  it	  positively	  correlates	  with	  sequencing	  tags	  (Figure	  3.4).	  We	  surmise	  that	  this	  difference	  might	  be	  explained	  by	  differences	  between	  Start-­‐seq	  (this	  study)	  and	  DEEP-­‐CAGE	  (Hoskins)	  library	  preparation	  methods.	  Importantly,	  start-­‐seq	  signal	  accounts	  for	  short	  nascent	  transcripts	  generated	  by	  both	  polymerases	  that	  enter	  the	  gene	  body,	  and	  by	  those	  that	  engage	  in	  promoter	  proximal	  pausing	  rather	  than	  productive	  elongation	  (Nechaev	  et.	  al	  2010,	  Henriques	  et.	  al	  2013).	  There	  is	  an	  enrichment	  for	  promoter	  proximally	  paused	  polymerases	  in	  Start-­‐seq	  signal	  versus	  enrichment	  of	  downstream	  elongation	  products	  in	  the	  CAGE	  signal	  used	  in	  Hoskins	  (Nechaev	  et	  al.	  2010).	  	  Therefore,	  paused	  promoters	  would	  be	  expected	  to	  have	  high	  Start-­‐seq	  and	  low	  CAGE	  signal,	  and	  the	  opposite	  would	  be	  expected	  for	  non-­‐paused	  promoters.	  Consistent	  with	  this	  theory,	  when	  we	  derived	  a	  “pausing	  index”	  metric	  for	  each	  TSS	  from	  the	  ratio	  of	  Start-­‐seq	  signal	  to	  nuclear	  RNA-­‐seq	  signal	  in	  the	  corresponding	  gene,	  we	  found	  that	  it	  correlated	  positively	  with	  SI	  (Figure	  3.5).	  Moreover,	  in	  both	  our	  study	  and	  Hoskins,	  the	  TSSs	  with	  high	  SI	  and	  low	  TSS	  width	  are	  highly	  enriched	  for	  the	  “Pause	  button”	  (PB)	  cis-­‐regulatory	  (CR)	  motif,	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which	  is	  characteristic	  of	  promoters	  at	  which	  RNA	  polymerase	  II	  becomes	  paused	  (Hendrix	  
et	  al.	  2008,	  Figure	  3.6).	  Indeed,	  when	  we	  searched	  for	  a	  suite	  of	  transcription	  factor	  (TF)	  and	  CR	  motifs	  around	  our	  TSS	  clusters	  and	  ordered	  the	  clusters	  by	  SI,	  the	  partitioning	  of	  motifs	  by	  was	  strikingly	  similar	  to	  that	  obtained	  in	  Hoskins,	  with	  the	  notable	  exception	  of	  the	  TATA	  box	  motif	  (Figure	  3.4).	  Specifically,	  motifs	  such	  as	  INR,	  DPE,	  and	  GAGA	  clustered	  preferentially	  with	  high-­‐SI	  TSSs,	  while	  DRE	  and	  other	  octamers	  previously	  found	  to	  be	  enriched	  at	  broad	  Drosophila	  promoters	  (FitzGerald	  et	  al.	  2006,	  Hoskins	  et	  al.	  2011)	  clustered	  with	  low-­‐SI	  TSSs.	  These	  results	  indicate	  that	  TSS	  shape	  remains	  of	  consequence	  in	  D.	  melanogaster	  larvae,	  despite	  most	  TSSs	  being	  sharp	  on	  average.	  Moreover,	  they	  show	  that	  TF	  and	  CR	  motifs	  are	  reliably	  correlated	  with	  TSS	  shape	  across	  multiple	  points	  in	  development,	  and	  that	  the	  presence	  of	  these	  motifs	  and	  the	  trans-­‐factors	  that	  bind	  them	  at	  a	  TSS	  likely	  dictates	  its	  shape	  and	  pausing	  behavior	  to	  some	  degree.	  Interestingly,	  though	  motif	  clustering	  by	  TSS	  shape	  was	  as	  expected,	  we	  found	  that	  only	  TSSs	  with	  the	  highest	  and	  lowest	  shape	  index	  were	  significantly	  enriched	  for	  either	  major	  cohort	  of	  motifs,	  leaving	  a	  distinct	  group	  of	  several	  hundred	  TSSs	  without	  defined	  enrichment	  for	  either.	  Because	  our	  previous	  attempts	  to	  classify	  peaks	  by	  the	  parameters	  set	  in	  Ni	  et	  al.	  were	  unsatisfactory,	  we	  used	  this	  information	  to	  reclassify	  peaks	  based	  on	  motif	  enrichment	  and	  shape,	  where	  motif	  enrichment	  could	  conveniently	  partition	  TSSs	  into	  three	  buckets:	  TSSs	  with	  shape	  index	  >	  1	  (high),	  TSSs	  with	  shape	  index	  between	  1	  and	  0	  (middle),	  and	  TSSs	  with	  shape	  index	  <	  0	  (low).	  The	  high	  cohort	  had	  the	  highest	  information	  content	  in	  its	  consensus	  sequence,	  indicating	  a	  role	  for	  sequence	  in	  defining	  the	  characteristics	  of	  sharp	  TSSs	  (Figure	  3.7).	  This	  is	  further	  supported	  by	  the	  fact	  that	  67%	  of	  promoters	  that	  can	  be	  considered	  “sharp”	  in	  embryos	  remain	  so	  in	  larvae,	  whereas	  only	  27%	  of	  peaks	  considered	  “broad”	  remain	  so,	  suggesting	  intrinsic	  cis-­‐regulatory	  information	  contributes	  to	  sharp,	  but	  not	  broad	  character	  of	  a	  TSS.	  Strikingly,	  the	  low	  cohort	  TSSs	  exhibited	  the	  most	  robust	  ATAC-­‐seq	  signal,	  consistent	  with	  high	  expression	  (Figure	  3.8).	  Meanwhile,	  the	  high	  cohort	  TSSs	  exhibited	  a	  marked	  reduction	  in	  depletion	  of	  the	  +1	  nucleosome,	  which	  we	  interpret	  as	  a	  pausing	  barrier	  to	  transcription	  elongation	  (Figure	  3.8).	  These	  data	  are	  consistent	  with	  previous	  findings	  that	  the	  periodicity	  of	  nucleosomes	  downstream	  of	  broad	  TSSs	  is	  more	  consistent	  than	  that	  of	  sharp	  TSSs	  (Rach	  
et	  al.	  2011).	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Polymerase	  pausing	  accounts	  for	  discrepancies	  between	  nucleosome	  depletion	  and	  expected	  
nucleosome	  occupancy	  at	  paused	  promoters	  NFRs	  are	  associated	  with	  transcription	  factor	  binding	  and	  reduced	  barriers	  to	  transcription,	  and	  therefore	  are	  generally	  expected	  to	  facilitate	  increased	  transcription	  initiation,	  which	  in	  turn	  should	  result	  in	  higher	  gene	  expression.	  To	  evaluate	  these	  expected	  relationships	  on	  a	  gene-­‐specific	  level,	  for	  each	  gene	  in	  the	  genome	  we	  assigned	  a	  discrete	  value	  for	  chromatin	  accessibility	  (normalized	  ATAC-­‐seq	  signal	  in	  a	  window	  150	  nt	  upstream	  and	  50	  nt	  downstream	  of	  the	  assigned	  TSS),	  initiation	  (5’	  read	  termini	  mapping	  directly	  to	  the	  assigned	  TSS),	  and	  gene	  expression	  (normalized	  nuclear	  RNA-­‐seq	  reads	  mapping	  to	  the	  gene	  body),	  and	  performed	  pairwise	  correlations	  between	  them.	  Notably,	  while	  Start-­‐seq	  generally	  correlates	  well	  with	  gene	  expression,	  ATAC-­‐seq	  correlates	  poorly	  with	  Start-­‐seq	  (Figure	  3.9).	  Curiously,	  both	  Start-­‐seq	  and	  ATAC-­‐seq	  correlate	  more	  strongly	  with	  nuclear	  RNA-­‐seq	  level	  than	  with	  each	  other	  (Figure	  3.9),	  indicating	  that	  they	  contribute	  distinct,	  perhaps	  opposing	  inputs	  to	  gene	  expression.	  Discrete	  partitioning	  of	  genes	  into	  quintiles	  based	  on	  gene	  expression	  (1st	  =	  lowest	  expression,	  5th	  =	  	  highest)	  further	  confirms	  that	  the	  relationships	  between	  nucleosome	  depletion,	  transcription	  initiation,	  and	  gene	  expression	  are	  imperfectly	  correlated.	  For	  instance,	  the	  highest	  quintile	  is	  characterized	  by	  reduced	  ATAC-­‐seq	  enrichment	  as	  compared	  to	  the	  second	  highest	  quintile	  despite	  the	  highest	  enrichment	  in	  start-­‐seq	  signal	  (Figure	  3.10),	  demonstrating	  that	  open	  chromatin	  and	  transcription	  initiation	  do	  not	  directly	  track	  with	  each	  other.	  	  We	  hypothesized	  that	  discrepancies	  between	  ATAC-­‐seq,	  Start-­‐seq,	  and	  nuclear	  RNA-­‐seq	  could	  be	  the	  result	  of	  complex	  influence	  of	  polymerase	  pausing	  upon	  the	  relationship	  between	  nucleosome	  depletion	  and	  transcription	  initiation	  (Gilchrist	  et	  al.	  2010).	  Specifically,	  we	  sought	  to	  test	  whether	  polymerase	  pausing	  changes	  the	  strength	  of	  the	  upstream	  NFR,	  which	  has	  been	  indirectly	  shown	  via	  MNase-­‐seq	  data	  in	  S2	  cells	  (Gilchrist	  et	  
al.	  2010).	  To	  do	  this,	  we	  sought	  to	  use	  the	  aforementioned	  pausing	  index	  (PI)	  values	  to	  determine	  chromatin	  accessibility	  at	  differentially	  paused	  promoters.	  While	  Start-­‐seq	  and	  nuclear	  RNA-­‐seq,	  the	  input	  components	  to	  our	  formulation	  of	  PI	  value,	  are	  correlated	  (Figure	  3.9),	  plotting	  both	  values	  for	  each	  promoter	  on	  a	  scatterplot	  identifies	  significant	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variability	  from	  the	  regression	  line,	  indicating	  a	  wide	  range	  of	  pausing	  propensities	  (Figure	  
3.11).	  Moreover,	  PI	  can	  predictably	  stratify	  classes	  of	  genes	  that	  are	  expected	  to	  be	  more	  or	  less	  paused	  on	  average.	  For	  instance,	  the	  ribosomal	  protein	  genes	  exhibit	  very	  low	  PI	  values	  consistent	  with	  their	  ubiquitous	  expression,	  while	  immune	  response	  genes	  and	  transcription	  factors,	  which	  in	  many	  cases	  are	  subject	  to	  the	  sort	  of	  rapid	  temporal	  and	  signal-­‐responsive	  regulation	  hat	  can	  be	  achieved	  by	  pausing,	  have	  high	  PI	  values	  (Figure	  
3.11).	  We	  conclude	  that	  our	  PI	  metric	  derived	  from	  Start-­‐seq	  and	  nuclear	  RNA-­‐seq	  is	  a	  biologically	  relevant	  measure	  of	  gene-­‐specific	  pausing	  propensity.	  To	  test	  the	  relationship	  between	  pausing	  and	  chromatin	  accessibility,	  we	  partitioned	  genes	  into	  quartiles	  based	  on	  their	  PI	  values,	  and	  observed	  ATAC-­‐seq	  nucleosome	  depletion	  and	  predicted	  nucleosome	  occupancy	  for	  genes	  in	  those	  quartiles.	  As	  expected,	  genes	  in	  the	  most	  highly	  paused	  quartile	  have	  the	  highest	  ATAC-­‐seq	  signal	  at	  the	  minus-­‐1	  nucleosome	  position,	  despite	  also	  having	  the	  highest	  predicted	  nucleosome	  occupancy	  (Figure	  3.12).	  Notably,	  once	  again	  the	  less-­‐paused	  genes	  have	  a	  well-­‐phased	  plus-­‐1	  nucleosome,	  further	  indicating	  that	  PI	  predicts	  expected	  variability	  in	  nucleosome	  phasing	  based	  on	  pausing	  (Gilchrist	  et	  al.	  2010,	  Rach	  et	  al.	  2011).	  We	  conclude	  with	  a	  direct	  assay	  for	  open	  chromatin	  in	  a	  developing	  organism	  that	  polymerase	  pausing	  correlates	  with	  nucleosome	  depletion	  at	  the	  minus-­‐1	  nucleosome,	  and	  perhaps	  plays	  an	  active	  role	  in	  maintaining	  that	  state	  as	  has	  been	  described	  before	  (Gilchrist	  et	  al.2010).	  	  
Novel	  TSSs	  (nuTSSs)	  are	  widespread	  and	  can	  be	  partitioned	  into	  predicted	  functional	  
categories	  based	  on	  local	  histone	  modifications	  Owing	  to	  the	  impressive	  read	  depth	  of	  our	  Start-­‐seq	  libraries	  (>100M	  mappable	  reads	  combined),	  we	  were	  able	  to	  identify	  bona-­‐fide	  start-­‐seq	  signal	  at	  thousands	  of	  locations	  across	  the	  genome	  that	  did	  not	  correspond	  to	  an	  annotated	  TSS.	  To	  analyze	  these	  locations	  systematically,	  we	  selected	  all	  peaks	  that	  did	  not	  fall	  in	  a	  TSS	  cluster	  that	  matched	  to	  existing	  	  observed	  TSS	  (obsTSS),	  dubbing	  them	  novel	  unannotated	  TSSs	  (nuTSSs),	  and	  characterized	  them	  across	  a	  handful	  of	  metrics.	  We	  identified	  a	  total	  of	  17294	  distinct	  nuTSSs,	  including	  10044	  that	  meet	  the	  9	  read	  FDR	  threshold.	  nuTSSs	  are	  spread	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throughout	  the	  genome,	  though	  they	  cluster	  predominantly	  at	  locations	  within	  or	  proximal	  to	  annotated	  coding	  genes	  (Figure	  3.13,	  Figure	  3.14).	  A	  handful	  of	  well	  characterized	  histone	  post-­‐translational	  modifications	  (PTMs)	  co-­‐occur	  with	  bona-­‐fide	  TSSs,	  and	  therefore	  we	  surmised	  that	  their	  enrichment	  may	  give	  an	  indicator	  as	  to	  nuTSS	  functions.	  Therefore,	  we	  measured	  the	  enrichment	  of	  a	  battery	  of	  histone	  PTMs	  at	  nuTSSs,	  and	  conducted	  unsupervised	  hierarchical	  clustering	  based	  on	  them.	  Out	  of	  several	  ChIP-­‐seq	  tracks	  taken	  at	  a	  matched	  stage	  of	  development	  sourced	  from	  the	  modEncode	  consortium	  (www.modencode.org),	  we	  found	  that	  the	  most	  informative	  set	  of	  PTMs	  for	  distinguishing	  defined	  nuTSS	  clusters	  included	  H3K4me1,	  H3K4me3,	  H3K27ac,	  and	  H3K36me3.	  Hierarchical	  clustering	  based	  on	  those	  four	  marks	  resulted	  in	  five	  categories	  (Figure	  3.15).	  We	  characterized	  them	  as	  follows:	  an	  “Inactive”	  group	  lacking	  significant	  enrichment	  in	  any	  of	  the	  four	  marks,	  a	  “TSS-­‐like”	  group	  with	  enrichment	  for	  H3K4me3	  that	  is	  characteristic	  of	  annotated	  coding	  gene	  TSSs	  (Liang	  et	  al.	  2004),	  two	  “Coding”	  cohorts	  characterized	  by	  varying	  levels	  of	  enrichment	  for	  H3K36me3	  as	  is	  expected	  in	  gene	  bodies	  (Bannister	  et	  al.	  2005),	  and	  an	  “Enhancer-­‐like”	  group	  with	  enrichment	  of	  H3K4me1	  and	  H3K27ac	  that	  are	  characteristic	  of	  enhancer	  regions	  (Creyghton	  et	  al.	  2010,	  Rada-­‐Iglesias	  et	  al.	  2011,	  Zentner	  et	  al.	  2011).	  We	  further	  validated	  these	  functional	  classifications	  by	  observing	  that	  the	  two	  “active”	  cohorts	  (TSS-­‐like	  and	  Enhancer-­‐like)	  were	  accompanied	  by	  strong	  ATAC-­‐seq	  signal	  comparable	  to	  that	  of	  obsTSSs,	  while	  the	  other	  cohorts	  were	  depleted	  of	  ATAC-­‐seq	  signal	  (Figure	  3.16).	  Together,	  these	  findings	  indicate	  that	  nuTSSs	  occur	  in	  functionally	  relevant	  chromatin	  contexts	  across	  the	  genome.	  	  
nuTSSs	  are	  non-­‐elongating	  RNAs	  Though	  high-­‐throughput	  sequencing	  methods	  have	  enabled	  extensive	  and	  detailed	  annotations	  of	  global	  transcriptomes,	  studies	  that	  employ	  ever	  higher	  depth	  and	  sensitivity	  are	  continuing	  to	  uncover	  heretofore	  undiscovered	  RNAs.	  We	  reasoned	  that	  the	  high	  depth	  of	  our	  Start-­‐seq	  libraries	  may	  have	  identified	  initiation	  sites	  for	  unannotated	  genes	  that	  undergo	  productive	  elongation	  and	  produce	  mature	  transcripts.	  To	  determine	  whether	  this	  is	  the	  case,	  we	  mapped	  nuclear	  RNA-­‐seq	  reads	  in	  200	  nt	  windows	  upstream	  and	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downstream	  of	  all	  nuTSSs,	  and	  measured	  the	  balance	  of	  signal	  on	  either	  side,	  reasoning	  that	  productive	  elongation	  would	  be	  identified	  by	  an	  overrepresentation	  of	  downstream	  reads.	  We	  confirmed	  this	  hypothesis	  by	  performing	  the	  same	  test	  on	  obsTSS,	  and	  found	  that	  hey	  are	  universally	  enriched	  for	  RNA-­‐seq	  reads	  in	  the	  downstream	  region	  over	  the	  upstream	  (Figure	  3.17).	  However,	  this	  is	  not	  the	  case	  for	  nuTSSs,	  as	  nearly	  all	  of	  them	  showed	  no	  significant	  enrichment	  of	  downstream	  signal	  (Figure	  3.17).	  This	  trend	  held	  for	  all	  of	  the	  histone	  PTM-­‐defined	  nuTSS	  clusters	  (Figure	  3.18).	  We	  particularly	  expected	  that	  TSS-­‐like	  nuTSSs	  might	  be	  more	  likely	  to	  productively	  elongate	  given	  the	  similarity	  of	  their	  chromatin	  signatures	  to	  “canonical”	  TSSs,	  but	  surprisingly,	  this	  was	  not	  the	  case.	  We	  conclude	  that	  productive	  transcription	  elongation	  from	  nuTSSs	  is	  rare,	  and	  that	  nuTSSs	  represent	  short,	  likely	  transient	  transcription	  events.	  	  
Inactive	  and	  enhancer-­‐like	  nuTSSs	  overlap	  with	  functionally	  validated	  tissue-­‐specific	  
enhancers	  Upon	  classification	  of	  nuTSSs	  by	  histone	  PTMs,	  we	  were	  particularly	  intrigued	  by	  the	  enhancer-­‐like	  cohort,	  given	  the	  reported	  presence	  of	  enhancer-­‐associated	  RNAs	  (eRNAs)	  originating	  developmental	  enhancers	  (Kim	  et	  al.	  2010,	  Djebali	  et	  al.	  2012),	  and	  regulatory	  non-­‐coding	  RNAs	  (ncRNA)	  at	  enhancer	  regions	  in	  Drosophila	  (Lipshitz	  et	  al.	  1987).	  As	  with	  previously	  reported	  eRNAs,	  enhancer-­‐like	  nuTSSs	  (E-­‐nuTSSs)	  are	  associated	  with	  robust	  NFRs	  (Figure	  3.16),	  suggesting	  assembly	  of	  the	  PIC	  similar	  to	  “canonical”	  promoters.	  E-­‐nuTSSs	  appear	  predominantly	  in	  intronic	  regions	  (~73%),	  while	  only	  ~12%	  occur	  in	  coding	  sequence	  (Figure	  3.19),	  which	  is	  indicative	  of	  recent	  cis	  element	  evolution	  that	  has	  not	  penetrated	  the	  higher	  conservation	  requirements	  in	  exonic	  regions.	  To	  determine	  whether	  E-­‐nuTSSs	  overlapped	  with	  functional	  enhancer	  regions,	  we	  curated	  2334	  D.	  melanogaster	  3rd	  instar	  larval	  enhancer	  regions	  from	  the	  FlyLight	  collection	  (Jenett	  et	  al.	  2012,	  Jory	  et	  al.	  2012)	  that	  had	  been	  functionally	  validated	  via	  GAL4-­‐UAS	  based	  screening,	  and	  shown	  to	  promote	  expression	  of	  a	  fluorescent	  reporter	  in	  either	  larval	  imaginal	  discs	  or	  in	  the	  larval	  CNS.	  We	  found	  that	  571	  of	  the	  validated	  enhancers	  overlapped	  directly	  with	  a	  nuTSS	  that	  cleared	  our	  FDR	  threshold,	  and	  529	  (92.6%)	  of	  those	  were	  classified	  as	  either	  inactive	  (261)	  or	  enhancer-­‐like	  (268)	  in	  our	  
	   79	  
nuTSS	  clustering.	  Importantly,	  though	  enhancer	  RNAs	  in	  mammalian	  cells	  appear	  to	  be	  bidirectional	  in	  most	  cases	  (Kim	  et	  al.	  2010,	  Djebali	  et	  al.	  2012),	  we	  find	  no	  evidence	  of	  bidirectional	  transcription	  from	  validated	  enhancers	  that	  overlap	  with	  a	  nuTSS,	  indicating	  that	  eRNAs	  in	  D.	  melanogaster	  conform	  to	  the	  unidirectional	  character	  of	  obsTSSs.	  Taken	  together,	  these	  findings	  support	  the	  validity	  of	  short	  nascent	  RNA	  sequencing	  for	  identifying	  spatially	  restricted	  developmental	  enhancers.	  	  
Discussion	  Fidelity	  of	  transcription	  initiation	  within	  and	  outside	  of	  annotated	  promoters	  of	  coding	  genes	  is	  crucial	  for	  proper	  regulation	  of	  gene	  expression.	  There	  are	  several	  characteristics	  of	  transcription	  from	  annotated	  promoters	  that	  are	  thought	  to	  correlate	  with	  aspects	  of	  downstream	  gene	  expression,	  including	  promoter	  nucleosome	  depletion	  (Oszolak	  et	  al.	  2007),	  interaction	  of	  initiation	  complexes	  with	  cis-­‐regulatory	  motifs,	  start	  site	  “shape”	  (Carninci	  et	  al.	  2006),	  and	  promoter-­‐proximal	  pausing	  (Muse	  et	  al.	  2007,	  Gilchrist	  et	  al.	  2010,	  Nechaev	  et	  al.	  2010).	  To	  analyze	  initiation	  dynamics	  in	  D.	  melanogaster	  3rd	  instar	  larvae,	  we	  performed	  matched	  ATAC-­‐seq,	  Start-­‐seq,	  and	  nuclear	  RNA-­‐seq	  in	  larvae	  characterized	  by	  wandering	  behavior	  for	  accurate	  staging.	  We	  confirmed	  expected	  regulatory	  trends	  for	  initation	  at	  annotated	  coding	  genes	  genome	  wide,	  and	  also	  uncovered	  myriad	  sites	  of	  unannotated	  transcription	  of	  unknown	  function.	  We	  discuss	  some	  of	  our	  findings	  in	  detail	  below.	  	  
Relationship	  between	  peak	  shape	  and	  transcriptional	  outcomes	  Preivous	  TSS	  mapping	  studies	  in	  Drosophila	  (Nechaev	  et	  al.	  2010,	  Ni	  et	  al.	  2010,	  Hoskins	  et	  al.	  2011)	  and	  other	  models	  (Carninci	  et	  al	  2006)	  noted	  that	  the	  broadness	  or	  sharpness	  of	  TSS	  domains	  had	  potential	  functional	  implications.	  We	  find	  that	  D.	  
melanogaster	  larval	  TSSs	  are	  typically	  very	  sharp	  and	  focused,	  in	  contrast	  with	  findings	  from	  embryos	  (Ni	  et	  al.	  2010,	  Hoskins	  et	  al.	  2011).	  We	  primarily	  attribute	  this	  difference	  to	  the	  different	  library	  preparation	  technique	  (Start-­‐seq)	  used	  in	  our	  study	  vs.	  those	  used	  in	  Ni	  and	  Hoskins	  (PEAT	  and	  CAGE,	  respectively),	  and	  therefore	  find	  it	  likely	  that	  D.	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melanogaster	  TSSs	  are	  similarly	  “sharp”	  across	  all	  developmental	  stages	  and	  cell	  types.	  This	  is	  supported	  by	  the	  fact	  that,	  despite	  that	  the	  average	  width	  of	  our	  obsTSSs	  is	  smaller	  that	  the	  minimum	  width	  detected	  using	  other	  methods	  (e.g.	  Hoskins	  et	  al.	  2011),	  we	  are	  nevertheless	  still	  able	  to	  stratify	  TSSs	  into	  functional	  categories	  based	  on	  their	  width	  and	  the	  distribution	  of	  initiation	  (i.e.	  Start-­‐seq)	  signal	  within	  the	  domain.	  Specifically,	  broad	  TSS	  tend	  to	  occur	  at	  highly	  expressed,	  lowly	  paused	  genes,	  whereas	  sharp	  peaks	  are	  enriched	  for	  a	  host	  of	  cis-­‐regulatory	  elements	  and	  are	  highly	  paused.	  Interestingly,	  the	  broad	  TSSs	  that	  we	  infer	  to	  be	  non-­‐paused	  could	  be	  considered	  analogous	  to	  similarly	  broad	  mammalian	  promoters	  that	  are	  enriched	  for	  CpG	  islands	  and	  housekeeping	  genes	  that	  aren’t	  expected	  to	  be	  paused	  (FANTOM	  consortium,	  2014).	  Given	  the	  absence	  of	  CpG	  island	  promoters	  in	  Drosophila,	  this	  suggests	  a	  convergent	  evolutionary	  force	  that	  promotes	  a	  broad	  modality	  of	  transcription	  initiation	  specifically	  at	  ubiquitously	  expressed	  genes.	  Furthermore,	  though	  direct	  comparisons	  of	  width	  across	  development	  are	  difficult	  owing	  to	  the	  different	  strategies	  described	  above,	  differences	  in	  peak	  shape	  between	  developmental	  stages	  hint	  at	  the	  sort	  of	  evolutionary	  pressures	  that	  may	  have	  contributed	  to	  peak	  shape.	  For	  instance,	  for	  the	  set	  of	  TSSs	  overlapping	  in	  our	  study	  and	  the	  Hoskins	  et	  al.	  embryo	  study,	  most	  of	  the	  peaks	  considered	  “sharp”	  in	  embryos	  are	  also	  considered	  sharp	  in	  larvae,	  which	  consistency	  across	  development	  is	  not	  the	  case	  for	  broad	  peaks.	  Combined	  with	  the	  more	  consistent	  sequence	  context	  of	  sharp	  promoters	  (Figure	  
3.7),	  it	  is	  possible	  that	  sharp	  peaks	  were	  selected	  to	  behave	  as	  such	  because	  of	  the	  necessity	  of	  promoter	  proximal	  pausing-­‐related	  regulation	  of	  their	  expression,	  whereas	  broad	  peaks	  require	  no	  such	  constraints,	  and	  are	  instead	  driven	  by	  their	  strong	  propensity	  for	  nucleosome	  depletion.	  The	  evolutionary	  source	  of	  TSS	  shape,	  and	  whether	  it	  is	  even	  a	  functional	  characteristic	  upon	  which	  selection	  can	  act,	  is	  of	  course	  speculative,	  and	  further	  study	  of	  the	  necessity	  of	  differentially	  broad	  domains	  of	  transcription	  initiation	  will	  require	  further	  study.	  	  
Identification	  and	  characterization	  of	  enhancer	  RNAs	  	  We	  were	  able	  to	  show	  that	  nearly	  25%	  of	  enhancers	  from	  the	  Janelia	  FlyLight	  collection	  that	  were	  previously	  shown	  to	  activate	  a	  GFP	  reporter	  in	  either	  imaginal	  discs	  or	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larval	  CNS	  (Jenett	  et	  al.	  2012,	  Jory	  et	  al.	  2012),	  also	  overlapped	  with	  a	  nuTSS	  peak	  identified	  in	  our	  Start-­‐seq	  experiments.	  Thought	  this	  is	  a	  striking	  rate	  of	  success,	  it	  is	  unclear	  whether	  it	  is	  comparable	  to	  approaches	  that	  have	  used	  enrichment	  of	  histone	  post-­‐translational	  modifications	  (PTMs)	  (Creyghton	  et	  al.	  2010,	  Zentner	  et	  al.	  2011),	  transcription	  factor	  binding	  sites	  (Hallikas	  et	  al.	  2006),	  or	  regions	  of	  open	  chromatin	  or	  DNase	  hypersensitivity	  (McKay	  et	  al.	  2013)	  to	  identify	  enhancers.	  This	  is	  chiefly	  because,	  to	  my	  knowledge,	  no	  exhaustive	  post-­‐hoc	  functional	  validation	  of	  a	  set	  of	  predicted	  enhancers	  has	  even	  been	  undertaken.	  Upon	  cursory	  review,	  it	  appears	  that	  the	  proportion	  of	  FlyLight	  enhancers	  identified	  over	  what	  would	  be	  expected	  from	  random	  chance	  by	  nuTSSs	  alone	  is	  comparable	  to	  that	  of	  matched	  ATAC-­‐seq	  open	  chromatin	  regions,	  and	  is	  significantly	  improved	  over	  prediction	  based	  on	  histone	  PTMs	  H3K4me1	  and	  H3K27ac	  (data	  not	  shown).	  Using	  nucleotide-­‐resolution	  nuTSSs	  to	  identify	  developmental	  enhancers	  may	  have	  the	  further	  benefit	  of	  dramatically	  improving	  the	  resolution	  of	  enhancer	  identification.	  Though	  enhancer	  length	  is	  variable,	  and	  the	  functional	  fraction	  of	  a	  given	  enhancer	  is	  undoubtedly	  longer	  than	  the	  spatially	  restricted	  region	  identified	  by	  nuTSSs,	  single-­‐nucleotide	  resolution	  provides	  a	  helpful	  starting	  point	  for	  defining	  minimal	  sequence	  requirements	  for	  activation.	  From	  the	  perspective	  of	  eRNA	  function,	  it	  is	  important	  to	  note	  that	  ~75%	  of	  validated	  enhancers	  lacked	  a	  high-­‐confidence	  eRNAs.	  It	  is	  unclear	  whether	  to	  conclude	  from	  this	  that	  eRNAs	  are	  not	  a	  universal	  or	  necessary	  feature	  of	  D.	  melanogaster	  developmental	  enhancers,	  or	  whether	  the	  depth	  of	  sequencing	  was	  not	  sufficient,	  or	  the	  mixture	  of	  cell	  types	  too	  heterogeneous,	  to	  detect	  eRNAs	  from	  the	  remainder	  of	  enhancers.	  An	  additional	  429	  validated	  enhancer	  regions	  overlap	  with	  identified	  nuTSSs	  that	  do	  not	  meet	  our	  FDR	  threshold	  (for	  a	  total	  of	  1000,	  42.8%	  of	  the	  enhancer	  regions	  queried),	  suggesting	  that	  in	  the	  absence	  of	  technical	  constraints	  to	  our	  methods,	  more	  eRNAs	  might	  be	  detected	  from	  more	  enhancers.	  Alternatively,	  eRNAs	  may	  simply	  be	  transcriptional	  noise	  from	  assembly	  of	  initiation	  complexes	  at	  existing	  sites	  of	  chromatin	  accessibility	  and	  transcription	  factor	  binding	  (Li	  et	  al.	  2016),	  in	  which	  case	  eRNAs	  may	  simply	  serve	  as	  a	  proxy	  for	  enhancer	  strength	  rather	  than	  playing	  a	  functional	  role.	  Strikingly,	  the	  unidirectional	  character	  of	  the	  putative	  eRNAs	  we	  identified	  point	  towards	  a	  novel	  modality	  for	  eRNA	  genesis	  and	  function.	  Whereas	  eRNAs	  in	  mammalian	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cells	  might	  considered	  to	  be	  the	  result	  of	  “underdeveloped”	  promoter	  regions	  that	  have	  not	  yet	  accumulated	  the	  cis-­‐regulatory	  elements	  necessary	  to	  discriminate	  against	  antisense	  transcription	  (Li	  et	  al.	  2016),	  D.	  melanogaster	  eRNAs	  appear	  to	  have	  developed	  unidirectionality	  independent	  of	  those	  constraints.	  In	  general,	  unidirectional	  transcription	  in	  D.	  melanogaster	  may	  be	  a	  consequence	  of	  the	  relative	  compactness	  of	  its	  genome,	  in	  which	  the	  dearth	  of	  large	  intergenic	  regions	  or	  long	  introns	  makes	  bidirectional	  transcription	  a	  deleterious	  proposition	  more	  often	  than	  not.	  The	  mechanisms	  through	  which	  these	  constraints	  might	  assert	  themselves,	  if	  it	  does	  not	  occur	  through	  cis-­‐regulatory	  motif	  evolution	  as	  in	  mammals,	  remain	  to	  be	  elucidated.	  	  
Identity	  and	  function	  of	  nuTSSs	  enriched	  in	  coding	  regions	  In	  addition	  to	  putative	  eRNAs,	  we	  identified	  hundreds	  of	  nuTSSs	  occurring	  in	  coding	  regions,	  with	  no	  obvious	  propensity	  for	  local	  chromatin	  accessibility	  or	  enrichment	  for	  histone	  PTMs	  associated	  with	  enhancer	  function.	  The	  majority	  of	  these	  coding	  nuTSSs	  are	  oriented	  in	  the	  sense	  direction	  relative	  to	  their	  resident	  genes,	  and	  also	  occur	  towards	  their	  3’	  ends	  (Meers	  et	  al.	  2017).	  Therefore,	  it	  is	  technically	  possible	  that	  they	  represent	  “recapped”	  RNAs	  that	  have	  been	  posited	  to	  exist	  from	  other	  studies	  (Kapranov	  et	  al.	  2007,	  Affymetrix	  ENCODE	  Transcriptome	  Project	  2008).	  However,	  we	  argue	  that	  the	  coding	  region	  nuTSSs	  we	  identified	  do	  not	  represent	  recapped	  transcripts	  for	  a	  couple	  reasons.	  Firstly,	  nuTSS	  signal	  within	  a	  gene	  does	  not	  correlate	  with	  the	  gene’s	  expression	  level	  (Meers	  et	  al.	  2017),	  which	  would	  be	  expected	  to	  be	  the	  case	  for	  small	  RNAs	  that	  are	  processed	  directly	  from	  a	  parent	  coding	  transcript.	  Secondly,	  since	  there	  is	  a	  stringent	  size	  selection	  step	  in	  the	  Start-­‐seq	  protocol	  (Nechaev	  et	  al.	  2010),	  captured	  recapping	  events	  in	  Start-­‐seq	  data	  would	  necessarily	  be	  very	  short	  RNAs	  that	  seem	  likely	  to	  be	  subject	  to	  rapid	  degradation.	  The	  depth	  of	  our	  Start-­‐seq	  presents	  the	  possibility	  that	  transient,	  highly	  degraded	  RNAs	  might	  be	  captured	  in	  the	  data,	  but	  the	  more	  parsimonious	  explanation	  is	  that	  these	  nuTSSs	  represent	  bona-­‐fide	  newly	  initiated	  RNAs	  that	  have	  not	  yet	  been	  exposed	  to	  surveillance	  or	  exonuclease-­‐mediated	  degradation.	  Though	  recapping	  seems	  unlikely,	  a	  potential	  function	  for	  coding	  region	  nuTSSs	  remains	  elusive,	  since	  they	  do	  not	  appear	  to	  productively	  elongate	  either,	  and	  in	  fact	  tend	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to	  have	  higher	  upstream	  enrichment	  than	  downstream	  (Figure	  3.18).	  It	  should	  be	  noted	  that	  the	  200	  nt	  windows	  we	  chose	  is	  a	  relatively	  conservative	  cutoff	  that	  might	  be	  expected	  to	  capture	  even	  labile	  elongation	  events	  that	  are	  degraded	  rapidly	  within	  a	  few	  hundred	  nucleotides	  of	  initiation.	  Nevertheless,	  nuTSSs	  are	  strikingly	  devoid	  of	  downstream	  RNA-­‐seq	  signal,	  indicating	  that	  they	  represent	  initiation	  events	  that	  are	  almost	  immediately	  degraded	  after	  escaping	  the	  initiation	  phase.	  In	  summary,	  coding	  region	  nuTSSs	  are	  a	  puzzling	  phenomenon	  that	  perhaps	  deserves	  further	  study.	  	  
Materials	  and	  methods	  
RNA	  library	  preparation	  for	  sequencing	  RNA-­‐seq	  libraries	  were	  prepared	  using	  the	  Illumina	  TruSeq	  stranded	  library	  preparation	  kit	  from	  RNA	  prepared	  with	  TRIzol	  reagent	  (Thermo	  Fisher)	  from	  either	  whole	  3rd	  instar	  larvae	  (poly-­‐A)	  or	  nuclei	  isolated	  from	  3rd	  instar	  larvae	  (nuclear)	  (adapted	  from	  (Nechaev	  et	  al.,	  2010)).	  Start-­‐seq	  libraries	  were	  prepared	  as	  previously	  described	  (Henriques	  et	  al.,	  2013;	  Nechaev	  et	  al.,	  2010).	  Sequencing	  was	  carried	  out	  on	  a	  HiSeq2000	  (ATAC-­‐seq,	  poly-­‐A	  and	  nuclear	  RNA-­‐seq)	  or	  NextSeq500	  (Start-­‐seq)	  (Illumina).	  For	  all	  assays,	  at	  least	  three	  biological	  replicates	  were	  prepared	  (four	  in	  the	  case	  of	  Start-­‐seq	  and	  nuclear	  RNA-­‐seq).	  
Start-­‐seq	  Total	  nuclear	  RNA	  from	  whole	  3rd	  instar	  larvae	  was	  used	  as	  input	  to	  each	  Start-­‐seq	  library.	  For	  each	  RNA	  replicate	  used	  as	  input	  for	  a	  Start-­‐seq	  library,	  80	  whole	  3rd	  instar	  larvae	  were	  collected.	  Five	  whole	  3rd	  instar	  larvae	  were	  selected	  for	  genomic	  DNA	  recovery	  via	  phenol	  chloroform	  extraction	  and	  ethanol	  precipitation	  in	  order	  to	  normalize	  Start-­‐seq	  RNA	  spike-­‐in	  controls	  to	  DNA	  content.	  The	  remaining	  (75)	  larvae	  were	  washed	  3x	  with	  ice	  cold	  1x	  ENIB	  buffer	  (15mM	  Hepes	  pH7.6;	  10mM	  KCl;	  3mM	  CaCl2;	  2mM	  MgCl2;	  0.1%	  Triton	  X-­‐100;	  1mM	  DTT;	  1mM	  PMSF),	  and	  were	  then	  combined	  with	  1	  volume	  0.3	  M	  ENIB	  (1x	  ENIB	  +	  0.3	  M	  Sucrose).	  	  Larvae	  were	  homogenized	  in	  a	  1	  mL	  dounce	  with	  10	  strokes	  with	  a	  type	  A	  pestle.	  Each	  replicate	  required	  douncing	  in	  three	  separate	  aliquots	  so	  as	  to	  avoid	  oversaturation	  of	  the	  dounce	  with	  larval	  cuticle,	  and	  homogenate	  was	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immediately	  transferred	  to	  ice	  once	  completed.	  	  Dounce	  was	  washed	  with	  1	  volume	  0.3	  M	  ENIB,	  combined	  with	  homogenate,	  and	  mixture	  was	  homogenized	  with	  10	  strokes	  with	  a	  type	  B	  pestle.	  Resulting	  homogenate	  was	  filtered	  through	  40	  µM	  Nitex	  mesh	  into	  a	  50	  mL	  conical	  tube	  on	  ice.	  For	  each	  150	  µL	  of	  filtered	  homogenate	  produced,	  a	  sucrose	  cushion	  was	  made	  by	  layering	  400	  µL	  1.7	  M	  ENIB	  followed	  by	  400	  µL	  0.8	  M	  ENIB	  in	  a	  1.5	  mL	  Eppendorf	  tube.	  150	  µL	  filtered	  homogenate	  was	  pipetted	  onto	  cushion,	  and	  spun	  at	  20000xg	  for	  15	  minutes	  at	  4°C.	  After	  spinning,	  lipid	  residue	  was	  carefully	  removed	  from	  the	  walls	  of	  the	  tube	  with	  a	  micropippetor,	  and	  then	  the	  remainder	  of	  the	  supernatant	  was	  removed.	  The	  nuclear	  pellet	  was	  homogenized	  in	  100	  µL	  0.3	  M	  ENIB,	  and	  10	  µL	  was	  removed,	  stained	  with	  Trypan	  Blue,	  and	  observed	  under	  a	  microscope	  to	  confirm	  efficient	  nuclear	  isolation.	  Total	  RNA	  was	  extracted	  from	  the	  remaining	  homogenate	  with	  Trizol	  reagent	  using	  standard	  manufacturer’s	  protocols.	  Start-­‐seq	  libraries	  were	  prepared	  from	  nuclear	  RNA	  as	  previously	  described	  (Henriques	  et	  al.,	  2013;	  Nechaev	  et	  al.,	  2010).	  Libraries	  were	  sequenced	  on	  a	  NextSeq500	  generating	  paired-­‐end,	  26	  nt	  reads.	  
Nuclear	  RNA-­‐seq	  Nuclei	  from	  whole	  3rd	  instar	  larvae	  were	  isolated	  as	  described	  above	  for	  Start-­‐seq,	  and	  RNA	  was	  extracted	  using	  Trizol	  reagent.	  Total	  nuclear	  RNA	  was	  used	  as	  input	  to	  Ribo-­‐zero	  Stranded	  RNA-­‐seq	  library	  preparation	  (Illumina).	  Libraries	  were	  sequenced	  on	  a	  HiSeq2000	  generating	  paired-­‐end,	  50nt	  reads	  (Illumina).	  
ATAC-­‐seq	  library	  preparation	  For	  each	  replicate,	  nuclei	  from	  10	  whole	  3rd	  instar	  larvae	  were	  isolated	  as	  per	  Start-­‐seq	  and	  nuclear	  pellets	  were	  gently	  homogenized	  with	  wide-­‐bore	  pipette	  tips	  in	  50	  ∆uL	  ATAC-­‐seq	  lysis	  buffer	  (10	  mM	  Tris·Cl,	  pH	  7.4,	  10	  mM	  NaCl,	  3	  mM	  MgCl2,	  0.1%	  (v/v)	  Igepal	  CA-­‐630).	  Homogenate	  was	  directly	  used	  as	  input	  to	  the	  Nextera	  DNA	  library	  preparation	  kit	  (NEB)	  for	  tagmentation	  of	  chromatinized	  DNA,	  as	  described	  in	  Buenrostro	  et.	  al.	  2013.	  Libraries	  were	  sequenced	  on	  a	  HiSeq2000	  generating	  single-­‐end,	  50	  nt	  reads	  (Illumina).	  
Bioinformatic	  analysis	  All	  ChIP-­‐seq	  data	  were	  downloaded	  from	  modEncode	  (www.modencode.org).	  In	  all	  cases,	  data	  were	  derived	  from	  the	  3rd	  instar	  larval	  time	  point	  as	  determined	  by	  modEncode	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developmental	  staging	  procedures.	  Predicted	  nucleosome	  occupancy	  data	  was	  obtained	  from	  genome-­‐wide	  nucleosome	  prediction	  tracks	  in	  D.	  melanogaster	  generated	  by	  the	  Eran	  Segal	  laboratory	  (https://genie.weizmann.ac.il/software/nucleo_genomes.html).	  	  For	  ChIP-­‐seq,	  ATAC-­‐seq,	  and	  predicted	  nucleosome	  occupancy,	  metagene	  plots	  were	  generated	  using	  the	  Deeptools	  package	  (Ramírez	  et	  al.,	  2014).	  
Start-­‐seq	  peak	  assignment	  Reads	  from	  start-­‐seq	  FASTQ	  files	  were	  clipped	  to	  the	  first	  26	  nt	  to	  remove	  adapter	  sequence,	  then	  mapped	  to	  the	  D.	  melanogaster	  dm3	  genome	  build	  with	  Bowtie2	  (Langmead	  and	  Salzberg	  2012).	  We	  used	  a	  custom	  script	  to	  quantify	  mapped	  Start-­‐seq	  read	  density	  at	  individual	  nucleotides.	  Briefly,	  we	  parsed	  the	  SAM	  alignment	  ouput	  files	  from	  Bowtie2	  by	  bitwise	  flag	  to	  select	  only	  first-­‐in-­‐pair	  reads	  (representing	  bona-­‐fide	  initiation	  sites),	  then	  assigned	  the	  position	  (chromosome	  and	  nucleotide)	  of	  the	  first	  nucleotide	  in	  each	  read	  to	  a	  hash	  table,	  then	  combined	  the	  results	  from	  each	  replicate	  into	  a	  counts	  table.	  To	  normalize	  read	  depth,	  we	  first	  calculated	  the	  number	  of	  reads	  mapping	  to	  a	  set	  of	  spike-­‐in	  control	  transcripts	  using	  the	  bedtools	  multicov	  utility	  (Quinlan	  and	  Hall	  2010).	  For	  the	  number	  of	  raw	  reads	  (R)	  mapping	  to	  each	  spike-­‐in	  transcript	  t	  in	  each	  replicate	  i	  (Rti),	  we	  normalized	  
Rti	  to	  the	  geometric	  mean	  of	  all	  {Rti	  ..	  Rtn}	  to	  generate	  the	  normalized	  transcript	  value	  Nti.	  Finally,	  we	  for	  each	  replicate	  we	  calculated	  a	  replicate	  normalization	  score	  Si	  by	  calculating	  the	  geometric	  mean	  of	  all	  {Nti	  ..	  Nni}.	  To	  generate	  Start-­‐seq	  peak	  clusters	  likely	  to	  belong	  to	  the	  same	  TSS,	  we	  first	  calculated	  a	  false-­‐discovery	  rate	  (FDR)	  cutoff	  for	  bona-­‐fide	  Start-­‐seq	  peak	  detection	  at	  9	  normalized	  reads	  per	  nucleotide,	  based	  on	  sequencing	  depth.	  Then	  we	  clustered	  nucleotides	  with	  greater	  than	  9	  normalized	  reads	  as	  follows:	  For	  each	  nucleotide	  ni,	  an	  edge	  was	  established	  with	  a	  neighboring	  nucleotide	  nj	  if	  it	  occurred	  within	  5	  nt	  of	  ni.	  Then	  clusters	  were	  formed	  by	  including	  all	  nucleotides	  n	  that	  occurred	  between	  terminal	  nucleotides	  upstream	  (nu)	  and	  downstream	  (nd)	  that	  were	  bound	  to	  the	  cluster	  by	  only	  a	  single	  edge,	  and	  thus	  terminated	  the	  “chain.”	  For	  each	  cluster,	  the	  cluster	  “summit”	  was	  identified	  as	  the	  nucleotide	  containing	  the	  most	  mapped	  reads,	  and	  secondary	  and	  tertiary	  peaks	  were	  identified	  as	  containing	  the	  second-­‐	  and	  third-­‐most	  reads,	  respectively	  of	  any	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nucleotide	  in	  the	  cluster,	  if	  applicable.	  From	  the	  summit,	  we	  calculated	  the	  proportion	  of	  reads	  in	  the	  cluster	  contained	  within	  2	  nt	  on	  either	  side	  of	  the	  summit.	  To	  assign	  Start-­‐seq	  peaks	  to	  observed	  TSSs	  (obsTSSs)	  or	  novel	  TSSs	  (nuTSSs),	  searched	  for	  matches	  between	  every	  nucleotide	  with	  greater	  that	  9	  normalized	  reads	  mapped	  in	  each	  peak	  cluster	  with	  annotated	  nucleotide-­‐resolution	  D.	  melanogaster	  obsTSSs	  from	  a	  previous	  study	  (Nechaev	  et	  al.	  2010),	  and	  assigned	  a	  given	  obsTSS	  to	  the	  cluster	  for	  which	  one	  internal	  peak	  >9	  reads	  matched	  exactly	  with	  its	  position.	  If	  there	  was	  an	  internal	  peak	  within	  the	  cluster	  that	  contained	  more	  reads,	  the	  obsTSS	  summit	  was	  shifted	  to	  reflect	  that.	  All	  other	  clusters	  that	  did	  not	  map	  to	  a	  previously	  identified	  obsTSS	  were	  assigned	  as	  nuTSSs.	  Promoter	  regions	  defined	  by	  DEEP-­‐CAGE	  in	  D.	  melanogaster	  embryos	  were	  obtained	  from	  Hoskins	  et	  al.	  (2011),	  and	  “integrated	  promoters”	  that	  overlapped	  with	  obsTSS	  peaks	  were	  detected	  using	  the	  bedtools	  intersect	  function	  (Quinlan	  and	  Hall,	  2010).	  
Start-­‐seq	  peak	  shape	  and	  pausing	  index	  To	  calculate	  peak	  shape	  index	  (SI),	  we	  adapted	  a	  formula	  from	  Hoskins	  et	  al.	  (2011):	  
𝑆𝐼 = 2+    𝑝! log! 𝑝!!! 	  where	  N	  =	  the	  set	  of	  single	  nucleotides	  i	  in	  the	  peak	  cluster,	  and	  pi	  =	  the	  proportion	  of	  total	  reads	  in	  the	  cluster	  mapping	  to	  nucleotide	  i.	  To	  calculate	  peak	  pausing	  index	  (PI),	  we	  divided	  the	  normalized	  start-­‐seq	  signal	  mapping	  to	  the	  obsTSS	  peak	  cluster	  by	  the	  nuclear	  RNA-­‐seq	  RPKM	  calculated	  for	  its	  corresponding	  gene.	  
Analysis	  of	  promoter	  motif	  enrichment	  To	  discover	  motifs	  proximal	  to	  obsTSSs,	  we	  first	  sourced	  transcription	  factor	  motifs	  from	  FitzGerald	  et	  al.	  (2006).	  We	  then	  determined	  the	  expected	  distribution	  of	  those	  motifs	  relative	  to	  a	  TSS,	  and	  for	  every	  obsTSS	  we	  used	  the	  bedtools	  getfasta	  function	  to	  generate	  FASTA	  sequences	  that	  were	  50	  nt	  in	  length	  and	  roughly	  restricted	  to	  the	  expected	  localization	  of	  each	  motif.	  For	  instance,	  the	  TATA	  box	  motif	  is	  expected	  to	  occur	  ~32	  nt	  upstream	  of	  the	  TSS,	  so	  the	  FASTA	  file	  used	  to	  test	  for	  the	  presence	  of	  TATA	  captured	  all	  nucleotides	  from	  -­‐50	  to	  0	  relative	  to	  the	  TSS.	  Then	  we	  used	  the	  15	  sequences	  present	  in	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FitzGerald	  et	  al.,	  plus	  the	  “Pause	  Button”	  motif	  sequence	  (Hendrix	  et	  al.	  2008),	  and	  their	  corresponding	  restricted	  FASTA	  files	  for	  all	  obsTSSs,	  to	  execute	  the	  “homer2	  find”	  function	  from	  the	  Homer	  motif	  analysis	  software	  (Heinz	  et	  al.	  2010),	  allowing	  for	  up	  to	  4	  mismatches.	  For	  each	  obsTSS	  X	  and	  each	  motif	  y,	  a	  single	  motif	  score	  Xy	  was	  determined	  by	  selecting	  the	  highest	  log	  odds	  score	  among	  all	  {Xy1..Xyn}	  detected	  in	  the	  assigned	  FASTA	  sequence.	  Those	  obsTSSs	  for	  which	  a	  sequence	  with	  no	  more	  than	  4	  mismatches	  to	  a	  motif	  was	  not	  detected	  were	  assigned	  a	  score	  Xy	  equal	  to	  the	  lowest	  log	  odds	  score	  for	  the	  all	  obsTSSs	  tested	  for	  the	  motif	  in	  question.	  Xy	  values	  were	  converted	  to	  z-­‐scores	  using	  the	  following	  formula:	   𝑍!" = 𝑋!  –   µμ!𝜕! 	  where	  ZXy	  =	  z-­‐score	  for	  obsTSS	  X	  and	  motif	  y,	  µy	  =	  mean	  log	  odds	  score	  for	  motif	  y,	  and	  ∂y	  =	  standard	  deviation	  of	  log	  odds	  scores	  for	  motif	  y.	  The	  resultant	  z-­‐scores	  were	  visualized	  using	  the	  heatmap.2	  utility	  in	  the	  gplots	  R	  package	  (https://CRAN.R-­‐project.org/package=gplots),	  with	  column	  clustering.	  
nuTSS	  clustering	  and	  elongation	  analysis	  To	  cluster	  nuTSSs	  by	  histone	  post-­‐translational	  modification	  (PTM)	  density,	  PTM	  enrichment	  for	  H3K4me1,	  H3K4me3,	  H3K27ac,	  and	  H3K36me3	  ChIP-­‐seq	  signal	  at	  each	  nuTSS	  was	  calculated	  by	  mapping	  ChIP	  and	  input	  reads	  to	  a	  200	  nt	  window	  on	  either	  side	  of	  the	  nuTSS	  using	  the	  bedtools	  multicov	  tool	  (Quinlan	  and	  Hall	  2010),	  then	  dividing	  ChIP	  reads	  by	  input	  reads.	  Optimal	  cluster	  number	  was	  discovered	  by	  calculating	  within-­‐group	  sum	  of	  square	  distances	  for	  each	  cluster	  solution	  between	  2	  and	  15	  clusters,	  and	  5	  clusters	  were	  found	  to	  simultaneously	  minimize	  distance	  and	  cluster	  number.	  We	  assigned	  clusters	  using	  the	  hclust	  method	  in	  R.	  To	  analyze	  transcription	  elongation	  from	  nuTSSs,	  we	  quantified	  the	  number	  of	  strand-­‐specific	  nuclear	  RNA-­‐seq	  reads	  mapping	  within	  either	  200	  nt	  upstream	  or	  200	  nt	  downstream	  of	  the	  nuTSS.	  Then,	  the	  enrichment	  of	  downstream	  over	  upstream	  reads	  was	  calculated	  using	  DESeq2	  (Love	  et	  al.	  2014).	  Though	  the	  expected	  paucity	  of	  reads	  mapping	  upstream	  of	  TSSs	  likely	  increases	  the	  threshold	  for	  significance	  across	  all	  TSSs,	  we	  reasoned	  that	  taking	  an	  approach	  that	  assigns	  significance	  partially	  based	  on	  the	  number	  of	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reads	  assigned	  to	  the	  feature	  in	  question	  would	  help	  in	  identify	  lowly	  elongating	  coding	  nuTSS	  transcripts	  oriented	  in	  the	  sense	  direction	  relative	  to	  their	  resident	  genes,	  since	  more	  reads	  would	  accumulate	  in	  both	  upstream	  and	  downstream	  regions	  in	  those	  cases.	  
Enhancer	  region	  analysis	  Functionally	  validated	  enhancers	  were	  obtained	  from	  the	  FlyLight	  database	  (Jenett	  
et	  al.	  2012,	  http://flweb.janelia.org/cgi-­‐bin/flew.cgi)	  by	  querying	  based	  on	  anatomical	  expression	  in	  the	  larval	  CNS	  or	  in	  imaginal	  discs,	  and	  selecting	  all	  enhancers	  with	  validated	  expression	  in	  any	  one	  of	  those	  tissues.	  Genomic	  coordinates	  of	  enhancer	  regions	  were	  obtained	  from	  the	  Bloomington	  Stock	  Center	  website	  (http://flystocks.bio.indiana.edu/bloomhome.htm).	  Overlap	  between	  nuTSSs	  and	  enhancer	  regions	  was	  evaluated	  using	  the	  bedtools	  intersect	  tool	  (Quinlan	  and	  Hall	  2010).	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Figures	  
Figure	  3.	  1:	  ATAC-­‐seq	  and	  Start-­‐seq	  signal	  map	  faithfully	  to	  annotated	  TSSs.	  	  A)	  Schematic	  describing	  assignment	  and	  linkage	  of	  Start-­‐seq,	  ATAC-­‐seq,	  and	  nuclear	  RNA-­‐seq	  within	  a	  single	  gene.	  B)	  Heatmap	  for	  ATAC-­‐seq	  (left)	  and	  Start-­‐seq	  (right)	  signal	  mapping	  at	  annotated	  transcription	  start	  sites	  (obsTSSs),	  ordered	  by	  increasing	  nuclear	  RNA-­‐seq	  signal.	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Figure	  3.	  2:	  Overlap	  of	  larval	  obsTSSs	  with	  embryonic	  integrated	  promoters.	  
	  Venn	  diagram	  indicating	  the	  overlap	  in	  “integrated	  promoter”	  regions	  identified	  from	  DEEP-­‐CAGE	  data	  in	  D.	  melanogaster	  embryos,	  and	  obsTSSs	  identified	  from	  Start-­‐seq	  in	  3rd	  instar	  larvae.	  Of	  note,	  10	  integrated	  promoters	  each	  overlap	  with	  two	  separate	  obsTSSs	  .	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Figure	  3.	  3:	  Distribution	  of	  TSS	  cluster	  widths.	  
	  Histogram	  showing	  the	  distribution	  of	  peak	  cluster	  widths	  for	  obsTSSs	  identified	  in	  Start-­‐seq	  data.	  Notably,	  50%	  of	  peaks	  are	  narrower	  than	  6	  nt,	  in	  contrast	  with	  previously	  reported	  broader	  distributions	  of	  peak	  widths	  (Ni	  et	  al.	  2010,	  Hoskins	  et	  al.	  2011).	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Figure	  3.	  4:	  Analysis	  of	  peak	  width,	  Start-­‐seq	  tags,	  and	  cis-­‐regulatory	  motif	  
enrichment	  in	  the	  context	  of	  shape	  index	  (SI).	  	  obsTSSs	  ordered	  by	  shape	  index	  (SI,	  left	  box).	  SI	  correlates	  with	  Start-­‐seq	  signal	  (middle	  box),	  is	  anticorrelated	  with	  peak	  width	  (right	  box),	  and	  predicts	  principles	  of	  cis-­‐regulatory	  motif	  enrichment	  (heatmap).	  Specifically,	  motifs	  such	  as	  GAGA,	  INR,	  DPE,	  and	  PB	  are	  enriched	  at	  high-­‐SI	  obsTSSs,	  and	  DRE	  is	  enriched	  among	  others	  at	  low-­‐SI	  obsTSSs.	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Figure	  3.	  5:	  Correlation	  between	  shape	  index	  (SI)	  and	  pause	  index	  (PI).	  	  Scatterplot	  comparing	  shape	  index	  (SI)	  with	  pausing	  index	  (PI).	  SI	  and	  PI	  are	  positively	  correlated	  in	  “sharper”	  peaks	  with	  higher	  SI,	  indicating	  that	  sharp	  TSS	  peaks	  are	  disproportionately	  represented	  at	  paused	  promoters.	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Figure	  3.	  6:	  Enrichment	  of	  Pause	  Button	  (PB)	  motif	  in	  different	  SI	  cohorts.	  	  Enrichment	  of	  PB	  motif	  based	  on	  shape	  index	  (SI).	  “High”	  denotes	  SI	  >	  1,	  “Middle”	  denotes	  1	  >=	  SI	  >	  0,	  and	  “Low”	  denotes	  SI	  <=	  0.	  Bars	  are	  partitioned	  based	  on	  z-­‐score	  of	  highest	  log-­‐odds	  score	  for	  enrichment	  of	  the	  PB	  motif	  in	  every	  nuTSS	  in	  the	  cohort.	  High	  SI	  cohort	  (left)	  disproportionately	  contains	  nuTSSs	  with	  high	  PB	  z-­‐scores.	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Figure	  3.	  7:	  Consensus	  motifs	  at	  TSSs	  in	  different	  SI	  cohorts.	  	  Consensus	  motifs	  at	  obsTSSs	  based	  on	  shape	  index	  (SI).	  “High”	  denotes	  SI	  >	  1,	  “Middle”	  denotes	  1	  >=	  SI	  >	  0,	  and	  “Low”	  denotes	  SI	  <=	  0.	  High	  SI	  consensus	  motif	  resembles	  INR	  motif	  (TCAGT)	  from	  position	  -­‐1	  to	  3,	  whereas	  other	  groups	  have	  very	  low	  sequence	  information	  content.	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Figure	  3.	  8:	  ATAC-­‐seq	  signal	  at	  TSSs	  in	  different	  SI	  cohorts.	  	  ATAC-­‐seq	  signal	  at	  high	  shape	  index	  (SI)	  (SI	  >	  1),	  middle	  SI	  (1	  >=	  SI	  >	  0),	  and	  low	  SI	  (SI	  <=	  0)	  obsTSSs.	  High-­‐SI	  obsTSSs	  lack	  a	  well	  phased	  plus-­‐1	  nucleosome	  free	  region	  as	  in	  the	  other	  cohorts,	  consistent	  with	  it	  representing	  a	  class	  of	  highly	  paused	  promoters.	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Figure	  3.	  9:	  Pairwise	  correlations	  between	  ATAC-­‐seq,	  Start-­‐seq,	  and	  nuclear	  RNA-­‐seq	  
signal.	  	  Pairwise	  comparisons	  of	  ATAC-­‐seq,	  Start-­‐seq,	  and	  nuclear	  RNA-­‐seq	  for	  annotated	  coding	  genes.	  Boxes	  on	  diagonal	  show	  density	  plots	  of	  log	  signal	  enrichment	  for	  each	  assay.	  Boxes	  in	  on	  upper	  right	  show	  correlation	  values	  for	  each	  pairwise	  comparison.	  Boxes	  on	  lower	  left	  show	  contour	  plots	  representing	  scatterplots	  of	  log	  enrichment	  for	  each	  pairwise	  comparison.	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Figure	  3.	  10:	  Start-­‐seq	  and	  ATAC-­‐seq	  signal	  by	  gene	  expression	  quintile.	  
	  ATAC-­‐seq	  and	  Start-­‐seq	  signal	  accumulation	  at	  genes	  stratified	  into	  quintiles	  by	  nuclear	  RNA-­‐seq	  signal.	  As	  is	  evident	  from	  lower	  ATAC-­‐seq	  signal	  in	  the	  highest	  expression	  quintile,	  and	  by	  low	  stratification	  of	  lower	  quintiles	  by	  Start-­‐seq,	  ATAC-­‐seq	  and	  Start-­‐seq	  are	  inconsistently	  correlated	  with	  nuclear	  RNA-­‐seq.	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Figure	  3.	  11:	  Pausing	  index	  predicts	  describes	  expected	  pausing	  propensity	  of	  
different	  gene	  cohorts.	  
	  A)	  Scatterplot	  of	  Start-­‐seq	  (x-­‐axis)	  vs.	  nuclear	  RNA-­‐seq	  (y-­‐axis)	  signal.	  B)	  Pause	  index	  (Start-­‐seq/RNA-­‐seq)	  for	  obsTSSs	  from	  different	  classes	  of	  genes,	  including	  ribosomal	  protein	  genes	  (less	  paused),	  and	  immune	  response	  and	  transcription	  factor	  genes	  (more	  paused).	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Figure	  3.	  12:	  ATAC-­‐seq	  and	  predicted	  nucleosome	  occupancy	  by	  PI	  quartile.	  	  ATAC-­‐seq	  signal	  and	  predicted	  nucleosome	  occupancy	  at	  obsTSSs	  stratified	  by	  pausing	  index	  (PI).	  High-­‐PI	  obsTSSs	  have	  higher	  chromatin	  accessibility	  at	  the	  minus-­‐1	  nucleosome	  free	  region,	  depsite	  also	  having	  higher	  predicted	  nucleosome	  occupancy	  in	  that	  region.	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Figure	  3.	  13:	  Density	  of	  exonic	  and	  intronic	  nuTSSs	  across	  gene	  body.	  
	  Metagene	  histogram	  describing	  the	  occurrence	  of	  exonic	  sense	  oriented	  (red),	  exonic	  antisense	  oriented	  (brown),	  intronic	  sense	  oriented	  (blue),	  and	  intronic	  antisense	  oriented	  (purple)	  nuTSSs	  across	  gene	  bodies.	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Figure	  3.	  14:	  Density	  of	  intergenic	  nuTSSs	  and	  locations	  relative	  to	  annotated	  genes.	  	  Scatterplot	  of	  every	  intergenic	  nuTSS	  plotting	  the	  distance	  to	  the	  nearest	  intergenic	  nuTSS	  against	  the	  distance	  to	  the	  nearest	  annotated	  coding	  gene.	  The	  majority	  of	  intergenic	  nuTSSs	  occur	  proximal	  to	  a	  gene	  (left	  side	  of	  plot),	  and	  can	  either	  exist	  in	  isolation	  (top	  of	  plot)	  or	  in	  clusters	  (bottom	  of	  plot).	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Figure	  3.	  15:	  Classification	  of	  nuTSSs	  based	  on	  histone	  PTMs.	  
	  Clusters	  of	  nuTSSs	  based	  on	  enrichment	  of	  H3K4me1	  (red),	  H3K4me3	  (green),	  H3K27ac	  (teal),	  and	  H3K36me3	  (purple).	  The	  number	  of	  nuTSSs	  in	  each	  cluster	  is	  indicated	  at	  the	  bottom	  of	  the	  plot.	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Figure	  3.	  16:	  ATAC-­‐seq	  signal	  associated	  with	  different	  nuTSS	  cohorts.	  	  ATAC-­‐seq	  signal	  at	  obsTSSs	  (orange)	  and	  nuTSSs	  from	  different	  nistone	  PTM-­‐based	  clusters:	  inactive	  (dark	  blue),	  enhancer-­‐like	  (purple),	  low	  expression	  coding	  (light	  blue),	  TSS-­‐like	  (green),	  high	  expression	  coding	  (yellow).	  TSS-­‐like	  and	  enhancer-­‐like	  nuTSSs	  have	  robust	  ATAC-­‐seq	  signal.	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Figure	  3.	  17:	  Enrichment	  of	  downstream	  vs.	  upstream	  RNA-­‐seq	  reads	  around	  nuTSSs	  
and	  obsTSSs.	  	  Nuclear	  RNA-­‐seq	  reads	  were	  mapped	  to	  regions	  200	  nt	  upstream	  and	  downstream	  of	  each	  TSS,	  and	  enrichment	  of	  downstream	  vs.	  upstream	  reads	  was	  analyzed	  as	  a	  proxy	  for	  elongation.	  nuTSSs	  universally	  fail	  to	  elongate	  productively.	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Figure	  3.	  18:	  Enrichment	  of	  downstream	  vs.	  upstream	  RNA-­‐seq	  reads	  for	  different	  
nuTSS	  cohorts.	  Distribution	  of	  –log10-­‐transformed	  q-­‐values	  for	  enrichment	  of	  downstream	  vs.	  upstream	  nuclear	  RNA-­‐seq	  signal	  at	  obsTSSs	  (red)	  and	  different	  classes	  of	  nuTSSs	  based	  on	  histone	  PTM-­‐based	  clustering.	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Figure	  3.	  19:	  Distribution	  of	  nuTSSs	  from	  different	  cohorts	  relative	  to	  coding	  genes.	  	  Genomic	  distribution	  of	  nuTSSs	  in	  different	  histone	  PTM-­‐based	  clusters.	  nuTSSs	  from	  the	  “inactive”	  and	  “enhancer-­‐like”	  clusters	  occur	  disproportionately	  in	  intergenic	  and	  intronic	  regions.	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CHAPTER	  4:	  HISTONE	  REPLACEMENT	  REVEALS	  A	  POST-­‐
TRANSCRIPTIONAL	  ROLE	  FOR	  H3K36	  IN	  MAINTAINING	  METAZOAN	  
TRANSCRIPTOME	  FIDELITY	  	  
Overview	  	  Histone	  H3	  lysine	  36	  methylation	  (H3K36me)	  is	  thought	  to	  participate	  in	  a	  host	  of	  co-­‐transcriptional	  regulatory	  events.	  To	  study	  the	  function	  of	  this	  residue	  independent	  from	  the	  enzymes	  that	  modify	  it,	  we	  used	  a	  “histone	  replacement”	  system	  in	  Drosophila	  to	  generate	  a	  non-­‐modifiable	  H3K36	  lysine-­‐to-­‐arginine	  (H3K36R)	  mutant.	  We	  observed	  global	  dysregulation	  of	  mRNA	  levels	  in	  H3K36R	  animals	  that	  correlates	  with	  the	  incidence	  of	  H3K36me3.	  Similar	  to	  previous	  studies,	  we	  found	  that	  mutation	  of	  H3K36	  also	  resulted	  in	  H4	  hyperacetylation.	  However,	  neither	  cryptic	  transcription	  initiation,	  nor	  alternative	  pre-­‐mRNA	  splicing,	  contributed	  to	  the	  observed	  changes	  in	  expression,	  in	  contrast	  with	  previously	  reported	  roles	  for	  H3K36me.	  Interestingly,	  knockdown	  of	  the	  RNA	  surveillance	  nuclease,	  Xrn1,	  and	  members	  of	  the	  CCR4-­‐Not	  deadenylase	  complex,	  restored	  mRNA	  levels	  for	  a	  class	  of	  downregulated,	  H3K36me3-­‐rich	  genes.	  	  We	  propose	  a	  post-­‐transcriptional	  role	  for	  modification	  of	  replication-­‐dependent	  H3K36	  in	  the	  control	  of	  metazoan	  gene	  expression.	  	  
Introduction	  Eukaryotic	  genomes	  function	  within	  the	  context	  of	  chromatin	  fibers	  composed	  of	  nucleosome	  units,	  each	  of	  which	  contains	  roughly	  147	  bp	  of	  DNA	  wrapped	  around	  a	  single	  histone	  octamer	  composed	  of	  two	  pairs	  of	  heterodimers	  (histone	  H2A-­‐H2B,	  and	  H3-­‐H4)	  (Luger	  et	  al.,	  1997).	  Histones	  are	  decorated	  with	  an	  array	  of	  covalent	  post-­‐translational	  modifications	  (PTMs)	  that	  have	  been	  proposed	  to	  demarcate	  distinct	  chromatin	  domains	  in	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the	  genome	  (Kharchenko	  et	  al.,	  2011;	  Rice	  et	  al.,	  2003;	  Schneider	  et	  al.,	  2004;	  Sullivan	  and	  Karpen,	  2004).	  The	  “histone	  code”	  hypothesis	  posits	  that	  PTMs	  play	  crucial	  roles	  in	  controlling	  gene	  expression	  by	  adapting	  the	  local	  chromatin	  packaging	  environment	  and	  recruiting	  structural	  or	  catalytic	  binding	  partners	  to	  confer	  or	  deny	  access	  to	  transcriptional	  machinery	  (Bannister	  and	  Kouzarides,	  2011;	  Jenuwein	  and	  Allis,	  2001;	  Rothbart	  and	  Strahl,	  2014;	  Strahl	  and	  Allis,	  2000;	  Taverna	  et	  al.,	  2007).	  Partly	  on	  the	  basis	  of	  this	  model,	  PTMs	  have	  been	  considered	  strong	  candidates	  for	  primary	  carriers	  of	  epigenetic	  information	  that	  contribute	  to	  cell	  fate	  specification	  during	  development	  (Margueron	  and	  Reinberg,	  2010).	  This	  concept	  has	  been	  extended	  to	  suggest	  PTM	  dysregulation	  as	  a	  likely	  contributor	  to	  diseases	  characterized	  by	  altered	  gene	  expression	  and	  cell	  identity	  (Chi	  et	  al.,	  2010;	  Lewis	  et	  al.,	  2013).	  In	  multicellular	  eukaryotes,	  support	  for	  the	  histone	  code	  hypothesis	  is	  largely	  based	  on	  phenotypes	  observed	  from	  studies	  in	  which	  the	  “writer”	  enzymes	  responsible	  for	  catalyzing	  histone	  PTMs	  were	  inhibited	  or	  ablated.	  However,	  such	  experiments	  cannot	  rule	  out	  the	  possibility	  that	  these	  enzymes	  have	  other	  non-­‐histone	  substrates,	  or	  play	  other	  non-­‐catalytic	  (e.g.,	  structural)	  roles,	  that	  confound	  analysis	  and	  assignment	  of	  observed	  phenotypes	  to	  the	  PTMs	  themselves.	  Several	  recent	  studies	  have	  employed	  a	  direct	  replacement	  of	  the	  endogenous,	  replication-­‐dependent	  histone	  gene	  cluster	  in	  Drosophila	  
melanogaster	  with	  transgenic	  clusters	  encoding	  non-­‐modifiable	  mutant	  histones	  (Graves	  et	  al.,	  2016;	  Günesdogan	  et	  al.,	  2010;	  Hödl	  and	  Basler,	  2012;	  McKay	  et	  al.,	  2015;	  Pengelly	  et	  al.,	  2013;	  Penke	  et	  al.,	  2016).	  This	  approach	  has	  enabled	  the	  deconvolution	  of	  phenotypes	  specific	  to	  histone	  PTMs	  from	  those	  specific	  to	  their	  writers.	  These	  studies	  have	  elucidated	  the	  relationship	  between	  PTMs	  and	  their	  writers,	  both	  confirming	  (Pengelly	  et	  al.,	  2013)	  and	  refuting	  (McKay	  et	  al.,	  2015)	  previously	  reported	  roles	  for	  certain	  residues	  on	  the	  basis	  of	  their	  corresponding	  writer	  mutant	  phenotypes.	  The	  approach	  also	  affords	  an	  opportunity	  to	  directly	  interrogate	  the	  function	  of	  other	  well-­‐characterized	  histone	  PTMs	  for	  which	  a	  variety	  of	  functional	  roles	  have	  been	  described.	  In	  contrast	  with	  many	  PTMs	  whose	  spatial	  distribution	  is	  skewed	  towards	  promoters	  and	  the	  5’	  regions	  of	  genes,	  H3K36	  di-­‐	  and	  tri-­‐methylation	  (H3K36me2/3)	  are	  enriched	  in	  coding	  regions	  and	  toward	  the	  3’	  end	  of	  actively	  transcribed	  genes	  (Bannister	  et	  al.,	  2005).	  These	  marks	  are	  also	  preferentially	  enriched	  over	  exons	  as	  opposed	  to	  introns	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(Kolasinska-­‐Zwierz	  et	  al.,	  2009).	  This	  distribution	  pattern	  suggests	  that	  H3K36me	  interfaces	  with	  RNA	  polymerase	  and	  contributes	  to	  transcription	  elongation	  and/or	  RNA	  processing,	  rather	  than	  affecting	  gene	  expression	  via	  chromatin	  packaging	  at	  promoters.	  Indeed,	  H3K36me2/3	  is	  known	  to	  suppress	  cryptic	  transcription	  initiation	  from	  coding	  regions	  in	  Saccharomyces	  cerevisiae	  by	  recruiting	  a	  repressive	  Rpd3	  deacetylase	  complex	  to	  sites	  of	  active	  elongation	  (Carrozza	  et	  al.,	  2005;	  Keogh	  et	  al.,	  2005).	  It	  is	  also	  implicated	  in	  suppressing	  active	  incorporation	  of	  acetylated	  histones	  via	  histone	  exchange	  (Venkatesh	  et	  al.,	  2012).	  In	  cultured	  cells,	  ablation	  of	  human	  SETD2,	  which	  catalyzes	  H3K36	  trimethylation,	  is	  suggested	  to	  alter	  a	  number	  of	  exon	  inclusion	  events	  by	  recruiting	  RNA	  binding	  proteins	  (Luco	  et	  al.,	  2010;	  Pradeepa	  et	  al.,	  2012).	  Conversely,	  H3K36me3	  distribution	  across	  gene	  bodies	  is	  itself	  sensitive	  to	  perturbations	  in	  splicing	  (de	  Almeida	  et	  al.,	  2011;	  Kim	  et	  al.,	  2011).	  In	  addition	  to	  its	  role	  in	  transcription	  and	  RNA	  processing,	  a	  range	  of	  other	  activities	  have	  been	  attributed	  to	  H3K36me,	  including	  X-­‐chromosome	  dosage	  compensation	  (Larschan	  et	  al.,	  2007),	  DNA	  damage	  response	  (Jha	  and	  Strahl,	  2014;	  Li	  et	  al.,	  2013;	  Pai	  et	  al.,	  2014;	  Pfister	  et	  al.,	  2014),	  and	  three	  dimensional	  chromosome	  organization	  (Evans	  et	  al.,	  2016;	  Smith	  et	  al.,	  2013;	  Ulianov	  et	  al.,	  2016).	  However,	  to	  date,	  none	  of	  these	  putative	  roles	  for	  H3K36me	  have	  been	  evaluated	  directly	  in	  an	  H3K36	  mutant	  animal.	  Here,	  we	  report	  a	  comprehensive	  analysis	  of	  H3K36	  function,	  focused	  on	  differential	  gene	  expression,	  transcription	  initiation,	  and	  chromatin	  accessibility	  phenotypes	  in	  transgenic	  Drosophila	  whose	  entire	  complement	  of	  replication-­‐dependent	  H3	  genes	  has	  been	  mutated	  to	  arginine	  at	  lysine	  36	  (H3K36R).	  Arginine	  approximates	  the	  charge	  and	  steric	  conformation	  of	  lysine,	  but	  cannot	  be	  targeted	  by	  lysine	  methyltransferases,	  and	  therefore	  represents	  an	  appropriate	  mutation	  with	  which	  to	  study	  the	  PTM-­‐specific	  functions	  of	  H3K36.	  Although	  arginine	  is	  a	  conservative	  amino	  acid	  change,	  it	  also	  enables	  hydrogen	  bonding	  modalities	  that	  are	  distinct	  from	  those	  of	  lysine.	  In	  principle,	  in	  addition	  to	  phenotypes	  resulting	  from	  loss	  of	  H3K36	  methylation,	  such	  a	  change	  could	  also	  result	  in	  other	  hypomorphic	  (partial	  loss	  of	  function)	  or	  neomorphic	  (gain	  of	  function)	  phenotypes.	  	  In	  H3K36R	  mutants,	  we	  observed	  a	  decrease	  in	  the	  steady-­‐state	  levels	  of	  highly	  expressed	  RNAs	  concomitant	  with	  increased	  transcription	  and	  productive	  expression	  from	  a	  variety	  of	  low-­‐usage	  promoters.	  Though	  mutants	  exhibited	  bulk	  increases	  in	  histone	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acetylation,	  chromatin	  accessibility	  did	  not	  appreciably	  change	  at	  promoters.	  Surprisingly,	  we	  found	  that	  previously	  reported	  roles	  for	  H3K36	  methylation,	  including	  suppression	  of	  transcription	  initiation	  in	  coding	  regions	  and	  regulation	  of	  alternative	  splicing,	  are	  not	  supported	  in	  Drosophila	  by	  transcription	  start-­‐site	  (TSS)	  and	  poly-­‐A	  RNA-­‐seq	  analyses,	  respectively.	  Intriguingly,	  we	  found	  that	  certain	  genes	  are	  downregulated	  in	  H3K36R	  mutants	  but	  are	  rescued	  to	  wild-­‐type	  levels	  by	  depletion	  of	  the	  Xrn1	  exonuclease	  pacman,	  or	  the	  CCR4-­‐Not	  deadenylase	  subunits,	  twin	  and	  Pop2.	  We	  posit	  a	  model	  whereby	  H3K36	  methylation	  contributes	  to	  transcript	  fitness	  in	  order	  to	  maintain	  global	  transcriptome	  fidelity.	  	  
Results	  
H3K36R	  mutation	  causes	  widespread	  dysregulation	  of	  the	  transcriptome	  	  We	  utilized	  a	  bacterial	  artificial	  chromosome	  (BAC)-­‐based	  histone	  gene	  replacement	  platform	  (McKay	  et	  al.,	  2015)	  to	  generate	  Drosophila	  bearing	  a	  K36R	  substitution	  mutation	  in	  each	  of	  its	  replication-­‐dependent	  histone	  H3	  genes.	  Using	  this	  system,	  the	  endogenous	  histone	  gene	  cluster	  was	  deleted	  and	  complemented	  by	  a	  transgenic	  array	  of	  12	  copies	  of	  the	  native	  5kb	  histone	  gene	  repeat	  (Figure	  4.1).	  As	  previously	  reported,	  H3K36R	  (K36R)	  mutants	  pupate	  at	  significantly	  reduced	  frequency	  compared	  to	  histone	  wild	  type	  (HWT)	  control	  animals,	  and	  fail	  to	  eclose	  into	  adults	  with	  100%	  penetrance,	  despite	  exhibiting	  no	  obvious	  cell	  proliferation	  defects	  (McKay	  et	  al.,	  2015).	  Given	  the	  postulated	  role	  for	  H3K36	  modification	  in	  co-­‐transcriptional	  gene	  regulation,	  we	  sought	  to	  comprehensively	  compare	  the	  transcriptomic	  landscapes	  of	  HWT	  and	  K36R	  animals.	  We	  sequenced	  poly-­‐A	  selected	  RNA,	  rRNA-­‐depleted	  nuclear	  RNA,	  nucleosome	  depleted	  DNA	  (via	  ATAC-­‐seq	  (Buenrostro	  et	  al.,	  2013)),	  and	  short,	  nascent,	  capped	  RNAs	  (Henriques	  et	  al.,	  2013;	  Nechaev	  et	  al.,	  2010)	  from	  3rd	  instar	  larvae.	  Collectively	  these	  methods	  interrogate	  the	  major	  steps	  in	  mRNA	  biogenesis	  (Figure	  4.1).	  	  We	  hypothesized	  that	  the	  K36R	  mutation	  would	  conform	  to	  a	  “cis-­‐acting,”	  direct	  model,	  wherein	  effects	  are	  confined	  primarily	  to	  genes	  containing	  high	  levels	  of	  H3K36me3.	  However,	  when	  we	  analyzed	  genome-­‐wide	  differential	  expression	  from	  poly-­‐A	  RNA	  and	  stratified	  genes	  by	  the	  chromatin	  ‘states’	  in	  which	  they	  reside	  (as	  defined	  in	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Kharchenko	  et	  al.,	  2011),	  gene	  expression	  changes	  were	  not	  confined	  to	  states	  characterized	  by	  high	  levels	  of	  H3K36	  methylation	  (Figure	  4.2).	  Instead,	  when	  we	  stratified	  genes	  by	  H3K36me3	  density	  (www.modencode.org),	  the	  mark	  was	  anticorrelated	  with	  gene	  expression	  change	  across	  the	  entire	  spectrum	  of	  H3K36me3	  density,	  and	  largely	  uncorrelated	  with	  other	  methyl-­‐states	  of	  H3K36	  (Figure	  4.3,	  Figure	  4.4).	  Genes	  with	  high	  H3K36me3	  density	  tended	  to	  decrease	  expression	  in	  K36R	  animals,	  whereas	  genes	  with	  low	  H3K36me3	  density	  tended	  to	  increase	  expression	  in	  K36R	  animals.	  This	  finding	  suggests	  a	  global	  role	  for	  H3K36me	  in	  regulating	  gene	  expression,	  but	  one	  that	  is	  not	  confined	  to	  H3K36me3-­‐rich	  loci,	  and	  therefore	  argues	  against	  an	  exclusively	  direct,	  local	  effect.	  	  Because	  H3K36me3	  is	  catalyzed	  co-­‐transcriptionally	  (Kizer	  et	  al.,	  2005),	  and	  should	  therefore	  track	  roughly	  with	  gene	  expression,	  we	  also	  took	  the	  alternate	  approach	  of	  determining	  whether	  gene	  expression	  changes	  in	  K36R	  were	  correlated	  with	  the	  amount	  of	  expression	  normally	  observed	  in	  HWT.	  When	  we	  plotted	  differential	  expression	  against	  a	  specific	  transcript’s	  HWT	  level,	  we	  found	  that	  the	  effects	  of	  the	  K36R	  mutation	  were	  consistently	  anticorrelated	  with	  a	  gene’s	  HWT	  expression	  level.	  That	  is,	  genes	  that	  were	  normally	  silent	  or	  lowly-­‐expressed	  in	  HWT	  larvae	  experienced	  the	  largest	  relative	  increases	  in	  expression	  in	  K36R	  mutants,	  and	  highly	  expressed	  genes	  were	  preferentially	  reduced	  in	  K36R	  (Figure	  4.5).	  RT-­‐qPCR	  validation	  of	  select	  transcripts	  confirmed	  this	  observation,	  arguing	  against	  the	  likelihood	  of	  bias	  due	  to	  normalized	  RNA	  input	  (Figure	  
4.6).	  These	  results	  indicate	  that	  H3K36me-­‐dependent	  expression	  changes	  could	  be	  caused	  by	  both	  direct	  (locus-­‐specific)	  and	  indirect	  (locus-­‐independent)	  effects.	  	  
H3K36	  mutants	  exhibit	  increased	  histone	  acetylation,	  but	  unchanged	  global	  chromatin	  
accessibility	  H3K36	  methylation	  status	  has	  the	  potential	  to	  affect	  other	  histone	  PTMs,	  most	  notably	  H4	  acetylation	  (H4ac)	  (Carrozza	  et	  al.,	  2005;	  Keogh	  et	  al.,	  2005)	  and	  H3K27	  trimethylation	  (H3K27me3)	  (Lu	  et	  al.,	  2016;	  Yuan	  et	  al.,	  2011).	  This	  form	  of	  histone	  “crosstalk”	  might	  contribute	  to	  the	  observed	  gene	  expression	  phenotypes.	  	  To	  formally	  evaluate	  this	  possibility,	  we	  assayed	  bulk	  levels	  of	  H4ac	  and	  H3K27me3	  by	  western	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blotting.	  H3K27me3	  levels	  were	  slightly	  reduced	  in	  H3K36	  mutants	  (Figure	  4.7),	  however	  characteristic	  polycomb	  target	  genes	  were	  largely	  unaffected	  (Figure	  4.2,	  Figure	  4.8).	  In	  contrast,	  H4ac	  levels	  were	  robustly	  increased	  (Figure	  4.7),	  confirming	  the	  previously	  identified	  link	  between	  H3K36me	  and	  H4ac	  (Carrozza	  et	  al.,	  2005;	  Keogh	  et	  al.,	  2005).	  To	  assay	  the	  spatial	  distribution	  of	  H4ac,	  we	  stained	  polytene	  chromosomes	  with	  an	  H4K12ac	  antibody.	  In	  both	  HWT	  and	  K36R	  mutants,	  we	  found	  that	  H4K12ac	  intensity	  was	  anticorrelated	  with	  DAPI	  bright	  bands	  (Figure	  4.9).	  The	  DAPI	  bright	  regions	  are	  thought	  to	  correspond	  to	  more	  transcriptionally	  silent	  chromatin.	  Therefore,	  the	  observed	  hyperacetylation	  in	  K36R	  mutants	  occurs	  in	  the	  more	  actively	  transcribed	  (DAPI	  dark)	  regions,	  consistent	  with	  previous	  observations	  (Carrozza	  et	  al.,	  2005;	  Keogh	  et	  al.,	  2005).	  Given	  these	  findings,	  we	  initially	  hypothesized	  that	  H4	  hyperacetylation	  might	  contribute	  positively	  to	  chromatin	  accessibility	  in	  promoter	  proximal	  regions	  of	  genes	  that	  are	  upregulated	  in	  H3K36	  mutants.	  To	  investigate	  this	  possibility,	  we	  carried	  out	  open	  chromatin	  profiling	  (ATAC-­‐seq)	  and	  correlated	  these	  data	  with	  our	  differential	  expression	  (RNA-­‐seq)	  analysis.	  Wild-­‐type	  H4	  acetylation	  density	  was	  also	  calculated	  using	  H4K16ac	  ChIP-­‐seq	  datasets	  obtained	  from	  the	  modEncode	  consortium.	  As	  shown	  in	  Figure	  4.10,	  genes	  with	  the	  lowest	  levels	  of	  H4K16ac	  at	  their	  predicted	  promoters	  increased	  their	  expression	  levels	  in	  K36R	  mutants.	  	  To	  localize	  open	  chromatin	  changes	  specifically	  to	  bona-­‐fide	  sites	  of	  transcription	  initiation,	  we	  performed	  “Start-­‐seq”,	  which	  precisely	  determines	  transcription	  initiation	  events	  by	  capturing	  nascent	  RNAs	  associated	  with	  early	  elongation	  complexes	  (Henriques	  et	  al.,	  2013;	  Nechaev	  et	  al.,	  2010).	  We	  adapted	  the	  protocol	  to	  isolate	  short,	  nascent,	  capped	  RNA	  from	  nuclei	  purified	  from	  3rd	  instar	  larvae	  (see	  Methods).	  As	  shown	  in	  Figure	  4.11,	  Start-­‐seq	  signal	  maps	  faithfully	  and	  robustly,	  with	  base-­‐pair	  resolution,	  to	  annotated	  (observed)	  transcription	  start	  sites	  (obsTSSs),	  and	  demarcates	  sites	  of	  high	  nuclear	  RNA-­‐seq.	  ATAC-­‐seq	  signal	  accumulates	  most	  robustly	  in	  a	  window	  spanning	  roughly	  150	  nt	  upstream,	  and	  50	  nt	  downstream,	  of	  obsTSSs	  (Figure	  4.12).	  When	  we	  quantified	  HWT	  and	  K36R	  ATAC-­‐seq	  signal	  from	  such	  a	  window	  surrounding	  all	  obsTSSs,	  we	  found	  that	  global	  changes	  in	  open	  chromatin	  were	  minimal	  between	  HWT	  and	  H3K36R	  animals	  (Figure	  
4.13).	  Furthermore,	  changes	  in	  ATAC-­‐seq	  at	  obsTSSs	  and	  differential	  expression	  in	  their	  corresponding	  genes	  was	  largely	  uncorrelated,	  with	  a	  large	  proportion	  of	  genes	  exhibiting	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differential	  expression	  changes	  independent	  of	  increased	  chromatin	  accessibility	  (Figure	  
4.14).	  These	  results	  indicate	  that	  chromatin	  remodeling	  at	  promoters	  is	  not	  a	  major	  contributor	  to	  the	  observed	  global	  gene	  expression	  changes.	  	  	  
Cryptic	  transcription	  initiation	  does	  not	  contribute	  to	  gene	  expression	  changes	  in	  H3K36	  
mutants	  Given	  that	  increases	  in	  H4	  acetylation	  in	  response	  to	  loss	  of	  H3K36me	  were	  thought	  to	  promote	  cryptic	  transcription	  in	  S.	  cerevisiae	  (Carrozza	  et	  al.,	  2005;	  Keogh	  et	  al.,	  2005),	  we	  evaluated	  potential	  cryptic	  initiation	  phenotypes	  in	  Drosophila	  H3K36	  mutants.	  The	  consistent	  accumulation	  of	  Start-­‐seq	  signal	  at	  bona-­‐fide	  transcription	  initiation	  sites	  (Figure	  4.11)	  shows	  that	  this	  method	  is	  particularly	  ideal	  for	  identifying	  novel	  initiation	  elsewhere	  in	  the	  genome.	  By	  quantifying	  Start-­‐seq	  signal	  at	  loci	  outside	  of	  annotated	  start-­‐sites	  (obsTSSs),	  we	  identified	  thousands	  of	  novel	  unannotated	  TSSs	  (nuTSSs)	  spread	  throughout	  the	  HWT	  genome,	  including	  a	  large	  proportion	  located	  within	  H3K36me3-­‐enriched	  exons	  (Figure	  4.15,	  Figure	  4.16).	  We	  examined	  whether	  the	  position	  of	  a	  nuTSS	  relative	  to	  its	  closest	  annotated	  gene	  had	  any	  bearing	  upon	  changes	  in	  nuTSS	  usage	  in	  K36R	  mutants.	  Because	  exons	  are	  characterized	  by	  higher	  overall	  H3K36me3	  signal	  than	  introns,	  they	  might	  be	  more	  sensitive	  to	  pervasive	  initiation.	  Furthermore,	  antisense	  initiation	  might	  also	  be	  more	  prevalent	  in	  the	  absence	  of	  H3K36me,	  as	  has	  been	  observed	  in	  budding	  yeast	  (Carrozza	  et	  al.,	  2005;	  Keogh	  et	  al.,	  2005).	  To	  test	  these	  ideas,	  we	  sorted	  nuTSSs	  by	  their	  position	  (exonic	  or	  intronic)	  and	  orientation	  (sense	  or	  antisense)	  relative	  to	  the	  resident	  gene.	  Analysis	  of	  modEncode	  ChIP-­‐seq	  read	  density	  in	  400bp	  windows	  around	  each	  nuTSS	  confirmed	  that	  exonic	  nuTSSs	  are	  enriched	  for	  H3K36me3	  relative	  to	  intronic	  ones	  (Figure	  
4.16).	  Similarly,	  exonic	  nuTSSs	  are	  depleted	  of	  ATAC-­‐seq	  open	  chromatin	  signal	  (Figure	  
4.17).	  	  Contrary	  to	  expectation,	  exonic	  and	  antisense	  nuTSS	  usage	  was	  not	  dramatically	  increased	  in	  K36R	  mutants	  (Figure	  4.16).	  Across	  all	  nuTSSs,	  we	  found	  that	  H3K36me3	  density	  was	  anticorrelated	  with	  change	  in	  nuTSS	  “usage,”	  i.e.	  nuTSSs	  with	  lower	  signal	  in	  K36R	  than	  in	  HWT	  tended	  to	  have	  high	  H3K36me3	  density,	  and	  vice-­‐versa	  (Figure	  4.18).	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When	  we	  analyzed	  sense	  and	  antisense	  Start-­‐seq	  reads	  mapping	  to	  annotated	  coding	  regions	  as	  a	  proxy	  for	  cryptic	  transcription	  in	  annotated	  genes,	  we	  found	  that	  antisense	  initiation	  did	  not	  globally	  accumulate	  in	  an	  H3K36me3-­‐dependent	  manner	  (Figure	  4.19).	  These	  results	  show	  that	  modification	  of	  replication-­‐dependent	  H3K36	  is	  not	  required	  to	  suppress	  cryptic	  transcription	  in	  gene	  bodies.	  Instead,	  we	  found	  that	  pervasive	  initiation	  in	  gene	  bodies	  is	  widespread	  throughout	  the	  Drosophila	  genome,	  even	  in	  the	  presence	  of	  H3K36me.	  	  We	  also	  studied	  the	  change	  in	  nuTSS	  usage	  relative	  to	  gene	  boundaries.	  When	  absolute	  change	  in	  Start-­‐seq	  signal	  at	  each	  nuTSS	  is	  scaled	  to	  gene	  length,	  increased	  nuTSS	  usage	  occurs	  almost	  exclusively	  in	  intergenic	  regions	  (Figure	  4.20).	  Decreased	  usage	  is	  most	  prominent	  in	  the	  gene	  body,	  proximal	  to	  the	  3'	  end	  (Figure	  4.20).	  Metagene	  analysis	  shows	  that	  these	  regions	  correlate	  with	  H3K36me3	  ChIP-­‐seq	  density	  (Figure	  4.3).	  Importantly,	  these	  findings	  do	  not	  support	  a	  role	  in	  Drosophila	  for	  H3K36me	  in	  suppressing	  cryptic	  antisense	  transcription,	  as	  described	  in	  yeast.	  	  	  
H3K36	  mutation	  does	  not	  affect	  alternative	  splicing	  The	  H3K36me3	  methyltransferase,	  SETD2,	  is	  reported	  to	  play	  a	  role	  in	  regulating	  alternative	  splice	  site	  choice	  (Luco	  et	  al.,	  2010;	  Pradeepa	  et	  al.,	  2012).	  To	  determine	  whether	  changes	  in	  pre-­‐mRNA	  splicing	  contribute	  to	  gene	  expression	  differences	  between	  HWT	  and	  K36R,	  we	  used	  the	  MISO	  analysis	  package	  (Katz	  et	  al.,	  2010),	  which	  utilizes	  an	  annotated	  list	  of	  alternative	  splicing	  events,	  and	  quantitates	  changes	  between	  RNA-­‐seq	  datasets.	  We	  found	  that	  very	  few	  annotated	  exon	  skipping	  events	  or	  retained	  intron	  events	  were	  significantly	  different	  between	  K36R	  and	  HWT,	  and	  there	  was	  no	  discernable	  bias	  toward	  inclusion	  or	  exclusion	  (Figure	  4.21).	  Additionally,	  the	  majority	  of	  high-­‐confidence	  differential	  splicing	  events	  we	  detected	  were	  mild	  changes	  at	  best	  (∆PSI	  <	  0.25),	  indicating	  that	  a	  lack	  of	  K36	  modification	  had	  little	  effect	  on	  alternative	  splicing	  regulation	  in	  K36R	  mutants	  (Figure	  4.21).	  	  Inappropriate	  intron	  retention	  is	  another	  class	  of	  splicing	  defect	  observed	  in	  SETD2	  mutants	  (Simon	  et	  al.,	  2014).	  To	  examine	  intron	  retention	  events,	  we	  quantitated	  junction	  (j)	  and	  non-­‐junction	  (n)	  reads	  mapping	  to	  every	  exon-­‐exon	  boundary	  represented	  in	  our	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RNA-­‐seq	  dataset.	  	  As	  shown	  in	  Figure	  4.22,	  we	  generated	  a	  retention	  ratio	  score	  (R)	  that	  measures	  the	  number	  of	  non-­‐junction	  reads	  as	  a	  proportion	  of	  total	  reads	  (j+n).	  For	  junctions	  meeting	  statistical	  power	  requirements	  (>20	  total	  reads),	  we	  observed	  no	  changes	  in	  the	  retention	  ratio,	  meaning	  that	  splice	  junction	  usage	  was	  unchanged	  in	  K36R	  (Figure	  4.22).	  Taken	  together,	  these	  results	  support	  an	  H3K36me-­‐dependent	  role	  for	  transcriptome	  regulation	  that	  is	  independent	  of	  alternative	  splicing.	  	  
A	  class	  of	  highly	  expressed	  genes	  is	  under-­‐represented	  in	  poly-­‐A	  vs.	  nuclear	  RNA	  fractions	  due	  
to	  sensitivity	  to	  exonuclease	  degradation	  When	  comparing	  our	  poly-­‐A	  and	  nuclear	  RNA-­‐seq	  results,	  we	  identified	  a	  group	  of	  highly-­‐expressed	  genes	  whose	  transcripts	  were	  reduced	  in	  the	  mutant	  poly-­‐A	  RNA	  fraction	  but	  not	  in	  the	  corresponding	  nuclear	  RNA	  fraction	  (Figure	  4.23).	  Transcripts	  identified	  in	  the	  nuclear	  RNA-­‐seq	  data	  represent	  populations	  of	  newly	  transcribed	  as	  well	  as	  nuclear-­‐retained	  RNAs,	  whereas	  poly-­‐A	  selected	  RNA	  is	  thought	  to	  be	  comprised	  primarily	  of	  “mature”	  mRNAs.	  We	  deduced	  that	  the	  observed	  differences	  between	  the	  two	  sequencing	  datasets	  could	  reflect	  a	  role	  for	  H3K36	  in	  post-­‐transcriptional,	  rather	  than	  co-­‐transcriptional,	  mRNA	  maturation	  steps	  (e.g.	  nuclear	  RNA	  surveillance	  and	  export).	  Therefore,	  we	  selected	  a	  handful	  of	  mRNAs	  with	  large	  discrepancies	  between	  their	  nuclear	  and	  poly-­‐A	  RNA-­‐seq	  expression	  values	  (Figure	  4.24)	  for	  validation	  and	  testing	  by	  RT-­‐PCR.	  Fractionation	  of	  nuclear	  and	  cytoplasmic	  RNA	  from	  HWT	  and	  K36R	  larvae	  prior	  to	  reverse	  transcription	  revealed	  no	  significant	  changes	  in	  subcellular	  localization	  of	  the	  targets	  (Figure	  4.25),	  suggesting	  that	  a	  global	  block	  to	  mRNA	  export	  due	  to	  H3K36R	  mutation	  is	  unlikely.	  	  In	  the	  absence	  of	  a	  transport	  block,	  we	  surmised	  that	  mRNA	  surveillance	  and	  degradation	  pathways	  might	  contribute	  to	  the	  reduced	  transcript	  levels	  observed	  in	  the	  poly-­‐A	  fraction.	  We	  therefore	  hypothesized	  that	  perturbation	  of	  RNA	  exonuclease	  activity	  might	  rescue	  target	  transcript	  levels	  by	  preserving	  immature	  mRNAs	  that	  would	  otherwise	  be	  degraded.	  We	  analyzed	  the	  effect	  on	  target	  mRNAs	  of	  depleting	  Rrp6	  and	  Xrn1/pacman	  (pcm	  in	  flies)	  by	  RNA	  interference	  (RNAi),	  utilizing	  the	  Gal4-­‐UAS	  expression	  system	  (Brand	  and	  Perrimon,	  1993).	  Flies	  sourced	  from	  the	  Transgenic	  RNAi	  Project	  (Ni	  et	  al.,	  2011)	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expressing	  short-­‐hairpin	  (sh)RNA	  constructs	  and	  Gal4-­‐drivers	  were	  crossed	  into	  the	  HWT	  and	  K36R	  genetic	  backgrounds.	  Unfortunately,	  RNAi	  for	  Rrp6	  caused	  early	  larval	  lethality	  and	  animals	  of	  the	  appropriate	  genotype	  could	  not	  be	  obtained.	  However,	  we	  were	  able	  to	  introgress	  the	  Xrn1/pcm	  RNAi	  transgene	  into	  the	  HWT	  and	  K36R	  backgrounds	  and	  total	  RNA	  was	  prepared	  from	  whole	  3rd	  instar	  larvae.	  As	  shown	  in	  Figure	  4.26,	  the	  observed	  expression	  differences	  in	  poly-­‐A	  RNA	  for	  a	  handful	  of	  highly	  expressed	  genes	  were	  restored	  to	  levels	  more	  similar	  to	  HWT	  in	  the	  K36R	  background	  by	  RNAi-­‐mediated	  depletion	  of	  pcm.	  These	  results	  suggest	  that	  H3K36	  contributes	  to	  post-­‐transcriptional	  mRNA	  maturation	  in	  a	  manner	  that	  preserves	  target	  transcripts	  from	  exonuclease-­‐mediated	  degradation.	  	  	  
Defects	  in	  post-­‐transcriptional	  processing	  contribute	  to	  gene	  expression	  changes	  in	  K36R	  
mutants	  mRNA	  degradation	  by	  Xrn1/pcm	  is	  preceded	  by	  two	  major	  surveillance	  steps:	  deadenylation	  by	  the	  CCR4-­‐NOT	  complex,	  and	  decapping	  of	  the	  7-­‐methylguanosine	  (m7G)	  cap,	  primarily	  by	  the	  Dcp2	  decapping	  enzyme	  (Sheth	  and	  Parker,	  2003).	  We	  therefore	  carried	  out	  RNAi	  against	  CCR4/twin,	  CNOT7/Pop2,	  and	  Dcp2	  in	  comparison	  with	  Xrn1/pcm.	  Across	  a	  panel	  of	  K36R	  downregulated	  genes,	  expression	  levels	  were	  rescued	  by	  depletion	  of	  pcm,	  twin,	  and	  Pop2	  (Figure	  4.26),	  but	  not	  by	  RNAi	  against	  Dcp2	  (Figure	  4.27).	  Given	  the	  known	  redundancies	  in	  decapping	  enzymes	  (e.g.	  see	  Chang	  et	  al.	  2012),	  the	  negative	  results	  for	  the	  Dcp2	  RNAi	  are	  inconclusive.	  Indeed,	  previous	  studies	  in	  S2	  cells	  showed	  that	  depletion	  of	  Dcp2	  alone	  is	  insufficient	  to	  effectively	  inhibit	  decapping	  (Eulalio	  et	  al.,	  2007).	  However,	  the	  positive	  results	  we	  obtained	  by	  depleting	  deadenylase	  factors	  led	  us	  to	  focus	  on	  polyadenylation.	  	  	  Changes	  in	  3’	  end	  formation	  and	  polyadenylation,	  which	  occur	  proximal	  to	  the	  H3K36me3-­‐rich	  chromatin	  at	  the	  3’	  ends	  of	  genes,	  might	  render	  mRNAs	  more	  sensitive	  to	  surveillance	  and	  degradation.	  To	  investigate	  this	  possibility,	  we	  analyzed	  poly-­‐A	  tail	  length	  in	  the	  CCR4/twin	  RNAi	  background	  for	  a	  YFP	  reporter	  transgene	  using	  a	  modified	  LM-­‐PAT	  assay	  (Sallés	  et	  al.,	  1999),	  as	  illustrated	  in	  Figure	  4.28.	  It	  is	  important	  to	  note	  that	  expression	  of	  the	  UAS:YFP	  transgene	  is	  directly	  tied	  to	  Gal4	  expression	  and	  thus	  YFP	  is	  the	  only	  transcript	  that	  is	  guaranteed	  to	  be	  expressed	  in	  the	  same	  cells	  as	  the	  UAS:RNAi	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transgene.	  UAS:YFP	  is	  similarly	  sensitive	  to	  pcm	  and	  twin	  as	  our	  cohort	  of	  endogenous	  genes	  (Figure	  4.29),	  making	  it	  an	  ideal	  reporter.	  As	  shown	  in	  Figure	  4.29,	  we	  found	  that	  the	  YFP	  transcript	  displayed	  reduced	  poly-­‐A	  tail	  length	  in	  K36R	  mutants,	  indicative	  of	  a	  role	  for	  H3K36	  methylation	  over	  terminal	  exons	  in	  recruitment	  or	  functioning	  of	  the	  polyadenylation	  machinery.	  Importantly,	  the	  shorter	  poly-­‐A	  tail	  in	  K36R	  mutants	  was	  independent	  of	  deadenylation	  activity	  (Figure	  4.29),	  demonstrating	  that	  the	  defect	  is	  in	  polyadenylation,	  not	  in	  the	  subsequent	  CCR4/twin-­‐	  or	  CNOT7/Pop2-­‐dependent	  deadenylation.	  Additional	  experiments	  will	  be	  needed	  to	  determine	  the	  prevalence	  of	  poly-­‐A	  tail	  length	  changes	  in	  the	  K36R	  mutants	  transcriptome	  wide.	  Computational	  analysis	  of	  differential	  poly-­‐A	  site	  usage	  demonstrated	  no	  change	  (Figure	  4.30),	  indicating	  that	  poly-­‐A	  site	  specification	  was	  largely	  unaffected	  by	  mutation	  of	  H3K36.	  In	  summary,	  these	  data	  uncover	  a	  post-­‐transcriptional	  role	  for	  H3K36	  in	  the	  regulation	  of	  metazoan	  gene	  expression.	  	  	  
Discussion	  In	  this	  study,	  we	  focus	  on	  the	  role	  of	  H3K36	  in	  transcriptome	  fidelity,	  assayed	  at	  the	  levels	  of	  transcription	  initiation,	  elongation,	  pre-­‐mRNA	  splicing	  and	  maturation.	  Crucially,	  most	  of	  the	  studies	  on	  the	  roles	  of	  H3K36me3	  in	  animal	  cells	  deplete	  SETD2	  or	  its	  orthologue,	  making	  it	  difficult	  to	  discern	  the	  specific	  role	  of	  the	  histone	  residue	  itself.	  Enzymes	  that	  catalyze	  histone	  PTMs	  often	  have	  numerous	  non-­‐histone	  substrates	  or	  non-­‐catalytic	  structural	  roles	  that	  can	  confound	  analysis	  (Biggar	  and	  Li,	  2015;	  Huang	  and	  Berger,	  2008;	  Sims	  and	  Reinberg,	  2008;	  Zhang	  et	  al.,	  2015).	  Notably,	  alpha-­‐tubulin	  was	  recently	  identified	  as	  a	  non-­‐histone	  substrate	  of	  SETD2	  (Park	  et	  al.,	  2016).	  	  Perhaps	  more	  importantly,	  SETD2	  catalyzes	  trimethylation	  of	  lysine	  36	  in	  both	  the	  “canonical”	  replication-­‐dependent	  H3	  and	  in	  the	  replication-­‐independent	  histone	  variant,	  H3.3.	  H3.3	  is	  thought	  to	  play	  a	  particularly	  important	  role	  in	  transcriptionally	  active	  regions	  where	  H3K36	  methylation	  is	  enriched	  (Ahmad	  and	  Henikoff,	  2002).	  Indeed,	  a	  protein	  with	  specific	  affinity	  for	  SETD2-­‐catalyzed	  trimethylation	  of	  lysine	  36	  of	  the	  histone	  H3.3	  variant	  was	  shown	  to	  serve	  as	  a	  regulator	  of	  RNA	  pol	  II	  elongation	  (Wen	  et	  al.,	  2014)	  and	  to	  associate	  with	  components	  of	  spliceosomal	  snRNPs	  to	  regulate	  co-­‐transcriptional	  alternative	  mRNA	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splicing	  (Guo	  et	  al.,	  2014).	  Beyond	  its	  other	  substrates,	  SETD2’s	  prominent	  association	  with	  the	  C-­‐terminal	  domain	  of	  RNA	  pol	  II	  (Kizer	  et	  al.,	  2005)	  	  makes	  it	  likely	  that	  ablating	  this	  protein	  will	  result	  in	  transcriptional	  consequences	  that	  are	  unrelated	  to	  its	  catalytic	  activity.	  In	  view	  of	  these	  complications,	  the	  direct	  analysis	  of	  histone	  residue	  function	  enabled	  by	  our	  BAC-­‐based	  gene	  replacement	  system	  is	  particularly	  well	  suited	  to	  the	  study	  of	  H3K36me	  in	  the	  context	  of	  transcriptional	  regulation.	  	  In	  budding	  yeast,	  H3K36me2/3	  has	  been	  shown	  to	  negatively	  regulate	  histone	  acetylation	  within	  actively	  transcribed	  genes,	  both	  by	  recruiting	  a	  repressive	  Rpd3S	  deacetylase	  complex	  (Carrozza	  et	  al.,	  2005;	  Keogh	  et	  al.,	  2005)	  and	  by	  suppressing	  incorporation	  of	  acetylated	  nucleosomes	  at	  sites	  of	  RNA	  polymerase	  II-­‐initiated	  nucleosome	  displacement	  (Venkatesh	  et	  al.,	  2012).	  However,	  a	  similar	  role	  has	  not	  yet	  been	  elucidated	  for	  H3K36me	  in	  animals,	  and	  studies	  that	  have	  correlated	  cryptic	  transcription	  with	  H3K36	  methylation	  in	  metazoan	  systems	  have	  done	  so	  only	  through	  perturbation	  of	  the	  SETD2	  writer	  enzyme	  (Carvalho	  et	  al.,	  2013;	  Xie	  et	  al.,	  2011).	  Furthermore,	  studies	  have	  implicated	  H3K36me3	  in	  alternative	  splicing	  in	  human	  cell	  culture	  (Luco	  et	  al.,	  2010;	  Pradeepa	  et	  al.,	  2012)	  	  and	  inefficient	  intron	  splicing	  in	  clear	  cell	  renal	  cell	  carcinomas	  (Simon	  et	  al.,	  2014),	  again	  via	  SETD2	  mutation.	  In	  this	  study,	  we	  used	  histone	  replacement	  to	  define	  whether	  modification	  of	  canonical	  H3K36	  is	  responsible	  for	  these	  functions.	  We	  demonstrate	  that	  H3K36	  is	  neither	  a	  significant	  contributor	  to	  the	  regulation	  of	  alternative	  splice	  site	  choice,	  nor	  the	  efficiency	  of	  canonical	  intron	  removal.	  We	  also	  present	  evidence	  that	  methylation	  of	  H3K36	  does	  not	  suppress	  cryptic	  transcription	  in	  coding	  regions.	  Given	  the	  unprecedented	  depth	  of	  our	  Start-­‐seq	  dataset	  (>200M	  reads	  per	  genotype),	  even	  very	  rare	  events	  would	  have	  been	  detected.	  To	  the	  contrary,	  we	  found	  evidence	  for	  pervasive	  initiation	  (both	  sense	  and	  anti-­‐sense)	  events	  that	  largely	  fail	  to	  appear	  in	  the	  steady-­‐state	  RNA	  population	  under	  wild	  type	  conditions.	  Interestingly,	  we	  confirm	  that	  H4	  acetylation	  is	  strongly	  suppressed	  by	  H3K36	  modification,	  despite	  the	  fact	  that	  cryptic	  transcripts	  do	  not	  appear.	  This	  finding	  argues	  for	  an	  uncoupling	  of	  H4ac	  levels	  from	  cryptic	  initiation	  in	  coding	  regions	  in	  metazoans,	  and	  suggests	  that	  the	  suppression	  of	  cryptic	  transcription	  initiation	  in	  multicellular	  organisms	  may	  be	  more	  complex	  than	  previously	  appreciated.	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One	  potential	  explanation	  for	  the	  discrepancy	  between	  our	  results	  and	  previous	  studies	  of	  SETD2	  could	  be	  that	  modification	  of	  the	  aforementioned	  histone	  variant,	  H3.3,	  is	  the	  primary	  functional	  contributor	  to	  the	  cryptic	  initiation	  or	  splicing	  phenotypes.	  Elucidating	  the	  effects	  of	  H3.3K36	  methylation	  is	  outside	  the	  scope	  of	  this	  work,	  and	  thus	  phenotypes	  that	  have	  been	  reported	  in	  the	  literature	  as	  being	  sensitive	  to	  H3K36	  methylation	  might	  plausibly	  respond	  specifically	  to	  H3.3K36	  methylation.	  In	  fact,	  this	  serves	  as	  a	  useful	  feature	  of	  histone	  replacement	  in	  this	  context,	  since	  a	  functional	  separation	  of	  H3	  and	  H3.3	  lysine	  36	  methylation	  cannot	  be	  otherwise	  achieved.	  However,	  this	  possibility	  should	  be	  tempered	  by	  the	  fact	  that	  we	  observed	  very	  low	  levels	  of	  H3K36me3	  signal	  in	  both	  western	  blots	  from	  H3K36R	  mutant	  larvae	  (Figure	  4.7)	  and	  immunofluorescent	  staining	  of	  salivary	  gland	  polytene	  chromosomes	  (McKay	  et	  al.,	  2015).	  Thus	  H3.3	  is,	  at	  best,	  a	  minor	  contributor	  to	  total	  H3K36me3.	  Future	  experiments	  testing	  the	  transcriptional	  consequences	  of	  direct	  mutation	  of	  H3.3K36,	  both	  on	  its	  own	  and	  in	  combination	  with	  mutation	  of	  replication-­‐dependent	  H3K36,	  will	  better	  define	  their	  contributions.	  Finally,	  we	  present	  evidence	  that	  H3K36	  is	  required	  for	  proper	  mRNA	  maturation,	  providing	  a	  post-­‐transcriptional	  benefit	  across	  a	  range	  of	  highly	  expressed	  genes.	  Additional	  studies	  will	  be	  required	  in	  order	  to	  elucidate	  a	  detailed	  molecular	  mechanism	  for	  this	  process.	  Our	  genetic	  suppression	  data	  suggest	  that	  this	  mRNA	  ‘fitness’	  benefit	  is	  somehow	  linked	  to	  the	  efficiency	  of	  3'	  end	  formation	  or	  polyadenylation	  (Figure	  4.24,	  
Figure	  4.26,	  Figure	  4.29).	  Interestingly,	  H3K36me3	  depletion	  in	  SETD2-­‐mutant	  renal	  cell	  carcinoma	  has	  been	  correlated	  with	  defects	  in	  transcriptional	  termination	  and	  readthrough	  into	  neighboring	  genes	  (Grosso	  et	  al.,	  2015),	  suggesting	  that	  H3K36	  methylation	  might	  influence	  termination	  and	  polyadenylation.	  Indeed,	  the	  enrichment	  of	  H3K36me3	  at	  the	  3'	  ends	  of	  genes	  makes	  it	  a	  likely	  candidate	  to	  interface	  with	  these	  activities.	  Another	  possibility	  is	  that	  H3K36	  modification	  might	  recruit	  some	  type	  of	  RNA	  modifying	  enzyme.	  For	  example,	  Jaffrey	  and	  colleagues	  recently	  showed	  that	  dimethylation	  (N6,2'-­‐O-­‐dimethyladenosine,	  or	  m6Am)	  of	  the	  nucleotide	  adjacent	  to	  the	  m7G	  cap	  enhances	  transcript	  stability	  (Mauer	  et	  al.,	  2017).	  Moreover,	  H3K36	  might	  contribute	  to	  mRNA	  maturation	  across	  multiple	  processing	  steps,	  with	  the	  combined	  effect	  of	  protecting	  target	  mRNAs	  from	  surveillance	  and	  eventual	  degradation.	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The	  prevailing	  model	  for	  histone	  PTM	  modulation	  of	  gene	  expression,	  reinforced	  by	  recent	  direct	  evidence	  (Hilton	  et	  al.,	  2015),	  suggests	  that	  it	  occurs	  directly	  proximal	  to	  the	  site	  of	  histone	  modification.	  However,	  the	  fact	  that	  genomic	  regions	  largely	  lacking	  H3K36me	  exhibit	  differential	  expression	  in	  K36R	  mutants	  argues	  against	  this	  idea.	  For	  that	  reason,	  a	  model	  for	  H3K36	  control	  of	  gene	  expression	  should	  also	  consider	  indirect	  mechanisms.	  For	  example,	  it	  is	  possible	  that	  the	  rate	  of	  transcribing	  polymerase	  through	  nucleosomes	  that	  are	  modified	  at	  H3K36	  might	  change,	  and	  therefore	  the	  capping,	  cleavage	  and	  polyadenylation	  machinery	  that	  associates	  with	  the	  C-­‐terminal	  domain	  of	  RNA	  polymerase	  II	  (Ho	  et	  al.,	  1998;	  McCracken	  et	  al.,	  1997)	  might	  become	  improperly	  distributed	  in	  K36R	  mutants.	  Alternatively,	  SETD2	  could	  have	  additional	  (unknown)	  substrates	  that	  function	  in	  these	  processes.	  Finally,	  H3K36me’s	  previously	  reported	  role	  in	  three-­‐dimensional	  genome	  organization	  (Evans	  et	  al.,	  2016;	  Smith	  et	  al.,	  2013;	  Ulianov	  et	  al.,	  2016)	  might	  extend	  to	  the	  concentration	  of	  factors	  related	  to	  mRNA	  maturation	  at	  sites	  of	  active	  transcription,	  which	  would	  be	  impaired	  upon	  H3K36	  mutation.	  Future	  studies	  using	  alternative	  genetic	  approaches,	  including	  specific	  ablation	  of	  the	  catalytic	  activity	  of	  “writers”	  to	  cross-­‐reference	  our	  observations,	  should	  be	  instructive	  in	  this	  regard.	  	  	  	  
Materials	  and	  Methods	  
Library	  preparation	  for	  sequencing	  ATAC-­‐seq,	  Start-­‐seq,	  and	  nuclear	  RNA-­‐seq	  libraries	  were	  prepared	  as	  previously	  described	  in	  chapter	  3.	  For	  poly-­‐A	  RNA-­‐seq,	  total	  RNA	  from	  25	  whole	  3rd	  instar	  larvae	  was	  isolated	  for	  each	  replicate	  using	  Trizol	  reagent	  according	  to	  manufacturer’s	  protocols.	  For	  all	  assays,	  at	  least	  three	  biological	  replicates	  were	  prepared	  each	  from	  HWT	  and	  K36R	  animals	  (four	  in	  the	  case	  of	  Start-­‐seq	  and	  nuclear	  RNA-­‐seq).	  RNA-­‐seq	  libraries	  were	  generated	  with	  the	  Tru-­‐seq	  Stranded	  RNA-­‐seq	  library	  preparation	  kit	  (Illumina).	  ATAC-­‐seq	  libraries	  were	  generated	  with	  the	  Nextera	  DNA	  Library	  Prep	  Kit	  (Illumina).	  Poly-­‐A	  and	  nuclear	  RNA-­‐seq	  libraries	  and	  ATAC-­‐seq	  libraries	  were	  sequenced	  on	  a	  HiSeq2000	  generating	  paired-­‐end,	  100	  nt	  reads	  (poly-­‐A),	  paired-­‐end,	  50nt	  reads	  (nuclear),	  or	  single-­‐
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end,	  50	  nt	  reads	  (ATAC-­‐seq)	  (Illumina).	  Start-­‐seq	  libraries	  were	  sequenced	  on	  a	  NextSeq	  500	  generating	  paired-­‐end,	  26	  nt	  reads.	  
Bioinformatic	  analysis	  Sequencing	  reads	  were	  mapped	  to	  the	  dm3	  reference	  genome	  using	  Bowtie2	  (Langmead	  and	  Salzberg,	  2012)	  (ATAC-­‐seq,	  Start-­‐seq)	  or	  Tophat	  (Trapnell	  et	  al.,	  2012)	  (RNA-­‐seq)	  default	  parameters.	  We	  used	  DESeq2	  (Love	  et	  al.,	  2014)	  for	  differential	  expression	  analysis	  and	  Cufflinks	  (Trapnell	  et	  al.,	  2012)	  for	  novel	  transcript	  detection.	  We	  used	  the	  MISO	  package	  (Katz	  et	  al.,	  2010)	  to	  analyze	  annotated	  alternative	  splicing	  events,	  and	  custom	  scripts	  (Supplementary	  File	  4)	  to	  analyze	  global	  splice	  junction	  usage.	  Start-­‐seq	  and	  ATAC-­‐seq	  reads	  were	  mapped	  using	  Bowtie2	  (Langmead	  and	  Salzberg,	  2012),	  and	  Poly-­‐A	  and	  nuclear	  RNA-­‐seq	  reads	  were	  mapped	  using	  the	  Tophat	  gapped	  read	  aligner	  (Trapnell	  et	  al.,	  2012).	  Boxplots	  and	  Start-­‐seq	  plots	  scaled	  to	  gene	  length	  were	  generated	  using	  ggplot2	  in	  R	  (www.r-­‐project.org).	  For	  Start-­‐seq,	  reads	  were	  quantified	  at	  base-­‐pair	  resolution	  using	  a	  custom	  script	  (Supplementary	  File	  3),	  and	  nucleotide-­‐specific	  raw	  read	  counts	  were	  normalized	  based	  on	  reads	  mapping	  to	  RNA	  spike-­‐in	  controls.	  Exonic,	  intronic,	  and	  intergenic	  locations	  were	  determined	  using	  the	  dm3	  gene	  model.	  	  For	  Poly-­‐A	  and	  nuclear	  RNA-­‐seq:	  to	  analyze	  annotated	  alternative	  splicing,	  we	  used	  MISO	  (Katz	  et	  al.,	  2010),	  and	  considered	  splicing	  events	  with	  a)	  a	  Bayes	  score	  greater	  than	  10	  with	  all	  replicates	  combined,	  b)	  and	  consistent	  directionality	  of	  ∆PSI	  in	  each	  of	  the	  three	  individual	  replicates,	  as	  significant.	  To	  analyze	  global	  splice	  junction	  usage,	  we	  used	  a	  custom	  script	  (Supplementary	  File	  4)	  to	  quantify	  reads	  spanning	  the	  junction	  location	  that	  either	  map	  to	  it	  (“junction”,	  i.e.	  containing	  an	  “N”	  CIGAR	  designation	  that	  maps	  precisely	  to	  the	  junction	  in	  question)	  or	  through	  it	  (“non-­‐junction”).	  To	  analyze	  differential	  expression,	  we	  used	  DESeq2	  (Love	  et	  al.,	  2014)	  to	  quantify	  log2	  fold	  change	  in	  normalized	  read	  counts	  between	  K36R	  and	  HWT.	  To	  analyze	  alternative	  polyadenylation,	  we	  used	  DaPars	  (Xia	  et	  al.,	  2014).	  All	  ChIP-­‐seq	  data	  were	  downloaded	  from	  modEncode	  (www.modencode.org).	  In	  all	  cases,	  data	  were	  derived	  from	  the	  3rd	  instar	  larval	  time	  point	  as	  determined	  by	  modEncode	  developmental	  staging	  procedures.	  For	  ChIP-­‐seq	  and	  ATAC-­‐seq,	  metagene	  plots	  were	  generated	  using	  the	  Deeptools	  package	  (Ramírez	  et	  al.,	  2014).	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Reverse	  transcription	  and	  PCR	  assays	  RNA	  was	  isolated	  with	  TRIzol	  reagent	  as	  described	  above,	  and	  reverse	  transcription	  was	  performed	  using	  random	  hexamers	  and	  Superscript	  III	  (Invitrogen),	  according	  to	  the	  manufacturer’s	  protocols.	  For	  semi-­‐quantitative	  PCR	  analysis,	  products	  were	  run	  on	  a	  2%	  agarose	  gel,	  and	  bands	  were	  quantified	  using	  ImageJ.	  For	  qPCR,	  Maxima	  SYBR	  Green/ROX	  qPCR	  Master	  Mix	  (Thermo	  Scientific)	  was	  used.	  All	  qPCR	  analyses	  are	  based	  on	  three	  biological	  replicates,	  plotted	  with	  standard	  error.	  	  For	  semi-­‐quantitative	  PCR,	  PCR	  reactions	  were	  prepared	  in	  biological	  triplicate	  using	  2x	  Red	  Master	  Mix	  (Apex	  Bioscience),	  and	  targets	  were	  amplified	  for	  35	  cycles	  of	  PCR	  with	  a	  95°C	  denaturation	  step,	  a	  60°C	  annealing	  step,	  and	  a	  72°C	  elongation	  step.	  Reactions	  were	  run	  on	  a	  2%	  agarose	  gel	  with	  EtBr	  for	  30	  minutes	  at	  90V,	  and	  bands	  were	  imaged	  on	  a	  UV	  transilluminator	  (GE	  Healthcare)	  and	  quantified	  using	  ImageJ.	  For	  RT-­‐qPCR,	  reactions	  were	  prepared	  in	  biological	  triplicate	  using	  Maxima	  SYBR	  Green/ROX	  qPCR	  Master	  Mix	  (Thermo	  Scientific),	  and	  fluorescence	  was	  monitored	  across	  40	  cycles	  in	  96	  well	  plate	  format.	  For	  LM-­‐PAT,	  1	  µg	  total	  RNA	  was	  incubated	  with	  5	  pmol	  preadenylated	  lmPAT	  anchor	  primer	  (ppApCAGCTGTAGCTATGCGCACCGAGTCAGATCAG)	  (adenylated	  using	  5’	  DNA	  Adenylation	  Kit,	  NEB),	  and	  ligated	  with	  T4	  RNA	  Ligase	  2,	  truncated	  K227Q	  (NEB)	  using	  manufacturers	  protocol.	  Ligated	  RNA	  was	  reverse-­‐transcribed	  with	  Superscript	  III	  (Life	  Technologies)	  using	  an	  lmPAT	  RT	  primer	  (GACTCGGTGCGCATAGCTACAGCTG).	  Resulting	  first-­‐strand	  cDNA	  was	  PCR-­‐amplified	  using	  gene-­‐specific	  forward	  primers	  paired	  with	  nested	  lmPAT	  RT	  primers	  that	  contain	  terminal	  thymidines	  (GTGCGCATAGCTACAGCTGTTTT).	  PCR	  conditions	  were	  as	  follows:	  a	  preliminary	  round	  consisted	  of	  12	  cycles	  in	  which	  the	  annealing	  step	  was	  decreased	  by	  one	  degree	  Celsius	  in	  each	  cycle	  from	  71°C	  to	  60°C	  (between	  95°C	  and	  72°C	  denaturation	  and	  elongation	  steps,	  respectively),	  followed	  by	  18	  additional	  cycles	  with	  an	  annealing	  temperature	  at	  60°C.	  After	  completion	  of	  the	  first	  round,	  2	  µL	  PCR	  product	  was	  used	  as	  template	  for	  a	  second	  round	  of	  PCR	  amplification	  with	  25	  cycles	  and	  an	  annealing	  temperature	  at	  60°C.	  For	  “tail”	  measurement,	  template	  was	  amplified	  with	  a	  nested	  gene-­‐specific	  forward	  primer	  and	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lmPAT	  nested	  RT	  reverse	  primer.	  For	  “UTR”	  measurement,	  template	  was	  amplified	  with	  a	  nested	  gene-­‐specific	  forward	  primer	  and	  a	  “TVN”	  primer	  anchored	  at	  the	  3’	  UTR	  terminus.	  
Western	  Blotting	  For	  each	  replicate,	  nuclei	  from	  30	  whole	  3rd	  instar	  larvae	  were	  isolated	  as	  per	  Start-­‐seq	  and	  homogenized	  in	  50	  µL	  Extraction	  Buffer	  (320	  mM	  (NH4)2SO4,	  200	  mM	  Tris	  HCl	  (pH	  8.0),	  20	  mM	  EDTA,	  10	  mM	  EGTA,	  5	  mM	  MgCl2,	  1	  mM	  DTT,	  1x	  Protease	  Inhibitor	  Cocktail	  (Roche)).	  Mixture	  was	  spun	  at	  15000xg	  for	  5	  minutes	  at	  4°C	  and	  supernatant	  was	  recovered	  and	  immediately	  used	  in	  polyacrylamide	  gel	  electrophoresis.	  Gel	  was	  transferred	  to	  PVDF	  membrane	  and	  incubated	  with	  rabbit	  anti-­‐H3	  (Abcam,	  ab1791),	  rabbit	  anti-­‐H3K36me3	  (Abcam,	  ab9050),	  mouse	  anti-­‐H3K27me3	  (Abcam,	  ab6002),	  or	  rabbit	  anti-­‐H4ac	  (Active	  Motif,	  #39177)	  primary	  antibody	  overnight.	  We	  used	  ImageJ	  to	  quantify	  western	  blot	  band	  intensities,	  and	  calculated	  ratios	  of	  K36R/HWT	  intensity	  for	  each	  target	  across	  two	  independent	  biological	  replicates.	  Student’s	  t-­‐test	  was	  used	  to	  obtain	  p-­‐values	  for	  ratio	  comparisons	  between	  H3	  and	  other	  targets.	  	  
Immunofluorescence	  Salivary	  gland	  polytene	  chromosome	  squashes	  were	  performed	  on	  3rd	  instar	  larvae	  as	  previously	  described	  (McKay	  et	  al.,	  2015),	  using	  rabbit	  anti-­‐H4K12ac	  polyclonal	  primary	  antibody	  (Active	  Motif,	  #39165)	  overnight,	  followed	  by	  AlexaFluor	  594	  goat	  anti-­‐rabbit	  secondary	  antibody	  (ThermoFisher)	  for	  two	  hours,	  then	  DAPI	  for	  10	  minutes.	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Figures	  
Figure	  4.	  1:	  Schematic	  of	  sequencing	  strategy	  for	  HWT	  and	  K36R	  animals.	  	  Schematic	  of	  experimental	  high-­‐throughput	  sequencing	  methods	  applied	  to	  H3K36R	  animals.	  Twelve	  tandem	  copies	  of	  the	  histone	  repeat	  unit	  were	  cloned	  into	  a	  custom	  BAC	  vector	  and	  site-­‐specifically	  integrated	  into	  the	  D.	  melanogaster	  genome	  as	  described	  in	  McKay	  et.	  al.	  (2015).	  Poly-­‐A-­‐selected	  RNA	  was	  sequenced	  from	  whole	  3rd	  instar	  larvae,	  ATAC-­‐seq	  and	  rRNA-­‐depleted	  nuclear	  RNA-­‐seq	  were	  carried	  out	  from	  nuclei	  isolated	  from	  3rd	  instar	  larvae,	  and	  short,	  nascent,	  capped	  RNAs	  were	  selected	  from	  nuclei	  and	  subjected	  to	  “Start-­‐seq”	  (Henriques	  et.	  al.	  2013).	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  2:	  K36R	  gene	  expression	  changes	  based	  on	  chromatin	  state.	  	  Boxplot	  depicting	  log2	  fold	  expression	  change	  for	  genes	  whose	  start	  sites	  reside	  in	  each	  of	  the	  nine	  different	  chromatin	  states	  defined	  in	  Kharchenko	  et.	  al.	  2011.	  State	  associated	  with	  H3K36me3	  (transcription	  elongation)	  is	  largely	  unchanged.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  3:	  Metagene	  plots	  of	  H3K36me	  enrichment	  across	  gene	  bodies	  based	  on	  
K36R	  differential	  gene	  expression.	  	  A)	  Metagene	  plot	  describing	  the	  density	  of	  H3K36me3	  (top),	  H3K36me2	  (middle),	  and	  H3K36me1	  (bottom)	  ChIP-­‐seq	  across	  genes	  that	  are	  upregulated	  (purple),	  unchanged	  (blue),	  or	  downregulated	  (yellow)	  in	  H3K36R	  mutants	  as	  compared	  with	  HWT	  controls.	  B)	  Boxplot	  of	  differential	  expression	  of	  gene	  cohorts	  stratified	  by	  density	  of	  H3K36me3	  signal	  in	  the	  3’	  UTR	  (1=lowest	  density	  decile,	  10=highest	  decile).	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  4:	  Gene	  expression	  change	  and	  HWT	  expression	  level	  (MA	  plot	  and	  
histogram).	  	  A)	  MA	  plot	  with	  accompanying	  LOESS	  regression	  line	  plotting	  log2	  fold	  change	  (y-­‐axis)	  vs.	  HWT	  FPKM	  (x-­‐axis)	  interpreted	  from	  poly-­‐A	  RNA-­‐seq	  data.	  B)	  Histogram	  of	  mean	  FPKM	  for	  genes	  significantly	  upregulated	  (blue)	  or	  downregulated	  (red)	  in	  K36R	  animals	  (p	  <	  0.05).	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  5:	  Comparison	  of	  gene	  expression	  changes	  in	  RNA-­‐normalized	  and	  histone	  
H3-­‐normalized	  samples.	  	  Left:	  Boxplot	  of	  comparison	  of	  estimated	  cell	  content	  from	  five	  3rd	  instar	  larvae	  between	  HWT	  and	  K36R,	  based	  on	  normalizing	  by	  either	  quantitated	  RNA	  (left)	  or	  band	  intensity	  from	  histone	  H3	  western	  blot	  signal	  (right).	  Given	  that	  K36R	  larvae	  are	  expected	  to	  have	  higher	  cell	  content	  based	  on	  histone	  normalization,	  total	  RNA	  per	  cell	  is	  likely	  overestimated	  in	  K36R,	  and	  therefore	  log2	  fold	  change	  gene	  expression	  values	  are	  not	  expected	  to	  be	  overestimated	  based	  on	  bias	  from	  higher	  RNA	  per	  cell	  in	  K36R.	  Right:	  This	  interpretation	  is	  confirmed	  by	  lower	  log2	  fold	  expression	  change	  in	  histone-­‐	  vs.	  RNA-­‐normalized	  RT-­‐qPCR	  for	  select	  differentially	  expressed	  genes.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	  
	   	  
	   153	  
	  
	   	  
	   154	  
Figure	  4.	  6:	  Histone	  PTM	  changes	  in	  H3K36R	  mutants.	  	  A)	  Western	  blots	  measuring	  enrichment	  of	  histone	  H3,	  H3K36me3,	  H3K27me3,	  and	  pan	  H4	  acetylation	  (H4ac)	  in	  H3K36R	  mutants	  and	  HWT	  controls.	  Signal	  relative	  to	  first	  lane	  is	  denoted	  below	  each	  band.	  B)	  Barplot	  displaying	  the	  fold	  change	  in	  western	  blot	  signal	  intensity	  quantified	  from	  two	  biological	  replicates	  of	  whole	  larval	  nuclear	  lysate	  for	  the	  antibodies	  indicated.	  Asterisk	  indicates	  T-­‐test	  p-­‐value	  between	  H3	  and	  indicated	  PTM	  is	  <	  0.05.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  7:	  Differential	  expression	  of	  polycomb-­‐regulated	  genes	  in	  K36R	  mutants.	  	  Boxplot	  of	  normalized	  poly-­‐A	  RNA-­‐seq	  counts	  mapping	  to	  genes	  that	  co-­‐occur	  with	  a	  strong	  polycomb	  regulatory	  region	  (Schwartz	  et	  al.	  2006)	  in	  HWT	  and	  K36R.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  8:	  Polytene	  salivary	  gland	  stain	  for	  H4K12ac	  in	  HWT	  and	  K36R.	  	  Polytene	  chromosome	  salivary	  gland	  squash	  and	  immunofluorescent	  stain	  for	  H4K12ac	  from	  HWT	  and	  K36R	  3rd	  instar	  larvae.	  H4K12ac-­‐bright	  (yellow	  arrowheads),	  and	  transcriptionally	  silent	  DAPI	  bright	  (orange	  arrowheads)	  regions,	  are	  anticorrelated	  in	  both	  genotypes,	  suggesting	  H4K12ac	  accumulates	  to	  transcriptionally	  active	  regions	  in	  K36R	  mutants.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  9:	  Gene	  expression	  change	  based	  on	  H4K16ac	  ChIP-­‐seq	  density.	  	  Boxplot	  of	  differential	  expression	  of	  gene	  cohorts	  stratified	  by	  density	  of	  H4K16ac	  ChIP-­‐seq	  signal	  in	  a	  400	  nt	  window	  surrounding	  the	  annotated	  gene	  start	  site	  (1=lowest	  density	  decile,	  10=highest	  decile).	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  10:	  Validation	  of	  Start-­‐seq	  method.	  	  A)	  Metaplot	  of	  Start-­‐seq	  signal	  aligned	  in	  a	  100	  nt	  window	  around	  all	  annotated	  TSSs	  in	  the	  dm3	  reference	  gene	  model.	  B)	  Metaplot	  of	  HWT	  and	  K36R	  nuclear	  RNA-­‐seq	  signal	  aligned	  in	  a	  1	  kb	  window	  around	  all	  obsTSSs	  identified	  in	  Start-­‐seq	  data.	  C)	  Representative	  browser	  shot	  of	  Start-­‐seq	  signal	  pileup	  at	  annotated	  gene	  promoter	  (obsTSS).	  Direction	  of	  transcription	  denoted	  by	  arrow.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  11:	  ATAC-­‐seq	  signal	  accumulation	  at	  annotated	  TSSs.	  	  Metaplot	  of	  ATAC-­‐seq	  signal	  in	  a	  4kb	  window	  surrounding	  obsTSSs	  identified	  by	  Start-­‐seq.	  obsTSSs	  are	  binned	  by	  the	  average	  normalized	  signal	  across	  the	  window	  (denoted	  in	  the	  legend).	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	  
	   	  
	   165	  
	  
	   	  
	   166	  
Figure	  4.	  12:	  ATAC-­‐seq	  signal	  at	  annotated	  TSSs	  in	  HWT	  and	  K36R.	  	  Scatterplot	  of	  ATAC-­‐seq	  signal	  mapping	  in	  a	  200	  nt	  window	  (as	  denoted	  at	  top)	  around	  obsTSSs,	  with	  R2	  value	  indicated.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  13:	  Correlation	  between	  ATAC-­‐seq	  and	  poly-­‐A	  RNA-­‐seq	  change	  between	  
HWT	  and	  K36R.	  	  Scatterplot	  of	  log2	  fold	  change	  of	  poly-­‐A	  RNA-­‐seq	  (x-­‐axis)	  vs.	  that	  of	  ATAC-­‐seq	  (y-­‐axis)	  signal	  in	  a	  window	  around	  the	  corresponding	  gene’s	  transcription	  start	  site	  (as	  identified	  by	  start-­‐seq).	  Genes	  with	  codirectional,	  statistically	  significant	  changes	  in	  both	  RNA-­‐seq	  and	  ATAC-­‐seq	  are	  indicated	  in	  red.	  Example	  browser	  shot	  of	  a	  gene	  differentially	  expressed	  in	  mutants	  in	  the	  absence	  of	  changes	  in	  chromatin	  accessibility	  at	  its	  start	  site	  is	  shown	  at	  right.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	  
	   	  
	   169	  
	  
	   	  
	   170	  
Figure	  4.	  14:	  Example	  of	  nuTSSs	  identified	  in	  a	  gene	  coding	  region.	  	  Representative	  browser	  shot	  of	  gene	  containing	  novel	  unannotated	  transcription	  start	  sites	  (nuTSSs,	  highlighted	  in	  red).	  Direction	  of	  transcription	  denoted	  by	  arrow,	  and	  read	  counts	  denoted	  on	  Y-­‐axis.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  15:	  Change	  in	  nuTSSs	  usage	  based	  on	  genomic	  location.	  	  Boxplot	  describing	  the	  fold	  change	  in	  Start-­‐seq	  signal	  for	  nuTSSs	  classified	  by	  their	  genomic	  localization	  and	  strand	  of	  origin	  relative	  to	  the	  resident	  gene	  if	  applicable	  (left).	  Right	  boxplot	  describes	  H3K36me3	  ChIP-­‐seq	  signal	  (ChIP/input)	  for	  the	  same	  gene	  cohorts.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  16:	  ATAC-­‐seq	  signal	  at	  nuTSSs	  based	  on	  genomic	  location.	  	  Metaplot	  of	  ATAC-­‐seq	  signal	  mapping	  in	  a	  1	  kb	  window	  around	  nuTSSs,	  classified	  by	  their	  genomic	  localization	  and	  strand	  of	  origin	  relative	  to	  the	  resident	  gene	  if	  applicable.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  17:	  H3K36me3	  density	  at	  nuTSSs	  based	  on	  change	  in	  usage	  between	  HWT	  
and	  K36R.	  	  A)	  Metaplots	  of	  H3	  (left)	  and	  H3K36me3	  (right)	  ChIP-­‐seq	  signal	  mapping	  to	  a	  4	  kb	  window	  around	  nuTSSs,	  separated	  by	  quartiles	  of	  absolute	  Start-­‐seq	  signal	  change	  between	  K36R	  and	  HWT.	  B)	  Metaplots	  of	  HWT	  ATAC-­‐seq	  signal	  mapping	  to	  a	  4	  kb	  window	  around	  nuTSSs,	  separated	  by	  log2	  fold	  change	  in	  Start-­‐seq	  signal.	  “Up”	  denoted	  increased	  by	  more	  than	  two	  fold	  in	  K36R,	  “Down”	  denotes	  decreased	  by	  more	  than	  two	  fold	  in	  K36R,	  and	  “Unchanged”	  denotes	  all	  other	  nuTSSs.	  C)	  Heatmaps	  displaying	  all	  nuTSSs	  represented	  in	  A.	  D)	  Heatmaps	  displaying	  all	  nuTSSs	  represented	  in	  B.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  18:	  Antisense	  nuclear	  RNA-­‐seq	  signal	  in	  HWT	  and	  K36R.	  	  Scatterplot	  of	  normalized	  nuclear	  RNA-­‐seq	  reads	  mapping	  antisense	  to	  genes	  in	  the	  dm3	  reference	  gene	  model	  in	  HWT	  (x-­‐axis)	  or	  K36R	  (y-­‐axis).	  Genes	  containing	  or	  within	  1kb	  of	  a	  local	  H3K36me3-­‐ChIP-­‐seq	  peak	  are	  denoted	  by	  red	  dots.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  19:	  Change	  in	  nuTSS	  usage	  across	  based	  on	  location	  relative	  to	  gene	  
termini.	  	  Hex-­‐plot	  heatmap	  plotting	  nuTSSs	  by	  their	  location	  relative	  to	  the	  gene	  boundaries	  of	  the	  nearest	  gene,	  and	  the	  absolute	  change	  in	  their	  Start-­‐seq	  signal	  (K36R	  –	  HWT).	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  20:	  Splicing	  changes	  in	  K36R	  vs.	  HWT	  analyzed	  by	  MISO.	  	  A)	  Density	  plots	  reflecting	  the	  distributions	  of	  change	  in	  percent	  spliced	  in	  (∆PSI)	  values	  for	  skipped	  exon	  (red)	  or	  retained	  intron	  (blue)	  alternative	  splicing	  events	  manually	  classified	  as	  significant	  based	  on	  MISO	  parameters	  (see	  Methods).	  B)	  Volcano	  plots	  for	  skipped	  exon	  (left)	  and	  retained	  intron	  (right)	  events,	  with	  a	  local	  regression	  line	  (blue	  line)	  reflecting	  the	  skew	  in	  ∆PSI	  values	  (x-­‐axis)	  based	  on	  Bayes	  factor	  (y-­‐axis).	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  21:	  Global	  analysis	  of	  splice	  junction	  usage	  in	  K36R	  vs.	  HWT.	  	  Global	  analysis	  of	  splice	  junction	  usage,	  where	  R	  denotes	  the	  “retention	  ratio”	  in	  one	  condition,	  and	  ∆R	  denotes	  the	  difference	  in	  R	  between	  K36R	  and	  HWT.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  22:	  MA	  plot	  of	  gene	  expression	  change	  in	  K36R	  vs.	  HWT	  for	  nuclear	  and	  
poly-­‐A	  RNA-­‐seq.	  	  LOESS	  regression	  lines	  generated	  from	  MA	  plots	  of	  either	  nuclear	  or	  poly-­‐A	  RNA-­‐seq,	  plotting	  gene	  log2	  fold	  change	  (y-­‐axis)	  vs.	  normalized	  read	  counts	  in	  HWT	  (x-­‐axis).	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  23:	  Selected	  transcripts	  for	  RT-­‐qPCR	  analysis.	  	  Log2	  fold	  change	  values	  between	  K36R	  and	  HWT	  in	  nuclear	  (left)	  and	  poly-­‐A	  (right)	  RNA-­‐seq,	  plotted	  for	  genes	  selected	  for	  further	  RT-­‐PCR	  analysis.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	  
	   	  
	   189	  
	  
	   	  
	   190	  
Figure	  4.	  24:	  RT-­‐qPCR	  for	  selected	  transcripts	  from	  nuclear	  and	  cytoplasmic	  total	  
RNA.	  	  RT-­‐PCR	  for	  select	  genes	  from	  cytoplasmic	  (lanes	  1	  and	  2)	  or	  nuclear	  (lanes	  3	  and	  4)	  RNA	  from	  HWT	  (lanes	  1	  and	  3)	  or	  K36R	  (lanes	  2	  and	  4)	  animals.	  7SK	  RNA	  is	  a	  control	  for	  nuclear	  enrichment.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  25:	  RNAi	  against	  mRNA	  surveillance	  and	  exosome	  components	  rescues	  
gene	  expression	  changes	  in	  K36R	  for	  select	  transcripts.	  	  RT-­‐qPCR	  quantification	  of	  differential	  expression	  between	  HWT	  and	  K36R	  for	  select	  genes	  in	  a	  no	  RNAi,	  pacman	  RNAi,	  twin	  RNAi,	  or	  Pop2	  RNAi	  background,	  using	  the	  -­‐∆∆Ct	  	  method.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  26:	  RT-­‐qPCR	  for	  select	  transcripts	  in	  Dcp2	  RNAi	  background.	  	  RT-­‐qPCR	  for	  select	  genes	  measuring	  normalized	  Log2	  fold	  change	  (HWT/K36R)	  in	  no	  RNAi	  or	  Dcp2	  RNAi	  background.	  P-­‐value	  obtained	  via	  t-­‐test.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  27:	  Schematic	  of	  LM-­‐PAT	  assay.	  	  Schematic	  of	  modified	  LM-­‐PAT	  assay,	  in	  which	  an	  adenylated	  oligonucleotide	  anchor	  is	  ligated	  to	  the	  3’	  end	  of	  total	  RNA,	  cDNA	  is	  generated	  using	  an	  anchor-­‐specific	  RT	  primer,	  and	  genes	  of	  interest	  are	  amplified	  using	  a	  gene-­‐specific	  forward	  primer	  and	  an	  anchor	  specific	  reverse	  primer	  that	  contains	  either	  an	  oligo-­‐T	  sequence	  at	  its	  3’	  end	  (tail-­‐anchored)	  so	  as	  to	  extend	  from	  the	  ends	  of	  poly-­‐A	  tails,	  or	  an	  oligo-­‐T-­‐N	  sequence	  (UTR-­‐anchored)	  in	  order	  to	  extend	  from	  the	  terminus	  of	  the	  3’	  UTR.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  
et	  al.	  (2017).	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Figure	  4.	  28:	  LM-­‐PAT	  for	  YFP	  transcript	  identifies	  deadenylase-­‐independent	  poly-­‐A	  
tail	  shortening	  in	  K36R.	  	  A)	  RT-­‐qPCR	  for	  YFP	  measuring	  normalized	  Log2	  fold	  change	  (HWT/K36R)	  in	  no	  RNAi,	  pcm	  RNAi,	  or	  twin	  RNAi	  backgrounds.	  P-­‐value	  obtained	  via	  t-­‐test.	  B)	  LM-­‐PAT	  assay	  results	  for	  the	  YFP	  transcript	  in	  HWT	  and	  K36R,	  in	  a	  no	  RNAi,	  pcm	  RNAi,	  twin	  RNAi,	  or	  Pop2	  RNAi	  background.	  Sanger	  sequencing	  trace	  confirming	  the	  poly-­‐A	  site	  (leftmost	  panel)	  and	  
differential	  tail	  lengths	  (right	  two	  panels)	  is	  shown	  below.	  A	  version	  of	  this	  figure	  
appeared	  in	  Meers	  et	  al.	  (2017).	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Figure	  4.	  29:	  Changes	  in	  poly-­‐A	  site	  usage	  in	  K36R	  vs.	  HWT.	  	  Genome	  wide	  analysis	  of	  alternative	  polyadenylation	  using	  DaPars	  (Xia	  et.	  al.	  2014),	  with	  percentage	  of	  distal	  poly-­‐A	  site	  usage	  (PDUI)	  for	  each	  gene	  in	  HWT	  and	  K36R	  plotted	  on	  the	  x-­‐	  and	  y-­‐axes,	  respectively.	  A	  version	  of	  this	  figure	  appeared	  in	  Meers	  et	  al.	  (2017).	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CHAPTER	  5:	  CONCLUSIONS	  AND	  FUTURE	  DIRECTIONS	  	  In	  this	  dissertation,	  I	  have	  presented	  our	  design	  and	  implementation	  of	  a	  powerful	  histone	  replacement	  system	  in	  Drosophila	  melanogaster	  to	  study	  histone	  PTM	  function.	  In	  addition	  to	  uncovering	  regulatory	  principles	  of	  initiation	  and	  enhancer	  RNAs	  from	  extensive	  data	  analysis,	  I	  have	  also	  systematically	  analyzed	  the	  contribution	  of	  H3K36	  to	  regulation	  of	  gene	  expression	  and	  mRNA	  processing,	  and	  uncovered	  a	  new	  mode	  of	  potential	  post-­‐transcriptional	  regulation	  by	  H3K36me3.	  Below,	  I	  expand	  on	  some	  concepts	  discussed	  in	  the	  previous	  chapters,	  and	  propose	  new	  experiments	  to	  investigate	  those	  concepts	  and	  other	  questions	  my	  work	  has	  raised.	  	  
Solving	  the	  histone	  copy	  number	  question	  	  One	  of	  the	  major	  early	  findings	  during	  the	  building	  and	  validation	  of	  our	  histone	  replacement	  system	  was	  that	  only	  12	  copies	  of	  wild-­‐type	  transgenic	  histone	  locus	  were	  necessary	  to	  rescue	  deletion	  of	  100+	  haploid	  copies	  of	  endogenous	  histone	  locus.	  Strikingly,	  histone	  protein	  and	  RNA	  levels	  in	  transgenic	  animals	  homozygous	  for	  endogenous	  histone	  deletion	  remained	  equal	  to	  those	  in	  fully	  wild-­‐type	  animals	  (McKay	  et	  
al.	  2015),	  indicating	  some	  sort	  of	  compensation	  for	  the	  lack	  of	  copies.	  The	  mechanism	  of	  this	  compensation,	  and	  the	  reason	  for	  the	  existence	  of	  so	  many	  redundant	  copies,	  remain	  a	  mystery.	  In	  general,	  redundancy	  in	  biological	  processes	  that	  are	  absolutely	  required	  for	  viability	  is	  likely	  to	  be	  selected	  for	  in	  the	  wild,	  where	  varied	  environmental	  stresses	  might	  create	  evolutionary	  bottlenecks	  that	  only	  high	  redundancy	  can	  withstand.	  One	  alternative	  hypothesis	  for	  the	  presence	  of	  redundant	  histone	  genes	  is	  that	  there	  are	  particular	  tissues	  or	  developmental	  stages	  in	  which	  more	  gene	  copies	  are	  required.	  In	  our	  own	  wild-­‐type	  rescue	  transgenic	  animals	  (i.e.	  homozygous	  for	  His∆	  and	  complemented	  with	  12	  wild-­‐type	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transgenic	  copies),	  though	  fertility	  is	  rescued	  under	  laboratory	  conditions,	  their	  ovaries	  are	  morphologically	  distinct	  from	  fully	  wild-­‐type	  ovaries	  (Dan	  McKay,	  personal	  communication),	  indicating	  that	  perhaps	  that	  the	  germline	  suffers	  in	  the	  absence	  of	  seemingly	  redundant	  copies	  of	  the	  histone	  locus.	  These	  possibilities	  are	  discussed	  in	  more	  depth	  in	  the	  discussion	  section	  of	  chapter	  two.	  	  
Parallel	  histone	  mutagenesis	  Though	  this	  dissertation	  describes	  only	  the	  design	  of	  a	  histone	  replacement	  system	  and	  the	  analysis	  of	  a	  single	  histone	  mutant	  that	  was	  made	  with	  the	  system,	  its	  power	  lies	  in	  the	  ability	  to	  do	  the	  same	  thing	  I	  did	  for	  H3K36	  for	  any	  number	  of	  histone	  residues.	  To	  date,	  in	  addition	  to	  H3K36,	  histone	  replacement	  has	  also	  been	  used	  to	  study	  mutants	  in	  H3K27	  (Pengelly	  et	  al.	  2013,	  McKay	  et	  al.	  2015),	  H4K20	  (McKay	  et	  al.	  2015),	  H3K9	  (Penke	  
et	  al.	  2016),	  four	  separate	  ubiquitylation	  sites	  on	  H2A	  (Pengelly	  et	  al.	  2015),	  and	  a	  range	  of	  modifications	  in	  the	  globular	  domain	  of	  H3	  (Graves	  et	  al.	  2016).	  I	  describe	  some	  more	  potential	  future	  applications	  of	  the	  system	  below.	  Besides	  the	  localization	  of	  histone	  PTMs	  at	  particular	  genomic	  locations,	  there	  exists	  another	  layer	  of	  complexity	  in	  the	  co-­‐regulation	  of	  chromatin	  access	  by	  multiple	  coordinate	  histone	  modifications,	  a	  central	  tenet	  of	  the	  combinatorial	  histone	  code	  hypothesis.	  For	  instance,	  multiple	  histone	  PTMs	  in	  the	  same	  nucleosome	  can	  coordinate	  in	  recruiting	  a	  binding	  protein	  (Ruthenburg	  et	  al.	  2011).	  Coordinate	  histone	  PTM	  regulation	  can	  occur	  on	  the	  same	  histone	  tail,	  or	  in	  trans	  (Zheng	  et	  al.	  2010).	  Same-­‐tail	  co-­‐occurrence	  of	  histone	  PTMs	  can	  be	  directly	  observed	  using	  mass-­‐spectrometry	  (MS)	  methods	  (Molden	  and	  Garcia	  2014),	  and	  trans-­‐tail	  co-­‐occurrence	  at	  a	  single	  locus	  can	  be	  inferred	  from	  a	  combination	  of	  MS	  and	  ChIP-­‐seq.	  However,	  studying	  the	  function	  of	  co-­‐occurring	  PTMs,	  particularly	  same-­‐tail	  regulatory	  principles,	  is	  challenging.	  The	  histone	  replacement	  presents	  the	  perfect	  opportunity	  to	  directly	  test	  same-­‐tail	  regulation	  by	  making	  two	  or	  more	  mutations	  in	  a	  single	  histone	  subunit.	  Trans-­‐tail	  regulation	  can	  also	  be	  indirectly	  interrogated	  by	  making	  different	  mutations	  in	  different	  copies	  of	  the	  transgenic	  array,	  though	  confirming	  spatial	  co-­‐occurrence	  of	  mutants	  would	  still	  be	  difficult	  without	  also	  integrating	  a	  protein	  tag.	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Our	  histone	  replacement	  system	  can	  also	  be	  highly	  useful	  in	  discovering	  new	  biology	  related	  to	  histone	  residues	  and	  modifications.	  In	  recent	  years,	  highly	  sensitive	  proteomic	  methods	  such	  as	  MS	  have	  also	  enabled	  the	  discovery	  of	  entirely	  new	  types	  of	  modifications	  and	  modified	  residues	  on	  the	  core	  histone	  octamer	  (e.g.	  Tan	  et	  al.	  2011).	  For	  new	  PTMs	  such	  as	  these	  identified	  in	  mass	  spectrometry	  experiments,	  their	  writers	  are	  not	  known,	  and	  therefore	  direct	  histone	  mutagenesis	  is	  currently	  the	  only	  method	  for	  interrogating	  their	  functions.	  A	  natural	  extension	  of	  mutating	  residues	  shown	  to	  have	  novel	  PTMs	  would	  be	  to	  combine	  histone	  mutagenesis	  with	  the	  power	  of	  genetic	  screening	  in	  D.	  
melanogaster	  to	  make	  scanning	  mutations	  in	  every	  residue	  in	  each	  histone	  subunit.	  Given	  the	  ease	  with	  which	  simple	  readouts	  for	  viability,	  gene	  expression,	  DNA	  replication,	  heterochromatin	  formation,	  and	  other	  important	  biological	  processes	  can	  be	  implemented	  in	  D.	  melanogaster	  in	  the	  context	  of	  histone	  replacement	  (McKay	  et	  al.	  2015,	  Penke	  et	  al.	  2016),	  novel	  insights	  into	  previously	  unstudied	  histone	  residues	  should	  not	  be	  hard	  to	  come	  by.	  	  
Improving	  tissue	  specific	  enhancer	  discovery	  In	  chapter	  3,	  I	  described	  our	  efforts	  to	  define	  functions	  for	  the	  novel	  TSSs	  (nuTSSs)	  that	  we	  identified	  in	  our	  start-­‐seq	  data.	  In	  doing	  so,	  we	  stumbled	  across	  a	  class	  of	  nuTSSs	  that	  exist	  in	  regions	  that	  have	  the	  molecular	  hallmarks	  of	  developmental	  enhancers,	  including	  accessible	  chromatin	  and	  enrichment	  for	  H3K4me1	  and	  H3K27ac.	  Even	  more	  to	  our	  surprise,	  a	  subset	  of	  those	  nuTSSs	  overlapped	  with	  a	  large	  proportion	  of	  enhancer	  regions	  functionally	  validated	  by	  the	  FlyLight	  consortium	  (Jenett	  et	  al.	  2012,	  Jory	  et	  al.	  2012).	  Importantly	  the	  majority	  of	  enhancers	  that	  overlapped	  enhancer-­‐like	  nuTSSs	  were	  tissue	  specific	  in	  their	  activation	  of	  fluorescent	  reporters,	  presenting	  the	  exciting	  possibility	  that	  start-­‐seq	  signal	  could	  be	  used	  to	  identify	  tissue-­‐specific	  enhancers	  in	  a	  mixed	  cell	  population.	  Upon	  further	  examination,	  start-­‐seq	  is	  particularly	  well	  suited	  to	  identifying	  tissue-­‐specific	  initiation	  patterns	  from	  heterogeneous	  mixtures	  of	  cells,	  given	  its	  extremely	  wide	  dynamic	  signal	  range	  owing	  to	  its	  single	  nucleotide	  resolution	  (Nechaev	  et	  
al.	  2010).	  One	  major	  question	  to	  answer	  will	  be	  whether	  adding	  enhancer	  RNAs	  (eRNAs)	  to	  the	  mix	  of	  genomic	  features	  that	  are	  currently	  used	  to	  predict	  tissue-­‐specific	  enhancers	  will	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improve	  their	  detection.	  Importantly,	  no	  studies	  to	  date	  had	  comprehensively	  characterized	  newly	  initiated	  RNAs	  at	  extreme	  depth	  and	  high	  resolution	  in	  metazoans	  until	  ours,	  indicating	  that	  this	  particular	  angle	  of	  analysis	  is	  ripe	  for	  new	  gains	  and	  insights.	  
	  
Enhancer	  RNA	  evolution	  and	  function	  An	  interesting	  finding	  from	  our	  Start-­‐seq-­‐based	  analysis	  of	  initiation	  that	  I	  highlight	  in	  Chapter	  3	  was	  that	  the	  putative	  eRNAs	  that	  we	  identified	  were	  almost	  entirely	  unidirectional,	  whereas	  most	  eRNAs	  detected	  to	  date	  have	  been	  characterized	  by	  bidirectionality	  (Kim	  et	  al.	  2010,	  Djebali	  et	  al.	  2012).	  This	  potentially	  points	  to	  a	  different	  mode	  of	  evolution	  for	  eRNAs	  than	  was	  previously	  posited	  since	  bidirectionality	  was	  thought	  to	  be	  evidence	  of	  their	  relatively	  recent	  evolutionary	  origin.	  Alternatively,	  tissue	  specific	  enhancers	  in	  Drosophila	  may	  simply	  be	  more	  evolutionary	  ancient	  than	  the	  same	  in	  mammalian	  genomes,	  which	  has	  allowed	  for	  directionality	  to	  develop.	  One	  could	  envision	  an	  evolutionary	  analysis	  of	  tissue	  specific	  enhancers	  using	  Start-­‐seq	  in	  a	  range	  of	  
Drosophilid	  species	  to	  determine	  their	  evolutionary	  origin	  and	  ascertain	  whether	  the	  potential	  for	  their	  distinct	  genesis	  and	  function	  from	  mammalian	  eRNAs	  deserves	  further	  study.	  	  
Post-­‐transcriptional	  regulation	  by	  H3K36	  In	  Chapter	  4,	  I	  described	  an	  intriguing	  differential	  expression	  profile	  in	  H3K36R	  mutants	  that	  appears	  to	  be	  mediated	  partly	  through	  post-­‐transcriptional	  regulation	  and	  mRNA	  degradation.	  Specifically,	  highly	  expressed	  genes	  are	  depleted	  in	  the	  mature	  polyadenylated	  mRNA	  population,	  but	  not	  in	  the	  elongating	  and	  pre-­‐export	  nuclear	  population,	  those	  same	  genes	  are	  preferentially	  deadenylated	  and	  degraded	  by	  exonucleases	  in	  H3K36R	  mutants,	  and	  a	  reporter	  exhibiting	  the	  same	  characteristics	  has	  reduced	  poly-­‐A	  tail	  length	  independent	  of	  deadenylation	  activity.	  This	  data	  points	  to	  a	  model	  in	  which	  H3K36me3	  either	  directly	  or	  indirectly	  recruits	  termination	  and/or	  polyadenylation	  machinery	  in	  the	  nucleus,	  in	  order	  to	  properly	  specify	  mRNAs	  for	  the	  mature,	  translationally	  active	  population	  of	  RNAs	  once	  they	  enter	  the	  cytoplasm	  (Figure	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5.1).	  This	  model	  has	  yet	  to	  be	  tested	  directly,	  but	  there	  are	  immediately	  fruitful	  avenues	  for	  its	  validation.	  For	  instance,	  the	  Click-­‐seq	  method	  (Routh	  et	  al.	  2015),	  in	  which	  chain	  terminating,	  alkyne-­‐containing	  nucleotides	  are	  spiked	  into	  a	  reverse-­‐transcriptase	  (RT)	  reaction	  to	  facilitate	  adapter	  attachment	  via	  click	  chemistry,	  presents	  an	  opportunity	  to	  test	  our	  model	  by	  measuring	  poly-­‐A	  tail	  length	  genome	  wide.	  Specifically,	  a	  variant	  of	  Click-­‐seq	  has	  recently	  been	  developed	  that	  utilizes	  an	  oligo-­‐dT	  primer	  to	  prime	  from	  poly-­‐A	  tails	  and	  omits	  alkylated	  thymine	  nucleotides	  so	  that	  cDNA	  chains	  terminate	  soon	  after	  reverse	  transcription	  into	  the	  3’UTR	  (Routh	  et	  al.	  2017).	  In	  addition	  to	  capturing	  poly-­‐A	  site	  information,	  this	  method	  can	  also	  be	  used	  to	  impute	  poly-­‐A	  tail	  length	  (Eric	  Wagner,	  personal	  communication).	  Therefore,	  I	  propose	  to	  use	  this	  method	  to	  measure	  poly-­‐A	  tails	  from	  nuclear	  transcripts	  genome-­‐wide,	  to	  test	  the	  hypothesis	  that	  H3K36R	  mutants	  fail	  to	  specify	  proper	  poly-­‐A	  tails	  at	  H3K36me3-­‐enriched	  genes	  genome	  wide.	  To	  confirm	  a	  mechanistic	  link	  between	  H3K36me3	  and	  termination	  and	  polyadenylation,	  there	  should	  be	  experiments	  performed	  to	  distinguish	  a	  direct	  recruitment	  mechanism,	  in	  which	  H3K36me3	  directly	  binds	  to	  processing	  factors,	  from	  an	  indirect	  mechanism	  in	  which	  H3K36me3	  perturbs	  chromatin	  in	  a	  way	  that	  impairs	  processing	  as	  a	  side	  effect,	  perhaps	  by	  modulating	  polymerase	  rate.	  An	  attractive	  experimental	  paradigm	  would	  be	  to	  conduct	  quantitative	  mass-­‐spectrometry	  on	  chromatin	  purified	  from	  HWT	  vs.	  H3K36R	  animals	  in	  order	  to	  determine	  whether	  termination	  and	  polyadenylation-­‐related	  proteins	  are	  depleted	  in	  mutants.	  Alternatively,	  direct	  co-­‐immunoprecipitation	  experiments	  in	  vitro	  and	  in	  vivo	  could	  test	  the	  ability	  of	  H3K36-­‐methylated	  peptides	  to	  bind	  termination	  and	  polyadenylation	  factors,	  and	  the	  enrichment	  of	  the	  same	  factors	  in	  HWT	  or	  H3K36R-­‐derived	  chromatin,	  respectively.	  	  
The	  next	  phase	  of	  mutant	  H3K36	  molecular	  biology	  
Drosophila	  melanogaster	  is	  an	  extremely	  powerful	  versatile	  genetic	  and	  cell	  biological	  system.	  The	  ability	  to	  easily	  manipulate	  genotypes	  in	  a	  whole	  developing	  organism	  is	  nearly	  unparalleled,	  and	  has	  contributed	  to	  the	  development	  of	  histone	  replacement	  systems	  for	  direct	  histone	  genetics	  that	  cannot	  otherwise	  be	  implemented	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(Günesdogan	  et	  al.	  2010,	  McKay	  et	  al.	  2015).	  However,	  it	  can	  be	  difficult	  to	  perform	  sensitive	  biochemical	  and	  molecular	  analyses	  in	  whole	  organisms,	  especially	  those	  that	  require	  large	  amounts	  of	  near-­‐pure	  biochemical	  isolate,	  or	  have	  temporal	  or	  pulse-­‐chase	  elements	  to	  them	  for	  kinetic	  analyses.	  Both	  types	  of	  analyses	  are	  of	  interest	  for	  H3K36R	  mutants.	  For	  instance,	  understanding	  the	  effect	  of	  H3K36	  upon	  splicing	  was	  hampered	  by	  the	  fact	  that	  polymerase	  rate,	  which	  itself	  is	  known	  to	  affect	  alternative	  splicing	  (de	  La	  Mata	  et	  al.	  2003),	  is	  a	  variable	  that	  is	  dependent	  upon	  chromatin	  integrity,	  since	  nucleosomes	  are	  barriers	  to	  transcription	  elongation.	  Therefore,	  a	  kinetic	  measure	  of	  polymerase	  rate,	  in	  tandem	  with	  chromatin	  and	  RNA	  quantitation,	  is	  desirable.	  Additionally,	  quantitative	  proteomic	  analyses	  of	  how	  other	  histone	  PTMs	  respond	  to	  H3K36	  mutation	  can	  shed	  light	  on	  histone	  PTM	  crosstalk	  (Latham	  and	  Dent	  2007),	  but	  the	  material	  requirements	  for	  these	  assays	  go	  beyond	  what	  can	  be	  reasonably	  extracted	  from	  whole	  D.	  melanogaster	  larvae,	  and	  are	  nearly	  out	  of	  reach	  for	  analyzing	  embryos.	  Therefore,	  to	  enable	  the	  sorts	  of	  experiments	  enumerated	  above,	  I	  propose	  that	  a	  cell	  line	  be	  derived	  from	  embryonic	  tissue	  of	  H3K36R	  mutants,	  which	  could	  be	  propagated	  and	  grown	  in	  large	  volumes.	  The	  methods	  to	  accomplish	  this	  have	  been	  known	  in	  the	  field	  for	  decades	  (Schneider	  1972,	  Simcox	  et	  al.	  2008),	  though	  the	  actual	  implementation	  can	  be	  labor	  intensive.	  However,	  the	  benefit	  in	  terms	  of	  ease	  of	  experiments	  might	  be	  important.	  For	  instance,	  as	  I	  describe	  in	  the	  discussion	  point	  related	  to	  post-­‐transcriptional	  regulation	  above,	  quantitative	  mass-­‐spectrometry	  analysis	  of	  protein	  binding	  partners	  in	  HWT-­‐	  and	  H3K36R-­‐derived	  chromatin	  would	  be	  a	  powerful,	  unbiased	  assay	  for	  discovery	  of	  dysregulated	  chromatin	  interactions,	  but	  its	  proper	  implementation	  in	  whole	  larvae	  is	  phenomenally	  labor	  intensive,	  and	  likely	  nearly	  impossible	  using	  current	  methods.	  Therefore,	  it	  is	  an	  attractive	  candidate	  for	  execution	  in	  a	  putative	  H3K36R	  cell	  line.	  Additionally,	  though	  we	  infer	  degradation	  of	  H3K36me3-­‐enriched	  mRNA	  targets	  in	  H3K36R	  animals	  (Figure	  5.1),	  actually	  measuring	  decay	  constants	  for	  mRNAs	  is	  difficult	  without	  using	  a	  system	  that	  is	  amenable	  to	  using	  a	  transcriptional	  inhibitor	  such	  as	  alpha-­‐amanitin	  or	  DRB	  in	  combination	  with	  sensitive	  molecular	  techniques,	  and	  a	  cell	  line	  seems	  ideal	  for	  these	  sorts	  of	  experiments	  as	  well.	  In	  general,	  a	  derived	  cell	  line	  would	  further	  extend	  the	  power	  of	  the	  histone	  replacement	  system	  by	  enabling	  pairing	  of	  sensitive	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biochemical	  and	  molecular	  biological	  assays	  with	  the	  existing	  genetics,	  cell,	  can	  developmental	  biology	  advantages	  inherent	  to	  the	  D.	  melanogaster	  model.	  	  
Understanding	  the	  contribution	  of	  histone	  variant	  H3.3	  An	  important	  contribution	  of	  our	  histone	  replacement	  system	  is	  the	  ability	  to	  functionally	  separate	  the	  roles	  of	  modification	  of	  the	  replication	  dependent	  histones,	  and	  the	  same	  modification	  in	  the	  histone	  variants.	  It	  is	  important	  to	  note	  that,	  in	  addition	  to	  the	  existence	  of	  non-­‐histone	  substrates	  of	  lysine	  methyltransferases,	  the	  budding	  yeast	  models	  in	  which	  many	  past	  histone	  mutants	  have	  been	  analyzed	  lack	  a	  canonical	  H3.1	  gene	  orthologue	  (Elsaesser	  et	  al.	  2010),	  presenting	  another	  substrate	  with	  potentially	  distinct	  regulatory	  consequences.	  This	  is	  made	  more	  important	  in	  the	  context	  of	  H3K36,	  since	  it	  is	  thought	  that	  in	  developing	  organisms,	  H3.3K36me3	  has	  distinct	  functions	  from	  K36me3	  on	  replication-­‐dependent	  H3	  (Wen	  et	  al.	  2014).	  Therefore,	  functions	  ascribed	  to	  H3K36	  from	  experiments	  in	  yeast	  may	  represent	  more	  or	  less	  than	  the	  functional	  repertoire	  of	  K36me	  in	  metazoans	  when	  you	  include	  the	  contribution	  of	  H3.3K36me.	  This	  idea	  is	  particularly	  pertinent	  to	  our	  results	  that	  failed	  to	  recapitulate	  in	  H3K36R	  mutants	  the	  cryptic	  initiation	  phenotype	  that	  is	  one	  of	  the	  best-­‐characterized	  consequences	  of	  H3K36me	  depletion	  in	  S.	  
cerevisiae.	  Furthermore,	  our	  inability	  to	  detect	  splicing	  changes	  in	  H3K36R	  mutants	  could	  be	  in	  part	  due	  to	  an	  H3.3K36me3-­‐specific	  splicing	  regulatory	  mechanism	  (Wen	  et	  al.	  2014).	  	  	  To	  understand	  the	  contribution	  of	  H3.3K36	  modification	  to	  gene	  expression	  and	  mRNA	  processing	  phenotypes,	  I	  have	  generated	  an	  H3.3BK36R	  allele	  that,	  in	  combination	  with	  H3.3A	  null	  alleles,	  can	  be	  used	  to	  generate	  mutant	  D.	  melanogaster	  whose	  entire	  complement	  of	  H3.3	  is	  mutant	  at	  K36.	  I	  propose	  to	  perform	  some	  of	  the	  same	  RNA-­‐seq	  assays	  in	  H3.3K36R	  mutants	  in	  comparison	  with	  H3K36R	  mutants	  to	  determine	  whether	  some	  phenotypes	  are	  specific	  to	  one	  class	  of	  histone	  or	  the	  other.	  	  Additionally,	  to	  better	  characterize	  splicing	  phenotypes,	  I	  propose	  to	  re-­‐do	  RNA-­‐seq	  for	  splicing	  detection	  in	  tissue	  from	  the	  central	  nervous	  system	  of	  3rd	  instar	  larvae,	  where	  the	  bulk	  of	  alternative	  splicing	  events	  are	  expected	  to	  occur.	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Tissue	  specific	  requirements	  for	  histone	  modifications	  The	  study	  of	  histone	  PTM	  function	  has	  recently	  been	  advanced	  by	  several	  histone	  replacement	  systems	  that	  can	  fully	  inactivate	  histone	  modifications	  spatially	  and	  temporally	  (Pengelly	  et	  al.	  2013,	  McKay	  et	  al.	  2015).	  However,	  this	  power	  has	  not	  been	  fully	  tapped	  yet	  in	  terms	  of	  analyzing	  tissue	  specific	  requirements	  for	  particular	  histone	  PTMs.	  While	  histone	  PTMs	  are	  typically	  considered	  to	  have	  only	  universal	  functions,	  there	  are	  myriad	  examples	  in	  biology	  in	  which	  a	  mutation	  in	  factor	  that	  mediates	  a	  seemingly	  ubiquitous	  molecular	  mechanism	  manifests	  gross	  defects	  in	  only	  a	  subset	  of	  cell	  types	  or	  tissues	  in	  the	  animal	  (see,	  for	  instance,	  the	  snRNP	  biogenesis	  function	  of	  the	  SMN	  protein	  vs	  SMN	  mutation	  as	  a	  cause	  of	  the	  motor	  neuron-­‐specific	  disease	  Spinal	  Muscular	  Atrophy).	  This	  concept	  has	  been	  left	  unstudied	  in	  relation	  to	  histone	  PTMs,	  perhaps	  because	  many	  of	  them	  have	  multiple	  redundant	  or	  tissue-­‐specific	  substrates,	  so	  the	  analysis	  problem	  is	  challenging.	  As	  an	  example	  of	  the	  potential	  utility	  of	  this	  mode	  of	  thinking,	  in	  my	  continuing	  experiments,	  there	  is	  evidence	  that	  polycomb-­‐mediated	  repression	  of	  the	  hox	  gene	  cluster	  may	  be	  specifically,	  or	  at	  least	  more	  strongly,	  impaired	  in	  salivary	  glands.	  It	  is	  unclear	  why	  this	  might	  be	  the	  case,	  though	  one	  hypothesis	  I	  have	  is	  that	  the	  polytene	  nature	  of	  salivary	  glands	  may	  contribute.	  The	  fact	  that	  polytene	  tissues	  have	  undergone	  thousands	  of	  rounds	  or	  replication	  without	  cell	  division,	  and	  therefore	  may	  have	  a	  higher	  proportion	  of	  transgenic	  vs.	  wild	  type	  histones,	  or	  mutant	  replication-­‐dependent	  vs.	  wild-­‐type	  variant	  histones,	  might	  explain	  a	  more	  severe	  response	  to	  H3K36	  mutation.	  In	  any	  case,	  tissue-­‐specific	  requirements	  for	  histone	  PTMs	  in	  performing	  tasks	  that	  are	  important	  in	  all	  cell	  types	  remains	  an	  under-­‐studied	  concept,	  and	  histone	  replacement	  platforms	  present	  an	  opportunity	  to	  rectify	  that.	  
	  
Concluding	  remarks	  I	  opened	  with	  a	  soliloquy	  on	  the	  seeming	  impossibility	  of	  life	  in	  the	  face	  of	  entropy.	  Gene	  expression,	  similar	  to	  many	  other	  processes	  and	  molecular	  interactions	  that	  form	  the	  basis	  of	  life,	  is	  a	  phenomenally	  complex,	  multi-­‐layered	  system.	  It	  appears	  that	  only	  its	  sheer	  volume	  of	  redundant	  modes	  of	  regulation	  can	  bring	  to	  heel	  the	  powerful,	  destructive	  forces	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of	  thermodynamics.	  In	  the	  face	  of	  that	  volume	  and	  complexity,	  it	  can	  seem	  hopeless	  that	  the	  infinitesimally	  small	  sliver	  of	  knowledge	  contributed	  by	  even	  the	  most	  tireless	  and	  indomitable	  of	  doctoral	  students	  (in	  which	  company	  I	  hesitate	  to	  count	  myself)	  might	  ever	  act	  as	  prop	  to	  the	  fully	  emergent	  set	  of	  universal	  principles	  that	  define	  and	  dictate	  gene	  expression	  or,	  more	  universally	  and	  pertinently,	  life	  as	  we	  know	  it,	  rather	  than	  disintegrating	  by	  the	  same	  ruthless	  entropy	  against	  which	  life	  so	  valiantly	  fights	  before	  those	  principles	  can	  be	  revealed.	  However,	  this	  view	  does	  not	  take	  into	  account	  the	  fact	  that	  discovery,	  for	  its	  own	  sake,	  is,	  in	  my	  estimation	  one	  of	  the	  most	  rewarding	  experiences	  towards	  which	  one	  can	  endeavor,	  and	  to	  make	  a	  profession	  of	  it	  grants	  the	  most	  enviable	  of	  goals:	  to	  truly,	  with	  all	  your	  heart,	  enjoy	  your	  work.	  Thus,	  even	  having	  failed	  miserably	  in	  attaining	  the	  answer	  to	  life,	  the	  universe,	  and	  everything,	  I	  remain	  content.	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Figures	  
Figure	  5.	  1:	  Model	  for	  H3K36	  “protection”	  of	  highly	  expressed	  genes.	  	  In	  the	  presence	  of	  H3K36me3	  (top),	  elongating	  polymerase	  is	  able	  to	  recruit	  sufficient	  termination	  and	  polyadenylation	  factors	  (aided	  in	  some	  way	  by	  H3K36me3)	  to	  properly	  specify	  its	  transcript	  for	  productive	  translation	  once	  in	  enters	  the	  cytoplasm.	  In	  the	  absence	  of	  H3K36me3	  (bottom),	  the	  same	  factors	  aren’t	  recruited	  and	  the	  transcript	  is	  not	  properly	  terminated/polyadenylated,	  leaving	  it	  susceptible	  to	  surveillance	  and	  degradation	  in	  the	  cytoplasm.	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