The linear quadratic zero-sum dynamic game for discrete time descriptor systems is considered. A method, which i n v olves solving a linear quadratic zero-sum dynamic game for a reduced-order discrete time state space system, is developed to nd the linear feedback saddle-point solutions of the problem. Checkable conditions, which are described in terms of two dual algebraic Riccati equations and a Hamiltonian matrix, are given such that the linear quadratic zero-sum dynamic game for the reduced-order discrete time state space system is available. Sucient conditions for the existence of the solutions are obtained. In contrast with the dynamic game in state space systems, the dynamic game in descriptor systems admits uncountably many linear feedback saddle-point solutions. All these solutions have the same existence conditions and achieve the same value of the dynamic game.
Introduction
In this paper, we consider the linear quadratic zerosum dynamic game for discrete time descriptor systems Ex k+1 = Ax k + B 1 u 1 k + B 2 u 2 k , w h e r e E is in general a singular matrix and the system structure is in general noncausal(Ref. 1) . For the descriptor system described above, if the system is causal, it can be transformed to a regular full-order or reduced-order state space system depending on whether the matrix E is invertible, or not. It is well known that, under certain conditions, the linear quadratic zero-sum dynamic game for state space systems admits a unique linear feedback saddlepoint solution (Ref. 2) .
In papers (Refs. 3, 4) , two methods based on the \com-pletion of square" technique and the dynamic programming technique have been provided to solve the linear quadratic zero-sum dierential game for continuous time descriptor systems. However, it seems that those methods are not suitable for the same problem of discrete time descriptor systems. In fact, we have not found any appropriate (generalized) discrete time Riccati equation which allow us to apply the dynamic programming technique to solve the problem.
In this paper, we provide a dierent method, which involves solving a linear quadratic zero-sum dynamic game for a reduced-order discrete time state space system, to solve the linear quadratic zero-sum dynamic game for discrete time descriptor systems. Checkable conditions depending on the solvability o f t wo dual algebraic Riccati equations and the invertible condition of a Hamiltonian matrix are given such that the linear quadratic zero-sum dynamic game for the reducedorder discrete time state space system is available. Sufcient conditions for the existence of the solutions are given in terms of the conditions of the linear quadratic zero-sum dynamic game for the reduced-order discrete time state space system. Similar to the counterpart results of continuous time descriptor systems, we show that the dynamic game in discrete time descriptor systems admits uncountably many linear feedback saddlepoint solutions. All these solutions have the same existence conditions and achieve the same value of the dynamic game. Therefore, the nonunique feature of the linear feedback saddle-point solutions in this paper is dierent from the so-called informational nonuniqueness in state space systems, where players have access to closed-loop state information (with memory) and different saddle-point equilibria do not necessarily require the same existence conditions (Ref. 2).
Problem Formulation
Consider the linear discrete time descriptor system E x k+1 = Ax k + B 1 u 1 k + B 2 u 2 k ; (1) for k 2 K := f0; 1; 2; : : : ; N0 1g where x k is the ndimensional descriptor vector, u 1 k is the m-dimensional control vector of Player 1, u 2 k is the l-dimensional control vector of Player 2. The matrix E is a square matrix of rank r n. The pencil (sE0A) is assumed to be regular (i.e., j(sE 0A)j 6 0). It is assumed that the initial state x 0 is known to both players. The cost function is given by
(2) which is to be minimized by Player 1 and to be maximized by Player 2, where Q N 0 a n d Q 0. The superscript T denotes the transpose of the matrix. The information structure to be used in the paper is the closed-loop no-memory information on x k , under which the strategy spaces for Player 1 and Player 2 at each stage k 2 K are denoted by 0 1 k and 0 2 k respectively. Suppose that the positive semidenite weighting matrix Q is factored into Q = C T C and y k = Cx k is the output of the system (1). Then, a basic assumption is made throughout the paper. Proof. To prove the relations given above, we only need to x u 1 k = 13 k (z 1 k )(or, u 2 k = 23 k (z 1 k )) of (11), (12) and solve the corresponding maximizing (minimizing) problem obtained from (11),(12). The details are omitted here.
Dynamic Game for Descriptor Systems
In this section, using the results obtained in Section 3, we will solve the dynamic game for descriptor systems. Before doing that, we rst dene the following notations.
Moreover, we have
The reader is referred to Appendix B for the explicit expressions of (21) and the derivations of (22). (ii) Under conditions (13a), (13b), there exist uncountably many linear feedback saddle-point solutions, with the family of the equilibrium strategies given by 
where the reader is referred to Appendix C for the expressions of the related terms.
We n o w solve the maximizing problem of Player 2 described by (24), (25 
We can also provê In the following, we will show that the linear feedback saddle-point solutions are not unique. To do this, it sufces to show that the strategies (23) and the strategies (44),(45) lead to the same state trajectory. Substituting (23) into (1) In this paper, we have investigated the linear quadratic zero-sum dynamic game for discrete time descriptor systems. This problem is solved through the solution of the reduced-order linear quadratic zero-sum dynamic game for standard discrete time state space system. Checkable conditions are given such that such a reduced-order zero-sum dynamic game is available. These conditions are described in term of the solvability of two dual algebraic Riccati equations and the invertible condition of the Hamiltonian matrix. Furthermore, the sucient conditions for the existence of the linear feedback saddle-point solutions are obtained which are the same as the conditions of the linear quadratic zerosum dynamic game for the reduced-order discrete time state space system. Similar to the counterpart results of continuous time descriptor systems, we show that the dynamic game in discrete time descriptor systems admits uncountably many linear feedback saddle-point solutions. All these solutions have the same existence conditions and achieve the same value of the dynamic game. Therefore, the nonunique feature of the linear feedback saddle-point solutions in this paper is dierent from the so-called informational nonuniqueness in state space systems, where players have access to closed-loop state information (with memory) and dierent saddlepoint equilibria do not necessarily require the same existence conditions (Ref. 
