Abstract. We consider the following accelerated failure time model used in the statistical analysis of the survival data:
Introduction
Survival analysis deals with statistical models of data related to the lifetime or to the waiting time. More generally, survival analysis studies various models of the time-toevent data. The parametric approach in survival analysis assumes that the individual lifetimes T i , i = 1, . . . , n, constitute a sample from the distribution function F known up to some parameters. The so-called accelerated failure time model is an example of models studied by parametric survival analysis. The latter models describe the linear dependence of the logarithmic lifetime on the regressors X i , namely
where the random variables ε i , i = 1, . . . , n, are identically distributed and have a known distribution function, zero mean, and a finite exponential moment E exp(ε 1 ). We rewrite this model as follows:
(1)
We observe censored data. In other words, we observe the random variables Below we consider the Augustin [1] estimating equation for the case where the censoring distribution function is known. The estimator of the regression parameters is defined as a measurable root of the estimating equation. We study the asymptotic properties of this estimator. This problem is not studied in [1] , where one can only find the proof that the estimating equation is unbiased. Several promising results of numerical simulation can also be found in [1] .
In Sections 2 and 3, we consider the case where the censoring distribution function is known, while we assume that this distribution function is unknown in Section 4. The general conditions for the strong consistency of the estimator generated by an estimating equation are placed in the Appendix. Properties of the Kaplan-Meier estimator of the censoring distribution function are also given in the Appendix.
Estimating equation in the case where the censoring distribution function is known
The model of measurement errors (4) requires the finiteness of the exponential mo-
Let the vector of regression parameters β = β 0 , β T X T belong to a known convex compact set Θ ⊂ R k+1 . We assume that the true value of the vector of parameters is an inner point of Θ. The covariance matrix S of the random vector X i is assumed to be nonsingular. Let G(t) := P(C i ≥ t), t > 0, be a known censoring life distribution function.
The following estimating equation is used in [1] to estimate an unknown parameter β that completely determines the distribution of the lifetime T i if the censoring scheme is given by (2) and (3):
We assume that G(t) > 0 for all real numbers t > 0.
Consistent estimators
Let all random variables constituting the sample be defined on a common probability space (Ω, F, P). The true value of the parameter β is denoted by b. Definition 3.1. A random vector β n ∈ Θ that is a solution of (5) (if it exists) is called an estimator of the vector β generated by the estimating function S n (β). We put β n = 0 for those elementary random events ω ∈ Ω for which the solution of equation (5) We introduce the following notation:
We also consider the following elementary estimating function:
Theorem 3.1. If the covariance matrix S of the random vector X is nonsingular, then a) with probability one, a solution of the estimating equation (6) exists starting with some random number n = n(ω); there also exists a sequence { β n } that satisfies Definition 3.1; b) the estimator of the vector of parameters β n is strongly consistent; in other words,
for every sequence β n satisfying Definition 3.1.
Proof. According to Lemma 6.1 given in the Appendix, we need to check conditions 1)-5) (listed in the statement of Lemma 6.1) for the functions S n (β) generated by (6) as well as for the following function: 
. , C n be independent and identically distributed. Moreover let G(t)
for all nonnegative Borel functions g(·, ·, ·).
Now we turn back to the proof of Theorem 3.1. Conditions 1)-3) of the continuity and boundedness can be checked quite easily. Thus we concentrate on the last two conditions of Lemma 6.1.
Condition 4) can be rewritten as follows: 
The matrix V is nonsingular, since the covariance matrix of the vector X is nonsingular. Now we check condition 5). Assume that S ∞ (β, b) = 0. Thus
which is equivalent to the system of equations:
Further we prove the following assertion.
Lemma 3.2.
The system of equations (7) is equivalent to the equality β = b if the matrix
Proof. We consider the case of E X = 0. The case of a nonzero expectation of the vector X is reduced to the previous one. System (7) is equivalent to the following system of equations with the function Φ(β) := E exp{β T Z}, where Z := 1 X :
Assume that the latter system holds for some β = b and consider the second derivative Φ (β) = E ZZ T exp{β T Z}. According to this system and the Taylor decomposition of Φ, we obtain
for some number ρ ∈ (0, 1). This means that E l T Φ (θ)l = 0 for the vector l :
almost surely. Thus l T Z = 0 almost surely. This contradicts the assumption that the matrix S is nonsingular.
If the censoring distribution function is known, we put Φ n (β) = 0. Then conditions 6) and 7) of Lemma 6.1 are satisfied. Therefore we checked all the assumptions of this lemma. This implies that there exists a sequence { β n } satisfying Definition 3.1 and that P b ( β n → b, n → ∞) = 1 for every such sequence { β n }. This completes the proof of Theorem 3.1.
The case where the regressor is bounded and the censoring distribution function is unknown
In Section 3 we studied the case where the censoring distribution function is known. Usually, however, the censoring distribution function is unknown. This is the case we consider below. Now we impose some extra assumptions concerning the censoring distribution of the regression of the regressor X and the error ε 1 , namely X ≤ L almost surely,
where L and N are some unknown constants. This implies that Y i = min{T i , C i } are bounded by a nonrandom constant K that depends on unknown regression parameters. Lemma 6.1 is used for the proof of the strong consistency in this case. We also use the Kaplan-Meier estimator introduced in [2] for the censoring distribution function. We construct this estimator from observations Y i and Δ i , i = 1, . . . , n. In doing so we exchange the lifetimes and censored data; that is, we consider
. . , n} we denote the total number of such observations. Then the function
is called the Kaplan-Meier estimator for the censoring life function.
Definition 4.1.
A random vector β n ∈ Θ that is a solution of the equation
for β ∈ Θ, (if a solution exists) is called the estimator of the vector β generated by the estimating function S n (β) for the case of an unknown censoring distribution function. We put β n = 0 for those elementary random events ω ∈ Ω for which a solution of equation (9) does not exist. Proof. We introduce the following notation:
where G is the censoring distribution function. Let G n be the Kaplan-Mayer estimator of the censoring distribution function. Then the estimating equation (9) can be rewritten in the following form: S n (β, G n ) = 0. Now we rewrite the estimating function as the sum S n (β, G n ) = S n (β, G) + Φ n (β), where
Now we are ready to apply Lemma 6.1, since the conditions of this lemma imposed on S n (β) and on the elementary estimating functions (6) are already checked in the proof of Theorem 3.1. It only remains to check the last two assumptions of Lemma 6.1. To do so, we introduce the following notation:
Condition 6) of Lemma 6.1 is satisfied if, for all β ∈ Θ,
almost surely. Now we estimate Φ n (β):
First we estimate the last factor in the above sum:
.
Note that the denominator on the right-hand side of the latter inequality is positive. Indeed, Theorem 6.1 implies that the inequality
holds almost surely starting with some random number. Further,
. . , n. This proves, indeed, that the denominator is positive almost surely starting with some random number. Further we apply the following property of the Kaplan-Meier estimator obtained in Theorem 6.1, namely
almost surely. This implies that
where T (K) is a random constant that depends on K. We also note that the denominator on the right-hand side of the latter inequality is positive almost surely starting with some random number n 0 (ω).
Applying the above results we rewrite inequality (10) as follows:
The strong law of large numbers implies that
almost surely. The latter expression is finite, since the exponential moments of U i are finite and since X ≤ L almost surely. Hence
almost surely, whence Φ n (β) → 0 almost surely as n → ∞. Therefore condition 6) of Lemma 6.1 holds. Condition 7) of Lemma 6.1 can be checked analogously by using the finiteness of exponential moments of U 1 and the boundedness of X 1 and ε 1 . In doing so, we make use of the following relation:
whence, by the law of large numbers,
and this shows that condition 7) of Lemma 6.1 holds, indeed, in view of lim n→∞ α n = 0 almost surely. Therefore Theorem 4.1 is proved.
Concluding remarks
We considered the case of a known censoring distribution function. We proved the strong consistency of the estimator of regression parameters. If the censoring distribution function is unknown, we use the Kaplan-Meier estimator. In this case, we impose some extra assumption on the regressor and on errors of observations to prove the strong consistency of the estimator. We will try to weaken these assumptions in forthcoming papers.
Appendix
Below are the results intensively used in the main part of the paper. We denote by b the true value of the parameter β to be estimated; we assume that the parameter belongs to a known convex and compact set Θ of a Euclidean space.
We use Definition 3.1 of the estimator β n . According to the setting above, we observe the random variables W i , Δ i , and Y i , i = 1, . . . , n, defined by (2)-(4). 
Lemma 6.1. Consider a function q(β, W, Δ, Y ) that is Borel with respect to the set of all its arguments. We further consider the estimating equation
We further assume that the random functions Φ n (β) = Φ n (β, ω), n ≥ 1, are such that 6) Φ n (β) → 0 with probability one as n → ∞ for all β ∈ Θ; Φ n (·) ∈ C 1 (Θ) almost surely; 7) almost surely,
Then a) a solution of the estimating equation S n (β) + Φ n (β) = 0, β ∈ Θ, exists with probability one starting with some random number n = n(ω); also, there exists a sequence of estimators { β n } that, starting with some random number n = n(ω), satisfies Definition 3.1; b) the estimator β n of the vector of parameters is strongly consistent (in other words, P β n → b, n → ∞ = 1 for all such sequences).
The proof of Lemma 6.1 is based on Theorem 12.1 of the paper [3] where the existence of a solution of the estimating equation is proved. The existence of a (measurable) estimator follows from a result of [6] . The strong consistency is proved with the help of the theory of estimating equations. A similar assertion is given in [5] (see Theorem 1 therein).
The Kaplan-Meier estimator (8) is used to estimate an unknown parameter β under the censorship if the censoring distribution function is unknown. Therefore one needs to estimate the censoring distribution function G from observations Y i and Δ i , i = 1, . . . , n, forming the censoring scheme (2) and (3). Below is a result of [2] describing some of the properties of the estimator G n . 
