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Abstract
We study approximation properties of sequences of centered additive random fields
Yd, d ∈ N. The average case approximation complexity n
Yd(ε) is defined as the minimal
number of evaluations of arbitrary linear functionals that is needed to approximate Yd
with relative 2-average error not exceeding a given threshold ε ∈ (0, 1). We investi-
gate the growth of nYd(ε) for arbitrary fixed ε ∈ (0, 1) and d → ∞. Under natural
assumptions we obtain general results concerning asymptotics of nYd(ε). We apply our
results to additive random fields with marginal random processes corresponding to the
Korobov kernels.
Keywords and phrases : additive random fields, average case approximation complexity,
asymptotic analysis, Korobov kernels.
1 Introduction and problem setting
Let Xj(t), t ∈ [0, 1], be a given sequence of zero-mean random processes with continuous
covariance functions KXj (t, s), t, s ∈ [0, 1], j ∈ N, where N is the set of positive integers.
For every d ∈ N on some probability space we consider a zero-mean random field Yd(t),
t ∈ [0, 1]d, with the following covariance function:
KYd(t, s) =
d∑
j=1
KXj (tj , sj), (1)
where t = (t1, . . . , td) and s = (s1, . . . , sd) are from [0, 1]
d. Random fields of such type can be
constructed from the marginal processes in the following way. Let the random processes Xj ,
j ∈ N, be defined on some probability space. Let Xj, j ∈ N, be uncorrelated or independent.
Then for every d ∈ N the random field
Yd(t) :=
d∑
j=1
Xj(tj), t = (t1, . . . , td) ∈ [0, 1]
d,
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will have the covarience function (1).
Random fields with the described covariance structure belong to wide class of additive
random fields, whose study is of rather big interest. For example, they are used in approx-
imation of more complicated random fields and appear in the theory of intersections and
selfintersections of Brownian processes (see [1] and the references given there).
We will study approximation properties of defined additive random fields Yd, d ∈ N.
Namely, every Yd(t), t ∈ [0, 1]d, is considered as a random element of the space L2([0, 1]d) with
scalar product ( ·, ·)2,d and norm ‖ · ‖2,d. We will investigate the average case approximation
complexity (simply the approximation complexity for short) of Yd, d ∈ N:
nYd(ε) := min
{
n ∈ N : eYd(n) 6 ε eYd(0)
}
, (2)
where ε ∈ (0, 1) is a given error threshold, and
eYd(n) := inf
{(
E
∥∥Yd − Y˜ (n)d ∥∥22,d)1/2 : Y˜ (n)d ∈ AYdn }
is the smallest 2-average error among all linear approximations of Yd, d ∈ N, having rank
n ∈ N. The corresponding classes of linear algorithms are denoted by
AYdn :=
{ n∑
m=1
(Yd, ψm)2,d ψm : ψm ∈ L2([0, 1]
d)
}
, d ∈ N, n ∈ N.
We always work with relative errors, taking into account the following “size” of Yd:
eYd(0) :=
(
E ‖Yd‖
2
2,d
)1/2
<∞,
which is the approximation error of Yd by zero element.
The approximation complexity nYd(ε) is considered as a function depending on two vari-
ables d ∈ N and ε ∈ (0, 1). Namely, we will investigate the asymptotic behaviour of nYd(ε)
for arbirarily small fixed ε and d → ∞. We assume that covariance characteristics of every
marginal process Xj , j ∈ N, are known. More precisely, by assumption, we know eigenvalues
and traces of covariance operators of Xj , j ∈ N.
Multivariate approximation problems for additive random fields have been considered
in the papers [5] and [6] in a variety of settings. However, additive random fields are still
less investigated than the tensor product-type ones, whose covariance functions are defined
as products of marginal ones (see [4] and the reference given there). Indeed, in [5] and [6]
the authors studied only the homogeneous case, where approximated additive random fields
constructed (in a special way) from copies of one marginal process. We are not aware any
results for the non-homogeneous case, where the random fields are composed of a whole
sequence of marginal random processes with generally different covariance functions. For
tensor product-type random fields these cases have been comprehensively studied within
described average case setting in [3]. This our work is the first step to this direction for
additive random fields.
The paper is organized as follows. In Section 2 we provide necessary preliminaries and
formulate main assumptions and basic propositions. In Section 3 we infer an integral repre-
sentation of the approximation complexity, which will be useful for the next general asymp-
totic results. The corresponding theorems are formulated and proved in Section 4. Next,
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in Section 5 for illustration we apply our results to additive random fields with marginal
random processes corresponding to the Korobov kernels.
For convenience, throughout the paper we will use the following unified notation for the
covariance characteristics of random processes and fields. Let Z(t), t ∈ [0, 1]n, be a given
zero-mean random process or field with sample paths from L2([0, 1]
n) with some n ∈ N.
We will denote by KZ and KZ the covariance operator and the covariance function of Z(t),
t ∈ [0, 1]n, respectively. From analytic point of view, KZ is an integral operator with kernel
KZ , which acts by the following formula
KZf(t) :=
∫
[0,1]n
KZ(t, s)f(s) ds, f ∈ L2([0, 1]
n), t ∈ [0, 1]n.
Let (λZk )k∈N and (ψ
Z
k )k∈N denote the non-increasing sequence of eigenvalues and the corre-
sponding sequence of eigenvectors of KZ respectively. Then KZψZk (t) = λ
Z
k ψ
Z
k (t), k ∈ N,
t ∈ [0, 1]n. Here if KZ is of rank p ∈ N, then we formally set λZk := 0, and ψ
Z
k ≡ 0 for k > p.
Let ΛZ denote the trace of KZ , i.e. ΛZ :=
∑∞
k=1 λ
Z
k .
Also we will use the following notation. We denote by R the set of real numbers. For
any function f we will denote by C(f) the set of all its continuity points and by f−1 the
generalized inverse function f−1(y) := inf
{
x ∈ R : f(x) > y
}
, where y is from the range
of f . By distribution function F we mean a non-decreasing function F on R that is right-
continuous on R, limx→−∞ F (x) = 0, and limx→∞ F (x) = 1. We write the expectation of
a random variable Z as EZ. The relation an ∼ bn means that an/bn → 1, n → ∞. The
quantity 1(A) equals one for the true logic propositions A and zero for the false ones. The
number of elements of a finite set B is denoted by #(B). The functions x 7→ ⌊x⌋ and x 7→ ⌈x⌉
are floor and ceiling functions respectively, i.e. ⌊x⌋ = k ∈ Z whenever k 6 x < k + 1, and
⌈x⌉ = k ∈ Z whenever k − 1 < x 6 k. For any numbers x and y the notation x =
1
y means
that y 6 x 6 y + 1.
2 Preliminaries and main assumptions
The approximation complexity nYd(ε) can be described in terms of eigenvalues of KYd .
It is well known (see [9]) that for any n ∈ N the following n-rank random field
Y˜
(n)
d (t) :=
n∑
k=1
(Yd, ψ
Yd
k )2,d ψ
Yd
k (t), t ∈ [0, 1]
d, (3)
minimizes the 2-average case error. Hence formula (2) is reduced to
nYd(ε) = min
{
n ∈ N : E
∥∥Yd − Y˜ (n)d ∥∥22,d 6 ε2E ‖Yd‖22,d}, d ∈ N, ε ∈ (0, 1).
On account of (3) and E (Yd, ψ
Yd
k )
2
2,d = (ψ
Yd
k , K
YdψYdk )2,d = λ
Yd
k , k ∈ N, we infer the following
representation of the approximation complexity nYd(ε) in terms of λYdk , k ∈ N:
nYd(ε) = min
{
n ∈ N :
∞∑
k=n+1
λYdk 6 ε
2 ΛYd
}
= min
{
n ∈ N :
n∑
k=1
λYdk > (1− ε
2)ΛYd
}
, d ∈ N, ε ∈ (0, 1). (4)
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Thus the behaviour of distributions of eigenvalues of KYd fully determines the growth of
nYd(ε) as d→∞.
Under the additive structure (1), the numbers λYdk , k ∈ N, are generally unknown or
not easily depend on λ
Xj
k , k ∈ N, j ∈ N. However, under the following assumption, we can
explicitly describe the eigenvalues λYdk , k ∈ N.
Basic assumption. For every j ∈ N there exist ψ0 ∈ {ψ
Xj
1 , ψ
Xj
2 , . . . , ψ
Xj
k , . . .} such that
ψ0(t) = 1 for all t ∈ [0, 1].
There exist important processes with an eigenvector, which is identically 1 (see [2]). We
will make this assumption throughout the paper without saying.
We now decribe the structure of (λYdk )k∈N, d ∈ N. For every j ∈ N let us denote by λ¯
Xj
0 the
eigenvalue, which is corresponded to identical 1. Let (λ¯
Xj
k )k∈N and (ψ¯
Xj
k )k∈N denote the non-
increasing sequence of remaining eigenvalues and the corresponding sequence of eigenvectors
of KXj , respectively. We set Λ¯Xj :=
∑
k∈N λ¯
Xj
k = Λ
Xj − λ¯
Xj
0 , j ∈ N. The basic assumption
ensures that the family
{1} ∪
{
ψ¯
Xj
k (tj) : k ∈ N, j = 1, . . . , d,
}
, (t1, . . . , td) ∈ [0, 1]
d, (5)
is an orthogonal system in L2([0, 1]
d) for every d ∈ N. Indeed, it is easily seen that
1, ψ¯
Xj
1 (tj), ψ¯
Xj
2 (tj), . . . , ψ¯
Xj
k (tj), . . . ,
are orthogonal in L2([0, 1]
d) for every j = 1, . . . , d, and d ∈ N. Next, from the basic assump-
tion we conclude that∫
[0,1]
ψ¯
Xj
k (tj) dtj = 0, k ∈ N, j = 1, . . . , d, d ∈ N.
Therefore for all d ∈ N and j, l = 1, . . . , d, j 6= l, we have∫
[0,1]d
ψ¯
Xj
k (tj) ψ¯
Xl
m (tl) dt =
∫
[0,1]
ψ¯
Xj
k (tj) dtj
∫
[0,1]
ψ¯Xlm (tl) dtl = 0, k,m ∈ N.
Thus orthogonality of (5) is shown. Using this it is easy to check that for every d ∈ N
identical 1 is an eigenvector of KYd with the eigenvalue λ¯Yd0 :=
∑d
j=1 λ¯
Xj
0 , and that the pairs
λ¯
Xj
m and ψ¯
Xj
k (tj), tj ∈ [0, 1], for all j = 1, . . . , d, and k ∈ N, are remaining eigenpairs of K
Yd .
For every d ∈ N we will denote analogously by (λ¯Ydk )k∈N the non-increasing sequence
of eigenvalues, which are corresponded to eigenvectors of KYd from the family (5) without
identical 1. We also set Λ¯Yd :=
∑
m∈N λ¯
Yd
m = Λ
Yd − λ¯Yd0 , d ∈ N. It is easily seen that
ΛYd =
d∑
j=1
ΛXj , Λ¯Yd =
d∑
j=1
Λ¯Xj , d ∈ N.
Let us consider the sequence γd = λ¯
Yd
0 /Λ
Yd, d ∈ N. We exclude the trivial case when
γd = 1 for every d ∈ N. If γd tends to 1 as d→∞, then from (4) we conclude nYd(ε) = 1 for
every ε ∈ (0, 1) and all sufficiently large d ∈ N. If γd has not a limit, then the behaviour of
nYd(ε) can be rather unregular. In order to exclude these cases we will make the following
assumption.
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Assumption 1 The sequence
λ¯Yd0
ΛYd
=
∑d
j=1 λ¯
Xj
0∑d
j=1 Λ
Xj
, d ∈ N,
has a limit, which is strictly less than 1.
Let ε0 be the number from (0, 1] such that 1− ε20 = lim
d→∞
(
λ¯Yd0 /Λ
Yd
)
, i.e.
1− ε20 = lim
d→∞
∑d
j=1 λ¯
Xj
0∑d
j=1 Λ
Xj
, (6)
or, in other form,
ε20 = lim
d→∞
∑d
j=1 Λ¯
Xj∑d
j=1Λ
Xj
.
If ε0 ∈ (0, 1), then for every ε ∈ (ε0, 1) the inequality λ¯
Yd
0 /Λ
Yd > 1 − ε2 is satisfied for all
sufficiently large d ∈ N. By the formula (4), we have nYd(ε) = 1 for such ε and d. In view
of these remarks, we will consider the approximation complexity nYd(ε) only for ε ∈ (0, ε0)
under Assumption 1.
Proposition 1 Let Xj, j ∈ N, satisfy Assumption 1. Let ε0 ∈ (0, 1] be the number from (6).
The following conditions are equivalent:
(i) lim
d→∞
nYd(ε) =∞ for every ε ∈ (0, ε0);
(ii) max
j=1,...,d
λ¯
Xj
1 = o
(∑d
j=1 Λ¯
Xj
)
, d→∞.
Proof. (i) ⇒ (ii). Suppose that contrary to our claim, there exists a sequence (dl)l∈N of
positive integers such that
max
j=1,...,dl
λ¯
Xj
1 ∼ c
dl∑
j=1
Λ¯Xj , l →∞, for some c ∈ (0, 1 ].
Since
max
j=1,...,d
λ¯
Xj
1 = λ¯
Yd
1 , and
d∑
j=1
Λ¯Xj = ΛYd − λ¯Yd0 , for all d ∈ N, (7)
we have λ¯
Ydl
1 ∼ c ε
2
0Λ
Ydl and, consequently, λ¯
Ydl
0 + λ¯
Ydl
1 ∼
(
1 − (1 − c) ε20
)
ΛYdl as l → ∞, by
Assumption 1. Next, we choose ε ∈ (0, 1) to satisfy (1− c) ε20 < ε
2 < ε20. Then λ¯
Ydl
0 + λ¯
Ydl
1 >
(1− ε2)ΛYdl for all sufficiently large l. This gives nYdl (ε) 6 2, which contradicts (i).
(i)⇐ (ii). Let us arbitrarily fix ε ∈ (0, ε0), where ε0 ∈ (0, 1]. On account of Assumption 1,
(ii) and (7), we have λ¯Yd0 ∼ (1−ε
2
0)Λ
Yd and λ¯Yd1 = o(Λ
Yd), d→∞. If ε0 = 1, then λ¯
Yd
0 = o(Λ
Yd),
d→∞, and (i) follows from the formula (4) and the inequality
nYd(ε) >
nYd(ε)∑
m=1
λYdm
λYd1
=
nYd (ε)∑
m=1
λYdm
max{λ¯Yd0 , λ¯
Yd
1 }
>
(1− ε2)ΛYd
max{λ¯Yd0 , λ¯
Yd
1 }
.
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If ε0 < 1, then for all sufficiently large d the eigenvalue λ¯
Yd
0 is the largest of eigenvalues λ
Yd
k ,
k ∈ N, i.e. λYd1 = λ¯
Yd
0 and, consequently, λ
Yd
2 = λ¯
Yd
1 . By Assumption 1, for all sufficiently large
d ∈ N we have λ¯Yd0 < (1− ε
2)ΛYd, i.e. nYd(ε) > 2. Therefore the following inequalities hold
nYd(ε)− 1 >
nYd (ε)∑
m=2
λYdm
λYd2
>
(1− ε2)ΛYd − λYd1
λYd2
=
(1− ε2)ΛYd − λ¯Yd0
λ¯Yd1
.
The last quantity is equivalent to (ε20 − ε
2)ΛYd/λ¯Yd1 as d → ∞, where the latter tends to
infinity. This implies (i). ✷
On account of Proposition 1, in order to obtain the asymptotic results concerning nYd(ε),
we have to make the following asumption, which seems, however, rather weak.
Assumption 2 The following equality holds
max
j=1,...,d
λ¯
Xj
1 = o
( d∑
j=1
Λ¯Xj
)
, d→∞.
Remark 1 Under Assumption 2 the series
∑∞
j=1 Λ¯
Xj diverges.
Proof. Suppose, contrary to our claim, that
∑∞
j=1 Λ¯
Xj converges. Set d0 := min{j ∈ N :
λ
Xj
1 > 0}. There exists d1 > d0 such that Λ¯
Xd < λ¯
Xd0
1 for all d > d1. This gives
max
j=1,...,d
λ¯
Xj
1 = max
j=1,...,d1
λ¯
Xj
1 for all d > d1.
The latter maximum is not smaller than λ
Xd0
1 > 0. Hence equality in Assumption 2 could
not be satisfied, a contradiction. ✷
Let us formulate a useful sufficient condition of boundedness of the approximation com-
plexity nYd(ε) on d ∈ N for every fixed ε ∈ (0, 1).
Proposition 2 If the series
∑∞
j=1 Λ¯
Xj converges, then
sup
d∈N
nYd(ε) <∞, for all ε ∈ (0, 1). (8)
Proof. Let us consider the series
∑∞
j=1 λ¯
Xj
0 . If this diverges, then the sequence
λ¯Yd0
ΛYd
=
∑d
j=1 λ¯
Xj
0∑d
j=1 λ¯
Xj
0 +
∑d
j=1 Λ¯
Xj
, d ∈ N,
tends to 1. By the remarks before Assumption 1, we have nYd(ε) = 1 for all sufficiently large
d ∈ N. This implies (8). If the series
∑∞
j=1 λ¯
Xj
0 converges, then Assumption 1 holds. Let
ε0 ∈ (0, 1] be the number from (6). Next, we find d0 ∈ N such that
0 < Λ¯Yd/ΛYd = 1− λ¯Yd0 /Λ
Yd 6 2ε20, for all d ∈ N, d > d0. (9)
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Let λ¯∞m , m ∈ N, be non-increasing sequence, which consists of all numbers λ¯
Xj
k , j ∈ N,
k ∈ N. On account of the structure of λ¯Ydk , k ∈ N, d ∈ N, we have
1
Λ¯Yd
∞∑
k=N
λ¯Ydk 6
1
Λ¯Yd0
∞∑
k=N
λ¯Ydk 6
1
Λ¯Yd0
∞∑
k=N
λ¯∞k , for all d ∈ N, d > d0.
Since
∑∞
j=1 Λ¯
Xj converges and λ¯∞k , k ∈ N, are non-negative, the series
∞∑
k=1
λ¯Y∞k also converges.
From this and the previous inequalities we conclude that
sup
d∈N,d>d0
1
Λ¯Yd
∞∑
k=N
λ¯Ydk → 0, N →∞.
Let us choose Nε ∈ N such that
Nε∑
k=1
λ¯Ydk >
(
1− (ε/ε0)
2/2
)
Λ¯Yd, for all d ∈ N, d > d0. (10)
For these d the inequalities (9) and (10) imply
λ¯Yd0 +
Nε∑
k=1
λ¯Ydk = Λ
Yd − Λ¯Yd +
Nε∑
k=1
λ¯Ydk
> ΛYd − Λ¯Yd +
(
1− (ε/ε0)
2/2
)
Λ¯Yd
= ΛYd − (ε/ε0)
2Λ¯Yd/2
> (1− ε2)ΛYd.
By the formula (4) for nYd(ε), we have nYd(ε) 6 1 +Nε for all d ∈ N, d > d0. Obviously, for
every ε ∈ (0, 1) there exists a number Mε > 0 such that n
Yd(ε) < Mε for all d = 1, . . . , d0.
Thus (2) is proved. ✷
3 Integral representation of approximation complexity
Here we will infer a useful integral representation of nYd(ε). This will be a base for our
next results.
Let (εd)d∈N be the sequence of numbers from [0, 1] such that
ε2d =
∑d
j=1 Λ¯
Xj∑d
j=1Λ
Xj
= 1−
∑d
j=1 λ¯
Xj
0∑d
j=1Λ
Xj
, d ∈ N. (11)
As we said before Assumption 1, we always suppose that εd > 0 for all d ∈ N perhaps except
a finite number. Let us introduce the following important sequence of distribution functions:
Fd(x) :=
∑d
j=1
∑∞
k=1 λ¯
Xj
k 1
(
λ¯
Xj
k > e
−x
)∑d
j=1 Λ¯
Xj
, x ∈ R, d ∈ N. (12)
The next theorem shows that for every d ∈ N the approximation complexity nYd(ε) is in
fact fully determined by the function Fd. Moreover, we will see below that the sequence Fd,
d ∈ N, is convenient to obtain asymptotics of nYd(ε) as d→∞.
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Theorem 1 For every d ∈ N such that εd > 0, and for every ε ∈ (0, εd) the approximation
complexity nYd(ε) admits the following representation
nYd(ε) =
1
⌈
d∑
j=1
Λ¯Xj ·
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dy
⌉
. (13)
Proof. Fix d ∈ N such that εd > 0 and ε ∈ (0, εd). Let us consider the quantity
n¯Yd(ε) := min
{
n ∈ N : λ¯Yd0 +
n∑
m=1
λ¯Ydm > (1− ε
2)ΛYd
}
.
If λ¯Yd0 ∈ {λ
Yd
1 , . . . , λ
Yd
nYd(ε)
}, then n¯Yd(ε) = nYd(ε) − 1. If λ¯Yd0 /∈ {λ
Yd
1 , . . . , λ
Yd
nYd(ε)
}, i.e. λ¯Yd0 <
λYd
nYd(ε)
, then n¯Yd(ε) = nYd(ε)− 1 or n¯Yd(ε) = nYd(ε). Thus nYd(ε) =
1
n¯Yd(ε).
Let us represent n¯Yd(ε) in the following form:
n¯Yd(ε) = min
{
n ∈ N :
n∑
m=1
λ¯Ydm > (1− ε
2)ΛYd − λ¯Yd0
}
= min
{
n ∈ N :
n∑
m=1
λ¯Ydm > (ε
2
d − ε
2)ΛYd
}
= min
{
n ∈ N :
n∑
m=1
λ¯Ydm >
(
1− (ε/εd)
2
)
Λ¯Yd
}
.
It is not difficult to check that
n¯Yd(ε) =
⌈
Nd(ε)−Rd(ε)
⌉
, (14)
where
Nd(ε) := #
{
k ∈ N : λ¯Ydk > λ¯
Yd(ε)
}
,
Rd(ε) :=
1
λ¯Yd(ε)
( ∞∑
k=1
λ¯Ydk 1
(
λ¯Ydk > λ¯
Yd(ε)
)
−
(
1− (ε/εd)
2
)
Λ¯Yd
)
,
λ¯Yd(ε) := λ¯Yd
n¯Yd (ε)
.
First observe that
− ln λ¯Yd(ε) = inf
{
x ∈ R :
∞∑
k=1
λ¯Ydk 1
(
λ¯Ydk > e
−x
)
>
(
1− (ε/εd)
2
)
Λ¯Yd
}
= inf
{
x ∈ R :
d∑
j=1
∞∑
k=1
λ¯
Xj
k 1
(
λ¯
Xj
k > e
−x
)
>
(
1− (ε/εd)
2
) d∑
j=1
Λ¯Xj
}
= inf
{
x ∈ R : Fd(x) > 1− (ε/εd)
2
}
= F−1d
(
1− (ε/εd)
2
)
.
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Define pd(ε) := Fd
(
− ln λ¯Yd(ε)
)
. Since Fd is discontinuous at (− ln λ¯
Yd(ε)), we have the
inequality Fd
(
− ln λ¯Yd(ε) − 0
)
< pd(ε). By the right-continuity of Fd, we have pd(ε) >
1− (ε/εd)2. Therefore
F−1d (p) = − ln λ¯
Yd(ε), 1− (ε/εd)
2
6 p 6 pd(ε). (15)
Let Vd = {vd,1, vd,2, . . . , vd,k, . . .} be the set of all positive values of the eigenvalues λ¯
Yd
k , k ∈
N. Here we assume that vd,1 > vd,2 > . . . > vd,k > . . . . The set Vd can be finite or infinite,
and in the latter case we formally write #(Vd) = ∞. Next, we define md,k := #{m ∈ N :
λ¯Ydm = vd,k} and xd,k := − ln vd,k, k = 1, 2, . . . ,#(Vd). Observe that for these k we have
md,k
vd,k
Λ¯Yd
= Fd(xd,k)− Fd(xd,k−1), (16)
and also
xd,k = F
−1
d (p), p ∈
(
Fd(xd,k−1), Fd(xd,k)
]
, (17)
where we formally set xd,0 := −∞ and Fd(xd,0) := 0.
We now consider Nd(ε):
Nd(ε) =
∑
k∈N:
λ¯
Yd
k
>λ¯Yd (ε)
1 =
∑
k∈N:
λ¯
Yd
k
>λ¯Yd(ε)
(
Λ¯Yd
λ¯Ydk
·
λ¯Ydk
Λ¯Yd
)
.
Rewrite this in terms of vd,k:
Nd(ε) =
#(Vd)∑
k=1
(
Λ¯Yd
vd,k
·md,k
vd,k
Λ¯Yd
)
1
(
vd,k > λ¯
Yd(ε)
)
.
Using (16) and (17) we get
Nd(ε) = Λ¯
Yd
#(Vd)∑
k=1
exd,k
(
Fd(xd,k)− Fd(xd,k−1)
)
1
(
xd,k 6 − ln λ¯
Yd(ε)
)
= Λ¯Yd
#(Vd)∑
k=1
(
exd,k
Fd(xd,k)∫
Fd(xd,k−1)
dy · 1
(
xd,k 6 − ln λ¯
Yd(ε)
))
= Λ¯Yd
#(Vd)∑
k=1
( Fd(xd,k)∫
Fd(xd,k−1)
eF
−1
d
(y) dy · 1
(
xd,k 6 − ln λ¯
Yd(ε)
))
.
Since − ln λ¯Yd(ε) ∈
{
xd,k : k = 1, 2, . . . ,#(Vd)
}
, we have
Nd(ε) = Λ¯
Yd
pd(ε)∫
0
exp
{
F−1d (y)
}
dy =
d∑
j=1
Λ¯Xj ·
pd(ε)∫
0
exp
{
F−1d (y)
}
dy. (18)
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We next consider Rd(ε). According to structure of λ¯
Yd
k , k ∈ N, and definition of Fd, we
can write
Rd(ε) =
1
λ¯Yd(ε)
( d∑
j=1
∞∑
k=1
λ¯
Xj
k 1
(
λ¯
Xj
k > λ¯
Yd(ε)
)
−
(
1− (ε/εd)
2
) d∑
j=1
Λ¯Xj
)
,
=
∑d
j=1 Λ¯
Xj
λ¯Yd(ε)
(
Fd
(
− ln λ¯Yd(ε)
)
−
(
1− (ε/εd)
2
))
=
∑d
j=1 Λ¯
Xj
λ¯Yd(ε)
(
pd(ε)−
(
1− (ε/εd)
2
))
=
d∑
j=1
Λ¯Xj · exp
{
− ln λ¯Yd(ε)} ·
pd(ε)∫
1−(ε/εd)2
dy.
On account of (15), we have
Rd(ε) =
d∑
j=1
Λ¯Xj ·
pd(ε)∫
1−(ε/εd)2
exp
{
F−1d (y)
}
dy. (19)
Substituting (18) and (19) into (14), we obtain
n¯Yd(ε) =
⌈
d∑
j=1
Λ¯Xj ·
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dy
⌉
.
The required representation of nYd(ε) immediately follows from the equality nYd(ε) =
1
n¯Yd(ε),
which has already been got above. ✷
This theorem yields in fact an exact expression for nYd(ε) in the homogeneous case.
Namely, we assume KX1 = KX2 = . . . = KXj = . . . . Therefore Xj , j ∈ N, have the same
covariance operators and their eigenvalues. Let us denote λ¯k := λ¯
Xj
k , k ∈ N ∪ {0}, and
Λ := ΛXj , Λ¯ := Λ¯Xj . Thus we have
d∑
j=1
Λ¯Xj = dΛ¯, d ∈ N.
Observe that the sequence (εd)d∈N is constant:
ε2d =
∑d
j=1 Λ¯
Xj∑d
j=1 Λ
Xj
=
Λ¯
Λ
, d ∈ N.
Denote ε0 := (Λ¯/Λ)
1/2, i.e. εd = ε0, d ∈ N. It is easily seen that all Fd are equal to the
following function
F (x) :=
1
Λ¯
∞∑
k=1
λ¯k1
(
λ¯k > e
−x
)
, x ∈ R.
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Thus from (13) we infer the following expression of the approximation complexity nYd(ε)
for the homogeneous case:
nYd(ε) =
1
⌈
dΛ¯ ·
1−(ε/ε0)2∫
0
exp
{
F−1(y)
}
dy
⌉
, ε ∈ (0, ε0), d ∈ N.
We see that nYd(ε) grows on d as the linear function d 7→ Cεd, where the component Cε is
constant for fixed ε ∈ (0, ε0).
In the non-homogeneous case the formula (13) does not give directly the character of
growth of nYd(ε) on d, because for every d ∈ N the function Fd can be rather difficult. The
problem is solved by asymptotic analysis of nYd(ε) as d→∞, under some regular behaviour
of distributions of eigenvalues λ
Xj
k , k ∈ N, j ∈ N.
4 Asymptotic analysis of approximation complexity
In this section we will obtain general results concerning asymptotics of nYd(ε) for fixed
ε and d → ∞. Theorems 2 and 3 below show that if for large j ∈ N the distribution of
λ¯
Xj
k , k ∈ N, behaves regularly (say as U), and if for large d ∈ N the distribution of weights
Λ¯X1, . . . , Λ¯Xd (in the common “size” Λ¯Yd =
∑d
j=1 Λ¯
Xj of Yd) is also regular (say as W ), then
the growth of the approximation complexity nYd(ε) is regular, and we can find its asymptotics
as d→∞. The form of the asymptotics depends on the distribution functions U and W .
Theorem 2 Let Xj, j ∈ N, satisfy Assumptions 1 and 2. Let ε0 ∈ (0, 1] be the number from
(6). Suppose that
1
Λ¯Xj
∞∑
k=1
λ¯
Xj
k 1
(
− ln λ¯
Xj
k − ℓj 6 x
)
→ U(x), j →∞, for all x ∈ C(U), (20)
with a distribution function U and a monotonic sequence (ℓj)j∈N. Let s = 1 if (ℓj)j∈N is
non-decreasing, and s = −1 if (ℓj)j∈N is non-increasing. Next, suppose that∑d
j=1 Λ¯
Xj1
(
s · (ℓj − ad) 6 x
)∑d
m=1 Λ¯
Xm
→W (x), d→∞, for all x ∈ C(W ), (21)
with a distribution function W and a sequence (ad)d∈N. Then for every ε ∈ (0, ε0)
nYd(ε) ∼ ead
d∑
j=1
Λ¯Xj
1−(ε/ε0)2∫
0
exp
{
F−1(y)
}
dy, d→∞, (22)
where F (x) =
∞∫
−∞
U(x− s · v) dW (v), x ∈ R.
Proof. Let εd and Fd, d ∈ N, be defined by (11) and (12) respectively. By Assumption 1,
we have εd → ε0 as d → ∞. Fix ε ∈ (0, ε0). Thus Theorem 1 yields the representation (13)
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of nYd(ε) for all sufficiently large d ∈ N. According to Assumption 2 and Proposition 1, we
have nYd(ε)→∞ as d→∞. In particular, it follows that
nYd(ε) ∼
d∑
j=1
Λ¯Xj
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dy, d→∞. (23)
Let us consider the sequence of distribution functions Fd, d ∈ N. We first show that
Fd(x+ ad)→ F (x), d→∞, for all x ∈ C(F ), (24)
with the required F . Define the distribution functions
Uj(x) :=
1
Λ¯Xj
∞∑
k=1
λ¯
Xj
k 1
(
λ¯
Xj
k > e
−x
)
, x ∈ R, j ∈ N. (25)
Let us represent Fd, d ∈ N, in the following form
Fd(x) =
d∑
j=1
(
Λ¯Xj∑d
m=1 Λ¯
Xm
· Uj(x)
)
, x ∈ R, d ∈ N.
For every d ∈ N we define
wd(y) :=
d∑
k=1
Λ¯Xk1
(
k 6 y
)∑d
m=1 Λ¯
Xm
, y ∈ R, and νd(z) := w
−1
d (z), z ∈ (0, 1). (26)
Observe that
Λ¯Xj∑d
m=1 Λ¯
Xm
=
wd(j)∫
wd(j−1)
dz, νd(z) = j, z ∈
(
wd(j − 1), wd(j)
]
,
and also
Uj(x) =
1∫
0
1
(
y 6 Uj(x)
)
dv =
1∫
0
1
(
U−1j (y) 6 x
)
dy, x ∈ R,
for any d ∈ N and j = 1, . . . , d. In the latter equality we used the well known property:
G(t) > p iff G−1(p) 6 t, (27)
for any p ∈ (0, 1), t ∈ R, and distribution function G (see [8], p. 304). By the above, for any
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x ∈ R and d ∈ N we have
Fd(x) =
d∑
j=1
( wd(j)∫
wd(j−1)
dz ·
1∫
0
1
(
U−1j (y) 6 x
)
dy
)
=
d∑
j=1
wd(j)∫
wd(j−1)
( 1∫
0
1
(
U−1νd(z)(y) 6 x
)
dy
)
dz
=
1∫
0
( 1∫
0
1
(
U−1νd(z)(y) 6 x
)
dy
)
dz
=
∫∫
[0,1]2
1
(
U−1νd(z)(y) 6 x
)
dy dz. (28)
Let us consider the sequence U−1νd(z)(y), d ∈ N. It is well known that for n→∞
Gn(t)→ G(t) for all t ∈ C(G) iff G
−1
n (p)→ G
−1(p) for all p ∈ C(G−1), (29)
where Gn, n ∈ N, and G are distribution functions (see [8] p. 305). Hence from (20) we have
U−1j (y)− ℓj → U
−1(y), j →∞,
for all y ∈ C(U−1). On account of Remark 1, it is a simple matter to see that νd(z) → ∞
for all z ∈ (0, 1). Therefore
U−1νd(z)(y) = U
−1(y) + ℓνd(z) + o(1), d→∞, (30)
for all y ∈ C(U−1) and z ∈ (0, 1).
We now consider the sequence ℓνd(·), d ∈ N. By the definition of νd(z) and the assumption
of monotonicity of (ℓj)j∈N, for every z ∈ (0, 1) we have
d∑
j=1
Λ¯Xj1
(
s · ℓj 6 s · ℓνd(z)
)
>
d∑
j=1
Λ¯Xj1
(
j 6 νd(z)
)
> z
d∑
m=1
Λ¯Xm ,
and also
d∑
j=1
Λ¯Xj1
(
s · ℓj < s · ℓνd(z)
)
6
d∑
j=1
Λ¯Xj1
(
j < νd(z)
)
< z
d∑
m=1
Λ¯Xm .
This means that s · ℓνd(z) =W
−1
d (z), z ∈ (0, 1), where
Wd(y) :=
∑d
j=1 Λ¯
Xj1
(
s · ℓj 6 y
)∑d
m=1 Λ¯
Xm
, y ∈ R, d ∈ N. (31)
Since the assumption (21) gives the convergenceW−1d (z)−s·ad →W
−1(z) for all z ∈ C(W−1)
as d→∞ by (29), we thus obtain
s · (ℓνd(z) − ad)→W
−1(z), d→∞, for all z ∈ C(W−1),
13
i.e. we have
ℓνd(z) − ad → s ·W
−1(z), d→∞, for all z ∈ C(W−1). (32)
The relations (30) and (32) together yield
U−1νd(z)(y)− ad → U
−1(y) + s ·W−1(z), d→∞,
for all y ∈ C(U−1) and z ∈ C(W−1). From this we conclude that
1
(
U−1νd(z)(y)− ad 6 x
)
→ 1
(
U−1(y) + s ·W−1(z) 6 x
)
, d→∞, x ∈ R, (33)
for all y ∈ C(U−1) and z ∈ C(W−1) perhaps except y and z such that U−1(y)+s·W−1(z) = x.
Let us consider the integral∫∫
[0,1]2
1
(
U−1(y) + s ·W−1(z) 6 x
)
dy dz =
∫
[0,1]
( ∫
[0,1]
1
(
U−1(y) 6 x− s ·W−1(z)
)
dy
)
dv
=
∫
[0,1]
( ∫
[0,1]
1
(
y 6 U(x − s ·W−1(z)
)
dy
)
dz
=
∫
[0,1]
U(x− s ·W−1(z)
)
dz.
Here we used the property (27). Changing the variables, we get
∫
[0,1]
U(x− s ·W−1(z)
)
dz =
∞∫
−∞
U(x− s · v) dW (v) = F (x), x ∈ R.
It is easily seen that for every x ∈ C(F ) the set
{
(y, z) ∈ [0, 1]2 : U−1(y) + s ·W−1(z) = x
}
has zero Lebesgue measure zero. Hence the convergence (33) holds almost everywhere on
[0, 1]2. According to Lebesgue’s dominated convergence theorem, we have∫∫
[0,1]2
1
(
U−1νd(z)(y)− ad 6 x
)
dy dz →
∫∫
[0,1]2
1
(
U−1(y) + s ·W−1(z) 6 x
)
dy dz, d→∞,
i.e. we prove (24).
Next, we consider the integral from (23)
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dy = ead
1∫
0
Bd(y) dy,
where
Bd(y) := exp
{
F−1d (y)− ad
}
1
(
y 6 1− (ε/εd)
2
)
, y ∈ (0, 1), d ∈ N.
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By (29) the convergence (24) yield
F−1d (y)− ad → F
−1(y), d→∞, for all y ∈ C(F−1). (34)
On account of monotonicity of F−1, the set (0, 1) \ C(F−1) is countable. Hence we have
almost everywhere convergence of F−1d (y)− ad to F
−1(y) on (0, 1) as d→∞. This yields
Bd(y)→ exp
{
F−1(y)
}
1
(
y 6 1− (ε/ε0)
2
)
for almost all y ∈ (0, 1).
The functions Bd, d ∈ N, are uniformly bounded on (0, 1). Indeed, let us fix yε ∈ C(F−1)
such that 1− (ε/ε0)
2 6 yε < 1. Since F
−1
d , d ∈ N, are non-decreasing, we have
Bd(y) 6 exp
{
F−1d (yε)− ad
}
for all y ∈ (0, 1), d ∈ N.
By the relation (34), the sequence F−1d (yε)− ad converges to F
−1(yε), and hence bounded.
This gives uniform boundedness of Bd, d ∈ N. According to Lebesgue’s dominated conver-
gence theorem, we have
1∫
0
Bd(y) dy→
1∫
0
(
exp
{
F−1(y)
}
1
(
y 6 1− (ε/ε0)
2
))
dy, d→∞.
It exactly means that
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dy ∼ ead
1−(ε/ε0)2∫
0
exp
{
F−1(y)
}
dy, d→∞.
From this and (23) we come to (22). ✷
In some cases there is not any centering sequence (ad)d∈N to satisfy (21). Often this
problem is solved by introducing admissible norming sequence (bd)d∈N, which tends to infinity.
For these cases we have the following result.
Theorem 3 Let Xj, j ∈ N, satisfy Assumptions 1 and 2. Let ε0 ∈ (0, 1] be the number from
(6). Suppose that
1
Λ¯Xj
∞∑
k=1
λ¯
Xj
k 1
(
− ln λ¯
Xj
k − ℓj 6 x
)
→ U(x), j →∞, for all x ∈ C(U),
with a distribution function U and a monotonic sequence (ℓj)j∈N. Let s = 1 if (ℓj)j∈N is
non-decreasing, and s = −1 if (ℓj)j∈N is non-increasing. Next, suppose that∑d
j=1 Λ¯
Xj1
(
s · (ℓj − ad) 6 xbd
)∑d
m=1 Λ¯
Xm
→W (x), d→∞, for all x ∈ C(W ), (35)
with a distribution function W , a sequence (ad)d∈N and a positive sequence (bd)d∈N such that
bd →∞, d→∞. Then the following asymptotics holds
lnnYd(ε) = ln
( d∑
j=1
Λ¯Xj
)
+ ad + F
−1
(
1− (ε/ε0)
2
)
bd + o(bd), d→∞, (36)
for every ε ∈ (0, ε0) such that 1 − (ε/ε0)2 ∈ C(F−1). Here F (x) = W (x), x ∈ R, if s = 1,
and F (x) = 1−W (x− 0), x ∈ R, if s = −1.
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Proof. Let εd and Fd, d ∈ N, be defined by (11) and (12) respectively. By Assumption 1,
we have εd → ε0 as d → ∞. Let us choose ε ∈ (0, ε0) such that pε := 1 − (ε/ε0)2 belongs
to C(F−1). Thus Theorem 1 yields the representation (13) of nYd(ε) for all sufficiently large
d ∈ N.
Let us consider the sequence of distribution functions Fd, d ∈ N. We first show that
Fd(xbd + ad)→ F (x), d→∞, for all x ∈ C(F ). (37)
We define the functions Uj, νd andWd by formulas (25), (26) and (31) respectively. According
to (29), the assumption (35) gives the convergence
W−1d (z)− s · ad
bd
→ W−1(z), d→∞, for all z ∈ C(W−1).
In the proof of Theorem 2 it was shown that s · ℓνd(z) = W
−1
d (z), z ∈ (0, 1). Hence
ℓνd(z) − ad
bd
→ s ·W−1(z), d→∞, for all z ∈ C(W−1).
On account of the proved asymptotic relation (30), we have
U−1νd(z)(y)− ad
bd
= s ·W−1(z) + U−1(y)/bd + o(1/bd), d→∞.
for all y ∈ C(U−1) and z ∈ C(W−1). Since bd →∞, d→∞, by the assumption, we obtain
for these y and z
U−1νd(z)(y)− ad
bd
→ s ·W−1(z), d→∞. (38)
From the equality (28) we get
Fd(xbd + ad) =
∫∫
[0,1]2
1
(
U−1νd(z)(y)− ad 6 xbd
)
dy dz, x ∈ R, d ∈ N.
Now we consider the integral∫∫
[0,1]2
1
(
s ·W−1(z) 6 x
)
dy dz =
∫
[0,1]
1
(
s ·W−1(z) 6 x
)
dz =
∞∫
−∞
1
(
s · v 6 x
)
dW (v).
It is easy to check that the last integral is equal to F (x) for each x ∈ R. Let us fix x ∈ C(F ).
Then the set
{
(y, z) ∈ [0, 1]2 : s ·W−1(z) = x
}
has zero Lebesgue measure. This fact and
(38) together imply the convergence
1
(
U−1νd(z)(y)− ad 6 xbd
)
→ 1
(
s ·W−1(z) 6 x
)
, d→∞,
which holds for almost all (y, z) ∈ [0, 1]2. Next, using Lebesgue’s dominated convergence
theorem we conclude that∫∫
[0,1]2
1
(
U−1νd(z)(y)− ad 6 xbd
)
dy dz →
∫∫
[0,1]2
1
(
s ·W−1(z) 6 x
)
dy dz, d→∞.
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Thus we proved the convergence (37).
Next, we return to the formula (13). On account of Assumption 2 and Proposition 1, we
have nYd(ε) → ∞ as d → ∞. Fix arbitrarily small δ > 0. On account of bd → ∞, d → ∞,
we conclude that
nYd(ε) 6
d∑
j=1
Λ¯Xj ·
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dy · eδbd , (39)
for all large enough d ∈ N. Since every F−1d is non-decreasing, we have
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dx 6 exp
{
F−1d
(
1− (ε/εd)
2
)}
. (40)
The function F−1 is non-decreasing, and consequently the set C(F−1) is dense in the interval
(0, 1). Hence we can choose τ1 > 0 such that pε+τ1 ∈ C(F−1) and F−1(pε+τ1)−F−1(pε) 6 δ.
Since, by (29), the convergence (37) yields
F−1d (p)− ad
bd
→ F−1(p), d→∞, for all p ∈ C(F−1), (41)
in particular, we have
F−1d (pε + τ1)− ad
bd
→ F−1(pε + τ1), d→∞.
Hence for all large enough d ∈ N we obtain
F−1d
(
1− (ε/εd)
2
)
6 F−1d (pε + τ1)
6 ad + F
−1(pε + τ1)bd + δbd
6 ad + F
−1(pε)bd + 2δbd.
Combining this inequality with (39) and (40) we obtain the following inequality
lnnYd(ε) 6 ln
( d∑
j=1
Λ¯Xj
)
+ ad + F
−1(pε)bd + 3δbd,
which holds for all large enough d ∈ N.
We now get a similar lower bound for lnnYd(ε). From the formula (13) we directly have
nYd(ε) >
d∑
j=1
Λ¯Xj ·
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dy, (42)
for all sufficiently large d ∈ N. Let us choose τ2 > 0 such that pε − τ2 ∈ C(F
−1) and
F−1(pε)− F−1(pε − τ2) 6 δ. Since εd → ε0, d→∞, we have the following inequality for all
large enough d ∈ N
1− (ε/εd)
2 − (pε − τ2) > τ2/2 > 0.
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For these d the integral from (42) we estimate in the following way
1−(ε/εd)
2∫
0
exp
{
F−1d (y)
}
dx >
1−(ε/εd)
2∫
pε−τ2
exp
{
F−1d (y)
}
dx
> exp
{
F−1d (pε − τ2)
}(
1− (ε/εd)
2 − (pε − τ2)
)
> exp
{
F−1d (pε − τ2)
}
τ2/2. (43)
From (41) we have
F−1d (pε − τ2)− ad
bd
→ F−1(pε − τ2), d→∞.
Consequently, for all large enough d ∈ N we have
F−1d (pε − τ2) > ad + F
−1(pε − τ2)bd − δbd
> ad + F
−1(pε)bd − 2δbd.
Combining the latter inequality with (42) and (43) gives
lnnYd(ε) > ln
( d∑
j=1
Λ¯Xj
)
+ ad + F
−1(pε)bd − 2δbd + ln(τ2/2)
for all large enough d ∈ N. On account of bd →∞, d→∞, we obtain the inequality
lnnYd(ε) > ln
( d∑
j=1
Λ¯Xj
)
+ ad + F
−1(pε)bd − 3δbd,
which holds for all sufficiently large d ∈ N.
The obtained upper and lower estimates of lnnYd(ε) yield the required asymptotics (36).
✷
5 Applications to Korobov kernels
Let Bα,β,σ(t), t ∈ [0, 1], be a zero-mean random process with the following covariance
function
Kα,β,σ(t, s) := α + 2β
∞∑
k=1
k−σ cos(2πk(t− s)), t, s ∈ [0, 1],
which is called Korobov kernel. Here α > 0, β > 0 and σ > 1.
Let us recall eigenpairs of the covariance operator KBα,β,σ (see [7], Appendix A). The
identical 1 is an eigenvector of KBα,β,σ with the eigenvalue λ¯
Bα,β,σ
0 = α. The other eigenpairs
of KBα,β,σ have the following form:
λ¯
Bα,β,σ
2k−1 = λ¯
Bα,β,σ
2k =
β
kσ
, ψ¯
Bα,β,σ
2k−1 (t) = e
−i2πkt, ψ¯
Bα,β,σ
2k (t) = e
i2πkt, k ∈ N, t ∈ [0, 1].
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Note that the trace of KBα,β,σ is
ΛBα,β,σ = α + 2βζ(σ),
where ζ(p) =
∑∞
k=1 k
−p, p > 1, is the Riemann zeta-function.
Suppose that we have a sequence of processes Bj(t), t ∈ [0, 1], with covariance functions
Kαj ,βj,σj , j ∈ N, respectively. Let Bd(t), t ∈ [0, 1]
d, d ∈ N, be the sequence of zero-mean
random fields with the following covariance functions
KBd(t, s) =
d∑
j=1
Kαj ,βj ,σj (tj, sj),
where t = (t1, . . . , td) and s = (s1, . . . , sd) are from [0, 1]
d, d ∈ N. We consider every field
Bd(t), t ∈ [0, 1]d, as a random element of the space L2([0, 1]d). We investigate asymptotic
behaviour of the approximation complexity nBd(ε) for fixed ε ∈ (0, 1) and d→∞. Our basic
assumption holds for the sequence of marginal processes Bj(t), t ∈ [0, 1], j ∈ N.
In order to evidently illustrate the application of the general results from previous sections
and to avoid routine unwieldy calculations, we will solve our approximation problem under
the following assumptions on the parameters:
βj ∼ cj
−τ , αj/βj → r, σj →∞, j →∞, (44)
where c > 0, τ ∈ R, and 0 6 r 6∞.
Proposition 3 Let Bj, j ∈ N, satisfy (44) with some c > 0 and either τ > 1, 0 6 r 6 ∞,
or τ 6 1, r =∞. Then
sup
d∈N
nBd(ε) <∞, for every ε ∈ (0, 1).
Proof. Suppose that τ > 1 and 0 6 r 6∞. Let us consider the series
∞∑
j=1
Λ¯Bj =
∞∑
j=1
2βjζ(σj).
Since, by the assumptions,
∑∞
j=1 βj <∞ and ζ(σj)→ 1 as j →∞, we have the convergence
of
∑∞
j=1 Λ¯
Bj . Using Proposition 2 we get the required assertion.
Suppose that τ 6 1 and r =∞. Therefore
d∑
j=1
2βjζ(σj) = o
( d∑
j=1
αj
)
, d→∞.
Consequently, the sequence∑d
j=1 λ¯
Bj
0∑d
j=1Λ
Bj
=
∑d
j=1 αj∑d
j=1 αj +
∑d
j=1 2βjζ(σj)
, d ∈ N,
tends to 1 as d → ∞. By the remarks before Assumption 1, we have nBd(ε) = 1 for all
large enough d ∈ N. Obviously, this implies the boundedness of nBd(ε) on d ∈ N for every
ε ∈ (0, 1). ✷
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Now we focus only on the case c > 0, τ 6 1, 0 6 r < ∞. Here Bj , j ∈ N, satisfy
Assumption 1. Indeed, since
∑d
j=1 βj →∞ and ζ(σd)→ 1, d→∞, we have∑d
j=1 βjζ(σj)∑d
j=1 βj
→ 1, d→∞,
and also ∑d
j=1 αj∑d
j=1 βj
=
∑d
j=1(αj/βj)βj∑d
j=1 βj
→ r, d→∞,
where we used the well known theorems of summability of numerical series (see [10] p. 74).
So we obtain ∑d
j=1 λ¯
Bj
0∑d
j=1 Λ
Bj
=
∑d
j=1 αj∑d
j=1 αj +
∑d
j=1 2βjζ(σj)
→
r
r + 2
, d→∞.
Thus Assumption 1 holds and ε0 = (1+ r/2)
−1/2 6 1 by (6). According to the remarks after
Assumption 1, it makes sense to consider nBd(ε) only for ε ∈ (0, ε0) if ε0 < 1.
For τ < 1 and τ = 1 the approximation complexity grows rather differently. So we
consider these cases separately.
Theorem 4 Let Bj, j ∈ N, satisfy (44) with c > 0, τ < 1, and 0 6 r <∞. Then
nBd(ε) ∼ 2Q(ε) · d, d→∞, for every ε ∈ (0, ε0),
where
Q(ε) =

(
1− (ε/ε0)
2
) 1
1−τ , if τ ∈ [0, 1),
1− (ε/ε0)
2
1−τ , if τ < 0,
ε ∈ (0, ε0).
Proof. We first check that Bj, j ∈ N, satisfy Assumption 2. Let us consider the sequence
max
j=1,...,d
λ¯
Bj
1∑d
j=1 Λ¯
Bj
=
max
j=1,...,d
βj
2
∑d
j=1 βjζ(σj)
, d ∈ N.
On account of the assumption for (βj)j∈N, it is easy to check that for some constant C > 0
max
j=1,...,d
βj 6 Cmax{1, d
−τ} for all d ∈ N.
Since
∑d
j=1 βj →∞ and ζ(σd)→ 1, d→∞, the following equivalences hold
d∑
j=1
βjζ(σj) ∼
d∑
j=1
βj ∼
d∑
j=1
cj−τ , d→∞.
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Hence we have
d∑
j=1
βjζ(σj) ∼
c d1−τ
1− τ
, d→∞. (45)
We see that
max
j=1,...,d
λ¯
Bj
1∑d
j=1 Λ¯
Bj
= O(1/d), d→∞.
Thus this sequence tends to zero, and the condition from Assumption 2 is true.
Let us define ℓj := − ln c + τ ln j, j ∈ N, and consider the sums from (20) for Xj = Bj ,
j ∈ N, x ∈ R:
1
Λ¯Bj
∞∑
k=1
λ¯
Bj
k 1
(
− ln λ¯
Bj
k − ℓj 6 x
)
=
1
Λ¯Bj
∞∑
k=1
(λ¯
Bj
2k−1 + λ¯
Bj
2k )1
(
− ln λ¯
Bj
2k − ℓj 6 x
)
=
1
2βjζ(σj)
∞∑
k=1
2βj
kσj
1
(
σj ln k − ln βj − ℓj 6 x
)
=
1
ζ(σj)
∞∑
k=1
1
kσj
1
(
σj ln k + ln(cj
−τ/βj) 6 x
)
.
Since σj → ∞ and ln(cj−τ/βj) = o(1) as j → ∞, we obtain the convergence (20) with
U(x) = 1(x > 0), x ∈ R.
Next, we consider the sequence from left-hand side of (21) with Xj = Bj , j ∈ N, and
ad := ℓd, d ∈ N. According to monotonicity of (ℓj)j∈N, we set s := sign(τ) if τ 6= 0, and
s := 1 if τ = 0. For any x ∈ R and d ∈ N we have∑d
j=1 Λ¯
Bj1
(
s · (ℓj − ad) 6 x
)∑d
j=1 Λ¯
Bj
=
∑d
j=1 2βjζ(σj)1
(
s · (ℓj − ℓd) 6 x
)∑d
j=1 2βjζ(σj)
=
∑d
j=1 βjζ(σj)1
(
s · ln(j/d)τ 6 x
)∑d
j=1 βjζ(σj)
=
∑d
j=1 βjζ(σj)1
(
|τ | · ln(j/d) 6 x
)∑d
j=1 βjζ(σj)
.
If τ = 0, then this fraction exactly equals 1(x > 0) for all x ∈ R. Hence (21) holds with
W (x) = 1(x > 0), x ∈ R. If τ 6= 0, then we can write∑d
j=1 Λ¯
Bj1
(
s · (ℓj − ad) 6 x
)∑d
j=1 Λ¯
Bj
=
∑d
j=1 βjζ(σj)1
(
j 6 d · ex/|τ |
)∑d
j=1 βjζ(σj)
, x ∈ R, d ∈ N.
For x > 0 the latter fraction is equal to identically 1. For x < 0 and all large enough d we
have
d∑
j=1
βjζ(σj)1
(
j 6 d · ex/|τ |
)
=
jd,x∑
j=1
βjζ(σj),
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where jd,x := max
{
j ∈ N : j 6 d · ex/|τ |
}
. It is a simple matter to check that jd,x ∼ d · e
x/|τ |,
d→∞. Using this and the relation (45) we obtain∑jd,x
j=1 βjζ(σj)∑d
j=1 βjζ(σj)
∼
(
jd,x
d
)1−τ
→ exp
{
1−τ
|τ |
x
}
, d→∞.
Thus the convergence (21) holds with
W (x) = exp
{
1−τ
|τ |
x
}
1(x < 0) + 1(x > 0), x ∈ R.
All conditions of Theorem 2 hold. According to this theorem, for every ε ∈ (0, ε0) we
have
nBd(ε) ∼ eℓd
d∑
j=1
2βjζ(σj)
1−(ε/ε0)2∫
0
exp
{
F−1(y)
}
dy, d→∞, (46)
where F (x) =
∫∞
−∞
U(x−s ·v) dW (v), x ∈ R. Since eℓd = dτ/c, d ∈ N, using (45) we conclude
eℓd
d∑
j=1
2βjζ(σj) ∼
2 d
1− τ
, d→∞.
Since U(x) = 1(x > 0), x ∈ R, we have F (x) =
∫
s·v6x
dW (v), x ∈ R. Hence F (x) = W (x),
x ∈ R, if s = 1, and F (x) = 1−W (−x− 0), x ∈ R, if s = −1.
Separating the cases τ = 0, τ ∈ (0, 1) and τ < 0, we now obtain explicit formulas for
the right-hand side of (46). In the case τ = 0 we have s = 1 and F (x) = W (x) = 1(x > 0),
x ∈ R. Hence F−1(y) = 1, y ∈ (0, 1), and
1−(ε/ε0)2∫
0
exp
{
F−1(y)
}
dy =
1−(ε/ε0)2∫
0
dy = 1− (ε/ε0)
2.
Thus we obtain
nBd(ε) ∼ 2
(
1− (ε/ε0)
2
)
· d, d→∞, ε ∈ (0, ε0).
In the case τ ∈ (0, 1) we have s = 1 and
F (x) = W (x) = exp
{
1−τ
τ
x
}
1(x < 0) + 1(x > 0), x ∈ R.
Consequently, F−1(y) = τ
1−τ
ln y, y ∈ (0, 1), and
1−(ε/ε0)2∫
0
exp
{
F−1(y)
}
dy =
1−(ε/ε0)2∫
0
y
τ
1−τ dy = (1− τ)
(
1− (ε/ε0)
2
) 1
1−τ .
Hence we obtain
nBd(ε) ∼ 2
(
1− (ε/ε0)
2
) 1
1−τ · d, d→∞, ε ∈ (0, ε0).
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In the case τ < 0 we have s = −1, W (x) = exp
{
−1−τ
τ
x
}
1(x < 0) + 1(x > 0), x ∈ R, and
F (x) = 1−W (−x− 0) =
(
1− exp
{
1−τ
τ
x
})
1(x > 0), x ∈ R.
Therefore F−1(y) = τ
1−τ
ln(1− y), y ∈ (0, 1), and
1−(ε/ε0)2∫
0
exp
{
F−1(y)
}
dy =
1−(ε/ε0)2∫
0
(1− y)
τ
1−τ dy = (1− τ)
(
1− (ε/ε0)
2
1−τ
)
.
Hence we have
nBd(ε) ∼ 2
(
1− (ε/ε0)
2
1−τ
)
· d, d→∞, ε ∈ (0, ε0).
Thus we obtained the required asymptotics for nBd(ε). ✷
Under the assumption βj ∼ c/j, j → ∞, without any supplements, we can not obtain
a sharp asymptotics for nBd(ε) (it seems that this is impossible), but we have a logarithmic
one.
Theorem 5 Let Bj, j ∈ N, satisfy (44) with c > 0, τ = 1, and 0 6 r <∞. Then
lnnBd(ε) =
(
1− (ε/ε0)
2
)
· ln d+ o(ln d), d→∞, for every ε ∈ (0, ε0).
Proof. The sequence Bj, j ∈ N, satisfies Assumption 2. Indeed, since (βj)j∈N is bounded,
(ζ(σj))j∈N has a positive limit, and
∑d
j=1 βj →∞, d→∞, the following sequence
max
j=1,...,d
λ¯
Bj
1∑d
j=1 Λ¯
Bj
=
max
j=1,...,d
βj
2
∑d
j=1 βjζ(σj)
, d ∈ N,
tends to zero, and thus Assumption 2 holds.
Let us define ℓj := − ln c+ ln j, j ∈ N. The convergence
1
Λ¯Bj
∞∑
k=1
λ¯
Bj
k 1
(
− ln λ¯
Bj
k − ℓj 6 x
)
→ 1(x > 0), j →∞,
is established as just as in the proof of Theorem 4.
Next, we consider the sequence from left-hand side of (35), where we set Xj = Bj , ad := 0,
bd := ln d d ∈ N. Since (ℓj)j∈N increases, we set s := 1. For all x ∈ R and d ∈ N we have∑d
j=1 Λ¯
Bj1
(
s · (ℓj − ad) 6 xbd
)∑d
j=1 Λ¯
Bj
=
∑d
j=1 2βjζ(σj)1
(
ln j − ln c 6 x ln d
)∑d
j=1 2βjζ(σj)
=
∑d
j=1 βjζ(σj)1
(
j 6 cdx
)∑d
j=1 βjζ(σj)
. (47)
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It is easily seen that for x < 0 and x > 1 this fraction equals 0 and 1 respectively for all large
enough d. Since, by the assumptions,
∑d
j=1 βjζ(σj)→∞, d→∞, for x = 0 the fractions in
(47) tends to zero. For x ∈ (0, 1] we can write
d∑
j=1
βjζ(σj)1
(
j 6 cdx
)
=
jd,x∑
j=1
βjζ(σj), d ∈ N,
where jd,x := min{d, ⌊cdx⌋}. Here jd,x ∼ cdx for x ∈ (0, 1), and jd,x ∼ min{c, 1}d for x = 1
as d→∞. On account of the assumptions on βj, σj , j ∈ N,
d∑
j=1
βjζ(σj) ∼
d∑
j=1
βj ∼
d∑
j=1
c/j ∼ c ln d, d→∞. (48)
From these remarks we conclude that∑jd,x
j=1 βjζ(σj)∑d
j=1 βjζ(σj)
∼
ln jd,x
ln d
→ x, d→∞, x ∈ (0, 1].
Thus the convergence (21) holds with W (x) = min{x, 1}1(x > 0), x ∈ R.
All conditions of Theorem 3 hold. Substituting our parameters into (36), we obtain
lnnBd(ε) = ln
( d∑
j=1
2βjζ(σj)
)
+W−1
(
1− (ε/ε0)
2
)
ln d+ o(ln d), d→∞,
for every ε ∈ (0, ε0) such that 1 − (ε/ε0)2 ∈ C(W−1). On account of (48), the first term
from right-hand side equals ln(ln d) + ln(2c) + o(1) = o(ln d), d → ∞. Next, W−1(y) = y,
y ∈ (0, 1), and C(W−1) = (0, 1). Thus we obtain the required asymptotics
lnnBd(ε) =
(
1− (ε/ε0)
2
)
ln d+ o(ln d), d→∞,
for every ε ∈ (0, ε0). ✷
Let us comment the behaviour of nBd(ε) as d→∞. It is surprisingly that for the rather
wide case τ < 1 the approximation complexity saves the linear growth as the function
d 7→ Cεd, where Cε is a constant for fixed ε. At the same time only in the particular case
τ = 1 growth of nBd(ε) essentially differs. This becomes in fact sublinear and polynomial as
d 7→ dqε, where qε ∈ (0, 1) is a constant for fixed ε.
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