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ABSTRACT
Power system stability assessment has become an important area of research
due to the increased penetration of photovoltaics (PV) in modern power systems.
This work explores how supervised machine learning can be used to assess
power system stability for the Western Electricity Coordinating Council (WECC)
service region as part of the Data-driven Security Assessment for the MultiTimescale Integrated Dynamics and Scheduling for Solar (MIDAS) project. Datadriven methods offer to improve power flow scheduling through machine learning
prediction, enabling better energy resource management and reducing demand
on real-time time-domain simulations. Frequency, transient, and small signal
stability datasets were created using the 240-bus and reduced 18-bus models of
the WECC system. Supervised machine learning was performed to predict the
system’s frequency nadir, critical clearing time, and damping ratio, respectively.
In addition to varying algorithm hyperparameters, experiments were performed to
evaluate model prediction performance through various data entry methods, data
allocation methods during model development, and preprocessing techniques.
This work also begins analysis of Electric Reliability Council of Texas (ERCOT)
grid behavior during extreme frequency events, and provides suggestions for
potential supervised machine learning applications in the future. Timestamped
frequency event data is collected every 100 milliseconds from Frequency
Disturbance Recorders (FDRs) installed in the ERCOT service territory by the
Power Information Technology Laboratory at the University of Tennessee,
Knoxville. The data is filtered, and the maximum Rate of Change of Frequency
(ROCOF) is calculated using the windowing technique. Trends in data are
evaluated, and ROCOF prediction performance is verified against another
ROCOF calculation technique.
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CHAPTER 1: INTRODUCTION AND BACKGROUND
This chapter is a basic introduction to power system stability and machine
learning. Subject-specific terminology is defined here and given context. For
convenience, frequently referenced terms are also defined in the Appendix.
Readers familiar with these topics may wish to advance to the next chapter.

Section A: Power System Stability
Large-scale power systems operate within an ever-changing environment to
regulate the balance of electricity supply and demand. Stability for such systems
is characterized by the ability to efficiently recover from disturbances. Security
and reliability can be used to holistically consider stability, as shown in Figure 1.
Security, sometimes referred to as resiliency, is evaluated based on the
likelihood of critical system infrastructure maintaining service to customers during
a disturbance. Two systems with identical stability margins could vary in security
due to instability. [1] In other words, a system that cannot provide adequate
power cannot be considered stable. Reliability is measured based on the
consistent operation of the system.
The Institute of Electrical and Electronics Engineers (IEEE) and International
Council on Large Electric Systems (CIGRE) define power system stability with
the addendum that the power system topology must remain mostly intact. [2] This
refers to the practice of islanding, in which a power system separates into smaller
subsystems after a large disturbance. This work does not investigate islanding,
but instead focuses on the collaborative behavior of components that facilitate
the return to routine operation.
Disturbances can be classified as large events and small disturbances. Large
events are sudden changes in load demand, transmission ability, or generation
capacity that make the overall behavior of the power system unstable. Small
disturbances are typically caused by fluctuations in power demand, also known
as load changes. However, some changes in load can be very extreme, such as
the demand for electricity during the Superbowl. [3] Large disturbances are
typically are caused by atypical weather phenomena, and can include generation
loss or the loss of a transmission line.
Power system stability can be further classified using the subcategories shown in
Figure 2. Frequency stability is derived from energy generation, while transient
stability is derived from the synchronism between generators. Voltage stability is
not explored in this work, as this research is related to transmission-level
instabilities. Small-signal stability—an evaluation of the oscillation damping
behavior for frequency, rotor angle, and voltage—is analyzed instead.
1

Figure 1: Stability, Security, and Reliability [1]

Figure 2: Standard Classification of Power System Stability [2]
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A1: Frequency Stability
The frequency of a power system depends on the relationship between
generation and load. Most energy sources generate power using traditional
synchronous generators, which convert the kinetic energy (Ek) of moving water,
steam, or air into electric energy. [4] This generated energy (Eg) is then made
available in real-time to energy consumers in the residential, commercial, and
industrial sectors. The demand for electricity by consumers is called the load
(Ec).
Eg = Ec + ΔEk
Typically, energy generation is approximately equal to energy consumed by the
load. However, during a power system disturbance, these values can become
unbalanced in one of two ways. In situations where there is not enough energy
generation to meet the load demand (Eg < Ec), there is a decrease in kinetic
energy (ΔEk < 0) within the generators to make up for the deficit, causing
generation frequency to be reduced. One can imagine a bicyclist who pedals
more slowly uphill as they take on the additional load from gravity. In situations
where more energy is being generated than the load demands (Eg > Ec),
generators experience an increase kinetic energy (ΔEk > 0) and generation
frequency increases.
A characteristic of kinetic energy generation is frequency inertia. In accordance
with Newton’s first law of motion, heavy generation units in motion tend to stay in
motion. Historically, this inertial behavior has been used to stabilize grid
frequency through short periods of low generation. Photovoltaic (PV) solar cells,
inside of which electricity is converted from chemical reactions within a
semiconductor junction, do not transform kinetic energy and therefore do not
have frequency inertia. Consequently, power grids with high PV penetration must
use smart inverters and control strategies to stabilize grid frequency. [5]
American power grids operate at a frequency of 60 Hertz, and are deemed
unstable when frequency deviates by more than ±0.5%. During disturbances
such as a generation trip or sudden load increase, frequency may drop sharply.
This is called a frequency swing event. The lowest frequency within the swing is
called the frequency nadir. There may be multiple swings during a large
disturbance event, but the first is typically the most impactful and contains the
frequency nadir for the total event. The timescale of a frequency event is shown
in Figure 3. Frequency changes begin during the generator inertial response
period, and are followed by governor response and automatic generation control.
The reserve deployment period occurs while the cause of the event is being
investigated and addressed.
3

Figure 3: Frequency Stability; Frequency Swing Event Timescale [6]
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A2: Transient Stability
Rotor angle stability is defined as the ability of synchronous generators within a
power system to remain in synchronism after being subjected to a disturbance.
[2] Because disturbances typically do not impact power system generation
uniformly, as part of adaptive protocol some generators will accept additional
load and decrease in speed, while the remaining generators will increase in
speed to balance the grid frequency. An increase in generator speed results in
the advancement of rotor angle in relation to the stator of the generator. To
maintain equilibrium between input mechanical torque and output electrical
torque, this leads to constant rotor acceleration and deceleration. [7]
In addition to damaging the generator, prime mover, and transformers, this
behavior impacts the power output of the generator. [8] Secure operation range
for synchronous machines is shown in green in Figure 4. At higher power angles,
generator power output increases and causes current to increase. This causes
more generators within the system to change speeds and fall out of synchronism,
creating what is called a cascading failure. Such events can cause damage to
generation equipment, transmission line temperature limits being exceeded due
to high currents, and widespread loss of service.
Preventing loss of synchronism between machines, then, becomes critical for
maintaining transient stability. Once angular separation reaches a critical level,
more generators fall out of synchronism, and the problem cascades. Changing
generator speeds causes the magnetic flux linkage within the rotor’s field
windings to disconnect, inducing currents in the field and damper windings. The
time period in which an induced current is present in both the field and damper
windings is called the subtransient period. The subsequent period in which the
induced currents in the damper windings have decayed but those in the field
winding have not is called the transient period. [9] This is shown in Figure 5.
Stability during this transient period is critical, as it determines whether generator
synchronism is recoverable.
The deadline by which synchronism must be corrected is called the Critical
Clearing Time (CCT). [10] If the disturbance can be cleared before the CCT, the
system will be stabilized; otherwise, it is unrecoverable. A power system must
have a CCT that is longer than the slowest operational circuit breaker in the
system, so that any part of the system may be shut down before the deadline.
CCT is calculated based on the greatest disturbance or the worst case possibility
that there is a three-phase short circuit. [11] Although CCT is not the only metric
of transient stability, it is nearly always the most important. Thus, in this study,
CCT is used as the metric to assess system transient stability.

5

Figure 4: Transient Stability; Power Angle Curve of Synchronous Machine [12]

Figure 5: Transient Stability; Transient Periods for Synchronous Machines [13]
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A3: Small Signal Stability
Small signal stability is characterized by insufficient oscillation damping within
frequency, rotor angle, or voltage stability signals. Oscillatory behavior with zero
damping will neither increase nor decrease in amplitude over time. Negative
damping results in the amplitude of the oscillations increasing over time,
regardless of the size of the initial disturbance. A high damping ratio improves
the critical mode of the power system, leading to a reduction in oscillation
behavior. Therefore, the minimum damping ratio can be used to quantify small
signal stability because it represents the least stable aspect of the system.
Small signal stability issues may be local or global. Small disturbances involving
only a single generation station are called local mode oscillations, while larger
disturbances caused by groups of generators are called interarea mode
oscillations. [2] Power System Stabilizers (PPSs) and Flexible Alternating
Currents Transmission System (FACTS) controllers are commonly used to
improve system oscillation stability in multiple-machine power systems. These
devices mitigate damping by deriving additional signals for the generator
excitation systems to compensate for fluctuations. [14]
The electrical torque of synchronous machines is the most important factor for
determining system response to oscillations. Electrical torque is comprised of
synchronizing torque (Ts) that is in phase with the rotor angle deviation during an
oscillation event, and damping torque (TD) that is in phase with speed deviation
components. Small signal stability depends on the presence of both types of
torques. Figure 6 shows how sinusoidal signals can be converted to Cartesian
coordinates. Figure 7 shows how signal behavior varies due to synchronizing and
damping torque; operation is stable while Ts and TD are positive, oscillatory
instabilities occur with positive Ts and negative TD, and aperiodic drift occurs with
negative Ts and positive TD.

Section B: Supervised Machine Learning
Artificial intelligence (AI) is used to describe the broad category of automation
that mimics human intelligence. [15] It includes the field of robotics—which
mimics physical intuition by adapting sensor movement to environmental
conditions—as well as computer vision—which mimics eyesight by
deconstructing patterns in images to identify objects. In recent years, machine
learning has become an extremely active area of AI research due to
breakthroughs in computational processing speeds and algorithmic strategies.
While machine learning is said to still be in its infancy, it has already radically
transformed the field of data analysis and is used in applications as dissimilar as
speech-to-text conversion and risk assessment.
7

Figure 6: Small Signal Stability; Sinusoid to Cartesian Coordinates [16]
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Figure 7: Small Signal Stability; Signal Oscillations Based on Torque [14]
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Machine learning mimics the human ability to learn, enabling machines to
improve at a specific task without explicit programming. It uses statistical
methods to evaluate input parameters and derive optimal behavior. Although
there are many unique categories into which the field can be subdivided, it is
generally agreed upon that there are three types of machine learning: supervised
learning, unsupervised learning, and reinforcement learning.
Supervised learning is most commonly used for prediction applications, and is
the focus of this work. A supervised learning algorithm programmatically derives
a model that connects inputs and outputs using statistical methods. This model
can then be used to predict outputs when provided with inputs. In a power
system application, a supervised machine learning model could be used to
predict the load demand for a particular time of day based on historical load
demand and other data.
Unsupervised learning uses statistical methods to collect information that
characterizes a dataset. Numerous creative applications have arisen out of this
subfield. In a power system application, an unsupervised learning algorithm could
be implemented to identify the five most important factors that influence system
stability out of hundreds of system inputs. Reinforcement learning is facilitated by
interactions between the machine learning model “agent” and the environment.
Theoretically, a reinforcement learning algorithm could be used for decisionmaking and load control in a power system application.
This work applies two well-established machine learning algorithms: random
forests and neural networks. For ease of implementation and comparison, both
methods follow a similar workflow within the developed program and use
identical accuracy calculation methods.
B1: Model Workflow
The standard workflow of a supervised machine learning program is shown in
Figure 8. First, the program receives a dataset that has been classified into
inputs (features, x) and outputs (labels, y). The function component of y = f(x) is
what will be created by the machine learning algorithm to map the features to the
labels. Each machine learning algorithm has a unique way of creating this
mathematical connection, also known as a model.
Model development occurs in three stages. First, the model is trained by
observing the mathematical connection between input features and the
corresponding output labels. Next, the model undergoes validation by predicting
output labels based on input features. It compares its label predictions with the
true labels, and retrains accordingly. Finally, during model testing, the model
10

Supervised Machine Learning Workflow
Model Development Stage
1. Training: ML model is created using features and labels

Features

Labels

2. Validation: Model makes label predictions, compares prediction accuracy
with true label data, and retrains model
3. Testing: Model makes label predictions, compares prediction accuracy
with true label data, and rates model accuracy

Predicted
Labels

Features

Compare

2. Retrain
Labels

3. Model Accuracy: _____%

Model Application Stage
4. Application: Completed model makes label predictions based on new
features (no accuracy verification)

Predicted
Labels

Features

Figure 8: Supervised Machine Learning Algorithm Workflow
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makes label predictions but does not retrain, instead measuring the prediction
accuracy to allow users to judge the effectiveness of the finished model. Data
management is important during the development stage of machine learning. It is
standard to reserve approximately 70% of data for training, then use the
remaining 30% for validation and testing.
During model application, new data that includes only input features is applied to
the fully developed model. The model provides output label predictions, but there
is no guarantee that there are output labels available against which to compare
these results. Because there are no true output labels when supervised machine
learning is used in real-world applications, it is important to assess the accuracy
of a model during the testing stage and try different network structures to improve
it. Making changes to the way an algorithm generates a model is called tuning
the model’s hyperparameters.
B2: Prediction Accuracy
Accuracy calculation is an important factor to consider for all types of machine
learning. This work uses two types of error measurement: Root Mean Squared
Error (RMSE) and R-squared error (R2).
The Mean Absolute Error (MAE) or “average” error is a simple, well-known way
of calculating error. It measures the magnitude of errors within a prediction set by
measuring the absolute differences between predicted labels and true labels.
MAE can range from zero to infinity, and is in the same unit as the label being
assessed. It is a negatively-oriented score, meaning that low values are better.
Root Mean Squared Error also measures the average magnitude of error, and
produces a negatively-oriented accuracy measurement of the same unit.
However, by taking the square root of the averaged square error, RMSE
penalizes outliers more than MAE.
𝑁

1
𝑅𝑀𝑆𝐸 = √ ∑(𝑦𝑖 − 𝑦̂𝑖 )2
𝑁
𝑖=1

Penalizing large errors is important in power systems applications, as it is crucial
when designing reliable systems to have a consistent error range upon which to
make conservative estimates. RMSE is an unscaled, absolute measure of error,
meaning that it must be considered in proportion to the value it is measuring. In
Chapter 2, tests with frequency stability, transient stability, and small signal
stability have very different RMSE.
12

While RMSE measures the deviation of predicted labels from true labels, Rsquared error measures the correlation between predicted and true labels on a
scale of 0 to 1, converted to percentage. [17] In a linear regression application,
predicted labels with high R2 error would closely follow the line representing true
labels. For this reason, R2 is a positively-oriented accuracy measurement.
𝑅2 = 1 −

∑𝑁
̂ 𝑖 )2
𝑖=1(𝑦𝑖 −𝑦
∑𝑁
̅)2
𝑖=1(𝑦𝑖 −𝑦

R2 error must be assessed carefully, and in context with other accuracy metrics
such as RMSE. Consistently low R2 errors can indicate that the input features
used to create a prediction label were poorly chosen. On the other hand, low R2
can also be caused by datasets that naturally have a high amount of variation.
Extremely high R2 values can indicate overfitting of the machine learning model.
An overfitted model is the result of mathematical connections that are so
optimized for the testing dataset, the model cannot generalize to make accurate
predictions for new datasets. While overfitting can be combatted by increasing
the size of the dataset, noise due to poorly chosen features cannot be overcome.
B3: Random Forest Algorithm
Ensemble learning is a subcategory of machine learning in which predictions are
combined from multiple (usually identical) machine learning algorithms to make
predictions that are more accurate than any individual prediction. [18] Algorithm
aggregation can be performed by “boosting,” in which all decisions are combined
into a single weighted average, or “bagging,” in which decisions are randomly
sampled with replacement.
Random forest is a bagging technique because it is based on a collection of
decision trees that run in parallel to make decisions but do not interact with each
other while being built. Random forests overfit easily, but are still a popular
choice for supervised machine learning because of their versatility. Numerical or
categorical data can be used, and feature importance can be measured via Gini
Impurity. Hyperparameters are also simple and intuitive to tune for a random
forest.
B4: Neural Network Algorithm
Neural networks have become extremely popular in the last decade due to their
ability to perform supervised, unsupervised, or reinforcement machine learning.
For this reason, machine learning with neural networks is also called deep
learning. Deep learning algorithms are extremely versatile and have powerful
13

prediction abilities that can effectively handle large data inputs such as images
and video. However, without a large dataset, neural networks also suffer from
overfitting, and are overall computationally expensive compared to other
methods.
The internal structure of a neural network consists of a group of interconnected
input and output neurons organized as layers. The connection of one layer’s
neurons to the next layer’s neurons are called weights. Training of neural
networks is facilitated by a gradient loss function and backpropagation as data
flows through the layers and the weights adjust. There is always an input layer
that corresponds to the number of input features, an output layer that
corresponds to the number of output labels, and at least one middle layer. The
neural networks in this work use Bayesian regularization, as this method is more
robust than standard backpropagation nets and is difficult to overfit. [19] [20]
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CHAPTER 2: DATA-DRIVEN SECURITY ASSESSMENT FOR
MULTI-TIMESCALE INTEGRATED DYNAMICS AND
SCHEDULING FOR SOLAR (MIDAS)
Section A: Research Background
As renewable energy sources are increasingly being chosen to support the load
demands of modern power systems, frequency instability due to high PV
penetration has become an important area of research. Data-driven security
assessment methods offer to improve power flow scheduling through machine
learning prediction, enabling better energy resource management.
Multi-Timescale Integrated Dynamics and Scheduling for Solar (MIDAS) is a
collaborative research project to evaluate the stability and reliability of electric
power grids with high PV penetration. [21] It is hosted by the Solar Energy
Technologies Office (SETO) of the U.S. Department of Energy, which supports
research to improve the systems integration of solar energy for the United States
electric grid. In addition to the University of Tennessee, Knoxville, partners for
this project include the National Renewable Energy Laboratory (NREL), the
Electric Power Research Institute (EPRI), the Electric Reliability Council of Texas
(ERCOT), California Independent Service Organization (CASISO), and Southern
Methodist University (SMU).
The purpose of MIDAS is to bridge the gap between energy market schedules
and dynamic system responses by developing closed-loop simulation models
that replicate photovoltaic (PV) energy generation behavior. These simulations
are then used to consider the multiple timescales involved in PV generation, from
dynamic response analysis (seconds to sub-seconds) to economic scheduling
timescales (day-ahead to hours) to long-term unit commitment. Consolidating
these impacts into a single simulation framework will help support the SETO goal
of systems integration to support grid reliability, resilience, and security. [22]
The project framework is shown in Figure 9. Data-driven security assessment,
shown in orange, evaluates power scheduling data and power system dynamics
to trigger dynamic assessment. Dynamic simulation provides a more accurate
prediction of power system behavior, but can take up to an hour to run which
limits system response time. To reduce the computational burden, data-driven
security assessment (DSA) criteria was created to indicate whether a dynamic
simulation is necessary given the power system input criteria. The input control
signal labeled “DC Power Flow” refers to the power system information that
makes up the supervised machine learning input features.
15

Figure 9: Schematic of Data-driven Security Assessment for MIDAS
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Western Electricity Coordinating Council (WECC) load flow studies with
generation trips were performed in Power System Simulator for Engineers
(PSS/E) to generate stability cases. In addition to the 240-bus WECC system
model, a reduced 18-bus WECC system model was created to supplement data
in machine learning tests. Basic topology for these models is shown in Figures
10 and 11. System stability margins are evaluated based on frequency stability,
transient stability, and small-signal stability. These are quantitively represented
using frequency nadir, critical clearing time, and minimum damping ratio of
oscillation mode frequency, respectively. The UTK team was tasked with
generating load flow studies and developing the model to integrate data-drive
security assessment criteria into the larger MIDAS framework.
A comprehensive literature review of data-driven security assessment was
created during initial planning of the MIDAS project, and can be found in [1]. A
review of this evaluation affirms that the type of power system stability prediction
work performed through MIDAS is novel in the field. By comparing the results of
hundreds of studies, it was found that most studies focus on transient stability
and almost none assess frequency or small signal stability. Although lack of data
availability was a struggle for many research projects, the MIDAS project does
not suffer this problem because it is a research collaboration between multiple
institutions, with test data created by project collaborators. MIDAS also stands
out by performing studies with the 240-bus WECC system, which is large
compared to most systems studied in the literature. Perhaps most importantly,
most stability prediction studies do not incorporate renewables into their
generation mix. The MIDAS generation mix has high renewable and PV
penetration, making it particularly relevant for modern stability challenges.

Section B: Stability Assessment
The following sections highlight discoveries made while implementing supervised
machine learning for power system stability assessment. This work was done in
MATLAB 2019a with the Deep Learning, Optimization, and Curve Fitting
toolboxes. Random forest code was adapted from [23].
Standard input features for tests with the 240-bus WECC system included 146
active power inputs and a single inertia sum input. For the reduced 18-bus
system, 18 inertia inputs and a single inertia sum input were used. Output labels
varied depending on stability type. Random forest algorithms used a default node
size of 5 and sampled with replacement. Neural network algorithms used a single
middle layer with 50 neurons and optimized using Bayesian Regularization.

17

Figure 10: WECC 240-Bus Model [24]

Figure 11: Simplified WECC 18-Bus Model
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B1: Frequency Stability Tests
The 240-bus dataset originally created for frequency stability assessment, shown
in red in Figure 12, had a nonlinear distribution of cases with low frequency
nadirs. This meant it was less likely that low data point event cases would be
used for model training, which could cause overfitting. This was corrected with a
new, more linear dataset overlaid in black in Figure 12. Performance changes
are shown in Tables 1 and 2. Both cases performed extremely well, with low
RMSE and high R2 values. This indicated that the features of active power and
inertia were very representative of frequency stability.
The neural network algorithm took approximately an hour to train, while the
random forest trained in under a minute. Within the MIDAS system context this is
not a problem; however, if models had to be trained frequently, this would be an
important factor when considering which algorithm to implement.
B2: Transient Stability Tests
Transient stability tests were first performed using the linearly-distributed output
label dataset from the frequency stability tests. However, because the transient
stability output label is the system’s critical clearing time instead of the frequency
nadir, linearity was not preserved. This introduced a decision: should individual
datasets be created for frequency, transient, and small signal stability tests in
order to ensure linear output label distribution and optimal performance? Or
should testing proceed with nonlinear data to test robustness and save time? The
latter option was chosen, with the concession of removing label data that
resembles outliers for the given stability type.
However, even with the 0.01 second RMSE improvement from removing outliers,
transient stability prediction accuracy was still not as high as with frequency
stability tests. This is shown in Table 3. Investigation of new input features for
transient stability was not reasonable given the MIDAS timeline, and didn’t
support the effort to standardize machine learning inputs across tests. Thus,
simple weighting experiments were conducted to remove “overabundant” data
instead. Initially abundance was classified informally based on the distribution of
CCT values between 0.1 and 0.2 seconds; however, a more organized
implementation of this technique was studied later in Section C3.
Transient stability was also plotted for specific days out of the year, as shown in
Figure 13. In theory, this would make visual performance comparison easier
because it would provide a snapshot of 24 data points that were used for every
test. In practice, this did not improve visualization because the error was too
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Figure 12: Frequency Stability; Nonlinear Labels (red) vs Linear Labels (black)

Table 1: Frequency Stability Performance, Nonlinear Distribution

Algorithms
Random Forest
Neural Network

RMSE (Hertz)
R2 (%)
0.0138
0.0045

97.46
99.72

Training (sec)
107
20843

Table 2: Frequency Stability Performance, Linear Distribution

Algorithms
Random Forest
Neural Network

RMSE (Hertz)
R2 (%)
0.0147
0.0054
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Training (sec)
98.30
108
99.77
20879

Table 3: Transient Stability Performance with Outliers Removed

Algorithms
Random Forest
Neural Network

RMSE (sec)
R2 (%)
0.009647
0.010812

Training (sec)
94.62
93.06

Figure 13: Transient Stability; Hourly Prediction Example
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35
5505

varied between tests. It was also found to be slightly misleading, as the event
cases generated by WECC did not correspond with typical hourly measurements.
Plots of transient stability prediction performance for random forest and neural
network are shown in Figure 14. The error distributions for each prediction are
shown in Figure 15. Error follows a Gaussian distribution for both random forest
and neural network predictions.
B3: Small Signal Stability Tests
Small signal stability tests used the damping ratio as the machine learning output
label. Initial tests performed poorly due to an extremely sparse distribution of
label data at high and low values. This can be observed in Figure 16, in which
the true output label shown in blue resemble a cubic graph.
To improve prediction accuracy, different neural network hyperparameters were
tested such as 5, 10, and 50-node middle layers. A network with five layers of
increasing node size was tested, as well as a five-layer, 50-node architecture that
took over 30 hours to train. None of these network architectures yielded
significant improvements compared to each other. As is shown in Figure 17, the
R2 error was approximately 86% for all tests.
Decision tree algorithms are not as affected by nonlinear data distribution, which
is why random forests outperformed neural networks in small signal stability
tests. As shown in Table 4, random forest tests varied node size and sample
replacement status. Additional statistics, such as the maximum positive and
negative error from a tested data point, were also collected. Figure 18 compares
random forest performance. Sampling without replacement improved prediction
accuracy slightly with respect to all of the error metrics. It also took slightly less
time to train. Increasing node size improved results initially, as it also improved
all of the error metrics and decreased training time. However, when increased to
50 nodes, it became clear through the compressed plots that predictions were
simply being consolidated towards the mean frequency. Prediction was not
necessarily becoming more accurate; predictions based on extreme cases were
simply being averaged more. This compression behavior is visible in the extreme
500-node random forest prediction in Figure 16.
These tests led to the conclusion that active power and inertia were perhaps not
the best features to represent small signal stability. If these features were to be
used, creative machine learning techniques would have to be implemented to
improve prediction accuracy. These techniques—which include two data entry
methods, two preprocessing methods, and a processing method—are evaluated
in the following section.
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Figure 14: Transient Stability Prediction

Figure 15: Transient Stability Prediction Error
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Figure 16: Small Signal Stability Performance; 50 Nodes, With Replacement

Figure 17: Small Signal Stability Error for Neural Network
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Table 4: Small Signal Stability Performance for Random Forest

Random
Forest Tests

RMSE
(ratio)

R2
(%)

5 Nodes, With
Replacement

0.009914

Maximum
Maximum
Training
Negative
Positive
(sec)
Error (ratio) Error (ratio)
90.57
-10.4533
15.9204
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5 Nodes,
Without
Replacement
10 Nodes, With
Replacement
50 Nodes, With
Replacement

0.009311

91.77

-8.9009

12.6246

12

0.009012

92.63

-6.8606

10.4230

19

0.011233

88.84

-11.1936

14.1605

9
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Figure 18: Small Signal Stability Error for Random Forest
Top Left: Node 5, With Replacement
Top Right: Node 5, Without Replacement
Bottom Left: Node 10, With Replacement
Bottom Right: Node 50, With Replacement
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Section C: Evaluation of Machine Learning Techniques
To improve the prediction accuracy of data-driven security assessment, many
additional experiments were conducted to review and refine machine learning
processes. In addition to varying algorithm hyperparameters, these experiments
changed an aspect of the algorithm workflow through either unique data entry
methods, training stage processing, or preprocessing.
C1: Topology Entry with One-Hot Encoding
Power system topology refers to the connection of load centers (also known as
buses) via transmission line. When a transmission line is lost, the topology of the
power system changes due to the new connection configuration. Load
management and frequency recovery after a transmission line loss is a very
important area of study within the field of power systems. As such, topology
information was considered as a third type of input feature for the MIDAS datadriven security assessment.
Topology tests were performed with 24 hours of transient stability data from the
18-bus reduced WECC system. This system was chosen because it has fewer
buses, simplifying the topology. Feature inputs included six active power values
(one for each generation unit), five inertia values (one for each non-solar
generation unit), and line outage information. The 18-bus system has 18 possible
single-line outages and 172 total topology variations. Datasets created in PSS/E
for these tests were limited to three single-line outage scenarios to simplify tests.
18

172 = 1 no failure case + ∑ 𝑛
𝑛=1

Because there are a finite number of discrete topology cases, the topology input
feature can be considered categorical. Data processing for discrete, categorical
values falls under the category of classification-based machine learning
techniques, described in more detail in Section C5. For this experiment, the
classification technique of one-hot encoding is applied.
One-hot encoding is a data entry method in which base-ten inputs are converted
to a new base and given blank numbers relative to the total number of inputs. It is
especially helpful for tasks involving summation. For example, instead of entering
the values “2, 4” to indicate outages on these lines, the one-hot encoded input
would be “0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0” with 18 numbers total because that
is the number of system transmission lines.
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Initial tests were performed with a binary “0” or “1” because it is intuitive to
assume lines that are not fully functioning are completely unusable. Later, a third
state of “2” was introduced for semi-functional lines. Although in practice these
lines would likely not be operational, this is helpful from the machine learning
perspective because it acknowledges the model’s recognition of a problem, if not
the correct magnitude.
Algorithm performance was assessed during the model development stages of
training, validation, and testing. Each test was run five times, with the averaged
RMSE errors shown in Figure 19. It is clear that both methods of topology entry
greatly improved prediction accuracy. One-hot encoding performed
approximately 20% better than label encoding for both the random forest and
neural network, but took around eight minutes to train instead of thirty seconds.
C2: Optimal Inertia Representation
The 240-bus WECC system dataset contains five inertial time constant (ITC)
entries; one for each of the six generation sources, with the exception of the solar
generation plant. To simplify machine learning, the sum of inertial entries was
proposed to replace the five input features. These tests were conducted to
determine the impact this would have on machine learning prediction accuracy.
The inertia of a generator (Hg) is equal to the generator’s inertia time constant
(ITCg) multiplied by the generator’s megavolt amp (MVACg) capacity value. Each
inertia value is then summed to calculate the total inertia of the system (Htot). The
inertia time constant for each generator can also be summed to calculate the
total inertia time constant of the system (ITCtot).
𝐻𝑔 = 𝐼𝑇𝐶𝑔 ∗ 𝑀𝑉𝐴𝐶𝑔
5

𝐻𝑡𝑜𝑡 = ∑ 𝐻𝑔
𝑔=1

Using transient stability data, four inertia input methods were tested: 5-entry
inertia, 1-entry inertia, 5-entry inertia time constant, and 1-entry inertia time
constant. All tests were repeated ten times; the averaged RMSE of each method
is summarized in Figure 20.
Prediction accuracy during the model application stage had much higher error
than the model testing stage. This was first assumed to be due to fact that
application stage data was selected from a single month, and this lack of
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RMSE for Topology Entry Methods
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0
Training
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Testing

RF, One-Hot Encoded

RF, Label Encoded
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NN, One-Hot Encoded

NN, Label Encoded

NN, No Topology

Figure 19: RMSE for Topology Entry Methods
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Figure 20: RMSE for Inertia Entry Methods, Transient Stability

30

randomness resulted in an unbalanced application dataset. However, even when
application data was randomly sampled, prediction results remained high.
Tests were repeated for frequency stability data, using only inertias instead of
both inertias and inertia time constants. Prediction results are shown in Figure
21. The neural network performed much better this time during the application
stage, but the random forest still had relatively high error, possibly due to
overfitting. Application data selected from a single month and randomly sampled
was tested with the same results. All tests were repeated ten times.
Overall, there was not a clear best input between the four entry methods. The 5entry inertia time constant performed better than the others by a slight margin
with both random forest and neural network models, but it was not a significant
improvement.
C3: Data Weighting in Model Development
The 240-bus WECC transient and small signal stability datasets assessed in
Sections B2 and B3 had fewer low data points than medium or high data points.
This created nonlinearity within the dataset, which negatively impacted
supervised machine learning performance. Because ideal development data is
not always available in real-world applications, weighting can be performed to
supplement unique data.
Weighting is a processing technique that is occurs during model development.
Instead of randomly selecting datapoints for training, validation, and testing,
weighting allocates more unique cases to the training stage to better familiarize
the model with characteristics of the unique data. The transient stability dataset,
used for these tests, contains 428 low value data point (ldp) and 7992 medium or
high value data points (dp). Because short critical clearing times are of more
importance, and because there are fewer of them, these low data points are
chosen to be the unique weighted data.
Table 5 shows the distribution of data in light and heavy weighting proportions.
Four specific days were chosen to be used in the testing stage for comparison
within small batch cases: March 1st, June 1st, September 1st, and December 1st.
The unweighted transient stability plot for March 1st can be found in Figure 13.
Performance of weighted random forest and neural network datasets is shown in
Tables 6 and 7, respectively. The rows labeled “Total Testing” contain the
prediction error for all 1310 data points from the testing stage. The rows labeled
“Weighted Set” contain the prediction error for only the 228 or 28 low data point
values from the testing stage.
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Figure 21: RMSE for Inertia Entry Methods, Frequency Stability
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Table 5: Datasets for Weighting Tests

Datasets
Light Weighting

Training
Validation
200 ldp + 5726 dp 1184 dp

Heavy Weighting

400 ldp + 5526 dp 1184 dp

Testing
228 ldp + 986 dp
+ 96 dp (4 days)
28ldp + 1186 dp
+ 96 dp (4 days)

Table 6: Random Forest Prediction Accuracy for Model Testing Stage

Testing
Datasets
Total Testing
Weighted Set
March 1st
June 1st
September 1st
December 1st

Heavy Weighting (400dp
training)
RMSE (sec)
R2 (%)
0.013483
98.318
0.0069296
98.773
0.013628
98.660
0.019496
97.697
0.0071543
98.804
0.0069296
97.304

Light Weighting (200dp
training)
RMSE (sec)
R2 (%)
0.016769
98.359
0.0073314
90.871
0.011588
99.031
0.021165
97.285
0.0090728
98.076
0.0073314
96.982

Table 7: Neural Network Prediction Accuracy for Model Testing Stage

Testing
Datasets
Total Testing
Weighted Set
March 1st
June 1st
September 1st
December 1st

Heavy Weighting (400dp
training)
RMSE (sec)
R2 (%)
0.03118
90.866
0.028187
95.348
0.031404
92.885
0.036989
91.709
0.024821
85.599
0.028187
55.388
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Light Weighting (200dp
training)
RMSE (sec)
R2 (%)
0.033749
93.245
0.020268
79.921
0.034294
91.516
0.0412
89.713
0.026146
84.020
0.020268
76.935

Because random forest models do not require a large quantity of data to perform
well, random forest improvements through weighting are modest and consistent.
The weighted set for random forest light weighting had the worst error in the
table, indicating that 200 low data points was not enough to make a difference
during training. The weighted set for random forest heavy weighting, on the other
hand, performed on par with total testing and daily testing. This suggests that
heavy weighting can improve random forest performance.
Per-day predictions remained fairly consistent for all random forest weighted
tests. Daily R2 heavy weighing predictions were slightly better than light
weighting predictions. Most daily RMSE heavy weighting predictions were also
slightly better than light weighting predictions. This also supports the claim that
heavy weighting improves random forest performance, because performance
improvement was not simply due to averaged dataset errors.
A third observation in support of improved random forest performance through
heavy weighting is that prediction errors were lower during model application
than during model training. This is unusual; model application performance is
typically worse than training stage performance, as shown in Figure 20. The
application data had approximately the same proportion of low data points as the
unweighted transient stability dataset.
From these results with the random forest algorithm, weighting appears to be an
excellent technique for improving the distribution of low data points. However, it
is possible to weigh low data points too highly and skew prediction abilities. This
is what occurred within the neural network tests.
Neural network RMSE was twice as large as random forest RMSE. Neural
network R2 values were between 5 and 10% higher than random forest R2
values. Because RMSE strongly penalizes outliers, this means that neural
network predictions were more scattered than outright incorrect. This lack of
consistency is visible in the daily tests; December 1st, which has no low data
point values, was poorly predicted with 55% R2 accuracy, while March 1st was
predicted with 92% accuracy. Outlier prediction is what weighting is supposed to
improve, but appears to not be compatible with the structure of the neural
network algorithm.
Light weighting performed better than heavy weighting for December 1 st. Heavy
weighting performed better than light weighting for the weighted set. These tests
show that weighting does boost prediction ability for neural networks, but only in
situations where there is a proportional amount of testing data. This is different
than the random forest results, in which improvements through weighting were
modest and consistent.
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Because there are only 28 low data points in the heavy weighting testing stage, it
isn’t possible to draw universal observations from this experiment. These tests
are also difficult to repeat, as data is selected manually. However, results from
this experiment prompted further exploration into data processing methods that
do not require manual data selection. Two preprocessing techniques, in which
data is modified before the model development stage, are explored in Sections
C4 and C5.
C4: Impacts of Clustering
Clustering is an unsupervised machine learning technique which can be used to
identify the most impactful cases within a dataset. By distilling the “essence” of
the dataset into a smaller number of cases, the amount of data needed to make
an accurate prediction is reduced. It also is a way to address the nonlinear
distribution of unique values within a dataset; instead of individually selecting
cases for training, as is done with weighting, clustering can be performed to
identify cases for a reduced dataset with ideal data distributions.
In this experiment, clustering is used as a preprocessing step for supervised
machine learning. A clustered frequency stability dataset of 443 data points was
created to be used during algorithm training, as shown in Table 8. This dataset is
compared to two different distributions of unclustered frequency stability data
from the 240-bus system. The first unclustered dataset also uses 443 data points
during algorithm training and serves as a proportional comparison to the
clustered dataset. The second unclustered dataset has three times the training
data and serves to contextualize performance compared to previous tests.
Figure 22 shows scatterplots of predicted vs true labels for clustered, U1, and U2
datasets, respectively. These plots were deliberately left unsorted from minimum
to maximum true label to draw attention to prediction trends. The clustered
predictions appear to form two horizontal lines, while the unclustered tests are
jumbled. This demonstrates how clustering is effective at selecting the most
representational data—these consolidated prediction bands carried over from the
algorithm training stage all the way to the testing stage!
Figures 23 and 24 show the RMSE of predictions for the random forest and
neural network models. The U2 dataset has the best RMSE, while the clustered
and U1 datasets have about the same. However, the clustered plots have a
similar shape as the U2 plots, with a mean of nearly zero and with most data
consolidated at the mean. This consolidation, also known as high kurtosis,
suggests that the clustered dataset outperforms an unclustered dataset of
equivalent size.
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Table 8: Datasets for Clustering Tests

Datasets
Clustered

Training
443 dp from the
clustered dataset
Unclustered 1 (U1) 443 dp
Unclustered 2 (U2) 1259 dp

Validation
1259 dp

Testing
5875 dp

1259 dp
1259 dp

5875 dp
5875 dp

Figure 22: Clustering Performance
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Figure 23: Clustering Error for Random Forest

Figure 24: Clustering Error for Neural Network
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C5: Classification via Random Forest
Regression-based machine learning programs have output labels that are
continuous and numeric. All previous tests for dynamic security assessment have
been regression-based because frequency nadir, critical clearing time, and
damping ratios can all be fractional values. Classification-based machine
learning programs have output labels that are discrete and categorical. Fractional
outputs are not possible with classification methods, since one cannot have a
partial category.
Small signal stability predictions suffered from a lack of low and high data point
cases, as shown in Figure 16. This experiment tested whether classification
labels could be used with the random forest algorithm to make stability
predictions. Damping ratio continuous values were converted to discrete stability
condition values, with least unstable, unstable, and most unstable as “0”, “1”, and
“2”, respectively. Like with the one-hot encoded topology entries, both the
unstable and most unstable cases would be treated as equally significant
problems in a real-world application. However, distinguishing between these two
states is helpful from a machine learning perspective because it acknowledges
the model’s recognition of a problem, if not the correct magnitude.
Visualization of regression-based predictions is primarily shown using scatter
plots. Classification-based methods use other visualization techniques, such as a
confusion matrix or bar plots. The confusion matrix in Figure 25 shows True
Class values on the y-axis and Predicted Class values on the x-axis. Cases
along the diagonal are where the algorithm accurately predicted the correct
category, while upper and lower triangular cases are incorrect predictions. The
worst possible prediction is the “True 2, Predicted 0” box, as in practice this
would mean a truly destructive instability would not have even been detected.
Other bad predictions include the “True 2, Predicted 1” and the “True 1,
Predicted 0”, as these also translate as underpredictions. Predictions in the
upper triangular matrix are more conservative than necessary.
Gini Impurity measures how often a randomly chosen training datapoint will be
mislabeled if it was categorized based on the dataset label distribution. [25] Mean
Decrease in Gini (MDG) is a measure of variable importance when estimating the
value of the target variable for all trees within a random forest. [26] High values of
MDG indicate higher variable importance. The top MDG in Figure 26 highlights
three particularly important active power values in what should have been a fairly
balanced system. This suggests that the PSS/E tests performed to create the
240-bus small signal stability dataset used a very similar power system use case,
and that the data has inherent power system performance biases. Compare this
to the bottom MDG in Figure 26, in which these biases have been corrected with
a new dataset.
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Figure 25: Confusion Matrix of Small Signal Stability Labels

Figure 26: Mean Decrease in Gini; Biased versus Corrected
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Section D: Conclusions
Data-driven security assessment will be integrated into the MIDAS framework
shown in Figure 9 by the end of 2021. Parallel to these studies performed in
MATLAB, a supervised machine learning model was developed in Python using
the TensorFlow machine learning library. The easy integration of Python code
into the object-oriented MIDAS codebase, plus the reliability of open-source and
well-documented Python libraries, made it the best choice for a stability
assessment program.
Despite not being implemented in MIDAS, this work provided a helpful grounding
in power system and machine learning concepts. Techniques tested will also be
helpful for other projects; Chapter 3, which begins frequency event analysis for
power system stability, has the potential to be one such project.
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CHAPTER 3: ANALYSIS OF ELECTRIC RELIABILITY COUNCIL
OF TEXAS (ERCOT) GRID FREQUENCY EVENTS
Section A: Research Background
The devastating power outages from February 2021 Winter Storm Uri have
drawn public attention to the need for resilient power systems in the face of
climate change. [27] Extreme low temperatures and freezing rain badly damaged
distribution equipment in the Texas service area, leading to the loss of over
sixteen-hundred generation units over the course of a week. Most of the facilities
that shut down due to the cold were natural gas and wind, resulting in a 72%
reduction in generation capacity. [28] Power system technicians and engineers
worked around the clock to manually calculate power flows when software
models shut down due to extreme load shedding. [29]
The Electric Reliability Council of Texas (ERCOT) has developed two tools with
which Texas grid stability can be assessed. Very little information about these
tools is available online, and neither the frequency data nor the security
assessments from these tools is publicly available. The Topology and Frequency
Scan Tool (TFST) developed in 2016 is used to assess the sub-synchronous
resonance vulnerabilities associated with transmission networks and generators.
[30] In 2018, a Frequency Modeling and Analysis Tool (EFMAT) was created
through the ERCOT pilot program to investigate Fast-Responding Regulation
Service (FRRS) storage systems. [31]
This work begins a third-party analysis of ERCOT grid behavior during extreme
frequency events. Data was collected from seven Frequency Disturbance
Recorders (FDRs) installed by the Power Information Technology Laboratory at
the University of Tennessee. Real-time frequency data from numerous service
territories is available online through the FNET/GridEye Web Display. [32]

Section B: Data Processing and Evaluation
FDRs capture timestamped frequency data at a rate of 10 samples per second.
When a significant event occurs, data is captured from approximately 10 seconds
before to 60 seconds after the beginning of the first swing. This data includes the
measurements of as many FDRs as are operational at the time.
FDR measurements vary because each unit is installed in a different location on
the ERCOT grid. To remove background noise and make this data easier to
observe, each FDR measurement was five-point median filtered. This filtering
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technique replaces a data point with the averaged values of the original data
point, the two points preceding it, and the two points following it. Before and after
results are shown in Figure 27. Filtering with five datapoints was chosen through
trial and error, as it was sufficient to remove the influence of quick-changing
events. Higher filtering values obscured data behavior, while values lower than
five were susceptible to perturbations. Tests performed without median filtering
had lower frequency nadirs, as the extreme behavior from specific generators
was conserved.
B1: Maximum ROCOF Calculation via Windowing
The Rate of Change of Frequency (ROCOF) is one of the most important
characteristics of a frequency event. It is the slope of the first swing, measured in
millihertz per second. ROCOF can be calculated by finding the slope from the
zenith to the nadir of an event, as shown in blue in Figure 28. However, this does
not effectively find the steepest slope. An alternative method is to calculate the
slopes between all datapoints within the event, essentially working backwards to
find the two points with the steepest slope. The result of this calculation is the
Maximum ROCOF, shown in red in Figure 28. Because event severity is typically
characterized by the most extreme behavior, Maximum ROCOF is of more
analytical importance.
The downside of the Maximum ROCOF calculation method is that the timescale
distance between the selected points is variable. This inconsistency can make
results harder to analyze, even with five-point median filtering; for example, if the
Maximum ROCOF is calculated from a frequency drop outside of the main event
swing. For this reason, time-based windowing is applied when calculating
Maximum ROCOF.
Windowing is simply the act of defining a specific time duration for the Maximum
ROCOF measurement. This restricts the program from calculating all possible
slopes of the event, saving computational time and simplifying Maximum ROCOF
comparison. It is also a convenient way to prevent the Maximum ROCOF from
being calculated before or after the first swing.
Figure 29 shows the impact window size has on Maximum ROCOF calculation
when applied to the same event. To better visualize event behavior, all FDR
measurements were averaged to create a single line plot. In this example, a
window size greater than six seconds would be too large, as the slope line from
start to end would have a gap above or below it with respect to the event data.
For this reason, we observe that smaller window sizes generally result in higher
Maximum ROCOF values being calculated.
.
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Figure 27: Frequency Event; Unfiltered versus Five-Point Median Filtered

Figure 28: First Swing ROCOF (blue) versus Maximum ROCOF (red)
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Figure 29: Window Sizes of One through Six Seconds
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B2: Maximum ROCOF Versus Frequency Nadir
A negative linear trend emerges when the ROCOF and frequency nadirs are
compared. As shown in Figure 30, events with a higher maximum ROCOF value
tends to have a lower frequency nadir. This makes sense intuitively, as events
caused by extreme weather conditions tend to have both a steeper swing during
the event and a lower value immediately before the grid can recover.
To verify that this negative linear trend was not the result of outliers, three-point
median filtered data and unfiltered data was also plotted. All three types had the
same trend. Out of curiosity, the data was plotted again by number of FDRs per
event. Events with fewer FDRs in service at the time were found to have lower
frequency nadirs, on average. There are two theories for why this could be
observed. The first is because the median-filtered frequencies of each FDR are
averaged to create the frequency for the event. Fewer FDRs will result in more
extreme values emerging because deviations are divided by three instead of
seven when averaged. The second reason could be that FDR measurement data
is more likely to be of low quality during extreme events, and that it is discarded
from the dataset due to this low quality.
Frequency events that presented as outliers in Figure 30 were assessed, and
two categories of outliers emerged. The first was outliers with extreme ROCOF
values. These values were most likely the result of a voltage phase error within
the FDR; in other words, low quality data measurements. This is shown in Figure
31. The second kind of outlier was the result of two-part frequency swings, as
shown in Figure 32. These outliers are characterized by a relatively low
Maximum ROCOF value and a low frequency nadir.
B3: Performance Verification with 18-Bus Data
The effectiveness of the Maximum ROCOF windowing technique prediction was
compared against a theoretical calculation method from PSS/E. This calculation
states that the Theoretical ROCOF can be found by multiplying the power of the
event in megawatts by the grid frequency (60 Hz) and dividing by twice the total
system inertia.
𝑅𝑂𝐶𝑂𝐹𝑡ℎ =

𝑃 ∗𝑓
2 𝐻𝑡𝑜𝑡

An event with a 100MW load increase at 1 second was modeled in PSS/E to
mimic a generation loss. The windowing technique was able to predict the same
value as the mathematically-derived theoretical ROCOF for an event case in a
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Figure 30: Maximum ROCOF versus Frequency Nadir
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Figure 31: Example of a Voltage Phase Error Outlier

Figure 32: Example of a Two-Part Swing Outlier

47

system with a governor. However, when repeated for an event with a governor,
the Maximum ROCOF calculated by the windowing technique did not match the
theoretical ROCOF. This is because the windowing program does not
automatically scale window size to fit the event. In future work, it would be helpful
to implement automatic window sizing to make this an effective tool for frequency
prediction.

Section C: Conclusions
This work investigates frequency event data from the ERCOT power grid for the
purpose of early event detection. Further studies of ERCOT grid frequency
events are expected to build upon this initial work, with the goal of creating, or
contributing to an existing, diagnostic tool that predicts power system stability.
Increasing the size of the dataset by adding more events and including FDR
measurements from nearby regions would likely add enough features to enable
machine learning.
Quantification of event characteristics would be beneficial for defining ERCOTspecific behavior. For example: comparing event severity to time-of-day, or to the
timing of the Maximum ROCOF within the main event swing. The discovery of
pre-event frequency characteristics would be even better, as that would increase
event detection speed and lead to faster response times.
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Glossary of Terms
Generation
Electric power supply from power generation plants within a power system.
Measured in Megawatts (MW).
Load
Electric power demand from residential, commercial, and industrial consumers
within a power system. Measured in Megawatts (MW).
Disturbance Event
A sudden and extreme change in load or generation within the power system.
Can also refer to sudden and extreme changes in power transmission ability,
such as a transmission line failure.
Frequency Stability
A power system’s ability to maintain stable frequency during regular operation
and disturbance events. May be assessed using the frequency nadir of a swing
measured in Hertz (Hz).
Frequency Swing
The first and largest drop in frequency during a disturbance event.
Transient Stability
A power system’s ability to prevent and recover from a loss of rotor angle
synchronism within generation units. May be assessed using the critical clearing
time (CCT) measured in seconds (sec).
Small-Signal Stability
A power system’s ability to damp oscillations within frequency, rotor angle, or
voltage stability signals. May be assessed using the damping ratio, a
dimensionless unit.
Supervised Machine Learning
A computer program in which a machine learning model predicts output features
based on input labels.
Unsupervised Machine Learning
A computer program that uses statistical methods to collect characteristic
information about a dataset.
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Model
The machine learning “brain” that is created to process data inputs and predict
data outputs. Can use different algorithmic structures, such as random forest.
Algorithm
The statistical method that is performed by the machine learning model, such as
a random forest algorithm. Similar in meaning to “code” or “computer program”.
Model Development
The three stages of training, validation, and testing that result in the creation of a
fully-trained machine learning model.
Model Application
The fourth stage after model development in which a pretrained machine learning
model is applied to new data for prediction purpose.
Features
Input data that is provided to the machine learning model to summarize the
dataset of interest.
Labels
In supervised machine learning, labels are predictions made by the machine
learning model after being given input feature data. In general, labels are output
data from the machine learning model.
Root Mean Squared Error (RMSE)
The average magnitude of error in which outliers are heavily penalized.
Measured in output label units; low values are better.
R-Squared Error (R2)
A measure of the correlation between predicted and true output labels. Measured
in percentage; high values are better.
Random Forest
A machine learning algorithm in which the label predictions of multiple decision
trees are combined into a single weighted average.
Neural Network
A machine learning algorithm in which weighted layers extract the statistical
characteristics of data that passes through them.
Rate of Change of Frequency (ROCOF)
The slope between two frequency points, typically measured during the first
swing of a disturbance event.
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