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I. INTRODUCTION 
It is common for studies to be repeated at different 
times or locations to examine possible differences in re­
sults from one repetition to another. Political polls are 
a familiar example and questionnaires are often used in dif­
ferent geographic regions or on different groups of respond­
ents to see if similar results obtain. Agricultural experi­
ments are typically performed at several locations to check 
the effects of local differences in such factors as soil, 
rainfall, water table, and terrain. 
If information concerning a model to be used as the 
basis for the statistical analysis of a particular experi­
ment is obtained from each of several sources prior to the 
experiment, for example, through one of the many model build­
ing techniques performed on earlier experiments, then it is 
possible that different models would be supported. The pur­
pose of this thesis is to examine a method of using this in­
formation in the analysis of the data. 
A completely specified set of linear models will be 
entertained as possible models for the experiment. The dif­
ferences between each of the models will be considered to be 
the presence or absence of individual independent variables. 
The procedure developed could also be applied if the only 
difference between two models consists of different prior 
information as to the values of a particular parameter. 
2a 
because this information could be specified in the prior 
distributions of two separate, although functionally simi­
lar, models. 
Instead of choosing one from the original set of models 
by using a model selection procedure such as stepwise re­
gression, the mechanism developed in this thesis provides an 
analysis in which the models are averaged, using prior prob­
abilities on each of the models as weights. This procedure 
could be used when there is no clearcut choice of a single 
model or when it is not desired to choose a single model. 
For example, a stepwise regression procedure might lead to 
several models with approximately the same value of the 
residual mean square. In such a case the averaging process 
might be preferred to one model for which there is not a 
strong preference. 
Information from prior experiments or sources is used 
extensively in statistics and much of the concept of Bayesian 
statistics is based on the inclusion of any information that 
is available before the experiment is performed. Since the 
procedure to be discussed consists of incorporating prior 
information into an analysis, Bayesian methods will be used. 
An extensive bibliography of Bayesian statistics appears in 
Lindley (1972). Other pertinent references on Bayesian pro­
cedures are Raiffa and Schlaifer (1961), Lindley (1965, 1972), 
Jeffreys (1967), and Box and Tiao (1973). 
2b 
A prior distribution for the unknown parameters in­
volved in each model and a likelihood for the data based on 
the parameters included in each model is obtained in agree­
ment with the usual procedures of Bayesian methodology. An 
additional variable, called the model selection variable, is 
defined. A likelihood for this variable and a prior distri­
bution for the probabilities that each of the models holds 
are also defined. The joint distribution of the variables— 
the unknown parameters, the observations, the model selec­
tion variable, and the probability that each model holds— 
is obtained and leads to the marginal posterior distribution 
of the unknown parameters. The result is that an analysis 
may be performed by averaging the posterior distributions 
obtained for each individual model. 
If it is decided to select one single model from the 
original set of models, this selection can be represented 
as an observation of the model selection variable. Any 
available method of selecting one model can be used and such 
method of selection will not be discussed in this thesis. 
For the case in which a single model is selected the poster­
ior distribution of the unknown parameters conditional on 
the model selected is obtained and it is shown that the re­
sults agree with those of ordinary Bayesian analysis of 
linear models. 
One obvious method of model selection would be to find 
2c 
the posterior probabilities of each model and select that 
one with the highest posterior probability. It is proposed 
to discuss this alternative elsewhere together with appro­
priate evaluation. It may be noted that the averaging 
process is applicable to cases when the single model se­
lected by maximizing posterior probability does not appear 
outstandingly preferable. 
Because of the importance of the natural conjugate 
prior distribution and the noninformative prior distribution, 
these two special cases are treated in detail in conjunction 
with the normal likelihood. For the case in which a model 
is selected, the results agree with the posterior distribu­
tions obtained for the linear model for the natural con­
jugate prior distribution of the parameters in Raiffa and 
Schlaifer (1961) and for the noninformative prior distribu­
tion of the parameters in Box and Tiao (1973). 
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II. THE STRUCTURE OF THE PROBLEM 
A. The Models 
Consider the situation in which one dependent variable 
Y is related to a set of independent variables 
It will be assumed that there is also a completely speci­
fied set of p possible linear models, P £ °°, suggested by 
prior information and experiments such that the whole set 
or a subset of the set of m independent variables is in­
cluded in each model. 
Any two subsets of independent variables included in 
their respective models may or may not be overlapping or may 
or may not be subsets of each other. For instance, with m = 
4, a possible pair of nonoverlapping models could be 
i^ 1^0 Pll^ li ^  Pl2*2i ^  ®li 
i^ " ^20 2^3^ 31 2^Ai ®2i 
while another possible pair of models with overlap could be 
i^ ~ ^ 10 l^Ai 1^2^ 2i ®li 
i^ ^  ^ 20 2^1^ 1i 2^2^ 2i 2^3*31 ^  ^ 2Ai ®2i 
A set of indicator variables 1^  ^can be defined by 
If 
= <1 if the jth variable is included in the kth 
model 
P if it is not, 
where k = l,...,p and j = l,...,m. The complete set of 
models can then be expressed as 
i^ = ^ 10 + ^ ll^ lAi ^  ^ 12^ 12^ 2i + • • • + ^ Im^ lm^ i 
+ ®li : 
i^ ~ ^ 20 2^1^ 21^ 1i ^  ^ 22^ 22^ 21 + 2^m^ 2m^ i 
 ^®2i ) 9 
i^ " PpO ^  Ipl^ pl^ li ^  ^ p2^ p2^ 2i + ••• + ^ pm^ pm^ i 
+ ®pi » (1) 
where i = l,...,n, the number of observations. It is also 
assumed that the error terms, 
have mean 0 and variance for k = l,...,p, that is, the 
variance may be different for each possible model. Finally 
it is assumed that E[e^ e^^ ,^] = 0 for i ^  i',i,i' = l,...,n, 
where E implies expectation. 
In terms of the models as expressed in Equation 1, the 
5 
two examples given above are 
i^ ~ ^ 10 (DPiiXii + (l)Pi2%2i " (OOPigXgi + (O)Pi^ x^ i 
4-
i^ ~ ^ 20 ^  (0)§2lXli (0)^ 22^ 21 ^  (DPg^ S^l (1)^ 2^ 1 
+ e2j_ 
and 
Yi = ^ 10 + (DPll^ li ^  (1)912=21 "• (COPigXji + (0)913=41 
+ e^ j_ 
1^ ~ ^ 20 (1)^ 21^ 11 (1)^ 22^ 21 "'" (1)^ 23^ 31 (1)92^ -^ 4-1 
+ egi . 
The kth model can be expressed In matrix form as 
Z == k^^ k —k ' k = l,...,p , (2) 
where 
®kl 9kO 
-^ 2 
(D k^l^ kl 
, 
II 
• 
' 4 = Ik29k2 
2^ 11 ®kn k^m^ km 
6 
and 
 ^ k^l^ l2 k^2%22 
 ^ k^2^ 21 
 ^ k^l^ ln k^2^ 2n 
It will be assumed further that, along with the defi­
nition of each of the k models, some measure of the proba­
bility, a^ , that the kth model is the appropriate model for 
the experiment to be performed can be obtained. The result 
of the model specification process for an experiment is then 
not just one model, but several models, each with a proba­
bility assigned to it. 
As an example, assume that a variable y depends solely 
on one variable x in a manner that can be approximated by a 
polynomial, where the polynomial depends on the location, 
say, in which the experiment is performed. Suppose then that 
the relationship has been investigated at 20 different loca­
tions with the result that in 10 locations the linear model 
Sy = 1^ 20 + 1^1% 
was found to hold; in 6 locations the quadratic model 
By = ?20 + ^ 21^  " 
7 
was found to hold; and in ^  locations the cubic model 
Ey = B^ q + + §223^  + ^ 33^  ^
was found to hold. Then we would assign the probabilities 
= .5 to the linear model, 02 = .3 to the quadratic model, 
and a3 = .2 to the cubic model. The complete specification 
of the model would include all three relationships between y 
and X and their corresponding probabilities. 
In the general case being considered when a subsequent 
experiment is performed, a realization of one of the possible 
models occurs. This realization can be represented by a 
single selection of one of p items, each with probability of 
selection given by a^ , k = l,...,p. In this context the se­
lection procedure may be regarded as taking a single observa­
tion of a multinomial random variable. A, which will be 
tsrmsd the model selection variable. The variable A is 
accordingly defined to take the value k if the experiment 
is a realization of the kth model. 
In some cases the number of possible models entertained, 
p, could be countably infinite, that is, p = °°. In the work 
that follows this contingency is admitted and the results 
derived will still apply. 
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B. The Prior Distribution of the Parameters 
for Each Model 
Let 0 represent the vector of unknovm parameters and 
let ^  represent the vector of unknown parameters that occur 
in the kth model. When the variance is known, © = P, 
while if it is unknown, 0 = A similar definition 
holds for Consider the example pair of models given 
earlier with m = 4, 
yi = Pio + PiAi + ^ 12^ 1 + ®ii 
= ^ 20 + ?23^ 3i + ^ 2Al + ®2i • 
Then if the variances are known, 
1^ ^  '^ 10'^ 11'^ 12' ' 
and 
—2 ~ (^ 20)^ 23)^ 2^  ^
If the variances are unknown. 
9 
and 
The prior distribution of 9, which is different for 
each of the p models, can be expressed as 
î(9 I A = k , ) (3) 
h=l 
where the single overbar is used to indicate a prior dis­
tribution. It will be assumed that the prior distribution 
of the parameters for each model is independent of the 
probabilities associated with the models. Therefore 
f(0 i  A = k 5 l^ h^  ^  ^ ~ f(^  I  A = k) , k = l,...,p , 
h—1 
which will be hereafter written as 
f(e I A=k) = f^ (s^ ) . (5) 
C. The Likelihood of the Observations 
The likelihood of the ith observation , given the kth 
model, is 
10 
I 0 , A=k , (6) 
and since the observations are assumed independent, the 
likelihood of the vector of observations % is 
1(Z I  £ , A=k , ) 
h—1 
= % ^  (Yi i 9 , A=k , {a, ]P ) . (7) 
i=l h=l 
As with the prior distributions, the likelihoods will be as­
sumed to be independent of the probabilities for each of the 
models. Therefore 
yfCz 1 Q , A=k , ) =Jliz I© , A=k) , k = l,...,p , 
h—1 
(8) 
which will be hereafter written as 
j | (z 1 9 , A=k) = I  %) • (9) 
If the assumption of normality of the error terms 
is made the likelihood of the vector of observations % be­
comes that for the multivariate normal likelihood. 
11 
--^ (z - (z -
2a. 
4(Z 1 %) = —^ e ^ . (10) 
(27rcr|)^  
D. The Likelihood of the Model Selection Variable 
The likelihood of the model selection variable A, given 
(«kip 
k'k.l ' 
is the likelihood of a single observation of a multinomial 
random variable with p possible choices. Therefore 
U^-a I (a,A 
where A = k if the kth model is observed and 
A^  = jl if h = k 
(11) 
(p otherwise 
for h = 1,...,p. 
12 
E. The Prior Distribution of the Parameters 
of the Model Selection Variable 
For cases in which the model probabilities, 
are unknown, a prior distribution of 
will be defined. Since the 
are the parameters of the distribution of the multinomially 
distributed model selection variable A, the usual prior dis­
tribution associated with a multinomial random variable, the 
Dirichlet distribution, 
Sn -1 IP 1 - (s-i): S t 
'k k=l 
p 
Sjj. > 0 ; s = z s%.; k = l,...,p , (12) 
will be used. The Dirichlet distribution is discussed in 
Wilks (1962) and its use as a prior distribution for a multi­
nomial random variable is discussed in Lindley (1964-, 1972), 
13 
Bloch and Watson (1967), and Dickey (1968). 
The determination of the 
in Equation 12 can be difficult. If the set of probabilities 
is determined by a set of s previous experiments, s^  is the 
number of experiments resulting in model k. The probabili­
ties 
are then estimated by s^ /s. However if the 
are not observed in this manner, they may be treated as 
hyperparameter s determined in some manner to represent any 
prior information concerning the probabilities 
-.IL • 
When there is no prior information on these probabilities 
uniformly noninformative choices may be used such as s^  = 0, 
k = l,...,p discussed in Lindley (1972) and s^  = 1/2, k = 
l,...,p discussed by Lindley (1972) and Box and Tiao (1973). 
Ih  
When the number of models p is 2, the Dirichlet distri­
bution reduces to the beta distribution, 
the usual prior distribution for the parameters of a 
binomial random variable. 
If the set of probabilities 
are considered to be known parameters the prior distribution 
of the 
is a degenerate distribution. As will be shown later, the 
analysis is the same whether the 
Tipifrfipiyr 
l^'^ 2 —  ^ s 
k=l 
is a set of known or a set of unknown parameters. 
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III. THE POSTERIOR DISTRIBUTIONS 
A. The Joint Distribution of 0, and A 
As indicated above the model probabilities 
may be known parameters or may be random variables with 
prior distribution given by Equation 12. In the later case 
the following theorem specifies the joint marginal poster­
ior distribution of the variates 9, and A. 
Theorem 1. Let the model probabilities 
be random variables with the Dirichlet prior distribution 
given by Equation 12 and let the likelihood of the model 
selection variable A be given by Equation 11. Then the 
joint distribution of 0, and A is 
8, A=a) = f(z, e, ) 
h—1 
13 A/t 
= ( n )J((% j 0, A=k)f(9 i A=k) (13) 
h—1 
where = s^ /s is an estimate of for h = 1,...,P; and 
where here and in the following a double overbar indicates 
16 
a joint or a posterior distribution and a single overbar 
indicates a prior distribution. 
The usual definition of the joint distribution of 
variables indicates the joint distribution of 0, and 
A, and 
is 
f(Z, 0, A=a, [a ]P ) = f(z, 0, , [a ]P ) 
h=l h=l h=l 
= J!(Z 1 £, A=k, )f(0 1 A=k, ) 
h—1 h—1 
r (A=a i  )  
•  ^ h=l  ^'"h=l 
The assumption of independence of both the likelihood of 
2 and the prior distribution of 0 with the model probabil­
ities 
as expressed by Equations h and 8 implies that 
17 
fCz, e, A=a, [a ) 
k=l 
= J !C z l e ,  A=k)f(0 1  A=k)|(A=a j   ^
h—1 il—1 
By substituting the expression for the likelihood of A given 
in Equation 11 and the expression for the prior distribution 
of 
given in Equation 12, it follows that 
f(Z, i, A=a, ) 
h=l 
P A 
= l£, A=k)f(Q I  A=k) ( n (a, ) 
h=l 
h=l  ^
= Ç(z I  8, A=k)f(e I  A=k) — n ^ 
° To=1 
11 isL-l;: 
h=i  ^
By integrating over the unit hypercube representing the 
range of the model probabilities 
{aj, I 0 < , 
18 
the joint distribution of 2, 0, and A is found to be 
9, A=a) = I I 
0 0 
(z, e, A=a, {a )da, ...da 
h=l  ^ I 
ÎCZ 1 9? A=k)f(0 1 A=k) 
0 0 
n (sj^ -D! 
h=l  ^
 ^ da_..da. 
= Mz I 0, A=k)f(Ol A=k) 
(s-l) l  s^ n (s^-l) l  
^ h=l ^ 
P 
n (s,- i) i  si 
h=l ^ 
0 
P Tr^ l 
0 n (s,-i)i 
 ^h=l  ^
d-CC", • • • dcL 1 P 
= ((z I G, A=k)f(0 j  A=k)(sjj./s) 
1 
I ••• / n 
0 0 3. § (s^ -D!  ^ " 
 ^h=l  ^
19 
The integrand of this last expression is the density func­
tion of a Dirichlet distribution and the integral is there­
fore 1. Then 
f(Z, 0, A=a) = Jl^Z 1 £? A=k)f(0 jA=k)(s^ /s) 
By the definition of 
 ^k=l 
given following Equation 11, 
1 (sh/s) = (sj^ /s) = s^ /s 
if and only if h = k and 
0 
(s^ /s) = (s^ /s) = 1 
otherwise. Therefore 
n - V® 
h=1 " 
and 
f (Z, 0, A=a) = Kz I 0, A=k)f(© 1 A=k) n (s^ /s) " 
h=l  ^
p A 
= f  (z I 0? A=k)f(0 i  A=k) n (a, ) ^ 
h=l 
where = s^ /s for h = l,...,p, as in Equation 13. 
20 
The following theorem indicates that similar results 
obtain when the model probabilities 
 ^k=l 
are known. 
Theorem 2. Let the model probabilities 
be known and let the likelihood of the model selection var 
iable A be given by Equation 11. Then the joint 
distribution of 0, and A given 
IS 
f(Z) Ô, A=a ! ) =j!(£ 1©, A=k)f(© i A=k) D (a^ ) 
1 1 h=l k=l 
The usual definition of the joint distribution of 
variables indicates the joint distribution of 0, and 
A conditional on 
21 
is 
fCz, 9, A=a i {%]^ _ ) 
li—1 
= i(zli, A=k, )f(0|A=k, {a ]P ) 
h=l ii=l 
i(A=a 1 ) 
h.=l 
The assumption of independence of both the likelihood of ^  
and the prior distribution of 0 vith the model probabil­
ities 
as expressed by Equations 4 and 8 imply that 
8, A=a 1 ) 
h—1 
= i(Z iiî A=k)f(9 I A=k)J^ (A | ) . 
h—1 
By substituting the expression for the likelihood of A given 
in Equation 11, it follows that 
fCz, i, A=a 1 [a ) 
h=l 
= i(Z li, A=k)f(0 lA=k) n (a.) ^  , 
h=l  ^
as in Equation 14. 
22 
Because Equations 13 and 14- are identical except that 
when the model probabilities 
are unknown they are replaced by their estimates 
an analysis in which the 
are known will be the same as one in which they are esti­
mated provided the estimates are used in place of the actual 
values in the later case. In the sequel 
will be used with the understanding that, if they are un­
known, their estimates 
eTn/-\nl A "Ko on'Ko'hn 
An alternate proof of Theorem 2 patterned after that 
of Theorem 1 might further demonstrate the similarity of 
these two situations. Since the model probabilities 
23 
are known to be, say, 
they may be considered to have the degenerate prior distri­
bution 
" ""k = "Ok 
p otherwise, 
for k = The following equation was obtained for 
the joint distribution of 9, A, and 
during the proof of Theorem 1. 
fCz, ©, A=a, [a ]P ) 
k=l 
= i^ Z 1 G, A=k)f(9 j A=k)jg(A )f([aj^ }P^  ) . 
h=l h—1 
By substituting the expression for the likelihood of A given 
in Equation 11, it follows that 
8, A=a, ) 
= l£» A=k)f(Q |A=k)( n (a, ) ^)f([a, ]P ) . 
h=l h=l 
By integrating over the hypercube representing the range of 
2k 
the model probabilities 
1^ 1, ! 0 < < 1]P^  ^
the joint distribution of 0, and A is found to be 
©J A=a) =1 ... ©, A=a, {a, ]P )da,...da 
k=l P 0 0 
11  ^
~  J  ' " J  A=k)f(0 I A=k)( il ) 
0 0 b=l 
)da,...da 
h=l  ^
= i 9j A=k)f(0 1 A=k) 
0 0 
n (a, f([a, )da, ...da 
n=l  ^  ^h=l - P 
= Kz I 0, A=k)f(9 i A=k)a Ok 
V\tr 4-V*o >-i4 4-4 /x-f* WAX W W-kVXA J. 
given above. By the same argument used in the earlier proof 
of Theorem 2 concerning 
25 
h!l = =0k 
and 
f(Z, ©, A=a) =Jliz 1®? A=k)f(0 | A=k) n (Oq^ ) ^  , 
h—1 
as in Equation iV. 
B. The Posterior Distributions When A is Observed 
During the performance of an experiment, one of the 
linear models that have been proposed as possible models 
for the experiment may be selected by some means as that 
model which best fits the particular experiment being per­
formed. When this is done the model is then presumed to 
be known for that experiment and any information concern­
ing any of the other models proposed as candidates is ir­
relevant to the model selected. This is at present done in 
many of the standard approaches to the problem of multiple 
possible models. In stepwise regression, for instance, one 
model is selected from a set of possible models (the set 
could be all possible combinations of the independent vari­
ables) and then that model is assumed to hold for future 
26 
analysis. Since any of the standard approaches to model 
selection are possible means of selecting the model in this 
situation, any problems arising with the use of these meth­
ods, such as those due to selection of the wrong model, 
should also apply here. Consequences of errors in model 
selection are discussed widely, as, for example, in Rao 
(1971) and Anderson, Allen, and Cady (1972). 
The selection of the model is equivalent to the ob­
servation that A, the model selection variable, takes that 
value k which indicates the particular model observed. The 
theorem below then shows that when the kth model is se­
lected to hold, that is, when A = k, the joint posterior 
distribution of z and conditional on the assumption that 
the selected model is true, uses only that information con­
cerning the model now presumed to hold. 
This observation of the model could be made independ­
ently of the data. For example, suppose an experiment con­
sisted of several treatments examined in the presence of 
background variability and suppose the overall model is 
y = f(treatment effects) + g(backgrcund effects) + e = 
Models of this type are suggested in, for example. Cox 
(1956; 1958; 1959, unpublished paper)» Finally, suppose 
the different models considered represent alternative struc­
tures to represent the background effects. Then, in some 
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cases, the structure of the particular background for this 
experiment could be observed. If, for example, the experi­
ment is an agricultural study in which the topography of 
the land generates the background effects, that topography 
could be noted from maps or land surveys. Likewise some 
observations or experiment other than the present data could 
be collected and a model building technique could be ap­
plied to them to determine which of the models apply. Again 
in a crop experiment the height of the plants may give some 
indication of the fertility contours of the experimental 
plot and a model building technique could be applied to that 
data to determine which background model to use. An ex­
ample of a separate study to determine such a background 
model in terms of soil moisture contours is given in Cox, 
Hosking, and Line (1958). 
One obvious method of model selection vould be to find 
the posterior probabilities of each model and select that one 
with the highest posterior probability. It is proposed to 
discuss this alternative elsewhere together with appropriate 
evaluation. It may be noted that the averaging process is 
applicable to cases when the single model selected by maxi­
mizing posterior probability does not appear outstandingly 
preferable. 
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Theorem 2» Assume the joint posterior distribution of 2, 
0, and A is as obtained by either Theorem 1 or Theorem 2 
and assume an observation on the model selection variable 
A is made by some means to indicate that A = k. Then the 
joint posterior distribution of x. and 0 conditional on 
A = k is 
fljC£, ik) = Vz I (15: 
where 
fls-Cz? %) = f(z, 9 I A=k) 
By the usual definition of a conditional density and 
since the distribution of A depends on the model probabil­
ities 
f(£, 0 I A=k) = f(£, 0, A=a)/j(CA=a) 
Substituting the expression for f(£, ©, A=a) found by 
either Theorem 1 or Theorem 2, it follows that 
f(Z; £ 1 A=k) 
= X Cz i £, A=k)f(Q i A=k) 
( S (a. )^ )/j!(A=a) 
h=l  ^ * 
The prior distribution of A given in Equation 11 implies 
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£ i A=k) 
= iCz l£j A=k)f(0 1 A=k)( n (a, t^)/( IT (a, ) 
h=l h=l 
= J! (Z 1 £5 A=k)f (0 I A=k) 
which by the definitions given in Equations 5 and 9 and by 
the definition for fjj.(z,©^ ) given above implies that 
fjjCz, e^ ) = 4(z I , 
as in Equation 15. 
In their development of the Bayesian analysis of the 
linear model Raiffa and Schlaifer (1961) derive three 
posterior distributions useful for further analysis. These 
are: i) the posterior distribution of the parameters 0 
given the observations y. ii) the posterior distribution of 
the observations £ given the parameters 0, and iii) the mar­
ginal posterior distribution of the observations % inde­
pendent of the parameters 0. The first posterior distri­
bution of the three is used for inference about the param­
eters involved. The last two posterior distributions are 
useful in prediction. The following theorem gives these 
three posterior distributions when the model selection var­
iable A is observed. 
30 
Theorem h. Assume an observation is made on the model se­
lection variable A and the joint posterior distribution of 
% and 0, conditional on A = k, is as given by Theorem 3* 
Then the following three posterior distributions obtain: 
i) fjjCSij I z) 
= îk(âi)iii:(z I Sv)/ I , C16) k  — — k '  — k  '  
ii) =JkCzl©i5;^  » (17) 
iii) fj^ (z) =  ^ '-k^ -^k » (18) 
where 
1) fk(£k IZ) = f(G iz, A=k) , (19) 
ii) f;_(z I ©-) = f(z I 0j A=k) , (20) 
iii) fv(z) = f(z i A=k) . (21) 
The results in Equations 16, 17, and 18 can be estab­
lished as follows: 
1) By the definition of conditional probability 
f(Q I Zj A=k) = f (%, 0 j A=k)/f (2 i A=k) 
The marginal distribution of % given A = k is found from 
the joint distribution of % and 0 given A = k to be 
f(Z IA=k) = f(z, G i A=k)d0 
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Therefore 
f(9 I Z, A=k) = f(x, 9 I A=k)/ f (£, 9 | A=k)d9 
By the definitions given in Equations 15 and 19, 
fvCSk I z) = Si,)/ 
But by Equation 15, 
= •JfeVZ I 14k(z i sk'fk(=k/"Sk ' 
as in Equation 16. 
ii) Again by the definition of conditional probability 
f(Z 1 0, A=k) = f(£, 0 I A=k)/f (£ j A=k) 
The marginal distribution of 9 given A = k is also found from 
the joint distribution of % and 9 given A = k to be 
f (9 I A=k) = j f (%, 9 I A=k)dz 
Therefore 
f(Z 1 9, A=k) = f(2, 9 j A=k)/ J f(z, 9 | A=k)d£ 
The definitions in Equation 20 and following Equation 15 imply 
ffcCz 1%:) = &;)/jyz, • 
By Equation 15 
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flr(Z 1 iv) 
But 
= ifcCz I I Sk)fk(9k)<iz 
Jik(z lâk'fk(âk)<Î2 = fk%) JA<^  l%)dz 
Therefore 
fk^-ï ! Sk> = ^k(z I ik)^k(%)/^k(Sk) 
= ^ k(z I «k) ' 
as in Equation 17. 
iii) The marginal distribution of % given A = k can be 
found from the joint distribution of % and 0 given A = k to 
f(Z I A=k) = f 0 1 A=k)d0 
The definitions of Equations 15 and 21 imply 
fv(z) = _ K(z, 
Finally Equation 15 implies 
as in Equation 18. 
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The above posterior distributions are identical to the 
respective ones obtained by Raiffa and Schlaifer (1961, Chap­
ter 13) for the usual Bayesian analysis of the linear model 
if only that model chosen by the observation of the model se­
lection variable A is assumed rather than the entire set of 
models described in Equation 1. Therefore when the model se­
lection variable A is observed and a particular model is then 
presumed as known to hold, the usual Bayesian analysis based 
only on the particular model indicated by A should be used. 
C. The Posterior Distributions When A is Not Observed 
There may be occasions in which the observation of the 
model that applies in a particular experimental situation 
may not be feasible. For instance, with reference to the 
example given in the beginning of the previous section, it 
may net be physically or practically possible to observe the 
background surface that influences the experimental results. 
Also the empirical nature of model building techniques may 
make their application unsatisfactory. The following theo­
rem states that whenever the model for a particular experi­
ment is not determined, the posterior distributions are the 
averages of the posterior distributions obtained, one from 
each of the p possible models proposed for the experiment. 
Theorem Assume the joint posterior distribution of %, 6, 
and A is as obtained by either Theorem 1 or Theorem 2 and 
3^ 
assume an observation of the model selection variable A is 
not made. Then the following posterior distributions ob­
tain: 
i) fte, S) = I Vk(Z (22) 
k*—1 
ii) f(S I Z) = I âu;)/ 
(23) 
ill) f(y |e) = I Oj^ {]j(z 1%) (24) 
iv) f(z) = 2 ajj j f)j(ijj.)ji!]j(z 19];)d% . (25) 
The results in Equations 22 through 25 can be estab­
lished as follows. 
i) The posterior distribution f(%, 0) can be found as 
the marginal distribution of % and 0 from f0, A=a) given 
either in Theorem 1 or Theorem 2 as 
= P = 
f(Z> ©) = 2 f(z, 0, A=k) 
k=l 
Substituting the formula for f(%, 0, A=k) from either Theorem 
1 or Theorem 2 implies 
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f(z, G) = Z Hz i G) A=k)f(0 I A=k)( n (a, ' 
k=l h=l 
But by the definition of 
given following Equation 11, 
(ah)"^  = (3%)^  = 
if and only if h = k and 
(tth)^  = (3%)° = 1 
otherwise. Therefore, for A = k. 
P A^  
n (a,) = 1]^  
h=l  ^  ^
and 
= P -
f(Zî ©) = 2 a, I 9, A=k)f(0 i A=k) 
k=l 
which by the definitions in Equations 5 and 9 is 
Hz, S) = , 
as in Equation 22. 
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il) Again by taking the marginal distribution 
— p — 
f(G I %) = Z f(0, A=k j z) 
k=l 
The definition of a joint distribution implies 
f(0, A=k \x) = f(© 1 Zî A=k)j((A=a \z) 
The distribution of A, however, is independent of so that 
f(ô, A=k { z) = f(Q i Zj A=k)jJ(A=a) 
which by Equation 11 is 
- - p Ai 
f(0, A=k Iz)  = f(0 1 Zj A=k)( n 
h—1 
Therefore 
= P = , P -A.'h 
f(S l z )  =  z  f (9 i z ,  A=k)( 11  (a ; ") 
k=l h=l " 
Again by the definition of 
given following Equation 11 and by the argument given in 
part i) above, for A = k, 
P A, 
and 
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— J) * 
f(© 1 y) = Z a, f (e j 2, A=k) 
k=l * 
Equation 19, however, implies 
f (Q 1 Z) = Z I y) 
k=l  ^^   ^
and therefore Equation 16 implies 
f(e Iz) = 1%)/ 
as in Equation 23 above. 
iii) Again by taking marginal distributions, 
f (Z I 9) = 2 f (z, A=k 1 0) , 
which from the definition of a joint distribution is 
f(Z, A=k I Q) = f(z I 0, A=k)J?(A=a | 0) 
The distribution of A, however, is independent of 0, so that 
f(Z, A=k I 0) = f(z I 0, A=k)J (^A=a) 
which by Equation 11 is 
f(Z; A=k i 0) = f(z I 0, A=k)( S 
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Therefore 
f(Z 1 ©) = 2 f(z I £? A=k)( n (a, ) . 
k=l h=l  ^
Again from the definition of 
k:=l 
given following Equation 11 and by the argument given 
part i) above, 
S = a, 
h=l  ^
for A = k and 
— P — 
f (z I £) = Z c. f(2 j 0, A=k) 
k=l  ^
Equation 20, however, implies 
f(Z I G) = Z -,f, la ) 
k=l  ^^   ^
and Equation 17 therefore implies 
f(z i £) = 2 k^^ k^ - 1%) ' 
k=l  ^^   ^
as in Equation 2^  above. 
iv) Again by taking marginal distributions, 
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= P = 
f(%) = z f(z, A=k) 
k=l 
which from the definition of a joint distribution is 
= P = , f. 
f(z) = 2 f (£ I A=k)j! (A=a) 
k=l 
However Equation 11 implies 
= P = P A, 
f(%) = 2 f(2 |A=k)( n (a, ) ) 
k=l h=l  ^
By the definition of 
 ^k=l 
given following Equation 11 and by the argument given in 
part i)5 for A = k, 
A f ^ 
A 
ana 
P = 
f(z) = 2_ a^ f(2 i A=k) 
V=T 
which by Equation 21 is 
= P = 
f(z) = 2 a, f, (£) 
k=l  ^^  
Equation 18 therefore implies 
ho 
f (Z) = «k J I 2^ )4% , 
as in Equation 25. 
This theorem implies that, when A is not observed, the 
posterior distributions become the weighted averages of the 
individual model posterior distributions. The following 
lemma, when applied to each of the above posterior expres­
sions, shows they are still distribution functions. This 
lemma is well-known, but is included here for completeness. 
T.PTnma 1. Assume the sequence of functions 
[Fjj:(xi,... , 
p < is a sequence of joint distribution functions. Let 
KF,, 
be a sequence of nonnegative constants such that 
P i: a = 1 
k=l  ^
Then if 
P 
F(x-j^ ,... ,Xj^ ) - Z ... ,x^ ) , 
F(x^ ,...,x^ ) is a distribution function. 
The following notation is used in the proof of the 
hi 
lemma. Let a = (a^ ,...,a^ ) and b = (b^ ,...,bj^ ) be two n-
dimensional vectors with £ a^  < b^  ^£ oo, i = l,...,n, 
and let (a, b] = [x = (x^ ,...,x^ ) | a^  ^ < x^  < b^ ,^ i = 
l,...,n}. Let  ^be the set of (?) n-tuples (z^ ,...,z^ ) 
where j of the are a^  ^and n-j of the are b^ . Let 
' • Â 
be the set of the 2^  vertices of (a. bl. Let 6 be an 
arbitrary vertex in A. 
Since the sequence of functions 
[Fj^ (Xi,...,Xj^ )}P^  ^
is a sequence of distribution functions, then * * *'^  ^
is nonnegative and the following properties hold for all k; 
a) lim F^ Cxn,x^ ) = 1 , 
min X.. 
J. 
b) lim F, (x-, ,x^  = 0 for i = 1,... ,n , 
c) is continuous from above in each 
argument, that is, 
lim x^ +h, Xi+i, 
h 0"^  
^2 
for i = 1,...,n, 
d) For every cell (a, b] , 
h,(a, b] = Z (-l)j Z F (&) > 0 , 
^ 3=0 beA.^^ 
where jip is defined by this equality. These four prop­
erties, in turn, characterize a distribution function, 
so if we show they hold for F(x^ ,...,x^ ), the results of 
the lemma follow. 
1) By the definition in the statement of the 
lemma. 
lim F(xn,...,x ) 
min -+ +°o 
p 
— lim Z ,... ,x_) 
mln x^ +^m k=l 
If p is finite, there is no problem in reversing the order 
of the limit and summation operations. However it is pos­
sible that p = -. The distribution functions 
{Fj^(XI,...,X^) 
are each measurable from property c above. Also, 
jFj^ Cxi,... 1 < 1 for each k and for each n-tuple 
(x^ ,... ,Xj^ ). Since 
^3 
P 
I a^ (l) 
k=l 
P 
k=l 
the Dominated Covergence Theorem implies the limit and sum­
mation operations can be reversed even if p = ™ and, 
lim 
min -+ +CO 
ii) For i = 1,...,n, 
P 
lim F(xj_,... ,x^ ) = lim I ... ,x^ ) 
X^ -+ — 00 X^ —>• — OO k—1 
The same argument used above applies to this equation to 
allow the interchange of the limit and summation operations. 
Therefore for i = l,...,n, 
Z a. lim 
min 
lim F(x-, ,,x^ ) 
X. -^.-oo 
p 
Z a, (0) = 0 
k=l  ^
iii) Fix i. Then 
l^im^  4-h, Xi+i,. 
P 
= h^ io+ k=l 3Ï+1,' 
The same argument used in part i) again applies and 
^lim^ F(x^,... ,X^_2_5 ^i+l»***'^^ 
P 
~ k=l h^ i"o+ ^ k^ l^'***'^ i-1' ^ i %1+1)' 
P 
~ k=l • * »^ i-l' i^+l'" "')%%) 
Since i was arbitrary this argument applies for i = l,...,n. 
iv) Choose (a, b]. Then 
n i 
LiT.(a. bj E Z (-1)3 Z 7(b) 
j=0 6eA.^ a 
n . p 
= Z (-1)4 1 I . 
j=0 ôeA k=l  ^^  
J 
Since Fi,(6) < 1 for all k. 
Z anT^ (ô) < Z a%Xl) = 1 . 
k=l  ^^ k=l  ^
Likewise, since the number of vertices in A. is (^ ), then 
3 3 
^5 
1 Z  ^ Z (1) ^  (?) . 
Since each term in the sum is nonnegative the order of sum­
mation may be reversed and 
P P 
Z Z akFtX6) = Z Z 
ôeA k=l k=l ôeA. ^  ^ ^ 
J j-Ci J ;-ii 
Also, 
n . p 
2 (-1)] Z S a^F^(&) 
3 = 0 k=l 
n p . 
= z Z (-l)J z a^F^Cô) 
j = 0 k=l ÔeA 
0 J A-
< z Z |(-l)j| z a,F,(ô) 
j = Ok=l 5eA ^ K 
J jXi 
n p 
= z Z Z cCtPt,(6) 
3 = 0 k=l ÔeA. 
J 5 Xi 
< Z = n (^) 
j = 0 J  ^
Therefore the double series in j and k converges absolutely 
and the order of these summations may also be reversed. 
Therefore, 
1+6 
J^ T^ Ca, tJ = Z (-l)j Z i 
 ^ k=l 
P n 4 
= Z S (-1)3 Z (6) 
k=l j=0 6eA. 
J ,11 
= Z a {S (_l)i Z F,(6)] . 
k=l 3=0 5eA3^ „ 
But property d) above states each term in brackets in the 
above expression is nonnegative. Therefore 
P-wCa, b] = Z (-l)j Z F(ô) 
j=0 
= Z a Z (-1)3 Z F,(ô) > 0 . 
k=l  ^j=0 6eA  ^
i 
+*Vio f C Vsl T.r*> ÇI *>»VsT^-r»«N'WÎ"î T»» v* _ 
v/xAv«> \ Ck ^ J nCfcw <Xj^  U/ u_ v* Cfcju j,a-Jr ^ vxxw ^ M 
ment holds for all cells (a. b]. Therefore properties a) 
through d) hold for F(x^ ;...;Z^ ) and therefore F(x^ ,—.x^ ) 
is a distribution function. 
D, The Marginal Distribution of a Single Parameter 
When the model selection variable A is observed the mar­
ginal posterior distribution of a single parameter 0^  of the 
set of parameters represented by 9 defined earlier is found 
k-7 
by integration in the usual manner to be 
i z) ~ ••• i * * ^ ®j-l^ j^+l* ' ' 
? 2 
where m' = m if a is known and m' = m + 1 if a is un­
known. When, however, the model selection variable A is 
not observed the posterior distribution of f(0j j x) is 
the weighted average of p £ distributions. This is in­
dicated in the following lemma which also indicates that 
the marginal distributions of 9^  can still be found, even 
if p = °°. 
Lmmma 2. Assume the posterior distribution of 0 given % 
is that given by Equation 23. Then the marginal posterior 
distribution of 0^ , j = l,...,m', given the observations 
Z is 
f(0j Iz) 
i: 
k=l Gk 
k^^ -k ' "(26) 
By the usual definition of a marginal distribution, 
f(9j Iz) = f(0 ( m' ' 
which, by Equation 23,.is 
IZ) = j j [ Gkifk(3k)fk(Z 1%)/ 
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Letting 
Iz) = tfjj(e,j)^ (^z ISij)/ 
^k(%)^k(Z I 8k)d%) 
this equation becomes 
f (@j  i z )  =  ,i, Iy)] 
ZL-%L 
. .(i0^ _2_^ 0^ ^^ .. .dO^ , 
If f^ (G^  Iz) are density functions and are there­
fore nonnegative and measurable, Tonelli's Theorem implies 
that the order of the summation and each of the integrations 
can be reversed so that 
f(8j Iz) 
~ k=l J J Iy)a8i'''d0j_ia9j+i'..a8%, 
which is the expression in Equation 26. 
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IV. THE NATURAL CONJUGATE PRIOR DISTRIBUTION 
A. Introduction 
The theory outlined in the previous chapter applies in 
the general situation. Any prior distribution and any like­
lihood may be substituted in the equations obtained in 
either Theorem ^  or Theorem 5 and the corresponding poster­
ior distributions obtained. Two prior distributions are im­
portant enough so that, in conjunction with the normal like­
lihood, they deserve further discussion. These are the 
natural conjugate prior distribution discussed in this chap­
ter and the noninformative prior distribution discussed in 
the next chapter. 
The natural conjugate prior distribution, as presented 
in Raiffa and Schlaifer (1961), is that distribution which 
produces a posterior- uistr-ibution of the same type as the 
prior distribution. For normally distributed data, the 
likelihood is as in Equation 10 and the natural conjugate 
prior distribution is normal if the variance is known and 
normal-gamma if the variance is unknown. 
Throughout the following discussion the vector b^  will 
be the solution of the matrix equation 
where is that matrix associated with the likelihood under 
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the assumption that the kth model applies and 2 is the ob­
servation vector. A single overbar will indicate a prior 
distribution or quantity and a double overbar will indicate 
a posterior distribution or quantity. When A = k the vector 
 ^will be the prior estimate of the location of the param­
eters The prior information on the variance-covariance 
structure of will be represented by By 
scalar multiplication of the matrix the constant 
—2 P 
multiple can be adjusted so that is equal to the 
variance associated with the error term of the data, cr^ , 
defined following Equation 1 for each model. 
B. Model Observed and Variance Known 
Since the model is observed to be the kth one, the 
posterior distributions conditional on A = k expressed in 
p 
Theorem 4 apply and since the variance, cr^ , associated with 
the kth model is known, 0^  ^= The prior distribution of 
k'^ -k' m^  
(27rcr2) 2 
<23) 
Where m^  ^is the number of independent variables in the kth 
model. From Equations 16, 17, and 18, the posterior dis­
tributions are: 
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f(â Iz) = lâ^ )/ I lâi^ )dii 0 
-oo 
- ttelw 
(27ra^ ) ^ 
rmx} -;2(W'%(w 
J " ' m. ® 
p — (27ra|) ^ 
J0k(Z lÈk)4Êk ' (29) 
fCz IW = li>) , (30) 
f(z) = J fk(^k)J^k(z iw%k 
-00 
— e J iiii-
? "T U-rrap ^ 
Ak(^  iâk^ -^^ k ' (31) 
When the data are assumed to be normally distributed, 
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the likelihood is as in Equation 10, and the arguments of 
Raiffa and Schlaifer (1961) can be applied to each of these 
three posterior distributions. The resulting posterior 
distributions are : 
f (È j z) = Q, e  ^ (32) 
(2îra|) ^ 
f (Z I Èk) = ^ e (33) 
(2îrff2)2 
1 
= = 1 2 
= Il-%.(%) % I 
f (Z) = n — 
-  - \k'> '  ( I  - ( z - % )  
(34) 
where 
and 
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k = (X^  + 3iXk)'l(XiXkbk+ X'Z) . (36) 
The posterior distribution of ^  given % then is normal with 
S o O sss ss T 
mean ^  = b^  and variance . The poster­
ior distribution of £ given ^  is normal with mean = 
and variance = o^ I. The marginal posterior dis­
tribution of 2 is also normal, but with mean jj,^  = and 
variance 
C. Model Not Observed but Variance Known 
Because the variances 
are known, 8^  = for all k and, since the model is not ob­
served, the posterior distributions of Theorem 5 apply. The 
prior distribution for each model is as defined in Equation 
28 above. From Equations 23, 2h, and 25 the posterior dis­
tributions are: 
Iz) = I l&k)/ 
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e • (39) 
If the data are again assumed to be normally distributed 
the likelihood is as in Equation 10 and the arguments of 
Raiffa and Schlaifer (1961) can be applied, as in the pre­
vious case, to the terms contained in the brackets in each 
of these posterior distributions. The resulting posterior 
distributions are: 
1 
2 
e ] 
- :r;2(z-jbJlk)'3q^ k^(z-3:k&k) 
1 _ '^ k^ 1/ 
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1 
= = 1 2 
P li-x^ cxpc )-%! 
• k!. •«' ' ' 
(2TrCT|)2 
- (z-%) 
e ^ ] (42) 
where and bj^  are defined in Equations 35 and 36 re­
spectively. 
The posterior distribution of ji. given % is the weighted 
average of ny^ -variate normal distributions each with mean b^  ^
and variance The posterior distribution of % 
given 
is the weighted average of n-variate normal distributions 
each with mean X^ ^^  and variance o^ I. The marginal posterior 
distribution of 2 is the weighted average of n-variate normal 
distributions each with mean X^ ^^  and variance 
4 ( 1 •  
None of the above three posterior distributions are nor­
mal distributions but are mixtures of normal distributions 
weighted by the model probabilities 
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and, as such, are generally multimodal. Lemma 1 shows that 
the posterior expressions represent distributions. Figure 
1 shows three distributions and Figure 2 roughly indi­
cates the weighted average of these three distributions 
when = I/3. 
1^ 2^ 3^ 
Figure 1. Three normal distributions with means , jj.p, 
and 
12 3 
Figure 2. A rough sketch of the mixed trimodal distribu­
tion obtained after averaging the three distri­
butions of Figure la with weights a, = = 
1/3 J .  ^  j  
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D. Two Standard Results 
In the cases in which the variances 
are unknown two well known results are needed. The first 
result, Tonelli's Theorem, gives the conditions under which 
the order of double integrals may be reversed. The follow­
ing statement of Tonelli's Theorem is from Royden (1968). A 
further discussion and a more detailed proof of the theorem 
is presented in Hewitt and Stromberg (1965). 
Theorem (Tonelli). Let ( X , a , ^ )  and ( Y , P , v )  be two c r-finite 
measure spaces and let f be a nonnegative measurable func­
tion on XxY. Then 
1) For almost all x the fuiietion f^ Xy) = f(x,y) is a 
measurable function on Y. 
3) 
For almost all y the function fy(x) = f(x,y) is a 
measurable function on X. 
f j yf(x,y) dv(y) is a measurable function on X. 
'+) I f^(x,y) d^ (x) is a measurable function on Y. 
(^ j yf(x,y) dv)djj.) = j xxY^ ^^ '^  ^d(iJ-xv) 
= J J d^ j.) dv . 
5) 
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Since all the integrals studied in the present context are 
over the real line and the dominating measure is Lebesgue 
measure, the measure spaces are cr-finite. Likewise the 
density functions are nonnegative and measurable. There­
fore Tonelli's Theorem will apply to the double integrals 
as required. 
The following lemma proved in Raiffa and Schlaifer 
(1961) and more completely in Hoadley (1970) is helpful in 
determining the posterior distributions when the data are 
assumed to be normally distributed. 
2 2 Lemma 2» Let H = 1/a . Let wh = vv/c be distributed as 
2 
aX  random variable with v  degrees of freedom, that is, 
h = 1/cr has a gamma-2 distribution with v degrees of 
freedom. Let 1% | m, ct^ (X'X)~ ]^ = iz 1 hX'X] be dis-
^  T " »  " Q  ^  ^  ^  m m  ^  ^  ^  w ^  f s  T - v  T  T . T n  V »  T V »  O  ^  
VJ. CLO CLJLl XX~ V CLX a.CL OO t tt J I t X V ctJ. a.Cb w ^ vt* At&s#, V*,** 
p 1 
m and variance cr (X'X)~ . Then x. is distributed as an n-
variate generalized t random variable with v degrees of 
freedom, that is, % is distributed as 
m 4- t^ V V(X'X)~"^ 
where t has an n-variate t distribution with v  degrees of 
freedom. The resulting density is 
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'(z) = 1 X ' X 1 ^ ( ^  +  | - 1 ) I  
n®(|-i)i 
( w/2) 
[ w + (2; -my(X'X)~^ (;^  - m) ] 
V n 
2 • 2 (43) 
E. Model Observed but Variance Unknown 
Since the variance for the kth model is unknown, 0^  = 
p 
•^^ k' ^ k^ * natural conjugate prior distribution of 
^^ k' "^ k^  as indicated by Raiffa and Schlaifer (1961) is the 
normal-gamma distribution 
-tV. ' - iiii. ] 
(2Tro|) 2 
— «• —^ 
\ -, Vk 
' '2-2 (-^ -1)1 "^k 
The prior distribution is then expressed as the product of 
2 the normal distribution of given times the gamma-2 
p 
distribution of 
The model selection variable A is observed to be k and 
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therefore the posterior distributions conditional of A = k 
expressed in Theorem 4 apply. From Equations 16, 17, and 
18, they are: 
fCe I z) = I %,)/ I I 
. ['%' e ] 
^ ' 
- -2 ?-]- - -2 - ^  
]4(z I 
1x^ ,2 
u (2Trcy2) 2 
-  -2  
- -2 - -2 - ^  
(^ ) (^ ) e ] 
Jîk(z , w 
t %) = i ik^ 5 (^6) 
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f (z) = fv(ev)iv(z 1 k ^ — '  —k ' " * — k  
1 1 
CO 00 
0 -°° 
r !% . 2^ k 
% 
(27ra^ ) ^ 
e " ] 
Ik . 
-  -2  2  -  -2  
[-T 
(3-1)1 
(^) 
2-k 
(^ ) e 
Vk 
aaS 
i,.(z • (4?) 
On the assumption that the data are normally distributed 
the likelihood is as in Equation 10, and, applying Tonelli's 
Theorem, Raiffa and Schlaifer (1961) show these three pos-
J.WX u.xa ox'xuuoxwxxd ucvvmc# 
f(Ô Iz) = [ 
(2Tra^ ) ^ 
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I 
3 
Î 
+ 
C\J r^ i Ui 
i 
CM >4 
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CM M 
I ?• 
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The posterior distribution of (£,cr^ ) given % is 
normal-gamma. The expression (48) is factored to represent 
the product of the posterior distribution of £ given a and 
Y with the posterior distribution of cr*^  given The pos-
terior distribution of o given £ is gamma-2 with v^ s^  and 
given by Equations 51 and 52. The posterior distribu-
2 = 
tion of ^  given cr^  and % is normal with mean b^  and var­
iance where b^  and are defined by Equations 
35 and 36. The marginal posterior distribution of §_ given 
2 can be found by Lemma 3 to be 
1 v= 
f (Ê. 11) 
n 2 (^  -1) ! 
"k n 
[ y k + ( W ) ' ^  ^  ( 5 3 )  
which is the generalized m^ -variate t density function with 
degrees of freedom, mean bj^ , and variance-covariance 
matrix that is, ^  is distributed as 
bjj. + t= J (54) 
where t= is an mjj.-variate t distribution with degrees of 
k 
freedom. 
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p 
The posterior distribution of % given and is 
2 
n-variate normal with mean and variance 
Since the term in the first pair of brackets of the 
integrand of fC^ ) is normal with mean X^ b^  and variance 
cr^ Cl - Xjj.(X^ j^ )~^ X^ ) while the term in the second pair of 
brackets is gamma-2 with degrees of freedom, Lemma 2 im­
plies £ will have a generalized n-variate t distribution 
with degrees of freedom, mean X^ b^ ,^ and variance 
cr?(I - X- (%%. )~^ X; ). The density function of z is iv jL & ZL iL 
hz) = ] 
lf(^ - 1)1 
+ (Z - Xfeb^ ) ' ( I - Xk(%) 
k^ _ n 
(z -  ^  ^ , (55) 
that is, the marginal distribution of % is that of 
or that of 
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where t- has an n-variate t distribution with degrees 
-V]J k 
of freedom. 
F. Model Not Observed and Variance Unknown 
2 Since the variances cr^  are unknown for all models, 0 = 
p 
^^ k'^ k^  for all k. The prior distribution for each model is 
as defined in Equation 44. As in the previous case, the 
prior distribution for each model can be factored into the 
p 
product of the normal prior distribution of given cr^  and 
2 the gamma-2 prior distribution of cr^ .^ 
Since the model is not observed the posterior distri­
butions of Theorem 5 apply. From Equations 23, 24, and 25 
the posterior distributions are: 
1(9 i2)= 1 a [faeoLcz la,)/|f>(âv)L(2 lejaivl 
 ^ n Z*. JCl.  ^ — — 
(2-n-a^ ) ^  
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CO oo 
L 
0 
(2Trff|) ^  
2a 2^ k^~-k^  ^ k^ k^ k^"-k^  ] 
k -, 
-  -2  2  -  -2  
Vk 
[-=- (^) 
(-^ -D! 2c^ k 
(^ ) e ] 
fk(Z lÈk,fg)dÈkdcr2] (58) 
fk(Z ! ""kKk^ Z iGk)] (59) 
f(z) =  ^ CiJ fiXgiJPi.Cz I Qv)dO,^ "i 1 1 fL ~ n. XX. " xi. XX.-
A.—J. 
= k!i ^ 
I 
1%!^  
2(^ k-^ ) %:(^ k-^ k) 
[- IQt ] 
0 -°° 
(2Tro|) ^  
r^ A. 
•aa?. ' 
—  — 2  
k^^ k 
2.! 
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(60) 
If the data are assumed to be normally distributed and 
the likelihood is as in Equation 10, the arguments of Raiffa 
and Schlaifer (1961) can be used as in the above case, on 
the terms contained in the brackets in each of these pos­
terior distributions. The resulting posterior distributions 
are: 
- , P 
f (â 1 z) = z 
k=l 
2^ k^"-k^  ^ k^ k^"-k^  
] 
(2:ro^ ) 2 
1 _ "^k ]/ 
i2rro^)^ 
zCk-Sk) 
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,2#. 
20^ : 
20? 
- :;i2(z-w (z-XkW 
[-
2a 
(2^ a|)2 
]aii,do|] 
P 
= 2 
k=l 
a. .{t 
1%'^  
m. 
Urra^) 
k 
2 
Vv 
n \ # 
-Ly • 
•Ml)'"' 
2.2 ' 
(^) 
Vk 
« (61) 
fCzIlÈi 2.p k' k^  ) = 2 k=l k=l 
a. 
(2^ 2^)2 
- ' (z -
e  ^ } (62) 
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f(z) = i 1 .J "k 0 - 0 0  o p  
(2îraJ) ^  
k ] 
V,j2 - 1  k k> 
2o: 
-  — 2  
.^ k®k ) e 
hÂ 
^4 
[• 
(27r(T^ )^  
• ^(2: - (z - ^ k^ k) 
P 
2 
k=l 3 v-k-
n-C-^ -i): 
[v,J?. + (y -x,i,.)' (I -X,_(]C,UC..)-^X,')(v -x^b, ) 1] . 
a. — n.—a. -- -- A. -K- Ji. JV 
(63) 
where and 'o-^  are defined in Equations 35 and 36 and 
and are defined in Equations 51 and 52 for each k. 
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p 
The posterior distribution of9 = (§,a ) given by Equa­
tion 61 is the weighted average of normal-gamma distribu­
tions. The marginal posterior distribution of is found 
as follows. 
CO 
f(cj^  j z) = I 
— CO 
f,f ,2 -
I . e ] 
r °° I) I'' - 2c, 
t.co k=l K-
(27ro2) 2 
Ik ^ Mk 
= =2 2 = =2 9^ 2 
(^ ) (^ ) e  ^
By Lemma 2, 
2 CO I — 
=_!_ a^l[ 
i.=i 3^ 
(ZTTCg^ ) 
e ] 
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[-=-
(3-1)1 
—St 1 
-  - 2  2  =  = 2  
(^) 
2at 
(%^ ) e 
2"? 
]aât] 
= 2 "vlt-r 
k=l 
(3-1)1 
^-1 = = 2  2  =  = 2  
( Vk 
2aî 
) ( k^®k ) e 
Vk 
2,2 
-OO 
(27ra^ ) ^ 
2a 
2(4-^ k) %È3:k(&k-:bk) 
âÊt} 
The integrand however is a multivariate normal density and 
the integral is therefore 1 for each k. Therefore 
?(a2 Z) = P  
r 
Zk 
=  = 2 2 "  =  = 2  
k^^ kt /^ k^ kx 
= =2 
k^®k 
2a: 
4-l>! 
•; 
2 a; 
• )  e 
k -) 
i 
(640 
It can be seen that the marginal posterior distribution of 
2 
a given £ is the weighted average of inverted gamma-2 
7tf 
distributions with vj^ . degrees of freedom where and vj^ s^  
are given by Equations 5l and 52. 
Similarly the marginal distribution of given % is 
f(à iz) = J f(^,(7^ I z)da^ 
0 
(277-0^ ) 2 
2k , 
= =2 2 ~ - =2 " _ 2 
[-T^  (^ ) (^ ) e ]da2] . 
(^ -1)1 
joy Liemma 2, 
jf 
1 
1%!^  
f(Ê. Iz) = 2 a i 
•^ =1 0  ^
(2'^ o|) ^ 
e C 
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= =2 2" = =2 o2 
[ _  ^ (^ ) (^ ) e ]da2} . 
Lemma 3 can be applied to each term in brackets so that 
k=l § vt_ 2 
n 
'-^ k^ k ^^ k~^ k^  (^ k^ k^  ^ ^^ k"^ k^  ^ ^  * (^ 5) 
Therefore the posterior distribution of g_ given % is the 
weighted average of m^ ,-variate generalized t distributions 
each vrith vj^  degrees of freedom^  mean b^ . and var-iance-
covariance where b^  and are given in Equa­
tions 35 and 36, and vi^  and are given in Equations 
51 and 52, respectively, that is, ^  is distributed as 
t= JTJvXJ^ } (66) 
where is an m^ -variate t distribution with degrees 
of freedom. 
By Equation 62 the posterior distribution of z given 
76 
k=l 
is the weighted average of n-variate normal distributions 
2 
each with mean and variance 
By Equation 63 the marginal posterior distribution of 
2 is the weighted average of n-variate generalized t dis­
tributions each with degrees of freedom, mean Z^ b^^ , and 
var i anc e - c o var i anc e 
Therefore % is distributed as 
TilôT^y^F  ^ (67 
where t= is an n-variate t distribution with vn. degrees 
-Vk  ^
of freedom. 
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V. THE NONINFORMATIVE PRIOR DISTRIBUTION 
A. Introduction 
When prior information concerning the distribution of 
the parameters involved in an analysis is unavailable, a 
uniform or noninformative prior distribution is assumed so 
that all the information used in the posterior distribution 
is that contained in the observations. For normally dis­
tributed data, the likelihood is as in Equation 10 and the 
noninformative prior distribution for the kth model, k = 
l,...,p, is the Variance is known, 
where c^  is a constant, and is 1/if the variance is 
unknown. 
When using noninformative prior distributions prob­
lems often occur in the posterior distributions since the 
prior distribution is improper. Lindley (1961, 1972), 
Buehler (1959), and Cornfield (1969) discuss this problem 
more fully. Jeffreys (1967) encounters similar problems 
in his development of a theory based on invariant non-
informative prior distributions. Stone and Springer (1965) 
give an example of improper posterior distributions arising 
in another context. Box and Tiao (1973) resolve the problem 
by the following approach: 
(Improper) density functions . . . are fre­
quently employed to represent the local behavior 
of the prior distribution in the region where 
78 
the likelihood is appreciable, but not over its 
entire admissible range. By supposing that to a 
sufficient approximation the prior follows the 
(improper) form . . . only over the range of ap­
preciable likelihood and that it suitably tails 
to zero outside that range we ensure that the 
priors actually used are proper. Thus, by em-
ployi^  the distributions in a way that makes 
practical sense we are relieved of a theoretical 
difficulty (p. 21). 
The marginal posterior distributions of £ are also improper 
when the variance is unknown. If the improper posterior 
distribution can be approximated by a proper distribution 
over the range of values of "appreciable likelihood" for 
predicted values of y then the technique indicated in Box 
and Tiao's statement above of letting the posterior "suit­
ably tail" to zero outside the range can be used. If this 
cannot be done, the author does not know of a solution to 
this problem and this is an area of possible future research. 
U.XJ.O J. j-oiuuid uc ux xxi mciii.v v ± uiic 
derivations which follow. The proof is straightforward 
and is included in such standard texts as Graybill (1961), 
Searle (1971), or Scheffe'(1959). 
lemma h. Let b be a solution of the normal equations 
X'Xb = X'% associated with the model % = + e. Then 
( J - 3^ ) ' (Z - X^ ) 
= (z - To) ' (z - Xb) + (i-b)'x'x(i-b) . (68) 
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B. Model Observed and Variance Known 
If, during the performance of an experiment, the model 
selection variable is observed to take the value k, that is, 
the kth model of the p models that have been proposed as 
possible models for the experiment is selected, then the 
posterior distributions conditional on A = k expressed in 
Theorem 4- apply. Since the variance of the kth model, 
is known, 8^  = The prior distribution is locally pro­
portional to 1/cjj., that is, 
ffe(ife)» l/Ck (69) 
over the range in which the likelihood is expected to be 
appreciable where c^  is some constant. From Equations 16, 
17, and 18 the posterior distributions are: 
00 
f 1 Z) = I il,)/ I k^%)(k(z 1 
= (l/c^ )j|^ (z I p%.)/ ^ (l/cT^ )ivCz I k'^ k^ '^ I k^^ ^^ k 
_U0 
= (l/Ou.)Jlij(z I ii,)/(l/o^ ) J ijjCz lÊk.)dl^  
-CO 
80 
-00 
(70) 
f(z I ' 2.if) (71) 
f(z) = f(2k)Jik(Z I 
—CO 
(l/0i,)4(v ! 
-CO 
= (i/Ck) J !k(z I 
-00 
(72) 
When the data are assumed to be normally distributed, 
the likelihood is as in Equation 10. Then from Equation 70 
O t-iriTTO 
i Z) = i 2^ )/ J I k^)% 
-oo 
(2Tra^ )^  
- -Xk&k) (2-%k%k) 
e ^ / 
CO 
I 1 2a: 
2(Z-%k^ k) (Z-X^ Èk) 
(27rcr^ )^  
k 
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By Lemma 4, this expression becomes 
1  ^
e 
n 
(2^ *2)2 
e  ^ / 
) 
[• 1 _ "^k 
- '(z -
n 
e 
(2Tro|)2 
- :3'VÈk''x4Xj,(Êk-bi,) 
k 
20, 
e  ^ ]a&. 
,, ,1 - - Xk^ k) ' (z - Xkbjj.) 
(2iro|)^  
- (âk-%) x^ kCk'&k) 
e  ^ / 
82 
(2-n-a|) ^  
iïAi- . "> «.] 
P ? (27rap 2 
1___ . 2a^  / 
iZira^) ^ 
|I -i(VÈk)'WV^ ' 
iw_. «. 
(2TrCT^ ) ^  
The integrand above is an m^ -^variate normal density func­
tion and the integral is therefore 1. The posterior dis­
tribution of ^  given y is then 
ixftii -ifh-v'wh-v 
f(È I z) = m ® (73) 
(2Tra^) ^ 
which is m-variate normal with mean bi, and variance-
83 
covariance 
By substituting Equation 10 into Equation 71 the 
posterior distribution of ^  given is 
î(ï lijj) lils;) 
- ;&(z-Xk:k)'(z-Vk) 
= e (7W 
(27ra^ )^  
which has an n-variate normal distribution with mean 
2 
and variance a^ I. 
The marginal distribution of x. is by Equation 71 and 
Equation 10 
1  ^o 
00 - Z2(z-Xk&k) (z-%) 
—  n i l  2 ( 7 .  
f(z) = (^) J e k 
-"(2^ 2)2 
which by Lemma 4 is 
j —^  ® 
(27ro2)2 
84 
= 1 e k 
1 
- ,y,„ |2 -
J " «, . 
CZTTcj^ ) 
The integrand is an m, -variate normal density function so 
the integral is 1. The constant c^  can then be defined so 
that, after absorbing 
and 
m. 
(27ra|) 2 , 
over the range in which the likelihood is appreciable, 
the marginal posterior distribution of % is 
f(z) = e ^ . (75) 
(27rc^ )^  
Therefore the marginal posterior distribution of % is an 
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n-variate normal distribution with mean X^ b^  and variance 
4^-
C. Model Not Observed but Variance Known 
Because the variances, 
are known for each model, ^  for all k, and, since the 
model is not observed, the posterior distributions of 
Theorem 5 apply. The prior distribution of is locally 
proportional to 1/c^  as in Equation 69 for all k where 
is a sequence of constants. From Equations 23, 2^ , and 25 
the posterior distributions are: 
!z) = lAk)/ 
= 4k(z l&k)/ 
86 
= .2_ f ik(z (76) 
k=l 
f(z I *kUk(z l&k)) (77) 
f(y) = 1 a { [ f,,(iv)iv(z liv)div] 
1 1 A. J JO, 
P 
]_ k^ U  ^ ik^  ^' ^ k) ^k 3 
k=l 
= 2_ (c^ /c^ ) (78) 
Each of the three posterior densities is the weighted 
sum of distributions and as such will in general be multi­
modal. Lemma 1 shows the first two posterior densities 
87 
are still distribution functions. The third posterior 
density may be improper. 
When the data are assumed to be normally distributed, 
the likelihood is as in Equation 10. Then 
Iz) = 2 lÊk'/J 
-00 
(2Trap 
(2Tra^ )^  
1 e . 
If the argument used in developing Equation 73 in the case 
in which the model is observed is applied to the term within 
the brackets, this equation becomes 
^  •  A - I ' - i  •  1 -
(2Trff|) 2 
(79) 
Therefore the posterior distribution of ^  given % is the 
weighted average of m^ -^variate normal distributions each 
88 
2 1 
with mean ^  and variance-covariance • 
By substituting Equation 10 into Equation 77 the pos­
terior distribution of % given ^  is 
Î(X I = J, ^ ^ 1 
(80) 
(2n#2)2 
Therefore % given 
-k-k=l 
is distributed as the weighted average of n-variate normal 
p 
distributions each with mean and variance 
From Equation 77, the marginal posterior distribution 
of 2 is 
'-k; 
2=v 
If the argument used in developing Equation 75 in the case 
in which the model is observed is applied to the terms in 
brackets then this equation becomes 
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f(z) = z 
k=l 1 
i 
(2-a%)2 
- ;4(z-)tkk) ' (z-%) 
e  ^ 1 (81) 
where 
 ^ 1 
K = (2ira2)2/ci^ |X^ |^2 , 
which, by a proper choice of c^ , can be set to one. There­
fore this distribution is the weighted average of n^ v^ariate 
2 
normal distributions each with mean X^ b^  and variance o^ J. 
D. Model Observed but Variance Unknown 
Since the variance for the kth model is unknown, = 
? 2 (^ jj.,ak) and the prior distribution of locally 
(82) 
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The model selection variable A is observed to be k and 
therefore the posterior distributions conditional on A = k 
expressed in Theorem h apply. From Equations 16, 17, and 
18, they are 
f(â Iz) = 1%,)/ 
0 —OO 
(83) 
f(z làk'°k) = 4k(2 ' (84) 
f(z) = I I %)&% 
0 -0° 
(^ )4(Z I&k'4)a&kda2 (85) 
This last posterior distribution again holds only locally. 
On the assumption that the data are normally distrib­
uted, the likelihood is as in Equation 10. Then by Equation 
83, 
f(e Iz) = 
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0 ^ 
- (^z-XuÊjj) (z-X]jâjj)/ 
2a 
n 
2a: 
n 
0 (2no2j2 
Lemma 4 implies this expression is 
1 . 2°k 
e 
(.2-ol)\ 
/ 
OO 00 -J 
r r i 
J J 
2a 
n 
0 (2^ c^ )^ cr^  
- •^ Ê^.ii:-Èk)'xy!^ Ë.k-^ k' 
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n 
(27rc2)2^  
e / 
- ;^ (z-Xkkk)'(z-%kkk) 
e J n-m, 
(2-o2)~ 
,1 JVii . 
The integrand of the inner integral in the denominator is 
the density function of an m^ -^variate normal distribution 
and the integral is therefore 1. The expression becomes 
n 
- ;4(âk-6k)'x^ k(Êk-^ k) 
e ^ / 
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, . _2 
n-m, 
0 p (2%a2) 2 
1 Vk |2 • .2 
2 
l%l 2°£ ^ H / 
(27^ 02)2 
0 
_ Mk 
(2^ 'g) " 0% 
1 :k % 
.l.T 1 "2.2 
(4) ' — c^ ) « 
-I "k (^ -1).  ^(27r) 2 2 
- ;^ 'V^ k''%(Êk-Èk' 
e "k / 
k^ n-m,+1 k^^ k 
GO 2 2 "" P 
(^ ) (4) ^  e da? 
^ 2 ' ^ Z' ^ 
2" 
0 (^ - l)î ^k 
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where 
Vk = (86) 
and 
= n-mjj. . (87) 
The integrand in this last expression is the density func­
tion of an inverted-gamma-2 distribution and the integral 
is therefore 1. The posterior distribution of ^  and a 
given X. then is 
1 
- f2(&.k-V'%%-^ k) 
I . , .  l i w l .  ,  
2k . 1 . 2kîk 
(^ ) (^ ) e ] . (88) 
(^-D! 
2 This shows that the posterior distribution of and cr given 
2 is a normal-gamma distribution with n-m^  ^degrees of free­
dom, and, as such, is the product of the distribution of ^  
2 
conditional on cr and which is normal with mean b^  and 
P 1 
variance-covariance 5 and the marginal distribu-
2 tion of cr given % which is gamma-2 with = n-m^  degrees 
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of freedom. The marginal posterior distribution of 
given 21 is, by Lemma 3, a generalized t distribution 
P —T 
with mean b^ , variance-covariance , and n-m,^  
degrees of freedom, that is, ^  is distributed as 
where t is an m^ .-variate t distribution with n-m^  
-V^  k k 
degrees of freedom. 
The posterior distribution of % given is, by-
Equation 8V, 
- 1 e (89) 
n 
0 .  9  
2 
which is n-variate normal with mean XnJ,. and variance cT i.I. 
The marginal posterior distribution of 2 by Equation 85 
is 
00 00 
f(z)= j J I 
0 
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2cy: 
n 
° (2-a2)2„^  
which by Lemma 4- is 
- —2(z-Xkkk) 
2ct: k 
n 
0 OTog)2ok 
- -^ (àk-kk) 'x^ k(^ k-^ k^  
2a: 
- ;^ (z-Xkiik) ' (z-%k^ ) 
. 2*k 
12^ 0%; 
n-m. 
V. V 
_03 
|,,% |2 " p^ 2^ -k~^ k' ^ k'^ k -k' 
^
(2^ 0%) 2 
The integrand of the inner integral is the density of an 
ffik"variate normal distribution and the integral is 1. 
Therefore 
97 
f(y) 
n-m. e  ^ da%. 
0 
(2Ta2) 2 a^ j%|2 
Defining by Equations 86 and 87, this expression be­
comes 
n-m-
0 
{2-rrab ^ 
k 1 
k " " *  
_ % 
2aê 2 
e - dc" 
- 1)1 
 ^1 
(2îr) 2 IxyC^ I^  
(^) 
2k 
2 2 
0 (-f - 1)1 
(-^) 
2ot 
_k 
2 
(^ ) e 
% 
2a 
daf 
This integrand is the density of an inverted gaiima-2 dis­
tribution and this integral is also 1. Therefore 
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("f - 1): ,Vk> 
^ 1 
(2Tr) 2 |x^ |2 
By absorbing the constants into the proportionality factor 
and substituting (z-X^ b^^ ) ' (z-X^ b^^ ) for v^ s^ , 
f(z)- [- + -] (90) 
(z-X]^ ) (z-%) 
which is an improper distribution function. 
E. Model Not Observed and Variance Unknown 
Since the variances 
o 
for each model are unknown, » for each k, and, 
since the model is not observed, the posterior distributions 
 ^  ^  ^ , 2\ 
ox xneorem 5 apply, xxie prior distribution of for 
each model is proportional to l/a^  as in Equation 82. From 
Equations 23, 2k-, and 25, the posterior distributions are; 
f(e ijr) = Z 1%)/ 
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I £k;®k)/ 
0 J_oo  ^0%/* k(^  ' % ' » (91) 
f(z 1 àk,4^ Ln ) " ,.l k^Uk^ z lifc)} k=l k=l 
(92) 
k=l 
f(y) = 2 'kU V§k)4(y 
%Vkd ]' (è){k(z • (93) 
0 -°° 
Each of these posterior distributions is the weighted aver­
age of distributions and is generally multimodal. By Lemma 
2 the first two are distribution functions. 
If the data are assumed to be normal the likelihood is 
as in Equation 10. The posterior distributions are then: 
ÎCâ.a^ l = a^ l(^ )Vz lÊ.t,a2)/ 
0 
100 
(.zna ,^ 
0 (2^ 4)2,^  
1 . e 
- 7T^ 2-Xktk) (z-Xk&k) 
a&k4o%) 
(9't) 
f(z I {iv,4}/) = A iÈv,Ck); 
k:i 
= k=\ 
1 
(27ra2)2 
- ;^ (z-Xk^ k) ' (z-Xk&k) 
2cr^  P. 
(95) 
z P 
f(z)= Z 
k=l J 0 *Loo 
2®k 
lâvâa;} (96) 
The posterior distribution of % given 
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is the weighted average of n-variate normal distributions 
The terms within the brackets of the other two pos­
terior distributions are the same as the expressions found 
for the corresponding posterior distributions in the case 
in which A is observed. Therefore, by substituting those 
results from the derivations of Equations 89 and 90, re­
spectively, the posterior distributions become 
2 
each with mean and variance cr^I. 
1 
f(â,a2 Iz) = 
(27rcy2) 2 
] e 
1 
 ^2 — ' -
f(z) = f  ^2 (98) 
2 
where and v^ s^  are defined in Equations 86 and 87 and 
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K = (-^  - 1)1 2 ^ /(2^ ) ^ 
The marginal posterior distribution of y is a linear com­
bination of improper distributions. The posterior distri-
p 
bution of is the weighted average of normal-gamma 
distributions with n-m^  degrees of freedom. 
2 The marginal posterior distribution of a given % is 
f(cT^ I z) = f(i,cr'^ I z)dg_ 
CO 
P ,rl%l 
(2irap ^  
- 1) i 
which by Lemma 2 is 
(Z'ra^ )2 
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[• 
k 
2 2 ^ - 1 
(^ )- 1)! ^ k^ 
(^ ) e 
2af 
IdâJ 
k!i i-f -1)1 
(•^ ) 
2a^  
2 2 - 1 
Vk ) e 
2a? 
[• 
2a: 2"^ k~—k' "K^ k'^ k"—k' 
{2-rra^) ^ 
]d&kJ . 
But the integrand above is the density function of an 
variate normal distribution and the integral is therefore 1. 
Then 
1(^ 2 y) = P , 
k=l 
" (%'- 1)1 
( 
- 1 
2at 
(^ ) e 
'•'k"k 
2ag (99) 
which is the weighted average of inverted gaimna-2 distribu­
tions, each with n-m^  degrees of freedom. 
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f (P 1 z) = 
0 
p 
k=l  ^
i2Tra^) ^ 
I 
(i 
-f - 1 2 2 
%) 
1)I 
) e 
Vk 
jdaj} 
which by lemma 2 is 
P 
I a, 
k=l  ^
{[ 1% 
-CO 
(ÇiVn?-)  ^
-K" 
201, 
5, 
[ '  
2 2 e - 1 
% 
- 1): '24 
(^ ) e 
2c k 2 ]da^  ] 
However Lemma 3 implies the term in brackets is a general­
ized m^ -variate t distribution with mean b^ , variance-
? —1 
covariance , and n-m^  degrees of freedom, and 
therefore §_ given 2 is distributed as the weighted average 
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of p generalized m^ v^ariate t distributions with parameters 
given above. In other words, ^  given % is distributed as 
J } (100) 
±C—J- K 
where t ^ is an nij^ -variate t distribution with n-m^  degrees 
of freedom. The density function of ^  given £ is also 
given by Equation ^ 3 as 
I y) =  ^
-1) I 
\ n 
/ n r\n \ vx\-»xy 
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VI. AN ALTERNATIVE ANALYSIS FOR A LATIN 
SQUARE DESIGN AND AN EXAMPLE 
The following example is taken from Snedecor and 
Cochran (196?) and originally reported in Li, Meng, and 
Liu (1936'). The data are first analyzed under an al­
ternative to the standard set of Latin square model as­
sumptions. As a result startling differences in the 
inferences appear. The data are then used to illustrate 
the use of the analysis developed in the preceding sec­
tions . 
A. An Alternative Analysis for a Latin Square Design 
The Latin square design, because of its simplicity, 
balance, statistical efficiency, and variety of application, 
has become one of the most w^ell-knowTi  of all experiiueiital 
designs. It is discussed in almost every text on design of 
experiments and is one of the first designs to which begin­
ning students of statistics are introduced. The conven­
tional statistical analysis isolates the differences between 
rows and between columns of the design from the residual var­
iability affecting intertreatment comparisons. To this end 
Cochran and Cox (195?, p. 117) state, "The experimental ma­
terial should be arranged and the experiment conducted so 
that the differences among rows and columns represent major 
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sources of variation." In the introduction to their dis­
cussion of Latin square designs, Snedecor and Cochran 
(1967) state: 
In agricultural field experiments, there is 
frequently a gradient in fertility running 
parallel to one of the sides of the field. 
Sometimes, gradients run parallel to both 
sides and sometimes, in a new field, it is 
not known in which direction the predominant 
gradient may run (p. 312). 
In the first two cases mentioned in this quotation the rec­
ommendation of Cochran and Cox is satisfied and the Latin 
square analysis applies in its traditional form. There is, 
however, no law of nature that requires fertility gradients 
to follow any set of restrictions, particularly restrictions 
that the gradients lie parallel to the boundaries of a rec­
tangular field. If information about the gradients of the 
field is available before the performance of the experiment 
a specially appropriate design can be constructed. Latin 
square designs which are robust against many patterns of 
background variation do exist, as, for example, the Knut-
Vic squares discussed in Nissen (1951) and Hedayat and 
Federer (1973)• Other designs than the Latin square could 
be used. A serious problem arises when there are no firm 
a priori grounds for assuming that the background variation 
can be represented exclusively by row and column gradients. 
In this case the standard Latin square assumptions and 
analysis may not be appropriate. 
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The usual Latin square model may be expressed as 
^ + %% + *1 + Pj + e^j; i,j,k = l,...,n (102) 
where 
y.. is the observed response of the experimental 
J 
unit in the ith column of the jth row, 
is the overall mean, 
-^k is the effect of the kth treatment 
is the effect of the ith column, 
is the effect of the jth row, and 
®i3 is the unexplained error for the experimental 
unit in the ith column and the jth row. 
Cox (1958) questioned the usual model of the Latin 
square design when he presented an alternative analysis for 
an experiment on milk yields in Guernsey cows. He stated: 
. . .  i f  t h e  b a s i c  r e s p o n s e  o f  t h e  e x p e r i m e n t a l  
material were taken as a continuous function of 
two variables—distances along rows and columns— 
the mathematical model could be regarded as rep­
resenting a response surface passing through one 
set of parallel curves for the rows and another 
set of parallel curves for the columns. Tlie 
more general assumption—that the curves in at 
least one direction are not parallel—may be 
more realistic in some circumstances (p. 193)-
Cox then proposed the alternative model 
rik " ^ " ®ik ' 
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i,k = l,...,n; q < n (103) 
where 
the observed response of the experimental 
unit on the kth treatment in the ith column, 
is the location parameter for the linear change 
in the ith column, 
is the rth order regression term in the ith 
column, 
^rik the rth order constant for the kth treatment 
in the ith column, 
®ik the unexplained error for the experimental 
unit in the ith column and the kth treatment, and 
and are as defined earlier. 
By reparameterization, with equally spaced rows and columns, 
the coefficients a^^^ can be taken to be the coefficients of 
the orthogonal polynomial^ ^  as tabulated by Fisher and 
Yates (1953) and later by Anderson and Houseman (1963) mul­
tiplied by a constant determined so that 
À 1 • 
Cox (1959? unpublished manuscript) proposes a still 
more general model wherein the fertility of a crop experiment 
is not described by row and column blocking variables but is 
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represented in terms of a general polynomial surface. He 
assumes only that treatment, background, and error com­
ponents are additive and the usual distribution of errors. 
The model is 
dy = 0(x,z) + d-c + de (lOV) 
where 
dy is the yield from an element of area dA = dxdz 
at a point (x,z) in Cartesian position coordi­
nates with respect to axes parallel to rows and 
columns respectively, 
dx is the corresponding treatment differential 
increments, and 
de is the corresponding residual differential 
increment. 
For a surface represented as a q £ n order polynomial, 
ef(x,z) = Pqo + + ^01= + 
+  . . .  +  POgZS 
=  1 1  ( 1 0 5 )  
r=l s=l 
where 
Ill 
are the unknown parameters characterizing the "background 
response. 
From this model, Cox derives the equivalent form which 
can best be used in analysis ; 
Yij = + e^jS i,j,k = l,...,n (106) 
where 0..(x,z) is the effect of the surface evaluated for 
^ J 
the ith row and jth column, and y. ., t-[^, and e. . are as de-1J 1J 
fined earlier. The surface 0..(x,z) can be expressed as 
0^3 (u,v) = Trs-Vi'^sj (1°^' 
where u^^. and v^^ are the orthogonal polynomials of Fisher 
and Yates (1953) corresponding to the x and z coordinates, 
and Yps is the unknown parameter characterizing the back­
ground surface after reparameterization. By permitting the 
sums to range from 0 to q and be defining Uq^^ = Vq^ = 1, 
the overall mean u = v— and the terms P_.x? and P^^zf are 
' uu • r J. J. J J 
VQjTos respectively. 
Cox (1959; unpublished manuscript) demonstrated a co-
variance analysis for this problem. A regression computer 
program can, however, be used to obtain an equivalent anal­
ysis more expeditiously. The estimates of the terms 
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including x only or z only remain orthogonal to estimates 
of the treatment effects if coded as orthogonal polynomials. 
If the treatments represent or can be coded as equidistant 
"levels" as in the following example, orthogonal poly­
nomials may also he used to estimate treatment effects. 
Otherwise, if the treatments represent, say, types of 
fertilizer used, a 0-1 coding scheme could be used. The 
estimates of the interaction terms, those terms including 
both X and z, are not orthogonal to the estimates of treat­
ment effects, so two passes of the regression must be made: 
the first with treatments preceding the interaction terms 
and the second in the reverse order. 
The data, reproduced in Table 1, first reported by 
Li, Meng, and Liu (1936), are the results of an experiment 
to determine the effects of different within-plot spacings 
of yield per acre of millet plants. 
The analysis obtained from the usual Latin square model 
is given in Table 2. The critical value of the level 0.05 F 
test is F(^,12;0.05) = 3*26, and Table 2 shows that none of 
the mean squares is statistically significant in the above 
experiment although the mean square for rows is almost equal 
to the critical value indicating some possibility of real 
variation among the rows. Row variation is, however, not of 
major interest and the treatment results are, at best, sta­
tistically inconclusive. It can be observed from Table 1 
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Table 1. Yield of millet in grams per plot (treatments A 
through E represent spacings of millet plants) 
Rows Columns 
1 2 3 If 5 
1 B;257 E:230 A: 279 C:287 D:202 
2 D:2^5 A:283 E:2^5 B:280 C:260 
3 E:l82 B:252 C:280 D:246 A: 250 
If A: 203 C:204 D:227 E;193 B:259 
5 C:231 D:271 B:266 A; 334 B:338 
Treat­
ment A(2") B(lf») C(6") D(8") EClO"! 
203 257 231 245 182 
283 252 204 271 230 
279 266 280 227 245 
33^ 280 287 246 193 
250 259 260 202 338 
Mean 
Yield 269.8 262.8 252.4 238.2 237.6 
that the treatment means decline monotonically with increased 
spacing. For the specific test of a linear trend Snedecor 
and Cochran (1957) report a mean square of 1960.5 which does 
not, however, achieve statistical significance. 
When the model proposed by Cox is applied to this data, 
llh 
Table 2. Standard analysis of variance 
Source df SS MS F 
Treatments if 4156.56 1039.14 0.98 
Columns 4 6146.16 1536.54 1.46 
Rows if 13601.36 3400.34 3.22 
Error 12 12667.28 IO55.6I 
Total 24 36571.36 
a completely different analysis is obtained with correspond­
ingly different inferences. The specific background sur­
face used was a fourth order surface but with interaction 
terms up to the third order only: 
0(x,z) = Pqq + + pQgZ' 
3 p p O II 
+ .^ 30  ^ + .^ 21*  ^ + GggZ + 6^0% 
a ^ 
+ ^04% 
This particular model was chosen for present purposes be­
cause it contains the four degrees of freedom corresponding 
to rows and the four corresponding to columns and also con­
tains the important x-z crossproduct terms, while leaving 
several degrees of freedom for error. As will be indicated 
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later, other models may be more appropriate. Model build­
ing techniques were not applied to obtain this model and 
it is suggested that further research into special model 
building techniques and algorithms relevant to such situa­
tions is needed. 
The results, given in Table 3, indicate that the 
crossproduct term, xz, is significant at the 0.01 level 
P ? 
while the x z and xz terms are significant at the 0.05 
level. Moreover the treatment mean square is now signif­
icant at the 0.01 level as are both the linear and quad­
ratic components. The mean square error for the experi­
ment has been reduced from 1055*61 to 240.63, a reduction 
by a factor of 4-. The extremely small value of the F sta­
tistic for the cubic and quartic terms in x and for the 
quartic term in z suggest that the curvature is quadratic 
in the x direction and cubic in the z direction and that 
O II L. 
the xy, X , and z terms should possibly not be included 
in the model but pooled with error. 
Values of the observations adjusted for the background 
surface effects as in an analysis of covariance. are given 
in Table 
Two attributes of the adjusted data given in Table 4-
may be noted. First, the yields no longer slowly decrease 
with increasing spacing as indicated by the means of each 
spacing for the unadjusted data given in Table 2. Instead, 
116 
Table 3. Alternative analysis of variance 
Source df SS MS F 
Treatments 
Ignoring xz, x^z, xz^ 4156.56 
Eliminating xz, x^z 
xz^ 7911.88 1977.97 8.22** 
Linear (1) (4580.97) (4580.97) (19.04)** 
Quadratic (1) (2370.62) (2370.62) (9.85)** 
Cubic (1) (835.51) (835.51) (3.47) 
Quartic (1) (124.78) (124.78) (0.52) 
X 1 4646.48 4646.48 19.31** 
x2 1 1462.86 1462.78 6.08* 
x3 1 1.62 1.62 0.01 
1 35.20 35.20 0.15 
z 1 408.98 408.98 1.70 
1 4657.73 4657.73 19.36** 
Z^ 1 8166.42 8166.42 33.94** 
1 368.23 368.23 1.53 
XZ 1 
Ignoring treatments 5387.56 
Eliminating treatments 7714.79 7714.79 32.06** 
'F Significant at a = 0.05 level. 
Significant at a = 0.01 level. 
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Table 3 (Continued) 
Source 
? 2 X z, xz 2 
Ignoring treatments 
Eliminating treatments 
Error 9 
Total 21+ 
MS F 
1358.71+ 
3786.83 1393.42 5.79* 
2165.66 240.63 
36571.36 
df SS 
Table 4. Yield of millet in grams per plot adjusted for 
background variables (treatments A through E rep­
resent spacings of millet plants) 
Rows Columns 
1 
2 
3 
1+ 
5 
Treat­
ments 
Mean Yield 
1 2 1+ 5 
B:269 E:207 A:254 C:28l D:250 
D:245 A:258 E;218 B:263 C : 278 
E:211 B;262 C:283 D:245 A:260 
A: 276 C:257 D:264 E:208 B:256 
C:261 D:277 B:242 A: 264 E:217 
A(2") B(4") 0(6»") D(8") E(10") 
276 269 261 245 211 
258 262 257 277 207 
254 242 283 264 218 
264 263 281 245 208 
260 256 278 250 217 
262.4 258.4 272.0 256.2 212.2 
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the mean yields stay relatively constant except that all 
five observations are low for the 10 inch spacing, treat­
ment E. The 6 inch spacing, treatment C, also shows a 
slightly higher yield than the other spacings. Secondly, 
the data are much more closely grouped within each treat­
ment, as expected from the much smaller mean square 
residual. The residuals obtained from the two models, 
given in Table 5(a,b), indicate more fully the effect of 
the background model. 
The analysis of Li, Meng, and Liu (1936) is correct 
if the usual model of the Latin square design holds. In 
2 this case, however, the significance of the xz, x z, and 
2 
xz terms in the above analysis indicates that the tradi­
tional model associated with the Latin square design does 
not hold and that the proposed model may be more appropriate. 
In other experiments the question of which of the two models, 
the traditional Latin square with block variables or the 
proposed model with continuous background variables, should 
apply may sometimes be resolved by a study of the conditions 
under which the experiment was conducted and the nature of 
the variables involved. As this example shows, the decision 
can importantly influence the validity of the inferences 
from the experiment. 
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Table 5a» Residuals of the observations of the millet 
experiment obtained by the standard Latin 
square analysis 
Rows Columns 
1 2 3 If 5 
1 23.92 -2.28 3.12 19.92 -44.68 
2 24.92 6.92 -10.28 —9.08 -12.48 
3 -16.88 3.52 30.52 2.12 -19.28 
If 
-3.28 -9.28 16.52 -25.48 21.52 
5 -29.68 1.12 -39.88 12.52 54.92 
Table 5b. Residuals of the observations of the millet 
experiment obtained by the background variables 
model 
1 2 3 4 5 
1 10.45 -5.06 -8.51 9.35 -6.22 
2 -11.57 -4.32 5.55 4.65 5.70 
3 -0.91 3.27 10.97 -11.16 -2.17 
4 13.33 -14.71 8.13 -4.51 -2.23 
5 -11.29 20.83 -16.13 1.67 4.92 
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B. A Note on Bayesian Inference 
Before presenting a demonstration of the analytic 
techniques for the Bayesian analysis of the example, a 
short digression on the nature of Bayesian analysis will 
be presented to indicate some differences from classical 
techniques and to indicate the approach which will be used 
here. 
Bayesian inference is a process of making decisions 
based on posterior distributions. Tests similar to those 
based on the Neyman-Pearson theory, even though they can be 
derived in Bayesian terms as in Lindley (1965), are not 
strictly part of Bayesian statistics since they are incon­
sistent with the Likelihood Principle. This principle is 
discussed in Lindley (1965)» Jeffreys (1967) proposed an 
alternative theory of hypothesis testing in Bayesian terms 
but his methods have not gained wide acceptance. 
Confidence intervals also are inconsistent with the 
Likelihood Principle, although Lindley (1972) says of them, 
Nevertheless they (confidence intervals) remain 
an ingenious attempt to make a valid inference 
statement, and can be thought.of as obtained by 
changing from the Bayesian p(0 e R 1 x) to 
p(0 £ R 1 0), the only alteration being in the 
random variable used, notationally expressed by 
the position of the tilde, and the conditioning 
event (p. 56). 
Confidence intervals have, however, been used in Bayesian 
context by Green (1969). Hoadley (1970) used the shortest 
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confidence interval "based on the posterior distribution 
which he calls the shortest posterior interval. Tolerance 
intervals are gaining in use in Bayesian statistics and 
some discussion of them appears in Lindley (1972) and 
Aitchison (1964, 1966). 
The approach used by Box and Tiao (1973) in the examples 
which appear early in their text for determining a decision 
concerning a parameter is merely to evaluate any probability 
involved. For instance if the decision is whether a par­
ticular parameter, in a regression equation is 0 or not, 
given the estimate b^ > 0 of the parameter, one may evaluate 
the probability p(pj_ < 0 jb^). If this probability is 
large, then one would say there is no reason to believe 
is not 0. If it is small, one could conclude that is 
larger than 0. In Bayesian methodology the criterion of 
largeness or smallness of the probability is usually left 
to the standards of the reader. Thus one reader might con­
sider Q.05 to be sufficiently small to warrant the nonzero 
decision while another reader might not. 
In the examples appearing later in their text, Box and 
Tiao (1973) introduce the highest posterior density interval 
which is defined as that interval of specified probability 
such that the posterior density function of the parameter 
for every point in the interval is greater than for every 
point not in the interval. The results for a particular 
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study then consist of presenting these intervals, some­
times simultaneously for two or more parameters, for var­
ious probabilities and letting the reader draw his own 
conclusions. A satisfactory method of obtaining these 
intervals has not been found for the present problem and 
therefore the first approach, that of evaluating the prob­
ability associated with an event of interest, will be used 
to make any decisions. 
C. The Models and the Prior Information 
for the Bayesian Analysis of the Example 
Suppose there is information obtained prior to the ex­
periment that all of the following five models are candi­
date models for the millet experiment described above. In 
terms of Equations 105 and 106 the models are: 
i) 
where 
0j^j(x,z) = p. + 
1,3,k = 1,2,3,^,? • 
^13 = + ®io 
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where 
+ ^10% + '^20^ + PoiZ + ^02%^ , 
i,j,k = 1,2,3,^,5 . 
iii) + 0ij(x,z) + 
where 
0^^(x,z) = + §10% + '920^ + #20^^ 
^01^ ^02^ "*" ^03^^ ^11^^ ' 
i,j,k = 1,2,3,4,5 . 
17) fij = Tt + 0ij(z,z) + e.. 
where 
0. .(x.z) = u + li-^x + b—yp- + B__x3 
xj  '  • •  xu  '  %v •  jU 
+ &01Z + ^02^ ^03^' 
+ H^^XZ + 2 + P^glZ , 
i , j , k  =  1 ,2 ,3 ,^ ,5  .  
T)  y^ j  =  +  0 i j (x ,z )  +  e .  ,  
where 
12h 
0i j (x ,z )  =  
+ 1^01  ^ + Po2=  ^ + ^03=  ^ + &04=  ^
+ p^^xz + ^ z i r ^  + I 
i,j,k = 1,2,3,4,5 . 
The first model corresponds to the usual Latin square model. 
The remaining four assume differing background surfaces. 
Each of the above background surfaces can be recoded in terms 
of the orthogonal polynomials of Fisher and Yates as in Equa­
tion 107. For demonstration purposes suppose also that 
prior experience indicates that the probabilities assigned 
to the first two models are 0.10, the probability assigned 
to the third model is 0.3, and the probabilities assigned to 
the last two models are 0.25. 
These models can be restated in terms of the models 
defined in Equation 1 as follows: 
yïjk ^ ^kO ^ ^kl^l ^k2^2 ^k3^3 ^ ^]sh\ 
+ Pj j -^x  + + ^kS^kS^ 
+ + ^klO^^ ^ ^kll^kll^^ ^kl2^kl2^^ 
^13^kl3^^ ^ ^kl^^klif^^^ ^ ^kl5^kl5^^^ ®ijk ' 
for i,j,k = 1,2,3,^,5 
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where 
^k7 
'k8 
'kll 
'kl2 
'kl3 
"-kl^ 
^kl5 
and 
A if k = 1,3,4 
to if k = 2,5; 
/l if k = 1 
(O if k = 2,3,4,5; 
fl if k = 1,3,4,5 
IP if k = 2; 
|i if k = 1,5 
IP if k = 2,3,4; 
1 if k 
lo if k 
3 ,^ ,5  
1,2; 
f 
1 if k = 4,5 
T O O  ir\ A  ^ V jw j-o. a. 
|l if k 
|p if k 
^ ,5  
1,2,3; 
tj ^1 if treatment j, j = 2,3,4,5 
-1 if treatment 1 
_0 otherwise. 
The design matrix is then coded so that represents the 
overall mean of the data, represents the difference of 
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treatment 2, the spacing of the plants, from that mean, 
^k2 rsprssents the difference of treatment 3, the 6" spacing 
of the plants, from that mean, represents the difference 
of treatment the 8" spacing of the plants, from that mean, 
and represents the difference of treatment 5, the 10" 
spacing of the plants, from the mean. The differences of 
treatment 1, the 2" spacing of the plants, from the overall 
mean can be found from the restriction that the sum of the 
treatment effects must be 0. The %.and z terms are recoded 
using orthogonal polynomials to represent the two-dimensional 
background surface. The 0-1 coding was used in this example 
for treatments rather than the orthogonal polynomials used 
previously because of the greater generality of this coding 
scheme in applications. 
The variance-covariance structure of £ for the likeli­
hood, X'X, and the variance-covariance structure of ^ for 
the prior distribution, X'X, can be obtained from the design 
matrix associated with the experiment as shown in Equation 
108 on the following pages. 
For the purpose of this example suppose that the prior 
vector of parameters for each model is 
% = (270 10 20 5 -30 10 -5 -.21%^ -.3I%.8 3 8 
^^^kll ^kl2 ^°^kl3 5%ki4 ) , 
Table 6. Equation 108 
25 0 0 0 0 0 0 
0 10 5 5 5 a 0 
0 5 10 5 5 0 0 
0 ? 5 10 5 0 0 
0 5 5 5 10 0 0 
0 0 0 0 0 50 0 
0 0 0 0 0 0 70 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 
^^kl3 -^01^13 
-^:ki3 6Ikl3 0 0 
0 
-2Ikl4 0 0 0 
0 
"^^kl3 -^^ki5 ^kl5 ^^kl5 0 0 
0 0 0 0 0 0 0 0 
0 •^"^lo-ni 0 0 0 0 0 0 0 
0 0 ^"^lOOT 0 0 0 0 0 0 
0 0 0 ZT^rOsC c \J r\ V/ Q Q 
0 0 0 0 0 0 0 0 
0 0 0 0 0 OA 0 0 0 
0 0 0 0 0 0 0^ 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
^^19- 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
82T 
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for k - 1,2,3,^,5 and ^kll' ^kl2' ^kl3» ^kl^-' 
and as defined above. Suppose similarly that the 
_p 
prior values for the estimates of variance, are 
= 1000 i| = 900 s^ = 400 s^ = 250 s| = 200 . 
2 These values will also be used for the values cr^ in those 
cases in which the variance is assumed to be known. The 
values above were selected to be roughly in agreement with 
those values obtained from the analysis of the data for each 
particular model and are intended only to represent values 
of the parameters of the prior distributions that appear 
reasonable, for illustration purposes. In general, of 
course, the practical selection of prior parameters for a 
Bayesian study is a difficult problem. Some suggestions 
are found in Lindley (1961) or Box and Tiao (1973). 
When a particular parameter is not included in a model, 
a prior mean and variance associated with that parameter in 
the above prior information is 0, indicating the prior dis­
tribution is degenerate for that parameter. The likelihood 
and the posterior distribution for that parameter for the 
model will similarly be degenerate. To facilitate the matrix 
inversion, the submatrices and subvectors obtained by elim­
inating those elements not included in the model may be used. 
For example, suppose the model 
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By = &kO + + Wk2'"2 
where 
1^2 = 0 and = 1 , 22 
i'l = (tio ^11 ° ' 
and 
4^1 = 
n 0 
2x^ 0 
0 0 0 
while 
b'2 = (bjo ^>21 ^22) 
and 
XXX^ 
<£. 
n Sx-, 
Sxn 2xf 
Ix.^  
1^2X2 
Sx.^  ac^x^ ZXg 
is to be studied. The solution for the first model may be 
obtained by using the subvector bj_ = (b^Q b^^) and the 
submatrix 
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Xi'XT = 
n 
2x^ 2x| 
while the solution for the second model may be obtained by 
using the full matrix vector b^. 
The posterior distribution of a single parameter, as 
defined by Lemma 2, is the weighted average of the p pos­
terior distributions obtained from each of the individual 
models assumed. When a particular parameter does not occur 
in a model, the prior distribution and the likelihood can 
be considered as a degenerate distribution consisting of a 
spike of probability one at the value 0 for the nonoccurring 
parameter. The resulting posterior distribution of the 
parameter would then be the weighted average of the spike 
and the usual posterior distributions obtained from the 
models in which the parameter does occur. The resulting 
posterior distribution of the parameter would then be a 
mixed distribution consisting of a combination of the pos­
terior distributions in which the parameter occurs and a 
spike of positive probability at 0. Figure 3 is a sketch 
of such a distribution with two nondegenerate components. 
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0 
Figure 3* A mixed distribution with a spike of positive 
probability at 0.0 and two nondegenerate com­
ponents 
D. An Example of the Analysis for the Noninformative 
Prior Distribution with Known Variances 
The use of the noninformative prior distribution will 
be demonstrated first since the mathematics involved is 
substantially less than in the case of the natural conju­
gate prior distribution. The case in which the model is 
observed to be the kth model by any of the processes dis­
cussed earlier will not be demonstrated since the analysis 
is then the usual Bayesian regression analysis and examples 
are given in texts such as Box and Tiao (1973). Also, only 
the posterior distribution of ^ given % will be demonstrated 
since this is the most commonly used of the three posterior 
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distributions and since the evaluation of the other two 
posterior distributions would be done in an identical man­
ner. Finally, inferences concerning only one or two of 
the parameters will be shown to indicate the process in­
volved without excessive repetition. 
In this section consider the case in which the var­
iances for each model are known to be those given earlier 
and assume the noninformative prior distribution of _§ given 
by Equation 69 is used. The posterior distribution is the 
weighted average of m^-variate normal distributions each 
P —1 
with mean b^^ and variance-covariance as indicated 
by Equation 79. By Lemma 2 the marginal posterior distri­
bution of each of the parameters can be found to be the 
weighted average of five normal distributions with mean b^^ 
PI 1 
and variance ^ ~ 0,1,...,m, where is 
the (i+l)th diagonal element of the matrix foi" each 
model. The following estimates of ^ are obtained by the 
use of a standard regression program for each model: 
bj_ = (252.16 10.6^ 0.2^ -13-96 -14.56 9.64 -4.57 -0.18 
-0.32 2.86 8.16 12.78 1.03 0.0 0.0 0.0) 
b^ = (252.16 10.64 0.24 -13-96 -14.56 9.64 -4.57 0.0 
0.0 2.86 8.16 0.0 0.0 0.0 0.0 0.0) 
13^ 
= (252.16 -0.20 19.76 -5.28 -29.74 9.64 -4.57 -0.18 
0.0 2.86 8.16 12.78 0.0 10.86 0.0 0.0) 
= (252.16 6.15 19.79 4.06 -40.02 9.64 -4.57 0.0 
0.0 2.86 8.16 12.78 0.0 11.68 4.81 2.37) 
^ = (252.16 6.15 19.79 4.06 -40.02 9.64 -4.57 0.0 
0.0 2.86 8.16 12.78 1.03 11.68 4.81 2.37) . 
The matrix (X^ j^ .) is given by Equation 108 for k = 1,2,3,4,5. 
As an example of the process of decision discussed 
earlier consider the question as to whether is zero or 
not. The necessary data obtained from above are as follows: 
= 10.64 °1 = 0.10 4 = 1000. °î(*i%ï)ii = 160.00 
1—1 OJ = 10.64 ^2 = 0.10 4 = 900. ^2 ^ ^^2 ^ 11 = 144.00 
hi 
= -0.20 "3 = 0.30 4 
= 400. 
^3(^3^3)11 = 70.10 
\i = 6.15 CC4 = 0.25 4 = 250. = 47.89 
^51 = 6.15 
=5 = 0.25 4 
= 200= c?|(XtX^)l^ = 38.14 
where (X^ )^^  ^is the element of the second row, second col­
umn of the matrix (X^ )^"^  associated with the kth model for 
k = 1,2,3,4,5. Then as indicated earlier we need to evaluate 
P(Pi <0|b,). 
u. u. 
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P(Pl < Olb^ ) 
5 
= Z P(Pti < Olb,., A=k)P(A=k) 
k=l  ^  ^
= I  ^ A=k) 
where A is the model selection variable. Then letting 
 ^0) = P(Pkl ^  Olbki, 
and substituting into the above equation, 
P(&1 < Olb^ ) = cc^ PiC^ ii < 0) + OgPgCPgi < 0) 
+ a^ P^ CP^ i < 0) + cCi^ Pi^ .(^ i+i < 0) + a^ P^ C;^  < 0) 
= .IPnCPm < 0) + .IPpCPp-, < 0) + .3P;(PT1 < 0) 
+ < 0) + .Z^ P^ CP^ i < 0) 
= .iP(z < Q - iQ-6^) + .ip(z < 2-£-12^) 
V 160.00 V 144.00 
+ .3P(z < Q - (-0.200) + .25p(z < —Ezzzz:^  
V 70.10 V 47.89 
+ .25P(Z < %z-É=i^) 
'V 36.14 
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= .1P(Z < -0.84) + .l)(Z < -0.89) + .3P(Z < 0.024) 
4- .25P(Z < -0.89) + .25P(Z < -1.00) 
= 0.24909 
where Z represents a standard normal random variable. Since 
this probability is reasonably high, it is inferred that 
there is not sufficient evidence to conclude is different 
from 0.0. 
As a second example consider the question as to whether 
is 0.0 or not. The data needed are: 
1^4 = -14.56 
"^ 1 
= 0.10 
"1 = 1000. = 160.00 
II 
-14.56 2^ = 0.10 4 
0
 
0
 
ON II 
= 144.00 
-29.74 = 0.30 4 
= 400. = 75.95 
bi* = -40.02 % = 0.25 = 250. = 57.01 
II 
-40.02 
"5 
= 0.25 
°5 = 200. = 45.61 
where is the element in the fifth row, fifth column 
of the matrix associated with the kth model for 
k = 1,2,3,4,5. Then 
> Olbi^ ) 
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5 
 ^ =^k)P(A=k) 
*kf(Pk4 ^  0|tk4' A=k) 
The letting 
Pk(p%^ > 0) = P(p%^ > Olbj^^., A=k) 
and substituting into the above equation, 
PCP^  > Olbi^ ) = > 0) + GgPgCPg^  ^> 0) 
+ 0393(93^  > 0) + a^ _P^ _(Pi^  > 0) + d^ P^ Cp^  > 0) 
= .ip(z > Q - (-i^ -iâl) + .ip(z > ° 
^^ 160.00 nTÏWTôô 
+ .3P(Z > Q - (-29.741) ^ .25P(Z > 0 - (-40.021) 
V 75.95 V 57.01 
+ .25P(Z > Q - (-44.02)) 
- JTFTôî 
= .1P(Z > 1.15) + .1P(Z > 1.21) + .3P(2 > 3.41) 
+ .25p(z > 5.30) + .25P(z > 5.93) 
= 0.02391 
where Z is again a standard normal random variable. Since 
138 
this probability is small there is evidence that is 
less than 0.0. 
This evaluation process could be repeated for each 
term in the model. The experiment, however, is concerned 
with the effects of the spacings of the millet plants, and 
the effects of the background surface is of interest only 
in how it effects the yield for each spacing. Therefore 
there is no need to evaluate the coefficients of any terms 
other than those associated vjith the treatments. It was 
found that ^ 2 not significantly different from 
0.0 with associated probabilities of .10417 and .46^ 50, 
respectively. One would expect the yield, then, of the 10" 
spacing to be much less than the other four spacings, since 
the associated parameter is significantly nonzero, which, 
by comparison with Table 4, is the case. The other four 
spacings produce similar yields with the 6" spacing slightly 
higher, as one would expect from the relatively low proba­
bility of .10417 associated with Pg" 
S. An Example of the Analysis for the NoniD-formative 
Prior Distribution with Unknown Variances 
Consider the case in which the variances are unknown 
p 
for each model and the prior distribution of (p^ ., 0^ ) is the 
noninformative prior distribution of Equation 69* The 
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posterior distribution of ^  given % is the weighted aver­
age of m^ -variate generalized t distributions, each with 
n-m^  degrees of freedom, mean vector and variance-
covariance s^ (X^ X^ )" as indicated by Equation 101. The 
marginal posterior distribution of each of the parameters, 
p can be found by applying Lemma 2 to be the weighted 
average of p generalized t distributions. A regression 
program may be used to estimate and for each model. 
The estimates ^  are those of the example in the previous 
section in which the variances are known while -Qie esti-
mates s^  are given below. The matrix is as given 
in Equation 108. 
Consider the evaluation of the parameter to determine 
if it is zero or not. The needed data are as follows: 
-1^  = -14.56 tti = 0 = 10 s? = 1055-61 168.90 
a
'
 
II 
-14.56 2^ = 0.10 = 1327.42 slcx^xg);;^ = 212.39 
3^^  = -29.74 '3 = 0.30 = 535.59 78.23 
-40.02 0.25 < = 256.91 s^(x4x^)i2 = 53.26 
5^4 = -40.02 = 0.25 4 = 220.25 45.66 
where is the element in the fifth row, fifth column 
1^ -0 
of the matrix associated with the kth model for 
k = 1,2,3,^ ,5' By the argument used in the previous sec­
tion, 
> Oibi^ ) = cc^ PiC^ ii^  > 0) + > 0) 
+ > 0) + a^ P^ CPy^  ^> 0) + 2 0) 
= .lP(t_ > > 0 - W6)) 
V 168.90  ^ ^^ 2i2.39 
+ .3P(ti, > ° " + .25P(t,, > ° ' 
13 - J 78.23 -J 53-26 
+ .25P(tii > ° ", 
V 4-5.66 
= .lP(ti2 > 1.12) + .lP(ti6 > 0.99) + .3P(ti3 > 3.36) 
+ .25P(tii > 5.^ 8) + .25P(t^ 3_ > 5.92) 
= .03191 
where t^  represents a t random variable with v degrees of 
freedom. Tables necessary to evaluate the probabilities of 
the t random variables are found in Pearson and Hartley 
(1962). Since the probability is small, there is evidence 
that is less than 0.0. 
The evaluation of the terms representing the other 
treatments give results similar to those obtained previously. 
The probabilities associated with each of the parameters 
I4l 
p^ î and are .28776, .11005, and .47282, respectively. 
As before, the conclusions are that the 10" spacing pro­
duces significantly smaller yields than the other spacings, 
but that there is no real difference within the smaller 
spacings. Slightly higher, although not significantly 
higher, yields are obtained with the 6" spacing. 
F. An Example of the Analysis for the Natural Conjugate 
Prior Distribution with Known Variances 
In this section consider the case in which the variances 
for each model are known to be those given in Section D and 
assume the natural conjugate prior distribution for ^  is as 
given in Equation 28. The posterior distribution is the 
weighted average of m^ -variate normal distributions each 
with mean b, and variance-covariance as indicated 
a. Xk 
by Equation 40 where b^  and are defined by Equations 
35 and 36 respectively for k = 1,2,3,^ ,5. By applying Lemma 
2 the marginal posterior distribution of each of the param­
eters is found to be the weighted average of five normal 
distributions each with mean b^  ^and variance 
i = 0,1,...,m, where is the (i+l)th diagonal ele­
ment of the matrix for each model. The matrix 
(XpC^ )is found by applying Equation 36 to the matrix defined 
in Equation 108. The following estimates of b^  are obtained 
% 
1^2 
from the prior vector the data, and Equation 35 for 
each model. 
= (261.08 10.32 10.12 -4.48 -22.28 9.82 -4.79 
-0.19 -0.31 2.93 8.08 12.89 1.01 0.0 0.0 0.0) 
= (261.08 10.32 10.12 -4.48 -22.28 9.82 -4.79 
0.0 0.0 2.93 8.08 0.0 0.0 0.0 0.0 0.0) 
b^ = (261.08 4.90 19.88 -0.14 -29.87 9.82 -4.79 
-0.19 0.0 2.93 8.08 12.89 0.0 5=92 0.0 0.0) 
^ = (261.08 8.07 19.90 4.53 -35.01 9.82 -4.79 
-0.19 0.0 2.93 8.08 12.89 0.0 1.08 4.91 2.69) 
b^ = (261.08 8.07 19.90 4.53 -35.01 9.82 -4.79 
0.0 0.0 2.93 8.08 12.89 0.0 1.08 4.91 2.69) 
The same example concerning the parameter may be 
used as before. The necessary data obtained from above are 
as follows: 
bii = 10.32 = 0.10 = 1000. = 80.00 
I21 = 10.32 dg = 0.10 a| = 900. a|(ljX2)£i = 72.00 
^31 " ^-90 a = 0.30 = 400. a^(%^%^)-^ = 35-05 
= 8.07 = 0.25 al = 250. a^ (X)V\)£i = 23.83 
1^3 
= 8.07 = 0.25 o| = 200. = 19-07 
where the element in the second row, second 
column of the matrix found in Equation 35 asso­
ciated with the kth model for k = 1,2,3,^ ,5. Then, as 
indicated above, we need to evaluate 
P(#l < Olb^ ) 
5 — 
= 2 P(Pvi < Ol^ Tri» A=k)P(A=k) 
k=l  ^ — 
= Ji ^ 
where A is the model selection variable. Then letting 
Pk(t'kl i 0) = P(&ki < Olbiji, A=lc) 
and substituting into the above equation, 
P(Pl < 0) = ctiPiCPii < 0) -f -2^ 2'^ 21 -
+ GgPgCP^ l < 0) + < 0) + < 
= .1P(Z < ° + .1P(Z < Q -
~ V 80.00 ~ V 72.00 
+ .3P(Z < ^ -=—=^ 5) + .25P(Z < ° " 8-07^  
" V 35.05 ~ V 23.83 
+ .25P(Z < ° ~ 8-07) 
"" V 19.07 
iMf 
= .1P(Z < -1.15) = .1P(Z < -1.22) + .3P(Z < -0.83) 
+ .25P(Z < -1.65) + .25P(Z < -1.85) 
= 0.1050 
where Z represents a standard normal random variable. 
Since this probability is reasonably high, there is not 
sufficient evidence to conclude is different from 0.0. 
Again as a second example consider the question as to 
whether is nonzero. The needed data are: 
1^4 = -22.28 1^ = 0.10 4 = 1000. a2(XiXi)^ i = 80.00 
^24 = -22.28 °2 = 0.10 4 = 900. = 72.00 
-29.87 
"3 
= 0.30 4 = 0^0. = 39.98 
bi^  " -35.01 % = 0.25 4 = 250. = 28.51 
5^4 = -35=01 a_ ? 
= 0.25 4 = 200. = 22.81 
where is the diagonal element in the fifth row, 
fifth column of the matrix found by Equation 35 
associated with the kth model for k = 1,2,3,^ ,5' Then 
P(P^ . > olb^ ) 
1^5 
5 
= z > 0|b]^ , A=k)P(A=k) 
= Jl  ^ • 
Then letting 
> 0) = P(;%^  > 0 , A=k) 
and substituting into the above equation 
P(Pl+ > 0|\) = > 0) + GgPgCPg^ . 2 0) 
+ > 0) + gi,P)|(P)j)| > 0) + > 0) 
= .1P(Z > 0 - (-22.2^  ^+ .ip(z > 0 - (-22.2^  ^
V 80.00 •" V 72.00 
+ .3P(z > Q - i-2<^ '32l) + .2?p(z >°- (-35-01)) f ->Q go . / ow ci 
+ .25P(z > Q - (-3?'0i)) 
" /22:Bi 
= .1P(Z > 2.49) + .1P(Z > 2.63) + .3P(Z > 4.85) 
+ .25P(Z > 6.56) + .25P(Z > 7.33) 
= 0.0011 
where Z is again a standard normal random variable. Since 
this probability is again small there is evidence in this 
case that is less than 0.0. 
lh-6 
The evaluation of the terms representing the other 
treatments show results only slightly different to those 
obtained previously. The probabilities associated with 
the parameters ^ 2 .02^ 95 and .39176, respec­
tively. The conclusions are, then, that the 10" spacing, 
represented by produced significantly smaller yields 
than the other spacings and that the 6" spacing, repre­
sented by ^ 2) produced slightly larger yields than the 
other spacings. 
G. An Example of the Analysis for the Natural Conjugate 
Prior Distribution with Unknown Variances 
Consider the case in which the variances are unknown 
? for each model and the prior distribution of (p^ ,, cr^ ) is 
the ncrzal-gamma distribution of Equation 4^ -. The pes-
p 
terior distribution of (^ , a ) given 2, is the weighted 
average of normal-gamma distributions as given in Equation 
61. As indicated by Equation 65 the posterior distribution 
of ^  given % is the weighted average of m^ .-variate general­
ized t distributions, each with degrees of freedom, mean 
vector b^ , and variance-covariance where b^ , 
k^^ k' and "v^ s^  are defined by Equations 35, 36, 51, 
and 52 respectively. The marginal posterior distribution 
of each of the parameters ^ i = l,...,m, can again be 
Ik7 
found by applying Lemma 2 to be the weighted average of 
five generalized t distributions. Estimates of bj^  and 
are those found for the example in which the variances 
are known. Estimates of s^  are found by evaluating Equa-
_ 2 tions 51 and 52 where = n-m^ , is that estimate 
of the variance obtained from the regression for each 
model, and are given by Equation 108, and the 
prior estimate of the variance, s^ , will be taken to be 
those values used as the known variance previously. 
As a final example consider again the question as to 
whether is significantly nonzero. The needed data are 
as follows: 
1)^ 1^  = -22.28 = 0.10 s^  = 838.91 i|(X3_X3_)~^  = 67.11 
D.,. = -22.28 = 0.10 3? = 710.17 = 56 = 81 
b^ i^  = -29.07 = 0.30 s^  = 616.00 = 58.48 
\i, = -35.01 = 0.25 = 355.58 = 40.54 
b^  = -35.01 = 0.25 = 330.02 = 37.63 
where (X^ )^~ is the element in the fifth row, fifth column 
of the matrix associated with the kth model for k = 
1,2,3,4,5. Again by the argument used in the previous 
11+8 
sections 
P(&+ > 0) = > 0) + > 0) 
+ > 0) + > 0) + OyPjCPjlt -
= .IPCtji, > 0 - (-22-28)) + .lP(t„ > ° ' (-22-28)) 
V 67.11 V 56.81 
' ">£^  r»i \ 
+ .25P(t_ > ^  
V 37.63 
= .IPCtg^  > 2.92) + .lP(t^ 2 2 2.96) + .3P(t26 >3.91) 
+ .25P(t22 > 5.50) + .25P(t22 > 5.71) 
= .00189 
where t= represents a t random variable with v degrees of 
freedom. As in the previous examples the tables of Pearson 
and Hartley (1962) are used to evaluate the above probabil­
ities. Again since this probability is small, there is 
evidence that is less than 0.0. 
The evaluation of the terms representing the other 
treatments produce the identical solution as the variance 
known case. The probabilities associated with p-,, Pg) 
and are .13927, .024-83, and .38083, respectively. The 
conclusions are that the 10" spacing, represented by 
14-9 
produces significantly smaller yields than the other 
spacings and that the 6" spacing, represented by P2, 
produces slightly larger yields than the other spacings. 
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VII. SUMMARY OF RESULTS OBTAINED AND AREAS 
REQUIRING FURTHER RESEARCH 
A Bayesian method of incorporating prior information 
concerning more than one possible model has been proposed. 
The complete specification for a study using the method 
includes the proposed alternative models with their re­
lated assumptions, restrictions, and the probabilities that 
each of the models hold. Another random variable called the 
model selection variable, which consists of a multinomial 
random variable representing the choice of model, is also 
defined based on the probabilities associated with each 
model. The Dirichlet prior distribution is used for this 
variable and it is shown that, in general, for either the 
situation in which the model probabilities are known or in 
which they are estimated, the analysis is the same except 
that the estimates of the probabilities are substituted for 
the known probabilities throughout the analysis in the latter 
case. 
If the model selection variable is observed at the time 
the experiment is performed, then the analysis involved re­
duces to the analysis assuming no other models were possible, 
which is now the common practice. If this model is not ob­
served, one obtains, by finding the marginal posterior dis­
tributions of the remaining parameters, that the posterior 
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distributions for each of the models are averaged, using the 
model probabilities as weights. 
The posterior distributions for the variables are found 
in the general case. Then the specific posterior distribu­
tions are obtained when the likelihood is assumed to be 
normal and for both the natural conjugate prior distribu­
tion and the noninformative prior distribution, both when 
the variance is assumed known and when the variance is un­
known. In all cases when the model selection variable is 
observed, the results coincide with the standard Bayesian 
analysis assuming only one model. 
An example of a 5 x 5 Latin square design to which is 
applied a background effects model is given. The analysis 
of this model is presented and shows marked differences 
between the analysis of the proposed model and that asso­
ciated with the standard Latin square design. Finally the 
Bayesian analysis is applied to this problem to demonstrate 
the evaluation of the posterior distribution in order to 
make inferences concerning the parameters. 
The proposed analysis opens many avenues of further 
research of which a few will be mentioned. 
Consider the following models with their assigned 
probabilities: 
y = a^  + b^ x with probability 
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p 
y = a2 + bgX + CgX with probability 
Then we could use as a prior distribution for the parameters 
a mixture of prior distributions of the form 
f(a) = a^ f^ (a) + 02^ 2(2) 
and similarly for b 
i(b) = a^ g^ (b) + 
We could also use the mixed prior distribution for the 
parameter c: 
h(c) = <'l^ [o=0] * Gghgfc) 
where has the value 1 at 0 and the value 0 else­
where. This approach should be studied to see if it is 
indeed similar- to the method presented. 
Research needs to be done to determine the inference 
robustness of the proposed methods due to changes in prior 
values, both for the Dirichlet prior distribution for the 
model selection variable and for the prior distribution of 
each individual model. It is felt that the results of 
robustness studies of standard Bayesian analysis with 
respect to the prior distribution, such as those reported 
by Edwards, Lindman, and Savage (1963) will apply also to 
changes of the prior distribution for each model here. 
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Similarly, the results and methodology on criterion 
robustness of Box and Tiao (1962, 1964a, 1964b, 1973) 
should also apply. These conjectures, however, need to 
be checked. 
Recently Lindley (1972) has done some work in which 
he proposes what he calls a three stage model in which a 
distribution is placed on the parameters of the prior 
distribution. He assumed the parameters of the model are 
exchangeable or that the prior knowledge of a parameter 0^  ^
would be unaltered by any permutation of the suffixes. The 
result is that f(9) is a mixture of independent, identical 
distributions. The applications of the two sets of work 
are different in that the work here is designed to incor­
porate prior information implying more than one model while 
the work of Lindley is designed to attack the problem of 
selection of values for parameters of the prior distribu­
tion. The relationship between the methods proposed herein 
and the work of Lindley needs to be studied to see if the 
results of the two approaches could be obtained from a 
single theory. 
Finally, no method of obtaining a highest posterior 
density region has been found. This would be most useful 
in presenting posterior information concerning the param­
eters of a problem, particularly when interest is in more 
than one parameter. A region of specified probability can 
15  ^
be found by iteration techniques such as bisection. How­
ever, no method of assuring the region so obtained is the 
smallest such region or the region of greatest posterior 
density is immediately apparent. 
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