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Cyclomatic number of hypergraphs
Complexity classes
a b s t r a c t
We introduce a notion of hyperconnection (formally called L-hyperpath) between vertices
in a directed hypergraph and relate this notion to existing notions of hyperpaths in
directed hypergraphs. We show that some interesting questions in problem domains such
as distributed secret sharing and routing in packet filtered networks are basically questions
about the existence of L-hyperpaths in directed hypergraphs. We study the computational
complexity of problems related to L-hyperpaths and the L-cyclomatic number of directed
hypergraphs (the minimum number of hyperedges that need to be deleted to make a
directed hypergraph free of L-hypercycles). We prove that the L-hyperpath existence
problem, the L-cyclomatic number problem, the minimum L-cyclomatic set problem, and
the minimal L-cyclomatic set problem are each complete for the complexity class NP, Σp2 ,
Π
p
2 , and DP, respectively.
Published by Elsevier B.V.
1. Introduction
A directed hypergraph is a generalization of a directed graph in which each directed hyperedge is allowed to have
multiple source (tail) vertices and multiple destination (head) vertices. A (simple) directed edge is a hyperedge with
exactly one tail vertex and exactly one head vertex. Directed hypergraphs have been used to model a wide variety of
problems in propositional logic [6,22], relational databases [2,36,11], urban transportation planning [10,23], chemical
reaction mechanisms [35,40], Petri nets [5,26], operations research [10], and probabilistic parsing [18]. They have been
introduced under different names such as ‘‘And-Or graphs’’ and ‘‘FD-graphs’’.
Ausiello, D’Atri, and Saccá [2] introduced the notion of a directed hypergraph, though they called this notion an
‘‘FD-graph’’, where FD stands for ‘‘functional dependency’’. They used this notion to represent FDs among attributes in
relational databases and presented efficient algorithms for the manipulation of FDs (e.g., the closure of FDs and the minimal
coverings of FDs). Gallo et al. [10] formalized the basic notions related to directed hypergraphs such as connectivity,
paths, and cuts, and showed applications of directed hypergraphs to problems such as functional dependency in relational
databases and route planning in urban transport system design. More recently, a unified view of deterministic and
probabilistic parsing has been obtained by showing them to be equivalent to traversals in directed hypergraphs [18].
Directed hypergraphs have also been used in the representation and analysis of chemical reactionmechanisms, in particular
in the theory of intermediate reactions [35,40].
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The notion of connection in a directed graph can be recursively defined as follows. Each vertex is connected to itself and a
vertex x is connected to another vertex y, if there exists a vertex z such that there is a connection fromvertex x to vertex z and
there is an edge fromvertex z to vertex y. But there does not seem to be one common intuitive notion for hyperconnection (i.e.,
connection in directed hypergraphs). In fact, different notions of hyperpaths and hypercycles in directed hypergraphs have
been defined in the literature [7,8,10,24,40] based on varying intuitive notions of hyperconnection in problem domains.
For example, if we are trying to model ‘‘logical implications’’ among hypotheses in logic using directed hyperedges, then
the notion of a hyperconnection from s to t would correspond to a derivation of t using hypothesis s [10]. On the other
hand, if we are using directed hyperedges to model ‘‘intermediate reactants to product’’ relationship in chemical reaction
mechanisms, the notion of a hyperconnection from s to t may correspond to a method of producing t from s such that there
are no intermediates [40].
In this paper, first we review these notions of hyperpaths and hypercycles in directed hypergraphs. We describe our
notion of hyperconnection, and define L-hyperpaths and L-hypercycles in directed hypergraphs. Basically, an L-hyperpath is
an alternating sequence of distinct vertices and distinct hyperedges (just as a simple path in a directed graph is an alternating
sequence of distinct vertices and distinct edges) such that if a vertex v is the immediate predecessor of a hyperedge e in this
sequence, then v is a tail vertex of e, and if w is a tail vertex of e, then either w is the source vertex of the L-hyperpath or
w occurs in the head of a hyperedge that precedes e in this sequence. The ‘‘L’’ (‘‘linear’’) denotes the fact that the vertices
and hyperedges in an L-hyperpath can be (meaningfully) put in a sequence. An L-hypercycle is defined analogously as an
alternating sequence of vertices and hyperedges except that we require that this sequence must begin and end at the same
vertex. (Precise definitions and examples of L-hyperpaths and L-hypercycles appear in Section 3.)
We identify domains such as distributed secret sharing and packet filtered networks where the notion of an L-hyperpath
can be used to capture key problems. We study the computational complexity of basic L-hyperpath problems in directed
hypergraphs. In particular, we study the existence of L-hyperpaths of small cost, size, and rank (see Definition 4.2) between
two given vertices.
The cyclomatic number of a graph is the minimum number of edges that need to be removed to make the graph
acyclic. Intuitively speaking, the cyclomatic number of a graph measures the degree of cyclicity of a graph. We can define
the cyclomatic number of a directed hypergraph analogously to that of a graph. That is, the L-cyclomatic number of a
directed hypergraph is the minimum number of hyperedges that need to be removed so that the resulting hypergraph does
not contain any L-hypercycle. We study the computational complexity of the following decision problems related to the
L-cyclomatic number of directed hypergraphs: computing the L-cyclomatic number of a given directed hypergraph,
computing whether a given set of hyperedges forms a minimum L-cyclomatic set, and computing whether a given set
of hyperedges forms a minimal L-cyclomatic set. We prove that these problems are each complete for a well-known
complexity class (see Definition 5.2 for precise definitions of these problems): CYCLOMATIC-NUMBER is Σp2 -complete,
MIN-CYCLOMATIC-SET isΠp2 -complete, and MINIMAL-CYCLOMATIC-SET is DP-complete.
It is interesting to compare the complexity of connectivity problems on directed graphs and directed hypergraphs. In
particular, consider the complexity of the following path existence problems:
• Is there a (directed) path between two given vertices of a given directed graph? This problem is known to be NL-
complete [16,15].
• Is there a B-hyperpath (see Definition 2.3) between two given vertices of a given directed hypergraph? This problem is
known to be P-complete [10].
• Is there an L-hyperpath between two given vertices of a given directed hypergraph? In this paper, we show that this
problem is NP-complete.
Compare also the complexity of the following cyclomatic number problems:
• Is there a set of k edges, for a given k, whose deletion makes a given directed graph free of cycles? This problem is called
the feedback arc set problem, which is known to be NP-complete [17].
• Is there a set of k hyperedges, for a given k, whose deletion makes a given directed hypergraph free of L-hypercycles? In
this paper, we show that this problem isΣp2 -complete.
Since tail and head sets of a directed hyperedge can contain an arbitrary number of vertices, the number of hyperedges in a
directed hypergraph can be exponential in the number of vertices. Thus, in some cases it might not be feasible to enumerate
all the hyperedges that exist in a directed hypergraph even though it might be possible to describe all of them succinctly. For
example, the set of hyperedgesmight be representedmore succinctly using a circuit that takes as input two sets (X and Y ) of
vertices. The set of directed hyperedges represented by this circuit is all pairs (X, Y ) of subsets of vertices such that the circuit
outputs 1 on input (X, Y ). Galperin andWigderson [13] and Papadimitriou and Yannakakis [28] showed that formany graph
properties the complexity of checking the property ‘‘jumps’’ considerably (for example, from being NP-complete to being
NEXP-complete) when the graphs are represented succinctly. We show that the complexity of the L-hyperpath existence
problem remains NP-complete when the input is succinctly represented. On the other hand, we show that, for k-directed
hypergraphs (hypergraphs in which the number of head and tail vertices in any hyperedge is bounded by a constant k), the
L-hyperpath existence problem is NEXP-complete when the hypergraphs are succinctly represented.
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Fig. 1. (a) A directed hypergraphH1 with 7 vertices and 4 hyperedges. (b) A directed hypergraphH2 with 9 vertices and 6 hyperedges. In both the figures,
arrows on a hyperedge point to the vertices in the head of the hyperedge.
This paper is organized as follows. Section 2 discusses the different notions of directed hyperpaths that exist in the lit-
erature. In Section 3, we formally define the notion of L-hyperpaths and introduce other concepts that will be used in the
rest of the paper. We also describe two real world domains that can be modeled using directed hypergraphs and show
that some interesting questions in these domains are essentially questions about the existence of L-hyperpaths in directed
hypergraphs. In Section 4, we study the complexity of finding small (with respect to various metrics) L-hyperpaths in di-
rected hypergraphs. In Section 5, we characterize the complexity of problems related to the L-cyclomatic number of directed
hypergraphs. Finally in Section 6, we look at the complexity of succinct versions of the L-hyperpath existence problem.
2. Notions of hyperpaths in directed hypergraphs
In this section, we formally define directed hypergraphs and compare the different notions of directed hyperpaths that
have appeared in the literature. For the purpose of comparison with directed hypergraphs, we first define undirected
hypergraphs and present the notion of simple paths in undirected hypergraphs.
Definition 2.1 (See [9]). 1. An undirected hypergraphH is a pair (V , E), where V is a finite set of vertices and E ⊆ 2V is a
finite set of hyperedges such that, for every ei ∈ E, ei 6= ∅.
2. A simple path Pst from vertex s to vertex t inH is a sequence (v1, e1, v2, e2, . . . , vk, ek, vk+1) consisting of distinct vertices
vi, where 1 ≤ i ≤ k + 1, and distinct hyperedges ej, where 1 ≤ j ≤ k, such that s = v1, t = vk+1, and for all 1 ≤ i ≤ k,
vi, vi+1 ∈ ei. If only the constraint s 6= t is not required and instead s = t is enforced in this definition, then Pst is a simple
cycle.
Just as undirected hypergraphs generalize undirected graphs, in the same way directed hypergraphs generalize directed
graphs. Depending on the type of hyperedges, we may define the subclasses B-hypergraphs and F-hypergraphs of directed
hypergraphs.
Definition 2.2 ([10]). 1. A directed hypergraph H is a pair (V , E), where V is a finite set and E ⊆ 2V × 2V such that, for
every e = (T (e),H(e)) ∈ E, T (e) 6= ∅, H(e) 6= ∅, and T (e) ∩ H(e) = ∅. For every integer k ≥ 1, a k-directed hypergraph
H = (V , E) is a directed hypergraph in which, for every e ∈ E, |T (e)| ≤ k and |H(e)| ≤ k.
2. A B-hyperedge (F-hyperedge) is a hyperedge e = (T (e),H(e)) such that |H(e)| = 1 (respectively, |T (e)| = 1).
3. A directed B-hypergraph (F-hypergraph) is a directed hypergraph H such that each hyperedge in H is a B-hyperedge
(respectively, F-hyperedge).
For a directed hypergraphH = (V , E), we refer to V also as V (H) and E also as E(H). Let e = (T (e),H(e)) be a hyperedge
in some directed hypergraph H . Then, T (e) is known as the tail of e and H(e) is known as the head of e. We say that e is
incident on each vertex in T (e) ∪ H(e). For each v ∈ T (e), e is an outgoing hyperedge from v and for each v ∈ H(e), e is an
incoming hyperedge to v. If |T (e)| = |H(e)| = 1, then e is also referred to as a simple directed edge. The size of representing a
directed hypergraphH is taken to be |V (H)|+∑e∈E(H)(|T (e)|+ |H(e)|) unless another representation scheme is explicitly
mentioned as in, for example, Section 6.
Given a directed hypergraph H = (V , E), we say that H ′ = (V ′, E ′) is a subhypergraph of H if V ′ ⊆ V , E ′ ⊆ E,
and E ′ ⊆ 2V ′ × 2V ′ . The symmetric image H of H is a directed hypergraph defined as follows: V (H) = V (H) and
E(H) = {(H, T ) | (T ,H) ∈ E(H)}.
Fig. 1 (part a) shows a directed hypergraph H1 with vertices {v1, v2, . . . , v7} and hyperedges {e1, e2, e3, e4}, where
e1 = ({v1, v2}, {v3, v4}), e2 = ({v1, v3}, {v5}) e3 = ({v7}, {v3, v4}), and e4 = ({v5}, {v6, v7}). Note that e2 is a B-hyperedge,
e3 and e4 are F-hyperedges, and e1 is neither a B- nor an F-hyperedge in H1. Similarly, Fig. 1 (part b) shows a directed
hypergraphH2 with vertices {v1, v2, . . . , v9} and hyperedges {e1, e2, . . . , e6}.
Gallo et al. [10] defined two basic types of paths in hypergraphs: simple paths and hyperpaths. They defined three
different types of hyperpaths: B-hyperpaths, F-hyperpaths, and BF-hyperpaths.
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Definition 2.3 ([10]). LetH = (V , E) be a directed hypergraph and let s, t ∈ V (H).
1. A simple path Pst from s to t inH is a sequence (v1, e1, v2, e2, . . ., vk, ek, vk+1) consisting of vertices vi, where 1 ≤ i ≤ k+1,
and distinct hyperedges ej, where 1 ≤ j ≤ k, such that s = v1, t = vk+1, and for every 1 ≤ i ≤ k, vi ∈ T (ei) and
vi+1 ∈ H(ei). If, in addition, t ∈ T (e1) then Pst is a simple cycle. The simple path Pst is called elementary if all the vertices
vi, where 1 ≤ i ≤ k+ 1, are distinct. A simple path is cycle-free if it does not contain any subpath that is a simple cycle.
(Here, a subpath of Pst is Pvivj = (vi, ei, vi+1, . . . , vj, ej, vj+1), where 1 ≤ i ≤ j ≤ k).
2. A B-hyperpath1 Πst from s to t in H is defined in terms of the notion of B-connection in directed hypergraphs. A
B-connection to a vertex s is recursively defined as follows: (i) a vertex s is B-connected to itself, and (ii) if there is a
hyperedge e such that all the vertices in T (e) are B-connected to s, then every vertex in H(e) is B-connected to s. A
B-hyperpath2 from s to t in H is a minimal (with respect to deletion of vertices and hyperedges) subhypergraph of H
such that t is B-connected to s. A B-hyperpath is acyclic or cycle-free if it does not include any simple cycle within itself.
3. An F-hyperpathΠst from s to t inH is a subhypergraph ofH such thatΠ st is a B-hyperpath from t to s inH .
4. A BF-hyperpath from s to t inH is subhypergraph that is both a B-hyperpath and an F-hyperpath from s to t .
In Fig. 1 (part a),Πv1v4 = (v1, e2, v5, e4, v7, e3, v4) is a simple path andΠv1v3 = (v1, e2, v5, e4, v7, e3, v3) is a simple cycle
in H1 (since v3 ∈ T (e2) = {v1, v3}). In Fig. 1 (part b), directed hypergraph G with V (G) = {v1, v2, v3, v5, v6, v8, v9} and
E(G) = {e1, e2, e4, e6} is a B-hyperpath from v1 to v9 inH2, directed hypergraph J with V (J) = {v3, v4, v6, v7, v8, v9} and
E(J) = {e3, e5, e6} is an F-hyperpath from v3 to v9 in H2, and directed hypergraph K with V (K) = {v6, v7, v8, v9} and
E(K) = {e5, e6} is a BF-hyperpath from v7 to v9 inH2. Note that there is no B-hyperpath from v1 to v7 inH2 (since v7 is not
B-connected to v1 inH2) and that there is no F-hyperpath from v1 to v8 inH2 (since v1 is not B-connected to v8 inH2).
The definition of B-hyperpath in Definition 2.3 (part 2) is consistent with the notion of folded hyperpath given in the
papers [7,8].We can alternatively define a B-hyperpath in terms of a sequence of hyperedges used to prove the B-connection
of vertices in the hyperpath. This definition of B-hyperpath appeared in [4].3
Definition 2.4 (Alternative Definition of B-Hyperpath [4]). LetH = (V , E) be a directed hypergraph and let s, t ∈ V (H). A
B-hyperpath from s to t inH is aminimal directed subhypergraph (with respect to deletion of vertices and hyperedges)H ′ of
H with the property that the hyperedges ofH ′ can be ordered in a sequence (e1, e2, . . . , ek) such that, for every ei ∈ E(H ′),
it holds that T (ei) ⊆ {s} ∪ H(e1) ∪ · · · ∪ H(ei−1) and t ∈ H(ek).
Even though the notions of B- and F-hyperpaths help to capture problems in several different problemdomains (see, e.g., [10,
12]), there are other problem domains for which these definitions do not seem to be the right one. We present two such
problem domains in Section 3.
3. L-hyperpaths
3.1. Definition and relationship with other notions of hyperpaths
The notions of hyperpaths (B-, F-, and BF-hyperpaths) defined by Gallo et al. [10] differ from the notion of (directed)
paths in directed graphs in that, roughly speaking, the hyperpaths are not required to be ‘‘linear’’. By that we mean that
while a path in a directed graph is an alternating sequence of vertices and edges, a (B-, F-, or BF-) hyperpath may not have
this form. Although the definition of a simple path (Definition 2.3, part 1) requires linearity, that definition is too loose to
capture the structural richness of directed hypergraphs. For instance, to determine all vertices v connected to a vertex u via
a simple path in a directed hypergraphH , it suffices to perform a variant of the breadth first search algorithm for directed
graphs wherein the neighbors of a vertexw ofH are considered to be exactly those vertices that belong to the heads of the
outgoing hyperedges from w (see [10]). Similarly, the linearity requirement in the alternative definition of B-hyperpaths
(Definition 2.4) is too loose. Indeed, consider two directed hypergraphsH1 andH2 on vertices {s, v1, v2, . . . , vn, t}.H1 has
n + 1 hyperedges e1, e2, . . ., en+1, where, for 1 ≤ i ≤ n, ei = ({s}, {vi}), and en+1 = ({v1, v2, . . . , vn}, {t}). H2 has n + 1
hyperedges e1, e2, . . ., en+1, where, e1 = ({s}, {v1}), for each 2 ≤ i ≤ n, ei = ({vi−1}, {vi}), and en+1 = ({v1, v2, . . . , vn}, {t}).
Consider the sequence (e1, e2, . . . , en, en+1). Clearly, this sequence defines a B-hyperpath from s to t in both H1 and H2.
Thus, in both H1 and H2, s and t are connected by a B-hyperpath containing n + 1 hyperedges and n + 2 vertices.
1 Gallo et al. [10] gave a topological characterization of B-hyperpaths as follows: A B-hyperpathΠst from s to t inH is aminimal (with respect to deletion
of vertices and hyperedges) subhypergraphH ′ = (V ′, E ′) ofH such that s, t ∈ V ′ and, for each x ∈ V ′ − {s}, there is a simple cycle-free path from s to
x inH ′ . However, Nielsen and Pretolani [24] later pointed out that this topological characterization of B-hyperpaths is not consistent with the commonly
interpreted definition of B-hyperpath given in terms of the notion of B-connection. They also pointed out that, for acyclic (i.e., cycle-free) B-hyperpaths,
the topological characterization given by Gallo et al. [10] is consistent with the notion of B-connection.
2 Ausiello et al. [7] and Ausiello, Italiano, and Nanni [8] considered a generalization of B-hyperpath wherein a B-hyperpath is defined as a hyperpathΠS,t
from any given set S of vertices to some vertex t in the hypergraph. They defined a hypercycleΠS,t as a nonempty (consisting of at least one hyperedge)
B-hyperpath where t ∈ S.
3 Actually, Ausiello, Franciosa, and Frigioni [4] gave this alternative definition for a generalization of B-hyperpath, considered also in the papers [7,8], in
which a B-hyperpath is defined from a set S of vertices to some vertex t .
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Fig. 2. A directed hypergraphH with an L-hypercycle. The arrows on a hyperedge in the figure point to the vertices in the head of the hyperedge.
However, the nature of connections in these two hyperpaths is different. The hyperpath inH1 is ‘‘bushy’’ whereas that inH2
is ‘‘long’’.
In this section, we first introduce a notion of hyperconnection called an L-hyperpath. We then relate L-hyperpaths to
previously studied notions of directed hyperpaths.
Definition 3.1. LetH = (V , E) be a directed hypergraph and let s, t ∈ V (H).
1. An L-hyperpathΠst from s to t inH is a sequence (v1, e1, v2, e2, . . . , vk, ek, vk+1) consisting of distinct vertices vi, where
1 ≤ i ≤ k+ 1, and distinct hyperedges ej, where 1 ≤ j ≤ k, such that s = v1, t = vk+1, and for every 1 ≤ i ≤ k, it holds
that vi ∈ T (ei), vi+1 ∈ H(ei), and T (ei) ⊆ {s} ∪ H(e1) ∪ · · · ∪ H(ei−1).
2. An L-hypercycleΠ inH is a sequence (v1, e1, v2, e2, . . . , vk, ek, vk+1) consisting of distinct vertices vi, where 1 ≤ i ≤ k,
and distinct hyperedges ej, where 1 ≤ j ≤ k, such that v1 = vk+1, and for every 1 ≤ i ≤ k, it holds that vi ∈ T (ei),
vi+1 ∈ H(ei), and T (ei) ⊆ {v1} ∪ H(e1) ∪ · · · ∪ H(ei−1).
For any L-hyperpath Π = (v1, e1, v2, e2, . . . , vk, ek, vk+1) from vertex v1 to vertex vk+1, let HΠ be defined as the
subhypergraph of H such that V (HΠ ) = {v1} ∪ H(e1) ∪ H(e2) ∪ · · · ∪ H(ek) and E(HΠ ) = {e1, e2, . . . , ek}. We say
that HΠ is the hypergraph representation of Π . In Fig. 2, Π1 = (v1, e1, v3, e2, v4, e3, v5, e4, v7) is an L-hyperpath and
Π2 = (v1, e1, v3, e2, v4, e3, v5, e4, v7, e5, v1) is an L-hypercycle in H . Note that there is no L-hyperpath from v4 to v1 in
H and that the hypergraph representation ofΠ1 isH ′ = (V (H), {e1, e2, e3, e4}).
Let e = (T (e),H(e)) be a hyperedge in an L-hyperpath Πst from vertex s to vertex t in a directed hypergraph G. Then
at least one vertex from T (e) and at least one vertex from H(e) must be in Πst . Also each element of T (e) must be present
in {s} ∪ (∪e′≺eH(e′)), where the second union is over all hyperedges e′ that precede e in Πst . There might be elements of
T (e)∪H(e) that are not present inΠst . However, Theorem 3.2 states that ifG contains only B-hyperedges, then each element
of T (e) ∪ H(e) is inΠst .
Theorem 3.2. Let G be a directed B-hypergraph. LetΠ be an L-hyperpath in G and let e = (T (e),H(e)) be a directed hyperedge
inΠ . Then each v ∈ T (e) ∪ H(e) is present inΠ .
Since the proof of this result is straightforward, we omit the proof.
The main difference between our notion of hyperpath and those defined previously is that we impose an ordering on
the vertices and hyperedges in an L-hyperpath. Changing the order of the vertices and hyperedges of an L-hyperpath might
result in a different L-hyperpath or it might result in a sequence that is not a legal L-hyperpath. It is thus natural to ask
whetherwe can (nontrivially) permute the vertices andhyperedges so that the resulting sequence is also a legal L-hyperpath.
Theorem 3.4 shows that given a set of vertices and a set of hyperedges of a directed B-hypergraph, there is at most one
L-hyperpath that can be formed by linearly arranging all the vertices and hyperedges.
Before we state and prove Theorem 3.4, we show a useful property of L-hyperpaths over a fixed set of vertices and a fixed
set of hyperedges in a directed B-hypergraph. In particular, Theorem 3.3 shows that ifΠ and Π ′ are distinct L-hyperpaths
over the same set of vertices V and the same set of hyperedges E in a directed B-hypergraph, then for any hyperedge e ∈ E,
there is a unique vertex v ∈ V that immediately precedes e in bothΠ andΠ ′.
Theorem 3.3. Let Π and Π ′ be L-hyperpaths over the same set of vertices V and the same set of hyperedges E in a directed
B-hypergraph. Then, for any hyperedge e ∈ E, the vertex immediately preceding e in Π is the same as the vertex immediately
preceding e inΠ ′.
Proof. LetΠ = (v1, e1, v2, e2, . . . , vk, ek, vk+1) be an L-hyperpath from vertex v1 to vertex vk+1.Wewill show that, for each
i = 1, 2, . . . , k, the vertex immediately preceding ei in Π ′ is vi. We will prove this by induction. Consider the base case:
i = 1. The hyperedge e1 = (T (e1),H(e1)) is the first hyperedge inΠ . By the definition of an L-hyperpath, T (e1) = {v1}. In
Π ′, the vertex preceding e1must be an element of T (e1). Thus, the vertex immediately preceding e1 inΠ ′ is v1. The induction
hypothesis is: For each i = 1, 2, . . . , `, where 1 ≤ ` < k, the vertex immediately preceding ei (inΠ ′) is vi. Consider i = `+1.
Since Π is an L-hyperpath, the tail of e`+1, i.e., T (e`+1), is a subset of {v1} ∪ (⋃`j=1 H(ej)). Also, since all the hyperedges ej
are B-hyperedges, it follows that for each 1 ≤ j ≤ `, H(ej) = {vj+1}. Hence, T (e`+1) is a subset of {v1, v2, . . . , v`+1}. Thus,
the vertex immediately preceding e`+1 in Π ′ must be one of v1, v2, . . . , v`+1. However, by the induction hypothesis, each
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of v1, v2, . . ., v` occurs (inΠ ′) immediately before hyperedges e1, e2, . . ., e`, respectively. Since each vertex can immediately
precede atmost one hyperedge in an L-hyperpath, the vertex immediately preceding e`+1 inΠ ′must be v`+1. This completes
the proof of Theorem 3.3.  (Theorem 3.3)
It is crucial for the statement of Theorem 3.3 that the underlying directed hypergraph is a B-hypergraph. Consider,
for instance, a directed hypergraph H consisting of vertices v1, v2, v3, and v4, and hyperedges e1 = ({v1}, {v2, v3}),
e2 = ({v2, v3}, {v4}), and e3 = ({v4}, {v2, v3}). The hyperedges e1 and e3 are F-hyperedges in H . Let Π =
(v1, e1, v2, e2, v4, e3, v3) andΠ ′ = (v1, e1, v3, e2, v4, e3, v2). Clearly, bothΠ andΠ ′ are legal L-hyperpaths over the same
set of vertices {v1, v2, v3, v4} and the same set of hyperedges {e1, e2, e3}. However, the vertex immediately preceding e2 in
Π is v2, whereas the vertex immediately preceding e2 inΠ ′ is v3. Thus, we see that the statement of Theorem 3.3 does not
hold if the underlying directed hypergraph is not a B-hypergraph.
We are now ready to show that in directed B-hypergraphs, any set of vertices and any set of hyperedges can form atmost
one L-hyperpath.
Theorem 3.4. LetH = (V , E) be a directed B-hypergraph. Let U ⊆ V and let F ⊆ E. Then there is at most one L-hyperpath in
H with the set of vertices exactly U and with the set of hyperedges exactly F .
Proof. Let Π = (v1, e1, v2, e2, . . . , vk, ek, vk+1) be an L-hyperpath from vertex v1 to vertex vk+1 in H . Let Π ′ be an
L-hyperpath with the vertex set {v1, v2, . . . , vk+1} and the hyperedge set {e1, e2, . . . , ek}. We will show that the order of
hyperedges inΠ ′ is e1, e2, . . ., ek.
Assume that the order of hyperedges in Π ′ is not e1, e2, . . ., ek. Let ei and ej be such that ei immediately precedes ej in
Π ′ and j 6= i + 1. However, since vj immediately precedes ej in Π , it follows from Theorem 3.3 that vj also immediately
precedes ej inΠ ′. Thus, we have that vj immediately follows ei inΠ ′. On the other hand, vi+1 immediately follows ei inΠ .
Since j 6= i+ 1, we have that the head of ei must contain both vi+1 and vj, which is a contradiction since ei is a B-hyperedge.
Thus, the order of hyperedges inΠ ′ is e1, e2, . . ., ek. The result now follows from Theorem 3.3.  (Theorem 3.4)
Theorem 3.4 gives a polynomial-time greedy algorithm to decide whether a given set of vertices and a given set of
B-hyperedges form an L-hyperpath. In the algorithm presented next for this decision problem, V and E denote the set of
vertices and B-hyperedges, respectively.
Algorithm
Input: A set of vertices V and a set of B-hyperedges E.
Output: ‘‘Yes’’ if there is an L-hyperpath containing all of V and E, and ‘‘No’’ otherwise.
1. While there is a hyperedge e ∈ E such that e has exactly one tail vertex and ewas not
considered previously do
B Since e is a B-hyperedge, it has exactly one head vertex.
2. Set v to be the unique head vertex of e.
3. Mark e and the head and tail vertices of e.
4. Repeat the following until all the hyperedges are marked:
(a) Select a hyperedge e such that v ∈ T (e), all vertices of T (e) are marked, and
the head vertex of e is unmarked. If no such hyperedge exists, move to the next
iteration of the while loop.
(b) Update v to be the unique head vertex of e.
(c) Mark e and the head vertex of e.
5. End Repeat
6. If all the vertices are marked, output ‘‘Yes’’.
7. End While
8. Output ‘‘No’’.
Proof of correctness of the algorithm. Suppose that there is no L-hyperpath containing all of V and E. Then, clearly the
algorithm outputs ‘‘No’’. If there is an L-hyperpath Π = (v1, e1, v2, . . . , vk, ek, vk+1) consisting of V = {v1, v2, . . . , vk+1}
and E = {e1, e2, . . . , ek}, then e1 is chosen as the starting hyperedge in one of the iterations of the while loop (step 1).
Suppose that the choice of hyperedges considered up to certain repetitions of step 4 (the repeat loop) is consistent with the
sequence e1, e2, . . ., er , where 1 ≤ r < k. (Meaning that the algorithm selects hyperedges in the order e1, e2, . . ., er .)We claim
that the choice of the next hyperedge in step 4(a) is uniquely determined (that is why a greedy strategy suffices). To see this,
suppose that in the next iteration of step 4(a), there are two choices er+1 and es, where s 6= r + 1, of hyperedges available.
Since the hyperedges in E are B-hyperedges, the set of marked vertices at the start of this iteration is {v1, v2, . . . , vr+1}.
Thus, since es is a possible choice of a hyperedge, T (es) ⊆ {v1, v2, . . . , vr+1}. On the other hand, since es occurs later than
the hyperedges e1, e2, . . ., er+1 inΠ , T (es)must contain a vertex w that occurs later than the vertices v1, v2, . . ., vr+1 inΠ .
That is, there must be a vertexw ∈ T (es) such thatw 6∈ {v1, v2, . . . , vr+1}. This gives a contradiction. 
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Let us return to our previous example in which we showed that the statement of Theorem 3.3 depends crucially on
whether the underlying directed hypergraph is a B-hypergraph. In that example, we defined distinct and legal L-hyperpaths
Π = (v1, e1, v2, e2, v4, e3, v3) and Π ′ = (v1, e1, v3, e2, v4, e3, v2) over the same set of vertices {v1, v2, v3, v4} and the
same set of hyperedges {e1, e2, e3}. Thus, we see that the statement of Theorem 3.4 fails to hold if the underlying directed
hypergraph is not a B-hypergraph.
L-hyperpaths inherit the linearity property from simple paths and the B-connection property from B-hyperpaths. It is
thus easy to see that if there exists an L-hyperpath from u to v in a directed hypergraph H , then there also exist a simple
path from u to v and a B-hyperpath from u to v in H . The converse is false. That is, the presence of a simple path and a
B-hyperpath does not imply the presence of an L-hyperpath. As a simple example, consider the B-hypergraph with vertices
{1, 2, 3, 4} and hyperedges ({1}, {2}), ({1}, {3}), and ({2, 3}, {4}). There exists a simple path from 1 to 4. There also exists a
B-hyperpath from 1 to 4, but there exists no L-hyperpath from 1 to 4. It is natural to ask if we can get a sufficient condition
for the existence of an L-hyperpath in terms of the existence of a B-hyperpath and/or a simple path. Theorem 3.5 establishes
a relationship among the notions of L-hyperpaths, B-connection, and simple paths in directed B-hypergraphs.
Theorem 3.5. Let H be a directed B-hypergraph, G be a subhypergraph of H , and s, t ∈ V (G) be distinct vertices. Then, the
following holds: G is the hypergraph representation of an L-hyperpathΠst from s to t if and only if G is a minimal (w.r.t. deletion
of vertices and hyperedges) subhypergraph ofH such that t is B-connected to s in G and there is a simple elementary cycle-free
path from s to t that consists of all the hyperedges of G.
Proof. For the proof of the left-to-right implication, letΠst = (v1, e1, . . . , vk, ek, vk+1) be an L-hyperpath from s to t inH ,
where v1 = s and vk+1 = t . Let G be the hypergraph representation ofΠst . Clearly,Πst is a simple elementary path from s
to t that consists of all the hyperedges of G and G is a minimal directed subhypergraph ofH such that t is B-connected to
s in G. We now show that Πst is cycle-free. Assume to the contrary that there is a subpath Π ′ = (vi, ei, . . . , vj, ej, vj+1) of
Πst such that vj+1 ∈ T (ei) and j ≥ i. Then, by the definition of an L-hyperpath, vj+1 ∈ T (ei) ⊆ {v1} ∪ H(e1) ∪ · · · ∪ H(ei−1).
SinceH is a directed B-hypergraph, it holds that for every hyperedge e ∈ E(H), we have |H(e)| = 1. In particular, for every
1 ≤ k ≤ i−1, we haveH(ek) = {vk+1}. Thus, vj+1 ∈ {v1, . . . , vi}. This contradicts our assumption thatΠst is an L-hyperpath.
We now give the proof of the right-to-left implication. Let G be aminimal subhypergraph ofH such that t is B-connected
to s in G. Let Π = (v1, e1, . . . , vk, ek, vk+1) be a simple elementary cycle-free path such that v1 = s, vk+1 = t , and
{e1, e2, . . . , ek} = E(G). We first show in Claim 3.6 thatΠ is an L-hyperpath from s to t .
Claim 3.6. Π is an L-hyperpath from s to t.
Proof of Claim 3.6. From Definitions 2.3 (part 1) and 3.1, it suffices to show that for every 1 ≤ i ≤ k, T (ei) ⊆ {s} ∪ H(e1) ∪
· · · ∪H(ei−1). Assume to the contrary that j is the least index for which T (ej) * {s}∪H(e1)∪ · · ·∪H(ej−1), where 1 ≤ j ≤ k.
Then there is a vertexw ∈ T (ej) such thatw 6∈ {s}∪H(e1)∪· · ·∪H(ej−1). Since G is a minimal subhypergraph such that t is
B-connected to s in G, as in Definition 2.4, the hyperedges of G can be ordered in a sequence (ei1 , ei2 , . . . , eik) such
that for every ei` ∈ E(G), T (ei`) ⊆ {s} ∪ H(ei1) ∪ · · · ∪ H(ei`−1) and t ∈ H(eik). In particular, ej occurs in this
sequence. Therefore, there exists a minimum index r , where 1 ≤ r ≤ k, such that w ∈ H(er). Since H is a directed
B-hypergraph, w ∈ H(er) = {vr+1}. Note that er 6∈ {e1, e2, . . . , ej−1}, since otherwise we get a contradiction with
the assumption that w 6∈ {s} ∪ H(e1) ∪ · · · ∪ H(ej−1). Thus, er ∈ {ej, ej+1, . . . , ek}. Therefore, there is simple subpath
Π ′ = (vj, ej, vj+1, ej+1, . . . , vr , er , w) ofΠ in G. Sincew ∈ T (ej),Π ′ is a simple cycle. This gives a contradiction becauseΠ
is cycle-free. Hence, Claim 3.6 is proved.  (Claim 3.6)
Since Π is an L-hyperpath from s to t that consists of all the hyperedges of G and since G is a minimal (w.r.t. deletion of
vertices and hyperedges) subhypergraph ofH such that t is B-connected to s in G, Gmust be the hypergraph representation
HΠ ofΠ . This completes the proof of Theorem 3.5.  (Theorem 3.5)
Finally, we would like to point out a subtlety in the definition of L-hyperpaths. Consider a directed hypergraph with vertices
{1, 2, 3, 4} and hyperedges e1 = ({1}, {2, 3}) and e2 = ({2, 3}, {4}). According to our definition, this hypergraph contains
two distinct L-hyperpaths between vertices 1 and 4, namely (1, e1, 2, e2, 4) and (1, e1, 3, e2, 4). However, note that these
two distinct hyperpaths start and end at the same vertex and go through the same sequence of hyperedges. We could
have defined L-hyperpaths to consider these two hyperpaths equivalent. It would be interesting to explore the relationship
between our definition and this related but different definition. We leave this exploration as a direction for future research.
3.2. Further generalizations of directed hypergraphs and L-hyperpaths
Directed hypergraphs are generalizations of directed graphs and L-hyperpaths are generalizations of directed paths. We
note that further generalizations of directed hypergraphs and L-hyperpaths are interesting both from theoretical and practi-
cal perspectives. In this subsection, wemention these generalizations both asmotivation for ourwork and as areas for future
work. In both these generalizations, a hyperpath is an alternating sequence of vertices and hyperedges (as defined earlier).
However, in these generalizations, we will have additional requirements on which vertex–hyperedge sequences are legal.
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3.2.1. Asymmetric directed hypergraphs
In our definition of L-hyperpaths, we allow a hyperedge e = (T (e),H(e)) to follow a vertex v if v ∈ T (e) and each vertex
in T (e) occurs either as a source vertex of the L-hyperpath or in the heads of hyperedges preceding e in the L-hyperpath. Thus,
e can legally follow any vertex v ∈ T (e) as long as T (e) ⊆ {s}∪(⋃ei≺e H(ei)), where s is the source vertex of the L-hyperpath
and ei ≺ e denotes that ei precedes e in the sequence given by the L-hyperpath. One might, however, require a hyperedge
e = (T (e),H(e)) to follow only a specific vertex v ∈ T (e). For example: This generalization is needed in Section 3.3 when
considering the Routing problem in which the forwarding policies need not be symmetric. Let us formalize this notion.
Definition 3.7. A directed hypergraphH with asymmetric hyperedges (or simply, a directed asymmetric hypergraph) is a pair
(V , E), where V is a finite set of vertices, and E ⊆ V × 2V × 2V is a finite set of hyperedges such that for every hyperedge
e = (v, T (e),H(e)) ∈ E, it holds that v ∈ T (e), H(e) 6= ∅, and T (e) ∩ H(e) = ∅.
Note that for any hyperedge e = (v, T (e),H(e)), v represents the only vertex that can precede e. We now define the notion
of an L-hyperpath in a directed asymmetric hypergraph.
Definition 3.8. An L-hyperpathΠst from vertex s to vertex t in a directed asymmetric hypergraphH = (V , E) is a sequence
(v1, e1, v2, e2, . . . , vk, ek, vk+1) consisting of distinct vertices vi (for 1 ≤ i ≤ k+1) and distinct hyperedges ej (for 1 ≤ j ≤ k)
such that:
1. v1 = s,
2. vk+1 = t ,
3. for each 1 ≤ i ≤ k, if ei = (w, T (ei),H(ei)), then vi = w ∈ T (ei) and vi+1 ∈ H(ei),
4. for each 1 ≤ i ≤ k, if ei = (w, T (ei),H(ei)), then T (ei) ⊆ {s} ∪ H(e1) ∪ H(e2) ∪ · · · ∪ H(ei−1).
Suppose we are given a directed asymmetric hypergraphH and we want to answer L-hyperpath reachability questions on
H . We might want to convertH into a directed (symmetric) graphH ′ such that vertices/hyperedges inH ′ correspond in
somenaturalmanner to vertices/hyperedges inH . Here is such a transformation fromH toH ′. Initially, there are no vertices
or hyperedges inH ′; we will add these step-by-step. First, add all vertices ofH . Now, for each hyperedge e = (v, T ,H), add
a new vertex ue and add a (symmetric) hyperedge de = ({v}, {ue}). Now, we will add a hyperedge e′ corresponding to e. Let
T ′ = (T −{v}) ∪{ue}. (T ′ is formed by replacing v with ue in T .) Add the (symmetric) hyperedge e′ = (T ′,H). The following
claim has an easy proof.
Claim 3.9. Π = (v1, e1, v2, e2, . . . , vk, ek, vk+1) is an L-hyperpath from vertex v1 to vertex vk+1 in the directed asymmetric
hypergraphH if and only ifΠ ′ = (v1, de1 , ue1 , e′1, v2, de2 , ue2 , e′2, . . . , vk, dek , uek , e′k, vk+1) is an L-hyperpath from vertex v1 to
vertex vk+1 in the directed (symmetric) hypergraphH ′.
3.2.2. Directed permutation hypergraphs
A further generalization of directed hypergraphs is one in which a hyperedge with tail vertices T and head vertices H is
allowed to be taken only if the set of vertices in T have occurred in the path in a specific order. We formalize this notion as
a directed permutation hypergraph. In the definition below, we use the notation P (X) to denote the set {Y | Y is an ordered
subset of elements from X}.
Definition 3.10. A directed permutation hypergraphH is a pair (V , E), where V is a finite set of vertices and E ⊆ P (V )× 2V
is a finite set of hyperedges such that, for every e = (T (e),H(e)) ∈ E, it holds that T (e) 6= ∅,H(e) 6= ∅, and T (e) ∩H(e) = ∅.
We can now define the notion of L-hyperpaths for directed permutation hypergraphs. We will need the following notation
first: Let P1 and P2 be ordered sets. We say that P1 and P2 are consistent if the order (in P1 and P2) of the elements in the set
P1 ∩ P2 are the same. Thus, (1, 2, 3) is consistent with (4, 1, 5, 3) because the order of the common elements (namely, 1
and 3) is the same in both the ordered sets.
Definition 3.11. An L-hyperpathΠst fromvertex s to vertex t in a directedpermutationhypergraphH = (V , E) is a sequence
(v1, e1, v2, e2, . . . , vk, ek, vk+1) consisting of distinct vertices vi (for 1 ≤ i ≤ k+1) and distinct hyperedges ej (for 1 ≤ j ≤ k)
such that:
1. v1 = s,
2. vk+1 = t ,
3. for each 1 ≤ i ≤ k, if ei = (T (ei),H(ei)), then vi ∈ T (ei) and vi+1 ∈ H(ei),
4. for each 1 ≤ i ≤ k, if ei = (T (ei),H(ei)), then T (ei) ⊆ {s} ∪ H(e1) ∪ H(e2) ∪ · · · ∪ H(ei−1),
5. for each 1 ≤ i ≤ k, if ei = (T (ei),H(ei)), then T (ei) and (v1, v2, . . . , vk+1) are consistent.
LetH be a directed permutation hypergraph. Just as in the directed asymmetric hypergraph case, wemight want to convert
H into a directed (symmetric) hypergraphH ′ such that vertices/hyperedges inH ′ correspond in some natural manner to
vertices/hyperedges inH . We leave this as an open problem.
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3.3. Motivation
The study of L-hyperpaths is interesting from a theoretical point of view because they are a natural extension of directed
paths in directed graphs, and also a restriction of simple paths and of B-hyperpaths in directed hypergraphs. The study of the
cyclomatic number of hypergraphs is of fundamental significance (e.g., [9,1]). Therefore, it is worth studying the complexity
of computing the L-cyclomatic number of directed hypergraphs. On the practical side, we show that some interesting ques-
tions in problem domains such as distributed secret sharing and routing in packet filtered networks can be modeled using
the notion of L-hyperpaths. The linearity constraint of L-hyperpaths turns out to be crucial in correctly modeling problems
in these domains.
1. Distributed secret sharing: In traditional secret sharing,4 a secret key S is shared among n parties with shares S1, S2,
. . . Sn, respectively, such that certain specified subsets (say, X1, X2, . . ., Xp) of the parties can cooperate to compute S and
certain other specified subsets (say, Y1, Y2, . . ., Yr ) of the parties cannot determine S. As a concrete example, consider the
(k, n)-threshold scheme of Shamir [30], for any k ≤ n. In this scheme, a secret key S (assumed to be an integer without
loss of generality) is divided into n shares S1, S2, . . ., Sn such that any k of these shares allows one to easily reconstruct
S but no k − 1 of them reveal anything about S. The basic idea is to build a random k − 1 degree univariate polynomial
p(x) = a0 + a1x + · · · + ak−1xk−1 over a finite field F such that a0 = S and the coefficients a1, a2, . . ., ak−1 are chosen
uniformly at random from F. Define Si = p(i), for each 1 ≤ i ≤ n. Given any such k shares, it is easy to compute the
coefficients of p(x) using interpolation, and hence to determine S, which equals a0. On the other hand, if less than k shares
are known, then it can be shown that all possible choices of a0 are equally likely. In other words, knowledge of fewer than
k shares does not suffice to compute S. Therefore, this scheme is a (k, n)-threshold scheme.
Now consider the secret sharing problem in a distributed setting: a directed network of n vertices through which a
packet containing certain share of a secret key S is to be transmitted from vertex s to vertex t so that at the end of the packet
transmission, t has enough shares to recover S. The secret key S is assumed to be shared among the n vertices using the
(k, n)-threshold scheme described above. Each vertex i knows its share Si but has no information about any other shares of S
before the packet transmission begins.When a vertex gets the packet containing certain shares of S, it attaches its own share
to the packet and forwards the packet along to a neighboring vertex. The packet transmission ends when the packet reaches
the destination vertex t . Upon receiving the packet, the vertex t knows the shares contained in the packet. So, it could use
them and its own share to retrieve the secret key S. Note that if the packet goes through at most k vertices including s and t ,
then any adversary who intercepts packet transmission learns nothing about S, the secret key. We say that a path from s to
t is (k, n)-feasible if it is a simple path and if it goes through at most k vertices of the network. If a (k, n)-feasible path goes
through exactly k vertices of the network (counting s and t), then we say that the path is (k, n)-optimal. Clearly, if there is
a (k, n)-optimal path from s to t , then s can successfully transmit the packet to t , and t has enough information to recover
the secret key. Furthermore, in the case of a packet transmission along a (k, n)-feasible path, the node t would know that
no adversary has any information about the secret key.
Notice that if a vertex v follows a vertex u in a (k, n)-feasible path, then v learns u’s share of the secret key S. In the
situation considered above, we were assuming that all the n vertices trust each other. In a more realistic setting the vertices
do not fully trust each other. In particular, we might have a vertex u that is willing to reveal its share of S only if some other
node v has already revealed its share of S. (This will ensure that v does not know u’s share since v cannot appear again in
any simple path.) In this scenario, a (k, n)-feasible path from s to t is a simple path of at most k vertices with constraints
of the form ‘‘v must occur before u’’. We show next that the question of the existence of a (k, n)-feasible path from s to t is
exactly the question of the existence of an L-hyperpath of at most 2k vertices in a directed B-hypergraph.
To see this equivalence, we give the following reduction: Let G = (V , E) be the original directed network. Let s and t be
the source and destination vertices, respectively. For each vertex u, let Pu be the set of vertices that must occur before u in
any (k, n)-feasible path. Consider the directed asymmetric B-hypergraphH = (V , E ′), where for each edge (u, v) ∈ E, the
set E ′ contains the hyperedge (u, Pv ∪{u}, {v}). Note that this hyperedge can be taken from u to v if and only if the constraint
for v is satisfied (i.e., all vertices in Pv have been visited before). It is easy to show that there is a (k, n)-feasible path from s
to t in G if and only if there is an L-hyperpath containing at most k vertices from s to t inH . It follows from Claim 3.9 that
the existence of a (k, n)-feasible path in a network is equivalent to the existence of an L-hyperpath with at most 2k vertices
(counting the end vertices) in a directed (symmetric) hypergraph.
2. Routing in a packet filtered network: This problem is similar to the Distributed Secret Sharing problem but it differs in
motivation. Packet filtering [20,21,32] is the mechanism of forwarding or routing packets based on the type of the packet.
This mechanism is central to access control in firewalls, differentiated quality of service, policy-based routing, traffic billing,
etc. Roughly speaking, a packet filter classifies a packet according to the content of the packet. The information that the filter
uses for classification and the action that it takes depend on the nature of the filter. For example, an access control filter
would use the source and destination address to filter packets and it could either forward the packet or drop it.
4 Much work has been done in secret sharing schemes and reviewing all this work is beyond the scope of this paper. However, we refer the interested
reader to an excellent survey of secret sharing schemes [31]. To the best of our knowledge, the applicationmentioned here has not been discussed in earlier
papers.
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Fig. 3. (a) shows the filtering policies of a network N , and (b) shows the directed (symmetric) hypergraphH corresponding to N . The labeled vertices of
H corresponds to the vertices of N and the unlabeled vertices of H are vertices added to make H a symmetric directed hypergraph. Note that a packet
containing shares of a secret key can be routed from vertex s to vertex t in N because there is an L-hyperpath from s to t inH .
Consider a network consisting of packet filters whose classificationmechanism is based both on the intended destination
and on the route a packet takes to reach the filter. Thus, we can think of the ‘‘class’’ of a packet as being its routing history.
Why would we be interested in such a classification? One intuitive motivation stems from the fact that we can look upon
the path history of a packet as encoding partial routing table information of the preceding vertices. Thus, a filter that routes
packets based on path history of the packet may be able to route packets better. A packet filter upon getting a packet, looks
at the path history of the packet and the intended destination of the packet, and decides which of its neighbors to forward
the packet to.
We can model the network and the filtering policies of its vertices by a directed asymmetric hypergraphH . The vertex
set of H contains all the vertices of the network. A typical filtering policy of a vertex k of the network is as follows: If the
routing history of the packet contains vertices i1, i2, . . . , ir , then forward the packet to all vertices j1, j2, . . . , js, otherwise drop the
packet.We can represent this filtering policy by a directed asymmetric hyperedge (k, {k} ∪ {i1, i2, . . . , ir}, {j1, j2, . . . , js}). It
is easy to show that a packet can be routed from a vertex s to a vertex t in the network if and only if there is an L-hyperpath
from s to t in the directed asymmetric hypergraphH . It follows from Claim 3.9 that the question of whether a packet can
be routed from s to t in a network is also equivalent to the question of whether there is an L-hyperpath between two given
vertices in a directed (symmetric) hypergraph.
Fig. 3(a) shows the filtering policies of a packet filtered network and Fig. 3(b) shows the corresponding directed
(symmetric) hypergraph used to model this problem.
4. Computational problems related to directed hyperpaths
In this section, we study the computational complexity of several computational problems related to directed hyperpaths
(hyperpaths of the kind previously studied and L-hyperpaths). Several of these computational problems are optimization
problems, though we consider here decision versions of these problems. We prove that the decision versions of these
optimization problems related to L-hyperpaths are NP-complete. First, though, we describe commonmetrics that have been
defined previously and extend them to L-hyperpaths.
4.1. Metrics for directed hyperpaths
Many applications of graphs require one to associate a cost (or weight) on the edges of the graph. The cost of a path in a
graph is then defined to be the sum of the cost of edges in the path. In contrast, since the structure of a hyperpath is more
complicated, a number ofmeasures onhyperpaths in a directed hypergraph are defined and studied in the literature [19,3,14,
23,29,7,8]. We observe that the measures defined for previously studied notions of directed hyperpaths are applicable also
for L-hyperpaths if the directed hypergraph representation of an L-hyperpath is considered in the definition. This indicates
that the notion of L-hyperpaths is robust and it suggests that L-hyperpaths may be used to model a variety of problems that
require these measures on hyperpaths.
In Definition 4.1, we define the notion of a weighted directed hypergraph and in Definition 4.2, we describe measures
on directed hyperpaths that have been previously studied. Note that in Definition 4.2, we look upon an L-hyperpath
Π = (v1, e1, . . . , vk, ek, vk+1) in terms of its directed hypergraph representation Π(V , E), where V = {v1} ∪ H(e1) ∪
H(e2)∪ · · · ∪H(ek) and E = {e1, e2, . . . , ek}. (Here for notational convenience, we useΠ(V , E), instead of our conventional
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notationHΠ , to denote the directed hypergraph representation ofΠ .) ForX ∈ {B, L}, we say thatΠ is an acyclicX-hyperpath
ifΠ does not include any simple cycle within itself.
Definition 4.1 ([7,8]). A weight function on a directed hypergraphH = (V , E)maps each e ∈ E to a nonnegative integer.
Definition 4.2 (See Also [7,8]). Let X ∈ {B, L}. Let H(V , E) be a directed hypergraph, W be a weight function on H , and s
and t be distinct vertices ofH .
1. The number of hyperedges n(Πst) of an X-hyperpathΠst from s to t is the cardinality of the set of hyperedges inΠst . That
is,
n(Πst) = |E(Πst)|.









(|T (e)| + |H(e)|).
4. The rank r(Πst) of an acyclic X-hyperpathΠst from s to t is inductively defined as follows:
(a) If there is no hyperedge inΠst , then r(Πst) = 0.
(b) If e is a hyperedge inΠst such that t ∈ H(e), T (e) = {w1, . . . , wk}, and for every 1 ≤ i ≤ k,Πswi is a subhypergraph
ofΠst , then
r(Πst) = W (e)+ max
wi∈T (e)
r(Πswi).
For an F-hyperpath Πst from s to t , any of the aforementioned measures of Πst is defined to be the same measure of the
B-hyperpathΠ st from t to s.
4.2. Computational problems
For any X ∈ {B, F , L} and for any measure functionµX on X-hyperpaths ofH , we define the following decision problems
related to directed hyperpaths:
• X-HYPERPATH = {〈H, s, t〉 |H is a directed hypergraph that contains an X-hyperpathΠst from vertex s to vertex t}.
• µX -OPT-HYPERPATH = {〈H, s, t, k〉 |H is a directedweighted hypergraph that contains anX-hyperpathΠst fromvertex
s to vertex t such that µX (Πst) ≤ k}.
• L-HYPERCYCLE = {〈H〉 |H is a directed hypergraph that contains an L-hypercycle}.
Theorem 4.3 states some known results related to the different notions of hyperpaths in directed hypergraphs.
Theorem 4.3. The following results are known:
1. Both B-HYPERPATH and F-HYPERPATH are P-complete [10].
2. µB-OPT-HYPERPATH (µF -OPT-HYPERPATH) is NP-complete when µB (respectively, µF ) is one of the following measure
functions: (a) number of hyperedges n(·), (b) cost c(·), and (c) size s(·) [14,7].
3. µB-OPT-HYPERPATH (µF -OPT-HYPERPATH) is solvable in deterministic polynomial-time when the measure function µB
(respectively, µF ) is the rank r(·) function [7,8].
4.3. The computational complexity of L-HYPERPATH
We now obtain complexity results related to L-hyperpaths. In Theorem 4.4, we show that L-HYPERPATH is NP-hard by
giving a polynomial-timemany-one reduction from a knownNP-complete problem, HAMILTONIAN PATH, to L-HYPERPATH.
The problem HAMILTONIAN PATH is the following: Given an instance 〈G, w1, w2〉where G is a directed graph andw1, w2 ∈
V (G), does G contain a Hamiltonian path fromw1 tow2 (i.e., a path fromw1 tow2 that visits each vertex of G exactly once)?
Theorem 4.4. For every k ≥ 2, L-HYPERPATH is NP-complete even when restricted to k-directed B-hypergraphs.
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Fig. 4. The directed hypergraphH constructed from the graph G in the reduction given in Theorem 4.4.
Proof. Clearly, L-HYPERPATH is in NP. So, it only remains to prove that L-HYPERPATH is NP-hard.
Let 〈G, w1, w2〉 be an instance of HAMILTONIANPATH. Let n = |V (G)| and let u1, . . . , un be arbitrary labels on the vertices
of G such that u1 = w1 and un = w2. We define a polynomial-time function σ as follows: σ(〈G, u1, un〉) = 〈H, u1, ϑn〉,
where ϑ1, . . . , ϑn are distinct vertices such that {ϑ1, . . . , ϑn} ∩ {u1, . . . , un} = ∅, V (H) = V (G) ∪ {ϑ1, . . . , ϑn}, and
E(H) = E(G) ∪ {e0, e1, . . . , en−1}, where e0 = ({un}, {ϑ1}), and for each 1 ≤ j ≤ n − 1, ej = ({un−j, ϑj}, {ϑj+1}). That
is, we construct H from G by adding n vertices ϑ1, ϑ2, . . ., ϑn and adding n hyperedges e0, e1, . . ., en−1. (See Fig. 4 for the
construction ofH .)
We will now formally prove that σ is a many-one reduction from HAMILTONIAN PATH to L-HYPERPATH. This would
immediately imply that L-HYPERPATH is NP-hard.
Assume that 〈G, u1, un〉 ∈ HAMILTONIAN PATH. Then, there is a Hamiltonian path (u1, e′i1 , ui2 , e′i2 , . . . , e′in−1 , un) in G. It
is easy to see that (u1, e′i1 , ui2 , e
′
i2
, . . . , e′in−1 , un, e0, ϑ1, e1, ϑ2, e2, . . . , ϑn−1, en−1, ϑn) is an L-hyperpath inH . This finishes
one direction of the proof.
For the other direction of the proof, we assume that 〈H, u1, ϑn〉 ∈ L-HYPERPATH. LetΠ be an L-hyperpath from u1 to ϑn
inH . For vertices/hyperedges x and y, let ‘‘x ≺ y inΠ ’’ denote that x precedes y inΠ . (Note that x ≺ y does not necessarily
mean that x immediately precedes y.) We finish this direction of the proof via the following claims.
Claim 4.5. Let ui and ϑj be arbitrary vertices that are present inΠ . Then ui ≺ ϑj inΠ .
Proof. Sayϑj ≺ ui. Then there are verticesϑk and u` such that u` is the vertex immediately followingϑk inΠ . However, this
means that there is a hyperedge e = (T (e),H(e)) inH such that ϑk ∈ T (e) and u` ∈ H(e). This is a contradiction because
no such hyperedge exists inH . This completes the proof of Claim 4.5.  (Claim 4.5)
Claim 4.6. The following statements hold:
1. Π contains all vertices ui of G.
2. ϑ1 ≺ ϑ2 ≺ · · · ≺ ϑn inΠ .
3. The vertex immediately preceding ϑ1 inΠ is un.
Proof. Π contains ϑn. The only hyperedge into ϑn is en−1. Thus, Π contains en−1. Since H contains only B-hyperedges,
Theorem 3.2 applies. Thus, each tail vertex of en−1 (that is, ϑn−1 and u1) is in Π . Furthermore, we can infer that ϑn−1 ≺
en−1 ≺ ϑn inΠ .
Applying the above argument for ϑn−1, we obtain that ϑn−2 and u2 are in Π and ϑn−2 ≺ ϑn−1 in Π . Continuing this
argument, we obtain that un is inΠ and un ≺ ϑ1. Furthermore, since e0 has exactly one tail vertex, the vertex immediately
preceding ϑ1 inΠ is un.
Putting this all together, we obtain that each ui is inΠ and that ϑ1 ≺ ϑ2 ≺ · · · ≺ · · ·ϑn inΠ . This completes the proof
of Claim 4.6.  (Claim 4.6)
It now follows from the above claims that the first n vertices of Π are from the set {u1, u2, . . . , un}. Furthermore, by
definition, the first vertex is u1. From Claim 4.5, each ui precedes each ϑj. Thus, from Claim 4.6 (part 3) it follows that among
ui’s, un is the last vertex inΠ . Since each ui is inΠ , it follows that the first n vertices are the vertices from {u1, u2, . . . , un},
the first being u1, and the nth being un. Since the only edges among these vertices are the edges fromG, it follows that there is
a Hamiltonian path from u1 to un in G. This finishes the other direction of the proof. Thus, we get that σ is a polynomial-time
many-one reduction from HAMILTONIAN PATH to L-HYPERPATH.
In the above reduction, notice that the construction ofH involves only B-hyperedges, that all B-hyperedges ofH have
tails of size at most 2, and that there are B-hyperedges of H whose tails have size exactly 2. Hence, it follows that for
each k ≥ 2, L-HYPERPATH is NP-complete even when restricted to k-directed B-hypergraphs. This completes the proof of
Theorem 4.4.  (Theorem 4.4)
It is interesting to ask whether L-HYPERPATH is also NP-complete when restricted to 1-directed hypergraphs. Notice that
under this restriction the problem L-HYPERPATH is the same as the computational problem of deciding whether there is a
(directed) path between two given vertices of a given directed graph, which is NL-complete [16,15]. Thus, this restriction of
L-HYPERPATH cannot be NP-complete unless NL = NP.
The reduction used to show that L-HYPERPATH is NP-complete in Theorem 4.4 can be easily modified to obtain the
following corollary:
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Corollary 4.7. For every k ≥ 2 and for any measure functionµL ∈ {number of hyperedges n(·), cost c(·), size s(·), rank r(·)} on
L-hyperpaths, the problem µL-OPT-HYPERPATH is NP-complete even when restricted to k-directed B-hypergraphs.
The proof of Theorem 4.4 does not seem to easily give an NP-hardness result for L-HYPERCYCLE since the input graph Gmay
contain a directed cycle in itself. However, we state in Theorem 4.8 below that L-HYPERCYCLE is NP-complete. We refer the
reader to Lemma 5.17 (proved later in this paper), which can be used to give a proof of Theorem 4.8.
Theorem 4.8. For every k ≥ 2, L-HYPERCYCLE is NP-complete even when restricted to k-directed B-hypergraphs.
Finally,wemention that the problems L-HYPERPATH andµL-OPT-HYPERPATH can be easily shown to be in Pwhen restricted
to directed F-hypergraphs. Thus, the intrinsic hardness of these problems is mainly due to the presence of B-hyperedges.
5. The L-cyclomatic number of a directed hypergraph
The cyclomatic number of a hypergraph is the minimum number of hyperedges that need to be deleted so that the
resulting hypergraph has no hypercycle. For a connected graph G = (V , E), the cyclomatic number is given by |E|− |V |+ 1.
The cyclomatic number of any undirected hypergraph is also given by an efficiently computable expression (see [1]). On the
other hand, it is NP-complete to decide given a directed graph G and an integer k whether the cyclomatic number of G is at
most k [17].
For directed hypergraphs, the notion of cyclomatic number can be defined as follows.
Definition 5.1. Given a directed hypergraphH = (V , E), the L-cyclomatic number ofH is the following: min{k ∈ N | (∃B ⊆
E)[|B| = k and there are no L-hypercycles in (V , E−B)]}. A set B ⊆ E is an L-cyclomatic set ofH if B is aminimum cardinality
set such that there are no L-hypercycles in (V , E − B).
Acharya [1] studied the connection between the cyclomatic number and the planarity of an undirected hypergraph. In
this section, we study the computational complexity of several decision problems related to the L-cyclomatic number of
a directed hypergraph.
5.1. Computational problems
Definition 5.2. We define the following computational problems:
1. CYCLOMATIC-SET = {〈H, B〉 | H = (V , E) is a directed hypergraph and B ⊆ E such that H ′ = (V , E − B) has no
L-hypercycle}.
2. CYCLOMATIC-NUMBER = {〈H, k〉 |H = (V , E) is a directed hypergraph such that there exists a set B ⊆ E, |B| ≤ k, and
〈H, B〉 ∈ CYCLOMATIC-SET}.
3. MIN-CYCLOMATIC-SET = {〈H, B〉 | 〈H, B〉 ∈ CYCLOMATIC-SET and for each B′ such that |B′| < |B|, 〈H, B′〉 /∈
CYCLOMATIC-SET}.
4. MINIMAL-CYCLOMATIC-SET = {〈H, B〉 | 〈H, B〉 ∈ CYCLOMATIC-SET and for each B′ such that B′ ( B, 〈H, B′〉 /∈
CYCLOMATIC-SET}.
Clearly CYCLOMATIC-SET is coNP-complete, since for any directed hypergraph H , 〈H〉 ∈ L-HYPERCYCLE ⇐⇒ 〈H,∅〉 6∈
CYCLOMATIC-SET. In Section 5.5 we prove that CYCLOMATIC-NUMBER is Σp2 -complete and in Section 5.6 we prove
that MIN-CYCLOMATIC-SET is Πp2 -complete. To prove these results, we give polynomial-time many-one reductions from
∃∀CNF-UNSAT, a problem known to beΣp2 -complete [33,39], to the relevantΣp2 problems. Next, we prove in Section 5.7 that
the problemMINIMAL-CYCLOMATIC-SET is complete for the complexity class DP, the second level of the boolean hierarchy
over NP. For the proof of this result, we give a polynomial-time many-one reduction from SAT-UNSAT, a problem known to
be DP-complete [27], to MINIMAL-CYCLOMATIC-SET.
We now define the problems ∃∀CNF-UNSAT and SAT-UNSAT.
5.2. The problems ∃∀CNF-UNSAT and SAT-UNSAT
Notations: Let {T, F} denote the truth-value set, where T stands for true and F stands for false. For any set X of boolean
variables, a truth-value assignment function α of X is a mapping from X to {T, F}. Let X and Y be two disjoint sets of boolean
variables and let φ(X, Y ) be a boolean CNF formula on X ∪ Y . For each truth-value assignment α of X , let φ(α, Y ) denote
the simplified CNF formula obtained from φ(X, Y ) by substituting each x ∈ X by α(x). Additionally, for each truth-value
assignment β of Y , let φ(α, β) denote the truth-value obtained by substituting β(y) for each y ∈ Y in φ(α, Y ). We call the
literals x and x, where the variable x ∈ X , X-literals. Similarly, we call y and y, where the variable y ∈ Y , Y -literals.
We next define the computational problem ∃∀CNF-UNSAT. Theorem 5.4 states that this problem is complete for
Σ
p
2 , the second level of the polynomial hierarchy. In Section 5.5, we will give a polynomial-time many-one reduction
∃∀CNF-UNSAT to CYCLOMATIC-NUMBER to prove the Σp2 -hardness of the latter problem. We will also give a polynomial-
time many-one reduction from ∃∀CNF-UNSAT to the complement of MIN-CYCLOMATIC-SET in Section 5.6 to prove that
MIN-CYCLOMATIC-SET isΠp2 -hard.
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Definition 5.3. An instance of the problem ∃∀CNF-UNSAT is given by 〈X, Y , φ〉, where X and Y are disjoint sets of variables
and φ is a boolean CNF formula involving variables of X and Y . The instance 〈X, Y , φ〉 is in ∃∀CNF-UNSAT if and only if there
exists a truth-value assignment α of X such that for all truth-value assignments β of Y , it holds that φ(α, β) = F.
Theorem 5.4 ([33,39]). ∃∀CNF-UNSAT isΣp2 -complete.
The computational problem SAT-UNSAT is defined below. Theorem 5.6 states that this problem is complete for DP,
the second level of the boolean hierarchy. We will give a polynomial-time many-one reduction from SAT-UNSAT to
MINIMAL-CYCLOMATIC-SET in Section 5.7 to prove that the latter problem is DP-hard.
Definition 5.5 ([27]). An instance of the problem SAT-UNSAT is given by 〈φ1, φ2〉, where φ1(X) and φ2(Y ) are boolean CNF
formulas involving variables fromdisjoint sets X and Y , respectively. Themembership of any instance 〈φ1, φ2〉 in SAT-UNSAT
is given by:
〈φ1, φ2〉 ∈ SAT-UNSAT⇐⇒ (φ1 ∈ SAT and φ2 6∈ SAT).
Theorem 5.6 ([27]). SAT-UNSAT is DP-complete.
We next describe an interesting construction of a directed hypergraph from any boolean CNF formula φ(X, Y ) over
disjoint sets X and Y of variables. This construction will be used in the proofs of computational hardness results of
CYCLOMATIC-NUMBER, MIN-CYCLOMATIC-SET, and MINIMAL-CYCLOMATIC-SET.
5.3. A directed hypergraph construction from any boolean CNF formula φ(X, Y )
Let X = {x1, x2, . . . , xm} and Y = {y1, y2, . . . , yn} be disjoint sets of variables. Let 〈X, Y , φ〉 be a boolean CNF formula
involving variables of X and Y . For the construction described in this section,wewill assume that each variable (ofφ) appears
in any clause (of φ) at most once and that each variable (of φ) appears at least once over all the clauses. We do not loose any
generality of our construction with these assumptions since every boolean CNF formula φ(X, Y ) can be easily transformed
into one that satisfies these assumptions. Let the clauses ofφ beφ1, φ2, . . . φs, and for i ∈ {1, . . . , s}, let pi denote the number
of occurrences of variables of Y in φi. Also, for each 1 ≤ i ≤ s and 1 ≤ j ≤ pi, we use yv(i,j) to denote the jth variable of φi
that belongs to Y . (Thus, if φi = (x1 ∨ y3 ∨ y7 ∨ x4 ∨ y8), then yv(i,1) = y3, yv(i,2) = y7, and yv(i,3) = y8). For each i ≤ n, let ni
denote the number of occurrences of yi (i.e., as yi or yi) in φ. We now describe the construction of a directed hypergraphH
from any boolean CNF formula φ(X, Y ) of the kind assumed above.
The construction of H uses four kinds of gadgets. These are selectors, k-choosers for k ≥ 0, k-dividers for k ≥ 1, and
switches.
Definition 5.7. The gadgets selectors, choosers, dividers, and switches are defined as follows:
1. A selector is a directed hypergraph as shown in Fig. 5(a).
2. For every k ≥ 0, a k-chooser is a directed hypergraph as shown in Fig. 5(b).
3. For every k ≥ 1, a k-divider is a directed hypergraph as shown in Fig. 5(c).
4. A switch is a directed hypergraph as shown in Fig. 5(d).
In each of the gadgets defined above, there are distinguished vertices and hyperedges that we label as follows. A selector has
distinguished vertices labeled A, B, C , D, E, F , G, J and distinguished hyperedges ({B}, {C}), which is labeled 1, and ({C}, {B}),
which is labeled 2 (see Fig. 5(a)). A k-chooser, where k ≥ 0, has distinguished vertices labeled A, B and distinguished
hyperedges labeled 1, 2, . . ., k (see Fig. 5(b)). Note that a 0-chooser has only distinguished vertices labeled A and B but
no hyperedge. A k-divider, where k ≥ 1, has distinguished vertices labeled A, B, F , F ′ and distinguished hyperedges labeled
0, 0′, 1, 1′, . . ., k, k′, (k+ 1), (k+ 1)′ (see Fig. 5(c)). A switch has distinguished vertices labeled A, B, C , C ′, D, D′, F , F ′, G, G′, K ,
K ′ and distinguished hyperedges ({A}, {F}), which is labeled 1, ({A}, {F ′}), which is labeled 1′, ({F}, {G}), which is labeled 2,
({F ′}, {G′}), which is labeled 2′, ({G}, {K}), which is labeled 3, ({G′}, {K ′}), which is labeled 3′, ({A, K}, {B}), which is labeled
4, ({A, K ′}, {B}), which is labeled 4′, ({C}, {F}), which is labeled 5, ({C ′}, {F ′}), which is labeled 5′, ({C,G}, {D}), which is
labeled 6, and ({C ′,G′}, {D′}), which is labeled 6′ (see Fig. 5(d)).
Definition 5.8. Let H = (V , E) be a directed hypergraph. Let u, v, u′, v′ be vertices of H and let e = ({u}, {v}) and e′ =
({u′}, {v′}) be simple directed edges ofH . Let S = (VS, ES) be a switch. Then, the directed hypergraph obtained by placing the
switch S between e and e′ is the hypergraphH ′ = (V ∪VS, (E−{e, e′})∪ES ∪{({u}, {C}), ({D}, {v}), ({u′}, {C ′}), ({D′}, {v′})}),
where C , D, C ′, and D′ are the labels of vertices of S (see Fig. 6(a), (b), and (c)).
H consists of the following gadgets.
1. s choosers C1, C2, . . . , Cs, where for 1 ≤ i ≤ s, Ci is a pi-chooser corresponding to the clause φi. (Recall that s denotes the
number of clauses of φ and pi denotes the number of occurrences of variables of Y in φi.)
2. n dividers D1,D2, . . . ,Dn, where for 1 ≤ i ≤ n, Di is a ni-divider corresponding to the variable yi. (Recall that n denotes
the number of variables of Y and ni denotes the number of occurrences of yi (as yi or yi) in φ.)
3. m selectors L1, L2, . . . , Lm, where for 1 ≤ i ≤ m, Li corresponds to the variable xi. (Recall that m denotes the number of
variables of X .)
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Fig. 5. Gadgets used in the reduction from ∃∀CNF-UNSAT to CYCLOMATIC-NUMBER. (a) A selector. (b) A k-chooser, where k ≥ 0. (c) A k-divider, where
k ≥ 1. (d) A switch.
4.
∑s
i=1 pi switches S1,1, S1,2, . . . , S1,p1 , S2,1, . . . , S2,p2 , . . . , Ss,1, . . . , Ss,ps , where for 1 ≤ i ≤ s and 1 ≤ j ≤ pi, Si,j
corresponds to the jth variable of φi that belongs to Y . Note that if for some i, pi = 0, i.e., the clause φi has no variable of
Y , then there is no switch corresponding to the clause φi.
We use h(k, j) to denote the sum of the number of occurrences of yj (as yj or yj) in clauses φ1, . . . , φk with h(0, j) = 0 for
each j. For each switch Si,j, where 1 ≤ i ≤ s and 1 ≤ j ≤ pi, let succ(Si,j) be the switch succeeding Si,j in the ordering
S1,1, S1,2, . . . , S1,p1 , S2,1, . . . , S2,p2 , . . . , Ss,1, . . . , Ss,ps if i 6= s or j 6= ps, and be undefined if i = s and j = ps. We denote
the first and the last switch in this ordering by Sfirst and Slast, respectively. For each label x and for each gadget y, we use
the shorthand vertexH (x, y) (edgeH (x, y)) to denote ‘‘the vertex labeled x in gadget y ofH ′’ (respectively, ‘‘the hyperedge
labeled x in gadget y ofH ′’).
The vertex set ofH consists exactly of the vertices of the above gadgets. The hyperedge set ofH can be classified into
three categories. The first category includes hyperedges of the gadgets of H . We call these hyperedges gadget hyperedges.
The second category consists of hyperedges needed to connect these gadgets together. We call these hyperedges connection
hyperedges. The third category consists of hyperedges whose tail sets consist of the vertices of the selectors and the
choosers. Since these hyperedges will be used in the proofs to ‘‘jump over’’ the choosers, we refer to these hyperedges
as bypass hyperedges. The gadget hyperedges have already been defined in the description of the gadgets in Definition 5.7.
We now describe the connection hyperedges and the bypass hyperedges used in the construction of H . Fig. 7 shows the
directed hypergraph H when the input instance is 〈X, Y , φ(X, Y )〉, where X = {x1, x2}, Y = {y1, y2, y3}, and φ(X, Y ) =
(x1 ∨ x2) ∧ (x1 ∨ y1) ∧ (x2 ∨ y1 ∨ y3) ∧ (x1 ∨ x2 ∨ y1 ∨ y2 ∨ y3).
Connection hyperedges
1. Place a switch between an edge of the chooser Ci corresponding to the occurrence of a variable yk in φi and an edge
of the divider Dk : For every 1 ≤ i ≤ s and for every 1 ≤ j ≤ pi, if yv(i,j) appears as yv(i,j) in φi, then place the switch Si,j
between the edge j of the pi-chooser Ci and the edge h(i, v(i, j)) of the divider Dv(i,j). Otherwise, i.e., if yv(i,j) appears as
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Fig. 6. (a) Schematic representation of placing a switch S (shown as a rectangular box in the figure) between simple directed edges e = ({u}, {v}) and
e′ = ({u′}, {v′}). (b) The actual placement of a switch S between hyperedges e and e′: the hyperedges e and e′ are deleted and new hyperedges ({u}, {C}),
({D}, {v}), ({u′}, {C ′}) and ({D′}, {v′}) are added. (c) The actual directed subhypergraph obtained after the placement of the switch S between hyperedges
e and e′ .
yv(i,j) in φi, then place the switch Si,j between the edge j of the pi-chooser Ci and the edge h(i, v(i, j))′ of the divider Dv(i,j).
These placements are done as explained in Definition 5.8.
2. Connect the choosers in series: For every 1 ≤ i < s, connect vertexH (B, Ci) to vertexH (A, Ci+1) by a simple directed
edge.
3. Connect the dividers in series: For every 1 ≤ j < n, connect vertexH (B,Dj) to vertexH (A,Dj+1) by a simple directed
edge.
4. Connect the selectors in series: For every 1 ≤ k < m, connect vertexH (J, Lk) to vertexH (A, Lk+1) by a simple directed
edge.
5. Connect the switches in series: For every 1 ≤ i ≤ s and 1 ≤ j ≤ pi, if succ(Si,j) is defined then connect vertexH (B, Si,j)
to vertexH (A, succ(Si,j)) by a simple directed edge.
6. Connect the choosers, dividers, selectors, and switches: Connect vertexH (B, Cs) to vertexH (A, Sfirst), connect
vertexH (B, Slast) to vertexH (A, L1), connect vertexH (J, Lm) to vertexH (A,D1), and connect vertexH (B,Dn) to
vertexH (A, C1) by simple directed edges.
Bypass hyperedges
1. Connect the selector Li with the chooser Cj : For every 1 ≤ i ≤ m and 1 ≤ j ≤ s, if xi appears as xi in φj, then add the
hyperedge ({vertexH (G, Li), vertexH (A, Cj)}, {vertexH (B, Cj)}). Otherwise, if xi appears as xi inφj, then add the hyperedge
({vertexH (F , Li), vertexH (A, Cj)}, {vertexH (B, Cj)}).
This concludes the construction ofH . Notice thatH is a 2-directed B-hypergraph.Wewill use this construction in Section 5.5
to prove that CYCLOMATIC-NUMBER is Σp2 -hard, in Section 5.6 to prove that MIN-CYCLOMATIC-SET is Π
p
2 -hard, and in
Section 5.7 to prove that MINIMAL-CYCLOMATIC-SET is DP-hard.
5.4. Pivoting operation on a directed hypergraph
Often we will need to impose on a directed hypergraphH the constraint that every L-hyperpath (or L-hypercycle) inH
must start from a fixed vertex v of H . For this, we define an operation on H called pivoting. The pivoting operation on H
around v basically ensures that the above constraint is satisfied. That is, after the pivoting operation onH around v, every
L-hyperpath (or L-hypercycle) in the new directed hypergraph starts from v; the vertex v is called the pivot of the new
hypergraph.
2608 M. Thakur, R. Tripathi / Theoretical Computer Science 410 (2009) 2592–2618
Fig. 7. The directed hypergraphH obtained from 〈X, Y , φ(X, Y )〉 using the construction described in Section 5.3. Here X = {x1, x2}, Y = {y1, y2, y3}, and
φ(X, Y )= (x1 ∨ x2) ∧ (x1 ∨ y1) ∧ (x2 ∨ y1 ∨ y3) ∧ (x1 ∨ x2 ∨ y1 ∨ y2 ∨ y3).
To perform the pivoting operation onH around v, we make only the following change in E(H): Replace all hyperedges
e for which |T (e)| = 1 and v 6∈ T (e) by the hyperedge (T (e) ∪ {v},H(e)). Since all hyperedges ewith |T (e)| = 1 of the new
hypergraphH ′ have T (e) = {v}, every L-hyperpath or L-hypercycle inH ′ must start from v.
Notice that pivoting adds v to the tail set of only those hyperedges ofH that have |T (e)| = 1 and v 6∈ T (e). Therefore, if
H is a k-directed B-hypergraph, for some k ≥ 2, then the directed hypergraph obtained after the pivoting operation onH
is also a k-directed B-hypergraph.
5.5. The computational complexity of CYCLOMATIC-NUMBER
Theorem 5.9. For every k ≥ 2, CYCLOMATIC-NUMBER isΣp2 -complete even when restricted to k-directed B-hypergraphs.
Proof. It is easy to show that CYCLOMATIC-NUMBER is in Σp2 . We give a polynomial-time many-one reduction σ from
∃∀CNF-UNSAT to CYCLOMATIC-NUMBER to prove that CYCLOMATIC-NUMBER is Σp2 -hard. From these results, it would
immediately follow that CYCLOMATIC-NUMBER isΣp2 -complete.
On input 〈X, Y , φ〉, σ outputs 〈H,m〉, wherem equals |X | andH is a directed hypergraph obtained from φ(X, Y ) via the
following steps:
• First, use the construction described in Section 5.3 to obtain a directed hypergraphH ′ from φ(X, Y ).
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• Next, apply the pivoting operation on H ′ around vertexH ′(A, L1) but retain the original hyperedges edgeH ′(1, Li) and
edgeH ′(2, Li) of each selector Li ofH ′.
In Lemma 5.13, we prove that if 〈X, Y , φ〉 ∈ ∃∀CNF-UNSAT, then the L-cyclomatic number ofH is m, and in Lemma 5.14,
we prove that if 〈X, Y , φ〉 6∈ ∃∀CNF-UNSAT, then the L-cyclomatic number ofH ism+1. These two lemmas together would
imply that σ is a polynomial-time many-one reduction from ∃∀CNF-UNSAT to CYCLOMATIC-NUMBER.
Before we state and prove Lemmas 5.13 and 5.14, we mention some properties of the selector gadget that we will use in
the proofs of these lemmas. As Proposition 5.10 states, there are basically two simple directed edges in each selector Li (of
H) that form an L-hypercycle within Li.
Proposition 5.10. The following statements hold:
1. In each selector Li ofH , the sequence
(vertexH (B, Li), edgeH (1, Li), vertexH (C, Li), edgeH (2, Li), vertexH (B, Li))
is a directed L-hypercycle.
2. Let E ′ be an L-cyclomatic set ofH . Then, for each 1 ≤ i ≤ m, E ′ contains at least one of edgeH (1, Li) and edgeH (2, Li).
3. The L-cyclomatic number ofH is at least m.
Proof. Part 1 follows from the definition of the selector gadget. Parts 2 and 3 follow from (a) the fact thatH has exactlym
selectors L1, L2, . . . , Lm and (b) the statement in Part 1 that each selector Li has one L-hypercycle comprising the vertices
and hyperedges of Li. (Proposition 5.10)
In the proofs of Lemmas 5.13 and 5.14 below, for each selector Li of H , we associate the removal of the hyperedge
edgeH (2, Li)with the setting of the variable xi (of X) to T, i.e., true. On the other hand, for each selector Li ofH , we associate
the removal of the hyperedge edgeH (1, Li) with the setting of the variable xi (of X) to F, i.e., false. This association is made
explicit in Definition 5.11.
Definition 5.11. For each truth-value assignment α of X , define remove(H, α) to be the hypergraphH ′ obtained fromH
by the removal of CYCL(H, α), where CYCL(H, α) =
m⋃
i=1
{edgeH (z, Li) | (z = 2⇐⇒ α(xi) = T) ∧ (z = 1⇐⇒ α(xi) = F)}.
Lemma 5.13 shows that if there exists a truth-value assignment α of X such that for each truth-value assignment β of
Y , φ(α, β) = F, then there is a set of m hyperedges (corresponding to α) the removal of which will make H free of L-
hypercycles. Lemma 5.14 shows that if for each truth-value assignment α of X , there is some truth-value assignment β of Y
such that φ(α, β) = T, then any set of hyperedges the removal of which will makeH free of L-hypercycles must contain at
leastm+ 1 hyperedges. The reason is that any assignment of truth-values to the variables of X corresponds to the removal
of exactly one hyperedge (either edgeH (2, Li) or edgeH (1, Li)) from each selector Li. However, we show in Lemma 5.12 that
if there is a β such that φ(α, β) = T, then there is an L-hypercycle inH even after the removal of these hyperedges from
the selectors. Thus, we need to remove at least one more hyperedge to makeH free of L-hypercycles.
Lemma 5.12. Fix an arbitrary truth-value assignment α of X. Then the following holds:
φ(α, Y ) ∈ SAT if and only if there is an L-hypercycle in remove(H, α).
The proof of Lemma 5.12 is deferred to Section 5.8. We next show how we use this lemma to prove Lemmas 5.13 and 5.14.
Lemma 5.13. Let |X | = m. If 〈X, Y , φ〉 ∈ ∃∀CNF-UNSAT, then the L-cyclomatic number ofH is m.
Proof. From Proposition 5.10 (part 3), we know that the L-cyclomatic number ofH is at leastm. Thus, we only need to prove
that the L-cyclomatic number ofH is at mostm. For this, we show that there is a collection ofm hyperedges ofH such that
the deletion of these hyperedges from H makes H free of L-hypercycles. Let 〈X, Y , φ〉 ∈ ∃∀CNF-UNSAT and let α0 be a
truth-value assignment of X such that φ(α0, Y ) is unsatisfiable (i.e., for each truth-value assignment β of Y , φ(α0, β) = F).
By applying Lemma 5.12 for α = α0, it follows that there is no L-hypercycle in remove(H, α0). Since remove(H, α0) is
obtained fromH by removing exactlym hyperedges, the L-cyclomatic number ofH is at mostm. This completes the proof
of Lemma 5.13.  (Lemma 5.13)
Lemma 5.14. Let |X | = m. If 〈X, Y , φ〉 /∈ ∃∀CNF-UNSAT, then the L-cyclomatic number ofH is m+ 1.
Proof. From Proposition 5.10 (part 3), we know that the L-cyclomatic number of H is at least m. We claim that the
L-cyclomatic number of H must be at least m + 1. To prove this claim, we show that any collection of m hyperedges of
H cannot constitute an L-cyclomatic set ofH .
Assume to the contrary that there is an L-cyclomatic set Z ofH such that |Z | = m. Then, it follows from Proposition 5.10
(part 2) that Z contains, for each 1 ≤ i ≤ m, one of edgeH (1, Li) and edgeH (2, Li). Since |Z | = m, Z must contain
exactly one hyperedge (out of edgeH (1, Li) and edgeH (2, Li)) of each selector Li because the number of selector gadgets
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of H equals m. Define α0 to be the unique truth-value assignment of X such that Z = CYCL(H, α0). By the hypothesis
〈X, Y , φ〉 6∈ ∃∀CNF-UNSAT, we know that φ(α0, Y ) is satisfiable. By applying Lemma 5.12 for α = α0, it follows that there
is an L-hypercycle in remove(H, α0). This contradicts the assumption that Z is an L-cyclomatic set ofH . Hence, the claim is
proven.
In fact, it can be seen from the proof of Lemma 5.12 that deleting the hyperedge ({vertexH (B,Dn), vertexH (A, L1)},
{vertexH (A, C1)}) breaks any L-hypercycle in remove(H, α). Thus, it follows that the L-cyclomatic number ofH is at most
m+ 1. The lower and upper bounds on the L-cyclomatic number ofH imply that this number ism+ 1. This completes the
proof of Lemma 5.14.  (Lemma 5.14)
In the above reduction, observe that the construction ofH involves only B-hyperedges, that all B-hyperedges have tails of
size at most 2, and that there are B-hyperedges whose tails have size exactly 2. So, the above reduction also shows that for
every k ≥ 2, CYCLOMATIC-NUMBER isΣp2 -complete even when restricted to k-directed B-hypergraphs. This completes the
proof of Theorem 5.9.  (Theorem 5.9)
The restriction of CYCLOMATIC-NUMBER to 1-directed hypergraphs is the computational problemof decidingwhether there
is a set of k edges whose deletion makes a given directed graph free of cycles. The latter problem is called the feedback arc
set problem, which is NP-complete [17]. Thus, this restriction of CYCLOMATIC-NUMBER is NP-complete.
We next study the computational complexity of MIN-CYCLOMATIC-SET.
5.6. The computational complexity ofMIN-CYCLOMATIC-SET
Theorem 5.15. For every k ≥ 2,MIN-CYCLOMATIC-SET isΠp2 -complete even when restricted to k-directed B-hypergraphs.
Proof. To see that MIN-CYCLOMATIC-SET is inΠp2 , consider a nondeterministic polynomial-time oracle Turing machine N
with access to the oracle CYCLOMATIC-SET that, on input 〈H, B〉, whereH = (V , E), asks a query 〈H, B〉 to the oracle, and
accepts if the oracle answers ‘‘no’’. Otherwise, if the oracle answers ‘‘yes’’, then it guesses a set B′ ⊆ E such that |B′| < |B|,
asks a query 〈H, B′〉 to the oracle, and accepts if and only if the oracle answers ‘‘yes’’. It is easy to see that L(NCYCLOMATIC-SET)
is the complement of MIN-CYCLOMATIC-SET, and so MIN-CYCLOMATIC-SET is inΠp2 .
Wenowgive a polynomial-timemany-one reductionσ from∃∀CNF-UNSAT to the complement ofMIN-CYCLOMATIC-SET







∪ {({vertexH (B,Dn), vertexH (A, L1)}, {vertexH (A, C1)})} ,
andH is a directed hypergraph obtained from φ(X, Y ) via the following steps:
• First, use the construction described in Section 5.3 to obtain a directed hypergraphH ′ from φ(X, Y ).
• Next, apply the pivoting operation on H ′ around vertexH ′(A, L1) but retain the original hyperedges edgeH ′(1, Li) and
edgeH ′(2, Li) of each selector Li ofH ′.
We consider the following two cases:
Case 1: 〈X, Y , φ〉 ∈ ∃∀CNF-UNSAT. Then by Lemma 5.13, there exists a set B′ ⊆ E such that |B′| = m and B′ is an L-
cyclomatic set ofH . Sincem = |B′| < |B| = m+ 1, 〈H, B〉 6∈ MIN-CYCLOMATIC-SET.
Case 2: 〈X, Y , φ〉 6∈ ∃∀CNF-UNSAT. Then by Lemma 5.14, the L-cyclomatic number of H is m + 1. Note that B is an
L-cyclomatic set of H and that for no B′ such that |B′| < |B| = m + 1, B′ is an L-cyclomatic set of H . Thus,
〈H, B〉 ∈ MIN-CYCLOMATIC-SET.
The observation we made towards the end of the proof of Theorem 5.9 applies also in the proof of this theorem since
we use the same construction of H in both the proofs. Therefore, the above reduction also shows that for every k ≥ 2,
MIN-CYCLOMATIC-SET isΠp2 -complete even when restricted to k-directed B-hypergraphs.  (Theorem 5.15)
The restriction of MIN-CYCLOMATIC-SET to 1-directed hypergraphs is the computational problem of deciding whether
deleting a given set B of edges makes a given directed graph free of cycles but deleting any smaller set B′ of edges does not
make. It is not hard to prove by using the techniques of [17] that this restriction of MIN-CYCLOMATIC-SET is coNP-complete.
5.7. The computational complexity ofMINIMAL-CYCLOMATIC-SET
Theorems 5.9 and 5.15 prove that CYCLOMATIC-NUMBER and MIN-CYCLOMATIC-SET are complete for Σp2 and Π
p
2 ,
respectively. In fact, the proofs of both these results are similar in that in both the proofs we use the same construction,
i.e., the constriction described in Section 5.3. In Theorem 5.16, we prove that the problem MINIMAL-CYCLOMATIC-SET is
complete for DP, the second level of the boolean hierarchy over NP. The proof of Theorem 5.16 requires the construction of
a directed hypergraph, which is built by a suitable modification of the construction described in Section 5.3. To prove that
MINIMAL-CYCLOMATIC-SET is DP-hard, we will give a polynomial-time many-one reduction from SAT-UNSAT, a problem
defined in Section 5.2, to MINIMAL-CYCLOMATIC-SET.
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Theorem 5.16. For every k ≥ 2,MINIMAL-CYCLOMATIC-SET isDP-complete even when restricted to k-directed B-hypergraphs.
Proof. To prove that MINIMAL-CYCLOMATIC-SET is in DP, it is sufficient to show that MINIMAL-CYCLOMATIC-SET can be
expressed as the intersection of an NP language L1 and a coNP language L2. It is easy to see that the following L1, L2 satisfy
these properties: L1 = {〈H, B〉 | (∀e ∈ B)[〈H, B− {e}〉 /∈ CYCLOMATIC-SET]}, and L2 = CYCLOMATIC-SET.
We now give a polynomial-time many-one reduction σ from SAT-UNSAT to MINIMAL-CYCLOMATIC-SET to prove that
MINIMAL-CYCLOMATIC-SET is DP-hard. To define σ , we need the following lemma:
Lemma 5.17. There is a polynomial-time computable function f such that for any input boolean CNF formula φ, f outputs
〈H, u, v, w〉, whereH is a directed hypergraph and u, v, andw are the vertices ofH . The output f (φ) has the following properties:
1. H has no L-hypercycle,
2. There is an L-hyperpathΠuv from u to v inH ,
3. φ ∈ SAT if and only if there is an L-hyperpathΠuw from u tow inH .
The proof of Lemma 5.17 is deferred to Section 5.9. We will use this lemma to construct a directed hypergraph (G) from any
pair (〈φ,ψ〉) of boolean CNF formulas, which is input to σ . We next define σ .
On any input 〈φ,ψ〉, where both φ andψ are boolean CNF formulas, σ applies the polynomial-time computable function
f on each of φ and ψ . Let f (φ) = 〈H(φ), u(φ), v(φ),w(φ)〉 and f (ψ) = 〈H(ψ), u(ψ), v(ψ),w(ψ)〉. The output of σ on
〈φ,ψ〉 is 〈G, B〉, where G is a directed hypergraph and B is a set of hyperedges of G. The directed hypergraph G and the set
B are defined below.
We first define a directed hypergraphG′ and then apply a pivoting operation onG′ to obtainG. The vertex set ofG′ consists
of the vertices ofH(φ) andH(ψ). The hyperedge set of G′ consists of the hyperedges ofH(φ) andH(ψ) along with new
hyperedges that connect a vertex in one hypergraph to a vertex in the other hypergraph. These new hyperedges are called
interconnection hyperedges. The interconnection hyperedges comprise three simple directed edges: a simple directed edge
e1 that connects w(φ) to u(ψ), another simple directed edge e2 that connects w(ψ) to u(φ), and a final simple directed
edge e3 that connects v(ψ) to u(φ). The hypergraph G is obtained by pivoting on G′ around u(φ). Thus, the interconnection
hyperedges e1, e2, and e3 become ({u(φ), w(φ)}, {u(ψ)}), ({u(φ), w(ψ)}, {u(φ)}), and ({u(φ), v(ψ)}, {u(φ)}), respectively,
in G. The set B is the set {e3} containing the hyperedge e3 of G. Fig. 9 is a schematic diagram that shows the construction of
G fromH(φ) andH(ψ).
We finish proving that σ is a many-one reduction via the following lemma.
Lemma 5.18. For any boolean CNF formulas φ and ψ , the following holds:
〈φ,ψ〉 ∈ SAT-UNSAT if and only if 〈G, B〉 ∈ MINIMAL-CYCLOMATIC-SET.
Proof. We consider the following three exhaustive cases.We show that in all these cases, it holds that 〈φ,ψ〉 ∈ SAT-UNSAT
if and only if 〈G, B〉 ∈ MINIMAL-CYCLOMATIC-SET.
Case 1:φ ∈ SAT andψ 6∈ SAT. In this case, it holds that 〈φ,ψ〉 ∈ SAT-UNSAT. By Lemma 5.17 (part 3), there is an L-hyperpath
Πu(φ)w(φ) from u(φ) to w(φ) in H(φ). Also by Lemma 5.17 (part 2), there is an L-hyperpath Πu(ψ),v(ψ) from u(ψ) to v(ψ)
in H(ψ). It follows that there is an L-hypercycle Π in G that starts from the vertex u(φ) and proceeds with the following
sequence of steps in order:
• take the route ofΠu(φ)w(φ) starting from u(φ),• make a transition to the vertex u(ψ) from the end vertexw(φ) ofΠu(φ)w(φ) using the interconnection hyperedge e1,• take the route ofΠu(ψ)v(ψ) starting from the vertex u(ψ),• finallymake a transition to the vertex u(φ) from the end vertex v(ψ) ofΠu(ψ)v(ψ) using the interconnection hyperedge e3.
Thus, we have 〈G,∅〉 6∈ CYCLOMATIC-SET. We claim that the directed hypergraph (V (G), E(G) − B) has no L-
hypercycle. Assuming this claim, it would follow that 〈G, B〉 ∈ CYCLOMATIC-SET, and so we would have 〈G, B〉 ∈
MINIMAL-CYCLOMATIC-SET.
Claim 5.19. (V (G), E(G)− B) has no L-hypercycle.
Proof of Claim 5.19. Assume to the contrary that (V (G), E(G) − B) has some L-hypercycle, say Π . Then it follows by
Lemma 5.17 (part 1) thatΠ must include vertices and hyperedges of bothH(φ) andH(ψ). It means thatΠ must include
a hyperedge that leavesH(φ) (and entersH(ψ)) and also a hyperedge that leavesH(ψ) (and entersH(φ)). Since e1 is the
only hyperedge that leaves H(φ), e1 is present in Π . Similarly, it follows that e2 is present in Π . The head of e1 is {u(ψ)}
and the tail of e2 is {w(ψ)}; so, u(ψ) andw(ψ) are also present inΠ .
Next we note that u(φ) is the pivot of G. Therefore, Π must start from u(φ), leave H(φ) using e1, traverse u(ψ), and
finally return back to u(φ) using e2 after traversingw(ψ). It is not hard to see that the sequence of vertices and hyperedges
from u(ψ) tow(ψ) inΠ must correspond to an L-hyperpath from u(ψ) tow(ψ) inH(ψ). But this implies from Lemma 5.17
(part 3) that ψ ∈ SAT, a contradiction. This completes the proof of Claim 5.19.  (Claim 5.19)
Case 2:φ ∈ SAT andψ ∈ SAT. In this case, it holds that 〈φ,ψ〉 6∈ SAT-UNSAT. By Lemma 5.17 (part 3), there is an L-hyperpath
Πu(φ)w(φ) from u(φ) tow(φ) inH(φ) and an L-hyperpathΠu(ψ)w(ψ) from u(ψ) tow(ψ) inH(ψ). It follows that there is an
L-hypercycleΠ in G that starts from the vertex u(φ) and proceeds with the following sequence of steps in order:
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• take the route ofΠu(φ)w(φ) starting from u(φ),
• make a transition to the vertex u(ψ) from the end vertexw(φ) ofΠu(φ)w(φ) using the interconnection hyperedge e1,
• take the route ofΠu(ψ)w(ψ) starting from the vertex u(ψ),
• finally make a transition to the vertex u(φ) from the end vertexw(ψ) ofΠu(ψ)w(ψ) using the interconnection hyperedge
e2.
Notice that Π does not include the hyperedge e3. Therefore, the directed hypergraph (V (G), E(G) − B) contains the
L-hypercycleΠ , and so 〈G, B〉 6∈ CYCLOMATIC-SET. Hence, it also follows that 〈G, B〉 6∈MINIMAL-CYCLOMATIC-SET.
Case 3: φ 6∈ SAT. In this case, it holds that 〈φ,ψ〉 6∈ SAT-UNSAT. By Lemma 5.17 (part 3), there is no L-hyperpath from u(φ)
tow(φ) inH(φ). We make the following claim:
Claim 5.20. G has no L-hypercycle.
The proof of Claim 5.20 is similar to that of Claim 5.19 and so it is omitted. From this claim, it follows that both 〈G, B〉 and
〈G,∅〉 are in CYCLOMATIC-SET, and so we also have 〈G, B〉 6∈ MINIMAL-CYCLOMATIC-SET.
Thus, we have shown that in all cases 〈φ,ψ〉 ∈ SAT-UNSAT if and only if 〈G, B〉 ∈ MINIMAL-CYCLOMATIC-SET. This
completes the proof of Lemma 5.18.  (Lemma 5.18)
In the above reduction, notice that the construction of G involves only B-hyperedges, that all B-hyperedges of G have tails of
size at most 2, and that there are B-hyperedges of G whose tails have size exactly 2. Hence, it follows that for every k ≥ 2,
MINIMAL-CYCLOMATIC-SET is DP-complete even when restricted to k-directed B-hypergraphs. This completes the proof of
Theorem 5.16.  (Theorem 5.16)
5.8. Proof of Lemma 5.12
Proof. Fix an arbitrary truth-value assignmentα ofX .Wewill prove thatφ(α, Y ) ∈ SAT if and only if there is an L-hypercycle
Π in remove(H, α).
A process of testing the satisfiability of a boolean CNF formula could be as follows: (1) choosing a truth-value assignment
to the variables of the CNF formula, (2) expressing each clause as a disjunction of truth-values (T or F) by evaluating the
literals of the clause under the truth-value assignment, and (3) looking for an occurrence of T in each clause. If at the end of
step (3), all the clauses have an occurrence of T, then the CNF formula is satisfied; otherwise, it is not satisfied by the chosen
truth-value assignment. Wewill give an analogy between these steps and the steps involved in checking the existence of an
L-hypercycleΠ in remove(H, α).
Notice that any L-hypercycle Π in remove(H, α) must start from v0 = vertexH (A, L1). (This follows because the only
hyperedges eof remove(H, α) forwhich |T (e)| = 1 are (i) the hyperedgeswhose tail set T (e) is {v0} and (ii) the distinguished
hyperedges of the selectors. However, hyperedges of type (ii) are incapable of forming any L-hypercycle. So, Π must start
from a hyperedge of type (i). In other words, Π must start from v0.) It follows by the construction of H described in
Section 5.3 thatΠ must consist of an L-hyperpathΠ1 from v0 to vertexH (J, Lm) that traverses every selector Li.
Recall from Definition 5.11 that for each variable xi of X , the assignment α(xi) = F corresponds to the removal of the
hyperedge edgeH (1, Li) fromH and the assignment α(xi) = T corresponds to the removal of the hyperedge edgeH (2, Li)
fromH . Therefore, it is not hard to see that the L-hyperpathΠ1 in remove(H, α) satisfies the following property by virtue
of the design of the selectors: For every 1 ≤ i ≤ m, Π1 traverses vertexH (F , Li) if and only if α(xi) = F, and Π1 traverses
vertexH (G, Li) if and only if α(xi) = T. Thus, we have shown an association between the truth-value assignments of the
variables of X and the vertices of the selectors traversed by any L-hyperpathΠ1 from v0 to vertexH (J, Lm) in remove(H, α).
On reaching vertexH (J, Lm), the end of Π1, Π needs to traverse the divider D1. In this traversal, Π may also traverse
certain switches by taking the hyperedges connecting D1 to these switches. Observe that if Π enters a switch S from any
divider Dk (by taking a simple directed edge whose head is vertexH (C ′, S) and whose tail contains some vertex of Dk), then
Π must leave S after traversing the vertices and hyperedges of S in the order shown in Fig. 10. In particular,Π must traverse
vertexH (F ′, S) before it leaves S and returns to Dk.
The uniqueness of this traversal order is due to the following reasoning: Assume to the contrary that Π does
not use this traversal order. Since Π starts from and ends at v0 and since there is only one hyperedge, namely
({vertexH (B, Slast), v0}, {v0}), that enters v0, this hyperedge must be the last one in Π . Therefore, on entering S from Dk,
Π must leave S. The only possible traversal order is the one shown in Fig. 11. This order requires that Π must traverse
vertexH (A, S) before vertexH (C ′, S) because of the B-hyperedge edgeH (4′, S). However if Π traverses vertexH (A, S)
before vertexH (C ′, S), then Π must also traverse vertexH (B, S) before vertexH (C ′, S). This leads to a contradiction since
vertexH (B, S) appears later than vertexH (C ′, S) in the traversal order.
Hence, it follows that on reaching vertexH (J, Lm), Π must traverse each of the dividers D1, D2, . . ., Dn in that order. For
every 1 ≤ k ≤ n, Π can traverse Dk by taking either the left wing or the right wing, where the left wing is a simple path
from vertexH (A,Dk) to vertexH (B,Dk) through vertexH (F ,Dk) and the right wing is a simple path from vertexH (A,Dk) to
vertexH (B,Dk) through vertexH (F ′,Dk). There are exactly 2n different ways to choose wings for traversing all the dividers
and they correspond to the 2n different truth-value assignments to the variables of Y . This leads to a natural way of
associating truth-value assignments to the variables of Y with the choice of wings for traversal of all the dividers: For every
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1 ≤ k ≤ n, ifΠ traverses Dk by taking its left wing, then we assume that yk is set to F; otherwise, ifΠ traverses Dk by taking
its right wing, then we assume that yk is set to T. Thus, we have shown an association between the truth-value assignments
of the variables of Y and the choice of wings taken byΠ in its traversal of all the dividers.
The left wing or the right wing of any divider Dk may traverse the vertices of certain switches because of connections
between the dividers and switches. Consider the case that the left wing of Dk traverses the vertices of some switch Si,j.
By the construction of H described in Section 5.3, we know that the left wing of Dk is connected to Si,j if and only if the
ith clause φi(X, Y ) contains yk as the jth Y -literal. Therefore, in this case, yk appears as a literal in φi. Notice that the left
wing of Dk, which corresponds to setting yk to F, must enter Si,j at vertexH (C ′, Si,j) and, as explained earlier, must traverse
vertexH (F ′, Si,j) before it leaves Si,j and returns to Dk. On the other hand, the right wing of Dk, which corresponds to setting
yk to T, does not traverse any vertex of Si,j. Similarly, in the other case in which the right wing of Dk traverses the vertices
of some switch Si,j and in which yk appears as the jth Y -literal in φi(X, Y ), we can show the following: The left wing of Dk,
which corresponds to setting yk to F, does not traverse any vertex of Si,j whereas the right wing of Dk, which corresponds to
setting yk to T, must traverse vertexH (F ′, Si,j). In other words, we have shown an association between the evaluation of the
Y -literals occurring in the clauses of φ(α, Y ) and the choice of whether to traverse the vertices of the switches taken byΠ
in its traversal of all the dividers. Proposition 5.21 summarizes this association.
Proposition 5.21. For every 1 ≤ i ≤ s, every 1 ≤ j ≤ pi, and for any truth-value assignment β to the variables Y of φ(α, Y ),
the wing of Dv(i,j), associated with the truth-value of yv(i,j) under β , traverses the vertices of Si,j (in particular, vertexH (F ′, Si,j)) if
and only if the jth Y-literal of φi(α, Y ) evaluates to F under β .
After traversing all the dividers, Π needs to traverse the chooser C1. In this traversal, Π either takes a bypass hyperedge
of C1 or traverses the vertices of some switch. Observe that if Π enters a switch S from any chooser Ci (by taking a simple
directed edge whose head is vertexH (C, S) and whose tail contains some vertex of Ci), thenΠ must leave S after traversing
the vertices and hyperedges of S in the order shown in Fig. 12. In particular,Π must traverse vertexH (F , S) before it leaves
S and returns to Ci. The reasoning behind the uniqueness of the traversal order is similar to the one given earlier.
Hence, it follows that on reaching vertexH (B,Dn),Π must traverse each of the choosers C1, C2, . . ., Cs in that order. For
every 1 ≤ i ≤ s, we know from the previous paragraph that ifΠ enters a switch S from Ci, then itmust traverse vertexH (F , S)
before it leaves S and returns to Ci. On the other hand, if Π takes a bypass hyperedge on reaching vertexH (A, Ci), then it
does not enter any switch from Ci. We claim thatΠ can take a bypass hyperedge of Ci if and only if φi(α, Y ) is equivalent to
T (i.e., φi(α, Y ) evaluates to T for all possible truth-value assignments to the variables of Y ).
Claim 5.22. Π can take a bypass hyperedge of Ci if and only if φi(α, Y ) ≡ T.
Proof of Claim 5.22. We give the proof of the right-to-left implication only; the proof of the left-to-right implication is
similar. Assume that φi(α, Y ) ≡ T. Then one of the two cases (a) and (b) holds: (a) there is a literal xj in φi(X, Y ) and
α(xj) = T and (b) there is a literal xj in φi(X, Y ) and α(xj) = F. Let us assume that case (a) holds. (The proof for case (b)
is similar.) Since there is a literal xj in φi(X, Y ), H as well as remove(H, α) include a bypass hyperedge e whose tail set
contains vertexH (A, Ci) and whose head set is {vertexH (B, Ci)}. Notice that the tail set of e contains also vertexH (G, Lj).
Since α(xj) = T, it follows (from the association shown earlier between the truth-value assignments of the variables of X
and the vertices of the selectors traversed byΠ ) thatΠ must have already traversed vertexH (G, Lj). Thus, we infer thatΠ
can take the bypass hyperedge e on reaching vertexH (A, Ci). Hence, Claim 5.22 is proved.  (Claim 5.22)
The following proposition summarizes the above discussion.
Proposition 5.23. For every 1 ≤ i ≤ s, the following hold during the traversal of the chooser Ci:
2. If φi(α, Y ) ≡ T, thenΠ can take a bypass hyperedge of Ci and so can avoid entering any switch from Ci.
2. If φi(α, Y ) 6≡ T, then for some 1 ≤ j ≤ pi,Π must enter Si,j from Ci and so must traverse vertexH (F , Si,j).
After traversing all the choosers,Π needs to traverse the switch Sfirst. Observe that ifΠ enters a switch S at vertexH (A, S),
then it cannot traverse the chooser and the divider connected to S since otherwise Π would not be an L-hypercycle.
Therefore, on reaching vertexH (A, S), Π must take either the simple path from vertexH (A, S) to vertexH (B, S) through
vertexH (F , S) or the simple path from vertexH (A, S) to vertexH (B, S) through vertexH (F ′, S). Hence, it follows that on
reaching vertexH (B, Cs), Π must traverse each of the switches Si,js, for 1 ≤ i ≤ s and 1 ≤ j ≤ pi, in the lexicographic
order of their labels (i, j)s. We now discuss howΠ can traverse each of these switches.
Consider the case φi(α, Y ) ≡ T. From Proposition 5.23, we can assume that Π would take the bypass hyperedge of the
chooser Ci during its traversal of Ci. Thus,Π would avoid traversing vertexH (F , Si,j), for every 1 ≤ j ≤ pi, during its traversal
of Ci. It follows that for each 1 ≤ j ≤ pi,Π can traverse Si,j by taking the simple path from vertexH (A, Si,j) to vertexH (B, Si,j)
through vertexH (F , Si,j).
Next, consider the case φi(α, Y ) 6≡ T. From Proposition 5.23, we know that Π must traverse vertexH (F , Si,j), for some
1 ≤ j ≤ pi, during its traversal of Ci. Thus, for all k 6= j and 1 ≤ k ≤ pi, it is easy to see thatΠ on reaching vertexH (A, Si,k)
can always traverse Si,k by taking the simple path from vertexH (A, Si,k) to vertexH (B, Si,k) through vertexH (F , Si,k). The
interesting issue here is whetherΠ can also traverse Si,j on reaching vertexH (A, Si,j). We analyze this issue next.
Let β be any truth-value assignment of Y such that the jth Y -literal of φi(α, Y ) evaluates to T under β . Then
Proposition 5.21 implies that the wing of Dv(i,j), associated with the truth-value of yv(i,j) under β , avoids traversing the
2614 M. Thakur, R. Tripathi / Theoretical Computer Science 410 (2009) 2592–2618
vertices of Si,j (in particular, vertexH (F ′, Si,j)). If Π takes that wing in its traversal of Dv(i,j), then on entering Si,j from
vertexH (A, Si,j), it can take the simple path from vertexH (A, Si,j) to vertexH (B, Si,j) through vertexH (F ′, Si,j).
Let us now assume that β is a truth-value assignment of Y such that every Y -literal of φi(α, Y ) evaluates to F under β ,
i.e., φi(α, β) = F. Under this assumption, Proposition 5.21 implies that for every 1 ≤ j ≤ pi, the wing of Dv(i,j), associated
with the truth-value of yv(i,j) under β , traverses vertexH (F ′, Si,j). Recall (from the discussion of the case φi(α, Y ) 6≡ T) thatΠ
must traverse vertexH (F , Si,j) during its traversal of Ci. Thus, ifΠ takes this wing in its traversal of Dv(i,j), then it would have
no way to take a simple path from vertexH (A, Si,j) to vertexH (B, Si,j) on entering Si,j from vertexH (A, Si,j). In other words,
Π would not be able to reach vertexH (B, Si,j), and hence complete the L-hypercycle.
The following proposition summarizes the above discussion.
Proposition 5.24. For every 1 ≤ i ≤ s and for any truth-value assignment β of Y , the following holds during the traversal of the
switches Si,js from vertexH (A, Si,j), where 1 ≤ j ≤ pi:Π can traverse all these switches Si,js if and only if φi(α, β) = T.
We claim that φ(α, Y ) ∈ SAT if and only if there is an L-hypercycleΠ in remove(H, α). Suppose that φ(α, Y ) ∈ SAT. Then
there is a truth-value assignmentβ of Y such thatφ(α, β) = T. The choice ofα andβ defines a unique L-hyperpath from v0 to
vertexH (B,Dn). This follows because of the association shown earlier between the truth-value assignments of the variables
(of X and Y ) and the choice of simple paths taken by any L-hyperpath Π1 from v0 to vertexH (B,Dn) in remove(H, α). We
assume thatΠ would take that L-hyperpath in its traversal of all the selectors and dividers. On reaching vertexH (B,Dn),Π
needs to traverse all the choosers. We defineΠ so that for every 1 ≤ i ≤ s, we have
Case 1: φi(α, Y )≡ T. In this case,Π takes a bypass hyperedge of Ci.
Case 1: φi(α, Y ) 6≡ T. In this case, Π enters Si,j from Ci, where j ∈ {1, 2, . . . , pi} is such that the jth Y -literal of φi(α, Y )
evaluates to T under β .
Proposition 5.23 and the fact that φ(α, β) = T imply thatΠ is a well-defined L-hyperpath in both the cases. Thus,Π only
needs to traverse all the switches in order to complete the L-hypercycle in remove(H, α). We observe that Proposition 5.24
implies that Π can traverse all the switches as well since φ(α, β) = T. Hence, it follows that Π is a legal L-hypercycle in
remove(H, α).
Next suppose that φ(α, Y ) 6∈ SAT. As explained earlier, any L-hypercycle Π in remove(H, α) must start from v0 and
would need to traverse all the selectors, dividers, choosers, and switches in that order. So assume that Π has already
traversed all the selectors, dividers, and choosers. We know that the selection of the wings of the dividers taken by Π
corresponds to a fixed truth-value assignment β of Y . Since φ(α, Y ) is unsatisfiable, there is some clause φi(α, Y ) of φ such
that φi(α, Y ) evaluates to F under β , i.e., φi(α, β) = F. Proposition 5.24 now implies thatΠ cannot traverse all the switches
Si,js, where 1 ≤ j ≤ pi. In other words, there cannot be any L-hypercycle in remove(H, α).
This completes the proof of Lemma 5.12.  (Lemma 5.12)
5.9. Proof of Lemma 5.17
Proof. Let φ(Y ) be any boolean CNF formula, which is input to f . We construct a directed hypergraphH from φ(Y ) using
the construction described in Section 5.3 with one change: There are no selector gadgets in H since φ does not contain
any variable from the set X . Thus, H consists of a sequence of dividers, followed by a sequence of choosers, and finally a
sequence of switches with hyperedges connecting these gadgets as in the construction of Section 5.3. However,H contains
no hyperedges incident on the selectors (e.g., the bypass hyperedges).
It can be proven along the lines of the proof of Lemma 5.12 thatH has no L-hypercycle and that φ(Y ) ∈ SAT if and only
if there is an L-hyperpath from vertexH (A,D1) to vertexH (B, Slast). Furthermore, the same proof also shows that there is
always an L-hyperpath from vertexH (A,D1) to vertexH (B, Cs).
It follows that setting u to vertexH (A,D1), v to vertexH (B, Cs), and w to vertexH (B, Slast) satisfies the statement of the
lemma. (Fig. 8 is a schematic diagram that shows the construction ofH and the vertices u, v, andw.)
This completes the proof of Lemma 5.17.  (Lemma 5.17)
6. Succinct representations of directed hypergraphs
Adirected hypergraph on n verticesmayhave asmany asΘ(3n)hyperedges. In contrast, the number of edges in a directed
graph is O(n2). From an implementation perspective, any representation that stores information for individual hyperedges
of a directed hypergraph is impractical for directed hypergraphs with a large number of hyperedges. Thus, alternative ways
to represent directed hypergraphs must be explored. Several graphs occurring in practice, such as the graphs that model
VLSI circuits, have a highly organized structure and can be described in a succinct way by a circuit or a boolean formula.
Galperin andWigderson [13] showed that trivial graph properties, e.g., the existence of a triangle, becomeNP-complete, and
Papadimitriou and Yannakakis [28] showed that graph properties that are ordinarily NP-complete become NEXP-complete
when the graph is succinctly described by a circuit. In this section, we investigate the computational complexity of the
L-hyperpath existence problem when directed hypergraphs are represented in an exponentially succinct way.
Definition 6.1. We define the following succinct representations:
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Fig. 8. The figure shows the directed hypergraphH and the vertices u, v, andw as defined in the proof of Lemma 5.17. Dashed double-arrowed lines show
the connections between choosers and switches, and the connections between switches and dividers. Dashed single-arrowed lines show the connections
between the choosers, between the dividers, and between the switches.
Fig. 9. The directed hypergraph G obtained from 〈φ,ψ〉 using the reduction given in the proof of Theorem 5.16 is shown. The vertex vertexH(φ)(A,D1),
highlighted by concentric circles, is the pivot ofG. Though the figure shows hyperedges e for which |T (e)| = 1 and the pivot is not in T (e), these hyperedges
are implicitly assumed to also have the pivot in their tail set.
1. A succinct representation of a directed hypergraph H(V , E), where V = {1, 2, . . . , n}, is a boolean circuit CH with 2n
input gates and an output gate such that, for every e ⊆ 2V × 2V , e ∈ E if and only if CH (x, y) outputs 1, where
x = χT (e)(1)χT (e)(2) . . . χT (e)(n) and y = χH(e)(1)χH(e)(2) . . . χH(e)(n). (Here, for a set S and an element e from the
universe, χS(e) = 1 if e ∈ S, and χS(e) = 0 if e 6∈ S.)
2. For every k ≥ 1, a succinct representation of a k-directed hypergraphH(V , E), where V = {1, . . . , n}, is a boolean circuit
CH with 2kdlog(n + 1)e input gates and an output gate, where 0dlog(n+1)e is the encoding of a dummy vertex not in H
and for each 1 ≤ i ≤ n, bin(i) – the binary representation of integer i in dlog(n + 1)e bits – is the encoding of vertex i
in H . Furthermore, for each e = ({i1, . . . , i`1}, {j1, . . . , j`2}) ⊆ 2V × 2V such that i1 < · · · < i`1 , j1 < · · · < j`2 , and
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Fig. 10. The sequence of vertices of S traversed byΠ on reaching the vertex C ′ is C ′ , F ′ , G′ , D′ .
Fig. 11. If an L-hypercycleΠ enters a switch S from a dividerDk , then it can take the simple path (C ′, 5′, F ′, 2′,G′, 3′, K ′, 4′, B) only if it has already traversed
the vertex A.
Fig. 12. The sequence of vertices of S traversed byΠ on reaching the vertex C is C , F , G, D.
1 ≤ `1, `2 ≤ k, it holds that e ∈ E if and only if CH (x, y) outputs 1, where x = 0(k−`1)dlog(n+1)ebin(i`1) . . . bin(i2)bin(i1)
and y = 0(k−`2)dlog(n+1)ebin(j`2) . . . bin(j2)bin(j1).
Since a directed graph is a 1-directed hypergraph, its succinct representation is given by Definition 6.1 (part 2) for k = 1.
Definition 6.2. We define the following computational problems:
1. SUCCINCT-LHYPERPATH = {〈C, u, v〉 | C is a circuit succinctly representing a directed hypergraphHC and 〈HC , u, v〉 ∈
L-HYPERPATH}.
2. k-SUCCINCT-LHYPERPATH = {〈C, u, v〉 | C is a circuit succinctly representing a k-directed hypergraph HC and
〈HC , u, v〉 ∈ L-HYPERPATH}.
Wagner [37,38] (see also [28]) showed that even for simple subclasses of graphs – directed trees, directed acyclic graphs,
directed forests, and undirected forests – the reachability problem for each class with succinct input representation is
PSPACE-complete. Tantau [34] showed that the reachability problem for succinctly represented tournaments (in fact,
for strongly connected tournaments) is Πp2 -complete. Using the proof of Theorem 4.4, it can be easily shown that
SUCCINCT-LHYPERPATH is NP-complete and for every k ≥ 2, k-SUCCINCT-LHYPERPATH is NEXP-complete.
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Theorem 6.3. SUCCINCT-LHYPERPATH is NP-complete.
Proof. We first show that there is an NP machine that accepts SUCCINCT-LHYPERPATH. On input 〈C, u, v〉, M does the
following:
1. M first guesses `, an integer in the range 0 . . . n − 2, and then guesses ` vertices w1, w2, . . . , w` and ` + 1 hyperedges
e1 = (x1, y1), e2 = (x2, y2), . . . , e`+1 = (x`+1, y`+1). Here n is the number of vertices in the directed hypergraph
represented by C and for every 1 ≤ i ≤ `+ 1, xi = χT (ei)(1)χT (ei)(2) . . . χT (ei)(n) and yi = χH(ei)(1)χH(ei)(2) . . . χH(ei)(n).
2. M then verifies the constraints, stated in Definition 3.1, for the existence of an L-hyperpathΠuv = (u, e1, w1, e2, w2, . . . ,
e`, w`, e`+1, v) from u to v in H . (Thus, for instance, to check whether e1, . . . , e`+1 are distinct hyperedges, M verifies
in time polynomial in n whether the constraints
∧
1≤i<j≤`+1[(xi, yi) 6= (xj, yj)] and
∧
1≤i≤`+1[C(xi, yi) = 1] evaluate to
true.)M accepts if and only if all the constraints are satisfied.
We now give a polynomial-time many-one reduction σ from HAMILTONIAN PATH to SUCCINCT-LHYPERPATH. Recall
that the many-one reduction σ ′ from HAMILTONIAN PATH to L-HYPERPATH described in the proof of Theorem 4.4 maps
〈G, w1, w2〉 to 〈H, u, v〉, whereG is a directed graph,w1, w2 ∈ V (G), andH is a directed hypergraph such that 〈G, w1, w2〉 ∈
HAMILTONIAN PATH if and only if 〈H, u, v〉 ∈ L-HYPERPATH. Let |V (H)| = n. Then the size ofH is polynomially bounded
in n. On input 〈G, w1, w2〉, σ does the following: It computes σ ′(〈G, w1, w2〉) = 〈H, u, v〉 and generates a circuit C that
succinctly representsH . The circuit C is specified as follows: C =∨e∈E(H) (∧ni=1 Xi(e) ∧∧nj=1 Yj(e)), where
Xi(e) =
{
xi if i ∈ T (e),
xi if i 6∈ T (e), and Yj(e) =
{
yj if j ∈ H(e),
yj if j 6∈ H(e).
It is easy to see that 〈G, w1, w2〉 ∈HAMILTONIANPATH if andonly if 〈C, u, v〉 ∈ SUCCINCT-LHYPERPATH.Hence Theorem6.3
is proved.  (Theorem 6.3)
We next give a polynomial-time many-one reduction from SUCCINCTHAMILTONIAN PATH to k-SUCCINCT-LHYPERPATH to
prove that the latter problem is NEXP-hard. The problem SUCCINCTHAMILTONIAN PATH is known to be complete for NEXP
(see [25]) and is defined as follows: Given the succinct representation C of a directed graph G and given two vertices u and
v of G, does G have a Hamiltonian path from u to v?
Theorem 6.4. For every k ≥ 2, k-SUCCINCT-LHYPERPATH is NEXP-complete.
Proof. Let k ≥ 2 be a fixed integer and letM ′ be a machine defined similarly asM is defined in the proof of Theorem 6.3. It
is easy to see thatM ′ is an NEXP machine that accepts k-SUCCINCT-LHYPERPATH.
We now give a polynomial-time many-one reduction σ from SUCCINCTHAMILTONIAN PATH, a polynomial-time many-
one complete problem for NEXP, to k-SUCCINCT-LHYPERPATH. On input 〈C, u, v〉, where C is a circuit succinctly encoding
a directed graph G and u, v are vertices of G, σ outputs 〈C ′, x, y〉, where C ′ is the succinct representation of a 2-directed
B-hypergraph H such that 〈G, u, v〉 reduces to 〈H, x, y〉 via the reduction from HAMILTONIAN PATH to L-HYPERPATH
described in the proof of Theorem 4.4.
Given two bit-strings, with kdlog(n+1)e bits in each, representingU1 ⊆ V (H) andU2 ⊆ V (H), C ′ can computewhether
(U1,U2) ∈ E(H) by checking that (U1,U2) is a B-hyperedgewith |U1| ≤ 2, determining the indices of the vertices connected
by the hyperedge, and using the circuit C to evaluate the adjacency relation in G. Thus, a circuit C ′ encoding the directed
hypergraphH can be constructed in polynomial time from C . It follows that k-SUCCINCT-LHYPERPATH is NEXP-complete.
This completes the proof of Theorem 6.4.  (Theorem 6.4)
Thus, Theorems 6.3 and 6.4 show that a simple restriction on the nature of directed hypergraphs being considered leads to
a big jump in the computational complexity of the succinct version of the L-HYPERPATH problem. It is interesting to note
that while k-SUCCINCT-LHYPERPATH is PSPACE-complete for the case k = 1 [28,37,38], we have shown here that the same
problem is NEXP-complete for the case k ≥ 2.
7. Conclusion
In this paper, we introduced the notion of L-hyperconnection in directed hypergraphs and showed that this notion can
be used tomodel problems in diverse domains. We proved that several problems related to L-hyperpaths and L-hypercycles
are likely to be computationally hard, since these problems are complete for complexity classes such as NP,Σp2 ,Π
p
2 , and DP.
We now mention some research directions.
Acharya [1] showed a connection between the cyclomatic number and the planarity of an undirected hypergraph. Does
the L-cyclomatic number of directed hypergraphs have any connection with notions in the theory of directed hypergraphs?
We showed two problem domains where L-hyperpaths can be used to model computational problems. Are there other
problem domains where L-hyperpaths can be used?
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