account to prevent the use of the articulatory control process (hence the common term articulatory suppression) and so both short and long items decay at the same rate.
The time-based word length effect has been replicated many times using the original stimuli (e.g., Cowan, Day, Saults, Kellar, Johnson, & Flores, 1992; Longoni, Richardson, & Aiello, 1993; Lovatt, Avons, & Masterson, 2000; Nairne, Neath, & Serra, 1997) . However, there have been no demonstrations of a time-based word length effect using other sets of words. Indeed, there are 5 sets of stimuli, in which short and long words differ only in pronunciation time, that fail to produce a time-based word length effect (Lovatt, Avons, & Masterson, 2000; Neath, Bireta, & Surprenant, 2003 ; see also Service, 1998) .
The lack of a time-based word length effect when using words other than the original stimuli poses a problem for memory models incorporating a subsystem like the phonological loop. Despite this, proponents of the decay offset by rehearsal view emphasize the robustness of the syllable-based word effect as evidence for their view.
Unlike the time-based word length effect, the syllable-based word length effect has been found with a large number of different stimulus sets. Moreover, it is observable on a variety of different tasks, including reconstruction of order (Bireta, Neath, & Surprenant, 2006) , serial recognition (Baddeley, Chincotta, Stafford, & Turk, 2002) , free recall (Watkins, 1972) , single-item probe recall (Avons, Wright, & Pammer, 1994) , and both simple (LaPointe & Engle, 1990) and complex span tasks (Tehan, Hendry & Kocinski, 2001 ).
Alternative Accounts and Stimulus Set Specificity

Neighborhood Size Effects 6
There have been several alternative explanations of the word length effect. Brown and Hulme (1995) proposed a model in which short and long words have a different decay rates, with short words decaying more slowly than long words, making short words easier to recall than long words. Unlike the phonological loop model, this one has no role for rehearsal. Nonetheless, simulations show the model accounts for many aspects of the word length effect. The feature model (Neath & Nairne, 1995) also posits an item-based explanation of the word length effect, but with no role for decay. According to the model, long words have more segments than short words. If one assumes a fixed probability of making an error while assembling the segments for recall, then there are more opportunities for a mistake with long words, thus, a word length effect will result. Again, simulations have shown the model accounts for the major effects observed, including the removal of the word length effect by concurrent articulation.
Even though the phonological loop framework and the two simulation models all account for the word length effect, they do so by appealing to different underlying mechanisms. Because of this, the models make different predictions for situations in which short and long words are mixed in the same list. According to the phonological loop framework, the list that can be rehearsed most quickly will be recalled best, and the list that requires the most time to be rehearsed will have the lowest level of recall. The mixed lists as a whole will take less time to rehearse than the pure long, but more time to rehearse than the pure short, and so recall of short and long items in mixed lists should be intermediate between that of pure short and pure long lists. Importantly, recall of short and long items from mixed lists should be equivalent. In contrast, because they focus on item-based processes, both the Brown and Hulme (1995) model and the feature model Neighborhood Size Effects 7 predict short words in mixed lists will be better recalled than long words in mixed lists.
Despite the clear-cut predictions, the results are ambiguous. For example, Cowan, Baddeley, Elliott, and Norris (2003) reported one experiment in which they included pure lists of six short (1 syllable) or six long (5 syllable) words and mixed lists of alternating short and long words. They found that recall performance was best for pure short lists, worst for pure long lists, and intermediate for mixed lists, just as predicted by the phonological loop framework. They also found that recall of short words from mixed lists was better than recall of long words from mixed lists, just as predicted by the two models.
In contrast, Hulme, Surprenant, Bireta, Stuart, and Neath (2004) found that recall of short items in mixed lists was equivalent to recall of long items in mixed lists, just as the phonological loop framework predicts. They also found recall of short items in mixed lists was equivalent to recall of short items in pure lists, just as the two simulation models predict. Bireta et al. (2006) examined whether the differing results were due to methodological differences or stimulus set differences. Regardless of which methodology they followed, they replicated the results reported by Cowan et al. (2003) 
Neighborhood size and word length
Given that it is increasingly apparent that the results of a study can vary Neighborhood Size Effects 8 substantially depending on the particular words included, Jalbert et al. (2011) looked at other ways in which short and long words might generally differ. Although researchers try to equate short and long words on those dimensions that could lead to performance differences, many possibly relevant dimensions are not usually considered. One such dimension is neighborhood size.
A neighbor of a word can be defined as a word that differs from a target word by only one letter (for orthographic neighbors) or only one phoneme (for phonological neighbor) (see Coltheart, Davelaar, Jonasson, & Besner, 1977; Luce & Pisoni, 1998) .
Following Jalbert et al. (2011) , we focus on orthographic rather than phonological neighbors, as that eliminates the difficulty of differences in pronunciation and therefore phonological composition. We also follow the definition that an orthographic neighbor is one that differs from the target word by the substitution of a single letter at any position.
For example, orthographic neighbors of the word cat would include bat, fat, cot, cut, cab, can, and so on.
Three published papers have shown better recall of words with large neighborhoods compared to words with smaller neighborhoods. Roodenrys, Hulme, Lethbridge, Hinton, and Nimmo (2002) used a span task, with auditory presentation and spoken recall, and found larger memory spans for words with a larger neighborhood size compared to words with a smaller neighborhood size. Importantly, they tested three different sets of CVC words. Allen and Hulme (2006, Experiment 2) replicated this neighborhood size effect, but did so with spoken serial recall rather than using a span task. Finally, Jalbert et al. (2011) Non-words can also have neighbors. An orthographic neighbor of a nonword is a word that differs from the nonword by just one letter; for example, neighbors of the nonword rin include bin, ran, and rip. found that recall of lists of nonwords with a large neighborhood was better than recall of lists of nonwords with a small neighborhood. Roodenrys (2009) argued that the effects of neighborhood size on serial recall occur at retrieval by facilitating the reconstruction of a degraded trace. This process is called "redintegration". Roodenrys argued that the effect should be placed at output based on the results of phonological neighborhood effects in language tasks. In particular, large phonological neighborhoods (and high frequency neighbors) act to reduce the probability that a word will be correctly perceived in noise and increase the response time when identifying spoken words (Luce, Pisoni, & Goldinger, 1990) . In contrast, those same variables have a facilitative effect on speech production tasks (e.g., Vitevitch, 2002; Vitevich & Sommers, 2003) . This concept of redintegration is not necessarily tied to any particular model; for example, it can be readily implemented in both interactive activation (McClelland & Rumelhart, 1981) and language-based models of short-term memory (Martin, Lesch, & Bartha, 1999 ). These will be considered more fully in the general discussion.
Of relevance to the word length effect, short English words tend to have more neighbors than do long English words. Jalbert et al. (2011) examined published word length studies in which details of the stimulus sets were reported. Neighborhood size was calculated using the Medler and Binder (2005) database, which in turn is based on the CELEX database. For thirteen such studies, the short words had a mean neighborhood Neighborhood Size Effects 10 size of 8.61 compared to 0.24 for the long words. Thus, previous demonstrations of a word length effect could be due to length, but could also be due to the confound of neighborhood size. Jalbert et al. (2011) reported a series of studies that examined whether word length or neighborhood size was driving the word length effect. In one experiment (using both a serial reconstruction of order and a serial recall) they compared recall of lists made up of words with large and small neighborhoods as well as mixed lists made up of alternating large and small neighborhood words. Word length was held constant.
Importantly, the full pattern of results resembled the most often-seen pattern when short and long words are presented in pure and mixed lists: A neighborhood size effect was observed with pure lists, but not with mixed lists. This pattern was identical with both recall methods. If neighborhood size is to be a plausible factor in causing for the word length effect, it is critically important that the results of the pure vs. mixed manipulation be the same as in word length experiments. Next, they demonstrated that when short and long words were equated for neighborhood size, the word length effect disappeared. They created two sets of stimuli.
In each, the short (1 syllable) and long (3-syllable) words were equated on the following dimensions: Concreteness, familiarity, imageability, frequency (Kucera-Francis, Thorndike-Lorge, and CELEX), orthographic frequency, orthographic neighborhood size, bigram frequency, neighbor overlap, and PSIMETRICA dissimilarity (see Jalbert et al., 2011 , for details). For both sets of stimuli, serial reconstruction of order of short and long words was equivalent. This result was also replicated using spoken serial recall. In other words, the word length effect disappeared when short and long words were equated for neighborhood size. Jalbert et al. (2011) concluded that the word length effect might be better explained by the differences in linguistic and lexical properties of short and long words rather than by length per se. If the effect is really due to neighborhood size, however, variables that interact with word length should also interact with neighborhood size. Thus, concurrent articulation, which abolishes the word length effect, should abolish the neighborhood effect. Note that, although concurrent articulation eliminates a great many phenomena in immediate serial recall, it by no means quashes all of them; in particular, concurrent articulation does not abolish many so-called "long-term memory effects" including the concreteness effect (Acheson, Postle, & MacDonadd, 2010) ; the frequency effect (Gregg, Freedman, & Smith, 1989; Tehan & Humphreys, 1988) , or the word class and imageability effects (Bourassa & Besner, 1994) . So, if neighborhood size really is mediating the word length effect, then the following should be observable: (1) The neighborhood size effect should be abolished by concurrent articulation, just like the word length effect is abolished by concurrent articulation; and (2) long words with large neighborhoods should be better recalled than short words with small neighborhoods. The purpose of the current experiments was to test these predictions.
Experiment 1
Concurrent articulation is known to abolish or greatly attenuate the word length effect (Baddeley et al., 1975 (Baddeley et al., , 1984 Bhatarah, Ward, Smith, & Hayes, 2009; Longoni et al., 1993; Romani, McAlpine, Olsen, Tsouknida, & Martin, 2005; Russo & Grammatopoulou, 2003) . If the word length effect is really due to differences in neighborhood size between short and long words, then concurrent articulation should also Neighborhood Size Effects 12 remove the neighborhood size effect. In Experiment 1, then, subjects saw a list of 1-syllable words, half with large neighborhoods and half with small neighborhoods. Half of the subjects engaged in concurrent articulation during list presentation and half did not.
Method
Subjects. Thirty-two undergraduates from Memorial University of Newfoundland volunteered to participate in exchange for a small honorarium. All were native speakers of English.
Stimuli. The stimuli were the 32 three-phoneme CVC words from the low neighborhood frequency set in Experiment 3 of . Although initially selected for a manipulation of phonological neighborhood size -half had a large neighborhood and half a small neighborhood size -the words also differ in terms of orthographic neighborhood size. Orthographic neighborhood size was calculated using the MCWord Database (Medler & Binder, 2005) , and this value was 3.8 for the small neighborhood words and 12.6 for the large neighborhood words.
Pronunciation time was measured for the small-and large-neighborhood words to ensure that any effect of neighborhood size found could not be attributable to differential articulation fluency. Following the procedure of Neath et al. (2003) , ten additional native speakers of English, who did not take part in the main experiment, were asked to repeat the lists ten times out loud as fast as they could, and were recorded digitally. (These 10 subjects also provided the individual word pronunciation times in Experiments 2 and 3.) Individual word pronunciation times from the tenth repetition were measured using the Audacity program, which enables precise selection of each word. The small neighborhood words took a mean of 563.33 ms to pronounce (SD = 40.45), compared to Neighborhood Size Effects 13 563.03 ms (SD = 71.07) for the large neighborhood words; these values did not differ, t < 1.
Pronunciation time was also measured for the list as a whole, following the procedure of Woodward, Macken, and Jones (2008) . On each trial, six words were randomly drawn from either the small-or the large-neighborhood pool, and were presented simultaneously on the computer screen. There were ten small-neighborhood lists and ten large-neighborhood lists, in random order. Ten additional native speakers of English were asked to read the six-word lists out loud as fast and as accurately as possible. (These 10 subjects also provided total list pronunciation times in Experiments 2 and 3.) Total pronunciation time for the ten small neighborhood and the ten large neighborhood lists was then computed. The small neighborhood lists took a mean of 2663.09 ms to pronounce (SD = 327.30), compared to 2691.84 ms (SD = 394.71) for the large neighborhood lists; these values did not differ, t < 1.
Design and Procedure. There were four types of lists: Pure lists that contained only small neighborhood words; pure lists that contained only large neighborhood words; mixed lists that alternated small and large neighborhood words (i.e., small large small large small large); and mixed lists that alternated large and small neighborhood words (i.e., large small large small large small). There were 15 trials for each type of list, randomly ordered for each subject. Concurrent articulation was manipulated betweensubjects and neighborhood size and list type were manipulated within-subjects.
On each trial, six words were randomly selected from the pool, and were presented at a rate of one item per second on a computer screen. At the end of list presentation, the six words from the current trial appeared as labels, in alphabetical order, Neighborhood Size Effects 14 on buttons on the computer screen and subjects were asked to reconstruct the order in which the words were presented by clicking on the appropriately labeled buttons with the mouse. Subjects were asked to click on the first word first, the second word second, and so on. There was no time limit for recall. Once the subject had finished recalling the words, he or she clicked on a button on the computer to begin the next list.
Half of the subjects were asked to engage in concurrent articulation during the presentation of the items. They were asked to say the letters A, B, C, D, E, F, G out loud during the presentation of the list of to-be recalled words. Subjects were tested individually, and an experimenter was present throughout to ensure compliance with the instructions.
Results
A word was considered correctly recalled if it was selected in the correct serial position. Following Hulme et al. (2004) , derived lists for words from small and large neighborhoods presented in mixed lists were constructed. Thus, small neighborhood words in mixed lists combined the first, third, and fifth words from the small large small large small large list and the second, fourth, and sixth words from the large small large small large small list. In this and all subsequent analyses, the .05 level of significance was adopted.
As can be seen in Figure 1 , in the silent condition large neighborhood words in pure lists were recalled better than small neighborhood words in pure lists, replicating the basic neighborhood size effect. Concurrent articulation eliminated this effect. For mixed lists, no neighborhood size effect was observed in either the silent or concurrent articulation conditions. Neighborhood Size Effects 15
These trends were analyzed with a 2 ! 2 ! 2 mixed design ANOVA with neighborhood size (small vs. large) and list type (pure vs. mixed) as within-subject factors and encoding condition (silent vs. concurrent articulation) as a between-subjects factor. There was a significant main effect of neighborhood size, 
Discussion
If neighborhood size is an important factor in driving previous word length effects, then one should expect similar interactions between neighborhood size and factors known to interact with word length. Experiment 1 found that a neighborhood size effect observed in pure lists was abolished by concurrent articulation, the same result seen with word length (e.g., Baddeley et al., 1975) . This confirms the first prediction:
neighborhood size interacts with concurrent articulation in the same way that word length does. In addition, Experiment 1 replicated the finding that neighborhood size effects are observed only in pure lists, not in mixed lists. Again, the pattern resembles that most often seen with word length (Bireta et al., 2007) .
These results are consistent with the claim that neighborhood size may have been the cause of previous demonstrations of the word length effect, because in those studies length and neighborhood size were confounded. If the claim is accurate, then results previously attributed to differences in length should be observable with stimuli that do not differ in length as long as the stimuli differ in neighborhood size.
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It is difficult to explain the results from the perspective of the phonological loop framework because concurrent articulation is thought to interfere with the articulatory control process. However, another way of thinking about concurrent articulation is something that adds to the cognitive load by, for example, having to engage in a second activity and by adding noise to the to-be-remembered items (e.g., Murray, Rowan & Smith, 1988; Nairne, 1990; Neath, 2000) . In pure lists, a large neighborhood may help recall by assisting with the redintegrative process (e.g., Jalbert et al., 2011; Roodenrys, 2009 ). For example, if one were to assume that the degraded cue serves as input to an interactive network, then the slight activation in the network accruing from the commonalities of the neighbors --which by definition differ by only 1 letter --could readily lead to more successful redintegration of a target. In mixed lists, both small-and large-neighborhood items need identifying, which slightly helps the small neighborhood items while slightly hurting the large neighborhood items. The small-neighborhood items are helped by the removal (relative to the pure lists) of three additional harder to redintegrate items whereas the large-neighborhood items benefit by the addition of three easier to redintegrate items. If concurrent articulation adds noise, then the benefit conveyed by having a larger number of neighbors will be removed, thus lowering performance substantially for large neighborhood items. However, small neighborhood items never had much of a benefit from neighbors to begin with, so interfering with this process has little effect.
Regardless of the explanation, the confirmation of the first prediction supports the view that length may not be the cause of the word length effect. We now turn to the second prediction: If we reverse the usual confounding of length and neighborhood size Design and Procedure. The design and procedure was that same as Experiment 1 except for the use of nonwords instead of words.
Results and Discussion
As can readily be seen, Figure 2 looks just like Figure 1 despite the change from words to nonwords. In the silent condition, large neighborhood nonwords in pure lists were recalled better than small neighborhood nonwords, replicating the basic neighborhood size effect. Concurrent articulation eliminated this effect, just as it did for words. In the mixed lists, no neighborhood size effect was observed in either the silent or the concurrent articulation conditions.
----------------------------------Insert Figure 2 About Here ----------------------------------
These trends were analyzed with a 2 ! 2 ! 2 mixed design ANOVA with neighborhood size (small vs. large) and list type (pure vs. mixed) as within-subject There were some slight differences in the particular pattern of significant interactions between Experiments 1 and 2, but nonwords do sometimes result in a slightly different patterns than do words (e.g., Romani et al., 2005) . The major results of both experiments, however, are the same: (1) A neighborhood size effect is seen in pure lists but not mixed lists in the silent condition, and (2) this effect is removed by concurrent articulation. Once again, the results -this time with nonwords -parallel those observed with manipulations of word length.
Experiment 3
The purpose of Experiment 3 was to use a completely factorial design to study word length and neighborhood size, that is, to compare short items with a small neighborhood, short items with a large neighborhood, long items with a small neighborhood, and long items with a large neighborhood. While the ideal experiment would use words, there are not enough suitable long words in the English language that have large neighborhoods. Given the similarity in results found in Experiments 1 and 2, we therefore used nonwords. If neighborhood size is driving the word length effect, there should be better recall of nonwords with large neighborhoods than those with small neighborhoods regardless of their length. If length is driving the word length effect, there should be better recall of short nonwords than long nonwords.
Method
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Subjects. Sixteen undergraduate students from Memorial University of Newfoundland participated in exchange for a small honorarium. All were native speakers of English and none had participated in Experiment 1 or 2.
Stimuli. A set of 48 nonwords (see Appendix B) was created using the orthographic word form database of Medler and Binder (2005) . Half were short (monosyllabic) and half were long (disyllabic). In addition, half had a small neighborhood size (0 neighbors) and half had a large neighborhood size. Pronunciation time was again measured using the same extra-experimental subjects as in Experiments 1 and 2. There was no difference in pronunciation time as a function of neighborhood size for short nonwords (488.48 ms, SD = 43.26 for small vs. 485.66 ms, SD = 58.96 for large; t < 1) or for long nonwords (566.01 ms, SD = 63.95 for small vs. 562.12 ms, SD = 69.23 for large; t < 1). However, when collapsed over neighborhood size, the short and long words differed significantly in pronunciation time, 487.07 ms (SD = 50.35) vs.
564.07 ms (SD = 62.35), t(9) = 6.01, p < .001. This difference is of the same order of magnitude as in studies investigating the time-based word length effect (e.g., Neath et al., 2003) .
Pronunciation time was also computed for the entire lists using the same procedure and subjects as for Experiments 1 and 2. There was no difference in pronunciation time for large neighborhood nonwords and small neighborhood nonwords Design and Procedure. The design and procedure was similar to Experiments 1 and 2, except for the following: (1) There was no concurrent articulation task and (2) there were no mixed lists. Length (short vs. long) and orthographic neighborhood size (small vs. large) were within-subject variables. Each type of list (i.e., small neighborhood, short length, or large neighborhood, short length, etc.) was presented 15
times; the order of lists was randomized for each subject.
Results and Discussion
As a manipulation check, we first compared recall of short nonwords with a large neighborhood to that of long nonwords with a small neighborhood. According to Jalbert et al. (2011) , this corresponds to the stimuli used in typical word length studies. The short items should be better recalled than the long items, and indeed, they were: 0.543 vs.
0.490, significant by a Tukey HSD test.
As shown in Figure 3 , recall was related to neighborhood size rather than length.
The data were analyzed with a 2 ! 2 repeated measures ANOVA with neighborhood size (small vs. large) and length (short vs. long) as within-subject factors. There was a main Because there was no effect of length, it is possible that subjects used a strategy in which they focused only on the first letters of each nonword rather than on the entire nonword. If this strategy were adopted, a list with nonwords sharing the same first letter (i.e., farnza, fidir, nublay, nusen) would be harder to recall than a list in which all items began with a different first letter (i.e., agald, fidir, nublay, rirdy) . However, it is unlikely that this strategy was used here because it would also result in an absence of a neighborhood size effect. Focusing on just the first letters would remove both main effects, rather than just selectively removing the effect of length.
As with words, short nonwords that follow the general rules of English have more neighbors than otherwise comparable long nonwords. Unlike words, however, there are a sufficient number of nonwords that it is possible to manipulate length and neighborhood size factorially. When this is done, two results stand out: (1) only neighborhood size had a measurable effect on the proportion of items correctly recalled, and (2) short length/large neighborhood items are recalled better than long length/small neighborhood items. This latter finding corresponds to the typical manipulation of word length in the literature, in which length and neighborhood size are confounded.
General Discussion
The current experiments tested two predictions that arise from the claim that neighborhood size, rather than length per se, mediates the word length effect. If previous demonstrations of the word length effect were caused by comparing short items from large neighborhoods to long items from small neighborhoods, then (1) concurrent articulation should remove the neighborhood size effect, just as it removes the word length effect, and (2) long words with a larger neighborhood should be better recalled than short words with a smaller neighborhood.
Experiment 1 showed that the neighborhood size effect observed in the silent condition was abolished in the concurrent articulation condition. Moreover, the neighborhood effect was apparent only in the pure lists, not in the mixed lists. Both of these findings parallel those most often seen with word length. Experiment 2 replicated the major results of Experiment 1: Concurrent articulation also abolishes the neighborhood size effect for nonwords. Finally, Experiment 3 used a completely factorial design to assess length and neighborhood size, and found a main effect of neighborhood size and no effect of length.
Given these results, and those of Jalbert (2011) , the most plausible explanation of the word length effect is that it is not caused by length per se but rather by some property correlated with length such as neighborhood size. Neighborhood size is a better predictor of performance than word length, but it is likely that other lexical or linguistic factors may be important as well. Consideration of such factors may also explain why so many of the results involving word length critically depend on the particular stimulus set used.
One possible concern is that the word length effect was attenuated by the recall methodology. More specifically, a proponent of the phonological loop might argue that visual presentation and reconstruction of order could diminish the size of the word length effect because it is explained by articulation time. Jalbert et al. (2011) tested this possibility by comparing recall patterns of short and long words using written recall and reconstruction of order. There was no difference in the recall pattern as a function of the test (Jalbert et al., 2011, Experiment 1) . Furthermore, the absence of a word length effect when short and long words are equated for neighborhood size has previously been demonstrated using a spoken serial recall task (Jalbert et al., 2011, Experiment 5) . In addition, in the present Experiment 3, there was an effect of word length when neighborhood size was confounded, as is typically done in word length studies.
Therefore, these factors do not appear to be critical.
A second concern may be that because part of our argument is correlational in nature (i.e., emphasizing the similar effect of concurrent articulation on both word length and neighborhood size manipulations), the tests of our thesis are not particularly strong.
This concern is only partly warranted. We acknowledge that finding that concurrent articulation abolishes the neighborhood effect does not necessarily mean that it is the same thing as word length. However, had we failed to find that concurrent articulation abolishes the neighborhood size effect, then our thesis would have been falsified. It was a distinct possibility that neighborhood size might be like manipulations of concreteness, frequency, imageability, and word class, and be immune to concurrent articulation. Thus, the experiment is a strong test of the hypothesis.
The observation that having more neighbors helps recall performance may appear surprising because having a large neighborhood can be detrimental for certain tasks like spoken word recognition (e.g., Luce & Pisoni, 1998) . However, having a large neighborhood size can help on tasks that require the production of the words from memory. For example, Vitevitch (2002) showed that participants made more errors for words with fewer similar sounding words (i.e., small neighborhood) than for words with more similar sounding words (i.e., large neighborhood) in a speech production task.
Similarly, words from small neighborhoods are identified more slowly than large neighborhood words in picture naming tasks (see also Vitevitch & Sommers, 2003) . This is the reasoning behind placing the facilitative effects of neighborhood size at output: speech production but not perception is enhanced by increased number of neighbors.
These results are problematic for any version of the so-called 'standard model' (see Nairne, 2002, and Neath, 2009 , for reviews) in which decay is offset by rehearsal and concurrent articulation has its effect by blocking rehearsal. Perhaps the most well-known of these is the phonological loop component of working memory.
According to this account, "memory traces decay over a period of a few seconds, unless revived by articulatory rehearsal" (Baddeley, 2000, p. 419) . This view predicts both a time-based word length effect and a syllable-based time word length effect, both of which are abolished (or greatly attenuated) by concurrent articulation. Within this framework, concurrent articulation is seen as preventing or interfering with articulatory rehearsal, which prevents the decaying traces from being refreshed. The problem for this type of account is explaining why there are sometimes no effects of word length and why concurrent articulation eliminates the neighborhood size effect. As an interesting side note, these data suggest that perhaps the effects of concurrent articulation may not be at the level of rehearsal but rather may interfere with output of the words, perhaps interfering with output production mechanisms. However, this is purely speculative at this point and will need empirical investigation to support it.
The results are less problematic for some of the item-based accounts. For example, within the context of the feature model, concurrent articulation has always been Neighborhood Size Effects 28 viewed as adding noise to the memory trace (Nairne, 1990 ; see also Murray, Rowan, & Smith, 1988) . If this is the case, then it is easy to explain the current effects. Roodenrys (2009; see also Roodenrys & Miller, 2008) has suggested that the locus of the neighborhood size effect is during redintegration. If the degraded items in memory serve as input to an interactive network, activation in the network from the item's neighbors could lead to more successful redintegration of the to-be remembered items. In other words, the more neighbors you have, the more activation you will get in an interactive memory network and the easier the items are going to be to recall. However, if noise is added by having the task performed along with concurrent articulation, it could remove the benefit of the large neighborhood items by reducing the activation levels.
In addition, these effects can easily be handled by language-based models of short-term memory including a number of different types of interactive activation models (e.g., McClelland & Rumelhart, 1981; Martin, et al., 1999) . In particular, the Martin et al.
model includes separate input and output buffers that are connected only through the long-term knowledge structure. In this model the different representations can be affected by different variables thus accounting for the opposing effect neighborhood size has on speech perception and production. Thus, the redintegration argument put forth here would predict that concurrent articulation has its effect at the level of the output process in that model. Much of the data supporting this model comes from individuals with various forms of brain damage resulting in perception and/or production difficulties. It remains to be seen whether neighborhood size is a variable that shows similar effects in patient populations.
The word length effect has been termed one of the benchmark findings that Neighborhood Size Effects 29 models of short-term memory must account for and has greatly influenced the development of many theories of memory. However, the time-based word length effect occurs only with one set of stimuli, and Jalbert et al. (2011) suggested that past demonstrations of the syllable-based word length effect included a confound: the short words had more neighbors than the long words. If neighborhood size was driving previous demonstrations of the word length effect, two predictions follow. The results of Experiment 1 confirm the first prediction, that concurrent articulation should remove the neighborhood size effect, and the results of Experiment 3 confirm the second, that when length and neighborhood size are factorially manipulated, size will be a factor but length will not. These results are problematic for any theory of memory that includes decay offset by rehearsal, but are consistent with accounts that include a redintegrative stage that is susceptible to disruption by noise. 
