Remark 2 We cannot characterize so far all L evy processes for which Theorem 3.2 holds. However, the present argument given for that theorem easily shows that its statement holds when, say, + is equivalent to the tail of a distribution in S(), and 0 is of a smaller order. Then, in particular, The case when 0 is equivalent to the tail of a distribution in S(), and + is of a smaller order is, of course, similar. where (X 3 (t); t 0) is a process with stationary independent increments and characteristic exponent where k is an absolute constant. This completes the proof of Theorem 3.1 in its full generality. In particular, n satises the assumptions of the theorem. Therefore, (3.22) holds. Of course, both (3.23) and (3.24) hold as well. Write X(t) = W n (t) + Z n (t); t 0;
(3:27) X n (t) = W n (t) + U n (t); t 0;
(3:28)
where the processes n = (W n (t); t 0), Z n = (Z n (t); t 0) and U n = (U n (t); t 0) are processes with stationary independent increments, with corresponding characteristic exponents The processes n and Z n are independent in (3.27), and the processes n and U n are independent in (3.28).
Observe that if B = (B(t); t 0) is a Brownian motion with drift b and dispersion , then, as before, we obtain Z n ) B and U n ) B as n ! 1 weakly in D[0; 1] equipped with Skorohod's J 1 topology.
We use once again the embedding theorem quoted above to put everything on the same probability space in the following way. Let n be the same in (3.27) and (3.28) and live on ( 1 ; 1 ; P 1 ), and let Z n ; U n and B live on another probability space, ( 2 ; 2 ; P 2 ) in such a way that Z n ! B a.s; U n ! B a.s. in D[0; 1] as n ! 1. Observe that (3.25) holds with D n (t) = Z n (t) 0 U n (t); t 0. (3:24) By an embedding theorem (see e.g. Theorem IV.3.13 of Pollard [Pol84] ) we may assume that (X(t); t 0) and (X n (t); t 0) are dened on the same probability space in such a way that X n ! X as n ! 1 a.s. in D[0; 1] and the process (D n (t) = X(t) 0 X n (t); t 0) is independent of the process (X(t); t 0). Then, in particular, Let (X 0 (t) = X(t) 0 bt; t 0). Then the process X 0 = (X 0 (t); t 0) is a compound Poisson process, and so for this process the statement of the theorem has been proved to be true. We now use (3.25) and let rst n ! 1 and then ! 0 to obtain (3.19).
We now consider the general case of characteristic exponent given by (1.2). The argument is similar to the one before. For an n 1 let X n = (X n (t); t 0) be a process with stationary independent increments and characteristic functional given by n () = n(e ib=n 0 1) + n (3:26) (recall that (01)! = 1), and so (3.9) will follow if we prove that for every n 2 and 2 k n, lim x!1 P (A k n (x)) 0 (x) + + (x) = 0:
(3:17)
To this end observe that it follows from (3.10) and (3.14) that for every n 2 and 2 k n, Z j 1) , and n is the law of (Z 1 + : : : + Z n01 )1 ( n01 j=0 Z j 1) . Now (3.17) follows from (3.18) and Lemmas 2.2, 2.3 and 2.4. This proves (3.9). Now the conclusion of Theorem 3.2 in the compound Poisson case follows from (3.9), (3.8) and (3.5).
We have, therefore, established the conclusion of Theorem 3.1 for compound Poisson processes. As announced, our next step is to prove this theorem in the general case.
Proof of heorem 3.1 in the general case: We start with observing that For an n 1 let X n = (X n (t); t 0) be a process with stationary independent increments, with The latter space is equipped with Skorohod topology J 1 . See e.g. Skorohod [Sko57] . Now, X n is a compound Poisson process and its L evy measure is given by n = + n fb=ng :
In particular, n satises the assumptions of the theorem. Therefore, as we know by now, It is interesting to nd out how wide is the class of L evy processes for which (3.3) holds. We do not know the answer yet.
Our argument will go as follows. We will rst prove Theorem 3.2 for the particular case when the L evy process X is a compound Poisson process. Together with (3.5) this will establish the statement of Theorem 3.1 for that particular case. We will then extend the latter to the general case, from which the general case of Theorem 3.2 will follow after appealing once again to (3.5). The following is the main theorem of this paper. It gives the exact tail behavior for the probability P ( (1) follows, when 0 (x) + + (x) is also equivalent to the tail of a distribution in S(), from the general theory of subadditive functionals of innitely divisible processes with exponential tails developed in Braverman and Samorodnitsky [BS95] . The result of the present paper gives the exact weights one needs to put on the positive and negative parts of the integrated L evy measure, + (x) and 0 (x) to make the limit exist, and equal to 1. and here + and 0 are de ned by (3.1). Theorem 3.1 is closely connected with the next theorem. In fact, the two are reformulations of each other. We state the two theorems separately both because the latter one exhibits a rather unexpected property of L evy processes with exponential tails and because our strategy in the proof will be to switch from one formulation to another at the appropriate moments. Proof: Let n = Z 1 + : : : + Z n ; n 1 and (t) = maxfn : n t ; t > 0. Using the notation If 1 2 S() implies 1 2 S(), then Lemma 1.1 (ii) shows that 2 S() implies 2 S().
Therefore, it is enough to prove the proposition under the assumption k(x) k in (2.5).
Observe that in the latter case is absolutely continuous and In the following section we collect and prove auxiliary results needed for the proof of the main result of the paper, which stated and proved in Section 3.
re n r res s n es es
Let be a nite measure on [0; 1). We use the usual notation for the tail of , (x) = (x; 1); x > 0, and we introduce further the integrated tail of bỹ > 0 then is e uivalent to the tail of a distribution in the class (). treated using the general results of Rosinski and Samorodnitsky [RS93] . The corresponding case of exponential tails of L evy measure could not be precisely described by the existing results, with only partial information available (see Braverman and Samorodnitsky [BS95] , and it is our goal in this paper to nd the exact asymptotic distribution of the sample path integral (T) = Occasionally we will abuse the terminology a bit and apply the expression 2 () to nite (not necessarily probability) measures on [0; 1).
We will use several well-known facts about distributions with exponential tails, which are collected for convenience below. It is well known that a L evy process has a measurable version, and in the sequel we will without any further notice take a measurable version of X and any other process with stationary independent increments. Studying the distributional properties of the integrals of the absolute values of L evy processes is not an easy task. In the case of Brownian motion this can be done using Kac's formula (which can be even made to work for the integral of the Brownian bridge), as demonstrated by Shepp [She82] . However, this approach does not seem to be convenient to use in the case of more general L evy processes, for the resulting equations become too complicated. Therefore, other approaches are called for. For L evy processes with subexponential tails of the L evy measure, such integrals can be
