Low rank recovery problems have been a subject of intense study in recent years. While the rank function is useful for regularization it is difficult to optimize due to its non-convexity and discontinuity. The standard remedy for this is to exchange the rank function for the convex nuclear norm, which is known to favor low rank solutions under certain conditions. On the downside the nuclear norm exhibits a shrinking bias that can severely distort the solution in the presence of noise, which motivates the use of stronger non-convex alternatives. In this paper we study two such formulations. We characterize the critical points and give sufficient conditions for a low rank stationary point to be unique. Moreover, we derive conditions that ensure global optimality of the low ranks stationary point and show that these hold under moderate noise levels.
Introduction
Recovering a low rank matrix from noisy measurements is a problem that is frequently occurring in many applications. Typically we are trying to recover a matrix X from a set of noisy observations AX ≈ b of linear combinations of the elements in X. Here A is a linear operator M n1,n2 → R m , where M n1,n2 is the set of matrices of size n 1 × n 2 with real or complex coefficients, and b ∈ R m . The linear system is often vastly under-determined and therefore regularization in the form of a rank penalty or constraint is usually applied, resulting in the objective functions µrank(X) + AX − b 2 (1) and
where
with R K = {X ∈ R n1×n2 ; rank(X) ≤ K}. Finding the global minimizers of the above objective functions can however be challenging since the rank function is non-convex and discontinuous. To simplify optimization a by now standard approach is to replace the rank function with the convex nuclear norm X * = i σ i (X) [26, 4] resulting in the relaxation µ X * + AX − b 2 .
It was observed in [12] that the nuclear norm is the convex envelope of the rank function over the set {X; σ 1 (X) ≤ 1}. In [26] the notion of restricted isometry property (RIP) was introduced to the matrix setting; RIP holds for the operator A if it fulfills
for all X with rank(X) ≤ K. Since then a number of generalizations that give performance guarantees for the nuclear norm relaxation have appeared [24, 4, 6] . While the convexity of the nuclear norm simplifies inference it also introduces a shrinking bias [23, 20, 17, 14, 16, 21, 7, 15] ; the rank function assigns a constant penalty to any non-zero singular value, independently of its size, whereas the nuclear norm penalty is explicitly based on the magnitude of the singular values. In high noise settings, where a large regularization weight µ is required, (4) often produce solutions that are far from the ground truth [23, 20, 17, 14, 16, 21, 7, 15] .
To completely remove the shrinking bias, singular values above a certain size should have a constant penalty, which again leads back to non-convex regularizers. Thus researchers have designed algorithms for non-convex formulations [23, 20, 16, 21, 7, 15] . These methods however usually only guarantee convergence to a stationary or locally optimal point. In [17, 25, 14] it was observed that it is sometimes possible to use a non-convex regulizer and still get a convex problem, when the data term is sufficiently convex. For example, [17] showed that the convex envelope of
is i r µ (σ i (X)) + X − M 2 F ,
where r µ (σ) = µ − max( √ µ − σ, 0) 2 . The function r takes the constant value µ when σ > √ µ. In addition the global optimizers of (6) and (7) are the same (assuming (6) has a unique solution). The more general problem
is not necessarily convex, but however in [8] it was shown that it has the same global minimizers as µrank(X)
if A < 1, where A denotes the operator norm of A (see Theorem 2.1). In this paper we will consider two versions of (8) , one which relaxes the penalty formulation (1) and a corresponding one for the rank constrained version (2) . We study the distribution of stationary points of these formulations and show that under a RLIP (which is essentially the lower bound of RIP, see Section 1.3) low rank stationary points are often unique. We then give conditions that ensure that the low rank stationary point is globally optimal and finally show that these are fulfilled as long as the noise level is not severe. The theorems, which are briefly presented in Section 1.4, are based on concrete estimates as opposed to the by now usual asymptotic probabilistic arguments which give results that usually apply for very large matrix sizes. The results are analogous to those presented in [11] , where it was shown that the vector counterpart of (8) yields the oracle solution under realistic assumptions on the noise level. Oracle type solutions in the matrix setting is discussed in Section 1.2.
Shrinking Bias
Before we present our theoretical results we first give a brief explanation of the shrinking bias of the nuclear norm which motivates the use of non-convex regularizers. First consider the problem of minimizing (6) using the relaxations (7) and
In both of these cases a closed form solution can be obtained from the SVD of M . In the first case (7) the solution is the so called hard thresholding of M [17] .
Note that this is also the solution of the original unrelaxed formulation (6) . For (10) we instead get the so called soft thresholding [3] , given by
Here we have chosen the regularization weights, µ and 2 √ µ respectively, so that the two methods are able to suppress an equal amount of noise (which we assume is what accounts for the singular values that are smaller than √ µ). However to suppress this level of noise the nuclear norm has to subtract equally much from the large singular values (that corresponds to the matrix we want to recover). For the above example with the data term X − M 2 F the matrices U and V are unaffected. With a more general data term of the type AX − b 2 this is nolonger the case and the solution obtained with the nuclear norm generally have different singular vectors. Since there is no closed form solution for this case we present a simple numerical evaluation, comparing (4) and (8) in Figure 1 . The data was generated in the following way: First we constructed a rank 4 matrix X of size 20 × 20 by selecting random matrices U and V of size 20 × 4 with i.i.d Gaussian entries with standard deviation 1. We then randomly selected an operator A represented by a 300 × 400 with i.i.d. Gaussian elements with standard deviation 1 √ 300 . It is known that operators of this type fulfills RIP with large probability [26] (at least asymptotically). We then created the observation vector using b = AX + where is Gaussian with standard deviation s. For the graphs in Figure 1 we used s = 0.1 and s = 0.5 to illustrate the effects of noise on the performance of the two methods. To circumvent issues with selecting optimal regularization weights for the two formulations we instead tested a range of values and plotted the resulting rank versus the data fit of the obtained solutions. It is clear that (8) gives better data fit for all ranks then (4) . The difference between the two methods is larger when the noise level is larger due to the fact that the nuclear norm has to suppress a larger magnitude of the singular values to remove the noise. An interesting observation is that (8) gives the same data fit regardless of µ as long as rank is the same. (Note that all curves contain 100 data points, however for (8) only one for each rank is visible since the rest are identical.) In contrast, to achieve the best possible performance with (10) µ needs to be selected as small as possible while still yielding the correct rank. From a practical point of view it is preferable not to have to search for this value. F (y-axis) using (4) (orange curves) and (8) (blue curves). The noise is i.i.d. Gaussian with std 0.1 (left) and 0.5 (right). Each run with a different µ is represented by a dot. The reason this is not visible in the blue curve is that for different values of µ, the algorithm finds the same point as long as the rank does not change.
Oracle type solutions for matrix recovery
Now assume that b is of the form AX 0 + where is noise and X 0 has low rank K. In the vector counterpart to the problems considered here, we proved that the global minimizer of our proposed regularized functionals is the so called "oracle solution" (c.f. Corollary 2.2 of [11] ). For the matrix case, it is not clear what the oracle solution should be. For example, in [5] it is suggested that the oracle solution X S be the one that you get if the "oracle" tells you the range of X 0 , and you find X S by solving the equation system
in a least squares sense. However, this solution is suboptimal when compared to the following one
which we brand the "best rank K solution". The key message of this paper is that the methods proposed here has a high chance of finding this solution under suitable assumptions on the noise level and structure of σ(X 0 ). Note that (13) and (2) are just two ways of writing the same problem. Of course, the entire discussion becomes vacuous if the best rank K solution does not exist, and this can actually happen; Consider the 2×2 case with K = 1 and let A(X) = b be the equation system x 12 = x 21 = 1 and x 22 = 0. Then
is of rank 1 clearly satisfies AX k − b → 0, but no rank 1 matrix can satisfy
A similar problem appears in this case for (8) and (9) with µ = 1, say. The global minimum of the functional in both cases is 1, which is never attained. However, in this case we also have
which is indicative of an ill-posed problem. In a sense it is an indication that we do not have enough measurements. Another way of putting it is that then the RIP constant δ 1 then is 1 or larger, and it is well known that even minimizing (4) does not necessarily yield a unique solution in this case. In the next section we introduce the RLIP-condition that is the theoretical assumption ruling out cases as the above one. As long as these constants are sufficiently good, we will show that X B does exist, is unique, and coincides with the (also unique) global minimizer of (8).
Restrictions on A and the RLIP-condition
Contrary to common belief, it is actually hard to determine if a problem instance has a "good" RIP-value (c.f. (5)) for a concrete application of fixed dimension. The reason for this is that while many theorems guarantee that δ K → 0 as some parameter related to the dimension approaches infinity, it is usually impossible to compute δ K in a concrete situation and there are no indications that these values should be "good" for medium size problems. We refer to [11] , Section 2.3, for more information on this.
For the theory developed in this paper we only need the lower estimate in (5) . We set
which we call the Restricted Linear Independence Property constants, and we say that A satisfies a RLIP-condition of order K if ρ K > 0 (c.f. (14) ). Clearly ρ K ≥ √ 1 − δ K with equality whenever the lower bound in (5) is achieved. For some of our stronger theorems we will also use the assumption A ≤ 1, which combined with ρ K > 0 clearly implies that A satisfies RIP with δ K = 1 − ρ 2 K . We prefer the RLIP framework as opposed to the more standard RIP since 1) for some theorems on uniqueness of sparse stationary points (such as Theorems 5.1 and 6.1) it is sufficient with RLIP alone, 2) when the upper estimate is needed we really need a bound on the whole operator norm A , 3) ρ K is a more natural constant for our framework and leads to much nicer formulas.
As a remark, we note that RLIP-constants can be introduced for any operator A on any vector space, if the condition rank(X) ≤ K is swapped for some other condition. For example, if A is a matrix, X are vectors and the condition is that card(X) ≤ K, then we retrieve the RLIP-constants β K that were used in [11] . In the present situation, if we columns stack the matrices X then the operators A get a concrete matrix representation and it is easy to see that the numbers β K are independent of how the column-stacking is performed. It is interesting to note that
where σ K denotes the K:th singular value of A, but we omit the short proof as this observation will not be used. Simply assuming that ρ K > 0 gives that the best rank K solution X B (c.f. (13) ) exists, although it may still be a set. This is easy to see, suppose that X n is a sequence of matrices with rank ≤ K such that
It follows by compactness that we can extract a subsequence which converges to a solution of (13). In the coming material we shall find that if ρ 2K is sufficiently close to 1, then X B is also unique.
Key contributions
We first discuss our results in the concrete case of minimizing (8) . The main theorems for this particular case read as follows:
Then the best rank K solution X B is unique and equals the (also unique) global minimum to (8) as well as (9) . Moreover
and rank(X) > K for any other stationary point X of (8) .
We note that one can find stationary points of (8) e.g. with FBS, which under mild conditions is proven to converge to a stationary point, see Section 7 for details. We also remark that the assumptions of the theorem are very natural; If the noise is too large or if the K:th singular value of X 0 is very small, there is clearly no chance of recovering X 0 . Moreover the chance of recovering X 0 clearly relies on an appropriate choice of µ, although the method is forgiving as long as µ is in the appropriate range, see Figure 1 .
We have found no result in the literature which is as strong as this one. The results concerning nuclear norm minimization (4) also have estimates of the form (16) , but are suboptimal due to the shrinking bias and moreover usually include stronger assumptions, such as δ 4K being small. Another strength of the above result is that the constant in the estimate (16) depends "gently" on ρ 2K ; for example the value ρ 2K = 1/2 gives "the good" constant 4, and this value of ρ 2K corresponds to a value of δ 2K = 1 − ρ 2 2K = 3/4, which is so large that similar RIP-based results we are aware of do not apply. Admittedly, A can be rescaled by a factor of 1 + δ 2K in order to get an equivalent problem with a more favorable RIP-constant, but after some computations this yields
= 3/5 which still is a very unfavorable value for RIP-based results. Recent contributions concerning non-convex bilinear parametrization in the case when the model order K is known, such as [13, 28] , guarantee perfect recovery in the case of no noise. To our knowledge, this is the first paper which gives conditions under which the best rank K solution X B is a point of convergence for a low rank recovery method in the presence of noise.
In fact, in the noise free case we can prove a simpler result as follows
.
Then X 0 is a stationary point of (8) which is a unique K−sparse minimizer, i.e. it solves
Moreover any other stationary point must have a higher rank.
In other words, the theorem says that there are no spurious rank K local minima of our functional. This should be compared with recent influential contributions such as [13] and [28] . Both papers display very promising informal versions of their results in the introduction, but a closer reading reveals that they only apply in the noise free setting. For example, Section 3.1 of [13] considers precisely the situation discussed here with = 0, and concludes with a theorem guaranteing that the method has X 0 as a stationary point if the RIP-constant δ 2K is less than 1/20, which is hard to satisfy in practice. In contrast the above theorem applies if A satisfies
Similarly, Section III.C.1 of [28] considers minimization of A(X − X 0 ) and give recovery guarantees based on assuming δ 4K < 1/5. It does not seem that the main theorem of that paper states anything about the case A(X − X 0 ) − for = 0, since it is assumed that the global minimum of the functional to be minimized already has low rank, which is very unlikely to hold in the case of A(X − X 0 ) − . Theorem 1.2 is a corollary of the results in Section 5.1, and is simpler to prove than Theorem 1.1, which is proved in Section 5.2. However, the main contribution of this paper is more general than an analysis of the particular functional (8) . Suppose that f is any sparsity inducing functional on R n , and that we form F on the matrix space M n1,n2 by setting
where n = min{n 1 , n 2 }. A key theoretical contribution is Section 4 which gives results on how to lift results concerning sparse vector estimation using f to analogous results for low rank matrix estimation using F . Once this machinery is in place, theorems as those above follows "easily" by applying the methods developed in [11] . Following [11] , we also investigate the concrete choice where F is the quadratic envelope (see Section 2) of the indicator functional ι R K of the set R K of matrices X satisfying rank(X) ≤ K. This functional is relevant when the sought rank K is known a priori. In this case we prove a theorem similar to (1.1) (see Theorem 6.4), but which is stronger in the sense that we do no need to find a suitable value of some parameter (such as µ).
The paper is organized as follows, in Section 2 we briefly recall properties of the quadratic envelope, used to regularize discontinuous penalties such as µrank(X). In Section 3 we recall some general observations from [22] about uniqueness of sparse stationary points. The paper really gets going in Section 4 which provides the tools to lift results about vectors to matrices for penalties of the form (17) . We then consider the concrete case of F (X) = µrank(X) in Section 5 and F (X) = ι R K (X) (the indicator functional of R K ; the set of matrices with rank ≤ K) in Section 6. In Section 7 we discuss algorithms, primarily FBS and ADMM, and we conclude with some numerical examples indicating that our proposed estimator is unbiased, as the title claims.
Relaxation via the quadratic envelope
Its potential use as for relaxing problems of the form f (x) + 1 2 Ax − b 2 by replacing these with
was investigated in [9] . In this paper we will fix γ = 2 and remove the traditional factor 1 2 in front of the 2 -term, since it simplifies formulas. This is not a limitation since one can always obtain such a problem by rescaling f, A and b. Indeed, some simple computations easily yield Q 2
We henceforth assume that such a rescaling has been done so that we are interested in minimizing
Reformulated to this setting, the main result of [9] reads as follows:
If x l is a local minimizer (resp. strict local minimizer) of K reg , then it is also a local minimizer (resp. strict local minimizer) of K, and K(x l ) = K reg (x l ). In particular, the sets of global minimizers of K and K reg coincides.
Properties of stationary points under RLIP
The results presented here are mainly taken from [22] , and will in later sections be useful for establishing uniqueness of stationary points. We recall some concepts from Section 3 in [11] . The Fréchet subdifferential∂g(x) of a functional g on an inner product vector space V is the set of vectors v ∈ V with the property that lim inf
We say that a point x is a stationary point of g if 0 ∈∂g(x). For the case when g is a sum of a convex function g c and a differentiable function g d , we have that x is a stationary point if and only if
where ∂g c (x) denotes the usual subdifferential. Setting
(so that 2G is the l.s.c. convex envelope of f (x) + x 2 ), we have that
which upon differentiation yields that x is a stationary point of K reg if and only if
Given any x, we therefore associate with it another point z defined by
Summing up, we have that x is a stationary point of K reg if and only if z, defined via (23), satisfies z ∈ ∂G(x)
Moreover, it is useful to note that a stationary point x of K reg solves
i.e. it minimizes the convex envelope of f (y) + y − z 2 , which was shown in Proposition 3.2 of [11] .
For the remainder of the paper we set V = M n1,n2 and let K reg be defined by (19) , where f is any non-negative penalty. We then have the following result on uniqueness of sparse stationary points of K reg . Proposition 3.1. Let X be a stationary point of K reg and define Z via (23) .
holds for all X and Z ∈ ∂G(X), then rank(X − X ) > N for any stationary point X. Moreover, if rank(X) ≤ N/2 then it is the unique solution to arg min
We remark that sup Z∈∂G(X)
is the directional derivative in the direction X − X of G at X , so the quantity in (26) can be seen as a bound on directional derivatives at different points.
Proof. Let X be another stationary point. By (22) , we can pick Z such that it satisfies (23) as well, and then we have Z − Z = (I − A * A)(X − X ). Taking a scalar product with X − X and supposing that rank(X − X ) ≤ N gives
a contradiction. Now assume that X = X has rank(X) ≤ N/2. By (21) we have that K reg is a combination of a convex term and a smooth term, hence its directional derivative in any given direction V exists and equals
By (23) we have
which, upon subtracting in the previous equation, gives
where the last inequality follows from the definition of ρ N . It follows that the function t → K reg (X + t(X − X )) has a positive right derivative at every point t > 0, and hence K reg (X) > K reg (X ). This shows that X is a solution to (27) and moreover that as such it is unique, as desired.
From vectors to matrices
Let us now say that we are interested in finding low rank matrices X in M n1,n2 , and set n = min(n 1 , n 2 ). We let X = U ΣV * be the singular value decomposition of X where the vector of singular values is denoted σ(X). If f is a sparsity inducing functional on R n , then it is natural that X → f (σ(X)) is a low rank inducing functional on M n1,n2 . An example of this is the nuclear norm, which arises as X * = σ(X) 1 or even rank(X), which equals card(σ(X)). Although this is often straightforward to implement, it is unfortunately not trivial to "lift" results about vectors to the matrix. In this section we provide several results simplifying such "liftings", with a particular focus on quadratic envelopes and Proposition 3.1. For example, it is natural to assume that the bounds on (26) x,x ,z,z found in [11] also apply in the matrix setting. However, the matrix problem is substantially more difficult since the effects of the unitary matrices U , V from the SVD cannot be ignored. In what follows we will show that tightness of the bounds occur when U and V are matrices that permute and change signs of vector elements. Therefore lifting to the matrix setting can be done by considering the worst case permutations and sign changes of the singular values.
A functional f : R n → R is called absolutely symmetric if f (x) = f (Πx) for all Π ∈ P er and f (x) = f (|x 1 |, . . . , |x n |) , x ∈ R n .
We extend f to M n1,n2 by setting
The following results show how to connect the theory for F with a scalar theory for f . Then Q 2 (F )(X) = Q 2 (f )(σ(X)).
Proof. By [9] we have
von Neumann's trace inequality implies that the supremum is attained for an X that shares singular vectors with Y . For such X we have X, Y = n j=1 ξ j σ j (Y ) where ξ is a reordering of the singular values of X. Since f is symmetric we have f (σ(X)) = f (ξ) and so
where (28) was used in the second identity. The corresponding identity for Q 2 follows by iterating this twice; Q 2 (F )(X) = S 2 (S 2 (F ))(X) = S 2 (S 2 (f ))(σ(X)) = Q 2 (f )(σ(X)).
Given a vector γ we let Λ γ denote the corresponding diagonal matrix with γ on the diagonal. We omit the details of the following basic proof. Proof. Since Q 2 = S 2 •S 2 it suffices to prove that S 2 (f ) is absolutely symmetric. It is easy to see that f is absolutely symmetric if and only if f (Λ γ Πx) = f (x), for any γ and Π as in the previous lemma. Since both Π and Λ γ are unitary and the Frobenius norm is invariant under multiplication by unitary matrices, we have
Recall that our analysis depended on the function G introduced in (20) . In the present setting, we have both G f (for vectors) and G F (for matrices). Our next task is to relate these two. and, given SVD X = U Λ σ(X) V * , we have
Proof. By the identity X = σ(X) and Proposition 4.1 we have
. The second identity is now Corollary 2.5 in [18] .
To use Proposition 3.1 we are interested in the quantity
The main difficulty lies in reduction to the scalar case, which we now show how to do. This requires some preparation. We refer the reader to [1] , Section 3, for the basics of complex doubly substochastic (CDSS) matrices. In particular we need that the set of CDSS matrices is convex with extreme points of the form Λ γ Π, where γ is a vector with unimodular complex entries, and Π ∈ P er. Before the proof we introduce some notation, the symbol R n ≥ refers to all non-increasing sequences of R n and O n will denote the set of all unitary matrices. Proposition 4.5. Let P ⊆ R n be a set which is sign and permutation invariant. Let X = U X Λ x V * X be given where x ∈ R n ≥ , fix Z ∈ ∂G F (X ) and let z be its singular values vector. Then
Moreover, if one infimum is attained, then so is the other. Proof. To keep notation somewhat simple we will remove the obvious X = X and x = x from the below expressions. By Lemma 4.2 we have that
On the other hand, since the Frobenius scalar product is invariant under multiplication by unitary matrices, i.e. A, B = U A, U B for all U ∈ O n , it follows that we can take U X = V X = I and we get inf
where we used Lemma 4.4 in the last step, as well as the fact that O n is compact so we can be sure that the corresponding minimum is attained. By comparing the two expressions we see that it suffices to show
for fixed x ∈ R n ≥ and z ∈ ∂G f (x). Let us denote the minimum on the lower line by c. Note that Π * Λ x Π = Λ Πx and Π * ∈ O n for all Π ∈ P er. Thus setting U = Λ γ Π * and V = Π * we get
so to establish (31) we just need to prove the reverse inequality. This is more difficult, we shall show the equivalent inequality
If we treat x, x , z, z as column vectors and use for Hadamard multiplication of matrices, we first note that
where c 1 is a constant (i.e. independent of U and V ). Then we note that U V is a complex doubly sub-stochastic matrix. Since the function
is affine, it will attain its minimum (over the convex set of complex doubly substochastic matrices) in an extreme point. By the comments before the proof, we conclude that there exists a vector of unimodular entries γ and Π ∈ P er such that the minimum equals
Clearly the unimodular numbers in γ have to be either +1 or −1 in order for a minimum to be reached. By following the above computations backwards this can be written
which by the definition of c clearly is greater or equal to 0. This establishes (32) and the proof is complete.
Matrix case, F = µrank
In the coming two sections we consider two concrete penalties with the aim of lifting the results about sparse vector estimation from [11] to the case of matrices. In this section we select f (x) = µ card(x) where µ is a parameter. We define F via (29), i.e. F (X) = f (σ(X)), which yields F (X) = µ rank(X) and moreover Proposition 4.1 gives that
and therefore we can use results from Section 4 of [11] (which deals with the vector-version of the same setup). To recapitulate, we want to minimize
which we replace by
Since Q 2 (µcard)(x) = j rµ(x j ) (where r µ was defined in (7)), we see that (35) is just another way of writing (8) (we refer to [8] for the details of this derivation). By Theorem 2.1 we know that R reg has the same global minima as R, as well as potentially fewer local minima, as long as A < 1.
On the uniqueness of sparse stationary points
We remind the reader of the numbers ρ N defined in Section 1.3. Given N such that ρ N > 0, we will show that under certain assumptions the difference between two stationary points always has at least rank N . Hence, if we find a stationary point with rank less than N/2, then we can be sure that this has the smallest rank among the stationary points. The main theorem reads as follows:
Theorem 5.1. Let X be a stationary point of R reg , let Z be given by (23) , and assume that
If X is another stationary point of R reg then rank(X − X ) > N . Moreover, if rank(X) ≤ N/2 then it is the unique solution to arg min rank(X)≤N/2 R reg (X).
To gain some intuition about the point Z we recall that by (25) we have that X solves min
Using von Neumann's inequality and the explicit expression for r µ , it is not hard to see that X can be computed from Z by performing an SVD of Z and hard threshold the singular values at √ µ, (while keeping the singular vectors unchanged). Loosely speaking the theorem says that if the singular values of Z are not too close to the threshold √ µ, then the difference to any other stationary point has to be of high rank. Whether this is true or not depends on the level of noise, which we study in Section 5.2. For now we just note that in the case of noise free recovery where b = AX 0 for some low rank X 0 , selecting µ so that √ µ ρ 2 N is smaller than the smallest non-zero singular value of X 0 makes X 0 stationary with Z = (I − A * A)X 0 − A * AX 0 = X 0 , which clearly fulfills the assumptions of the theorem. These remarks establish Theorem 1.2 in the introduction.
For the proof of Theorem 5.1 we need a lemma. With the notation introduced in Section 4 we consider in this section the functionals G Q2(µcard) on R n and G Q2(µrank) on M n1,n2 . Since the singular values are always real we deal exclusively with real vectors in the lemma, the proof of which is essentially contained in Lemmas 4.3 and 4.4 of [11] , so we omit the details.
Lemma 5.2. Fix λ ∈ (0, 1). Let z satisfy z ∈ ∂G Q2(µcard) (x ) and
Proof of Theorem 5.1. The theorem follows immediately by Proposition 3.1 if we show that
for any X = X and Z ∈ ∂G Q2(µrank) (X). Suppose the converse. By the results of Section 4 we have G Q2(µrank) (X) = G Q2(µcard) (σ(X)) and thus Proposition 4.5 implies that there are (real) vectors x and z with z ∈ ∂G Q2(µcard) (x) such that
For the case ρ N ≥ 1 the inequality is immediate by the maximal monotonicity of ∂G Q2(µcard) , so it remains to consider the case ρ N = 1. For this we use some ideas from Theorem 4.2 of [11] , we briefly outline the details. There is a function g such that G Q2(µcard) (x) = n j=1 g(x j ) (see equation (30)-(32) of [11] ). Then (39) implies that there is an x = x and z ∈ ∂G Q2(µcard) (x) such that z − z , x − x ≤ 0. By assumption we have that z i = √ µ for all 1 ≤ i ≤ n which implies x i / ∈ (0, √ µ] for all 1 ≤ i ≤ n, again by inspection of the graph of ∂g. By the same token, if
Since this is true for at least one subindex i, a contradiction arise and the proof is complete.
In particular, setting N = 2rank(X ), we obtain the following uniqueness result:
Corollary 5.3. Let X be a stationary point of R reg of rank K, let Z be given by (23) , and assume that
Then X is the unique solution to arg min rank(X)≤K R reg (X) and there are no other stationary points with rank less than or equal to K. Finally, if A satisfies A < 1 and
then X is a global minimum of R (and R reg ).
The last sentence is not present in Theorem 5.1, but it follows exactly as Theorem 4.5 in [11] , so we omit the details.
Noisy data.
We now come to one of the main results of the paper, which already was mentioned in the introduction (Theorem 1.1). It should be compared with Corollary 2.2 of [11] . The result is basically the same, albeit with less sharp constants. The proof on the other hand is quite different, since we can not rely on explicit formulas for the oracle solution in the present setting. 
Then the best rank K solution X B (13) is unique and equals the unique global minimum to R reg as well as R. Moreover
and rank(X) > K for any other stationary point X of R reg .
Proof. As noted earlier we have Q 2 (µrank)(X) = j r µ (σ j (X)) and hence it follows that µrank(X) = Q 2 (µrank)(X)
as long as the non-zero singular values of X are all larger than √ µ. Since this is clearly true for X 0 , we have
so the global minimum must be smaller than this value. If rank(X) > K we therefore have R(X) > R(X 0 ) in view of µ > 2 , so the global minimizer of R must have rank ≤ K. By Theorem 2.1 we know that R and R reg share global minimizers, so this implies that a global minimizer X to R reg must satisfy rank(X ) ≤ K. Note that a global minimizer indeed exists, since ρ K ≥ ρ 2K > 0 and
for matrices X with rank(X) ≤ K, so a sequence (X k ) ∞ k=1 such that R reg (X k ) converges to the global minimum must be bounded, and the desired conclusion is immediate by the compactness of bounded sets in finite dimensional metric vector spaces. (Technically, we also need the fact that R reg is continuous, which is true, see e.g. Proposition 3.2 of [9] ). By the same token we have that the set of best rank K solutions is non-empty, as noted in section 1.3. Now assume that X is a global minimizer and that rank(X ) = K − L with L ≥ 1. Given fixed singular values of X , note that X − X 0 2 F attains its minimum when X share singular vectors with X 0 , which easily gives that
Note that the a priori estimate for and for σ K (X 0 ) can be combined to give
where we used the fact that ρ K ≤ A < 1 and we omitted a factor 2 since it is not needed. We get
This shows that rank(X ) < K also is impossible, so we conclude that rank(X ) = K for any global minimizer X . With this at hand, we have
and by the earlier computations we know that ρ 2K X − X 0 − ≥ 0. Taking the square root and rearranging gives X − X 0 F ≤ 2 /ρ 2K , which is one of the things that we needed to prove.
Since X is a minimizer of R, the fact that rank(X ) = K also implies that X is a best rank K solution as defined in (13) , and vice versa it is easy to see that any best rank K solution is a global minimizer of R. If R would have multiple global minimizers, this would imply the existence of of another rank K stationary point of R reg . To conclude the theorem, it thus suffices to show that rank(X) > K for any stationary point X of R reg other than X .
We need to invoke Theorem 5.1. Let Z be given by (23) and recall that 2Z ∈ ∂G Q2(µrank) (X ), which by Lemma 4.4 implies that 2σ(Z ) ∈ ∂G Q2(µcard) (σ(X )).
(42)
To prove that σ(Z ) stays out of ρ 2
2K
√ µ, 1
√ µ (c.f. (36)), we first recall that |σ j (X ) − σ j (X 0 )| ≤ X − X 0 F (which follows e.g. by the Hoffman-Wielandt inequality). Thus
By the explicit expression for ∂G Q2(µcard) (see e.g. equation (32) in [11] ), we have that σ K (Z ) = σ K (X ) whenever σ K (X ) ≥ √ µ. This proves that σ j (Z ) > 1 ρ 2
√ µ for all j ≤ K, as desired. Finally,
which is less than ρ 2
√ µ under the assumption on the noise's magnitude. This establishes (36) for N = 2K, so by Theorem 5.1 it follows that all stationary points X of R reg other than X satisfy rank(X − X ) > 2K, which means that rank(X) > K, as desired.
Matrix case, fixed rank
The second concrete example we wish to investigate in this paper is the choice f = ι R K (which was defined in (3)). In this case, the unregularized problem (2) coincides with the problem of finding X B as defined in (13) . The key point of this section, just as the previous one, is that minimizing the regularized version has a high chance of actually finding X B . The main difference is that we now assume the model order K to be known, as for example in the PhaseLift approach [10] , so the method does not require a correct parameter choice µ in order to find X B . Thus, this is the method of choice whenever K is explicitly known.
To be more precise, set f = ι K defined via
which by (29) gives F (X) = ι R K (X) = ι K (σ(X)) and
by Proposition 4.1. As before, we want to minimize
where the latter has the same global minima and potentially fewer local minima, as long as A < 1 (Theorem 2.1).
On the uniqueness of sparse stationary points
The following result gives a condition for uniqueness of sparse (i.e. rank ≤ K) stationary points. Theorem 6.1. Let X be a stationary point of R K,reg with rank(X ) ≤ K, let Z be given by (23) , and assume that
Then X is the unique solution to arg min rank(X)≤K R reg (X) and there are no other stationary points with rank less than or equal to K.
Proof. The proof follows by the first half of the proof of Theorem 5.3 of [11] .
Proof of Theorem 6.1. The result follows by Proposition 3.1 if we show that
holds for all X and Z ∈ ∂G ι R K (X). If not then
and thus Proposition 4.5 yields that there exists x = x with card(x) ≤ K and
This contradicts Lemma 6.2 with λ = ρ 2K .
If we add the assumption A < 1 we can easily prove that the above sparse minimizer is the global minimizer as well. Theorem 6.3. Suppose that A < 1. Then there exists a global minimizer X of R K,reg ; if Z given by (23) satisfies (47), then X is unique and there are no other local minimizers either.
Proof. That R K has a minimizer is shown via a simple compactness argument using ρ K ≥ ρ 2K > 0, which we did already in Section 1.3. By Theorem 2.1 any such minimizer is also a minimizer of R K,reg , and vice versa. Now assume that Z satisfies (47) as stipulated. If X is another local minimizer, then rank(X) > K by Theorem 6.1. But then we have R K,reg (X) = R K (X) = +∞ by Theorem 2.1, a contradiction.
Noisy data.
In this final section we consider the case when b = A(X 0 ) + where rank(X 0 ) ≤ K.
Then the best rank K solution X B is the unique global minimum to R K,reg and there are no other local minimizers. Moreover
We first need a lemma. Lemma 6.5. Given X ∈ R K we have Z ∈ ∂G F (X) if and only if σ j (Z) = σ j (X) for j = 1, . . . , K.
Proof. By Lemma 4.4 we have Z ∈ ∂G F (X) if and only if σ(Z) ∈ ∂G f (σ(X)) and the conclusion follows from of Lemma 5.4 of [11] .
Proof of Theorem 6.4. The existence of a global minimum X follows by Theorem 6.3, and due to the simple structure of R K it is immediate that X = X B . The estimate on X − X 0 follows by the simple computation:
It remains to verify uniqueness, which follows by Theorem 6.3 once we prove that (47) applies to Z (given by (23)). First of all we notice that Hoffman-Wielandt inequality gives X − X 0 ≥ |σ K (X ) − σ K (X 0 )| so σ K (X ) > σ K (X 0 ) − 2 ρ 2K and therefore σ K (Z ) > σ K (X 0 ) − 2 ρ 2K by Lemma 6.5. Moreover, the last lines of the proof of Theorem 5.4 gives an estimate for σ K+1 (Z ), i.e.
The hypothesis 5 ρ 2K (2ρ 2 2K − 1)
combined with these two estimates give σ K+1 (Z ) (2ρ 2 2k − 1)
which is (47), and the proof is complete.
Numerical results
Before getting to some numerical tests, let us discuss implementation issues. Both algorithms FBS and ADMM are capable of finding stationary points of (35) and (46), according to our numerical observations. It seems that the theory supporting this claim is more developed for the case of FBS. In [2] it is shown that FBS generates sequences that either diverge to ∞ or else converge to a stationary point, for semi-algebraic functionals. The functionals Q 2 (µrank) and Q 2 (ι K ) are semi-algebraic, which follows by Theorem 6.1 in [9] along with the fact that the singular values are semi-algebraic functions of the matrix entries. For the case of ADMM the theory in the non-convex case is more unclear; on one hand there are examples where ADMM diverges [19] , on the other the very recent paper [27] gives conditions under which (some alteration of) ADMM converges to a stationary point. The latter also has a long list of concrete settings where ADMM has been reported to converge. We can only add to this list, we have never encountered a situation where ADMM diverges and moreover we have run extensive tests with ADMM and FBS on the same problem, observing that they seem to find the same point. A benefit with ADMM over FBS is that it allows also to incorporate linear constraints. In order to use either ADMM or FBS we need to be able to compute the proximal operators of Q 2 (µrank) and Q 2 (ι R K ) respectively. The details of how to do this is found e.g. in [17] . Figure 2 shows the results of minimizing (46) under varying levels of noise . For comparison we also plot the results obtained when minimizing (4). We use the same setup as in Section 1.1, with a matrix X 0 of rank 4 and size 20×20, and an operator A represented by a 300 × 400 matrix. The data was generated by b = AX 0 + with varying . To ensure that the minimization of (4) gives the best possible data fit we search for the smallest µ giving the correct rank using a bisection strategy []. The graphs in Figure 2 shows the data fit and the distance to the ground solution X 0 for both methods. Q2(ιR K )(X) X * Figure 2 : Comparison of regularization with Q(ι R K ) vs. X * . Left: Data fit AX − b 2 vs. noise level . Right: Ground truth distance X − X 0 F vs. noise level .
In Figure 3 we estimated the bias of (4) and (46). With the same setup as above we generated 100 instances where only the noise vector was varied. We used a fixed noise level = 1. We then estimated means and standard deviations for the elements of X − X 0 from all the solutions using either (4) or (46). The results plotted in Figure 3 clearly illustrate that under this noise model nuclear norm regularization gives a statistically biased estimation as opposed to Q 2 (ι R K ). Figure 3 : Estimated means of X − X 0 (± 2 standard deviations) for a few random elements in the estimated matrix.
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