This paper suggests difference-cum-ratio and exponential type estimators of population mean using first or third quartiles and mean of auxiliary variable under median ranked set sampling scheme and we have extended our study in double sampling scheme when the population parameters are unknown. The bias and mean square error of estimators are derived by theoretically both of sampling designs. Empirical studies have been done to demonstrate the efficiency of proposed estimators over the existing estimators. We have found that difference-cum-ratio estimator is always more efficient than regression estimator and both of the estimators are considerable efficient than existing estimators.
Introduction
The ranked set sampling (RSS) is conducted by selecting n random samples from the population of size n units each, and ranking each unit within each set with respect to variable of interest. Then an actual measurement is taken of the unit with the smallest rank from the first sample. From the second sample an actual measurement is taken from the second smallest rank, and the procedure is continued until the unit with the largest rank is chosen for actual measurement from the n-th sample. Median ranked set sampling (MRSS) as proposed by Muttlak [10] can be formed by selecting n random samples of size n units from the population and rank the units within each sample with respect to variable of interest. Many authors developed and modified this sampling scheme such as Al-Saleh and Al-Omari [2] , Jemain and Al-Omari [4] and Jemain et al. [5] , Ozturk and Jafari Jozani [11] etc. Recently Al-Omari [1] has introduced modified ratio estimators in median ranked set sampling. In sampling theory some authors such as Singh and Solanki [12, 13] , Singh et al. [14, 15] and Solanki et al. [16] etc. proposed estimators for population parameters using auxiliary information. Bahl and Tuteja [3] , Yadav et al. [18] , Koyuncu and Kadilar [7] , Koyuncu [8] , Koyuncu et al. [9] studied the exponential estimators to get more efficient estimators than ratio and regression estimators. In this paper following Koyuncu [8] , we have suggested two new estimators of population mean under Al-Omari [1] median ranked set sampling scheme, extended our results to double sampling and we have found that the suggested estimators are considerable efficient than classical ratio estimator and Al-Omari [1] estimator.
Simple Random Sampling Design Let (X 1 , Y 1 ), (X 2 , Y 2 ), . . . , (X n , Y n ) be a bivariate random sample with pdf f (x, y), means µ x , µ y , variances σ 2 x , σ 2 y and correlation coefficient ρ xy . Assume that the ranking is performed on the auxiliary variable X to estimate the mean of the variable of interest Y . Let (X 11 , Y 11 ), (X 12 , Y 12 ), . . . , (X nn , Y nn ) be n independent bivariate random samples each of size n. In this sampling design Al-Omari [1] defined following estimatorŝ
where q 1 and q 3 are first and third quartiles of X , respectively.x SRS ,ȳ SRS are sample means of X and Y . Al-Omari [1] rewrite estimators as:
whereμ Y SRSk representμ Y SRS1 andμ Y SRS3 for values of (k = 1, 3) . The expression for MSE ofμ Y SRSk is as follows:
where λ = 1/n, β = ρ xy σ y /σ x . Median Ranked Set Sampling Design For the sake of brevity we follow Al-Omari [1] ' sampling design and notations. Median ranked set sampling design can be described as in the following steps:
(1) Select n random samples each of size n bivariate units from the population of interest. (2) The units within each sample are ranked by visual inspection or any other cost free method with respect to a variable of interest. (3) If n is odd, select the ((n + 1)/2) th-smallest ranked unit X together with the associated Y from each set, i.e., the median of each set. If n is even, from the first n/2 sets select the (n/2)th ranked unit X together with the associated Y and from the other sets select the ((n + 2)/2) th ranked unit X together with the associated Y . (4) The whole process can be repeated m times if needed to obtain a sample of size nm units.
) be the order statistics of X i1 , X i2 , . . . , X in and the judgement order of Y i1 , Y i2 , . . . , Y in (i = 1, 2, . . . , n), where () and [] indicate that the ranking of X is perfect and ranking of Y has errors. For odd and even sample sizes the units measured using MRSS are denoted by MRSSO and MRSSE, respectively. For odd sample size let (X 1(
] be the sample mean of X and Y respectively.
For even sample size let (X 1(
) be the sample mean of X and Y respectively. To obtain the bias and the mean square error (MSE), let us define
where j = (E, O) denote the sample size even or odd. If sample size n is odd we can write
If sample size n is even we can write
),
The estimator of population mean proposed by Al-Omari [1] aŝ
For odd and even sample sizes the estimator can be rewritten as
To the first degree of approximation the Bias and MSE ofμ Y M RRSk are respectively given by
(ii) Adapted Regression estimator We can define regression type estimator in median ranked set sampling given by
if n is odd
if n is even
)) if n is even 2. Suggested estimators in median ranked set sampling Following Koyuncu [8] , we propose difference-cum-ratio estimator estimating the population mean of the study variable in median ranked set sampling as follows:
where k 1(j) and k 2(j) are determined so as to minimize the MSE of y N k(M ) . Expressing y N k(M ) in terms of ε (j) 's up to the second degree and extracting µ y both sides we have
Taking expectation in equation in (2.2), we obtain (2.3)
if n is even Squaring both sides in (2.2), then taking expectation, we obtain the MSE of the estimator y N k(M ) , as given by
The optimum values of k 1(j) and k 2(j) for odd and even sample sizes are given respectively
Note that the optimum choice of the constants involve unknown parameters. These quantities can be guessed quite accurately through pilot sample survey or sample data or experience gathered in due course of time as mentioned in Upadhyaya and Singh [17] , and Koyuncu and Kadilar [6] .
Secondly following exponential estimator is proposed:
where w 1(j) and w 2(j) are determined so as to minimize the MSE of y Kk(M ) .Expressing y Kk(M ) in terms of ε j 's up to the second degree and extracting µ y both sides, we have (2.6)
Taking expectation in equation in (2.6), we obtain (2.7)
+(
if n is even Squaring both sides in (2.6), then taking expectation, we obtain the MSE of the estimator y Kk(M ) , as given by
) Minimization of (2.8) with respect to w 1(j) and w 2(j) yields its optimum value when
Substituting optimum values of w 1(j) and w 2(j) in (2.9), we get minimum MSE of y Kk(M ) as
Theoretical comparison
Firstly, we compare the MSE of proposed difference-cum-ratio estimator y Kk(M ) with the MSE of regression estimator y Reg(O) when sample size is odd.
From (3.1), we can conclude that y N k(M ) is always more efficient that y Reg(O) . Secondly, we compare the suggested exponential estimator y N k(M ) with the regression estimator y Reg(E) when sample size n is even.
From (3.2), we can conclude that y N k(M ) is always more efficient than regression estimator.
Estimation of population mean when µ x is unknown
In practice, when the population mean of auxiliary variable is unknown, double sampling method can be used to estimate µ x . In this section we assume that mean of auxiliary variable is unavailable. Thus following the procedure outlined in Al-Omari [1] , in SRS, a large sample of size n is selected to estimate µ x . Then a sub sample of size n is selected from the target population in order to study the characteristic variable Y . In MRSS, simple random sampling is used at first phase and median ranked set sampling is used at second phase where n = n 2 and n = n. Let x SRS(j) and x M RSS(j) be the unbiased sample means of µ x obtained using SRS and MRSS, respectively. Al-Omari [1] defined following estimator in double sampling
In order to obtain the bias and mean square of the estimator in (4.1), let us define
Using these notations, the expectations are defined as E(e 0 ) = E(e 1 ) = E(e 1 )
E(e Applying the same procedure for double sampling the bias and MSE ofμ Y SRSk are obtained respectively as,
Secondly Al-Omari [1] defined following estimator in double sampling
To obtain the bias and the MSE, let us define
such that E(δ 0(j) ) = E(δ 1(j) ) = E(δ 1(j) ) where (j) = O, E represents the sample size is odd or even. If sample size n is odd we can write
Using the defined expectations the bias and MSE ofμ Y M RSS(j) are obtained respectively as,
We have suggested new double sampling estimators as follows:
The MSE of y reg(j) is obtained as,
)] if n is even
In double sampling our suggested estimator can be defined as
The bias and MSE of y N k(M ) are obtained respectively as, (4.10)
if n is even Our second estimator can be defined as in double sampling (4.12)
The bias and MSE of y Kk(M ) are obtained respectively as, (4.13)
Simulation study
In this section, we conducted a simulation study to investigate the properties of proposed estimators. . In the simulation study, we consider finite populations of size N = 10000 generated from a bivariate normal distribution N (µ x , µ y , σ 2 x , σ 2 y , ρ xy ). The samples were generated from a bivariate normal distribution using mvrnorm function in R programme. In the simulation, we considered µ x = 2, µ y = 4, σ 2 x = σ 2 y = 1 and different values of ρ xy . We have computed mean square errors (MSEs) and percent relative efficiencies (PREs) of estimators with respect tô µ Y SRSk for n = 3, 4, 5, 6 on the basis of 60.000 replications using q k and displayed in Table1 and Table2. When the mean of auxiliary variable is unknown, we used double sampling method to estimate µ x and we have calculated MSEs and PREs of estimators given in (4.1)-(4.14). Findings are summarized in Table3 and Table4.
It is observed from all tables, suggested difference-cum-ratio and exponential type estimator performs better than Al-Omari [1] estimator. We can conclude that difference-cum-ratio estimator gives always more efficient results than regression estimator as shown in theoretical comparison section. When we compare difference-cum-ratio and exponential type estimator we can say that exponential type estimator performs better even with the low correlation data sets.
Conclusion
In this paper we have suggested difference-cum-ratio and exponential type estimator in median ranked set sampling and extended our result to double sampling. We have found that difference-cum-ratio estimator is always more efficient than regression estimator and exponential type is better than difference-cum-ratio estimator. Both of the estimators are considerable efficient than Al-Omari [1] estimator. 
