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Abstract
A simple undirected graph is said to be semisymmetric if it is regular and edge-transitive but not
vertex-transitive. In this paper, using the affine geometries, we construct an infinite family X (p, n) of
semisymmetric graphs of order 2pn and valency p, where p is a prime and p ≥ n ≥ 3. Moreover, the
graph X (3, 3) is isomorphic to the Gray graph found in 1932.
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1. Introduction
All graphs considered in this paper are finite, undirected and simple. For a graph X , we
use V (X), E(X) and Aut X to denote its vertex set, edge set and full automorphism group,
respectively.
A graph is said to be semisymmetric if it is regular and edge-transitive but not vertex-
transitive. It is easy to see that every semisymmetric graph is a bipartite graph with
two parts of equal size. The semisymmetric graphs were first studied by Folkman in
1967 (see [7]). He constructed several infinite families of such graphs and proposed
eight open problems. Afterwards, a number of mathematicians did a lot of work on
semisymmetric graphs (see [1–6, 8–13]). They gave new constructions of such graphs
and nearly solved all of Folkman’s open problems. Recently, new and related questions
were asked and the investigation continues. In particular, following some deep results in
group theory which depend on the classification of finite simple groups, some general
group-theoretic approaches for constructing semisymmtric graphs appeared (see [3–6, 8]).
However, the infinite families of such graphs obtained from some different tools, such as
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combinatorics and geometries, are quite rare. Therefore, constructing some infinite series
of semisymmetric graphs is still an attractive job. In the present paper, using the affine
geometries we construct an infinite family X (n, p) of semisymmetric graphs of order 2pn
and valency p, where p is a prime and p ≥ n ≥ 3 (see Theorem 2.2). Moreover, the graph
X (3, 3) is isomorphic to the Gray graph found in 1932.
2. Main results
For the sake of completeness, we first recall some concepts about the affine geometries.
Let V := V (n, q) be the n-dimensional row vector space over the finite field Fq of order q ,
where q = pk is a prime power. As we know, the affine geometry AG(n, q) associated with
the space V consists of points and affine subspaces, where the points of the geometry are
simply the vectors of V , and the affine subspaces are the translates of the vector subspaces
of V . Thus if S is a k-dimensional subspace of V then S + β := {α + β | α ∈ S} is an
affine subspace of dimension k for every β ∈ V . An automorphism of the affine geometry
AG(n, q) is a permutation of the set of points which maps each affine subspace to an affine
subspace. For each element g in the general linear group GL(n, q) and vector v in V we
define the affine transformation tg,v : V → V by tg,v : u → ug + v, for any u ∈ V . It is
easy to check that each of these mappings tg,v is an automorphism of the affine geometry
AG(n, q). The set of all tg,v , where g ∈ GL(n, q) and v ∈ V , forms the affine group
AGL(n, q). The group AGL(n, q) is a split extension of a regular normal subgroup T ,
consisting of the translations t1,v , where v ∈ V , by a subgroup isomorphic to GL(n, q).
Throughout this paper, the elements of GL(n, q) are represented by matrices so that for any
g in GL(n, q) and any row vector v in V , the action of g on v is just written by vg = vg.
As usual, for a prime p, by Z p and F∗p we denote the additive group of order p and the
multiplicative group of Fp , respectively. For any two non-negative integers s and r , set
Csr = r(r−1)···(r−s+1)s(s−1)···2·1 , 1 and 0, if r ≥ s ≥ 1, s = 0 and r < s, respectively.
From now on we assume that q = p ≥ n ≥ 3. Let I be the identity matrix in GL(n, p)
and
J =


0 1 0 · · · 0
0 0 1 · · · 0
· · ·
0 0 0 · · · 1
0 0 0 · · · 0

 .
Set x = I + J . Then for any i ∈ Z p, we have
xi = (I + J )i = C0i I + C1i J + C2i J 2 + · · · + Ci−1i J i−1 + Cii J i .
In particular,
x p = (I + J )p = I + J p = I,
noting that p ≥ n and J n = 0. Therefore, x is an element of order p in GL(n, p). Set
v0 = (1, 0, . . . , 0) ∈ V (n, p),
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and for any i ∈ Z p, set
vi = vxi0 = (1, 0, . . . , 0)(C0i I + C1i J + C2i J 2 + · · · + Ci−1i J i−1 + Cii J i ).
Then we have
v1 = (1, 1, . . . , 0),
v2 = (1, C12 , 1, 0, . . . , 0),
· · · · · ·
vi = (1, C1i , C2i , . . . , Ci−1i , 1, 0, . . . , 0),
· · · · · ·
vn−1 = (1, C1n−1, C2n−1, . . . , Cn−2n−1 , 1),
vn = (1, C1n , C2n , . . . , Cn−1n ),
· · · · · ·
vp−1 = (1, C1p−1, C2p−1, . . . , Cn−1p−1).
Lemma 2.1. For any i ∈ Z p, let vi be defined as above. Then
(1) v0, v1, . . . , vn−1 is a basis for V .
(2) For any three distinct elements i , j and k in Z p, we have that vi , v j and vk are
linearly independent.
(3) Given i = 0 and a ∈ F∗p , set j = ai/(1 + a) if a = −1, and j = i/2 if a = −1.
Then for any k = j , we have that v0 + avi , v j and vk are linearly independent.
Proof. (1) Clearly.
(2) Since the subgroup 〈x〉 of GL(n, p) is transitive on {vi | i ∈ Z p}, it suffices to show
that v0, v j and vk are linearly independent, where j = k and j, k = 0. To do it, we assume
that
av0 + bv j + cvk = 0, (2.1)
where a, b, c ∈ Fp . Then the first three equations in the linear equation system (2.1) are

1 1 1
0 C1j C1k
0 C2j C2k



 ab
c

 = 0. (2.2)
Denote the coefficient-matrix of (2.2) by A. Then it is easy to check that |A| = ( jk(k −
j))/2 = 0. Therefore a = b = c = 0, which forces that v0, v j and vk are linearly
independent.
(3) For any i = 0 and a ∈ F∗p , assume that
b(v0 + avi ) + cv j + dvk = 0, (2.3)
where b, c, d ∈ Fp . Then the first three equations in the linear equation system (2.3) are

1 + a 1 1
aC1i C
1
j C
1
k
aC2i C
2
j C
2
k



 bc
d

 = 0. (2.4)
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Denote the coefficient-matrix of (2.4) by B . Then a direct checking shows that
|B| = 1
2
ai(k − j)
((
1 + a
ai
j − 1
)
k + (i − j)
)
. (2.5)
Inserting j = ai/(1 + a) for a = −1 and j = i/2 for a = −1 in (2.5), respectively, we
get
|B| = ai
2
2(1 + a)(k − j) or |B| = −
ai
2
(k − j)2.
In both cases, |B| = 0 for any k = j , which implies b = c = d = 0. Therefore, the three
vectors v0 + avi , v j and vk are linearly independent. 
Mention again that p is a prime and p ≥ n ≥ 3. Then we define a family of bipartite
graphs X := X (n, p) with two partitions U and W , and the edge-set E(X) as follows:
U = V and W = {v + 〈vi 〉 | v ∈ V , i ∈ Z p},
E(X) = {{v, v + 〈vi 〉} | v ∈ V , i ∈ Z p}.
In other words, U is the set of points of the affine geometry AG(n, p) and W is the set
of lines paralleled with 〈vi 〉 for i ∈ Z p in AG(n, p); and a vertex v in U is adjacent to a
vertex w in W if and only if in AG(n, p) the point v is contained in the line w.
The main result of this paper is the following theorem.
Theorem 2.2. The graphs X (n, p) are connected semisymmetric graphs of order 2 pn and
valency p. Moreover, X (n, p) is locally 2-arc-transitive at any vertex in U.
Proof. Set X = X (n, p). Then the proof is carried out by the following four steps.
Step 1. Show that the graph X is of valency p and of order 2 pn.
Clearly, the graph X is of order 2 pn . By the definition of the graph X , each point v is
contained in p lines v + 〈vi 〉 where i ∈ Z p, and each line contains p points. Therefore, X
is of degree p.
Step 2. Show the connectivity of the graph X .
Recall that v0, v1, . . . , vn−1 is a basis for V . For any v ∈ V , assume that v =
ki1vi1 + ki2vi2 + · · · + kim vim , where ki1 , . . . , kim ∈ F∗p . Then we get the path leading
0 to v as follows:
0 − 〈vi1 〉 − ki1vi1 − (ki1vi1 + 〈vi2 〉) − (ki1vi1 + ki2vi2 ) − · · ·
−(ki1vi1 + ki2vi2 + · · · + 〈vim 〉) − (ki1vi1 + ki2vi2 + · · · + kim vim ).
Therefore, any two vertices in U are connected, which forces that the graph X is connected.
Step 3. Show the edge-transitivity of the graph X .
Let T be the translation subgroup of the affine group AGL(p, n) and x ∈ GL(n, p)
given above. Let 〈z〉 be the centre of GL(n, p). Set G = T : 〈x, z〉, a semiproduct of T by
〈x, z〉. Then, for any x j zk ∈ 〈x, z〉, u ∈ V and i ∈ Z p , we have
{v, v + 〈vi 〉}tx j zk ,u
= {v, {v + avi | a ∈ Fp}}tx j zk ,u
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= {vx j zk + u, {vx j zk + u + avi x j zk | a ∈ Fp}}
= {vx j zk + u, vx j zk + u + 〈vi x j 〉}
= {vx j zk + u, vx j zk + u + 〈vi+ j 〉} ∈ E(X).
Therefore, tx j zk ,u ∈ Aut X , and so G ≤ Aut X . Moreover, for any v ∈ U and i ∈ Z p , we
have
{0, 〈v0〉}txi ,v = {v, v + 〈vi 〉},
and consequently, X is edge-transitive. Since tz,0 fixes the arc {0, 〈vi 〉} and is transitive on
the set of 2-arcs {(0, 〈vi 〉, avi ) | a ∈ F∗p }, G acts locally 2-arc-transitively at any vertex
v ∈ U .
Step 4. Show the non-vertex-transitivity of the graph X .
For any graph Γ and a vertex v of Γ , we set Γi (v) = {w ∈ V (Γ ) | d(v,w) = i},
where d(v,w) denotes the distance between v and w. We first determine the neighbours of
vertices in Xi (0) and Xi (〈v0〉) for 0 ≤ i ≤ 4, respectively.
(1) Clearly, we have
X1(0) = {〈vi 〉 | i ∈ Z p},
X2(0) = {avi | a ∈ F∗p , i ∈ Z p},
X3(0) = {avi + 〈v j 〉 | a ∈ F∗p ; i, j ∈ Z p; i = j}.
First, we claim that for any vertex avi +〈v j 〉 in X3(0), it is adjacent to exactly one vertex
in X2(0), that is avi . For the contrary, suppose that there exists a vertex, avi + 〈v j 〉, which
is adjacent to a vertex bvk , where bvk = avi . Clearly, k /∈ {i, j}. Since bvk ∈ avi + 〈v j 〉,
there exists some c ∈ F∗p such that bvk = avi + cv j , contradicting the linear independence
of vi , v j and vk by Lemma 2.1(2). As a consequence, each vertex avi + 〈v j 〉 in X3(0) is
adjacent to p − 1 vertices avi + bv j for any b ∈ F∗p in X4(0), which means that
X4(0) = {avi + bv j | a, b ∈ F∗p ; i, j ∈ Z p; i = j}.
Next, we claim that for any vertex in X4(0), its neighbour cannot be contained in X3(0).
Since the graph X is locally 2-arc-transitive at 0, it suffices to show that for any i = 0 and
a ∈ F∗p , some vertices in X1(v0+avi ) are not contained in X3(0). In fact, for any i = 0 and
a ∈ F∗p , as in Lemma 2.1(3) we take j = ai/(1 + a) if a = −1, and j = i/2 if a = −1.
Suppose that there exists a k = j such that (v0 +avi )+〈v j 〉 = bvk +〈v j 〉 ∈ X1(v0 +avi ),
where b ∈ F∗p . Then we have (v0 + avi ) = bvk + cv j for some c ∈ Fp , contradicting
Lemma 2.1(3).
(2) Clearly,
X1(〈v0〉) = {av0 | a ∈ Fp},
X2(〈v0〉) = {av0 + 〈vi 〉 | a ∈ Fp, i ∈ Z p\{0}},
X3(〈v0〉) = {av0 + bvi | a ∈ Fp, b ∈ F∗p , i ∈ Z p\{0}}.
Since v1 +〈v0〉 is adjacent to v1 +v0 ∈ X3(〈v0〉) and it cannot be contained in X2(〈v0〉),
it follows that v1 + 〈v0〉 ∈ X4(〈v0〉). Moreover, each vertex v1 + av0 in the neighbour of
v1 + 〈v0〉 is contained in X3(〈v0〉).
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After the arguments in (1) and (2), we now prove that the non-vertex-transitivity of the
graph X . In contrast, suppose that X is vertex-transitive. Since we have known that G acts
transitively on both U and W , there exists an automorphism, say σ , mapping the vertex
0 to the vertex 〈v0〉. Since σ maps Xi (0) to Xi (〈v0〉) for i = 0, 1, . . . , d , where d is the
diameter of X , σ induces an isomorphism between the following two induced subgraphs
of X : X (X3(0) ∪ X4(0)) and X (X3(〈v0〉) ∪ X4(〈v0〉)). However, we know from (1) that
in the graph X the neighbour of any vertex in X4(0) cannot be contained in X3(0), and we
also know from (2) that in the graph X the neighbour of v1 +〈v0〉 in X4(〈v0〉) is contained
in X3(〈v0〉), a contradiction.
Summarizing the preceding four steps, we finish the proof of the theorem. 
Remark 2.3. If we take n = p = 3, then we get the smallest member X (3, 3) in the
family X (n, p). A direct checking shows that the graph X (3, 3) is isomorphic to the Gray
graph, a well-known graph found by Marion Gray in 1932.
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