For a simple bipartite graph and an integer t ≥ 2, we consider the problem of finding a minimum-weight t-factor under the restriction that it contains no complete bipartite graph K t,t as a subgraph. When t = 2, this problem amounts to the minimum-weight square-free 2-factor problem in a bipartite graph, which is NP-hard. We propose, however, a strongly polynomial algorithm for a certain case where the weight vector is vertex-induced on any subgraph isomorphic to K t,t . The algorithm adapts the unweighted algorithms of Hartvigsen and Pap, and a primal-dual approach to the minimum-cost flow problem. The algorithm is fully combinatorial, and thus provides a dual integrality theorem, which is tantamount to Makai's theorem dealing with maximum-weight restricted t-matchings.
Introduction
Let G = (V, E) be a simple undirected graph, that is, G has neither parallel edges nor self-loops. Throughout this paper, we assume that the given graphs are simple. For a vector b ∈ Z V + , an edge set M ⊆ E is said to be a b-matching if every vertex v ∈ V is incident to at most b(v) edges in M , and a b-factor if every vertex v ∈ V is incident to exactly b(v) edges in M . If b(v) = t for every v ∈ V , we simply refer to b-matchings/factors as tmatchings/factors. For instance, a 2-matching is a vertex-disjoint collection of cycles and paths, and a 2-factor is a vertex-disjoint collection of cycles that cover all vertices in V . If a b-factor exists in a graph, it is a maximum b-matching.
Let us denote a cycle of length k by C k . For a b-matching/factor M with b(v) ≤ 2 for each v ∈ V , we say that M is C k -free if M contains no cycles of length k or less. The C k -free 2-factor problem is to find a C k -free 2-factor in a given graph. Note that the case where k ≤ 2 is exactly the classical simple 2-factor problem, which can be solved efficiently.
an algorithm different from Hartvigsen's algorithm.
The weighted K t,t -free t-factor problem in bipartite graphs has also been considered. As mentioned, this problem is NP-hard when t = 2. However, Makai [16] showed a linear programming description of maximum weight K t,t -free t-matchings and proved its dual integrality for a certain class of weight vectors called vertex-induced. For a weight vector w ∈ R E and a subgraph H of G, w is said to be vertex-induced on H if there exists a function π H : V (H) → R such that w(uv) = π H (u)+π H (v) for every uv ∈ E(H). Here, V (H) and E(H) denote the vertex set and edge set of H, respectively, and uv denotes an edge connecting u, v ∈ V (H). The class considered by Makai [16] is that w is vertex-induced on any subgraph isomorphic to K t,t . Applying the ellipsoid method to Makai's description, one obtains a polynomial algorithm for this class of weighted bipartite graphs, which could be made strongly polynomial by Frank and Tardos' method [8] .
This paper presents a combinatorial primal-dual algorithm to find a minimum-weight K t,t -free t-factor in a weighted bipartite graph whose weight vector is vertex-induced on any subgraph isomorphic to K t,t . The primal part of the algorithm is a variant of Hartvigsen's and Pap's algorithms, while the dual part is based on the framework of a primal-dual approach to the minimum-cost flow problem [4, 21] . The algorithm is fully combinatorial, so the output of the algorithm is integer if the weight vector is integer. Thus, the algorithm implies a theorem on dual integrality of an LP-formulation for the problem, which is tantamount to Makai's one [16] . The complexity of the algorithm is O(tn 2 D), where n is the number of vertices and D is the time to execute a shortest path algorithm with nonnegative length. Incorporating Fredman and Tarjan's implementation of Dijkstra's algorithm [9] , we get a strongly polynomial complexity O(tn 2 m + tn 3 log n), where m is the number of edges.
This paper is organized as follows. Section 2 describes a maximumcardinality square-free 2-matching algorithm, and Section 3 extends it to a minimum-weight square-free 2-factor algorithm. Section 4 provides a further extension of the algorithm to the weighted K t,t -free t-factor problem. Finally, Section 5 discusses the relation between minimum-weight K t,t -free t-factors and maximum-weight K t,t -free t-matchings.
Before closing this section, let us prepare some notations and definitions used in the following sections. Let G = (V, E) be an undirected graph with vertex set V and edge set E. An edge connecting u, v ∈ V is denoted by uv.
For a subgraph H of G, V (H) and E(H) denote the vertex set and edge set of H, respectively, i.e., H = (
When we denote a graph by G = (U, V ; E), we mean that G is bipartite, that is, the vertex set and edge set of G are U ∪ V and E, respectively, and E[U ] and E[V ] are empty. For subgraph H of G, U (H) (resp. V (H)) denotes the set of vertices in U (resp. V ) that belong to H. A complete bipartite graph K s,t is a simple bipartite graph (U, V ; E) with |U | = s, |V | = t and E = {uv | u ∈ U , v ∈ V }. Recall that K 2,2 is isomorphic to C 4 , and is often called a square. For a subgraph H of G, a component in H isomorphic to K 2,2 is called a square-component and the number of square-components in H is denoted by c(H). For a bipartite graph G, let S t denote the family of all its subgraphs isomorphic to K t,t . We often abbreviate S 2 as S.
For a directed graph G = (V, A) with vertex set V and edge set A, we denote an edge e from u to v by uv, as far as it causes no confusion whether e is directed or undirected. For e = uv ∈ A, the initial and terminal vertex of e are denoted by ∂ + e and ∂ − e, respectively, that is, ∂ + e = u and
A Maximum Square-Free 2-Matching Algorithm
This section describes an algorithm to find a maximum square-free 2-matching in bipartite graphs. The algorithm is based on algorithms of Hartvigsen [12, 13] and Pap [17, 18, 19] , but different from both. Our algorithm uses the shortest augmenting path, whereas Pap's one does not involve the length of augmenting paths. Using the shortest path yields some simplicity, especially in the shrinking procedure, which makes the algorithm suitable for a weighted extension. Let G = (U, V ; E) be a bipartite graph and M ⊆ E be a square-free 2-matching in G. First, construct an auxiliary directed graph G M = (U, V ; A) in the following manner. Define the directed edge set A by
Where it causes no confusion, we identify the undirected edge uv in G and the directed edge uv (or vu) in G M . We also define two distinguished subsets
Then, find a shortest path P from U • to V • and consider the edge set M = M E(P ). Observe that M is a 2-matching with |M | = |M | + 1. Hence, if M is square-free, then M is a larger square-free 2-matching. We refer to the procedure to obtain M as an augmentation.
What if, however, M contains squares? Suppose M E(P ) contains a square S. Since P is the shortest U • -V • path, we have that |M ∩ E(S)| = 3, a detailed discussion of which will appear in Proposition 2.1. Figure 1) . Then, what we do is to "shrink" S. Identify u 1 and u 2 to obtain a new vertex u S , and v 1 and v 2 to obtain a new vertex v S . Then, delete all edges in E(S)
Shrinking of a square (bold line : M -edge).
and connect u S and v S by an M -edge. If an edge in E \ E(S) had been incident to u 1 or u 2 (resp. v 1 or v 2 ), the edge is incident to u S (resp. v S ) in the resulting graph. We allow parallel edges to appear in this procedure.
If an edge had belonged to M , it also belongs to M in the new graph, and otherwise it does not. We denote the resulting graph byG = (Ũ ,Ṽ ;Ẽ) and refer to the new M -edge u S v S as a shrunk square. Note that it follows from |M ∩ E(S)| = 3 that the number of M -edges in the parallel edges incident to u S (or v S ) is at most one, so M remains simple whereasG may not. In addition, the new M is a 2-matching inG and may contain a square that includes shrunk squares. If more than one square appears in M E(P ), we shrink the square which is "closest" to U • . That is, we shrink the square whose non-M -edge appears the first in P . We refer to the procedure to obtain a new graph and 2-matching as Shrink(M, P ).
Then, we recursively execute the above procedures. Here, we have to take care that the U • -V • path does not contain shrunk squares. In order to achieve this, we search a U • -V • path in a subgraphG M ofG M obtained by deleting all the shrunk squares. Then, set b ∈ {1, 2}Ũ ∪Ṽ by
and modify the definition of U • and V • by
This means that what we deal with is a square-free b-matching M inG M . Thus, one would see that the shrunk squares get neither incident to each other nor nested.
After an augmentation, we expand every shrunk squares to obtain the original bipartite graph G. Let u S v S be a shrunk square that is obtained by shrinking S with U (S) = {u 1 , u 2 } and V (S) = {v 1 , v 2 }. Now, replace the vertices u S , v S and edge u S v S by K 2,2 induced by U (S) ∪ V (S). An edge incident to u S or v S is connected to a vertex in U (S) ∪ V (S) to which the edge had been incident before shrinking S. Next, determine M -edges. An M -edge before expanding S also belongs to M . Then, pick up three edges in E(S) to be in M so that M forms a 2-matching. Figure 2 illustrates an example of expanding a shrunk square. By expanding every shrunk square, we obtain the original bipartite graph G and a new square-free 2-matching M of one larger size.
Figure 2: Expanding of a square (bold line : M -edge).
The procedures are summarized below.
Algorithm Maximum Square-Free 2-Matching
Step 0: Set M = ∅ andG = G.
Step 1:
(M is a square-free 2-factor.)
Step 2: Construct an auxiliary directed graphG M . InG M , define b by (1) and search for a shortest path from U • to each vertex. Let R ⊆Ũ ∪Ṽ be the set of the reachable vertices from
expand each shrunk square and halt. (M is a maximum square-free 2-matching.)
Step 3: Let P be the shortest path from
contains a square inG M , then execute Shrink(M, P ) and go to Step 2.
Step 4: Replace M by M Ẽ (P ) and expand every shrunk square. Then, go to Step 1.
Here, we show that if M Ẽ (P ) contains a square S then |M ∩Ẽ(S)| = 3.
Proposition 2.1. Let S be a square inG M that appears in M Ẽ (P ).

Then, it holds that |M ∩Ẽ(S)| = 3.
Proof. SinceẼ(S) ⊆ M Ẽ (P ), the edges inẼ(S) can be partitioned into two parts,Ẽ M = M ∩Ẽ(S) andẼ P =Ẽ(P )∩Ẽ(S). We prove that |Ẽ P | = 1.
As M is square-free inG M , we have that |Ẽ P | ≥ 1. As P visits each vertex at most once and the edges of M and E \ M lie alternately in P , we have that |Ẽ P | ≤ 2. Hence, it suffices to show that |Ẽ P | = 2.
Denote
To the contrary we assume, without loss of generality, thatẼ P = {u 1 v 1 , u 2 v 2 } and u 1 v 1 appears earlier than u 2 v 2 in P . Let us denote the subpath of P which is from the initial vertex of P to v 1 by P 1 , and which is from u 2 to the terminal vertex of P by P 2 . Here, connecting P 1 , u 2 v 1 and P 2 , we obtain another U • -V • path, which is shorter than P . This contradicts that P is the shortest
Now, what is left is to prove that M is maximum when the algorithm halts in Step 2. The following is a min-max formula for square-free bmatchings. [15] ). Let G = (U, V ; E) be a bipartite graph and b ∈ {0, 1, 2} U ∪V . Then, the size of the maximum square-free b-matching in G is equal to
Theorem 2.2 (Z. Király
Let us view the weak duality and equality conditions for the formula.
Let M be a square-free b-matching and
where
Then, it follows that
Hence, it holds that
By (3), we have the following conditions for (4) to hold with equality.
Condition (a). In G[Z]
, every edge except for one edge in each squarecomponent belongs to M .
Condition (b).
In what follows, we abbreviate f G,b as f G , since b is always defined by (1). We prove that there exists Z ⊆ U ∪V such that |M | = f G (Z), which yields a verification of our algorithms and an alternative proof for Theorem 2.2. The argument below is an adaptation of the combinatorial proof for Theorem 2.2 of Pap [17, 18, 19 ] to our algorithm.
The following is a key observation to our verification.
of edges that was in a shortest path used in shrinking a square S ∈ S and closer to
Proof. The proof is by induction on the number of shrinkings. The statement is obvious immediately after shrinking S. Now, suppose P is a path from U • to u S that satisfies the condition in the statement and consider subsequent shrinkings. A shrinking that does not delete any edge inẼ(P ) does not matter. If a shrinking deletes an edge e ∈Ẽ(P ), then it holds that e ∈ M . For, if e ∈ M , a square S e appears when e turns to be an M -edge by Proposition 2.1, which contradicts that e had been in a shortest path used in shrinking S ∈ S and closer to U • than u S . Let e ∈ M ∩Ẽ(P ) be deleted in a subsequent shrinking (an example is shown in Fig. 3 ). Here, ∂ − e ∈Ũ is shrunk into u S , which is reachable from U • . On the other hand, u S is reachable from u S by tracing the subpath of P that had connected ∂ − e and u S . Therefore, the statement is maintained in shrinking S .
Suppose no U • -V • path is found in
Step 2 and denote the current
Then, by the definition of Z 0 , it holds that
and hence |M | = f G 0 (Z 0 ). By (4), it follows that M is the maximum squarefree b-matching in G 0 and Z 0 minimizes f G 0 .
Next, consider to expand a shrunk square. Let
Let u S v S be a shrunk square in G 0 and denote the bipartite graph obtained by expanding
0 or not. By Proposition 2.3, G 0 has a path P from U • to u S which consists of edges that was in a shortest path used in shrinking a square and closer to U • than the square. Denote the initial vertex of P by u 0 . Since u 0 ∈ U • , Condition (c) implies that u 0 ∈ Z * 0 . Moreover, carefully looking at Conditions (a) and (b), we have that U 0 (P ) ⊆ Z * 0 and V 0 (P ) ⊆ (U 0 ∪V 0 )\Z * 0 , which implies that u S ∈ Z * 0 . Therefore, we have two cases: v S ∈ Z * 0 or not.
Moreover, it holds that c( 
Since the size of M increases by three in expanding a shrunk square, it holds that |M | = f G 1 (Z 1 ). Thus, it follows from (4) that M is a maximum square-free b-matching in G 1 and Z 1 is a minimizer of f G 1 .
Case 2 (v
and hence |M | = f G 1 (Z 1 ). Then, by (4), we have that M is a maximum square-free b-matching in G 1 and Z 1 is a minimizer of f G 1 .
Applying the above argument repeatedly, we obtain a square-free 2-matching M in the original graph G and
A Weighted Square-Free 2-Factor Algorithm
This section deals with the weighted square-free 2-factor problem. Let (G, w) be a weighted bipartite graph with G = (U, V ; E) and w ∈ R E + . Throughout this section, we assume that |U | = |V |. We also assume that w is vertexinduced on any square. That is, we assume that, for any square S with U (S) = {u 1 , u 2 } and V (S) = {v 1 , v 2 }, there exists a potential function π S :
In other words, it holds that w(
. We propose an algorithm to find a square-free 2-factor M that minimizes w(M ) if exists, or otherwise determine that no square-free 2-factor exists in G. The algorithm, based on the primal-dual framework of the minimum-cost flow algorithm [4, 21] , extends Algorithm Maximum Square-Free 2-Matching.
Let x ∈ R E . The following is a linear programming relaxation of an integer program for the minimum-weight square-free 2-factor problem:
One would see that the incidence vector of a square-free 2-factor is a feasible solution for (P). In what follows, we often identify an edge set M and its incidence vector x.
Consider the dual problem of (P). Let p ∈ R U ∪V , q ∈ R E and r ∈ R S . The dual problem is given by
The complementary slackness conditions of (P) and (D) are
q(e) > 0 ⇒ x(e) = 1,
In what follows, we present an algorithm to find feasible solutions for (P) and (D) which satisfy (6)- (8) by extending Algorithm Maximum Square-Free 2-Matching. Roughly speaking, we maintain a squarefree 2-matching M , construct an auxiliary directed graphG M , search for a U • -V • path P in its subgraphG M , and then augment M by substituting M Ẽ (P ) for M or shrink a square. In these procedures, we also take dual solutions into account. In particular, a significant difference from Algorithm Maximum Square-Free 2-Matching is that we do not expand a shrunk square u S v S after an augmentation if r(S) > 0, and such a shrunk square is used in the subsequent searching for a U • -V • path. Now, let us consider the details. LetG M = (Ũ ,Ṽ ; A) be an auxiliary directed graph, which may have resulted from repeated shrinking and expanding of squares. Recall that the M -edges (including all shrunk squares) are oriented in the direction fromṼ toŨ , and other edges in the opposite direction. ForG M , a length function l : A → R is defined by
w(e) − p(u) + p(v) (e ∈ M and corresponds to uv ∈ E), −w(e) + p(u) − p(v) (e ∈ M and corresponds to uv ∈ E), r(S)
(e is a shrunk square u S v S ).
Remark that p is defined on U ∪ V , the vertex set of the original bipartite graph G, while l is defined on A, the edge set ofG M . In the auxiliary graphG M , we establish the following optimality criterion. 
∀e ∈ A, l(e) ≥ 0; (10)
(S), p(u) − p(v) − r(S) = w(e). (11)
Proof. We prove the theorem by showing how to construct feasible solutions for (P) and (D) that satisfy (6)- (8) . Let e = uv ∈ E be an edge not shrunk inG M . If e ∈ M , then by (10) we have that l(e) = w(e) − p(u) + p(v) ≥ 0. Now, set q(e) = 0 to have (6) and (7) hold in e. If e ∈ M , then l(e) = −w(e) + p(u) − p(v) ≥ 0 by (10) . Set q(e) = l(e), which gets (6) and (7) to hold in e.
Let e = uv ∈ E belong to E(S) of a shrunk square u S v S inG M . For such e, set q(e) = 0. Then, by (11), we have that (6) and (7) hold in e regardless whether x(e) = 0 or x(e) = 1 after expanding S. Now we have determined q(e) on every e ∈ E. From the above construction, one would appreciate the feasibility of (p, q, r) for (D). Moreover, by expanding all shrunk squares inG M , we obtain a square-free 2-factor in G, a feasible solution for (P). For this pair of solutions for (P) and (D), it follows from (9) that (8) holds. Therefore, (6)-(8) hold for this pair of solutions for (P) and (D). Now, let us describe the minimum-weight square-free 2-factor algorithm. The algorithm keeps a square-free 2-matching M and a dual solution (p, r) that satisfy (9)- (11), and increases |M | until it attains the maximum.
Algorithm Minimum-Weight Square-Free 2-Factor
Step 0: Set M = ∅, p = 0, r = 0 andG = G.
Step 1: If |M | = 2|Ũ |, then expand every shrunk square and halt. (M is a minimum-weight square-free 2-factor.)
Step 2: Construct an auxiliary directed graphG M = (Ũ ,Ṽ ; A) and delete shrunk squares that are created after the latest augmentation to obtain a new graphG M . Then, inG M , define b by (1) and search for a shortest path with respect to (w.r.t.) l from U • to each vertex. Let R ⊆Ũ ∪Ṽ be the set of the reachable vertices from U • and define d :Ũ ∪Ṽ → R by
(No square-free 2-factor exists.)
Step 3: Let P be the shortest path (w.r.t l) from U • to V • . If more than one shortest path exists, select a path with the minimum number of edges. If P contains a shrunk square, apply Dual-Update (described below), expand every shrunk square in P , and then go to Step 2.
Step 4: If M Ẽ (P ) contains a square without shrunk squares, apply DualUpdate, execute Dual-Shrink(M, P ) (described below), and then go to
Step 2.
Step 5: Apply Dual-Update, replace M by M Ẽ (P ), and expand every shrunk square S with r(S) = 0. Then, go to Step 1.
We remark that a shrunk square u S v S with r(S) > 0 is not expanded in
Step 5, and belongs toG M after the augmentation. In the procedure Dual-Update, we change the dual solution as follows:
The procedure Dual-Shrink(M, P ) is twofold: update of p in two vertices; and Shrink(M, P ). We have that M Ẽ (P ) contains squares inG M . For such a square S, it holds that |M ∩Ẽ(S)| = 3, which is proven later (Proposition 3.2). Let S be the nearest one from U • among the squares in M Ẽ (P ), and denoteŨ (S) = {u 1 , u 2 } andṼ (S) = {v 1 , v 2 }. Without loss of generality, we assume
and call Shrink(M, P ). Now, let us confirm the validity of the algorithm. Note that (9)- (11) hold at the beginning of the algorithm. We prove that the conditions are maintained throughout the algorithm. Proof. We prove that (ii) holds under the assumption of (i), and (i) is maintained when (ii) holds. Then, since (i) holds at the beginning of the algorithm, (i) and (ii) inductively hold throughout the algorithm. Let S be a square without shrunk squares such thatẼ(S) ⊆ M Ẽ (P ).
. By the argument in the proof for Proposition 2.1, it suffices to show that |Ẽ P | = 2 in order to prove (ii).
Assume to the contrary thatẼ P = {u 1 v 1 , u 2 v 2 } and u 1 v 1 appears earlier than u 2 v 2 in P . Then, it holds that ∑ e∈Ẽ(S) l(e) = 0 since w is vertexinduced on S. Hence, it follows from (i) that l(e) = 0 for all e ∈Ẽ(S). Now, as is described in the proof for Proposition 2.1, we have another U • -V • path P , which is obtained by taking v 1 u 2 as a shortcut for P . It follows from (i) and l(v 1 u 2 ) = 0 that P , which has fewer edges than P , is no longer than P w.r.t. l. This contradicts the choice of P .
Next, we prove that (i) is maintained under the assumption of (ii). Consider Dual-Update. Pick up a directed edge e ∈ A. By the definition of d, it holds that
. If e = vu is not shrunk and in the direction ofṼ toŨ , i.e., e ∈ M , then the shift of
Therefore, in any case we have that l(e) ≥ 0 after Dual-Update. Moreover, for a shortest U • -V • path P , the above inequalities hold with equality for each e ∈Ẽ(P ) and hence l(e) = 0 after Dual-Update. Thus, in an augmentation using P , in which l(e) changes to −l(e) for e ∈Ẽ(P ), (i) is maintained.
Consider Dual-Shrink(M, P ). Since (ii) holds, the procedure Dual-Shrink(M, P ) is valid. In Dual-Shrink(M, P ), l changes only on the edges in δu 2 ∪ δv 2 . One would easily see that l(u 1 v 2 ) and l(u 2 v 1 ) become zero by the update of p(u 2 ) and p(v 2 ). As we have applied Dual-Update just before Dual-Shrink(M, P ),
, which implies that l(u 2 v 2 ) also becomes zero. Meanwhile, for an edge e ∈ (δu 2 ∪ δv 2 ) \ E(S), we have that e ∈ M . Hence, the shift of l(e) is equal to l(u 2 v 1 ) for e ∈ δu 2 and equal to l(u 1 v 2 ) for e ∈ δv 2 . Therefore, l(e) ≥ 0 is kept for every edge in δu 2 ∪ δv 2 in Dual-Shrink(M, P ).
The above argument induces the following corollaries.
Corollary 3.3. After Dual-Update, l(e) = 0 for every edge e ∈Ẽ(P ).
Corollary 3.4. When we shrink a square S, l(e) = 0 for every e ∈Ẽ(S).
It follows from Corollary 3.4 that (11) holds for S when we shrink S, which is the purpose of the update of p(u 2 ) and p(v 2 ) in Dual-Shrink(M, P ). Proof. It follows from Proposition 2.3 that u S is reachable from U • inG M by traversing edges that had been in a shortest U • -V • path. By Corollary 3.3, such an edge e has its length l(e) = 0 in Dual-Update executed when e ∈ E(P ), and l(e) remains to be zero until the next augmentation. Proof. Condition (9). Since we change r(S) only if S is shrunk and expand u S v S only if r(S) = 0, it holds that r(S) = 0 for every non-shrunk square S. Moreover, we have seen in the proof for Proposition 3.2 that r(S) = l(u S v S ) ≥ 0 for every shrunk square u S v S inG M . As for a shrunk square not inG M , in other words created after the latest shrunk, d(u S ) = 0 by Proposition 3.5, which implies r(S) ≥ 0 after a Dual-Update. In Dual-Shrink(M, P ), r(S) is not changed since DualShrink(M, P ) is executed for a square containing no shrunk square.
Condition (10) . Already proved.
Condition (11) . By Corollary 3.4, (11) holds when S is shrunk. Consider the shift of p(u) − p(v) − r(S) in subsequent Dual-Update for e = uv ∈ E(S). The variables are changed as follows:
Then, p(u) − p(v) − r(S) does not change in Dual-Update. In DualShrink(M, P ), the variables concerned are not changed.
By Theorem 3.1 and Proposition 3.6, if the algorithm halts in Step 1, then we have a minimum-weight square-free 2-factor M and a dual optimal solution. If the algorithm halts in Step 2, G has no square-free 2-factor. This is shown by a similar argument to that in Section 2.
Let us discuss the complexity of the algorithm. Recall that |U ∪ V | = n and |E| = m. The following is an easy observation, but plays a key role in analyzing the complexity. Proof. We search a U • -V • path P inG M , which does not contain shrunk squares created after the latest augmentation, and a shrunk square expanded by the next augmentation is contained in P .
The bottleneck part of the algorithm lies in Step 2, determining the distance from U • to every vertex. It follows from Proposition 3.2 that this can be computed by a shortest path algorithm with nonnegative length. By Proposition 3.7, we apply a shortest path algorithm O(n) times between augmentations. Since augmentations happen at most n times throughout the algorithm, the total complexity of the algorithm is O(n 2 D), where D is the time to execute a shortest path algorithm with nonnegative length. Among a number of implementations of such an algorithm, incorporating Fredman and Tarjan's version of Dijkstra's algorithm [9] , we get a strongly polynomial complexity O(n 2 m + n 3 log n). We should remark here that Algorithm Minimum-Weight SquareFree 2-Factor is fully combinatorial, that is, it consists of only addition, subtraction, and comparison. Thus, the algorithm leads to the following integrality theorem. Theorem 3.9. Let (G, w) be a weighted bipartite graph such that G admits a square-free 2-factor and w ∈ R E + is integer and vertex-induced on any square. Then, the linear program (P) has an integral optimal solution. Moreover, the dual problem (D) also has an integral optimal solution (p, q, r) such that the elements in {S | S ∈ S, r(S) > 0} are pairwise disjoint.
Extension to K t,t -Free t-Factors
We can naturally extend Algorithm Minimum-Weight Square-Free 2-Factor to the minimum-weight K t,t -free t-factor problem. Let (G, w) be a weighted bipartite graph with G = (U, V ; E) and w ∈ R E + . Assume that |U | = |V | and w is vertex-induced on any K t,t in G.
Let x ∈ R E , p ∈ R U ∪V , q ∈ R E and r ∈ R St . The following is a linear programming relaxation of an integer program for the minimum-weight K t,tfree t-factor problem:
The dual problem of (P t ) is
We describe an algorithm for the minimum-weight K t,t -free t-factor problem by mentioning the differences from Algorithm Minimum-Weight Square-Free 2-Factor. First, let us remark Dual-Shrink(M, P ). As an extension of Proposition 3.2, we have the following. Proposition 4.1. Throughout the algorithm, the following (i) and (ii) hold:
. . , v t }, and suppose u 1 v 1 ∈ M . We update the dual valuable as follows:
t).
Since w is vertex-induced on S, we have l(e) = 0 for every e ∈Ẽ(S) by this update.
Then, we shrink S in the following manner. Identify the verticesŨ (S) to obtain a new vertex u S , andṼ (S) to obtain a new vertex v S . Delete all edges inẼ(S) and connect u S and v S by an M -edge. If an edge inẼ \Ẽ(S) had been incident toŨ (S) (resp.Ṽ (S)), the edge is incident to u S (resp. v S ) in the resulting graph. If an edge had belonged to M , it also belongs to M in the new graph, and otherwise it does not. We refer to the new M -edge u S v S as a shrunk K t,t .
Next, in an auxiliary directed graphG M , the vector b is defined by
Then, U • and V • are determined by (2) according to (12) . Now, we are ready to present a full description of an algorithm to find a minimum-weight K t,t -free t-factor.
Algorithm Minimum-Weight K t,t -Free t-Factor
Step 1: Let k be the number of shrunk
then expand every shrunk K t,t and halt. (M is a minimum-weight K t,t -free t-factor.)
Step 2: Construct an auxiliary directed graphG M = (Ũ ,Ṽ ; A). InG M , delete every shrunk K t,t that is created after the latest augmentation to obtain a new graphG M . Then, inG M , define b by (12) and search for a shortest path w.r.t. l from U • to each vertex. Let R ⊆Ũ ∪Ṽ be the set of the reachable vertices from U • and define d :
Step 3: Let P be the shortest path (w.r.t l) from U • to V • . If more than one shortest path exists, select a path with the minimum number of edges. If P contains a shrunk K t,t , apply Dual-Update, expand every shrunk K t,t in P , and then go to Step 2.
Step 4: If M Ẽ (P ) contains a K t,t without a shrunk K t,t , apply DualUpdate, execute Dual-Shrink(M, P ), and go to Step 2.
Step 5: Apply Dual-Update, replace M by M Ẽ (P ) and expand every shrunk S ∈ S t with r(S) = 0. Then, go to Step 1.
Let us discuss the complexity. Recall that n = |U ∪V |, m = |E| and D is the time for a shortest paths algorithm with nonnegative length. In Step 4, we check whether M Ẽ (P ) contains a K t,t , which takes O(m) time, smaller than the complexity of a shortest path algorithm. Hence, it takes O(nD) time between augmentations. Since augmentations happen at most tn/2 times, the total complexity is O(tn 2 D), which gets to O(tn 2 m + tn 3 log n) by employing D = O(m + n log n) [9] . Theorem 4.2. Algorithm Minimum-Weight K t,t -Free t-Factor runs in O(tn 2 m + tn 3 log n) time.
As was true for Algorithm Minimum-Weight Square-Free 2-Factor, Algorithm Minimum-Weight K t,t -Free t-Factor is fully combinatorial, and thus implies the following integrality theorem. Theorem 4.3. Let (G, w) be a weighted bipartite graph such that G admits a K t,t -free t-factor and w ∈ R E + is integer and vertex-induced on any K t,t . Then, the linear program (P t ) has an integral optimal solution. Moreover, the dual problem (D t ) also has an integral optimal solution (p, q, r) such that the elements in {S | S ∈ S t , r(S) > 0} are pairwise disjoint.
Concluding Remarks
This paper has dealt with the minimum-weight K t,t -free t-factor problem in bipartite graphs, whereas Makai [16] considered the maximum-weight K t,tfree t-matching problem. Let us close this paper by mentioning that these two problems are equivalent.
In fact, the two problems are polynomially reducible to each other. Given an instance (G, w) of the minimum-weight K t,t -free t-factor problem such that G = (U, V ; E) and w is vertex-induced on any K t,t , consider a weight vector w ∈ R E defined by w (e) = L − w(e), where L is a sufficiently large number. Note that w is vertex-induced on any K t,t in G. Then, a maximum-weight K t,t -free t-matching in (G, w ) is a maximum cardinality K t,t -free t-matching and hence gives a solution of the minimum-weight K t,tfree t-factor problem in (G, w) .
Conversely, let us given an instance (G, w) of the maximum-weight K t,tfree t-matching problem, where G = (U, V ; E) and w is vertex-induced on any K t,t . We also assume that |U | ≥ t and |V | ≥ t, as is to be expected. where L is a sufficiently large number. Now, observe that w is vertexinduced on any K t,t in G and G admits a K t,t -free t-factor. Moreover, for a minimum-weight K t,t -free t-factor M in (G , w ), M ∩ E is a maximumweight K t,t -free t-matching in (G, w).
