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Abstract
A regular generalized sampling theory in some structured T -invariant subspaces of a
Hilbert space H, where T denotes a bounded invertible operator in H, is established in
this paper. This is done by walking through the most important cases which generalize
the usual sampling settings.
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1 Statement of the problem
The aim of this paper is to establish a regular generalized sampling theory in some structured
T -invariant subspaces of an abstract separable Hilbert space H, where T denotes a bounded
invertible operator on H. Concretely, for a fixed a ∈ H these subspaces Aa are constructed by
using a representation h 7→ Π(h) of a discrete LCA group H (with additive notation) into the
space of bounded invertible operators on H as
Aa =
{∑
h∈H
αhΠ(h)a : {αh}h∈H ∈ ℓ
2(H)
}
.
The vector a is called the generator of Aa. The most important cases are those related with
the representation of the groups Z or ZN given by n 7→ T n which yields the Aa-subspaces
{∑
n∈Z
αn T
na : {αn}n∈Z ∈ ℓ
2(Z)
}
or
{N−1∑
n=0
α(n)T na : {α(n)}N−1n=0 ∈ C
N
}
.
In the last case TNa = a and the cyclic group ZN is represented on Aa. Consequently, we have
to describe the involved generalized samples and to exhibit the look of the obtained sampling
formulas. Concerning the samples, consider s fixed elements bj ∈ H, j = 1, 2, . . . , s, that do
not necessarily belong to Aa. We define for each x ∈ Aa
Ljx(h) := 〈x,Π
∗(−h)bj〉H, h ∈ H , (1)
∗
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where Π∗(−h) denotes the adjoint operator of Π(−h), and we restrict ourselves to the sequence
of samples taken at a subspace M of H , i.e.,
{
Ljx(m)
}
m∈M ; j=1,2,...,s
. Regarding the sampling
formulas they look like
x =
s∑
j=1
∑
m∈M
Ljx(m)Π(m)cj in H ,
where cj ∈ Aa, j = 1, 2, . . . , s, and the sequence
{
Π(m)cj
}
m∈M ; j=1,2,...s
is a frame for Aa.
Thus, we obtain a stable recovery of any x ∈ Aa from the data sequence
{
Ljx(m)
}
m∈M ; j=1,2,...,s
.
In the alluded examples the samples are, Ljx(rm) =
〈
x, (T ∗)−rmbj
〉
H
, m ∈ Z and j =
1, 2, . . . , s, or Ljx(rn) = 〈x, (T ∗)−rnbj〉H , n = 0, 1, . . . , ℓ − 1 and j = 1, 2, . . . , s, respectively,
where r is the sampling period, a positive integer in the first case, or a positive integer such
that r|N and ℓ = N/r, in the second case. The above sampling formula reads
x =
s∑
j=1
∑
m∈Z
Ljx(rm)T
rmcj or x =
s∑
j=1
ℓ−1∑
m=0
Ljx(rm)T
rmcj .
In the paper, the case of multiply generated subspaces is also considered since it entails new
settings not covered by the one generator case. The used mathematical technique is very
friendly: we express the given sequence of samples as frame coefficients in an auxiliary Hilbert
space; the challenge is to obtain T -suitable dual frames yielding, via an isomorphism between
the auxiliary Hilbert space and Aa, the desired sampling formulas. The necessary background
on Riesz bases or frame theory in a separable Hilbert space can be found, for instance, in Ref.
[13].
The case where T = U is an unitary operator in H has been studied in Refs. [15, 16, 24, 25,
32, 35], and it generalizes averaged sampling in shift-invariant subspaces in L2(R); whenever U
is a shift operator, the samples given in (1) are nothing but samples of a convolution operator,
i.e., samples of a filtered version of the function itself.
The present sampling study in the T -invariant subspace Aa has a double motivation in the
recent paper [14]: Firstly, any Riesz sequence {xk}k∈Z inH has a representation {T kx0}k∈Z for a
bounded and bijective operator T : span{xk}k∈Z → span{xk}k∈Z. Secondly, if {V kg0}k∈Z with
V bounded is a dual frame of {T kf0}k∈Z where T is bounded and invertible, then V = (T ∗)−1.
As it was mentioned in Ref. [14], the idea of considering frames (or Riesz) sequences of the
form {T na}n∈Z (or {T
na}N−1n=0 ) is closely related with dynamical sampling (see, for instance,
Refs.[3, 4]), although the indexing of a frame in the dynamical sampling context is different
from the one used here; the group structure is crucial in the sequel.
The paper is organized as follows: in Section 2 we study the Z-infinite case with a single
generator, i.e., sampling formulas in Aa =
{∑
n∈Z αn T
na : {αn}n∈Z ∈ ℓ2(Z)
}
; in Section
3 we present the Z-infinite case with multiple generators, i.e., sampling formulas in Aa ={∑L
l=1
∑
n∈Z α
l
n T
nal : {αln}n∈Z ∈ ℓ
2(Z); l = 1, 2. . . . , L
}
; Sections 4 and 5 are devoted to
the finite case where both subspaces Aa or Aa are finite dimensional; finally, in Section 6
the abstract case associated with an LCA group is exhibited. The mathematical development
followed along the paper shares some patterns appearing in the case of an unitary operator U
studied in previous works (see [15, 16, 24, 25]); some proofs which mimic similar results will be
simply referred. Putting all these cases together can help to survey the intrinsic nature of these
sampling problems and their relationships. As the sections only include the essential sampling
theory, they are accompanied with a pertinent list of notes and remarks enlightening the topic.
2 The Z-infinite case with a single generator
Let T : H → H be a bounded invertible operator defined in a separable Hilbert space H. For a
fixed a ∈ H we consider the T-invariant subspace Aa in H defined as Aa := span{T na : n ∈ Z}.
In case the sequence {T na}n∈Z is a Riesz sequence in H, i.e., a Riesz basis for Aa, this subspace
can be expressed as
Aa =
{∑
n∈Z
αn T
na : {αn}n∈Z ∈ ℓ
2(Z)
}
.
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The subspace Aa is the image of the usual Hilbert space L2(0, 1) by means of the isomorphism
TT,a : L2(0, 1) −→ Aa
F =
∑
n∈Z
αn e
2πinw 7−→ x =
∑
n∈Z
αn T
na .
It is easy to check that this isomorphism TT,a satisfies the T -shifting property
TT,a
(
F e2πimw
)
= Tm
(
TT,aF
)
for any F ∈ L2(0, 1) and m ∈ Z . (2)
An expression for the samples
We start by stating the used data to recover any x ∈ Aa. Given s fixed elements bj ∈ H (which
do not necessarily belong to Aa) and the sampling period r, an integer r ≥ 1, we define the
generalized samples {Ljx(rm)}m∈Z; j=1,2,...,s of any x ∈ Aa as
Ljx(rm) :=
〈
x, (T ∗)−rmbj
〉
H
, m ∈ Z and j = 1, 2, . . . , s , (3)
where T ∗ denotes the (invertible) adjoint operator of T .
For x =
∑
n∈Z αn T
na we obtain the following expression for its samples
Ljx(rm) =
〈∑
n∈Z
αn T
na, (T ∗)−rmbj
〉
H
=
∑
n∈Z
αn
〈
(T ∗)−rmbj , T na
〉
H
=
〈
F,
∑
n∈Z
〈(T ∗)n−rmbj , a〉H e
2πinw
〉
L2(0,1)
=
〈
F, gj(w) e
2πirmw
〉
L2(0,1)
,
(4)
where the functions F (w) =
∑
n∈Z αn e
2πinw and gj(w) =
∑
k∈Z〈(T
∗)kbj , a〉H e2πikw, j =
1, 2, . . . , s, belong to L2(0, 1).
Thus the stable recovery of F ∈ L2(0, 1) (and consequently of x = TT,aF ∈ Aa) from
the sequence of generalized samples {Ljx(rm)}m∈Z; j=1,2,...,s depends on whether the sequence
{gj(w) e2πirmw}m∈Z; j=1,2,...,s forms a frame for L2(0, 1). Moreover, in order to derive an asso-
ciated sampling formula we also need to know dual frames having the same structure (in order
to apply the T -shifting property (2)).
For the first question, consider the s× r matrix of functions in L2(0, 1)
G(w) :=

g1(w) g1(w +
1
r ) · · · g1(w +
r−1
r )
g2(w) g2(w +
1
r ) · · · g2(w +
r−1
r )
...
...
...
gs(w) gs(w +
1
r ) · · · gs(w +
r−1
r )
 =
(
gj
(
w +
k − 1
r
))
j=1,2,...,s
k=1,2,...,r
(5)
and its related constants
αG := ess inf
w∈(0,1/r)
λmin[G
∗(w)G(w)] ; βG := ess sup
w∈(0,1/r)
λmax[G
∗(w)G(w)] .
As usual, the symbol ∗ denotes the transpose conjugate matrix and λmin (respectively λmax) the
smallest (respectively the largest) eigenvalue of the positive semidefinite matrix G∗(w)G(w).
A characterization of the sequence
{
gj(w) e
2πirmw
}
m∈Z; j=1,2,...,s
as a complete system,
Bessel sequence, frame or Riesz basis for L2(0, 1) is well known (see, for instance, Refs. [19, 20]).
In particular,
The sequence {gj(w) e2πirmw}m∈Z; j=1,2,...,s is a frame for L2(0, 1) if and only if 0 < αG ≤
βG <∞. In this case, the optimal frame bounds are αG/r and βG/r.
For the second question, the existence of dual frames of {gj(w) e2πirmw}m∈Z; j=1,2,...,s with
its same structure, choose functions hj in L
∞(0, 1), j = 1, 2, . . . , s, such that(
h1(w), h2(w), . . . , hs(w)
)
G(w) =
(
1, 0, . . . , 0
)
a.e. in (0, 1) . (6)
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In [19] it was proven that
The sequence {rhj(w) e
2πirmw}m∈Z; j=1,2,...,s, where the functions hj in L
∞(0, 1) satisfy (6),
is a dual frame of the sequence {gj(w) e2πirmw}m∈Z; j=1,2,...,s in L2(0, 1).
In other words, taking into account the expression for the samples (4), for any F ∈ L2(0, 1)
we have the expansion
F =
s∑
j=1
∑
m∈Z
Ljx(rm) rhj(w) e
2πirmw in L2(0, 1) . (7)
Concerning to the existence of the functions hj , j = 1, 2, . . . , s, satisfying (6), consider
the first row of the r × s Moore-Penrose pseudo-inverse G†(w) of G(w) given by G†(w) =[
G∗(w)G(w)
]−1
G∗(w). Its entries are essentially bounded in (0, 1) since the functions gj,
j = 1, 2, . . . , s, and det−1
[
G∗(w)G(w)
]
are essentially bounded in (0, 1), and (6) trivially
holds. In fact, all the possible solutions of (6) are given by the first row of the r × s matrices
given by
H(w) := G†(w) + U(w)
[
Is −G(w)G
†(w)
]
,
where U(w) denotes any r × s matrix with entries in L∞(0, 1), and Is is the identity matrix of
order s.
A regular sampling formula in Aa
Given x = TT,aF ∈ Aa, applying the isomorphism TT,a to the expansion (7) for F one obtains
the sampling expansion
x =
s∑
j=1
∑
m∈Z
Ljx(rm) TT,a
[
rhj(·) e
2πirm ·
]
=
s∑
j=1
∑
m∈Z
Ljx(rm)T
rm
[
TT,a(rhj)
]
=
s∑
j=1
∑
m∈Z
Ljx(rm)T
rmcj,h in H ,
where cj,h := TT,a(rhj) ∈ Aa, j = 1, 2, . . . , s, and we have used the T -shifting property (2).
Besides, the sequence
{
T rmcj,h
}
m∈Z; j=1,2,...,s
is a frame for Aa. In fact, the following result
holds:
Theorem 1. For any x ∈ Aa consider the sequence of samples {Ljx(rm)}m∈Z; j=1,2,...,s defined
in (3). Assume that the functions gj, j = 1, 2, . . . , s, given in (4) belong to L
∞(0, 1), and
consider the associated G(w) matrix given in (5). The following statements are equivalent:
(a) The constant αG > 0.
(b) There exists a vector
(
h1(w), h2(w), . . . , hs(w)
)
with entries in L∞(0, 1) and satisfying(
h1(w), h2(w), . . . , hs(w)
)
G(w) =
(
1, 0, . . . , 0
)
a.e. in (0, 1) .
(c) There exist cj,h ∈ Aa, j = 1, 2, . . . , s, such that the sequence
{
T rmcj,h
}
m∈Z; j=1,2,...,s
is a
frame for Aa, and for any x ∈ Aa the expansion
x =
s∑
j=1
∑
m∈Z
Ljx(rm)T
rmcj,h in H (8)
holds.
(d) There exists a frame
{
Cj,m
}
m∈Z; j=1,2,...,s
for Aa such that, for each x ∈ Aa the expansion
x =
s∑
j=1
∑
m∈Z
Ljx(rm)Cj,m in H
holds.
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Proof. First notice that the equivalence between the spectral and Frobenius norms [26] proves
that the functions gj , j = 1, 2, . . . , s, belong to L
∞(0, 1) if and only if βG < ∞. We have
already proved that (a) implies (b), and that (b) implies (c). Obviously, (c) implies (d). The
proof concludes as that of Theorem 3.1 in [15].
The filter-bank approach
The generalized samples {(Ljx)(rm)}m∈Z; j=1,2,...,s defined in (3) can be seen as the output of
an analysis filter-bank. To check this, notice that for x =
∑
n∈Z αnT
na ∈ Aa and Ljx (defined
on Z) we have
Ljx(m) = (α ∗ hj)(m), m ∈ Z , where hj(n) :=
〈
a, (T ∗)−nbj
〉
H
, n ∈ Z.
Indeed, (Ljx)(m) =
〈∑
n∈Z αnT
na, (T ∗)−mbj
〉
H
=
∑
n∈Z αn 〈a, (T
∗)n−mbj〉H. Thus, the se-
quence of samples
{
(Ljx)(rm)
}
m∈Z; j=1,2,...,s
is the output of the analysis filter-bank with
downsampling r
α 7−→
({
α ∗ h1(rm)
}
m∈Z
, . . . ,
{
α ∗ hs(rm)
}
m∈Z
)
.
Any sequence α ∈ ℓ2(Z) can be recovered from these samples by using a synthesis filter-bank:
(
y1, y2, . . . , ys
)
7−→
{ s∑
j=1
∑
m∈Z
yj(m)gj(n−mr)
}
n∈Z
,
whenever the above analysis and synthesis filter-banks
α 7−→
{ s∑
j=1
∑
m∈Z
(α ∗ hj)(rm)gj(n−mr)
}
n∈Z
provides perfect reconstruction, i.e., for every α = {αn}n∈Z ∈ ℓ2(Z) we have
αn =
s∑
j=1
∑
m∈Z
(α ∗ hj)(rm)gj(n−mr) , n ∈ Z . (9)
For instance, assuming that hj ,gj ∈ ℓ1(Z) for j = 1, 2, . . . , s, perfect reconstruction holds if
and only if G(z)H(z) = Ir in the torus T = {z ∈ C : |z| = 1} (see [6, 10, 39]), where the r × s
matrix G(z) and the s× r matrix H(z) given, respectively, by
H(z) =
(∑
m∈Z
hj(rm− k)z
−m
)
j=1,2,...,s
k=0,1,...,r−1
and G(z) =
(∑
m∈Z
gj(rm + k)z
−m
)
k=0,1,...,r−1
j=1,2,...,s
are the so called polyphase matrices associated to the above filter-banks. Equivalently, the
sequences {hj(rm− ·)}m∈Z; j=1,2,...,s and {gj(· − rm)}m∈Z; j=1,2,...,s form a pair of dual frames
in ℓ2(Z).
Summarizing, assuming perfect reconstruction on the above filter-banks we can recover any
sequence α = {αn}n∈Z in ℓ2(Z) from the generalized samples (3) by using formula (9). As a
consequence, we can recover the corresponding x ∈ Aa by using x =
∑
n∈Z αnT
na.
Notes and remarks
Some comments on the results appearing in this section are pertinent; most of them will be
shared in next sections:
1. The fact of considering subspaces as Aa is reinforced by a result proved in Ref.[14, Corol-
lary 2.4]: Any Riesz sequence {xk}k∈Z in H has a representation {T kx0}k∈Z for a bounded
and bijective operator T : span{xk}k∈Z → span{xk}k∈Z.
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2. In case the operator T = U is unitary, the auto-covariance 〈Uka, a〉H, k ∈ Z, of the
sequence {Uka}k∈Z admits the integral representation (see Ref.[29])
〈Uka, a〉H =
1
2π
∫ π
−π
eikθdµa(θ) , k ∈ Z ,
where µa is a positive Borel measure on (−π, π) called the spectral measure of the sequence
{Uka}k∈Z. The spectral measure µa can be decomposed into an absolute continuous and
a singular part as dµa(θ) = φa(θ)dθ + dµ
s
a(θ) with respect to Lebesgue measure. A
necessary and sufficient condition for the sequence {Una}n∈Z to be a Riesz sequence for
H is that the singular part µsa ≡ 0 and the spectral density φa satisfies
0 < ess inf
θ∈(−π,π)
φa(θ) ≤ ess sup
θ∈(−π,π)
φa(θ) <∞ ;
see, for instance, Ref. [15]. In particular, whenever U is the shift operator f(u) 7→ f(u−1)
in L2(R), the above condition yields the classical condition (see, for instance, Ref. [13])
0 < ess inf
θ∈(−π,π)
∑
n∈Z
|ϕ̂(θ + 2πn)|2 ≤ ess sup
θ∈(−π,π)
∑
n∈Z
|ϕ̂(θ + 2πn)|2 <∞ .
As far as we know, a characterization of the sequence {T na}n∈Z as a Riesz sequence for
H remains an open question; even when the operator T is selfadjoint or normal.
3. In case the sequence {T ka}k∈Z is a frame sequence for H, the operator TT,a is bounded
and surjective. The sampling formula (8) still remains valid as a frame expansion in Aa.
4. The choice of the generalized samples as in (3) is motivated by a result in Ref.[14, Lemma
3.3]: If {V kg0}k∈Z with V bounded is a dual frame of {T kf0}k∈Z where T is bounded and
invertible, then V = (T ∗)−1.
5. In Theorem 1 it can be added the equivalent condition
ess inf
w∈(0,1/r)
det[G∗(w)G(w)] > 0 .
In case the 1-periodic extension of the functions gj, j = 1, 2, . . . , s, are continuous on R,
this condition reduces to say that rank G(w) = r for all w ∈ R.
6. In the overcomplete setting we have that s > r. In case r = s, the frame condition (c)
in Theorem 1 becomes a Riesz basis condition: There exist r unique elements cj ∈ Aa,
j = 1, 2, . . . , r, such that the sequence
{
T rmcj
}
m∈Z; j=1,2,...,r
is a Riesz basis for Aa, and
the sampling expansion (8) holds. Moreover, due to the uniqueness of the coefficients in
a Riesz basis expansion, the interpolation property Lj′cj(rm) = δj,j′ δm,0, where m ∈ Z
and j, j′ = 1, 2, . . . , r, holds (for a similar result, see [15, Corollary 3.3]).
7. Let us to take a closer look at the analyzing sequence
{
(T ∗)−rmbj
}
m∈Z; j=1,2,...,s
which
appears in the definition of the generalized samples (3). Having in mind (4) and the
isomorphism TT,a, we have the inequalities
αG
r
‖TT,a‖
−2‖x‖2 ≤
s∑
j=1
∑
m∈Z
∣∣〈x, (T ∗)−rmbj〉∣∣2 ≤ βG
r
‖T −1T,a‖
2‖x‖2 for all x ∈ Aa .
The sequence
{
(T ∗)−rmbj
}
m∈Z; j=1,2,...,s
is not contained in Aa except for some particu-
lar cases such as whenever all bj ∈ Aa and operator T is selfadjoint or unitary. There-
fore, as a consequence of the above inequalities, the sequence
{
(T ∗)−rmbj
}
m∈Z; j=1,2,...,s
is a pseudo-dual frame of
{
T rmcj,h
}
m∈Z; j=1,2,...,s
in Aa (see Refs. [30, 31]). In other
words, denoting by PAa the orthogonal projection onto Aa, we derive that the sequence{
PAa
(
(T ∗)−rmbj
)}
m∈Z; j=1,2,...,s
is a dual frame of
{
T rmcj,h
}
m∈Z; j=1,2,...,s
in Aa.
Whenever r = s, the sequence
{
(T ∗)−rmbj
}
m∈Z; j=1,2,...,s
is, except for some particular
cases, a pseudo-Riesz basis for Aa.
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8. The oversampling technique, i.e. s > r, allows to obtain sampling reconstruction formulas
with prescribed properties. See example below and Refs.[15, 21].
Theorem 1 comprises all the known results concerning average regular sampling in shift-
invariant spaces which appear in the mathematical literature. For a few selected references see,
for instance, Refs. [2, 11, 12, 19, 20, 28, 41, 42, 43, 44].
An easy illustrative example
In H = ℓ2(Z) we consider the unitary operator Tx(·) = x(· −K), where K ∈ N denotes a fixed
delay. Now, let a ∈ ℓ2(Z) such that the sequence {a(· − nK)}n∈Z forms a Riesz sequence for
ℓ2(Z). According to note 2 above, this happens in case the sequence {〈T na, a〉ℓ2(Z)}n∈Z ∈ ℓ
2(Z),
which in turn occurs, for instance, whenever a ∈ ℓ1(Z), and the function having these Fourier
coefficients should be essentially bounded above and below away from zero. Consider the
corresponding T -invariant subspace Aa.
First assume r = s = 1; for a fixed b ∈ ℓ2(Z), for each x ∈ Aa, the samples are Lx(n) =
〈x, b(· − nK)〉ℓ2(Z) , n ∈ Z. Thus, the auxiliary function g reads
g(w) =
∑
n∈Z
〈b(·+ nK), a〉ℓ2(Z) e
2πinw ∈ L2(0, 1) .
Assuming that g ∈ L∞(0, 1), Theorem 1 says that there exists a (unique) sequence c ∈ Aa such
that the expansion
x(m) =
∑
n∈Z
〈x, b(· − nK)〉ℓ2(Z) c(m− nK), m ∈ Z ,
holds for all x ∈ Aa if and only if ess infw∈(0,1/r) |g(w)| > 0. The sequence {c(· − nK)}n∈Z is a
Riesz basis for Aa (see note 6 above), and c(m) =
∑
n∈Z βn a(m − nK) where the coefficients
βn are obtained from the Fourier expansion 1/g(w) =
∑
n∈Z βne
2πinw.
The choice of the delta sequence as b in the above formula yields for each x ∈ Aa
x(m) =
∑
n∈Z
x(nK) c(m− nK) , m ∈ Z . (10)
Furthermore, the sequence c ∈ Aa satisfies the interpolation property c(nK) = δ(n), n ∈ Z.
For a =Mp the central discrete B-spline defined (assuming that K is odd) by
Mp := M1 ∗ . . . ∗M1︸ ︷︷ ︸
(p times)
where M1(n) =
{
1, |n| ≤ (K − 1)/2
0, |n| > (K − 1)/2
,
Aa becomes the subspace of discrete splines with nodes at {nK} of order p (see Refs. [33, 34]).
The B-spline Mp(n) is even, positive, supported in |n| ≤ p(K− 1)/2, and the sequence {Mp(·−
nK)}n∈Z is a Riesz sequence for ℓ
2(Z) [34, Remark 3.3]. Furthermore, the cosine polynomial
g(w) =
∑
n∈Z
Mp(nK)e
2πinw
is strictly positive (see Ref. [33, Theorem 2.2]); as a consequence, the interpolatory formula
(10) holds.
A drawback is that the reconstruction function c in (10) is not compactly supported. A
way to overcome this difficulty is by using the oversampling technique, i.e., taking s > r. For
instance, consider a = Mp, r = 1, but s = 2 with b1 = δ and b2 = δ(· − 1). Thus, we get
g1(w) = G1(e
−2πiw) and g2(w) = G2(e
−2πiw) where
G1(z) =
∑
n∈Z
Mp(nK)z
n and G2(z) =
∑
n∈Z
Mp(nK + 1)z
n
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are Laurent polynomials in z. If G1 and G2 are coprime, one can find Laurent polynomi-
als H1 and H2 such that G1(z)H1(z) + G2(z)H2(z) = 1. As a consequence, the functions
h1(w) = H1(e
−2πiw) and h2(w) = H2(e
−2πiw), that satisfy condition (b) in Theorem 1, yield re-
construction sequences c1 and c2 in formula (10), which are compactly supported. For instance,
takingK = 3 and the cubic B-splineM4 one getsG1(z) = 4z
−1+19+4z, G2(z) = 10z
−1+16+z.
Euclid’s algorithm givesH1(z) = −
38
243z−
5
486z
2 andH2(z) =
79
486z+
10
243z
2 from which compactly
supported sequences c1 and c2 are derived.
The above oversampling rate is s/r = 2. Less oversampling rates, as s/r = (q + 1)/q, can
be used; the prize to pay is a bigger size of the support for the reconstruction sequences. This
study was done in Refs.[22, 23] in the most usual setting where H = L2(R) and Tf(t) = f(t−1).
3 The Z-infinite case with multiple generators
The case of L generators can be analogously handled. Indeed, consider the subspace generated
by a := {a1, a2, . . . , aL} ⊂ H, i.e., Aa := span
{
T nal, n ∈ Z; l = 1, 2. . . . , L
}
. Assuming that
the sequence {T nal}n∈Z; l=1,2,...,L is a Riesz sequence for H, the subspace Aa can be expressed
as
Aa =
{ L∑
l=1
∑
n∈Z
αln T
nal : {α
l
n}n∈Z ∈ ℓ
2(Z); l = 1, 2. . . . , L
}
.
The subspace Aa is the image of the usual product Hilbert space L2L(0, 1) by means of the
isomorphism
TT,a : L
2
L(0, 1) −→ Aa
F =
L∑
l=1
∑
n∈Z
αln e
2πinwel 7−→ x =
L∑
l=1
∑
n∈Z
αln T
nal ,
where {el}Ll=1 denotes the canonical basis for C
L. This isomorphism TT,a satisfies, for each
F = (F1, F2, . . . , FL)
⊤ in L2L(0, 1), the T -shifting property
TT,a
(
Fe2πimw
)
= Tm
(
TT,aF
)
, m ∈ Z . (11)
An expression for the samples
For x = TT,aF ∈ Aa we consider its samples {Ljx(rm)}m∈Z; j=1,2,...,s given by (3). In this case,
assuming that x =
∑L
l=1
∑
n∈Z α
l
n T
nal we have
Ljx(rm) =
〈 L∑
l=1
∑
n∈Z
αln T
nal, (T
∗)−rmbj
〉
H
=
L∑
l=1
〈
Fl, g
l
j(w) e
2πirmw
〉
L2(0,1)
,
where Fl(w) =
∑
n∈Z
αln e
2πinw and glj(w) =
∑
k∈Z
〈(T ∗)kbj , al〉H e
2πikw for l = 1, 2, . . . , L and j =
1, 2, . . . , s. In other words, we have obtained the expression for the samples
Ljx(rm) =
〈
F,gj(w) e
2πirmw
〉
L2
L
(0,1)
, (12)
where the functions F = (F1, F2, . . . , FL)
⊤ and gj(w) = (g
1
j (w), g
2
j (w), . . . , g
L
j (w))
⊤ belong to
L2L(0, 1) for j = 1, 2, . . . , s.
As in the one-generator case, the sequence
{
gj(w) e
2πirmw
}
m∈Z; j=1,2,...,s
should be a frame
for L2L(0, 1). Now, G turns out to be an s× rL matrix of functions in L
2(0, 1), namely
G(w) =
(
g⊤j
(
w +
k − 1
r
))
j=1,2,...,s
k=1,2,...,r
.
Its corresponding related constants αG and βG must also verify the necessary and sufficient
condition 0 < αG ≤ βG <∞ (see [20, Lemma 2]).
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Its dual frames having the same structure are
{
rhj(w) e
2πirmw
}
m∈Z; j=1,2,...,s
, where the
functions hj form an L× s matrix h(w) :=
(
h1(w),h2(w), . . . ,hs(w)
)
with entries in L∞(0, 1),
and satisfying(
h1(w),h2(w), . . . ,hs(w)
)
G(w) =
(
IL,OL×(r−1)L
)
a.e. in (0, 1) .
In other words, any dual frame of
{
gj(w) e
2πirmw
}
m∈Z; j=1,2,...,s
with its same structure is
obtained by taking the first L rows of the rL × s matrices given by
H(w) := G†(w) + U(w)
[
Is −G(w)G
†(w)
]
,
where U(w) denotes any rL × s matrix with entries in L∞(0, 1). See [20] for the details.
A regular sampling formula in Aa
Since any F ∈ L2L(0, 1) can be expanded as
F =
s∑
j=1
∑
m∈Z
〈
F,gj(w) e
2πirmw
〉
L2
L
(0,1)
rhj(w) e
2πirmw in L2L(0, 1) ,
having in mind (12), the isomorphism TT,a and the T -shifting property (11), for each x =
TT,aF ∈ Aa give the sampling expansion
x =
s∑
j=1
∑
m∈Z
Ljx(rm)T
rm
[
TT,a(rhj)
]
=
s∑
j=1
∑
m∈Z
Ljx(rm)T
rmcj,h in H , (13)
where cj,h = TT,a(rhj) ∈ Aa, j = 1, 2, . . . , s. The sequence {T rmcj,h}m∈Z; j=1,2,...,s is a frame
for Aa.
A similar characterization of the sampling formulas (13), analogous to that in Theorem 1,
can be stated for this multiple generators setting.
Notes and remarks
Next we include some specific comments on this section:
1. The use of several generators enriches the subspace Aa. Thus, multiply generators in the
shift-invariant case leads to the multiwavelet setting. Multiwavelets lead to multiresolu-
tion analyses and fast algorithms just as scalar wavelets, but they have some advantages:
they can have short support coupled with high smoothness and high approximation order,
and they can be both symmetric and orthogonal (see, for instance, Ref. [27]). Classical
sampling in multiwavelet subspaces has been studied in Refs. [20, 37, 40]. An example of
the formula (13) in the shift-invariant subspace of L2(R) generated by the Hermite cubic
splines can be found in [20].
2. In case the operator T = U is unitary, the L×L (covariance) matrix formed with the cross-
correlation 〈Ukam, an〉H, k ∈ Z , for 1 ≤ m,n ≤ L, admits the spectral representation
[29]: (
〈Ukam, an〉H
)
1≤m,n≤L
=
1
2π
∫ π
−π
eikθdµa(θ) , k ∈ Z .
The spectral measure µa is an L×Lmatrix; its entries are the spectral measures associated
with the cross-correlation functions 〈Ukam, an〉H. It can be decomposed into an absolute
continuous part and its singular part: Thus we can write dµa(θ) = Φa(θ)dθ + dµ
s
a(θ).
The following result holds [15, Theorem 5.1]: The sequence {Unal}n∈Z; l=1,2,...,L is a Riesz
basis for Aa if and only if the singular part µsa ≡ 0 and
0 < ess inf
θ∈(−π,π)
λmin
[
Φa(θ)
]
≤ ess sup
θ∈(−π,π)
λmax
[
Φa(θ)
]
<∞ .
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In particular, whenever U is the shift operator f(u) → f(u − 1) in L2(R), the above
condition is nothing but a condition involving the Gramian matrix-function GΦ(w) of the
generators Φ := (ϕ1, ϕ2, . . . , ϕL)
⊤ defined as
GΦ(w) :=
∑
n∈Z
Φ̂(w + n)Φ̂(w + n)
⊤
.
Namely, the sequence {ϕk(· − n)}n∈Z,k=1,2...,L is a Riesz basis for AΦ if and only if there
exist two positive constants m and M such that mIL ≤ GΦ(w) ≤MIL a.e. in (0, 1) (see,
for instance, Ref.[1]).
3. In the overcomplete setting we have that s > rL. Whenever s = rL we are in the
Riesz basis setting: There exist s unique elements cj ∈ Aa, j = 1, 2, . . . , s, such that
the sequence
{
T rmcj
}
m∈Z; j=1,2,...,s
is a Riesz basis for Aa, and the sampling expansion
(13) holds. Moreover, due to the uniqueness of the coefficients following a Riesz basis
expansion, the interpolation property Lj′cj(rm) = δj,j′ δn,0, where m ∈ Z and j, j′ =
1, 2, . . . , s, holds.
4 The cyclic case with a single generator
For a fixed a ∈ H, assume that there exists a nonnegative integerN such that TNa = a; letN be
the smallest index with this property. Next, we consider the finite dimensional subspace Aa :=
span
{
a, Ta, T 2a, . . . , TN−1a
}
in H. Assuming that this set of vectors is linearly independent
in H we have the N -dimensional subspace of H
Aa =
{N−1∑
k=0
α(k)T ka : (α(0), α(1), . . . , α(N − 1))⊤ ∈ CN
}
,
and the isomorphism TN,a between CN and Aa
TN,a : C
N −→ Aa
α =
N−1∑
k=0
α(k) ek 7−→ x =
N−1∑
k=0
α(k)T ka ,
where
{
e0, e1, . . . , eN−1
}
denotes the canonical basis for CN .
Let {α(k)}k∈Z be an N -periodic sequence in C. For 1 ≤ m ≤ N − 1 consider the vectors in
CN
α0 :=
(
α(0), α(1), . . . , α(N − 1)
)⊤
and
αN−m :=
(
α(N −m), α(N −m+ 1), . . . , α(N −m+N − 1)
)⊤
.
Then, the following T -shifting property holds (its proof is analogous to that in [24, Proposition
2])
TN,a(αN−m) = T
m
(
TN,a(α0)
)
for any 1 ≤ m ≤ N − 1 . (14)
An expression for the samples
Let r be a positive integer such that r|N , and define ℓ := N/r. Fixed s elements bj ∈ H,
j = 1, 2, . . . , s, for each x ∈ Aa we consider its generalized samples defined by
Ljx(rn) := 〈x, (T
∗)−rnbj〉H , n = 0, 1, . . . , ℓ− 1 and j = 1, 2, . . . , s . (15)
For x =
∑N−1
k=0 α(k)T
ka we obtain a more convenient expression for its samples
Ljx(rn) =
〈N−1∑
k=0
α(k)T ka, (T ∗)−rnbj
〉
H
=
N−1∑
k=0
α(k) 〈T ka, (T ∗)−rnbj〉H
=
〈N−1∑
k=0
α(k) ek,
N−1∑
k=0
〈T k−rna, bj〉H ek
〉
CN
=
〈
α,gj,n
〉
CN
,
(16)
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where gj,n =
∑N−1
k=0 〈T
k−rna, bj〉H ek. In terms of the N -periodic sequence in C defined as
ra,bj (k) := 〈T
ka, bj〉H , k ∈ Z , (17)
we can write
gj,n =
N−1∑
k=0
〈TN+k−rna, bj〉H ek =
N−1∑
k=0
ra,bj (N + k − rn) ek . (18)
Having in mind the expression (16) for the samples
{
Ljx(rn)
}
j=1,2,...,s
n=0,1,...,ℓ−1
, and the isomor-
phism TN,a, any x ∈ Aa can be recovered from its samples if and only if the set of vectors{
gj,n
}
j=1,2,...,s
n=0,1,...,ℓ−1
in CN forms a spanning set for CN , i.e., a frame for CN (see, for instance,
Refs. [9, 13]). This is equivalent to the condition rankGa,b = N , where Ga,b denotes the N×sℓ
matrix whose columns are precisely the vectors
{
gj,n
}
j=1,2,...,s
n=0,1,...,ℓ−1
written as
Ga,b :=
(
g1,0 . . . g1,ℓ−1 g2,0 . . . g2,ℓ−1 . . . gs,0 . . . gs,ℓ−1
)
.
In particular, we have that N ≤ sℓ, that is, s ≥ r. Having in mind (18), N = rℓ and the
N -periodic character of ra,bj (k) we obtain that
Ga,b =
(
R∗a,b1 R
∗
a,b2
. . . R∗a,bs
)
:= R∗a,b , (19)
where each ℓ×N block Ra,bj , j = 1, 2, . . . , s , is given by
Ra,bj =

ra,bj (0) ra,bj (1) . . . ra,bj (N − 1)
ra,bj (N − r) ra,bj (N − r + 1) . . . ra,bj (2N − r − 1)
...
...
. . .
...
ra,bj (r) ra,bj (r + 1) . . . ra,bj (r +N − 1)
 .
For j = 1, 2, . . . , s, we have the following expression for the samples
{
Ljx(rn)
}ℓ−1
n=0
of x =∑N−1
k=0 α(k)T
ka ∈ Aa(
Ljx(0),Ljx(r), · · · ,Ljx(r(ℓ − 1))
)⊤
= Ra,bj
(
α(0), α(1), . . . , α(N − 1)
)⊤
.
In other words, denoting the vectors α :=
(
α(0), α(1), . . . , α(N − 1)
)⊤
∈ CN and
Lsamx :=
(
L1x(0),L1x(r), . . . ,L1x(r(ℓ − 1)), . . . ,Lsx(0), . . . ,Lsx(r(ℓ − 1))
)⊤
∈ Csℓ ,
the matrix relationship Lsamx = Ra,bα holds where Ra,b is the sℓ × N matrix deduced from
(19).
As rankRa,b = rankGa,b = N , the Moore-Penrose pseudo-inverse of Ra,b is the N × sℓ
matrix R†a,b =
[
R∗a,b Ra,b
]−1
R∗a,b. Any dual frame of
{
gj,n
}
j=1,2,...,s
n=0,1,...,ℓ−1
in CN is given by the
columns of any left-inverse H of the matrix Ra,b; i.e., HRa,b = IN . All these matrices are
expressed as
H = R†a,b + U
[
Isℓ − Ra,b R
†
a,b
]
, (20)
where U denotes any arbitraryN×sℓ matrix. Let H be any left-inverse of Ra,b, and denote hj,n
its (j − 1)ℓ+ n+1 column where j = 1, 2, . . . , s and n = 0, 1, . . . , ℓ− 1; thus,
{
hj,n
}
j=1,2,...,s
n=0,1,...,ℓ−1
is a dual frame of
{
gj,n
}
j=1,2,...,s
n=0,1,...,ℓ−1
. Given any x =
∑N−1
k=0 α(k)T
ka in Aa, from the matrix
relationship Lsamx = Ra,bα for the corresponding α =
∑N−1
k=0 α(k) ek ∈ C
N we obtain
α =
(
α0, α1, . . . , αN−1
)⊤
= HLsamx =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)hj,n .
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Applying the isomorphism TN,a, for any x =
∑N−1
k=0 α(k)T
ka ∈ Aa we get
x = TN,a
(
α
)
=
s∑
j=1
ℓ−1∑
n=0
Ljx(rn) TN,a
(
hj,n
)
. (21)
The column hj,n in the above formula do not have, in principle, any suitable structure for
applying the T -shifting property (14). Although we will see that the columns of the Moore-
Penrose pseudo-inverse R†a,b fulfil the required attribute, we will construct all the left-inverses
of Ra,b allowing it.
A regular sampling formula in Aa
Note that each ℓ × N block Ra,bj has an r-circulant character in the sense that each row of
Ra,bj is the previous row moved to the right r places and wrapped around. In general, and in
terms of a matrix C of order sℓ×N partitioned into s submatrices of order ℓ×N , each block
has an r-circulant character if and only if CP rN = PC, or equivalently,
C = P∗CP rN
where Pi denotes the 1-circulant square matrix of order i ∈ N with first row (0, 1, 0, · · · , 0) and
P is the square matrix of order sℓ given by P = diag(Pℓ, · · · , Pℓ), the direct sum of s times
the matrix Pℓ. The above characterization allows to conclude easily that (C
†)∗ inherits, and
consequently (C†)⊤, the r-circulant character from C. Indeed
(C†)∗ = ((P∗CP rN )
†)∗ =
(
(P rN )
∗C†P
)∗
= P∗(C†)∗P rN .
For more details on pseudoinverses of circulant matrices see Refs. [36, 38]. In these sources are
to be found the above results although for a square matrix C.
We now proceed to construct a specific left-inverse HS of Ra,b from any left-inverse H
given by (20) in the following way: We denote as S the first r rows of the matrix H, i.e.,
SRa,b =
[
Ir,Or×(N−r)
]
, where Ir and Or×(N−r) denote, respectively, the identity matrix of
order r and the zero matrix of order r× (N − r). According to the structure of the matrix Ra,b
(see (19)), we partition the r × sℓ matrix S into
(
S1 S2 . . . Ss
)
, where each Sj , j = 1, 2, . . . , s,
is an r × ℓ block. Now, we form the N × sℓ matrix HS :=
(
S˜1 S˜2 . . . S˜s
)
by using the columns
of Sj , j = 1, 2, . . . , s in the following manner:
• The first column of S˜j is a concatenation of the columns 1, ℓ, ℓ− 1, . . . , and 2 of Sj ;
• The second column of S˜j is a concatenation of the columns 2, 1, ℓ, . . . , and 3 of Sj ;
• The third column of S˜j is a concatenation of the columns 3, 2, 1, . . . , and 4 of Sj ;
Repeating the process, finally,
• The column ℓ of S˜j is a concatenation of the columns ℓ, ℓ − 1, ℓ− 2, . . . , and 1 of Sj .
The elements of each column of S˜j are identical to the previous column of Sj but are moved
r positions down with wraparound.
With this procedure, we obtain a left-inverse matrix HS for Ra,b, i.e., HSRa,b = IN (see the
proof in [24, Lemma 2]). Next we denote the columns of HS as
HS =
(
h1,0 . . . h1,ℓ−1 h2,0 . . . h2,ℓ−1 . . . hs,0 . . . hs,ℓ−1
)
Due to the structure of the columns of HS, by using the T -shifting property (14), we have that
TN,a
(
hj,n
)
= T rnTN,a
(
hj,0
)
, j = 1, 2, . . . , s and n = 0, 1, . . . , ℓ − 1. As a consequence, formula
(21) reads
x =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)T
rncj,h ,
where cj,h = TN,a
(
hj,0
)
∈ Aa, j = 1, 2, . . . , s. In fact, the following result holds:
Theorem 2. Given the sℓ × N matrix Ra,b defined in (19), the following statements are
equivalents:
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(a) rank Ra,b = N
(b) There exists an r × sℓ matrix S such that
SRa,b =
(
Ir,Or×(N−r)
)
,
where Ir and Or×(N−r) denote, respectively, the identity matrix of order r and the zero
matrix of order r × (N − r).
(c) There exist cj ∈ Aa, j = 1, 2, . . . , s such that the sequence
{
T rncj
}
j=1,2,...,s
n=0,1,...,ℓ−1
is a frame
for Aa, and for any x ∈ Aa the expansion
x =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)T
rncj (22)
holds.
(d) There exist a frame
{
Cj,n
}
j=1,2,...,s
n=0,1,...,ℓ−1
for Aa such that, for each x ∈ Aa the expansion
x =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)Cj,n
holds.
Proof. We have already proved that (a) implies (b), and that (b) implies (c). Obviously, (c)
implies (d). The proof concludes as that of Theorem 3.1 in [24].
Notes and remarks
Next we list some specific comments for this section:
1. The vectors
{
T ka
}N−1
k=0
in H are linearly independent if and only if the N × N Gram
matrix
(
〈T la, T ka〉
)
0≤k,l≤N−1
has non zero determinant.
2. The pseudo-inverse R†a,b is computed by using the singular value decomposition of Ra,b;
the singular values are the square root of the eigenvalues of the N × N invertible and
positive semidefinite matrix R∗a,b Ra,b (see, for instance, [13, 26]). Note that the singular
value decomposition of Ra,b is the most reliable method to reveal its rank in practice.
Besides, the optimal frame bound of the frame
{
gj,n
}
j=1,2,...,s
n=0,1,...,ℓ−1
for CN defined in (18)
are σ21 and σ
2
N where σ1 (respectively σN ) denotes the smallest (respectively the largest)
singular value of the matrix Ra,b.
3. In the overcomplete setting we have that s > r. Whenever r = s, the N×N matrix Ra,b is
invertible and there exist r unique elements cj ∈ Aa, j = 1, 2, . . . , r, such that the sequence{
T rncj
}
j=1,2,...,r
n=0,1,...,ℓ−1
is a basis for Aa, and the sampling expansion (22) holds. Notice
that in this case the inverse matrix R−1a,b has necessarily the structure of the matrix HS.
Moreover, due to the uniqueness of the coefficients in a basis expansion, the interpolation
property Lj′cj(rn) = δj,j′ δn,0, where n = 0, 1, . . . , ℓ − 1 and j, j′ = 1, 2, . . . , r, holds (for
a similar result, see [24, Corollary 4]).
4. The matrix HS constructed from the first r rows of a left-inverse H of Ra,b belongs to the
family described by (20); indeed, HS = R
†
a,b + US[Isℓ − Ra,bR
†
a,b] for US = U + HS − H
where U is a matrix such that H = R†a,b + U[Isℓ − Ra,bR
†
a,b].
5. An easy example involving the cyclic shift in the Hilbert space ℓ2N (Z) of N -periodic
sequences of complex numbers can be found in [24].
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5 The cyclic case with multiple generators
We denote the set of generators as a := {a1, a2, . . . , aL} ⊂ H and their respective orders as
N1, N2, . . . , NL, i.e., T
Nlal = al, l = 1, 2, . . . , L. Let Aa be the subspace in H defined by
Aa := span
{
al, T al, T
2al, . . . , T
Nl−1al
}L
l=1
.
Linear independence of the above vectors gives an N1+N2+ · · ·+NL dimensional subspace in
H described as
Aa =
{ L∑
l=1
Nl−1∑
k=0
αl(k)T kal : α
l(k) ∈ C
}
.
Next we consider the isomorphism TN,a between C
N1+N2+···+NL and Aa
TN,a : C
N1+N2+···+NL −→ Aa
α := (α1,α2, . . . ,αL)⊤ 7−→ x =
L∑
l=1
Nl−1∑
k=0
αl(k)T kal ,
where αl :=
(
αl(k)
)Nl−1
k=0
for l = 1, 2, . . . , L.
Consider any vector α0 ∈ CN1+N2+···+NL denoted by α0 =
(
α
1
0,α
2
0, . . . ,α
L
0
)⊤
, where each
block, denoted by αl0 =
(
αl(0), αl(1), . . . , αl(Nl − 1)
)
, 1 ≤ l ≤ L, is a row vector of dimension
Nl. Set N := l.c.m. (N1, N2, . . . NL) and 1 ≤ m ≤ N − 1. From α0 we define a new vector
αN−m :=
(
α
1
N−m,α
2
N−m, . . . ,α
L
N−m
)⊤
in CN1+N2+···+NL , where each block αlN−m =
(
αl(N −
m), αl(N−m+1), . . . , αl(N−m+Nl−1)
)
, is obtained by assuming an Nl-periodic character in
each αl(·), l = 1, 2, . . . , L. Then the following T-shifting property holds (its proof is analogous
to that in [16, Lemma 1])
TN,a(αN−m) = T
m
(
TN,a(α0)
)
for any 1 ≤ m ≤ N − 1 . (23)
An expression for the samples
We consider a sampling period r which divides N = l.c.m. (N1, N2, . . .NL) and ℓ := N/r.
Fixed s elements bj ∈ H, j = 1, 2, . . . , s, for each x ∈ Aa we consider its sℓ generalized samples{
Ljx(rn)
}
j=1,2,...,s
n=0,1,...,ℓ−1
with sampling period r defined by
Ljx(rn) := 〈x, (T
∗)−rnbj〉H , n = 0, 1, . . . , ℓ− 1 and j = 1, 2, . . . , s .
Note that the samples are N -periodic. Proceeding as in the case of a single generator, for each
x =
∑L
l=1
∑Nl−1
k=0 α
l(k)T kal we get a similar expression for its samples. Namely,
Ljx(rn) =
L∑
l=1
〈
α
l,glj,n
〉
CNl
=
〈
α,gj,n
〉
CN1+N2+···+NL
, (24)
where glj,n :=
(
ral,bj (N + k − rn)
)Nl−1
k=0
and gj,n := (g
1
j,n,g
2
j,n, . . . ,g
L
j,n)
⊤, for l = 1, 2, . . . , L
and j = 1, 2, . . . , s.
As a consequence of (24), and having in mind the equivalence between spanning sets and
frames in finite dimensional spaces, we obtain that any α ∈ CN1+N2+···+NL (and consequently
any x ∈ Aa) can be recovered from the sequence of samples if and only if the set of vectors{
gj,n
}
j=1,2,...,s
n=0,1,...,ℓ−1
forms a spanning set (frame) for CN1+N2+···+NL .
As in the single generator case, expression (24) for the samples can be written in matrix
form as
Lsamx = Ra,bα , (25)
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where Lsamx =
(
L1x,L2x, . . . ,Lsx
)⊤
∈ Csℓ, α := (α1,α2, . . . ,αL)⊤ in CN1+N2+···+NL is the
vector associated to x =
∑L
l=1
∑Nl−1
k=0 α
l(k)T kal ∈ Aa, and Ra,b is the sℓ×(N1+N2+ · · ·+NL)
matrix of the form
Ra,b =
(
Ral,bj
)
j=1,2,...,s
l=1,2,...,L
where the block Ral,bj is the ℓ×Nl matrix
Ral,bj =


ral,bj (0) ral,bj (1) . . . ral,bj (Nl − 1)
ral,bj (N − r) ral,bj (N − r + 1) . . . ral,bj (N − r +Nl − 1)
...
...
. . .
...
ral,bj (N − r(ℓ− 1)) ral,bj (N − r(ℓ− 1) + 1) . . . ral,bj (N − r(ℓ− 1) +Nl − 1)

 .
In terms of the matrix Ra,b, any element x ∈ Aa can be recovered from the sequence of its
generalized samples
{
Ljx(rn)
}
j=1,2,...,s
n=0,1,...,ℓ−1
if and only if the matrix Ra,b has rank N1 + N2 +
· · ·+NL.
Following the same procedure that in Section 4, from (25) we get
α = HLsamx =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)hj,n , (26)
where hj,n denotes the (j−1)ℓ+n+1 column of any left-inverse H of the matrix Ra,b. Applying
the isomorphism TN,a in (26), for any x ∈ Aa we obtain
x = TN,a
(
α
)
=
s∑
j=1
ℓ−1∑
n=0
Ljx(rn) TN,a
(
hj,n
)
. (27)
The sampling functions TN,a
(
hj,n
)
in the above formula do not have, in principle, any special
T -structure. As in Section 4, we must find left-inverses of Ra,b whose columns have a suitable
structure allowing to apply the T -shifting property (23).
A regular sampling formula in Aa
We proceed to construct left-inverses of Ra,b having the required structure for applying property
(23) to their columns. Indeed, let H be any left-inverse of the matrix Ra,b. This matrix H has
order (N1 +N2 + · · ·+NL)× sℓ and it can be written in blocks as
H =

S11 S
1
2 . . . S
1
s
S21 S
2
2 . . . S
2
s
...
...
. . .
...
SL1 S
L
2 . . . S
L
s
 ,
where each block Slj denotes an Nl × ℓ matrix, l = 1, 2, . . . , L and j = 1, 2, . . . , s. The idea
consists in defining a new left-inverse H˜ of Ra,b to be the modification to H by replacing every
block Slj such that Nl > r by a suitable Nl × ℓ block S˜
l
j proceeding, for N , as in Section 4,
and then taking the first Nl rows. In case Nl ≤ r, we take S˜lj := S
l
j . Finally, consider the new
(N1 +N2 + · · ·+NL)× sℓ matrix H˜ written in blocks as
H˜ =

S˜11 S˜
1
2 . . . S˜
1
s
S˜21 S˜
2
2 . . . S˜
2
s
...
...
. . .
...
S˜L1 S˜
L
2 . . . S˜
L
s

With the above procedure we have obtained a left-inverse matrix H˜ for Ra,b having the desired
structure (see [16, Lemma 2] for a proof), i.e., for j = 1, 2, . . . , s and n = 1, 2, . . . , ℓ − 1 the
column h˜j,n of H˜ is obtained from the column h˜j,0 as follows: If we denote the column h˜j,0 by
h˜j,0 =
(
s˜1j,0 , s˜
2
j,0 , . . . , s˜
L
j,0
)⊤
∈ CN1+N2+···+NL
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where, for each l = 1, 2, . . . , L, s˜lj,0 denotes the row vector (of dimension Nl)
s˜lj,0 =
(
s˜lj(0), s˜
l
j(1), . . . , s˜
l
j(Nl − 1)
)
,
then
h˜j,n =
(
s˜1j,n , s˜
2
j,n , . . . , s˜
L
j,n
)⊤
∈ CN1+N2+···+NL
where, for each l = 1, 2, . . . , L, s˜lj,n denotes the row vector (of dimension Nl)
s˜lj,n =
(
s˜lj(N − rn), s˜
l
j(N − rn+ 1), . . . , s˜
l
j(N − rn+Nl − 1)
)
(we are also extending each s˜lj(·) taking into account Nl-periodicity).
Thus, property (23) gives TN,a
(
h˜j,n
)
= T rn
(
TN,a
(
h˜j,0
))
for n = 0, 1, . . . , ℓ − 1 and j =
1, 2, . . . , s. Consequently, for each x ∈ Aa formula (27) reads
x =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)T
rn
(
TN,a
(
h˜j,0
))
=
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)T
rncj,h , (28)
where cj,h = TN,a
(
h˜j,0
)
∈ Aa, j = 1, 2, . . . , s. A characterization of the sampling formulas
(28), similar to that in Theorem 2, can be stated for this multiple generators setting (for a
comparable result, see [16, Theorem 3]).
A filter-bank interpretation
The obtained sampling formulas (8), (13), (21) and (28) can be implemented as filter-banks.
Let us show it, for instance, in the case included in this section. Assume that rank of Ra,b
equals N1 + N2 + · · · + NL, and let H˜ be a structured left-inverse of Ra,b with columns h˜j,n,
j = 1, 2, . . . , s and n = 0, 1, . . . , ℓ − 1. In the corresponding sampling formula (28) we have
cj,h = TN,a
(
h˜j,0
)
, j = 1, 2, . . . , s; denote the components of h˜j,0 as the N1 + N2 + · · · + NL
dimensional vector
h˜j,0 =
(
β1j (0), β
1
j (1), . . . , β
1
j (N1 − 1), . . . , β
L
j (0), β
L
j (1), . . . , β
L
j (NL − 1)
)⊤
.
Substituting in (28), for x ∈ Aa we get
x =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)T
rn
( L∑
l=1
Nl−1∑
k=0
βlj(k)T
kal
)
=
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)
( L∑
l=1
Nl−1∑
k=0
βlj(m)T
rn+kal
)
.
The change of index m := rn+ k and assuming an (N1, N2, . . . , NL)-periodic character of each
h˜j,0, j = 1, 2, . . . , s, gives
x =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)
( L∑
l=1
rk+Nl−1∑
m=rk
βlj(m− rn)T
mal
)
=
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)
( L∑
l=1
Nl−1∑
m=0
βij(m− rn)T
mal
)
=
L∑
l=1
Nl−1∑
m=0
{ s∑
j=1
ℓ−1∑
n=0
Ljx(rn)β
l
j(m− rn)
}
Tmal .
In other words, for each x =
∑L
l=1
∑Nl−1
m=0 α
l(m)Tmal in Aa, the coefficients αl(m), m =
0, 1, . . . , Nl − 1 are, for each l = 1, 2, . . . , L, the output of a filter-bank
αl(m) =
s∑
j=1
ℓ−1∑
n=0
Ljx(rn)β
l
j(m− rn) , m = 0, 1, . . . , Nl − 1 ,
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involving the input data
{
Ljx(rn)
}
j=1,2,...,s
n=0,1,...,ℓ−1
and the columns h˜j,0, j = 1, 2, . . . , s, of the
matrix H˜ as the impulse responses.
Notes and remarks
Some specific comments are in order:
1. Multiply generated Aa spaces involving the shift operator are very natural in signal the-
ory. There are examples where a single generator fails to describe the appropriate signal
subspace: for instance to describe subspaces of periodic extensions of finite signals, several
generators are required (see [16, Section IV]).
2. The Gram matrix of the vectors
{
al, T al, T
2al, . . . , T
Nl−1al
}L
l=1
, which involves the Nj ×
Ni matrices Cai,aj :=
(
〈T lai, T kaj〉
)
0≤k≤Nj−1; 0≤l≤Ni−1
, where 1 ≤ i, j ≤ L, gives a
necessary and sufficient condition for their linear independence. Namely, they are linearly
independent if and only if
det

Ca1,a1 Ca2,a1 . . . CaL,a1
Ca1,a2 Ca2,a2 . . . CaL,a2
...
...
. . .
...
Ca1,aL Ca2,aL . . . CaL,aL
 6= 0 .
3. In the overcomplete setting we have that sℓ > N1 +N2 + · · ·+NL. Whenever sℓ = N1 +
N2+· · ·+NL we are in the basis setting whenever the matrix Ra,b is invertible: There exist
s unique elements cj ∈ Aa, j = 1, 2, . . . , s, such that the sequence
{
T rncj
}
j=1,2,...,s
n=0,1,...,ℓ−1
is a
basis for Aa, and the sampling expansion (28) holds. Notice that in this case the inverse
matrix R−1
a,b has necessarily the structure of the matrix H˜. Moreover, due to the uniqueness
of the coefficients in a basis expansion, the interpolation property Lj′cj(rn) = δj,j′ δn,0,
where n = 0, 1, . . . , ℓ−1 and j, j′ = 1, 2, . . . , s, holds (for a similar result, see [16, Corollary
4]).
4. Some easy examples involving the whole-point symmetry or the half-point symmetry
extensions of finite signals (see, for instance, [39]) can be found in [16].
6 The general case associated with an LCA group G
Let (G,+) be a second countable locally compact abelian (LCA) Hausdorff group. Let M <
H < G be countable (finite or countably infinite) uniform lattices in G. Recall that a uniform
lattice K in G is a discrete subgroup of G such that the quotient group G/K is compact (see,
for instance, Ref. [7]). It is known that if M < H are uniform lattices in G then H/M is a
finite group (see [8, Remark 2.2]).
The dual group of the subgroup H < G, that is, the set of continuous characters on H is
denoted by Ĥ . Since H is discrete, its dual Ĥ is compact. We assume that its Haar measure
mĤ is normalized to mĤ(Ĥ) = 1. The value of the character γ ∈ Ĥ at the point h ∈ H is
denoted by (h, γ) ∈ T. With this Haar measure normalization the sequence {χh}h∈H defined
by
Ĥ ∋ γ 7→ χh(γ) = (h, γ) ∈ T
turns out to be an orthonormal basis for L2(Ĥ) (see, for instance, [18, Prop. 4.3]).
Let g ∈ G 7→ Π(g) a group representation of G on a complex separable Hilbert space H; i.e.,
Π is a mapping from G into the space of bounded invertible operators on H, satisfying that
Π(g + g′) = Π(g)Π(g′) for all g, g′ ∈ G.
Therefore, the mapping h ∈ H 7→ Π(h) is a group representation of H on H. For a fixed
a ∈ H let define the subspace in H
Aa := span
{
Π(h)a : h ∈ H
}
⊂ H .
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We assume that {Π(h)a}h∈H is a Riesz sequence in H. Thus, the subspace Aa can be expressed
as
Aa =
{∑
h∈H
αhΠ(h)a : {αh}h∈H ∈ ℓ
2(H)
}
⊂ H .
As usual, {αh}h∈H ∈ ℓ2(H) means that
∑
h∈H |αh|
2 < ∞. The subspace Aa is the image of
the Hilbert space L2(Ĥ) by means of the isomorphism:
TH,a : L2(Ĥ) −→ Aa
F =
∑
h∈H
αhχh 7−→ x =
∑
h∈H
αhΠ(h)a
This isomorphism TH,a has the following Π-shifting property (its proof is analogous to that in
[25, Proposition 1]):
TH,a(Fχk) = Π(k)(TH,aF ) for any F ∈ L
2(Ĥ) and k ∈ H . (29)
An expression for the samples
Suppose that s vectors bj ∈ H, j = 1, 2, . . . , s, are given. For each x ∈ Aa we define the
sequence of its samples taken at the subgroup M , as
Ljx(m) = 〈x,Π
∗(−m)bj〉H, m ∈M and j = 1, 2, . . . , s , (30)
where Π∗(−m) denotes the adjoint operator of Π(−m). For each x ∈ Aa, let F be the element
in L2(Ĥ) such that TH,aF = x. An alternative expression for the sample Ljx(m), j = 1, 2, . . . , s
and m ∈M is
Ljx(m) =
〈∑
h∈H
αhΠ(h)a,Π
∗(−m)bj
〉
H
=
∑
h∈H
αh
〈
Π∗(h−m)bj, a
〉
H
.
Therefore, for any fixed m ∈M we have
Ljx(m) =
〈
F,
∑
h∈H
〈Π∗(h−m)bj , a〉H χh
〉
L2(Ĥ)
=
〈
F,
(∑
k∈H
〈Π∗(k)bj , a〉H χk
)
χm
〉
L2(Ĥ)
,
where k = h−m runs over H . Hence, we obtain the expression
Ljx(m) =
〈
F,Gj χm
〉
L2(Ĥ)
, m ∈M and j = 1, 2, . . . , s , (31)
where the function Gj ∈ L2(Ĥ) is given by Gj =
∑
k∈H Lja(k)χ−k, j = 1, 2, . . . , s. As a
consequence of expression (31), the recovery of any x ∈ Aa depends on the frame property of
the sequence
{
Gj χm
}
m∈M ; j=1,2,...,s
in L2(Ĥ). This study has been done in [25, Proposition 2].
In order to state the result we need to introduce some necessary preliminaries. The annihilator
of M in Ĥ is the closed subgroup
M⊥ = {γ ∈ Ĥ : (m, γ) = 1 for all m in M }
Since M⊥ is isomorphic to Ĥ/M , and H/M is finite, the annihilator M⊥ is a finite subgroup
of Ĥ . Let r be the order of M⊥ and set M⊥ =
{
µ⊥0 = 0, µ
⊥
1 , . . . , µ
⊥
r−1
}
. It is known that there
exists a measurable (Borel) section Ω of Ĥ/M⊥ (see the seminal Ref. [17]), i.e., a measurable
set Ω such that
Ĥ =
r−1⋃
n=0
(µ⊥n +Ω) and (µ
⊥
n +Ω) ∩ (µ
⊥
n′ +Ω) = ∅, for n 6= n
′ .
Notice that mĤ(Ω) = 1/r. Besides, the sequence {χm}m∈M is an orthogonal basis for L
2(Ω).
For Gj ∈ L2(Ĥ), j = 1, 2, . . . , s, we consider the associated s× r matrix given by
G(ξ) :=
(
Gj
(
ξ + µ⊥k
))
j=1,2,...,s
k=0,1,...,r−1
, ξ ∈ Ω , (32)
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and the related constants
αG := ess inf
ξ∈Ω
λmin[G
∗(ξ)G(ξ)] ; βG := ess sup
ξ∈Ω
λmax[G
∗(ξ)G(ξ)] .
Thus we have ([25, Proposition 2]):
The sequence {Gj χm}m∈M ; j=1,2,...,s is a frame for L
2(Ĥ) if and only if 0 < αG ≤ βG <∞.
In this case, the optimal frame bounds are αG/r and βG/r.
We also need to characterize its dual frames having the same structure. This is done in [25,
Proposition 4]:
Assume that the functions Hj ∈ L∞(Ĥ), j = 1, 2, . . . , s, satisfy(
H1(ξ), H2(ξ), . . . , Hs(ξ)
)
G(ξ) = (1, 0, . . . , 0) , a.e. ξ ∈ Ĥ .
Then, the sequences {Gj χm}m∈M ; j=1,2,...,s and {rHj χm}m∈M ; j=1,2,...,s form a pair of dual
frames for L2(Ĥ).
All the possible vectors
(
H1(ξ), H2(ξ), . . . , Hs(ξ)
)
satisfying the above condition, and with
entries in L∞(Ĥ) are given by the first row of the r × s matrices
H(ξ) := G†(ξ) + U(ξ)
[
Is −G(ξ)G
†(ξ)
]
where G†(ξ) =
[
G∗(ξ)G(ξ)
]−1
G∗(ξ) denotes the Moore-Penrose pseudo-inverse of G(ξ), and
U(ξ) denotes any r × s matrix with entries in L∞(Ĥ).
A regular sampling formula in Aa
For x ∈ Aa let F ∈ L2(Ĥ) be such that TH,aF = x. Expanding F with respect to the pair of
dual frames {Gj χm}m∈M ; j=1,2,...,s and {rHj χm}m∈M ; j=1,2,...,s, and having in mind (31) we
obtain
F =
s∑
j=1
∑
m∈M
〈
F,Gj χm
〉
L2(Ĥ)
rHj χm =
s∑
j=1
∑
m∈M
Ljx(m) rHj χm in L
2(Ĥ).
The isomorphism TH,a and the Π-shifting property (29) give, for any x ∈ Aa, the sampling
formula
x =
s∑
j=1
∑
m∈M
Ljx(m)TH,a
(
rHjχm
)
=
s∑
j=1
∑
m∈M
Ljx(m)Π(m)TH,a
(
rHj
)
=
s∑
j=1
∑
m∈M
Ljx(m)Π(m)cj,h ,
where cj,h := TH,a(rHj) ∈ Aa, j = 1, 2, . . . , s. Besides,
{
Π(m)cj,h
}
m∈M ; j=1,2,...,s
is a frame for
Aa. In fact, the following result holds:
Theorem 3. For x ∈ Aa consider the sequence of samples {Ljx(rm)}m∈Z; j=1,2,...,s defined in
(30). Assume that the functions Gj, j = 1, 2, . . . , s, in (31) belong to L
∞(Ĥ), and consider the
associated G(ξ) matrix given in (32). The following statements are equivalent:
(a) The constant αG > 0.
(b) There exist functions Hj(ξ) in L
∞(Ĥ), j = 1, 2, . . . , s, satisfying(
H1(ξ), H2(ξ), . . . , Hs(ξ)
)
G(ξ) = (1, 0, . . . , 0) a.e. ξ in Ĥ .
(c) There exist cj ∈ Aa, j = 1, 2, . . . , s, such that the sequence
{
Π(m)cj
}
m∈Z; j=1,2,...s
is a
frame for Aa, and for any x ∈ Aa the expansion
x =
s∑
j=1
∑
m∈M
Ljx(m)Π(m)cj in H , (33)
holds.
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(d) There exists a frame
{
Cj,m
}
m∈M ; j=1,2,...s
for Aa such that, for each x ∈ Aa the expansion
x =
s∑
j=1
∑
m∈M
Ljx(m)Cj,m in H ,
holds.
In case the equivalent conditions are satisfied, for the elements cj in (c) we have cj = TH,a(rHj),
for some functions Hj in L
∞(Ĥ), j = 1, 2, . . . , s, and satisfying the condition in (b).
Proof. We have already proved that (a) implies (b), and that (b) implies (c). Obviously, (c)
implies (d). The proof concludes as that of Theorem 1 in [25].
Notes and remarks
Some specific comments for the case treated in this section are the following:
1. The LCA group approach is not just a unified way of dealing with the four classical groups
R,Z,T,ZN : signal processing often involves products of these groups which are also LCA
groups. For example, multichannel video signal involves the group Zd × ZN , where d is
the number of channels and N the number of pixels of each image. The availability of an
abstract sampling theory for unitary invariant spaces becomes a useful tool to handle these
problems in a unified way. Moreover, any notational complication is avoided especially in
the multidimensional setting.
2. Notice that the case exhibited in this section is more general than those in the former
sections. Indeed, let G be an LCA group and let H := {kg}k∈Z the (infinite) cyclic group
generated by some fix element g ∈ G. Then, the subspace
Aa := span
{
Π(kg)a : k ∈ Z
}
= span
{
[Π(g)]ka : k ∈ Z
}
,
is obtained from T := Π(g).
3. The cyclid case in Section 4 involving the group ZN may be a particular case of this section.
Although there we have used the canonical basis of CN to define the isomorphism TN,a
instead of the Fourier basis of the characters used here. So in the finite case we have not
used, explicitly, Fourier analysis.
4. In case the operator T = U is unitary, a necessary and sufficient condition for {T (h)a}h∈H
to be a Riesz sequence in H can be found in [5].
5. In the overcomplete setting we have that s > r. In case r = s, the frame condition in
Theorem 3 becomes a Riesz basis condition: There exist r unique elements cj ∈ Aa,
j = 1, 2, . . . , r, such that the sequence
{
Π(m)cj
}
m∈M ; j=1,2,...r
is a Riesz basis for Aa, and
the sampling expansion (33) holds. Moreover, due to the uniqueness of the coefficients in
a Riesz basis expansion, the interpolation property Lj′cj(m) = δj,j′ δm,0, where m ∈M (0
denotes the null element in G) and j, j′ = 1, 2, . . . , r, holds (for a similar result, see [25,
Corollary 2]).
6. For the left regular unitary representation g ∈ G 7→ Lg of the group G in L
2(G), i.e.,
Lgx(g
′) = x(g′ − g) for any g′ ∈ G and x ∈ L2(G), let Aa be the H-shift-invariant
subspace of L2(G) given by
{∑
h∈H αh Lha(g) : {αh} ∈ ℓ
2(H)
}
, where H denotes a
uniform lattice in G. In this context, a Kluva´nek’s sampling theorem in Aa can be
deduced from Theorem 3; see [25, Theorem 3] for the details.
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