Abstract. Let Fq be a finite field with q elements and p ∈ Fq [X, Y ]. In this paper we study properties of additive functions with respect to number systems which are defined in the ring
Introduction
In this paper we want to study additive functions. Before we start, however, we need an impression, what we mean by a number system and therefore by an additive function in this system. Therefore we start with the simplest case, a number system in the non-negative integers. Let b ≥ 2 be a positive integer. Then every g ∈ N admits a unique and finite representation of the form We call a function f : R → G, with G an Abelian group, b-additive (in this number system) if
If f only acts on the digits d i , i.e., if
we call f strictly b-additive. A simple example of a strictly b-additive function is the sum of digits function s b , defined by
There are many questions around these functions and one of the first answered is its distribution in residue classes.
Theorem (Kim [9] ). Let b 1 , . . . , b r ≥ 2 be integers and m 1 , . . . , m r be positive integers. Furthermore let f i : N → Z, 1 ≤ i ≤ r, be a b i -additive function.
Set H := {(f 1 (n) mod m 1 , . . . , f r (n) mod m r ) : n ≥ 0} .
Then H is a subgroup of Z m1 × · · · × Z mr and for every (a 1 , . . . , a r ) ∈ H we have # {n < N : f 1 (n) On the other hand one is also interested in the asymptotic distribution of the values of a b-additive function.
Theorem (Bassily and Katái [2] ). 
where Φ is the normal distribution function.
Generalizing these distribution results one can attack Waring's Problem with a digitally restricted set as base. In particular, Thuswaldner and Tichy [17] proved the following result.
Theorem. Let b, k, a and m be integers. Then every sufficiently large integer N can be written as sum
, where x i ∈ N and s b (x i ) ≡ a mod m for i = 1, . . . , s and s only depends on k. Moreover, the number of representations of N in this way obeys a Hardy-Littlewood type asymptotic formula.
A generalization of this theorem to arbitrary b-additive functions is due to Wagner [18] . In 1991 Kovács and Pethő [10] introduced number systems in the polynomial ring F q [X] over a finite field F q . It is possible to define a generalization of b-additive functions with respect to such number systems. In particular, fix a polynomial Q ∈ F q [X]. Then every other polynomial G ∈ F q [X] has a unique finite representation of the form
Analogs of the two distribution theorems above were shown for this setting by Drmota and Gutenbrunner [6] . Waring's Problem with this digitally restricted set was solved by the first author [12] where the Weyl sum estimates came from the two authors of the present paper [13] .
Recently, Scheicher and Thuswaldner [14] introduced a generalization of these number systems which live in certain function fields and will be defined below. In the present paper we will define and study analogues of b-additive functions in (slight generalizations of) these number systems. Compared with the case of number systems in F q [X], new problems occur in this context. This is mainly due to the fact that the "fundamental domains" of these number systems, which have been studied by Beck et al. [3] , have a nontrivial structure. Nevertheless we are not able to apply their results directly since we will work with a valuation instead of the degree function. Therefore we will develop our view of the fundamental domains in Section 3.
Definitions and results
The idea of number systems in function fields is based on the theory of number systems in algebraic number fields. Therefore we will first introduce number systems in these fields and then rewrite them for function fields. A number system in an algebraic number field is defined as follows. Let β be an algebraic integer. Let b ∈ Z[β] and N ⊂ Z, then we call the pair (b, N ) a number system in Z[β] if every g ∈ Z[β] admits a unique and finite representation of the form
Now the idea is to replace Z by F q [X] and consider the same construction. Thus let F q [X] and F q (X) be the ring of polynomials and the field of rational functions over a finite field F q , respectively. Furthermore let p ∈ F q [X, Y ] be a separable irreducible polynomial. Then we are interested in number systems in
, then we call the pair (B, N ) a number system in S if every G ∈ S admits a unique and finite representation of the form
and D ℓ−1 = 0 if G = 0. We call this representation the B-digit representation of G and L B (G) = ℓ its length and denote by L B (m) the set of all G ∈ S whose B-adic length is less than m, i.e.,
Imitating the definitions above we call a function f strictly B-additive if it acts only on the digits of (2.1), i.e., if
with G as in (2.1). The definition of a B-additive function is done analogously. As mentioned above, number systems in S have been investigated by Scheicher and Thuswaldner [14] as well as Beck et al. [3] . They gained the following characterization.
Indeed, in these papers only the case B = Y has been considered. However, as we will see in Proposition 3.1 this restriction is not crucial.
We want to illustrate Proposition 2.1 by the following example.
Example 2.2. Let p := Y 2 + XY + X 2 then p 2 = 1, p 1 = X, and p 0 = X 2 . Since deg p 2 < deg p 1 < deg p 0 we get by an application of Proposition 2.1 that Y is a basis of a number system in
We will use the following notations (we mainly follow those in [4] and [19] ). It is well-known that K ∞ := F q ((X −1 )) is the completion of K := F q (X) for the valuation at ∞, i.e., for every
be an extension of degree n. We assume that S is the ring of integers of L. We denote by ω the extension of ν to L and by L ∞ the completion of L for ω.
In order to get an extension of the degree in L we put for every α ∈ L ∞ ,
It is clear by the definition of
For any positive integer m and a subset T ⊂ L we define
Our first result is a generalization of Kim's result to these number systems.
Theorem 2.3. For i ∈ {1, . . . , r} let (B i , N i ) be number systems in S. Let f i : S → S be a B i -additive function with coprime B i for i = 1, . . . , r. Furthermore let M i be ideals in S, M i be any set of representatives of the congruence classes of M i for i ∈ {1, . . . , r}.
Set
Then H is isomorphic to a subgroup of M 1 × · · · × M r and for every (H 1 , . . . , H r ) ∈ H we have
Furthermore we get an equivalent result for the theorem of Bassily and Kátai. 
be a polynomial of degree r. Suppose that σ f > 0 and S is the ring of integers of L, then for n → ∞
where Φ denotes the standard normal distribution function.
In the same way as above we want to apply this result in order to solve Waring's Problem. Therefore we first need a definition of Weyl sums in this setting.
Let Tr and N be the trace and the norm of an element in L ∞ over K ∞ and Res be the residue of an element of F q ((X −1 )), i.e.,
In this paper exponential sums with digital restrictions form an important tool. To define such sums properly we need additive characters. Let ψ be a non-principal character on F q . Then we define a character E on L ∞ by
Now we can state the result concerning Weyl sums. 
be a polynomial of degree k < char F q and f i : S → S be a B i -additive function with coprime B i for i = 1, . . . , r. Furthermore let M i be ideals in S and M i be any set of representatives of the congruence classes of M i for i ∈ {1, . . . , r}.
If there exist ℓ ∈ {1, . . . , r} and
then there exists a constant γ > 0 depending only on f ℓ and B ℓ such that
With help of these estimates we can solve Waring's Problem in our setting.
Choose ideals M i of S and let M i be any set of representatives of the congruence classes of M i for i ∈ {1, . . . , r}.
Assume that S is the ring of integers of L and that for every
Let 0 < k < char F q and s be an integer such that s > 2 k . Then every N ∈ S, such that d(N ) is sufficiently large, admits a representation as sum of k-th powers of the form
. . , r and j = 1, . . . , s.
Remark 2.7. The restriction s > 2 k originates from Waring's Problem without digital restrictions. In order to sharpen this bound, one needs a better understanding of the unrestricted problem.
The paper is organized as follows. In Section 3 we collect some basic facts about number systems in S. Each of the subsequent sections will be devoted to the proof of one of our results. The proofs of our results are based on the proofs of the corresponding results for number systems in F q [X] in the sense of Kovács and Pethő [10] . In particular, the proofs of Theorem 2.3 and Theorem 2.4 will follow Drmota and Gutenbrunner [6] , the proof of Theorem 2.5 will follow Madritsch and Thuswaldner [13] , and the proof of Theorem 2.6 will follow Madritsch [12] . New difficulties occur in our more general setting. For instance, the "fundamental domains" of the number systems in S are no longer trivial.
Properties of Number Systems in S
Since the characterization of Scheicher and Thuswaldner (Proposition 2.1) deals only with the case of B = Y we need to generalize this to arbitrary bases. 
Proof. Let (B, N ) be a number system in S. Then for k = 1, . . . , d there exists r k and d i,j with i = 1, . . . , k and j = 0, . . . , r i such that
. By setting ϕ(Z) = B and ϕ(d) = d for d ∈ N we get that ϕ is an isomorphism because of (B, N ) being a number system. In order to show that Z is also a basis we choose an element
For the contrary assume that there exists a polynomialp ∈ F q [X, Z] together with an isomorphism ϕ and (Z, N ) is a number system in F q [X, Z]/pF q [X, Z]. Set B := ϕ(Z) ∈ S. Then every element s ∈ S gives rise to a representation
Following the isomorphism back we get that
Remark 3.2. It follows from the proof that the set of digits N is the same for both number systems. Thus in view of Proposition 2.1 we get that for every B there exists a d such that
and the pairs (B, N ) and (Z, N ) are number systems in S and
Since this is very important for our considerations we want to illustrate this by the following example.
. Now by Proposition 3.1 it is sufficient to show that Z is the basis of a number system inp. Therefore we set as in the proposition ϕ(B) = Z and get thatp = Z 2 +XZ +X
2
. By Example 2.2 we get that Z is a basis of a number system in
. In view of Remark 3.2 we get that for both number systems the set of digits is
The next thing we need in connection with the number systems is an estimation of the length of the expansion. Since our goal is to show distributional results, we have to be sure to count the elements in an appropriate way. Above in (2.2) we therefore defined the notation S(m), which will be justified by the following proposition. Proposition 3.4. Let (B, N ) be a number system in S. Then for any G ∈ S \ {0} we have
where c is a constant depending on B and N .
Proof. The idea of this proof is based on the proof of the main result of [11] , where the analogous result for number systems in algebraic number fields is shown. Let G ∈ S \ {0} be arbitrary and let 
which establishes the lower bound.
For the upper bound we let G ∈ S \ {0} and let k ≥ 1 be such that
Then there exists an G ′ ∈ S such that
Applying the degree function on both sides and using (3.1) yields
where c > 0 is a constant depending on B and N . Now let L := max A∈S(c) L B (A) be the maximal length of elements of degree not bigger than c. Thus we have, using (3.1) again,
Distribution in Residue Classes
In this section we want to prove Theorem 2.3. But before we get straight into it we have to state some preliminary lemmas.
Preliminary Lemmas.
Our first lemma is a consideration of so-called complete exponential sums in L where the character E is defined in (2.3). . Let R ∈ S. Furthermore let M be an ideal and M a complete set of residues modulo M . Then
Recall that N is the norm of an element of L over K. For k ≥ 0 we recursively define the k-times difference function ∆ k by
The next lemma is a version of the Weyl-van der Corput inequality for the field L.
Lemma 4.2. Let k be a positive integer and R be a finite subset of S. Then
Proof. The proof is the same as in the classical case (see for instance [1, Chapter IV, §5]).
Finally we need a lemma to treat the different bases. 
Proof. This is analogous to the proof of [4, Lemma 3]. Before we start proving our higher correlation result we have to consider the internal structure of S(n) in connection with the number system (B, N ).
Remark 4.4. In our case the fundamental domain consists of all elements G with negative degree d(G). In contrast Scheicher and Thuswaldner [15] let the fundamental domain consist of all elements G with only negative exponents in their B-adic representation. We will adopt their ideas in order to fit our circumstances.
Thus we define the fundamental domain F of a number system (B, N ) by Furthermore let M i , 1 ≤ i ≤ r be ideals of S and let M i be a complete set of residues modulo M i , respectively. We define for R = (R 1 , . . . ,
We will omit the R (respectively the R i ) in the index of g if this omission causes no confusion. In order to show our correlation results we define the following functions.
Furthermore we denote by Φ k and Ψ k the corresponding correlations with g i,k replaced by g k . Note that Λ i,k is needed because the fundamental domains in our setting are non-trivial. This is reflected by (4.1) and (4.2).
We are now in a position to state our correlation result. 
or there exist i ∈ {1, . . . , k} and an H ∈ L Bi (b i ) k such that |Λ i,k (H)| < 1 and
Before we start with the proof we want to take a closer look at those R ∈ M 1 × · · · × M r such that g R,0 (A) = 1 for all A ∈ S. Let R 1 and R 2 be such that g R1,0 (A) = g R2,0 (A) = 1. Then
Thus we get that together with the identity element 0 these R form a group by component addition. We denote this group by
The proof of Proposition 4.5 is in two steps. First we assume that r = 1. Secondly we reduce the general case to the case r = 1. 
Proof. We fix an R ∈ M ℓ . As ℓ and k are fixed throughout the proof we drop the indices,i.e., we set B holds. We set
This yields Ψ(h; n) = Ψ(h − a; n − a)Ξ,
By the trivial estimation of g we get that |Ψ(h; n)| ≤ 1 for all h and n. This implies that |Ψ(h; n)| ≤ |Ξ| s . Therefore we are left with estimating |Ξ|. By hypothesis there exists an H ∈ L B (b) k with |Λ(H, b)| < 1, yielding
Inserting this in (4.3) we get that
and the lemma is proven.
Remark 4.7. |Ψ ℓ,k (h; 1)| = 1 is uncommon. Indeed, we get
In the next lemma we want to generalize to the case r = 1 and therefore replace the Ψ ℓ,k from above by Ψ k .
Lemma 4.8. Let k < char(F q ) and h be positive integers and fix an
Proof. We will follow the proof of [13, Lemma 3.6]. The main difference here is that the "degrees" of the bases need not be integers and therefore we have to use a special treatment for them. Let ℓ ∈ {1, . . . , r} be such that |Λ ℓ,k (H)| < 1. Then we want to reduce the estimation of Φ k (h; n) to that of Φ ℓ,k (h; n) by trivially estimating the rest. Let s = n 3r and choose t i (i ∈ {1, . . . , r}) in a way such that s i = t i d i b i satisfies the inequality s ≤ s i ≤ 2s. Now we split the sum over all A ∈ S(n) up according to the congruence classes modulo B t1 1 , . . . , B tr r . Therefore let B i be a complete set of residues modulo SB ti i for i = 1, . . . , r. Thus for a given C ∈ B 1 × · · · × B r we define
For n ≥ we get by the Chinese Remainder Theorem that
By our choice of the B j we can apply Lemma 4.3 and get
ti .
Now we take the modulus and estimate Λ i,k (H) for i = ℓ trivially. Thus
In the same way we can estimate Ψ k by Λ ℓ,k . Noting that s ℓ ≪ n ≪ s ℓ we get by an application of Lemma 4.6 that
Now we are ready to state the proof of the higher correlation result.
Proof of Proposition 4.5. By the assumptions of Lemma 4.8 we split the proof into two cases. 
Proof. We only consider the case that there exists an R ∈ M 1 × · · · × M r with g 0 (A) = 1 as otherwise there is nothing to show.
The idea is to apply Lemma 4.2 with k = 1. By this lemma we have
Taking the modulus and squaring again together with Cauchy's inequality yields
Now an application of Proposition 4.5 proves the lemma.
Proof of Theorem 2.3. We define the additive group
where G is the group defined in (4.5).
Then we use Lemma 4.1 to rewrite the problem and get 1 #S(n) # {A ∈ S(n) :
where we have applied Lemma 4.9.
By the definition of H 0 in (4.7) and since G is a group we have
Plugging this into (4.8) yields 1
Thus we are left with showing that H = H 0 . If C ∈ H 0 then clearly C ∈ H. Conversely, if C ∈ H, then there exists an A ∈ S such that f 1 (A) ≡ C 1 mod M 1 , . . . , f r (A) ≡ C r mod M r . In particular
Moreover, by Proposition 4.5, for every R ∈ G we have g 0 (A) = 1 which implies that C ∈ H 0 and the theorem is proven.
Asymptotic Distribution
After showing the distribution into residue classes we want to consider the asymptotic distribution of the values of a single B-additive function. Therefore we fix a B-additive function f : S → R throughout the section.
In order to show Theorem 2. 4 we need a refinement of a Weyl inequality. Therefore we have to introduce some notation in the function field L.
5.1.
Definitions. Since we need some geometry of numbers let D be the differential of the extension L over F q (X). Set
where r is the ramification index of the extension L over F q (X). Finally we denote by g the genus of this extension.
For the proof of the Weyl inequality we will need Diophantine approximation in the field L ∞ . We assume that S is the ring of integers in L and ρ (1) , . . . , ρ (n) be an F q [X]-basis (integer basis) of S. Then we denote by
To show Theorem 2.4 we start with some preliminaries and follow Drmota and Gutenbrunner [6] .
Preliminaries.
The first lemma will help us to extract one digit from the B-digit representation.
Let B be a complete set of residues modulo SB and D ∈ N . For R ∈ B we set
Proof. Easily follows from the proof of [6, Lemma 7] .
Since the coefficients of the polynomial need not be in S we have to consider how Diophantine approximation can be established in L ∞ .
Lemma 5.2 ([4, Proposition I.2.2])
. Let a be a sufficiently large integer. Then for every α ∈ L ∞ there exist H ∈ S \ {0} and G ∈ D −1 , such that
where ǫ is a constant depending only on L.
As we mentioned above we will need a refinement of Weyl's inequality of Car [4] . In order to establish this we follow an idea of Hua [8] . Therefore we need two further tools. The first deals with the number of representations of a number as a product. 
Then, for every real number ε > 0, there exists a constant β (depending only on j and ε) such that for every non-zero element W ∈ S(jN ) one has
Furthermore let R be a complete set of residues modulo SH. Then
where
Finally we need an estimation of the number of elements in an ideal I(m). 5.3. Main tool. We now develop the main tool needed in order to properly prove the asymptotic distribution result.
If there exist G ∈ D −1 and H ∈ S \ {0} such that
then there exists a constant c > 0 such that
Proof. The proof is based on the proof of [4, Proposition II.3.6]. Therefore we only emphasize on the differences occurring in our setting. First of all we apply Lemma 4.2 and Lemma 5.3 to get
Now by Lemma 5.2 there exist H and G such that
Plugging this into (5.3) we get that
which together with (5.2) proves the lemma. Now we can easily deduce the main proposition of this section.
Proposition 5.7. Let ℓ be a positive integer and
Proof. By Lemma 5.1 we get that
where ′ denotes the sum over all elements (R 1 , . . . , R m ) = 0. Now we fix (R 1 , . . . , R m ) = 0 and set
Thus we have to estimate
We want to apply Lemma 5.6 and therefore write ξ for the leading coeficient of RP (A). Then by an application of Lemma 5.2 we get that there exist A ∈ D −1 and Q ∈ S such that
Now we distinguish two cases according to the size of d(Q).
. In this case we can apply Lemma 5.6 and get
We want to show that this is actually not possible. Therefore we further distinguish two cases according to the size of
In this case we get
contradicting the lower bound.
Now we immedeately get that A must be 0. Thus we have
contradicting the upper bound. Therefore we only may apply Lemma 5.6 and derive the desired result. 
.
In fact we want to show that the moments are the same and have to consider that we shrank our scope to
. Thus we need to show that the moment method holds also for our truncated version. This will be provided by the following lemma.
Lemma 5.8. Let (B, N ) be a number system in S and g be a B-additive function. Set
Then the m-th (central) moment ofg(P (A)) is given by
We truncate our B-additive function f as follows.
Thus it follows from Lemma 5.8 that
we also get that
Weyl Sums with Digital Restrictions
In this section we want to prove Theorem 2.5. The idea is to do Weyl differentiation and apply Proposition 4.5. Our aim is to estimate
where h ∈ L ∞ [Z] is a polynomial of degree k < charF q . By hypotheses there exist an ℓ and H ∈ L B ℓ (b ℓ ) k with |Λ ℓ,k (H)| < 1. We set
Then we apply Weyl's method (Lemma 4.2) to get the following estimation.
We have to consider the k-th difference operator of ϕ. By linearity of the difference operator and the definitions of ϕ in (6.1) and g R,k in (4.3) we get
where α k is the leading coefficient of h. Thus
Taking the modulus and shifting to the innermost sum yields together with the definition of Φ k in (4.4)
We apply Cauchy's inequality to get the modulus squared
Finally we apply Proposition 4.5 to estimate Ψ k (n; n). Thus
and therefore
where γ > 0 is defined by
Waring's Problem with Digital Restrictions
This section is devoted to the proof of Theorem 2.6. Therefore we first state the corresponding result without digital restrictions.
We say that a polynomial N ∈ S is the strict sum of k-th powers if it has a representation of the form
where m is defined by
By R(N, s, k) we denote the number of solutions of (7.1). Then Car [4] was able to show the following.
Proposition 7.1 ([4, Theorem]). Let s be an integer such that s ≥ 1 + 2 k . Then every N ∈ S, such that d(N ) is sufficiently large, admits a strict representation as in (7.1). Moreover one has an asymptotic estimate for the number R(N, s, k) of these representations.
where m is as in (7.2), 0 < S s (N ) ≪ 1 and s is defined in (5.1).
In our case we are interested in the number of solution of
with f i (X j ) ≡ J i mod M i for i = 1, . . . , r and j = 1, . . . , s. We denote the number of solutions of (7.3) by R(N, s, k, f , J, M). The idea will be the reduction of this special case to the general one.
As in [4] we denote by P the valuation ideal of ν and by M the valuation ideal of ω. Furthermore we write P ⊗n := P × · · · × P, with P repeated n times. Let ρ := (ρ 1 , . . . , ρ n ) be an integral F q [X]-basis and γ = (γ 1 , . . . , γ n ) its dual basis. Then γ is a basis for D −1 (cf. [16, Chapter III, §3]). We define hγ to be the isomorphism hγ(t 1 , . . . , t n ) = (t 1 γ 1 ρ 1 , . . . , t n γ n ρ n ).
We choose the Haar measures on K ∞ and L ∞ to be such that the values of the valuation ideals P and M equals 1, i.e. ρ = dx on K ∞ and µ on L ∞ . We will always denote by t = (t 1 , . . . , t n ) and element of K n ∞ and by x one of L ∞ . Finally on K n ∞ we have the product measure ρ ⊗n = dt 1 × · · · × dt n = dt.
In order to count the solutions we will use the following Lemma. where c I is a constant depending only on L.
We want to rewrite S(z, m) to F (z, m). Therefore we apply a trick which goes back to Gelfond [7] to connect the second and third sum
In view of Lemma 7. 
× E(z(P F (z, m) s E(−zN )dz
In order to estimate the first integral we apply Proposition 7.1 and get
In order to prove our theorem we need to show that I 2 = o(q (s−k)S(m) ), i.e., I 2 only contributes to the error term. Therefore we split the second integral I 2 up again according to the different values of R. Thus 
We split this integral up into two parts. Thus
H R (z, m) where γ is defined in (6.2) .
In order to estimate the integral we will apply Hua's Lemma. Therefore we need the following lemma. and the theorem is proven.
Remark 7.5. It is easy to generalize this result to the investigation of the following case
where every summand has its own set of B ij -additive functions f ij together with his own congruence relation ≡ J ij mod M ij . This can be done in quite the same way and is therefore left to the reader.
