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Abstract
Testing for association or dependence between pairs of random variables is a fun-
damental problem in statistics. In some applications, data are subject to selection
bias that causes dependence between observations even when it is absent from the
population. An important example is truncation models, in which observed pairs
are restricted to a specific subset of the X-Y plane. Standard tests for independence
are not suitable in such cases, and alternative tests that take the selection bias into
account are required. To deal with this issue, we generalize the notion of quasi-
independence with respect to the sampling mechanism, and study the problem of
detecting any deviations from it. We develop a test motivated by the classic Hoeffd-
ing’s statistic, and use two approaches to compute its distribution under the null:
(i) a bootstrap-based approach and (ii) an exact permutation-test with non-uniform
probability of permutations. We prove the validity of the tests, and show, using sim-
ulations, that they perform very well for important special cases of the problem and
achieve improved power compared to competing methods. The tests are applied to
four datasets, two that are subject to truncation, one that is subject to length bias
and one with a special bias mechanism.
Keywords: quasi-independence, Markov chain Monte Carlo, permutation test, truncation,
weighted distribution
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1 Introduction
Testing independence of two random variables X, Y is a fundamental statistical prob-
lem. Classical methods have focused on testing linear (Pearson’s correlation coefficient) or
monotone (Spearman’s correlation, Kendall’s tau) dependence, while other works focus on
developing methods to capture complex dependencies (e.g. using Pearson’s Chi-squared
test). This classical problem keeps drawing attention from scholars with recent approaches
focusing on omnibus tests employing computer-intensive methods [Gretton et al., 2008,
Sze´kely et al., 2009, Reshef et al., 2011, Heller et al., 2012].
A more challenging task is testing independence of two random variables when data
is obtained through a general biased sampling mechanism. The most familiar examples
are that of truncation, where the pair (X, Y ) is observed only if X ≤ Y , and of length
bias, where the sample is weighted by the sum X + Y . Biased sampling in general, and
truncation in particular, may imply dependence in the sample that does not exist in the
population. This fact was acknowledged more than a century ago by Elderton et al. [1913]
who studied the correlation between the imbecile’s place in the family and the size of that
family. They noticed that ”the size of the family must be as great or greater than the
imbecile’s place in it ... and there would certainly be correlation, if we proceeded to find
it by the usual product moment method, but such correlation is, or clearly may be, wholly
spurious”.
In this paper, we study the problem of detecting dependency from general biased sam-
ples. We are given a sample of n independent and identically distributed (i.i.d.) ob-
servations (xi, yi)
n
i=1 drawn from a joint distribution having a density F
(w)
X,Y (dx, dy) ∝
w(x, y)FX,Y (dx, dy), where w is a known non-negative function having a positive finite
expectation with respect to FX,Y . Here FX,Y is the joint distribution of the pair (X, Y ) in
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the population, and F
(w)
X,Y is the distribution of observed pairs, tilted by w, the sampling
mechanism. The aim is to test the null hypothesis H0 : FX,Y (x, y) = FX(x)FY (y) for all
(x, y). However, because FX,Y is not identifiable on {(x, y) : w(x, y) = 0}, the goal is
restricted to testing quasi-independence defined as FX,Y (dx, dy) = F˜X(dx)F˜Y (dy) for all
(x, y) ∈ {(x′, y′) : w(x′, y′) > 0}, for some functions F˜X , F˜Y [Tsai, 1990].
Testing independence under a biased-sampling regime is a challenging task and previous
works mainly focused on simple truncation models. Tsai [1990] considered the problem of
testing quasi-independence in the setting of left-truncation (and right censoring) based
on the conditional Kendall’s tau correlation coefficient. Efron and Petrosian [1999] and
Martin and Betensky [2005] extended this method to the settings of double-truncation.
Chen and Liu [2007] suggested an importance sampling algorithm to estimate the P-value
under truncation models. Emura and Wang [2010] constructed a log-rank type statistic
for the left-truncation setting, with optimal weights determined by the odds ratio function
considered in Chaieb et al. [2006]. Chen et al. [1996] proposed a conditional version of
Pearson’s product-moment correlation. These tests are powerful for monotone alternatives,
but generally less powerful against non-monotone dependencies frequently encountered in
real-life applications.
Some recent works accommodated non-monotone alternatives by utilizing local versions
of Kendall’s tau test [Rodr´ıguez-Girondo and de Un˜a-A´lvarez, 2012, de Un˜a-A´lvarez, 2012],
and a weighted version of the local Kendall’s tau [Rodr´ıguez-Girondo and de Un˜a-A´lvarez,
2016]. These tests are inefficient for small sample sizes, and their performance depends on
the choice of pre-selected grids.
Testing quasi-independence by utilizing permutations was previously proposed by Tsai
[1990], Efron and Petrosian [1999] and Chiou et al. [2018]. The test of Chiou et al. [2018]
is based on a scan statistic that partitions the sample space into two groups according to a
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threshold value of X, and compares the distributions of Y in the two groups. Although no
formal results are established, the simulations indicate that the procedure has comparable
power to the test of Martin and Betensky [2005] for monotone alternatives, and performs
much better for non-monotone alternatives. Yet, similarly to other aforementioned works,
these works consider only the cases of one and two-sided truncation.
The current paper describes a new family of tests of independence for data from a
general biased sampling design. The tests are not restricted to monotone alternatives and
are based on a scan statistic similar to the one suggested by Heller et al. [2016]. As in
Heller et al. [2016], P-values are calculated using permutations, but here the permutation
distribution is not uniform and generating permutations is a challenging task. A Markov-
Chain Monte Carlo (MCMC) algorithm is developed in order to sample from the biased
permutation distribution.
In addition, an alternative bootstrap test of independence is also considered. This
approach requires consistent estimation of the univariate marginals under the alternative
hypothesis. We identify two settings under which consistent estimators of the marginals
are attainable (under both the null and the alternative hypotheses).
The rest of the paper is organized as follows. Section 2 introduces the problem of
testing quasi-independence and its relation with previous works. Section 3 derives the
weighted permutation test and studies some of its theoretical properties. Section 4 presents
an alternative approach that consists of a bootstrap procedure. The new methods are
compared in simulations and applied to real-life data sets in Sections 5 and 6, respectively.
Section 7 completes the paper with a discussion.
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2 Preliminaries
Let FX,Y be a bivariate distribution function with a density fX,Y and univariate marginals
fX , fY . We consider n independent pairs (Xi, Yi) ∼ F (w)X,Y (x, y) of scalar continuous random
variables, sampled from the joint density
f
(w)
X,Y (x, y) = w(x, y)fX,Y (x, y)/EfX,Y [w(X, Y )], (1)
where w : R2 → R+ is a non-negative weight function such that 0 < EfX,Y w(X, Y ) <
∞. The marginals of the observed data are denoted by f (w)X (x) =
∫∞
−∞ f
(w)
X,Y (x, y)dy and
f
(w)
Y (y) =
∫∞
−∞ f
(w)
X,Y (x, y)dx. The weighted independent density is defined as [fXfY ]
(w)(x, y) =
w(x, y)fX(x)fY (y)/EfXfY [w(X, Y )], with the corresponding weighted distribution denoted
by [FXFY ]
(w).
An important special case is that of a truncated sample in which
w(x, y) = 1A(x, y) =
 1 (x, y) ∈ A0 otherwise, (2)
for some set A ⊂ R2. This special form of w(x, y) arises frequently in practice and was
previously investigated by several authors, as discussed in Section 1.
While there are known non-parametric tests for detecting any dependency between X
and Y when sampling directly from FX,Y [Hoeffding, 1948, Heller et al., 2012, Sze´kely et al.,
2007, Gretton et al., 2008], it is a priory not clear which dependencies can be detected under
biased sampling, i.e. when sampling from F
(w)
X,Y .
A strongly related concept to our problem is that of quasi-independence in truncation
models [Tsai, 1990], which can be naturally extended to a general weight function w(x, y):
Definition 1. (quasi-dependence) We say that the joint distribution F
(w)
X,Y is quasi-independent
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with respect to the weight function w, if there exist density functions f˜X and f˜Y , such that
F
(w)
X,Y (x, y) ∝
x∫
−∞
y∫
−∞
w(s, t)f˜X(s)f˜Y (t)dtds, ∀x, y ∈ R . (3)
Otherwise, we say that F
(w)
X,Y is quasi-dependent with respect to the weight function w.
Based on the sample D = {(xi, yi)}ni=1, we aim at performing the following hypothesis
testing for quasi-dependence:
H0 : F
(w)
X,Y is quasi-independent
H1 : otherwise
(4)
Remark 1. Quasi-dependence implies dependence. When w is strictly positive, w(x, y) >
0 ∀x, y , then H0 is equivalent to FX,Y (x, y) = FX(x)FY (y) ∀x, y, i.e. quasi-independence
is simply independence of X and Y . If w(x, y) = 0 for some (x, y) ∈ R2, it is possible to
have quasi-independence without independence (and then we must have either F˜X 6= FX or
F˜Y 6= FY ).
Our approach is inspired by some popular non-parametric tests of independence such
as Heller et al. [2012], Heller et al. [2016], and Thas and Ottoy [2004], where the common
theme is first to define a test statistic, and then to compute or approximate its distribution
under the null, either by permuting the data or by resampling the data according to the
null distribution. For concreteness we describe the approach of Heller et al. [2016], which
generalizes a modified version of Hoeffding [1948]. Our problem requires two major modi-
fications to Heller et al. [2016]’s approach: First, the test statistic used compares observed
counts with their expectations under the null, and the computation of these expectations
needs to be modified to accommodate biased sampling. Second, biased sampling should
also be taken into account when computing the null distribution of the test statistic using
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a bootstrap or permutations resampling approach. Here, we propose a general prescription
for the second modification, which can be used also for other test statistics such as HHG
[Heller et al., 2012], dCov [Sze´kely et al., 2007], Kernel-based tests [Gretton et al., 2008],
MIC [Reshef et al., 2011] and others. We also handle the first modification, which can be
used for any test statistics relying on computing expectation of general sets A ⊂ R2 under
the null [Heller et al., 2012, Reshef et al., 2011]. Handling biased sampling for other test
statistics may require other techniques.
Our test belongs to a family of tests which compare the observed counts oA to the
expected counts eA for different sets A ∈ R2, respectively. As in Heller et al. [2016], our
test statistic is based on Pearson’s Chi-squared statistics, and we consider all partitions
defined by the data D. Specifically, each data point (xi, yi) ∈ D defines a partition of R2
into four quadrants:
Qjki ≡
{
(x′, y′) ∈ R2 : 1{x′>xi} = j,1{y′>yi} = k
}
∀j, k ∈ {0, 1}. (5)
For example, Q00i = (−∞, xi]× (−∞, yi] and P
(
(X, Y ) ∈ Q00i
)
= F
(w)
X,Y (xi, yi).
Let (xi, yi) be a point in the sample D. For a quadrant Qjki , we denote the observed
number of points by ojki ≡ oQjki and the expected number of points under the null by
ejki ≡ eQjki . We then compute, for each quadrant, the squared difference between the
observed and expected number of points under H0. Finally, we sum over all the sample
points to get our test statistic: (other aggregation methods like maximization or soft-max
instead of summation may also be considered)
T =
n∑
i=1
∑
j,k∈{0,1}
(ojki − ejki )2
ejki
. (6)
Estimating the expected values ejki , requires the estimation of the null distribution,
which, unfortunately, may become highly non-trivial in the biased sampling setting. First,
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it is not clear whether FX and FY are identifiable, and therefore using plug-in estimators
of FX , FY may give a poor approximation of the distribution of the test statistic under the
null. Second, from a computational perspective, evaluation of expectations or probabilities
under the null may require the integration of the null distribution, [fXfY ]
(w), as opposed
to a simple multiplication of the empirical marginals in the standard setting.
We denote by Dx,Dy the unordered samples comprising of {x1, . . . , xn} and {y1, . . . , yn},
respectively. For convenience, we often keep the indices of the original data, but not the
coupling between x, y, and to this end we use the unordered sample (x,Dy) - i.e. we keep
the original ordering of the xi’s but only the marginal empirical distribution of the yi’s.
3 Permutation Test
3.1 The Distribution of Permutations
Unlike standard permutation tests, where permutations are uniformly sampled from the
set of all permutations over n elements, under biased-sampling different permutations are
not equally likely under the null model, thus should not be uniformly sampled. Therefore,
the sampling mechanism should account for the discrepancy in weight of distinct permu-
tations based on the data. We denote by pi(y) the vector y rearranged according to a
permutation pi, i.e. pi(y) = (ypi(1), .., ypi(n)). We denote by pi(D) the permuted sample:
pi(D) ≡ ((x1, ypi(1)), ..., (xn, ypi(n))).
Given a sample D = {(xi, yi)}ni=1, let W ∈ Rn×n be a weight-matrix defined by:
W(i, j) ≡ w(xi, yj). (7)
Let Sn be the set of all permutations of n elements. Calculation of P-value is based on
sampling a large number, B, of permutations pi1, ..piB ∈ Sn with probability of permutation
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pi given by:
PW(pi) ≡ 1
per(W)
n∏
i=1
W(i, pi(i)), (8)
where per(W) = ∑pi∈Sn∏ni=1W(i, pi(i)) is the normalization constant, given by the per-
manent of the matrix W . When w(x, y) is a truncation function, PW(pi) is simply the
uniform distribution over the set of valid permutations, i.e. permutations pi yielding per-
muted datasets pi(D) which are consistent with the truncation. In general, under the null
hypothesis, PW is the conditional probability fX,Y (pi(D)|x,Dy):
Claim 1. Under H0, the probability PW(pi) represents the probability of observing permuted
datasets conditional on the marginal sets, that is, PW(pi(D)) = P0(pi(D) | x,Dy), where P0
denotes the probability under independence.
Proof. For a general weighted model, we have
P (pi(D) | x,Dy) =
∏n
i=1 f
(w)
X,Y (xi, ypi(i))∑
pi′∈Sn
∏n
i=1 f
(w)
X,Y (xi, ypi′(i))
. (9)
Under the null, f
(w)
X,Y (x, y) ∝ w(x, y)f˜X(x)f˜Y (y), hence
P0(pi(D) | x,Dy) =
∏n
i=1 f˜X(xi)f˜Y (ypi(i))W(i, pi(i))∑
pi′∈Sn
∏n
i=1 f˜X(xi)f˜Y (ypi′(i))W(i, pi′(i))
= PW(pi(D)).
The next two lemmas characterize the distribution of pi(D), where pi is a permutation
drawn from either (8) or (9). As we next show, in the former case, pi(D) ∼ [F (w)X,Y ]n, that
is, the resulting permuted data points follow the distribution of n independent copies of
(X, Y ) ∼ F (w)X,Y .
Lemma 3.1. Let D ∼ [F (w)X,Y ]n and conditionally on D let pi(D) be a permutation having
the conditional probability law given in (9). Then pi(D) ∼ [F (w)X,Y ]n.
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Proof. Using (9) and the law of total probability, we have
fpi(D)
(
(x1, y1), . . . , (xn, yn)
)
=
∑
pi∈Sn
∏n
i=1 f
(w)
X,Y (xi, yi)∑
pi′
∏n
i=1 f
(w)
X,Y (xi, ypi′(i))
n∏
i=1
f
(w)
X,Y (xi, ypi(i))
=
n∏
i=1
f
(w)
X,Y (xi, yi). (10)
Lemma 3.1 shows that permuting does not change the joint distribution of the data.
Recalling that under the null, Equation (9) reduces to (8) (by Claim 1), it follows immedi-
ately that under the null, the type-1 error probability is at most α. We state this result in
the following lemma.
Lemma 3.2. Under the null and for any test statistic T , the type-1 error probability of the
weighted permutation test described in Algorithm 2 below is at most α.
3.2 Sampling Permutations using MCMC
The case of sampling uniformly from the set of valid permutations, i.e., permutations having
PW(pi) > 0, was previously considered by Diaconis et al. [2001]. To enable sampling from a
general distribution, we utilize the Metropolis-Hasting (MH) algorithm [Metropolis et al.,
1953, Hastings, 1970]. Let pit = (pit(1), .., pit(n)) be the permutation state at step t. Define
the neighbours of pit to be all permutations obtained from pit by a single swap, that is,
Neig(pit) ≡ {pii↔jt ≡
(
pit(1), ..pit(j), .., pit(i), .., pit(n)
)
, ∀i < j}.
We then proceed according to the standard MH algorithm: at each iteration we sample
a permutation uniformly from this set pii↔jt ∼ U [Neig(pit)], as well as generate a uniform
10
random number u on [0, 1]. Finally, we accept the new permutation only if
u ≤ P (pi
i↔j
t )
P (pit)
=
W(i, pit(j))W(j, pit(i))
W(i, pit(i))W(j, pit(j)) .
A similar algorithm was suggested by Efron and Petrosian [1999] for doubly truncated data.
However, for truncated data the weights are all 0 or 1, making the problem much simpler.
Algorithm 1 describes our MCMC approach step-by-step. Parameters such as number
of steps until drawing the first sample (also known as ”burning time”) and number of steps
between every two samples, can be tuned using empirical exploration (see Section 5).
Algorithm 1 MCMC for Biased Sampling of Permutations
Input: D - sample, w(x, y) - bias function
Parameters: B - number of permutations, M0 - ’burn-in’ number of steps, M - number
of steps between two permutations
1: Compute W(i, j) = w(xi, yj), ∀i, j = 1, .., n.
2: Set pi0 the identity permutation pi0(i) = i.
3: for t = 0 to M0 +BM − 1 do
4: Sample pii↔jt ∼ U [Neig(pit)], and u ∼ U [0, 1]
5: if u ≤ W(i,pit(j))W(j,pit(i))W(i,pit(i))W(j,pit(j)) then
6: set pit+1 ← pii↔jt
7: else
8: set pit+1 ← pit.
9: end if
10: end for
11: Output the resulting B permutations piM0 , piM0+M , .., piM0+BM .
We next address the task of evaluating the test statistic. In particular, we face the
challenge of estimating the expected counts ejki , as appears in Equation (5).
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3.3 Computing Expectation under Biased Sampling
Whether utilizing Pearson’s statistic or other test statistics, we face the problem of comput-
ing the expected count in a certain cell under the null, given the sample D and the resulting
permutation distribution PW . A natural approach is to estimate the marginals FX and FY
under the null independence model and use them to estimate the desired quantities. How-
ever, as discussed in Section 4, this approach works well only for special models. We
therefore suggest here an alternative method that directly estimates the expected counts.
Let Pij ≡ PW(pi(i) = j) =
∑
pi∈Sn PW(pi)1{pi(i)=j}, and define the following Bernoulli
random variables:
ξpiij =
 1 pi(i) = j0 otherwise (11)
so Pij = E(ξpiij). Let A ⊂ R2 be an arbitrary set. Given a sample D, for any permutation pi
of the data, denote the number of points in A under pi (i.e., after permuting the data set
D) by
oA(pi) =
n∑
i=1
1{(xi,ypi(i))∈A}, (12)
and let eA ≡ EPW{oA(pi)} be the expected number of data points in A, under the permu-
tations distribution PW .
The Pij values determine the expected number eA for any set A via the following claim:
Claim 2. For any A ⊂ R2, the expected number of points eA under the permutations
distribution PW is given by:
eA =
n∑
i,j=1
1{(xi,yj)∈A}EPW [ξ
pi
ij] =
n∑
i,j=1
1{(xi,yj)∈A}Pij. (13)
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Proof. By definition, we have:
eA = EPW
[ n∑
i=1
1{(xi,ypi(i))∈A}
]
=
n∑
i,j=1
1{(xi,yj)∈A}PW
(
pi(i) = j
)
=
n∑
i,j=1
1{(xi,yj)∈A}Pij. (14)
The probabilities Pij can be easily estimated using the MCMC scheme described in
Algorithm 1: let pi1, .., piB be the sampled permutations, and define the following estimator:
Pˆij ≡ 1
B
B∑
b=1
1{pib(i)=j}. (15)
Plugging Equation (15) into (13) gives an estimator of eA which can be used in our
Chi-squared statistic:
eˆA =
n∑
i,j=1
1{(xi,yj)∈A}Pˆij. (16)
3.4 The Weighted-Permutations Test of Independence
Our permutations test consists of comparing the test statistic computed on the original
sample D to its distribution over all permuted samples pi(D), and calculating the P-value
PW(T ∗ ≥ T (D)) by the proportions of permutations pii with test statistic T (pii(D)) exceed-
ing T (D):
Pvalue =
1
B
B∑
i=1
1{T (pii(D))≥T (D)}. (17)
Having all the necessary ingredients in place, we formalize our weighted-permutation
test of independence as shown in Algorithm 2.
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Algorithm 2 Weighted Permutation Test of Quasi-Independence
Input: D - sample, w(x, y) - bias function, T : R2n → R - a test statistic
Parameters: B - number of permutations, α - type-1-error
1: Compute the test statistic T (D).
2: Generate B permutations pi1, .., piB ∼ PW using the MCMC scheme in Algorithm 1.
3: for i = 1 to B do
4: Compute the test-statistic for the permuted dataset, Ti = T (pii(D)).
5: end for
6: Compute the Pvalue ≡ 1B
∑B
i=1 1{T (D)≥Ti} and reject H0 if Pvalue ≤ α.
4 Bootstrap-Based Test
4.1 The Bootstrap Algorithm
The permutations test described above applies to any w(x, y) and introduces a unified
framework to handle cases where w(x, y) is strictly positive as well as cases where it is a
truncation function. The approach does not rely on estimation of the (unbiased) marginal
distributions, fX , fY , which can be difficult and even impossible when w vanishes on part
of the support of fX,Y .
Nevertheless, as we show in Section 4.2, there are cases where the univariate marginals
can be estimated consistently from the data, and by plugging in these estimates, so is the
weighted null distribution [FXFY ]
(w). In these cases, a bootstrap test is a viable alternative.
Briefly, we repeatedly generate independent samples from the estimated null distribution
and compute the test statistic for each such sample. We then reject the null hypothesis
if the observed test statistic is greater or equal to the 1 − α quantile of the resulting
bootstrap distribution. The test is summarized by Algorithm 3. As before, we use the test
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Algorithm 3 Bootstrap-Based Test of Quasi-Independence
Input: D - sample, w(x, y) - bias function, T : R2n → R - a test statistic
Parameters: B - number of bootstrap samples, α - type-1-error
1: Estimate the marginals FˆX , FˆY .
2: Compute the test statistic T (D).
3: for i = 1 to B do
4: Generate a bootstrap sample Di of size n by sampling with replacement n i.i.d
examples from [FˆXFˆY ]
(w).
5: Estimate the marginals FˆX,i, FˆY,i of the bootstrap sample Di.
6: Compute the test statistic Ti = T (Di).
7: end for
8: Compute the Pvalue ≡ 1B
∑B
i=1 1{T (D)≥Ti} and reject H0 if Pvalue ≤ α.
statistic described in Section 2, that consists of comparing the observed and the expected
value under the null for each quadrant Qjki defined by the point (xi, yi). Therefore, we
are faced with the problem of estimating the expected mass within each quadrant Qjki , for
each (xi, yi) ∈ D, k, j ∈ {0, 1}, under the null distribution. Having an estimate of the null
distribution, this can be done in a straightforward manner. Consider, for example, the
bottom-left quadrant with respect to a point (xi, yi), Q
00
i ; given estimators FˆX , FˆY of the
univariate CDFs, a natural estimator for the mass (up to a normalizing constant) that the
null puts on Q00i is given by
ê00i = n[FˆXFˆY ]
(w)(xi, yi). (18)
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4.2 Estimating the Marginal Distributions Under Biased Sam-
pling
The next challenge is implementing step 2 of Algorithm 3, namely estimating the univariate
marginals, given a known bias function w(x, y). A naive approach is to estimate FX and
FY under the null hypothesis. For example, if w(x, y) = 1{x<y}, the marginal CDFs can
be estimated using the standard product-limit (PL) estimator for left and right truncated
data, implemented, for example, in the DTDA package of R [Moreira et al., 2010].
The PL estimators are consistent under the null hypothesis, but using them in our
test leads to low power, even in seemingly very extreme situations of a strong dependency
between X and Y . As shown in our simulations, for a test to perform reasonably well for
moderate sample sizes, FX and FY should be estimated well not only under the null, but
also under the alternative hypothesis (see Section 5 and Supp. Material, Section B). The
next example demonstrates this claim.
4.2.1 Example: Difficulties in Detecting Quasi-Independence
Consider the case where data is generated from a uniform bivariate distribution over {0 <
x, y < 1 : |x− y| < 0.3}, and let w(x, y) = 1{x<y} be the standard truncation model.
We drew n = 500 samples from this model and estimated the univariate marginals
CDFs using the PL estimators. Figure 1 (top-left) shows the sampled data points. The
green and red curves in Figure 1 (right) are the resulting PL estimates of FX and FY ,
respectively. Because X and Y are exchangeable, they share the same underlying marginal
distribution, depicted by the blue line. The product-limit estimates differ considerably
from the true marginal distribution. When such CDFs generate the truncated data, the
probability of a selection (X < Y ) is small, and when it happens, the values of X and Y
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tend to be close, yielding a scatter plot somewhat similar to the observed data. Indeed, the
panel at the bottom of Figure 1 shows pairs obtained by generating independent variables
from the estimated product-limit curves FˆX , FˆY and retaining only observations satisfying
X < Y .
This example shows that independent variables under selection bias can produce data
similar to that obtained by strongly dependent variables. Applying the bootstrap test using
estimates of the marginal that are consistent only under the null independence assumption
may result in a test with low power.
A possible solution is to find estimators for the marginal CDFs that are consistent also
under the alternative hypothesis of quasi-dependence. However, such estimators can be
calculated only under additional assumptions, either on w(x, y), or on the underlying joint
distribution (or both). We next demonstrate this through two different settings.
4.2.2 Case 1: Strictly Positive w(x, y) > 0
The problem of estimating non-parametrically a general multivariate distribution F using
weighted data is well known (e.g., Vardi [1985]) and for w > 0 the non-parametric maximum
likelihood estimator (MLE) is given by:
Fˆ nX,Y (t, s) =
∑n
i=1 1{Xi≤t,Yi≤s}w(Xi, Yi)
−1∑n
i=1w(Xi, Yi)
−1 .
Estimators for FX and FY can be then obtained by marginalization of (4.2.2),
Fˆ nX(t) = Fˆ
n
X,Y (x,∞) =
∑n
i=1 1{Xi≤t}w(Xi, Yi)
−1∑n
i=1w(Xi, Yi)
−1 . (19)
By the law of large numbers n−1
∑n
i=1 1{Xi≤t}w(Xi, Yi)
−1 → FX(t)/EfX,Y [w(X, Y )] a.s. and
n−1
∑n
i=1w(Xi, Yi)
−1 → 1/EfX,Y [w(X, Y )] a.s. so by the continuous mapping theorem
Fˆ nX(t)→ FX(t) a.s. By similar arguments, Fˆ nY (s)→ FY (s) a.s.
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Figure 1: (top left): a scatterplot of sam-
ples drawn from the true underlying dis-
tribution. (bottom left): a scatterplot of
samples drawn from the truncated inde-
pendence distribution, using the PL es-
timates. (top right): the PL estimates
of the univariate marginal CDFs FˆX and
FˆY are biased and do not resemble the
true underlying CDF FX = FY .
4.2.3 Case 2: Left Truncation w(x, y) = 1{x<y}
In contrast to the former case, when w(x, y) is a truncation function, estimating the
marginals under quasi-independence is more challenging due to the actual loss of data
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and identifiability issues. Nevertheless, for certain types of truncation mechanisms, addi-
tional assumptions on the joint distribution may allow to reconstruct the marginals. In
particular, the most familiar type of truncation in the statistical literature is left (or right)
truncation, described by w(x, y) = 1{x<y}. The next proposition shows that under ex-
changeability, the empirical distribution function of the joint sample X1, . . . , Xn, Y1, . . . , Yn
is a consistent estimator for the marginals:
Proposition 1. Let FX,Y (x, y) be an exchangeable joint distribution having a density
fX,Y (x, y) ≡ fX,Y (y, x) and let D ∼ [F (w)X,Y ]n be a sample with the truncation weight func-
tion w(x, y) = 1{x<y}. Let Fˆ
(w),n
X , Fˆ
(w),n
Y be the empirical CDFs of F
(w)
X , F
(w)
Y , respectively.
Define:
Fˆ nX(x) = Fˆ
n
Y (x) =
Fˆ
(w),n
X (x) + Fˆ
(w),n
Y (x)
2
=
1
2n
{
n∑
i=1
I(Xi ≤ x) +
n∑
i=1
I(Yi ≤ x)
}
. (20)
Then Fˆ nX , Fˆ
n
Y → FX = FY a.s.
Proof. Since X and Y are continuous exchangeable random variables, P (X < Y ) = 1/2
and therefore
f
(w)
X,Y (x, y) = 21{x<y}fX,Y (x, y).
Calculating the weighted marginal, we have
f
(w)
X (t) = 2
∫ ∞
t
fX,Y (t, y)dy = 2
∫ ∞
t
fX,Y (y, t)dy,
due to exchangeability. Similarly
f
(w)
Y (t) = 2
∫ t
−∞
fX,Y (x, t)dx.
Thus (due to the continuity assumption),
f
(w)
X (t) + f
(w)
Y (t)
2
=
∫ ∞
t
fX,Y (y, t)dy +
∫ t
−∞
fX,Y (x, t)dx = fY (t).
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The result follows by applying the Glivenko–Cantelli Theorem on Fˆ
(w),n
X and Fˆ
(w),n
Y .
5 Simulations Studies
We investigated, by simulation, the performances of the weighted permutation (WP) and
the bootstrap tests and compared them to that of Tsai [1990]’s and the minimum Pvalue
(minP2) test suggested recently by Chiou et al. [2018]. The latter are constructed for
truncated data of the form w(x, y) = 1{x<y}; the first is tailored to monotone alternatives,
while the second can detect general dependence structures.
We implemented the simulations in R; scripts reproducing all figures and tables are
available at https://github.com/YanivTenzer/TIBS. P-values for the minP2 test were
calculated using the package permDep in R [Chiou et al., 2018], version 1.0.3 (Aug. 14th,
2019) from https://github.com/stc04003/permDep.
We calculated the rejection rate (power) at a significance level α = 0.05 by averaging
results of 500 replications and using a sample size n = 100. As the tests are computational
demanding, we used B = 100 permutations when running the minP2 and permutation
tests, and generated B = 100 samples when applying the bootstrap procedure. We also
compared the running times of the different tests, which could become a crucial issue when
analyzing large datasets, or testing independence for many pairs of random variables, by
averaging the times over the 500 repetitions for each dataset. Tsai’s test was the fastest
test, with ≈ 0.15 seconds per test for n = 100, B = 100. Our bootstrap test took ∼ 0.56
seconds per test. The weighted permutation test is considerably slower, with ∼4.21 seconds
per test, due to the added computational burden of sampling permutations. The minP2
test was the slowest, with ∼19.61 seconds per test.
20
5.1 Truncation, w(x, y) = 1{x<y}
We first simulated data under monotone dependence models considering the setting in
which the joint distribution is exchangeable, therefore consistent estimators of the marginals
exist (as shown in Section 4) and we expect the bootstrap procedure to perform well.
We generated X and Y from a standard bivariate Gaussian distribution with different
correlations ρ (Norm(ρ)). In addition, we generated X and Y with marginal standard
Gaussian distributions under the following copula models:
1. Gumbel copula (GC) with dependence parameter θ = 1.6 (Kendall’s τ = 0.375)
2. Clayton copula (CC) with dependence parameter θ = 0.5 (τ = 0.2)
Recall that although both Gumbel and Clayton copulas produce monotone dependency
structure, the two are different in nature - while the former provides upper tail depen-
dence structure the other produces lower tail dependence [Nelsen, 2007]. Figure 3 in the
supplementary materials presents scatterplots of simulated pairs from the three models.
The first part of Table 1 shows the result, with the test having the highest power
printed in boldface. As expected, in the Gaussian settings, under the null distribution (i.e.,
ρ = 0), all tests achieve the correct α = 0.05 error rate. However, under the alternative,
the bootstrap procedure demonstrates favorable performance in all three settings. In the
Gaussian settings, for ρ < 0 the WP test consistently outperforms minP2 and Tsai’s test.
The minP2 has the lowest power in this setting.
We next simulated a more realistic lifetime distributions (LD) where the joint distribu-
tion is non-exchangeable and focus on comparing the WP test to Tsai’s and minP2 tests.
We generated X from a Weibull distribution with shape parameter 8.5 and scale parameter
3, and Y from an exponential distribution with mean 0.2. We specified the dependence
of (X, Y ) through a normal copula, where the strength of dependence is determined by
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the correlation parameter ρ. We simulated data under independent (ρ = 0) and depen-
dent (ρ = 0.4) FX,Y before truncation. Figure 4 in the supplementary materials displays
scatterplots of simulated pairs from both models.
The second part of Table 1 shows the results. Although X and Y are not exchangeable,
we applied the bootstrap procedure as well using marginal estimates according to Equation
(20), in order to investigate the impact of model miss-specification on its performance.
Results for the bootstrap are printed in light gray. The devastating impact of model
miss-specification under the null distribution, in the case of the bootstrap procedure is
now apparent: the test does not retain the desired rejection rate α = 0.05 under the null
hypothesis (ρ = 0). When ρ = 0.4, the WP and Tsai tests have equal power higher than
that of the minP2 test.
The third simulation study evaluates the performance of the tests under non-monotone
dependence settings. Starting with a non-monotone exchangeable model, we simulated
data from a mixture of two Clayton copulas with dependence parameters θ = 0.5 (τ = 0.2)
and θ = −0.5 (τ = −0.333), respectively, and equal population proportions. Figure 5 in
the supplementary materials presents scatterplots of simulated pairs from the model.
The third part of Table 1 presents the results. All tests have relatively small power
under this model, probably due to the small sample size of n = 100 observations. The
power of minP2 is lower than that of the WP and Tsai’s test. This is somewhat surprising
as the latter is tailored to monotone alternatives.
Finally we consider a non-monotone and non-exchangeable model. We generated a nor-
mal copula, CNorm(ρ), with varied correlation coefficient ρ to specify the joint distribution
of X and Y , where X ∼ Weibull(0.5, 4) and Y ∼ U [0, 1] and retained only pairs satisfying
Y ≤ X. Figure 6 in the supplementary materials displays scatterplots of simulated pairs
from the models.
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The last part of Table 1 presents the results. As expected, the bootstrap procedure
does not retain the desired rejection rate under the null hypothesis. Under the alternative,
both the WP and minP2 tests outperform Tsai’s procedure across the entire range of the
dependence parameter ρ. This behaviour is expected because both tests were designed
to detect non-monotone dependency. The power of minP2 is larger than that of WP for
negative correlation and smaller for positive correlation.
5.2 Strictly Positive Bias Function
As discussed above, our new tests can be used to detect dependency in a general weighted
model. To study their performance, we consider the case of w(x, y) = e−(|x|+|y|)/4, where
X and Y were sampled from the standard bivariate Gaussian distribution. In order to
apply the Bootstrap procedure, we estimated the univariate marginals using the weighted
estimators in Equation (19). Table 2 shows the rejection rates of the WP and the bootstrap
tests at a significance level α = 0.05, for sample size n = 100 and for different values of
the correlation parameter ρ. As expected, the power increases as |ρ| increases, with the
permutation test having higher power.
6 Real-Life Datasets
We apply the various tests to four data sets, whose scatterplots are presented in Figure
2. P-values for the WP and bootstrap tests are based on B = 104 samples. For the
permutation tests we set the ’burn-in’ and skip parameters to be twice the number of
observations.
1. Length of Hospitalization in Intensive-Care-Units - data on 137 patients who
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were hospitalized in Intensive-Care-Units (ICUs) on a random day were collected in
five Israeli hospitals (see Mandel [2010]). Let Y and X denote the length of stay in the
ICU and the time from admission to sampling. Since only patients having 0 ≤ X ≤ Y
are observable, the data are truncated with w(x, y) = 1{x≤y}. Previous works (e.g.
Mandel [2010]) analyzed the data assuming that X and Y are quasi-independent, and
it is therefore important to test the validity of this assumption. Tsai’s test, minP2
and the new WP test were all insignificant at the standard α = 0.05 significance level,
with P-values of 0.134, 0.653 and 0.320, respectively. We also compared the running
times of the three tests, which were 0.08, 1610.6 and 114.7 seconds for Tsai’s, minP2
and the WP test, respectively.
2. Infection time and occurrence in Intensive-Care-Units - The ICU data set an-
alyzed above is part of a cross-sectional study aiming to compare patients in ICUs and
ordinary wards for morbidity associated with hospital acquired infections [Mnatza-
ganian et al., 2005]. Infection data were collected from admission to the ICU until
discharge or 30 days, whatever comes first. Due to the sampling mechanism, the data
are length biased according to the total length of stay in the ICU [Mandel, 2010].
Here we use the sub-sample of patients who admitted to the ICU without delay and
who acquired infections during their first 30 days of hospitalization in the ICU, and
test whether the time of infection is associated with the remaining time in the ICU.
Thus, let X be the time from admission to the ICU to infection and let Y be the time
from infection to discharge from the ICU, we test independence of X and Y based on
the biased data with weight function w(x, y) = x + y. The new WP and bootstrap
tests were both insignificant at the standard α = 0.05 significance level, with P-values
0.662 and 0.082, respectively, indicating that the time of acquiring infection does not
prolong the remaining time in the ICU. The running times were 85.5 and 25.6 seconds
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for the bootstrap and the WP tests.
3. Time from Infection to AIDS in HIV Carriers - A classical example of truncated
data occur in AIDS retrospective studies, where the time from HIV infection to AIDS
is restricted to be smaller than the time from HIV to sampling [Lagakos et al., 1988].
Here we analyze data on 295 AIDS cases, available in the DTDA package of R [Moreira
et al., 2010]. Let X be the time from HIV infection to July 1986 and let Y be the
time from infection to AIDS. By design, the sample comprised only patients satisfying
0 ≤ X ≤ Y . The new WP, Tsai’s and minP2 tests all obtained significant P-values of
0.001, 2.05×10−7, and 0.001, respectively, suggesting that dependence exists between
the variables.
4. Time to Promotion to the Rank of Full Professor - the data consists of cross-
sectional records on all faculty members of the Hebrew University of Jerusalem who
were employed in 1998. We aim to test whether the age at promotion to the associate
professor rank depends on the service time in that rank. Let AAP and AFP denote
the age at promotion to the ranks associate professor (AP) and full professor (FP)
respectively; we test independence between X = AAP and Y = AFP − AAP for
associate professors who promoted to full professor before the age of 65, then the
retirement age in Israel. We use the sub-sample of 306 faculty members who were
promoted to the FP rank after 1980 and were younger than 65 at sampling time
(1998). As in Mandel and Rinott [2012], we assume that professors will stay in the
university until age 65. Assuming a stable entrance process to the AP rank, the
cross-sectional study design leads to length biased sampling according to the length
of service at the FP rank. The restriction of the data to professors who promoted
after 1980 resulted in the weight function w(x, y) = min(65 − x − y, 18)1{x+y<65},
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where 1{x+y<65} indicates that faculty members older than 65 at sampling time were
not included in the sample. Thus, the weight is neither a truncation function nor
strictly positive, and the only test applicable is the permutation test of Section 3.
We applied the WP test with B = 104 permutations. The running time was 2.5
minutes on a standard PC laptop. We obtained a very small P-values< 10−4, meaning
that the age of promotion to associate professor rank does depend on the service time
in that rank.
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Figure 2: Scatterplots of four real datasets. Red points indicate the true data. Blue ’+’ signs represent
points (xi, ypi(i)) for a randomly drawn permutation pi under biased sampling: w(x, y) = 1{x<y<} for the
AIDS and ICU datasets, w(x, y) = min(65− x− y, 18)1{x+y<65} for the huji dataset, and w(x, y) = x+ y
for the infection dataset
7 Discussion
In this work we tackle the problem of testing quasi-independence under a general biased
sampling regime. We introduce two new tests, namely, the weighted permutations and
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bootstrap tests. These tests are based on a scan statistic that measures the deviation
between the observed and expected number of points within a set of quadrants determined
by the data. Many other tests can be considered, utilising our MCMC algorithm.
A common step of many tests of independence is the estimation of some summary
statistics under the null hypothesis. In the case of the Chi-square statistic, for example, the
probabilities of the different quadrants under the null are an essential ingredient. However,
under the general biased sampling assumption, these can not be directly estimated using
the standard product of the empirical distribution functions. Instead, we develop a general
method to simulate either permutations or bootstrap samples, under the null model.
As far as we know, our work is the first to consider testing quasi-independence of a
general weighted model. Previous works focus on testing independence under truncation.
We demonstrate the merit of our proposed tests, using simulated and real-life data sets,
and showed that even for truncate data they attain higher or equivalent power in most
settings considered here, compared to Tsai’s and the more recent minP2 tests. However,
the latter two tests can be used also for truncated and censored data, while currently our
test cannot handle censored observations.
Lastly, we conjecture that, under the assumption of quasi-dependence, both the WP
and bootstrap test are consistent. Nevertheless, this property is yet to be established and
left to future work.
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Supplement Material
A Simulated Data
This section of the supplementary material contains the estimated power and scatterplots
for simulated data of the various settings presented in Section 5.
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Setting Model Tsai minP2 WP Bootstrap
Monotone
Exchangeable
Norm(−0.9) 1 1 1 1
Norm(−0.7) 1 0.964 0.998 1
Norm(−0.5) 0.756 0.476 0.654 0.932
Norm(−0.3) 0.294 0.126 0.210 0.262
Norm(0.0) 0.052 0.036 0.060 0.002
Norm(0.3) 0.130 0.090 0.196 0.570
Norm(0.5) 0.348 0.172 0.422 0.998
Norm(0.7) 0.530 0.274 0.588 1
Norm(0.9) 0.698 0.208 0.754 1
GC (θ = 1.6) 0.160 0.124 0.248 1
CC (θ = 0.5) 0.092 0.080 0.148 0.660
Monotone
Non-Exchangeable
LD (ρ = 0.0) 0.050 0.042 0.054 0.72
LD (ρ = 0.4) 0.606 0.328 0.614 0.140
Non-monotone
Exchangeable
CLmix(0.5) 0.230 0.104 0.222 0.012
Non-monotone,
Non-exchangeable
CNorm(−0.9) 0.296 1 1 1
CNorm(−0.7) 0.158 0.942 0.938 1
CNorm(−0.5) 0.066 0.576 0.522 1
CNorm(−0.3) 0.076 0.272 0.194 0.992
CNorm(0.0) 0.078 0.072 0.074 0.946
CNorm(0.3) 0.070 0.086 0.128 0.924
CNorm(0.5) 0.154 0.346 0.494 0.960
CNorm(0.7) 0.266 0.738 0.962 0.998
CNorm(0.9) 0.396 0.988 1 1
Table 1: Power at a significance level of α = 0.05 for n = 100 samples of left-truncated
data (w(x, y) = 1{x<y}). Norm(ρ) - Bivariate normal distribution with correlation ρ. GC
- The Gumbel Copula, CC - the Clayton Copula, with dependence parameter θ. LD -
Lifetime Distribution with correlation ρ, CNorm(ρ) - non-exchangeable joint distribution
with dependence parameter ρ, CLmix - an exchangeable mixture of two Clayton copulas.
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ρ Bootstrap WP
-0.7 0.994 1
-0.5 0.576 0.980
-0.3 0.050 0.586
-0.1 0.000 0.120
0 0.002 0.064
0.1 0.014 0.100
0.3 0.226 0.624
0.5 0.840 0.980
Table 2: Strictly positive bias function; estimated power of the WP and bootstrap tests,
at a significance level of α = 0.05, and sample size n = 100.
Monotone-Exchangeable Joint Distribution
Norm(ρ = 0.5) GC(θ = 1.6) CC(θ = 0.5)
Figure 3: Scatterplots of samples generated from the monotone-exchangeable distributions described in
Section 5.1 of the main manuscript. (left): Gaussian distribution with standardized margins. (middle):
Gumbel copula with dependence parameter θ = 1.6 ,and standard normal margins. (right): Clayton copula
with dependence parameter θ = 0.5, and standard normal margins.
Figure 3 displays the scatterplots of samples generated from the monotone-exchangeable
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distributions described in Section 5.1 of the main manuscript. X, Y were generated from
a standard Gaussian distribution. We examined three possible dependence structures, as
specified by three different copulas:
• Gaussian, with correlation parameter ρ ∈ {−0.9,−0.8, . . . , 0.9}
• Gumbel, with dependence parameter θ = 1.6
• Clayton, with dependence parameter θ = 0.5
Monotone Non-Exchangeable Joint Distribution
LD(ρ = 0) LD(ρ = 0.4)
Figure 4: Scatterplots of samples generated from the monotone-non-exchangeable distribution described
in Section 5.1 of the main manuscript. We used Gaussian copula with dependence parameter ρ = 0 (left)
and ρ = 0.4 (right), where X ∼Weibull(8.5, 3) and Y ∼ exp(0.2).
Figure 4 displays the scatterplots of samples generated from the monotone non-exchangeable
distribution appear in Section 5.1 of the main manuscript. We generated pairs (X, Y ) with
X ∼ Weibull(8.5, 3) and Y ∼ exp(0.2). We specified the dependence of (X, Y ) through a
normal copula, where the strength dependence is determined by the correlation parameter
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ρ. We considered two levels of dependence as measured by the pre-truncation ρ = 0 and
ρ = 0.4.
Non-Monotone Exchangeable Joint Distribution
CLmix(0.5)
Figure 5: Scatterplots of samples generated from the non-monotone exchangeable distribution described
in Section 5.1 of the main manuscript. X,Y were generated from a mixture of two Clayton copulas with
dependence parameter θ = 0.5 and θ = −0.5.
Figure 5 displays the scatterplot of samples generated from the non-monotone ex-
changeable distribution descrobed in Section 5.1 of the main manuscript. X, Y were gen-
erated from a mixture of two Clayton copulas with dependence parameter θ = 0.5 and
θ = −0.5.
Non-Monotone Non-Exchangeable Joint Distribution
Figure 6 displays the scatter plot of samples generated from the non-monotone non-
exchangeable distributions described in Section 5.1. We used a normal copula with varied
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CNorm(−0.9) CNorm(0)
CNorm(0.5) CNorm(0.9)
Figure 6: Scatterplots of samples generated from the non-monotone non-exchangeable distributions de-
scribed in Section 5.1. We used a normal copula with varied correlation coefficient ρ to specify the joint
distribution of X,Y , with X ∼ Weibull(0.5, 4) and Y ∼ U [0, 1]. (top left): ρ = −0.9. (top right): ρ = 0.
(bottom left): ρ = 0.5. (bottom right): ρ = 0.9.
correlation coefficient ρ to specify the joint distribution of X, Y , with X ∼ Weibull(0.5, 4)
and Y ∼ U [0, 1].
37
B Computing the Expectations for the Statistic Under the Null
Our two proposed tests are significantly faster than minP2, as shown in Section 5. However,
Tsai’s test, which is specialized for truncation, is faster than our tests, especially compared
to the bootstrap test which is about an order of magnitude slower than the weighted
permutation test. It is thus natural to seek computational improvements for our tests, but
this may have statistical, in addition to computational, consequences. In particular, the
computation of our test statistic T in Equation (6) requires estimation of the expected
cell counts under the null ejki . It is possible to use a different test statistic with different,
albeit wrong, expectations. The weighted permutation test with this statistic will still be
valid, according to Lemma 3.2, and a bootstrap test with this statistic can also be used.
We examined two such modified statistics: (i) A naive approach, where we ignore the
biased sampling function w and simply use the empirical marginal distributions FˆX , FˆY as
our estimators, resulting the T statistic used by Heller et al. [2012], and (ii) a bootstrap
based approach, where the marginals are estimated according to Equation (18), but are
not re-estimated for each bootstrap sample. While these two approaches appear simpler
and are faster, they may suffer from significant loss of power. For example, for bivariate
Gaussians with correlation coefficient ρ = −0.4, our bootstrap approach achieves a power
of 0.634, while using the naive expectations yield only power of 0.394 and estimating the
expectations only once via bootstrap achieves power of 0.406. Similar trends of reduction
in power were observed for other ρ values.
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