Abstract The SAMPL4 challenges were used to test current automated methods for solvation energy, virtual screening, pose and affinity prediction of the molecular docking pipeline DOCK 3.7. Additionally, first-order models of binding affinity were proposed as milestones for any method predicting binding affinity. Several important discoveries about the molecular docking software were made during the challenge: (1) Solvation energies of ligands were five-fold worse than any other method used in SAMPL4, including methods that were similarly fast, (2) HIV Integrase is a challenging target, but automated docking on the correct allosteric site performed well in terms of virtual screening and pose prediction (compared to other methods) but affinity prediction, as expected, was very poor, (3) Molecular docking grid sizes can be very important, serious errors were discovered with default settings that have been adjusted for all future work. Overall, lessons from SAMPL4 suggest many changes to molecular docking tools, not just DOCK 3.7, that could improve the state of the art. Future difficulties and projects will be discussed.
Introduction
The SAMPL challenges have provided an excellent opportunity for prospective testing of computational methods against not just new experimental data, but also against many other computational methods and techniques [1] [2] [3] [4] , not unlike the Critical Assessment of protein Structure Prediction (CASP) [5] experiment. The SAMPL4 challenge [6] presented a unique opportunity to test methods on several new small molecule solvation energies [6, 7] , two artificial, non-protein host-guest systems [8] [9] [10] and a protein system with several series of ligands designed and synthesized for an allosteric site [11, 12] , with crystallographic pose data and binding affinity data.
The ambition of this paper was to compare the current molecular docking tool, DOCK3.7 [13] against both these experimental measures and against the other computational methods in the field. A slightly modified version of the ZINC Processing Pipeline [14] was used to build ligands and calculate solvation energies with AMSOL [15] . Virtual screening, pose prediction and affinity prediction were all attempted with this same automated protocol on HIV integrase, completely blindly (poses and affinities were predicted for all tested ligands, without knowledge of which ligands bound and in what positions). In this pursuit, we hope to assess DOCK3.7 against both experimental data and against other theories and methods. We discovered many ways in which our methods were insufficient or could use improvement, and found some hope in continued efforts on these methods as they were sometimes on par with the best methods of the field.
Methods
Methods used in this research follow recently published ligand preparation [14] and docking protocols [13] , with one important advancement, using ChemAxon's Marvin and cxcalc programs to compute ligand tautomers and protomers [16] [17] [18] . Anecdotally, cxcalc matched our chemical intuition for many molecules that previously had been wrongly tautomerized and protonated. The number of egregiously tautomerized and protonated molecules was low, as this tends to become all too obvious in docking where incorrect molecules often rise to the top of the list.
The specific combination of commands used was:
cxcalc in:smi dominanttautomerdistribution ÀH 7:4 ÀC false Àt 20 % which was then parsed to keep only the molecules present at least 20 % of the time. We used pH = 7.4 for all the calculations in this work, which may have been a mistake for some systems and will be discussed later. The rest of the ligand preparation using the ZINC Processing Pipeline [14] remains the same. Input in SMILES are converted to 3D using CORINA [19, 20] and OMEGA [21, 22] , now using ChemAxon tools for protonation and tautomerization [16] [17] [18] , using AMSOL [15] for partial charge and solvation calculations, and finally mol2db2 [13] to save multiple conformations, partial charge and solvation information into a single DB2 file for docking.
Docking proceeded automatically based on DOCK3.7 [13] . Receptor and ligand information from the crystal structures provided was used to start the calculations. For the HIV Integrase system, the PDB files 3nf7 and 3nf8 [23] were used as input. 3nf7 was used as it was a part of the Auto-DUD-E test set that was used in retrospective studies of DOCK3.7, though only the orthosteric site was used in that study. 3nf8 was suggested by the SAMPL4 organizers, and all three binding sites were used for automated docking.
Result and discussion
First-order models for binding affinity
Here we propose a first-order model for binding affinity prediction that all methods should be compared to. Rather than a basis in statistics like null models, this is a first-order model based on the maximal affinity of ligands concept [24] . The observation was that each heavy atom in a ligand could contribute up to 1.5 kcal/mol, up to a maximum of 15 heavy atoms where the affinities leveled off and more heavy atoms did not contribute to the total protein-ligand affinity. Extending this analysis into a first-order model of binding results in an equation where heavy atoms in each ligand are simply counted and converted to the maximal affinity that such a ligand could have in complex with a protein. This model was applied to all the affinity prediction challenges in SAMPL4, HIV integrase [11] , octa-acid [9] , and cb7 [8] , and is shown in Fig. 1 . Also of note is that for all these systems, the maximal affinity predicts a stronger binding affinity than was achieved, suggesting that none of these ligands have been completely optimized for the binding site. Of course, two of these are non-protein host-guest systems, not included in the original analysis, which may have significant differences in the achievable affinity. Pearson R values for the cb7 [8] system are 0.72, 0.5 for octa-acid [9] , and 0.24 for the HIV integrase [11] system (though, really it is undefined as all the ligands have over 15 heavy atoms). This first-order model of binding is easy to calculate and represents an important benchmark for any method of calculating binding affinity.
Small molecule solvation
Small molecule solvation aims to measure the energies required to remove a small molecule from water (going Fig. 1 The first-order affinity model [24] , applied to the SAMPL4 systems from top to bottom in the right panel of Fig. 2 ). Fortyseven newly found measurements from the literature were the subject of this experiment [7] . As described in the method section, submissions using the ZINC Processing Pipeline [14] , with a final solvation calculation done with AMSOL [15] were submitted. We used three different methods to provide AMSOL with starting conformations, as a means to test whether the initial input conformation was a factor in overall performance. Therefore, three submissions were sent into the SAMPL4 challenge: 158-where an arbitrary conformation from CORINA [19, 20] was used as an input for AMSOL (this is the ZINC default behavior), 196-where the lowest energy conformation from OMEGA was used as the AMSOL input, 197-where all conformations from OMEGA were used separately and the mean of the AMSOL solvation energies was reported. The advantage of this pipeline is that these calculations are very fast, fast enough that they can be accomplished for a very large library of purchasable molecules.
Briefly, AMSOL [15] uses semiempirical quantum chemistry to optimize small molecules and their partial charges, then uses a Generalized Born model to compute polar desolvation terms and a Solvent Accessible Surface Area model to compute the apolar desolvation terms. In molecular docking with the DOCK 3.5.54 [25] (later 3.6 [26, 27 ] and 3.7 [13] ) line of programs, the partial charges are used for each small molecule to compute the electrostatic interaction energy with DelPhi [13] . The desolvation energies are used as-is (assuming full desolvation, true only for extremely buried binding sites) or with a Generalized Born partial desolvation model [26, 27] . While use of desolvation energies improves molecular docking in terms of retrospective enrichment or prospectively finding new ligands, testing the desolvation terms explicitly was not attempted.
As it turned out, AMSOL gave the worst predictions of solvation energy, by any method, submitted to the SAMPL4 challenge [6] . The three methods for providing starting conformations resulted in very similar predictions, indicating that the choice of input conformation was likely not a major factor in the inaccuracy of the calculation. The Pearson R of the experimental data to the three submissions ranged from 0.38 to 0.48. The mean unsigned error was between 7 and 8 kcal/mol. In comparison, other methods had a Pearson R of above 0.5, with well over half the submissions being above 0.8. The mean unsigned error of the next worst method was 4 kcal/mol, again the majority of submissions were below 2 kcal/mol.
On an independent test of AMSOL [28] , it was quite competitive with other methods, however this was for a retrospective test set that likely contained some of the training molecules used to parameterize AMSOL itself. The authors remark that the ''mean unsigned error of only 0.65 kcal/mol and a R 2 = 0.88'', much better performance on the test set than the SAMPL4 set. This certainly reflects the difficulty of the SAMPL4 prospective set, and emphasizes the importance of using a prospective set in evaluating performance. Older test sets, limited by availability of experimental data, used smaller, simpler molecules. AMSOL, unlike some other techniques used in the SAMPL4 challenge, has not had the benefit of re-training to newer data, and had not been used in prior SAMPL challenges. Though AMSOL has been in use as the desolvation term of the DOCK 3.x scoring function for over a decade [25] , none of the follow-up experiments explicitly tested the desolvation term. It should be noted, however, that DOCK 3.7 does take into account a desolvation term, and this may overall contribute to the success of the docking method. It is not unreasonable to suppose that use of a more modern solvation energy calculation may improve the scoring function further. Upon careful inspection of the data, it was realized that a small mistake was made, all molecules should have been neutral instead of 4 of them that were charged (at pH = 7.4). Even removing those 4 from consideration, and an additional molecule that was not calculated as it failed to process properly, the mean unsigned error fell only from 7.1 to 6.4 kcal/mol, still far above any other method. In further examination of the data, AMSOL appears to underestimate the solvation energy in most cases, except for molecules with many polar groups where it severely overestimates the solvation energy, see Fig. 3 . In Fig. 3 , the 5 molecules where the errors are certainly due to problems with the ZINC Processing Pipeline or with not being neutral are shown in red.
Though it may not be surprising that more advanced methods did well, it is somewhat interesting that many other fast methods performed among the top. These methods are: Semi-Explicit Assembly [29] , various implementations of ZAP [30] [31] [32] and a parameterized solvation model [33, 34] . These methods all run in a few seconds per molecule, as fast as AMSOL and fast enough for running on a large test set. Additionally, all of these other fast methods had a Pearson R between each other of above 0.9, indicating that they agree quite often. In contrast, the Pearson R between the submissions using AM-SOL and any of the other fast methods is quite low, on the order of 0.3-0.6.
It would seem advantageous to use other solvation methods in a physics-based docking method, however this was outside the scope of the SAMPL4 experiment, but will be the subject of further inquiry.
HIV integrase, virtual screening, pose prediction and affinity prediction HIV Integrase presented a difficult challenge [11] for any computational method. First, the HIV Integrase has 1 orthosteric site and 2 allosteric sites, along with a symmetric dimer presenting 3 additional sites, see the protein depiction in Fig. 2 . This makes predicting to which, if any, sites a small molecule will bind challenging. Additionally, the ligands and the non-binders from this set were very similar, as they were essentially a medicinal chemistry campaign of a few series. Many benchmark sets, including DUD-E [35] , based on ChEMBL [36] , do not discriminate orthosteric and allosteric binders, and therefore may actually not help discriminate and test computational methods.
Despite this challenge, automated molecular docking was used on the input PDB files to evaluate the performance of the method without human intervention. Ligands were prepared as described in methods, according to the ZINC Processing Pipeline [14] but with ChemAxon tools for protonation and tautomerization [16] [17] [18] . One docking run was done directly against the Auto-DUD-E preparation of 3NF7 [23] to the orthosteric site, exactly on the precomputed grids used in the DOCK3.7 paper [13] . To make pose analysis possible, the 3NF7 structure was aligned to the 3NF8 structure provided by the SAMPL4 organizers. The analysis of these two runs will be the subject of the next paragraph. Additionally, one 'manual' preparation was attempted, where an ordered water was added. Finally, we ran automated docking to each of the 3 binding sites in 3NF8. Additionally, a merged docking run was submitted, where each ligand's best score & pose to any of the 3 sites was used. For each run except the first where pose analysis would have proven difficult, virtual screening results were submitted, along with pose predictions and affinity predictions, all done blindly without knowledge of which ligands were binders and what their poses were. Though this was an additional challenge, the automated methods have no way to take advantage of this additional information of which ligands were binders (for the pose prediction challenge) and the poses of the known binders (for the affinity challenge). Upon analysis of the 3NF7/3NF7-rotated submission (SAMPL IDs 198 & 200), a discrepancy was easily noticed. A reasonable assumption would be that, barring numerical errors, the docking virtual screening results for these two would be the same. After extensive analysis, we discovered the source of the error, the Chemgrid program used to generate van der Waals grids [37] , used a default setting of 3 grids per Å , or a grid spacing of 0.33 Å . Given the exponentials of r 6 and r 12 in the Lennard-Jones equations, this grid spacing is almost surely unsuitable for accurately approximating the van der Waals forces. Even small rotations of 10 degrees caused extreme differences in the van der Waals scores. For this reason, a lower grid spacing of 0.2 Å was generated (after SAMPL4 submission) across the entire Auto-DUD-E test set, and a complete run across five sampling parameters was conducted. This grid spacing did increase the memory usage, but not substantially, indicating that smaller grid spacings could be examined eventually. Complete results are shown in Supplementary Tables 1-3. In Table 1 , the results in terms of means over AUC, adjusted logAUC [27] and EF1 are shown. Though the vast majority of the docking runs in Auto-DUD-E were better with grid spacing at 0.2 Å , and the mean difference in all the metrics of virtual screening success showed improvement, the result was statistically insignificant. Given the insignificance and the trivial Cohen effect size [38, 39] , we cannot conclude that a finer grid spacing is better, but it is demonstrably not worse than a coarser grid spacing. Since the memory and speed are not seriously affected by a finer grid spacing, further work in refining the optimum grid spacing would seem to be worth pursuing. Perhaps most importantly, a reduction in the grid spacing removes a source of inconsistency in docking poses and scores between what should be identical docking runs ( Table 2) .
As it turns out, only virtual screening SAMPL ID 240 (see Table 3 ) was correct, as the majority of ligands bound to the LEDGF site used in docking (in fact most were designed to bind to this site). However, even entry 240 did not do much better than random as far as virtual screening goes, again likely owing to the complicated and difficult challenge. However, given this, it is interesting that docking to the other sites was not much worse than the automatic docking to the LEDGF, entry 240, see Fig. 4 ; Table 3 , in fact some were slightly better. Entry 240 (LEDGF) had a ROC AUC of 0.53, while other entries to other sites were 0.48-0.56 [12] . The best submission for virtual screening used a combination of many methods, including a lot of analysis done carefully by hand [40] , suggesting that computational methods are still not as good as careful analysis by experts. DOCK3.7 did not do well even compared to other methods at virtual screening from this challenging set, likely due to the simplicity of the energy function or other factors as discussed later. For pose prediction analysis, our ligand placement was very good, only the best submission was better than the automated procedure we used [40] . The automatic docking to the LEDGF site was the best submission among ours, entry number 536 (see Table 3 ), as the ligands were limited to being placed in the allosteric site. Our RMSD calculations were done using our own code [13] , in a way that differs slightly from the official RMSD calculations done by the SAMPL4 organizers [12] . Though our numbers may differ slightly they seem to agree, DOCK3.7 predicted many ligands correctly in the main interacting group, but many of the extended tails were incorrectly predicted, as shown in Fig. 5 . Only one ligand could truly be considered correctly predicted, one of the smallest fragments, shown at the top of Fig. 5 . When there were two carboxylate groups on the ligand, it seems that DOCK3.7 often had the incorrect one interacting with the protein, as shown at the bottom of Fig. 5 . Given the difficulties with multiple carboxylate groups, and the earlier discovery that AMSOL is overestimating the solvation energy of these groups, it makes some sense that DOCK3.7 would find posing and scoring these ligands challenging. As mentioned, a few ligands experimentally bound in the other two sites, but this docking run precluded binding there as it targeted only the LEDGF site. Properly choosing which binding site to place each ligand is likely a difficult problem, especially with the current generation of DOCK energy functions, which are at best approximating relative enthalpies and not absolute energies of binding.
The first-order model for HIV integrase binding affinity had a Pearson R = 0.24 and MUE = 18.8 kcal/mol. Even the docking affinity had a Pearson R = 0.64 and MUE = 16.6 kcal/mol, despite the poor performance as shown in Fig. 6 . Though the binding affinity correlated Fig. 4 Log ROC curves for all our virtual screening results submitted to SAMPL4, along with the winning run [40] . The docking run to the correct LEDGF allosteric site with DOCK3.7 is highlighted with a thicker line. See Table 3 for a full description of the SAMPL ID submissions better with docking score than the first-order model, there were significant absolute errors in the binding affinities. Again, these predictions were made without knowledge of the poses of the ligands, which only one other group attempted. However, their errors were much lower than ours, and the errors of the other groups where poses were known, were even lower. Given the complexity of the methods and the uses of prior information involved in the calculations, the ordering of the performance of the methods is in line with expectations.
It is quite understandable that the affinities calculated by DOCK3.7 are wrong, as at best, it calculates a relative enthalpy in the current version of the scoring function. Many terms are left out, including protein & ligand internal energy, hydrophobic effect of the protein, hypothesized to be a large contribution [41] , and receptor desolvation. Receptor desolvation is depicted in the left column of Fig. 2 , and even Fig. 2 neglects entropic terms in the schematic view of protein-ligand association. As discovered earlier, the ligand desolvation terms suffer from large errors as well, which could easily be contributing to the errors in protein-ligand binding affinity.
Conclusions
For physics-based docking programs, the SAMPL challenges present an excellent opportunity for prospective testing of methods against experiment, and against other computational and theoretical techniques. Lessons learned from the solvation transfer energy part of the challenge mostly illuminate the failures of AMSOL, a comparatively older technique than others used in the challenge, to meet the challenges of more difficult molecules. The obvious question of whether other fast computational methods that predict the solvation energy more accurately will improve docking is left open for further investigation. First-order models of binding affinity, taken from previously published work, represent an important, biophysically-based model for all methods to compare against [24] .
The binding of a few series of similar small molecules to a protein with multiple binding sites remains a challenging task for any computational method to predict. The HIV integrase portion of the SAMPL4 challenge presented just such a challenge. Despite this challenge, automated docking to the allosteric site performed adequately in terms of pose reproduction but barely better than random in terms of virtual screening. In both these tasks, it was outperformed by one group who used a more manual method [40] , reiterating the importance that expert review can have on these challenges. No other docking method attempted to compare the predicted binding affinities with those gathered from experiments, docking unsurprisingly did quite poorly, though it was a small improvement over the first-order binding models.
A final lesson was learned that the approximations in grid-based energy calculations, often used in docking, should be carefully checked as we discovered large errors between runs caused by grid sizes that were insufficiently small to reproduce the underlying steep van der Waals function. Though smaller grid sizes showed improvement in automated testing, it was not statistically significant. This is an important lesson for any docking or scoring program, one which will be further explored.
The failures of AMSOL to correctly predict the solvation energy are not unexpected here. The molecules tested in the SAMPL4 challenge were chosen to be larger, have more polarity and generally challenge existing techniques [7] . Though AMSOL has been used in the DOCK 3.x scoring function for over a decade [25] , the desolvation values have never been directly experimentally tested. Indeed, as the prediction made and tested is whether a small molecule will bind to a given protein, errors in desolvation energy alone are impossible to determine from a binding experiment.
Despite errors-including the desolvation energy, grid errors in the van der Waals term, etc.-the DOCK 3.x scoring function has shown some promise on ligand discovery: 14 % [42] to 48 % hit rate [43] for fragments against beta-lactamases, 20-40 % hit rates against G-Protein Coupled Receptors [35, [44] [45] [46] [47] [48] . One can only imagine how improvements in the energy function, as well as other aspects of virtual screening, will improve the results in terms of finding new ligands and perhaps even harder tasks like pose prediction and affinity prediction. It is not just our hope, but the hope of the field, that further improvements to accurately model the energies involved in protein-ligand (and ligand-water) interactions will improve our ability to predict new ligands, which the future SAMPL challenges will surely play a part.
