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Unlike deep-learning which requires large training datasets, correlation filter-based 
trackers like Kernelized Correlation Filter (KCF) uses implicit properties of tracked 
images (circulant matrices) for training in real-time. Despite their practical application in 
tracking, a need for a better understanding of the fundamentals associated with KCF in 
terms of theoretically, mathematically, and experimentally exists. This thesis first details 
the workings prototype of the tracker and investigates its effectiveness in real-time 
applications and supporting visualizations. We further address some of the drawbacks of 
the tracker in cases of occlusions, scale changes, object rotation, out-of-view and model 
drift with our novel RGB-D Kernel Correlation tracker. We also study the use of particle 
filter to improve trackers' accuracy. Our results are experimentally evaluated using a) 
standard dataset and b) real-time using Microsoft Kinect V2 sensor. We believe this 
work will set the basis for better understanding the effectiveness of kernel-based 
correlation filter trackers and to further define some of its possible advantages in 
tracking. 
Keywords:  visual tracking; correlation filters; Kinect sensors; kernel-tracking; RGB-D 
tracking; particle filter  
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Tracking can be considered as finding the minimum distance in feature space 
between the current position of the tracked object to the subspace represented by the 
previously stored data or previous tracking results. It’s a process where, given the initial 
state of a target in the first frame, the goal of tracking is to predict states (e.g. position) of 
a target in a video. Visual tracking systems have, for a long time, employed hand-crafted 
similarity metrics for this purpose, such as the Euclidean distance [1], Matusita metric 
[2], Bhattacharyya coefficient [3], and Kullback–Leibler [4], and information-theoretic 
divergences [5]. 
This field has seen tremendous progress in recent years in robotics and 
surveillance applications. It is trying to address the issues caused by noise, clutter, 
occlusion, illumination changes, and viewpoints (e.g. in mobile or aerial robotics). There 
have been numerous attempts in designing and deploying a robust tracking method. 
However, achieving full tracking accuracy under realistic conditions presents various 
challenging scenarios. For example, it may detect and track the target correctly in 
isolation but may fail to continue to track in the crowd (crowded campus hallway or a 
road in an urban area during traffic time). The efforts to resolve these issues have borne 
fruits and led to work in various applications like automation [6], surgery [7], and 
surveillance and security [8] [9], [10]. However, there remain numerous challenges to 
achieve real-time performance with high speed coupled with a high degree of tracking 
accuracy. A typical scenario of visual tracking is to track an object such as a person 
initialized by a bounding box in subsequent image frames. Traditional approaches that 
rely on deterministic feature search have difficulty tracking a target when it is temporarily 
occluded or contaminated by the background, like in cases of a cluttered environment 
(see  Figure 1.1 ). Other challenges include appearance changes (of both target and the 




Figure 1.1. Visual tracking is erroneous when the target being tracked is 
occluded by the person. In the video frame, the person in the 
background (A) is the target. However, as soon as he is occluded by 
two people (people labeled B and C) passing by, the target (A) is no 
longer accurately tracked. 
The majority of the trackers discussed in the field of visual tracking can be 
categorized into a) generative tracker and b) discriminative tracker. The generative 
trackers [11]–[13] is an appearance-based tracker that focuses on the appearance of the 
object in interest. They look for similarity in appearance (like color, height, etc.) to 
identify the nearest possible match with the target object.  Discriminative trackers [14], 
on the other hand, do not consider any similarity of appearances or features, they, as the 
name suggests, differentiates the target from the background for tracking through 
classification.  The most significant contributions in the application of machine learning in 
visual tracking have been done using the discriminative trackers.  
Despite existence of neural network based architectures, recent years have seen 
a significant shift in the attention towards trackers that learn “on-the-fly” i.e. approaches 
which model how an object varies visually over time, as and when new data becomes 
available. Many Discriminative Correlation Filter (CF) tracking methods have adopted 
this approach. Though neural network-based architectures (or deep learning methods) 
have shown good accuracy, they have significant disadvantages in terms of cost, 
training time and compute power: For example, XLNet model [15] costs $61,000 to train, 
uses 512 TPU v3 chips with batch size of 2048 (for comparison, an individual person or 
a small research lab normally uses batch size of 32 with normal compute) and  takes 2.5 
days to train. Grover, a billion-parameter neural network costs $25k to train for two 
weeks on TPU v3.  Image classification models like EfficientNet [16] can take 20-23 
hours to give results using google cloud compute. These training times including the 
high cost of GPUs and TPUs, do not necessarily lead to best results on every training 
run and hence can be a huge bottleneck of researchers who spend significant amount of 
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time to fine tune the neural network. Reproducibility of deep neural networks Is another 
problem in the research community. With as many as a billion tunable parameters, it has 
become increasing difficult to replicate the performance claimed by existing models and 
research papers. Recently, the research community is encouraging researchers to follow 
reproducibility checklist [17] to ensure better use of neural network models, however, it is 
still an issue which has not been resolved. These issues have encouraged the visual 
tracking research community to look for faster and competitive alternative in correlation 
filter-based trackers. They offer solutions for real-time tracking with good real-time 
performance. Correlation filters have got significant attention because of their high frame 
per second (FPS), low computation power (they work significantly good with CPUs but 
can be made faster with few GPUs), and high efficiency.  
One of the earliest works which proved its efficiency is Minimum Output Sum of 
Squared Error (MOSSE) [18] which could reach 700 frames per second (FPS). Since 
then, this area has seen development of various tracking methodologies like introduction 
of feature representation [19] [20], non-linear kernel [21], scale estimation [22], max-
margin classifiers [23], spatial regularization [24], and continuous convolution [25]. 
Tracking evaluations like [26] [27] and benchmarks like [28] have shown that these 
trackers have greatly improved and significantly advanced state-of-art. 
Despite their impressive performance, these discriminative learning tracking, for 
example, CFTs, have still few limitations. Firstly, they tend to drift while tracking over a 
long period of time. This drift can be more closely observed in a dynamic environment 
and while tracking multiple targets, thereby affecting its accuracy. Secondly, in such 
discriminative learning methods, negative samples of the image are as equally important 
as the positive samples. In fact, training with a higher number of negative samples 
(image patches from different locations and scales) has been found to be highly 
advantageous in better training of any tracking algorithm. However, any increase in the 
samples can lead to a higher computational burden which can adversely affect the time-
sensitive nature of trackers. On similar lines, limiting the samples, however, can sacrifice 
performance, which is a trade-off.  
Kernelized Correlation Filter (KCF) [21] talks about addressing this issue of 
handling thousands of sample data yet keeping the computation load low by exploring 
tools of kernel trick and properties of Circulant Matrices. Kernel trick is a way of 
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computing the dot product of any two vectors m and n in some (possibly very high 
dimensional) feature space. In machine learning, a “kernel” is usually used to refer to the 
kernel trick, a method of using a linear classifier to solve a non-linear problem. Circulant 
matrices, on the other hand, allow us to enrich the toolset provided by classical signal 
processing like that of correlation filters, by working in the Fourier domain, making the 
process of training faster. Readers are advised to go to Chapter 2, Section 2.2 for more 
details. 
Despite the increased efficiency brought by KCF, the current number and variety 
of datasets that can be used for real-time performance studies are inadequate. In the 
past, most of the experiments done on available state of art trackers (TDAM [29], MDP 
[30], DP-NMS [31], and NOMT [32] ), were done on sample videos. This observation is 
sometimes very significant since it is obvious that for real-life robotic monitoring and 
surveillance and due to various factors beyond such as environmental changes, the 
tracking accuracy depicted by online trackers may not reflect real-time scenarios. The 
limitations include using their validations only on few datasets (example videos) or 
shorter length of videos. To cover for the lack of needed datasets for given scenarios, 
we collected our own dataset in real time using the Microsoft Kinect sensor. This dataset 
reflects real time scenarios in diverse settings. Also, when testing for cases of occlusion, 
we collected datasets which are particularly suited for such scenarios to eb able to make 
better observations. 
Despite practical applicability in tracking, a need for understanding KCF 
theoretically, mathematically, and experimentally using a real-time dataset exists [33], 
[34] . We refer readers to a comprehensive review of visual tracking using datasets in 
[35] and specifically using the correlation filter with kernel trick in [36]. Unlike other 
survey papers, this thesis explains the workings of the tracker, investigates its 
effectiveness, and provides supporting code and visualizations. We make observations 
on performance metrics and identify issues like short-term tracking ability etc. Finally, we 
compare KCF with the current SOTA on OTB-50, VOT-2015, and VOT-2019. 
This thesis also proposes a novel architecture to make the KCF tracker more 
robust during occlusion by using additional depth information. This information along 
with RGB image information can not only help detect occlusions but also help in re-
detection of the target, the two very challenging scenarios of real-time tracking. 
5 
We further explore another complementary tool to KCF for enhancing the 
robustness during the occlusion phase. It is based on locating the target in the dynamic 
region using particle filter. Hence, we experiment and showcase where particle filter can 
help the tracker and cases where it doesn’t. 
Finally, we conclude our thesis with discussions on the role of depth and particle 
filter in kernel correlation filter and their respective role in the robustness of the tracker.  
Hence, this thesis provides a comprehensive understanding of the KCF tracker 
and proposes a novel method to implement a long-term tracker with depth data. This 
thesis also discusses the possibility of using particle filters in the tracker, its challenges, 
and possible solutions for the future. 
1.2. Related Works 
1.2.1. Literature Review on RGB Based Trackers 
The visual tracking community has been developing RGB based tracking for a 
long time. Due to significant research in this field, many frameworks have contributed to 
increasing the tracking robustness and speed. Some of these frameworks include 
Kalman Filter [37] [38] and Particle filter [12] [39]. Since the invent of MOSSE [18] in 
2010, correlation filter (CF) based trackers gained huge popularity owing to their speed 
and accuracy.  
Correlation Filters are a class of classifiers, which use a designed template to 
produce sharp peaks (strong correlation) in the correlation output. The peaks correspond 
to the precise localization of the object/target in scenes. A general framework of 
correlation filter-based tracking methods can be summarized as follows. A patch is 
cropped from the target location and used for feature extraction. Features e.g. raw 
features, HOG features, color features are extracted from this patch. A cosine window is 
then applied over these features to remove the boundary effects (distortion of features at 
the edges). Subsequently, efficient correlation operations are performed by replacing the 
exhausted convolution with element-wise multiplication using Digital Fourier Transform 
(DFT). The location of the highest correlation response corresponds to the predicted 
target location in the next frame. This process is iterated for all the frames and at every 
step. One of the early CF tracker MOSSE [18] was trained on grayscale templates and 
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had an FPS of ~700 making it one of the breakthroughs works in the field of DCF. Since 
then various improvements have been made to improve the tracker.[19] and [40] 
introduced new feature representation by proposing multi-dimensional features, to make 
the tracker learn better. Henrique et.al. proposed a kernelized version of the CF tracker 
[41] which benefitted from the circulant nature of the samples. Scale adaption (when 
target size changes e.g. when it moves back and forth) of the correlation filter tracker 
was investigated by [42], [43]  who applied correlation filter to scale space. Other 
improvements include spatial regularization in SRDCF [24] , continuous convolution in 
C-COT [25] , max-margin classifiers in [44]. Works like [45] showed a connection to 
spatio-temporal learning in the image content in these trackers. Most of these trackers 
did not explicitly account for deformation, part-based occlusions, and model drifts. These 
issues were addressed in methods proposed using part-based features [46]  to make the 
filter robust.  Works like [47] attempt to combine the part-based features and particle 
filter in correlation filter tracking and get a performance gain of around ~6% in terms of 
area-under-curve (AUC). Part-based trackers have a disadvantage of computing a high 
number of parameters, an issue which was addressed in [48] and [49] where the tracker 
architecture was decomposed to global and local appearance layers. These 
developments have established that CF-based trackers are significant contributions to 
visual tracking research. However, recent improvements in CF based trackers have 
come at a cost of speed and real-time performance. For example, Discriminative 
Correlation Filter (DCF) [24] using HOG features reached ~6 FPS as compared to some 
early state-of-arts like KCF [41] which attained ~170 FPS and MOSSE [18] which was 
~700 FPS.  
Another popular framework is Siamese-based networks which became hugely 
popular when the results of Siamese based CNN architecture [50] showed great 
performance in the VOT-2015 challenge [51]. It also established that deeper and wider 
networks can improve target representation. Later various deep CNN-based models 
were proposed. Some of these methods addressed the issue of target scale estimation 
by predicting segmentation masks rather than bounding boxes [52], [53].  
Overall, several efforts have been made to address where challenging issues of 
visual tracking. However, target appearance, if used as the main cue for tracking, is not 
a very reliable feature when the target suffers from challenging issues of occlusion, out-
of-view, and illumination changes. Features like depth data, with its ability to distinguish 
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between foreground and background, can help in making the tracker more accurate. 
Trackers have been developed in the past which use RGB features augmented with 
additional features like depth. It is important to discuss how depth can act as a 
complementary cue and make the tracker more robust.  
1.2.2. Literature Review of RGB- Depth Based Trackers  
Visual tracking combined with depth data has become increasingly popular in 
recent years since they provide additional information in the form of depth features 
needed to prevent model drift and model failure in the tracker. It was the availability of 
low-cost depth sensors e.g. Kinect, Asus, and Intel Realsense depth sensors that 
allowed the research community to fully exploit the abilities of the sensor. These sensors 
have different effective ranges and can be used as per the requirements of the desired 
range. For example, Microsoft Kinect V2 can sense object between 0.5m and 4.5m, 
Asus XtionPro Live has a range of 0.8m to 3.5m and Intel RealSense Depth Camera 
D455 has a range from 0.4m to 20m. If the subject moves farther away out of the 
effective range of the sensor, the quality of the image deteriorates, and the depth 
accuracy becomes more scattered (i.e. less reliable). 
One of the first works that led to the popularity of the depth sensors was the early 
work by Song et. al. [54] where the authors released a large public dataset (Princeton 
RGB-D dataset) that had both RGB and depth information of the targets. They evaluated 
the performance of the target model by computing HOG features on both color and 
depth information. This work used, exhaustive search, optical flow computations, and 
elaborate color and depth segmentation. It was demonstrated to have a performance of 
(~0.65 FPS) which outperformed state-of-art RGB trackers proving its effectiveness. 
Similar work was also proposed in [55] where the authors extended the work of 
Tracking-Learning-Detection (TLD) [56] and added depth information to filter background 
pixel. This made the tracker more robust to occlusions and attained performance of ~10 
FPS. Since then, various works have focussed on using depth information in addition to 
other available features.  [57] proposed using depth in 3D object tracking algorithm 
based on the point cloud. They explore the global features of the RGB-D image and 
convert it to the point cloud (extracted by PointNet) and finally integrate them into the 
object tracking, to solve the problem of occlusion. Issues of occlusions and scale 
changes are also addressed in [58] [59] which fuse color and depth cues as features. 
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CF base trackers like KCF have demonstrated the significance of correlation 
filter-based trackers. Several works build upon KCF by adding depth information to the 
RGB data to make the tracker more accurate. [58] build upon color only KCF tracker and 
adds depth showing a real-time performance of ~35 FPS. [59] proposes a distractor-
aware learning method (DLS) with RGB-D data to effectively alleviate the model drift 
problem.  
Some of the best RGB-D trackers provide high accuracy but lag in speed. On the 
contrary, state of the art in RGB tackers can provide high speed but are clearly inferior to 
RGB-D trackers in terms of success rate (% of correct predictions). It would be 
interesting to explore an improved CF tracker which can address some of the existing 
issue related to robustness e.g. occlusion, model drift, scale changes, color camouflage, 
etc., yet achieving higher accuracy. Few works have attempted to address this gap of 
speed in RGB-D trackers. [60] proposes a deep depth-aware long-term tracker that 
extends deep discriminative correlation tracker (DCF) to embed depth information to 
deep features. It achieves state-of-the-art RGB-D tracking performance and has better 
speed performance. Closing the gap between speed and accuracy in an RGB-D tracker 
is an ongoing problem. 
1.3. Contribution of Thesis 
Motivated by the problem that the feature cues of an RGB image are not 
sufficient to implement a long-term tracker and that depth data provide additional 
contextual information (information for a tracker to distinguish between foreground and 
background), we suggest that RGB-D based kernel correlation tracker will be more 
accurate and robust to occlusions and out-of-view scenarios. We further study if RGB-D 
based long-term tracker can be further improved using particle filter framework since it 
can provide additional information to localize the target to make accurate predictions. 
As a result, we propose a.) a novel tracker architecture: for RGB-D based KCF 
tracker and b.) study of Particle Filter based RGB-D tracker to validate our hypothesis on 
standard datasets as well as real-time datasets. 
The main contributions of this thesis can be summarized as follows: 
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a) An overview of the KCF tracker which talks about the working of the 
tracking without going into mathematical details. This is important for 
the reader to get an intuitive idea of the tracker and its underlying 
concepts. 
b) An In-depth mathematical discussion in Section 2.2 and Section 2.3 
which goes into the fundamental issues and challenges associated 
with the KCF tracker using visualization tools. Each algorithmic detail 
has been explained step-by-step and has been accompanied by 
relevant visual analytics, block diagrams, or flow charts. To the best of 
our understanding, this is the first tutorial work that explains through a 
more intermediate exposition of the algorithm with its detailed 
experimental evaluation.  
c) Systematic experimental evaluation and performance analysis as 
shown in Section 3.1 in real-time scenarios under various challenging 
scenarios like that of illumination, occlusion, speed, etc. The tracker 
has also been compared with other algorithms on OTB-50 and VOT 
datasets. 
e) Development of a robust correlation-based long-term tracker using 
depth data. This tracker has the ability to re-detect the tracked target. 
Section 4.2 details the evaluation results of the proposed tracker on a 
standard benchmark and user-collected data. 
f) Study to improve the performance of the KCF-based tracker by 
exploring additional features, for example, particle filter, to improve 
the KCF tracker. The results and observations of this study can be 
seen in Section 5.2 
1.4. Layout of Thesis 
This thesis is organized into six sections.  
• Chapter 1 is the introduction which discusses the motivation of the research 
undertaken by the author. It is followed by a literature review of various RGB 
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and RGB-D based tracker, their advantages and places of potential 
improvement. It ends with a brief explanation of the contribution of this thesis. 
• Chapter 2 gives an intuitive overview of the RGB based Kernel Correlation 
Filter tracker. It does not go into any deep mathematical details but explains 
the terms and concepts from a general understanding. This overview lays the 
foundation of deep mathematical explanations which has been explained later 
in the chapter. It is followed by step by step experimental explanation of the 
chapter using a visual example.  
• Chapter 3 builds upon the knowledge of the RGB-based KCF tracker in the 
preceding chapter and discusses the tracker performance. This chapter 
discusses how well the KCF tracker performs on a.) standard benchmark 
dataset and b.) in real-time. A detailed analysis is followed where the author 
tests the tracking performance of KCF on various evaluation metrics and 
discuss its strength and shortcoming. Towards the end of the chapter, the 
author compares its tracking performance with various other trackers on a 
standard dataset to see the tracker's current standing when compared to other 
trackers. 
• Once we have discussed the tracker's fundamental concepts, its strengths, 
and shortcomings, readers are introduced to Chapter 4 where we attempt to 
address few weaknesses of the KCF tracker – the inability to track a target in 
case of occlusion, out-of-view, and model drifting. This chapter introduces an 
RGB and Depth based Kernel Correlation Filter which is robust to occlusion 
and model drift and can re-detect target when the target comes out of 
occlusion. The chapter ends with an experimental evaluation of the proposed 
RGB-D tracker on the standard benchmark and dataset collected by the 
author.  
• In Chapter 5, we discuss the potential of adding particle filter as another layer 
in the dynamic model to track the target in our existing RGB-D based long-
term tracker. This chapter discusses the implementation detail of the proposed 
framework and evaluates the tracker experimentally. It ends with a discussion 
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on the tracking performance of the particle filter-based tracker and 
demonstrates its strength and weakness. 
• The thesis ends with Chapter 6 where we make final remarks on the current 
status of the KCF tracker, our observation, and the advantages of the novel 
tracking frameworks we proposed. We also discuss future possibilities to 
improve the tracker using additional features.  
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Chapter 2.  
 
An Overview of Kernel Correlation Filter (KCF) 
There are not many recent works that have surveyed correlation filter tracking 
techniques. The most recent work is [61] which focuses on the background and current 
advancement of correlation filter-based algorithms in object tracking. [36] surveys recent 
development and improvements in CFTs and summarizes their general framework. 
Similar to this work, our work also discusses the correlation tracking methodology and 
experiments on standard datasets. We also discuss various challenging scenarios that 
affect the tracking performance.  
However, this chapter differs from others in a way that none of the surveys 
mentioned above provide such an in-depth explanation of the workings of the tracker. 
Additionally, readers can benefit from understanding how the mathematical workings of 
various parts of the tracker can be translated into code and visualized for step by step 
understanding.  
This chapter is organized as follows: Section 2.1 gives a general overview of the 
Kernel Correlation Filter followed by a detailed mathematical explanation in Section 2.2. 
This is followed by Section 2.3 where further explains the workings of the tracker 
experimentally using a real-time data sample (collected by the author). This section 
demonstrates visually several intermediate steps of the tracker for better understanding. 
It concludes with Section 2.4 where we discuss how the research community can benefit 
from these in-depth explanations. 
2.1. Kernel Correlation Filter 
The process of perceiving the physical properties (color, depth, etc.) of an object 
by our eye and applying semantics to it is a highly complex task. However, the human 
eye has the innate ability to perform this task in split seconds. This ability, known as 
visual recognition, also includes the process of understanding the object, previous 
experiences associated with this object, and its relation to the surroundings. 
Neurological science and cognitive science have done several pieces of research and 
developed various theories on understanding the process of human perception. The 
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works go back as early as the 90s, some of the notable ones being hierarchical learning 
approaches [62] [63] [64]  and the effect of prior knowledge [65]. The former is based on 
the idea that an image (“scene”) can be parsed into hierarchical levels much like a 
paragraph can be broken down into sentences, phrases and words. The latter talks 
about how human evolution and its interaction with the surroundings has contributed to a 
priori knowledge which helps humans perceive objects in a better way.  
These ideas and the understanding of the hierarchical approach and effect of a 
priori knowledge on human visual perception have inspired various modern computer 
vision algorithms [66], [67]. The importance of certain prior knowledge about the object, 
here ‘image’, can help the algorithm discard redundant or unimportant computations. 
Few examples would be how HOG (histogram of oriented gradients) is used in [68] 
instead of pixel information thereby making the algorithm illumination invariant, [37] uses 
sliding window instead of one whole image making it translations invariant, [69] uses 
depth feature in addition to RGB making the system more robust to color camouflage. 
Other prior knowledge that can be incorporated into the system could include scale 
invariance, rotation invariance, etc. The approach for choosing the optimal parameter as 
well as the process of learning affects how objects are being recognized and detected by 
the algorithm.  
Visual recognition paves way for another very important aspect of research 
called visual tracking where the object of interest is located over a sequence of time 
using a camera. Such research has been complimented time and again by tracking 
using detection. Modern computer vision research has developed several algorithms that 
use visual detections for tracking, notable ones being: a) finding interest points, followed 
by Hough voting [70] [71]  and b) sliding window detector, where we slide a box around 
an image looking for the object and classify the image crop in the box (if the object is 
found). The idea of using a sliding window is not new and has been consistently used in 
some of the earlier works [72]. In 2001, Voila-Jones Detector [73] introduced a novel 
idea of using a sliding window for integral images (in an integral image the value at pixel 
(𝑥𝑥,𝑦𝑦) is the sum of pixels above and to the left of (𝑥𝑥,𝑦𝑦) before performing feature search, 
making the computation comparatively faster). The use of sliding window helps in 
searching the scope of an entire image for features or other vectors. This idea of using 
sliding window was later utilized in HOG  Detector [74] originally used for person 
detection. It was also used in Deformable Part-Based Model [75], originally developed 
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for face and human detection which is a brute force or exhaustive search method used 
to localize objects of a certain class across the entire image within a collection of 
localized windows. Despite various efforts like Viola-Jones Detector [73] and efficient 
descriptors like HOG [74], the large number of samples traced by the sliding window 
always led to higher complexities. In 2010, Yichen Wei proposed an efficient method on 
the histogram-based sliding window [76] which can result in a constant complexity. They 
achieved this by taking advantage of the spatial coherence of natural images and 
incrementally computing the objective function. This approach continues to be used 
today in works like Deep Sliding Shapes [77] in 3D convolution architectures to create a 
3D bounding box of the target object. 
A successful attempt in implementing a computationally fast tracking-by-
detection algorithm using a sliding window came in 2015 when researchers developed 
Kernelized Correlation Filter (KCF) tracking algorithm [21]. Tracking-by-Detection breaks 
down the task of tracking into detection-learning and then tracking where tracking and 
detection complement each other i.e. results provided by the tracker are then used for 
the algorithm to learn and improve its detection. Oher recent works include multi-sensor 
3D tracking [78], adaptive visual object tracking [14], and visual tracking which are 
robust to color changes and deformations [79] KCF differs from the ones mentioned 
above in a way that it performs better with respect to computational complexity, speed, 
and accuracy. KCF leverages a certain structure (explained later) of the image data. 
This structure is useful when the subject being tracked, undergoes displacement in the 
subsequent frame, allowing the ‘structure’ to be similar (because of similarity in image 
properties) in both frames. It further utilizes a classical signal processing technique, fast 
Fourier transformation, in order to make the tracking algorithm computationally very 
efficient which is well suited for real-time applications. KCF is a semi-supervised learning 
algorithm since the location of the target (region of interest) is provided in the first frame. 
However, region of interest can also be intelligently located using various other methods 
like change detection [80] and background subtraction [81]. Since, our proposed tracker 
is based on KCF, we use the semi-supervised approach similar to KCF, for tracking in 
our proposed modified architectures. 
KCF uses a large number of (all the possible) translations of an image patch 
(window size of the ROI in the entire image). These image patches can be extracted by 
providing the dimensions of the window size to the image at the time of computation. 
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KCF uses these patches, their extracted features (e.g. HOG), and computation done on 
this data (features) to detect the location of the target in the subsequent frame of the 
image. This detection at subsequent frames can eventually be stored and used to track 
the target over time. It is to be noted that there is a good rationale behind using this large 
amount of stored data in KCF. This data is relevant for any learning algorithm because it 
represents various ways in which the samples (here features) can be encountered by 
the learning algorithm, thus making the algorithm more robust. However, if not used 
efficiently, this data (high dimensional features), can also become a bottleneck in the 
case of real-time processing. If we can, somehow, represent the high dimensional 
feature space in a form that captures the translational properties of the object between 
the frame and still accomplish the learning using a linear model (using some algorithmic 
trick which will be discussed later), we can reduce the computation significantly. A linear 
model is preferred because it gives us a simpler linear discrimination relationship 
between the classes in the feature space, any independent and associated dependent 
variable.  The above-mentioned ways also bring with themselves the certain advantage 
of element-wise multiplication in the Fourier domain and their resemblance to fast 
correlation filters, making computation faster (discussed in Section 2.2).  
2.2. Mathematical Exposition of Kernel Correlation Filter 
For a better understanding of the mathematical representations, authors feel the 
need to make certain clarification in the representations. 𝑥𝑥 and 𝑥𝑥′  will be used as 
independent variables with no relation to each other. Transpose of 𝑥𝑥 will be defined as 
𝑥𝑥𝑇𝑇.The authors will use bold fonts in a variable to represent vectors. For example, 𝒌𝒌 
represents a concatenated vector with each element /entry in the vector represented as 
𝑥𝑥𝑖𝑖 ∈ ℤ  i.e. in space of all integers (ℤ).  
KCF is based on the discriminative method, which formulates the tracking 
problem as a binary classification task and distinguishes the target from the background 
by using a discriminative classifier [82]. Any modern framework, in addressing 
recognition and classification problems, in the field of computer vision, is usually 
supported by a learning algorithm. The objective is to find a function 𝑓𝑓 which can classify 
through learning from a given set of examples. It should be able to classify an unseen 
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data representation of an image patch from an arbitrary distribution within a certain error 
bound. One such linear discriminator is Linear Ridge Regression (LRR). 
Mathematically it is defined as: 
min
𝒘𝒘





where 𝑥𝑥𝑖𝑖 is the input variable (here image feature), 𝒘𝒘 is the weight vector,  (𝒘𝒘𝑇𝑇𝑥𝑥𝑖𝑖 −  𝑦𝑦𝑖𝑖)2 
is squared error between the actual and predicted variable, 𝑦𝑦𝑖𝑖 is the desired prediction 
and 𝜆𝜆‖𝒘𝒘‖2 is a squared norm regularizer with 𝜆𝜆 as the regularizer to prevent overfitting. 
In simple words, in determining the weight vector w for minimizing the square of the 
model error (𝒘𝒘𝑇𝑇𝑥𝑥𝑖𝑖 −  𝑦𝑦𝑖𝑖)2, it is bounded to a certain limit with the help of a regularizer 𝜆𝜆. 
The above step is more an overview of the learning step i.e. provided with 
learning with some limited number of samples (𝑥𝑥𝑖𝑖), how well can it classify the unseen 
data? Traditionally, researchers have used positives samples (samples that are similar 
to the target object) for learning, however, it has been found negative samples (samples 
that don’t resemble the target object) are equally important in discriminative learning. 
Hence, the more the number of negative samples, the better the discriminative power of 
the learning algorithm. If we can use a higher number of features (and as a result more 
negative samples), it will be beneficial for the learning algorithm. Though effective in 
helping with improved accuracy; the availability of a large number of samples, can create 
a bottleneck in terms of complexity and speed. 
 Kernelized Correlation Filter tracker is an attempt to use these large numbers 
(high dimensional data) of negative samples, however, with reduced complexity. It 
achieves this using: a) the dual space for learning high dimensional data using kernels 
trick and b) the property of diagonalizing the circulant matrix in the Fourier domain. It 
makes the tracking algorithm computationally inexpensive and faster respectively. We 
will discuss the concept of circulant matrix, kernel trick, and Fourier domain in more 
detail in upcoming sections.  
Circulant matrix derives their properties from mathematical science (we point the 
readers to [83] and [84] which have discussed the role of circulant matrices in 
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mathematics). They have been explored in varied different contexts like sensor 
placement and motion coordination in visual tracking [85], fast algorithm for 
reconstructing signals from incomplete Toeplitz and Circulant measurements for 
compressive sensing [86], acoustic noise cancellations [87], and in some image 
processing applications [88]. A detailed review of Circulant Matrices is provided in [89]. 
Since the work of Henriques et al [90] on the use of Circulant Matrix, several other works 
have explored its use case on classical methods like correlation filters [91], [92], and 
even deep learning [93]. KCF benefits from the use of Circulant Matrix since it can be 
used to generate a large number of negative samples. We will now discuss the structure 
and the idea behind the Circulant Matrices. 
The structure of the circulant matrix is very simple to understand. Consider an 
image base patch (for simplicity, we will assume a 1-D image), a vector 𝒌𝒌 ∈ ℝ𝒔𝒔 with 
elements 𝑥𝑥𝑖𝑖 where 𝑖𝑖 ∈ ℤ. It is possible to use this base image patch vector 𝒌𝒌 to generate 
additional samples of 𝒌𝒌 (using all the possible translations of it) by using a permutation 
matrix  𝑃𝑃𝑢𝑢|𝑢𝑢 = 0,1,2, … 𝑠𝑠. For simplicity, let’s say, 𝑠𝑠 = 3, then we can define the 
permutation matrix 𝑃𝑃𝑢𝑢 as shown: 
𝑃𝑃=   �
0 0 1 
1 0 0
0 1 0
� (= 𝑃𝑃1) 
(2) 
Let us define 1-D vector 𝒌𝒌 ∈ ℝ𝒔𝒔 such that 𝒌𝒌 = [ 𝑥𝑥1  𝑥𝑥2  𝑥𝑥3]𝑇𝑇. The permutation 
matrix 𝑃𝑃𝑢𝑢 has the effect of permuting elements of a vector, here 𝒌𝒌′ , in a cyclic shift as 
shown in Table 2.1: 
Table 2.1. The table shows the effect of the permutation matrix is a 1-D vector 
for three permutations 
 𝑃𝑃𝑢𝑢 (𝑢𝑢 = 1,2, … 𝑠𝑠) 𝒌𝒌 𝑃𝑃𝑢𝑢𝒌𝒌 
𝑃𝑃1 𝒌𝒌
=            �







�  = 
[𝑥𝑥3 𝑥𝑥1 𝑥𝑥2]𝑇𝑇 
𝑃𝑃2 𝒌𝒌
= 𝑃𝑃2 =   �
0 1 0 
0 0 1
1 0 1




�  = 
[𝑥𝑥2 𝑥𝑥3 𝑥𝑥1]𝑇𝑇 
𝑃𝑃3 𝒌𝒌
= 𝑃𝑃3 =    �
1 0 0 
0 1 0
0 0 1




�  = 
[𝑥𝑥1 𝑥𝑥2 𝑥𝑥3]𝑇𝑇 
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Since at each cycle the resultant vector is of size 𝑠𝑠, the power will be periodic i.e. 
for 𝑠𝑠 = 3, after every three permutations, we will get the same vector.  Mathematically, 
𝑃𝑃3𝑛𝑛+1 = 𝑃𝑃1 for 𝑛𝑛 ∈ ℤ or in other words, we will get the same vector 𝒌𝒌 for every s uniquely 
shifted version. Also, it is observed that 𝑃𝑃3 = 𝑃𝑃0 = 𝐼𝐼. The transpose (shown in the last 
column of Table 2.1) is only necessary to turn a column vector into a row. Now, the 
vectors in the last column of Table 2.1 together form a data matrix of the form: 




� =  �
𝑥𝑥1 𝑥𝑥2 𝑥𝑥3 
𝑥𝑥3 𝑥𝑥1 𝑥𝑥2
𝑥𝑥2 𝑥𝑥3 𝑥𝑥1
�                  
(3)     
(Gentle reminder that  𝑥𝑥 and 𝑥𝑥′  will be used as independent variables. Transpose of 𝑥𝑥 
will be denoted by 𝑥𝑥𝑇𝑇) This form of the data matrix is called Circulant Matric 𝐶𝐶(𝒌𝒌) and it 
contains all the cyclically shifted versions of 𝒌𝒌. Numerically it can be represented as 
shown in Figure 2.1 
 
Figure 2.1. Creating circulant matrix using permutation matrix as well as 
MATLAB inbuilt function verifies our calculation, demonstrated in 
circular_shifts_permutation_live.mlx1 
Mathematically, 𝐶𝐶(𝑥𝑥) can now be defined as: 
𝐶𝐶(𝒌𝒌) = {𝑃𝑃𝑢𝑢−1𝒌𝒌 |  𝑢𝑢 = 1,2, … 𝑠𝑠} (4)     
Hence, using solutions obtained in Equation (3) and Equation (4), we can now define our 
circulant matrix for 𝒌𝒌 = [ 𝑥𝑥1  𝑥𝑥2  𝑥𝑥3]T where 𝒌𝒌 ∈ ℝ3 as: 
                                                
1 The code files mentioned can be found at https://github.com/copperwiring/KCF_tutorial_code 
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� =  �




(5)     
 An equivalent visualization for the 1D image vector can be plotted using 
𝐵𝐵𝐶𝐶𝐵𝐵 _1𝐷𝐷 _𝑙𝑙𝑖𝑖𝑙𝑙𝑙𝑙.𝑚𝑚𝑙𝑙𝑥𝑥2. The visualization would look as shown in Figure 2.2. 
 
 
Figure 2.2. Visual Representation of Circulant Matrices. plotted using 
BCM_1D_live.mlx file 
The KCF algorithm exploits this circulant structure in the learning algorithm by using a 
sample 2D image patch of the target and generating additional samples (using all the 
possible translations of it leading to circulant structure). This results in several virtual 
negative samples which can be used in the learning stage to make our discriminative 
classier efficient. Though the above mathematical explanation was for a 1-D image, this 
can also be generalized for a 2-D image. In 2D images, we obtain circulant blocks using 
a similar concept of circulant blocks. Let us assume we have a 2D image represented as 
a data matrix in the following form: 
𝑨𝑨 =     �
𝑎𝑎11 𝑎𝑎12 𝑎𝑎13 𝑎𝑎14
𝑎𝑎21 𝑎𝑎22 𝑎𝑎23 𝑎𝑎24
𝑎𝑎31 𝑎𝑎32 𝑎𝑎33 𝑎𝑎34
𝑎𝑎41 𝑎𝑎42 𝑎𝑎43 𝑎𝑎44
� 
 (6) 
                                                
2 The code files mentioned can be found at https://github.com/copperwiring/KCF_tutorial_code. 
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where  𝑎𝑎𝑖𝑖𝑖𝑖 represents the image features. Now, construct four rows of 𝑨𝑨 denoted by 𝒂𝒂𝒊𝒊 
as below: 
𝑿𝑿𝟎𝟎 = 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐(𝒂𝒂0) = 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐(𝑎𝑎11𝑎𝑎12𝑎𝑎13𝑎𝑎14) (7) 
𝑿𝑿𝟏𝟏 = 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐(𝒂𝒂1) = 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐(𝑎𝑎21𝑎𝑎22𝑎𝑎23𝑎𝑎24) (8) 
𝑿𝑿𝟐𝟐 = 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐(𝒂𝒂2) = 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐(𝑎𝑎31𝑎𝑎32𝑎𝑎33𝑎𝑎34) (9) 
𝑿𝑿𝟑𝟑 = 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐(𝒂𝒂3) = 𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐(𝑎𝑎41𝑎𝑎42𝑎𝑎43𝑎𝑎44) (10) 
 
𝑿𝑿′ =  �
𝑋𝑋0 𝑋𝑋1 𝑋𝑋2 𝑋𝑋3
𝑋𝑋3 𝑋𝑋0 𝑋𝑋1 𝑋𝑋2
𝑋𝑋2 𝑋𝑋3 𝑋𝑋0 𝑋𝑋1
𝑋𝑋1 𝑋𝑋2 𝑋𝑋3 𝑋𝑋0
� 
(11) 
This structure 𝑿𝑿′ is called Block-Circulant Circulant Matrix (BCCM), i.e., a matrix that is 
circulant at the block level, composed of blocks themselves circulant. For each block of 
size 2 x 3 (for clear visualization), we can get visualize the block circulant matrix as 
shown in Figure 2.3  
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Figure 2.3. Visualization of block circulant matrix plotted using 
BCCM_2D_live.mlx file 
One can visualize a circulant matrix using random sample values (where 2 x 3 is the size 
of each individual matrix block and we want a 4 x 4 circulant pattern) from the file 
𝐵𝐵𝐶𝐶𝐶𝐶𝐵𝐵__2𝐷𝐷__𝑙𝑙𝑖𝑖𝑙𝑙𝑙𝑙.𝑚𝑚𝑙𝑙𝑥𝑥3 as shown in Figure 2.3. 
Visualization of a BCCM on a sample 2D image patch of the target taken from 
Kinect RGB camera (Appendix A) can be seen in Figure 2.4. This visualization can be 
plotted using the MATLAB file 𝑏𝑏𝑙𝑙𝑏𝑏𝑐𝑐𝑘𝑘__𝑐𝑐𝑖𝑖𝑟𝑟𝑐𝑐𝑢𝑢𝑙𝑙𝑎𝑎𝑛𝑛𝑡𝑡__𝑘𝑘𝑖𝑖𝑛𝑛𝑙𝑙𝑐𝑐𝑡𝑡__𝑖𝑖𝑚𝑚𝑎𝑎𝑖𝑖𝑙𝑙__𝑙𝑙𝑖𝑖𝑙𝑙𝑙𝑙.𝑚𝑚𝑙𝑙𝑥𝑥 
 
                                                
3 The code files mentioned can be found at https://github.com/copperwiring/KCF_tutorial_code 
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Figure 2.4. (a) sample 2D greyscale image and the cropped samples of the 
target patch. The dimension of each of the cropped sample is 30x30 
(b) Color-coded Block-Circulant Circulant Matrix for the cropped 2D 




Figure 2.5. (a) HOG features of the cropped samples of target patch from an image 
frame. For convenience, we extracted the HOG features from the same 
grayscale cropped patches as shown in Figure 5 (a). It is to be noted 
that we chose one (out of 32) dimensions4 of the HOG features for 
simplicity in visualization (Best viewed in color). The dimension of HOG 
features for each of the four samples shown is 7x7 per orientation  (b) 
HOG features as color-coded circulant blocks as visualized using 
block_circulant_kinect_image.mlx. The edges and labels have been 
added for better clarity 
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A similar visualization can be done on features, like HOG features, of the target 
image patch we used in our visual tracking experiment, as shown in Figure 2.5. Since 
we know that a) a large amount of data is beneficial for our learning algorithm and b) 
translating samples in a circulant manner creates a circulant structure of a large amount 
of data; we can generate and exploit the circulant nature of, for example, HOG features 
for the tracking advantage. Hence, we can now define 𝐶𝐶(𝒌𝒌) as a very high dimensional 
data which represents all the possible translations of the base sample HOG features (in 
case of 1D image) or base patch HOG features (in case of 2D image). Such a data 
matrix (with shifted translations) is relevant for a learning algorithm because it represents 
various ways (distribution of inputs) in which the samples can be encountered by the 
learning algorithm. These samples are called virtual samples used in the training. 
Now, with features in hand, we can use our learning algorithm (e.g. linear ridge 
regression (LRR) (Equation 1). The goal of the objective function is to find a weight 𝒘𝒘 
which will help in classifying the data. Mathematically, the optimal solution of LRR is 
given by:  
𝒘𝒘 = (𝑿𝑿𝑇𝑇𝑿𝑿 + 𝜆𝜆𝑰𝑰)−1 𝑿𝑿𝑇𝑇𝒚𝒚 (12)     
where 𝑿𝑿 is a data matrix (also called design matrix). In our case, the data matrix is the 















(13)     
where each row represents one example (samples) and column represent one/many 
features associated with that sample i.e.  𝑥𝑥𝑖𝑖𝑖𝑖 implies 𝑖𝑖𝑡𝑡ℎ example and 𝑗𝑗th feature. If there 
is one feature, there will be only one column ( 𝑗𝑗 = 1.). Note, from Equation (12), we must 
take the inverse of (𝑿𝑿𝑇𝑇𝑿𝑿 + 𝜆𝜆𝑰𝑰) which is an 𝑚𝑚 𝑥𝑥 𝑚𝑚 matrix (𝑿𝑿 is 𝑛𝑛  𝑥𝑥 𝑚𝑚 matrix, so 𝑿𝑿𝑇𝑇𝑿𝑿 is 
𝑚𝑚  𝑥𝑥 𝑚𝑚). In most cases, 𝑚𝑚 𝑥𝑥 𝑚𝑚 i.e. the feature space is very large making the 
computation very expensive.  It would be helpful if we can somehow reduce the 
computation complexity of 𝑚𝑚 × 𝑚𝑚 matrix.  This problem can be addressed by solving 
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Linear Ridge Regression in dual space. Mathematically, the dual solution for Linear 
Ridge Regression can be written (Appendix B) as: 
𝛼𝛼 =  (𝐺𝐺 + 𝜆𝜆𝐼𝐼)−1𝒚𝒚 (14)   
where 𝛼𝛼 ∈ ℝ𝑛𝑛 is a vector of coefficients that define the solution. Here 𝐺𝐺 = 𝑋𝑋𝑋𝑋𝑇𝑇 (𝑋𝑋 is data 
matrix) is called the Gram Matrix. Gram Matrix will be helpful later. In general, for any 
two pair of samples (𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑖𝑖), Gram Matrix can be written as: 
𝐺𝐺𝑖𝑖𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥𝑖𝑖 (15)     
Hence for  𝑋𝑋 = 𝑛𝑛 × 𝑚𝑚 where 𝑛𝑛 is the number of examples (samples) and 𝑚𝑚 is the 
number of features, dual space allows us to compute the inverse of 𝑛𝑛 × 𝑚𝑚 dimensional 
data (which returns an 𝑛𝑛 𝑥𝑥 𝑛𝑛 dimension data), unlike 𝑚𝑚 × 𝑚𝑚 in case of equation (12). It is 
advantageous in scenarios where 𝑛𝑛 ≪≪ 𝑚𝑚. It is also helpful when, with the increase in 
the size of the base image sample/patch, the size of this data matrix will increase 
quadratically; hence any computation done with this high dimensional data will adversely 
affect the primary goals of any tracking algorithm such as computational power and time 
complexity.  
In the linear learning model (i.e. dual LRR) the objective is to find a hyperplane 
that can linearly separate our training data. However, there is an issue. Our preferred 
feature space i.e. HOG is non-linear in nature (our implementation of HOG has high (32) 
feature dimensions5 which add to its non-linearity). One way to resolve this issue is to 
investigate some non-linear hyperplane pattern classifiers (i.e. higher-order surfaces). 
This is not a practical approach in comparison with a simple linear one. Also, as 
discussed before, the linear approach can be relatively inexpensive using dual space 
formulation. Hence, if we want to use our linear techniques on non-linear features, we 
will need to somehow transform our features from a non-linear space to a linear one. 
There are several such transformation techniques, one such being the powerful kernel 
trick [94] and their efficient applications in correlation filter based tracking [90], [95]. By 
applying the kernel trick on non-linear feature space, we would be able to do the 
                                                
5 https://pdollar.github.io/toolbox/channels/fhog.html 
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computation in the non-linear feature space without explicitly instantiating a vector in the 
space. We will now explore the kernel trick in more detail. 
Mathematically, many non-linear data points can be linearly separable if we can 
map the original data points to some other feature space using a transformation, say 𝜑𝜑. 
Hence, it is expected that, in this new feature space (a high dimensional space), the 
points will be linearly separable. In an ideal case, we would want the dimensions to be 
infinite. Unfortunately, higher dimensions bring with themselves higher computational 
costs. This is where the kernel trick is useful. The idea behind the kernel trick comes 
from the fact that a major part of the computation in many learning algorithms is 
accomplished using dot product operation. Hence, for any two training data points 𝒌𝒌𝟏𝟏,𝒌𝒌𝟐𝟐 
(vectors), if we can somehow find a function 𝜅𝜅 (called kernel function) which can map a 
non-linear data to a higher dimensional feature space such that: 
𝜅𝜅(𝒌𝒌𝟏𝟏,𝒌𝒌𝟐𝟐) = 𝜑𝜑(𝒌𝒌𝟏𝟏).𝜑𝜑(𝒌𝒌𝟐𝟐) (16) 
then the data in the new feature space is now linearly separable. The function 𝜅𝜅 
that makes these transformations is called kernel function. We will explain this using a 
small example of polynomial kernels. For two arbitrary samples (vectors) 𝒌𝒌𝒊𝒊,𝒌𝒌𝒋𝒋 a 
polynomial kernel function is defined as �1 + 𝒌𝒌𝒊𝒊𝑻𝑻𝒌𝒌𝒋𝒋�
𝑝𝑝 i.e. 
𝜅𝜅�𝒌𝒌𝒊𝒊,𝒌𝒌𝒋𝒋� = �1 + 𝒌𝒌𝒊𝒊𝑻𝑻𝒌𝒌𝒋𝒋�
𝑝𝑝
 (17) 
Let us assume that we have a 2D vector as 𝒌𝒌 = [𝑥𝑥1𝑥𝑥2] i.e. we have two features for each 
sample. Hence, applying kernel function with 𝑝𝑝 = 2 would give us the following: 








= �1 + 𝑥𝑥𝑖𝑖12 𝑥𝑥𝑖𝑖12 + 𝑥𝑥𝑖𝑖22 𝑥𝑥𝑖𝑖22 +  2𝑥𝑥𝑖𝑖1𝑥𝑥𝑖𝑖2𝑥𝑥𝑖𝑖1𝑥𝑥𝑖𝑖2 + 2𝑥𝑥𝑖𝑖1𝑥𝑥𝑖𝑖1 + 2𝑥𝑥𝑖𝑖2𝑥𝑥𝑖𝑖2� 
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= � 1    𝑥𝑥𝑖𝑖12     𝑥𝑥𝑖𝑖22     √2𝑥𝑥𝑖𝑖1𝑥𝑥𝑖𝑖2    √2𝑥𝑥 𝑖𝑖1    √2𝑥𝑥𝑖𝑖2� . � 1   𝑥𝑥𝑖𝑖12     𝑥𝑥j22     √2𝑥𝑥𝑖𝑖1𝑥𝑥𝑖𝑖2    √2𝑥𝑥 𝑖𝑖1    √2𝑥𝑥j2� 
 
= 𝜑𝜑(𝒌𝒌𝒊𝒊).𝜑𝜑�𝒌𝒌𝒋𝒋� where 𝜑𝜑(𝑥𝑥) =  � 1  𝑥𝑥12    𝑥𝑥22   √2𝑥𝑥1𝑥𝑥2  √2𝑥𝑥 1  √2𝑥𝑥2� and the dot 
symbol ( . ) is the symbol for dot product. 
 
Hence, a kernel function helps us evaluate the dot product in the lower dimensional 
original data space without having to transform it to the higher dimensional feature 
space. In this process, we can benefit from the linearity in the transformed high-
dimensional (mapped with 𝜑𝜑) feature space. This is called the kernel trick. There are 
various types of kernels like linear kernels, polynomial kernels, and gaussian kernels.  
Implications of understanding kernel trick can allow their further extensions to 
their applications in the KCF tracker. For our explanation, we will stick with Gaussian 
kernels because of their ability to transform data into an infinite feature space. 
From Equation (14) and (15) we know that the dual solution of Linear Ridge 
Regression. is given by: 
𝜶𝜶 =  (𝐺𝐺 + 𝜆𝜆𝐼𝐼)−1𝒚𝒚 (18)  
where 𝐺𝐺 = 𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥𝑖𝑖 is called Gram Matrix. If we can map our current non-linear features to a 
high-dimension feature space using kernel function 𝜅𝜅, we can now use standard 
machine learning techniques, like linear ridge regression. For simplicity in explanations, 
let our original data points be denoted by 𝑥𝑥𝑖𝑖′ ∈ ℝ𝑛𝑛
′. We will call this space input space. 
Let us assume that for some kernel function 𝜑𝜑, we can transform our data points from 
input space to a higher dimensional feature space having data 𝑥𝑥𝑖𝑖 ∈ ℝ𝑛𝑛 i.e. 
𝜑𝜑:𝑅𝑅𝑛𝑛′ → 𝑅𝑅𝑛𝑛 (19)    
such that 𝑥𝑥𝑖𝑖 = 𝜑𝜑(𝑥𝑥𝑖𝑖′). Hence, we can define a solution for the dual case using kernel 
function 𝜅𝜅 as: 
𝛼𝛼 =  (K + 𝜆𝜆𝐼𝐼)−1𝒚𝒚 (20)     
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where 𝐾𝐾𝑖𝑖𝑖𝑖 = 𝜅𝜅�𝑥𝑥𝑖𝑖′, 𝑥𝑥𝑖𝑖′� = 𝜑𝜑(𝑥𝑥𝑖𝑖′).𝜑𝜑�𝑥𝑥𝑖𝑖′� = 𝑥𝑥𝑖𝑖  . 𝑥𝑥𝑖𝑖. In this case 𝐾𝐾 , the gram matrix is called 
kernel matrix. 𝐾𝐾 is circulant for kernel like Gaussian kernels. Note that we keep stating 
high dimensional feature space brought by 𝜑𝜑 yet we never talk about what these 
features are. For Gaussian kernels, we can obtain the explicit features using the Taylor 
expansion [96] of these Gaussian kernel function as follows: 










  (21) 
where 𝑗𝑗 enumerates overall selections of 𝑘𝑘 co-ordinates of 𝒌𝒌′. 











To calculate this learned function, we need the value of 𝛼𝛼. It can be computed using 
relation between Circulant Matrix 𝐶𝐶(𝑥𝑥), 𝐹𝐹 and sample 𝑥𝑥 [21] such that: 





where 𝐶𝐶(𝑥𝑥)−1 is the inverse transform of 𝐶𝐶(𝑥𝑥), 𝐹𝐹 is the Fourier transform and 𝐹𝐹−1 is the 
inverse Fourier transform. Using Equation (23) and Equation (18), it is possible to 
diagonalize 𝐾𝐾 and obtain: 
𝛼𝛼 =  (K + 𝜆𝜆𝐼𝐼)−1𝒚𝒚 
Since (K + 𝜆𝜆𝐼𝐼) is circulant in nature, equation 23 is applicable to 𝛼𝛼 =  (K + 𝜆𝜆𝐼𝐼)−1𝒚𝒚. Hence 


















 𝑘𝑘�𝑛𝑛𝑛𝑛 + 𝜆𝜆
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(24)    
where  𝑘𝑘𝑛𝑛𝑛𝑛 is the first row of the kernel matrix 𝐾𝐾 = 𝐶𝐶(𝑘𝑘𝑛𝑛𝑖𝑖𝑛𝑛𝑗𝑗) , a hat �   defines the 
Discrete Fourier Transform (DFT) of a vector, 𝒚𝒚 is the regression label and 𝐼𝐼 is the 
identity matrix. 𝛼𝛼  can be computed by taking inverse Fourier transform of 𝛼𝛼�. 𝑘𝑘𝑛𝑛𝑛𝑛 is also 
called autocorrelation and the parameter 𝛼𝛼 is learnable and is part of the training stage. 
Detection stage, however, does not work with one image patch in isolation. the 
object of interest to be detection. For training sample 𝑥𝑥 and candidate patch 𝑧𝑧 (where 
object can be predicted i.e. the new frame), we can use (from Equation (22)) kernelized 
Ridge Regression to finally evaluate 𝑓𝑓(𝐳𝐳′) which represents learned function (detection 
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(26)     
𝑘𝑘𝑛𝑛𝑧𝑧 is called cross-correlation (because of correlation between different samples). 
Hence, we only need the first row of the Kernel matrix 𝐾𝐾 for our computation. This is one 
of the main components that can offer much lower computation compared to 𝑚𝑚 𝑥𝑥 𝑚𝑚 or 
𝑛𝑛 𝑥𝑥 𝑛𝑛 computation in the original input feature space of data matrix 𝑋𝑋𝑛𝑛 𝑛𝑛 𝑛𝑛. Also, from 
Equation 25, we have 𝑓𝑓(𝒌𝒌′) , the full detection response i.e. a vector containing the 
output for all cyclic shifts of 𝒌𝒌. Equation 25 can be computed more efficiently by 
diagonalizing it to obtain: 
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𝒇𝒇�(𝒌𝒌) =  𝒌𝒌�𝒌𝒌𝒌𝒌 ⊙  𝜶𝜶� (27)     
where ⊙ represents dot product. Hence, we can increase the computation speed due to 
1.) element-wise multiplication in Fourier Domain and 2.) computation in high 
dimensional data using kernel trick. Once we are able to locate the target in a 
subsequent frame, we save this location and then interpolate our model to train the data 
in a new frame (at this location). This method can be employed for all subsequent 
frames. Hence, for any instance in the image, with the past target location and current 
features, the target can be tracked over time. As mentioned in Section 2.1, this type of 
tracking methodology is called tracking-by-detection and has been used in the research 
time and again.  
2.3. A Walk-Through Experimental Study  
This section provides a detailed overview of the experimental study of the KCF 
tracking algorithm. Figure 2.6 shows the CF tracking pipeline in detail. It has the 
following main components: (a) pre-processing stage, (b) feature extraction stage, (c) 
learning stage, and (e) updating stage. A preprocessing step is performed first on every 




Figure 2.6 Flow diagram of training and detection pipeline 
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In this experimental study, we will be frequently referring to a number of terms 
where authors feel it will be apt to state the clear definitions: 
Ground Truth: Original dimensions of any image frame defined by the region of interest 
(ROI). They are denoted by 𝑥𝑥,𝑦𝑦,𝑤𝑤, ℎ which represent the top-left 𝑥𝑥 co-ordinate, top-left 𝑦𝑦 
co-ordinate, width and height of the image frame. Ground truths are used in any 
algorithm to make comparisons with the predicted/detected results. 
Target size: It is defined as the height and width of the subject of interest in the region of 
interest, in our case the person in this region.  
Window size: Target size in the ROI + padding. Padding is added to address the errors 
at the edges of an image that may be encountered during computation 
Patch: A part of an image that is extracted for any computation.  
Frame: The entire image used as an input. 
Subject: The object of interest intended to be tracked by the tracking algorithm. 
 
Figure 2.7 A frame from the video provided to the tracker. It has the subject 
standing in a room. The size of the frame is 1376 x 770 
2.3.1. Input Stage 
The images used for the experimental analysis have been collected from the 
Kinect V2 RGB sensor. The subject is a single moving object in a cluttered environment 
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to best replicate a noisy scenario. The algorithm has been implemented and tested on 
Ubuntu 16.04 with C++ as well as MATLAB R2019b.  
2.3.2. Preprocessing Stage 
Image Extraction 
The image captured from the Kinect V2 camera (Appendix A) is converted from 
RGB to grayscale. For example in Figure 2.8, the RGB to the grayscale conversion of 
the first frame results in 1376 x 770 pixels. It is done for mathematical simplicity because 
dealing with one channel is simpler than 3 channels and yet represents all aspects of the 
image like brightness, contrast, edges, shape, contours, texture, perspective, shadows, 
and so on, without addressing color.  
Image Resolution 
Despite having a grayscale image, an image in high resolution can be 
computationally expensive. This would be a bigger issue in tracking since a large portion 
of tracking performance is defined by its computation speed. If the image being 
processed is very large or has a very high resolution, it would mean that there are more 
pixels per inch (PPI), resulting in more pixel information and hence more computation. 
The image quality and/or size will also depend on the viewpoint of the camera and the 
location of the subject. For example, images captured from the viewpoint of surveillance 
cameras (assuming the target is far) will be smaller. However, when a subject is near to 
the camera, for instance, a robot following a person, the image may be larger. In such 
situations, it is recommended that the image is resized to lower the resolution thereby 
improving the computational speed. 
 
Figure 2.8 RGB (left) format of the first frame is converted to grayscale (right) 
during tracking pipeline 
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Padding will be added to the patches/target-size in ROI allowing space for the 
wrap-around to occur hence avoiding contamination of actual output pixels. This new 
size of the window with the added padding is referred to as ‘window size’. 
2.3.3. Training Stage 
Regression labels 
From Section 2.2, it is observed that training samples are composed of shifted 
versions of base samples. For each of these samples, we will need to specify a 
regression target. All these regression targets collectively form a vector of regression 
targets 𝒚𝒚 (expected response) which we had defined in Equation (24). These regression 
targets can be binary or Gaussian or any other similar function. However, since the 
Gaussian function is relatively smoothers, we will choose regression targets that are 
Gaussian in nature. Hence, the Gaussian regression label (𝒚𝒚) is a Gaussian distribution 
with peak at the center (Figure 2.9). As we will see later, this will be helpful during 
training in localizing the object of interest using Equation (24). With the help of the 
regression target, the algorithm can localize the object since the center peak will denote 
the more likely probability of the presence of an object.  
 
Figure 2.9 Gaussian regression with the peak at the center and color bar on the 
right of each Gaussian representation. The blue area in the image is 
the area of the target size under view. The picture on the left side 
view and the one on right is the top view. The yellow color shows 




For the first frame, the target is located at the defined ground truth definition, 
however, in subsequent frames, it is located from the data provided by the detection 
stage (explained later). Padding is also added to this target image. Hence, a patch of the 
size of the window size centered on the subject is cropped from the grayscale format of 
the frame. Figure 2.10 (b) illustrates a patch of 135 𝑥𝑥 412  pixels (the original target size) 
(d) illustrates a patch of 337 x 1030 pixels (window size) both cropped from the frame of 
1376 x 770 pixels. 
 
Figure 2.10. (a) Dimensions of original ‘target size’ 135 x 412, (b) Patch of the 
size of the ‘target size’ extracted using the GT for the first frame, (c) 
Dimensions of the ‘window size’ of 337 x 1030 once the padding 
added, (d) Patch of the size of the ‘window size’ extracted using the 
GT for the first frame. The patch shown in (d) is only for the N = 1 
where N is the frame number 
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Figure 2.11. (a) Image patch whose HOG feature is extracted; (b) Cosine window 
used for smoothening the features; (c) Processed HOG feature 
vectors after applying cosine window 
Feature Extraction 
The patch is chosen such that it has the object of interest at its center. HOG 
features are extracted from this image patch. Figure 2.11 shows the HOG features of the 
patch with the object of interest in the center (zoom in for better clarity). These features 
extracted from the patch undergoes windowing (here using cosine window) to locate and 
focus on the object of interest. Wind owing is also useful in eliminating the noise at the 
edges.  
Auto-correlation response 
The features extracted from the previous step are transformed into the Fourier 
domain. From Equation (24), we calculate 𝛼𝛼 as part of the training process. This 
computation is part of the kernel trick, and hence correlation associated with it is called 
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(28) 
where 𝑘𝑘�𝑛𝑛𝑛𝑛 are the learned features (autocorrelation of the features),  𝒚𝒚� are the 
regression labels and 𝜆𝜆 is a model parameter. The model parameter 𝛼𝛼 and 
𝑘𝑘�𝑛𝑛𝑛𝑛(learned features) will be updated at every training stage. Since the training stage 
only involves dot product hence computation is faster. All the steps above from the KCF 
tracker can be visualized from file 𝑟𝑟𝑙𝑙𝑠𝑠𝑝𝑝𝑏𝑏𝑛𝑛𝑠𝑠𝑙𝑙__𝑝𝑝𝑙𝑙𝑏𝑏𝑡𝑡𝑠𝑠.𝑚𝑚. Figure 2.12 shows the target 
position estimated by the training stage. This ‘position’ (coordinates of the bounding box) 
will be used to make target prediction in the next frame in the detection stage (next 
section). 
 
Figure 2.12 The position of the target computed at the learning stage. This 
position will serve as ground truth for the next frame in the detection 
stage (Best viewed in color) 
2.3.4. Detection Stage 
Patch Extraction 
The algorithm reads the next frame in sequence for the detection of the target. It 
uses the target location computed at the training stage as the location coordinates for 
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the new frame and extracts a patch/sub-window of the size of the window size for 
detection. Figure 2.13 shows the patch extracted. Table 2.2 represents it using actual 
target co-ordinates for the experiment. 
Pre-processing and feature extraction 
Table 2.2. Table shows the way target location computed on one frame is used 
for patch extraction for the subsequent frame 
Target coordinates format Computed target location after 
training on Frame 1 
Target location for patch 
extraction at Frame 2 (this 
target location will be used to 
make final prediction) 
(𝑥𝑥,𝑦𝑦,𝑤𝑤, ℎ) 1001.50, 353, 135, 412 1001.50, 353, 135, 412 
The pre-processing step and feature extraction for this newly extracted patch are 
similar to the training process. HOG features are extracted from the grayscale patch and 
windowing in done to get the processed features.  
 
Figure 2.13 (a) shows the new RGB frame used as an input to the algorithm (b) 
shows the grayscale image of the same input (c) shows the 
extracted patch and (d) shows the HOG features extracted 
Cross-correlation response 
From Equation (25), we know that the detection response for the classifier at all 
shifts is given by: 
𝑓𝑓(𝒌𝒌′) = �𝐾𝐾𝑧𝑧′�
𝑇𝑇
 𝜶𝜶 (28)     
which can be computed more efficiently as: 
39 
𝑓𝑓(𝒌𝒌) =  𝒌𝒌�𝒌𝒌𝒌𝒌 ⊙  𝜶𝜶� (29)     
where 𝛼𝛼 is the model parameter, obtained and updated every time at the training stage. 
Hence, as seen from Equation (27), we will need to compute the correlation between 
features from the new patch and the updated model features from the last training stage. 
We call this ‘kernel’ cross-correlation because of their relevance to the kernel trick. 
Figure 2.14 shows the output of the kernel correlation. 
 
 
Figure 2.14. The response of the cross-correlation of the features (denoted by 
𝒌𝒌𝒌𝒌𝒌𝒌 in Equation (26)) 
 
Figure 2.15. Shows the response in the spatial domain. The detected target 
location is the peak i.e. the highest response 
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The peaks correspond to the maximum response (response is shown in Figure 
2.15.) and the location of the peak can be used to compute the final detected position of 
the target in this new frame (i.e. Figure 2.16).  
 
Figure 2.16 Final target detected using the computed response (Best viewed in 
color). 
This new target location is interpolated for the next training stage and process 
continues to give us a series of the detected target in every frame which can be used for 




Figure 2.17 An example of sequential frames from our experimental case 
studies showing the results of tracking-by-detection 
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2.4. Discussion 
This chapter presents a detailed overview of the KCF tracker which included both 
analytical and experimental results with various step-by-step intermediate visualization 
of the results. This is contrary to recent survey papers [35] [36] which summarize the 
recent developments in correlation filter tracking techniques and tracking community in 
general. None of the previous publications discuss either of the techniques mentioned in 
detail. Most importantly, none of the recent surveys have demonstrated how the 
mathematical implementation of different parts of the KCF tracker can be studied and 
visualized using demonstrated code for practical understanding. Some of these 
visualizations and explanations include working of circulant matrices, block circulant 
matrices, proof of diagonalization of circulant matrices, working of gaussian correlation, 
response detection in KCF tracker and many more. This Chapter also discusses Kernel 
Correlation Filter in detail. It is expected that such detailed explanations will benefit 
research community in adding to their current understanding of this tracker and will 
potentially encourage them to further investigate any improvements that can be made 
to it.  
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Chapter 3.  
 
Performance Analysis of KCF Tracker Using Real-
time Experimental Setup and Standard Dataset  
Motivated by the suggested performance of the KCF tracking algorithm, we 
realize the need also exists to further analyze and study the experimental performance 
of the tracker under similar conditions. Commonly such a study is accomplished using 
standard datasets. However, it was realized the tracker performance needs to be also 
validated in real-time under different challenging possible scenarios. This chapter builds 
on this motivation and discusses tracker performance. 
 This chapter covers performance analysis in two parts. Section 3.1 describes the 
process of real-time data collection. It is followed by Section 3.2 detailing various 
scenarios that were taken into consideration while tracking in real-time. Section 3.3 does 
an in-depth analysis of KCF as a tracker on this real-time dataset collected by the author 
using the Kinect RGB camera. The analysis is done on various challenging scenarios 
(clutter, deformation, etc.) and using various standard methodologies. It is followed by a 
discussion of the performance of various CF trackers, including KCF, on three popular 
datasets - OTB-50 in Section 3.4, VOT 2015 in Section 3.5, and VOT 2019 in Section 
3.6. 
3.1. Real-Time Analysis  
The experimental setup is configured at the Networked Robotics and Sensing 
Laboratory located at Engineering Science to validate the real-time capabilities of the 
KCF tracker. During the real-time experimental analysis, we saved the frames and the 
tracking results (predicted annotations) for quantitative analysis as discussed in Section 
3.3. These collected frames include nearly 6000 RGB images.  
Our experimental setup consists of a Microsoft Kinect v2 (see Appendix A). It 
uses a paired infrared projector and camera to calculate depth value. Direct sunlight 
severely impacts its performance outdoors hence all the datasets collected are from 
indoor spaces. 
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We manually annotate the ground truth (the correct target location) of the real-
time dataset by drawing a bounding box on each frame as follows: A minimum bounding 
box covering the target is initialized on the first frame. In the next frame, if the target 
moves, the bounding box will be adjusted accordingly; otherwise, it remains the same. 
All frames are manually annotated by an author to ensure high consistency. When an 
occlusion occurs, the ground truth is defined as the minimum bounding box covering 
only the visible portion of the target. When the target is completely occluded there will be 
no bounding box for this frame. We annotate all following frames in this way only 
Numerous performance measures have been suggested in the visual tracking 
community. However, any of them has not been singled out as a de facto standard. In 
most cases, standard datasets are used for comparative results. However, since our 
purpose was to analyze the tracker in a real-time environment, we collected our dataset 
using different subjects from different scenarios to test the robustness against, for 
example, occlusions, out-of-view, etc. Inspired by the work [97], we define a general 
definition for the description of the object state in a dataset of N sequences as:   
𝑆𝑆 = {(𝑅𝑅𝑡𝑡 , 𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡)}𝑡𝑡=1𝑁𝑁  (30)     
where 𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡 ∈ 𝐶𝐶 denotes the center of the object. 𝑅𝑅𝑡𝑡 denotes the region of the object at 
any time 𝑡𝑡. 
Hence, for any particular example and at any particular time 𝑡𝑡, the center can be 
denoted as: 
𝐶𝐶𝑡𝑡 = (𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡) (31)     
A subject in the algorithm is tested against the ground-truth (the true value of the 
object location obtained using manual annotation). We define our ground truth 
annotations as ∆𝐺𝐺= 𝑥𝑥𝑔𝑔,𝑦𝑦𝑔𝑔,𝑤𝑤𝑔𝑔, ℎ𝑔𝑔 and tracker’s predicted annotation as ∆𝑡𝑡= 𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡 ,𝑤𝑤𝑡𝑡 ,ℎ𝑡𝑡 
where 𝑥𝑥, 𝑦𝑦,𝑤𝑤, ℎ are the top-left x co-ordinates, top-left y coordinates, width, and height 
respectively of the subject in question. 
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3.2. Tracking Scenarios Selection 
Scenarios used for the analysis were selected based on the major challenges 
faced by the visual tracking community. These scenarios (a sample scenario is shown in 
Figure 3.1) include a) normal b) background clutter c) deformation d) occlusion e) fast 
motion f) out-of-view scenes. The figure shows sample images from the ‘occlusion’ 
scenario which was part of our tracker analysis. Figure 3.8 gives a detailed view of all 
the scenarios used and sample images from each scenario. 
A brief description of these scenarios is given below: 
Normal: Normal scenarios are when the target under observation is under ideal 
conditions for observation. This would include no occlusion, deformation, illumination, 
etc. Most tracking algorithms are expected to perform their best in these scenarios. 
Background Clutter:  When viewing cluttered scenes, observers may not be able to 
clearly separate the object from the background. Such scenes are composed of several 
familiar objects with similar colors and textures, making it harder to recognize the target 
by an algorithm. 
Deformation:  In the case of deformation, the objects do not always reside in the regular 
grids of the image space. The location of the object as a whole or object parts, often vary 
in frames of a video. E.g., when a person extends his arms, the bounding box changes 
to accommodate for extended hands target. This would make the bounding box larger 
than in the usual standing scenario. The accuracy of a tracking algorithm is adversely 
affected due to these appearance variations. 
Occlusion: In the case of occlusion, the target under observation has their body parts or 
movements hidden. This can be due to a) obstruction in the path of the target (if the 
target is moving), b) blockage of view by a moving object (if the target is stationary). 
Occlusion is one of the most challenging issues of visual tracking since the information 
of the target is unknown for a short time. Hence, the algorithms make probabilistic 




Figure 3.1. Sample images from ‘occlusion’ scene which were used in tracker 
evaluation 
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Motion: Motion in our context refers to how fast the target is moving. Fast-moving target 
often leads to motion-blur. Such targets also cause model drift where the position of the 
target predicted by the model is not smooth in timing thereby affecting future predictions. 
Out-of-view: Out-of-view is a state when the target, during its observation, moves out of 
the visible range of the sensor (example: camera). This scenario is different from 
occlusion since in occlusion target is still in the visible range of the sensor but 
temporarily hidden. However, in out-of-view, the target disappears from the visible range 
altogether. In such cases, the model loses information of the target making it harder to 
re-detect. 
These scenarios formed the basis of the real-time dataset which was collected 
using our experimental setup. The dataset used in the evaluation was collected by the 
author using the Kinect V2 RGB camera. The environment was chosen to replicate the 
real-time environment for testing the KCF tracker. Subjects chosen were colleagues and 
friends and varied in size, the color of the dress, etc. Table 3.1 gives a more detailed 
number on the number of datasets (all subjects combined) collected for individual 
scenarios.  
Table 3.1. Details about the RGB dataset collected using Microsoft Kinect V2 
Scenarios Subjects Data (no of frames) 
Clutter 6 1677 
Deformation 6 1494 
Normal 6 900 
Occlusion 6 663 
Motion 6 784 
Out of view 6 620 
Total    6138 
 
3.3. Performance of Real-Time Kinect RGB Dataset 
Though there are various performance metrics e.g. confusion matrix, success 
rate, etc., these metrics are better to use when we are comparing two or more trackers. 
In the present case, we focus on evaluating the tracking performance w.r.t. the ground 
truth and hence we will use different metrics. Figure 3.3 will show some high peaks. As 
an observation, we see that y-axis has to be capped at 150 to show clearer graphs. 
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Some of the peaks are due to missed bounding boxes and some are due to momentarily 
misplaced bounding boxes. The original image size is around 1370 𝑥𝑥 770 to give an idea 
of the big size of the image. 
3.3.1. Centre Error 
This is one of the oldest measures [98][99] and relatively still popular. It 
measures the difference between the target’s predicted center from the tracker and the 
ground-truth center. Mathematically, it can be calculated using the Bhattacharya method 
as: 
Centre Error = �(𝑥𝑥1 − 𝑥𝑥2)2 + (𝑦𝑦1 − 𝑦𝑦2)2 
where the center for ground truth bounding box can be defined as 𝐶𝐶𝐺𝐺 = (𝑥𝑥1,𝑦𝑦1) and for 
the predicted bounding box can be defined as 𝐶𝐶𝑇𝑇 = (𝑥𝑥2, 𝑦𝑦2). The resulting error can be 
plotted against the sequence of frames as a graph as can be seen from Figure 3.3. It 
requires less annotation effort and hence can be used for quick analysis.  
Observation: The plots for the center error for all six scenarios can be seen in Figure 
3.3. We observe that in cases of occlusion, and out-of-view, the center error was 
relatively higher as compared to other scenarios, for all datasets. In the case of fast 
motion, the center errors are low in the beginning but tend to increase after 40% of the 
frames have been tracked indicating it may be more robust for short-term tracking than 
the long term. In the case of clutter, one dataset did not perform well indicating that the 
tracker may be sensitive to additional factors. The tracker performed best for the general 
scenario (in ideal settings) indicating that given ideal scenarios, KCF works well.  
 
Figure 3.2. The figure shows the reason for the sensitivity of center error 





Figure 3.3. Plots for center error for (Row1:Top, L-R) Clutter, Deformation, 
(Row2: L-R) Fast Motion, Normal (Row3:Top, L-R) Occlusion, Out-of-
view (Best viewed when zoomed in) 
Even though the center error is good to give a quick overview of the subject’s 
performance, the results can be misleading. The center error results are dependent on 
sensitivity to annotations. Results are independent of the size of the target and hence 
show drastic differences in center error for the same subject at a similar location at a 
different size. The results also don’t explicitly reflect cases of tracking failure. 
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3.3.2. Centre Co-ordinate Error (X and Y coordinates) 
The center error analysis is a good way to look at the performance and observe 
the cases where the errors are high. However, it would be beneficial to see to know the 
factors which contribute to these errors. For example, we don’t know if it is the variation 
in height or width which contributes to the most error. For this analysis, we calculate the 
center errors but for each coordinate of the center. Mathematically, for center 𝐶𝐶𝑡𝑡 =
(𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡) at any time 𝑡𝑡: 
CentreErrorx = (𝑥𝑥2 − 𝑥𝑥1) 
CentreErrory = (𝑦𝑦2 − 𝑦𝑦1) 
The results for the center error with respect to the x-coordinate is shown in 






Figure 3.4. Plots for center error for x center-coordinates (Row1:Top, L-R) 
Clutter, Deformation, (Row2: L-R) Fast Motion, Normal (Row3:Top, L-






Figure 3.5. Plots for center error for y center coordinates (Row1:Top, L-R) 
Clutter, Deformation, (Row2: L-R) Fast Motion, Normal (Row3:Top, L-
R) Occlusion, Out-of-view (Best viewed when zoomed in) 
Observation: Though most observations were similar to what we observed in 
center error for all scenarios, the occlusion scenario stands out. As can be seen from the 
plots in Figure 3.5, the error in y-coordinates of the center tends to show a higher error 
as compared to its x-coordinate for similar scenarios for all datasets. Hence, either the 
height changes more rapidly than the width, or the tracker is highly dislocated in the 
vertical direction as the subject is being tracked in consecutive frames over time. Hence, 
we can improve the predictions such that the tracker maintains the target height (its state 
in y-dimension) within reasonable error limits, we expect that tracker will become more 
accurate and stable to changes in the environment. 
3.3.3. Intersection of Union 
The intersection of Union (IoU) is an evaluation metric used for calculating the 
match between the ground truth and predictions. In other words, a higher value of IoU 
implies that the coordinates 𝑥𝑥𝑡𝑡 ,𝑦𝑦𝑡𝑡 ,𝑤𝑤𝑡𝑡 ,ℎ𝑡𝑡 of the tracked bounding box (prediction) are 
going to closely match the coordinates 𝑥𝑥𝑔𝑔,𝑦𝑦𝑔𝑔,𝑤𝑤𝑔𝑔, ℎ𝑔𝑔 of the subject location (ground truth). 





IoU can be seen as a metric to measure the accuracy of the tracker. IoU rewards 
more to the prediction parameters (co-ordinates) which overlap heavily with the ground 
truth parameters (coordinates). The results for the IoU for each scenario for all datasets 
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are shown in Figure 3.6. The values of the y-axis denote the IoU where 0 denotes no 
overlap and 1 denotes a 100 % overlap. A threshold for 0.5 is set to make a distinction 
between desired and undesired values of IoU. Any value above the threshold would 
imply that there is a 50% or more overlap between the ground truth and the trackers' 




Figure 3.6. Plots for Intersection of Union for (Top, L-R) Clutter, Deformation, 
Motion (Bottom, L-R) Normal, Occlusion, Out-of-view (Best viewed 
when zoomed in) 
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Observation: Ignoring few inconsistent outliers due to datasets, it was generally 
observed that the tracker performs best in ideal scenarios (first graph in the second row). 
It was most unstable in case of occlusion and out-of-view. In the case of deformation, 
the performance was initially better, however, it degraded as the subject continues to 
undergo deformation over time. In the case of out-of-view, the tracker failed abruptly 
indicating that once the subject goes out of view of the camera, it is never recovered. 
3.3.4. Precision Curve 
Precision is another evaluation metric that gives information about what 





where True Positive (TP) is an outcome where the model/algorithm correctly predicts the 
positive class i.e. in our case the algorithm correctly predicts the subjects where the 
subject exists. On the contrary, False Positives (FP) in an outcome where the 
model/algorithm incorrectly predicts the positive class i.e. algorithm predicts the subject 
where it does not exist. Hence, the higher the precision, the better the prediction. In 
general practice, a precision value below a certain threshold is not desired. 
Table 3.2. Precision over the sequence of datasets for each 
scenario/environment 
 Clutter Deformation Motion Normal Occlusion Out-of-view 
Dataset-1 0.9808 0.9168 1.0 0.9718 0.4958 0.7480 
Dataset-2 0.9841 0.6005 0.9123 1.0 0.7857 0.8717 
Dataset-3 0.9843 0.7731 0.8852 0.9927 0.8436 0.8577 
Dataset-4 0.7093 0.7274 0.8884 1.0 0.6784 0.8798 




Figure 3.7. Plots for Precision for (Top, L-R) Clutter, Deformation, Motion 
(Bottom, L-R) Normal, Occlusion, Out-of-view (Best viewed when 
zoomed in) 
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Observation: From Figure 3.7, we observe that precision is lowest for occlusion, 
although depending on the dataset and when the subject was occluded, the precision 
may decrease at different times. The value of precision can also be seen in Table 3.2 
where average precision is 70%, the lowest among all scenarios. It is closely followed by 
deformation at 75 % where depending on subject movements it may or may not recover 
over time. The out-of-view scenario performs poorly too. It is better than occlusion and 
deformation because the subject is tested under normal scenarios initially and it’s only 
towards the end where goes out of the view of the camera (last given in Figure 3.7). As 
can be seen from the plot in the figure, we can see that if the target never recovers, it 
indicates that the tracker does not have the ability to re-identify the subject once it goes 
out of the view and returns. For scenarios like clutter and ideal cases, the tracker seems 




(a) Clutter (blue is the ground-truth, red is the result from the KCF tracker). 
Best viewed in color. 
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(b) Deformation (blue is the ground-truth, red is the result from the KCF 
tracker). Best viewed in color. 
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(c) Motion (blue is the ground-truth, red is the result from the KCF tracker). 
Best viewed in color. 
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(d) Normal (blue is the ground-truth, red is the result from the KCF tracker). 
Best viewed in color. 
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(e) Occlusion (blue is the ground-truth, red is the result from the KCF tracker). 
Best viewed in color. 
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(f) Out of view (blue is the ground-truth, red is the result from the KCF 
tracker). Best viewed in color. 
Figure 3.8. Overview of the sequences used in the experiment. A total of 6 
scenarios experimented a.) Clutter b.) Deformation c.) Motion d.) 
Normal e.) Occlusion f.) Out-of-view 
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3.4. OTB-50 Benchmark Analysis 
The OTB [26] methodology applies a no-reset experiment in which the tracker is 
initialized in the first frame and it runs unsupervised until the end of the sequence. KCF 
is compared with other existing top-performing trackers available for comparison on 
OTB50 [26] sequences that contain more than 26000 frames. A standard evaluation 
protocol is used to evaluate the 11 appearance variants. The results are presented in the 
form of a Success Rate (SR). For tracker bounding box 𝑟𝑟𝑡𝑡 (most tight fitted area which 
encapsulates the target) and the ground truth bounding box 𝑟𝑟0 of the target, success rate 
(SR) is given by: 
𝑆𝑆𝑅𝑅 =
| 𝑟𝑟𝑡𝑡  ∩  𝑟𝑟0|
| 𝑟𝑟𝑡𝑡  ∪  𝑟𝑟0|
∗ 100 
where ∩ and ∪ represents the intersection and union operators. We can read SR as IoU 
metrics but in %. A high success rate implies that the tracker successfully tracks the 
target and vice versa. The 11 appearance variants or  categories are: illumination 
variation (IV), scale variation (SV), occlusion (OCC), deformation (DEF), motion blur 
(MB), fast motion (FM), in-plane rotation (IPR), out-of-plane rotation (OPR), out-of-view 
(OV), background clutter (BC), and low resolution (LR). For comparison purposes, we 
take state-of-trackers as mentioned in Table 3.3. KCF [21] and DSST [43] are the most 
popular correlation filter-based trackers, while trackers like Struck [14] are the frequently 
used tracking-by-detection based algorithms. There are other CF tackers that address 
many model issues like unwanted boundary and model degradation (DDCF [100]), scale 
change of target objects (SAMF [22]), and drifting and long-tern failure (ELMACF [101]). 
With the increased popularity of attention mechanisms, trackers like AFCN [102] utilized 
the dynamic properties of targets for best performance. 
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Table 3.3. The SR score of the several state-of-art trackers, including KCF, on 
the 11 challenging scenarios. The best performance in each tracker 
has been highlighted 
 IV IPR LR OCC OPR OV SV MB FM DEF BC 
ELMACF 55.7 59.1 38.1 62.5 62.2 51.3 52.8 58.1 54.0 64.0 59.6 
ACFN 55.7 56.5 35.2 60.4 60.0 62.4 59.2 52.1 52.7 63.2 54.6 
FCN 59.8 55.5 51.4 57.1 58.1 59.2 55.8 58.0 56.5 64.4 56.4 
DDCF 63.8 48.8 44.8 44.4 46.1 44.3 48.3 53.3 52.3 41.2 54.5 
SAMF 46.3 45.8 44.0 47.8 48.1 39.5 44.6 44.0 42.8 44.0 43.8 
DSST 51.7 44.0 37.3 43.2 40.2 32.3 41.7 40.5 36.6 40.9 49.1 
KCF 43.3 38.9 28.5 39.6 39.6 32.7 35.3 40.8 38.9 40.0 41.7 
Struck 33.0 37.6 31.9 33.2 33.5 32.7 35.9 39.9 40.4 32.3 35.6 
 
3.5. VOT 2015 Performance Analysis 
VOT 2015 [51] challenge saw various competitive trackers tested against a 
diverse dataset. Here, many variants of correlation filter-based trackers and some 
specifically around KCF tracker proved their competitiveness, robustness, and speed. 
VOT 2015, three performance measures were used due to their understandability and 
interpretability (a) accuracy (b) robustness, and (c) speed. The accuracy measures how 
well the bounding box predicted by the tracker is similar to the ground truth annotation 
for the dataset. On the other hand, robustness measures how many times the tracker 
loses the target. In particular, the raw accuracy and raw robustness (number of failures 
per sequence) were computed for each tracker on each sequence. They were then 
quantized into the interval [0, 9]. Raw robustness was clipped at nine failures to calculate 
the quantized robustness and the quantized accuracy was computed by 9− [10∅], where 
∅  is the VOT accuracy. 
It was observed that though CNN based correlation trackers did achieve great 
accuracy, however, traditional correlation filter (especially KCF variants) performed best 
in speed. The effectiveness of KCF based trackers can be understood from the fact that 
the speed of traditional KCF trackers (sKCF [51] and KCFv2 [51]) are almost 70 – 100 % 
faster than CNN based CF trackers. Table 3.4 shows various CF trackers and their 
results on the VOT 2015 challenge. 
In VOT 2015, among other trackers, several were from the class of KCF tracker 
namely SRDCF [24], DeepSRDCF, LDP [48], NSAMF [51] RAJSSC [51] and MvCFT 
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[51]. RAJSSC is a KCF based framework which focuses on making tracker rotation 
invariant, NSAMF is an extension of VOT 2014 top-performing tracker that uses color in 
addition to edge features, SRDCF is a regularized KCF that reduces boundary effects in 
learning a filter and DeepSRDCF is its extension of [24] that uses CNN for feature 
extraction. MvCFT address the problem of multiple object views using a set of 
correlation filter. LDP, on the other hand, addresses the non-rigid deformation by 
applying a deformable part-based correlation filter.  
Table 3.4. Raw accuracy and raw robustness (defined by the average number 
of failures) and speed of various CF trackers. The best performance 
is highlighted in bold. 
Tracker Accuracy Robustness Speed 
RAJSSC 0.57 1.63 2.12 
SRDCF 0.56 1.24 1.99 
DeepSRDCF 0.56 1.05 0.38 
NSAMF 0.53 1.29 5.47 
MKCF+ 0.52 1.83 0.21 
MvCFT 0.52 1.72 2.24 
LDP 0.51 1.84 4.36 
KCFDP 0.49 2.34 4.80 
MTSA-KCF 0.49 2.29 2.83 
sKCF 0.48 2.68 66.22 
KCF2 0.48 2.17 4.60 
KCFv2 0.48 1.95 10.90 
 
3.6. VOT 2019 Performance Analysis 
VOT 2019 [103] was different than previous challenges as evaluation included 
the standard VOT and other popular methodologies for both short term tracker and long 
term tracker in a diverse dataset. The metrics for analysis were similar to VOT 2015.  
Table 3.5 shows the performance results of the correlation filter-based trackers on the 
VOT 2019 challenge. Expected average overlap (EAO) is an estimator of the average 
overlap a tracker is expected to attain on a large collection of short-term sequences with 
the same visual properties as the given dataset. Readers are referred to [51]  for further 
details on the average expected overlap measure. 
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LSRDFT [103] and TDE [103] are CNN based deep tracking approach equipped 
with deep features. They differ in the way that LSRDFT uses a shortened interval of 
updating in the correlation filter, TDE utilizes an adaptive spatial selection scheme to 
learn a robust model. SSRCCOT is a correlation filter based tracking method that 
proposes selective spatial regularization while training continuous convolution filters. 
CSRDCF [104] (and its C++ implementation CSRcpp) improves DCF trackers by 
introducing spatial and channel reliability. Its variant CISRDCF differs from the CSRDCF 
by independent feature channel calculation and iterative regularization process. Another 
CFT tracker ECO [105] saw two variants FSC2F and M2C2F in the comparative 
analysis. Where former employs a motion-aware saliency map to address robustness, 
later adaptively utilizes multiple representative models of the tracked object for 
robustness. The issue of boundary effect was attempted to be addressed by WSCF-ST 
[103]. An ensemble of CF trackers also proved its robustness. TCLCF [103] which is an 
ensemble CF tracker uses a different correlation filter to track the same target. Being 
computationally faster, it is great for embedded systems. There are other trackers that 
are either variant of KCF (Struck [14]) or use KCF in some way (DPT [49]) in their 
algorithm.  
Table 3.5. The table shows expected average overlap (EOA), raw accuracy (A), 
and raw robustness (R) for the experiments in the VOT 2019 
challenge. The best performance is highlighted in bold. 
 baseline real-time 
 EOA A R EOA A R 
LSRDFT 0.317 0.531 0.312 0.087 0.455 1.741 
TDE 0.256 0.534 0.465 0.086 0.308 1.274 
SSRCCOT 0.234 0.495 0.507 0.081 0.360 1.505 
CSRDCF 0.201 0.496 0.632 0.100 0.478 1.405 
CSRpp 0.187 0.468 0.662 0.172 0.468 0.727 
FSC2F 0.185 0.480 0.752 0.077 0.461 1.836 
M2C2F 0.177 0.486 0.747 0.068 0.424 1.896 
TCLCF 0.170 0.480 0.843 0.170 0.480 0.843 
WSCF-ST 0.162 0.534 0.963 0.160 0.532 0.968 
DPT 0.153 0.488 1.008 0.136 0.488 1.159 
CISRDCF 0.153 0.420 0.883 0.146 0.421 0.928 
KCF 0.110 0.441 1.279 0.108 0.440 1.294 
Struck 0.094 0.417 1.726 0.088 0.428 1.926 
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Chapter 4.  
 
Depth Augmented Target Re-Detection 
A significant improvement over existing CF-based trackers came with data 
augmentation using depth sensors [22], [58]. Additionally, the popularity of affordable 
depth sensors (Intel RealSense [106], LiDAR [107]), has made depth acquisition easily 
available. Using depth data in RGB based visual tracking is not a new method, however, 
past works [69] [54] have shown that depth feature can complement RGB image 
features and significantly improve tracking results with robust occlusion and model drift 
handling. Most of these trackers are holistic in nature, depending on how the feature 
space is expressed and captured by a single patch. Sliding window is a common 
technique to localize the object in the search space. Despite the progress made in 
tracking robustness, most works like [57] [60] [108] mostly focus on scale adaptation, 
occlusion detection, or shape change. A big part of long-term tracking is not only 
detection of occlusion but also re-detection of the target once it is out of the occlusion 
and track It in real-time continuously.  
Motivated by the analysis done in Chapter 2 which shows the need for a robust 
tracker to address the issue of occlusion and informed of the advantages of using depth 
information in re-detecting the target, this chapter discusses this challenge of re-
detection of a single occluded target. Our work specifically focuses on human targets 
that are occluded by objects (e.g. chairs) or by other humans (e.g. a tall person). It 
discusses the implementation of architecture that can help overcome this challenge. The 
tracking methodology proposed considers a single Kinect RGB-D camera, single-target, 
and is model-free, applied to long-term tracking. The model-free property means that the 
only supervised training example is provided by the bounding box in the first frame. The 
long-term tracking means that the tracker learns to re-detection after the target is lost. 
i.e. to infer the object position in the current frame. 
A key advantage of the proposed tracker is that the depth information used by 
the tracker is intelligently adapted to avoid boundary issues. Our tracker, similar to KCF, 
uses the ROI specified in the first frame to initialize the tracker. However, KCF only uses 
image features of the RGB image within the ROI but our proposed tracker uses both 
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image features and depth information of the ROI. Due to the inclusion of depth 
information, this approach can lead to boundary issues since the depth data is expected 
to change at the edge when the tracker is in motion, adversely affecting the tracking 
performance. However, the depth information in the proposed tracker is intelligently 
adapted to incorporate correct depth information of the moving tracker as discussed in 
Section 4.1.3. The tracker was validated on the Princeton RGB-D dataset as well as the 
real-time dataset collected by the author. The results show that the tracker can 
successfully detect when the human target is occluded and re-detect it after occlusion. 
The chapter is organized as follows: Section 4.1 is the tracking pipeline of our 
proposed tracker. It details the data augmentation process, tracking, and detection 
methodology. It is followed by two experimental evaluation sections; Section 4.2 
discusses the results of our tracking algorithm as computed on the Princeton RGB-D 
dataset and Section 4.3 which discusses our results as observed on the dataset 
collected by the author. This chapter concludes in Section 4.4 where we discuss the 
advantages of using depth information in the tracker and its potential for improving the 
tracker.  
4.1. Tracking Pipeline 
4.1.1. Data Augmentation using Depth Features in KCF 
KCF tracker was originally implemented for RGB data. Hence, the dataset on 
which KCF was originally evaluated can not be used for testing the proposed RGB-D 
algorithm. Hence, to evaluate our algorithm, we use the Princeton RGB-D dataset. The 
dataset is also very diverse including examples of a) occlusion b) speed c) and size d) 
deformability which helps test the algorithm over a wide range of possible challenges. 
In the Princeton RGB-D dataset, images are in 16-bit PNG format. Values at 
each pixel are the distance from Kinect to the object in mm. A sample image with RGB 
and its depth data can be seen in Figure 4.1 a) and b). We can create a depth view of 
the sample image using the RGB-D data where 𝑥𝑥,𝑦𝑦 define pixel location and 𝑧𝑧 the 
distance from the sensor. Depth is when an image is viewed as seen from 𝑧𝑧 axis as 
shown in Figure 4.1 b) shows the depth image available in the dataset and Figure 4.2 c) 
70 
shows it color-coded w.r.t. the depth value of each pixel. Depth view image helps us 
visualize the images as they are seen from the depth sensor. 
   
Figure 4.1. a.) Sample RGB image from Princeton Dataset b.) Corresponding 
depth image c.) depth colormap from the Depth data 
Apart from benchmark comparison (on Princeton dataset), we collected our own 
RGB-D dataset for further evaluation. This dataset is collected using Microsoft Kinect 
V2. Figure 4.15 (at the end of Section 4.3) gives detailed information on the type of 
scenes and their respective samples 
4.1.2. Combining RGB and Depth Features 
As discussed in Chapter 2, KCF tracker achieves faster throughput by 
substituting convolutions in the spatial domain with element-wise multiplication in the 
frequency domain using RGB color features. However, these color features do not 
encode complete spatial information of the target. Depth information can provide 
additional spatial information in the form of its distance from the camera. This additional 
information forms the basis of our occlusion detection and re-detection framework. It is 
based on the assumption that an occluding object will have a different depth information 
as compared to the target being occluded. The current occlusion knowledge is computed 
using the information from around the target’s center (as explained in Section 4.1.3). It is 
so because the information at the edges of the bounding box tends to include small false 
information but the target center is expected to be constant. Since the computation is 
made on a small section (the area around the target center) of the target bounding box 
area, it improves computational efficiency. The RGB information helps the tracker to 
update the model template (updated in the Fourier domain) and depth information helps 
it to decide when to track. Our proposed tracker stops tracking at the moment the target 
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is occluded. Hence, it adds to the tracker’s robustness as the model and its coefficients 
are interpolated correctly. 
4.1.3. Creating Self-Adjusting Depth Patch 
In any tracking algorithm involving depth data, ensuring that the correct depth of 
the target is included is very important. KCF with depth data takes the RGB image 
features and depth information of the target patch using the bounding box used for 
detection. As the target moves and changes its position or scale, there is a high 
probability that the bounding box (of the target) starts including more depth data of the 
background from the edges. This would falsely provide higher background depth, as 
compared to (only) target depth, making it harder for the model to make the right 
predictions. 
Our tracker proposes a self-adjusting depth patch as a solution to this problem. 
Here, it saves the depth information of the previous (target) patch and the new (target) 
patch and then locates the possible center of these depth patches by taking the area 
around the center of the patch (calculated using position coordinates). Figure 4.2 (a) and 
(b) show the difference between a frame and a patch. Figure 4.2 (c) shows how the 
depth patch around the center of two patches are extracted. 
 
 
(a) Frame (grayscale) (b) Patch from the frame 
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(c) Depth patch around the center of two patches of two subsequent frames 
Figure 4.2. Figure shows (a) grayscale frame (b) patch from the grayscale frame 
(c) the depth of the patch around the center of two patches (of two 
subsequent frames. 
The tracker further computes the difference in the depth information of these two 
parts of patches and looks for any high peaks at the edge of this value as shown in 
Figure 4.3. The edges are defined as few columns on the extreme end.  
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(Left) Before depth adjustment: Mesh graph of 
difference of centre depth patch for frame 2 and 
frame 3, x = width, y = height, z = depth value 
(Right) After depth adjustment: Mesh graph of 
difference of centre depth patch for frame 2 and 
frame 3; x = width, y = height, z = depth value  
Figure 4.3. The figure shows how the difference of center depth patch is 
computed for two subsequent frames when the target is not 
occluded. The image frame and the patch considered here are same 
as in Figure 4.2 
For a non-occluding object, any abnormally high peak at the edges would 
indicate the inclusion of background depth information (which is undesired). This is 
based on the assumption that two depth images in two subsequent frames will have 
similar depth data around their center, hence their difference should be minimal or close 
to zero. If there is a high peak, we decrease the size of the depth patches from the 
edges such that abnormally high peaks are removed as shown in Figure 4.3. After the 
depth has been adjusted, the difference of the depth is minimal as shown in Figure 4.4. 









Centre depth patch: 
Depth of the area around target 
patch center) extracted from the 
depth data of the target patch of 
frame 2 
(b)  
Centre depth patch: 
Depth of the area around target 
patch center) extracted from the 
depth data of the target patch of 
frame 3 
(c) 
(After depth adjustment) 
Difference for center depth 
patches of two (non-occluding) 
frames (Frame2 and Frame 3). 
We see no peaks in their 
difference after depth 
adjustment. 
Figure 4.4. The figure shows how difference of center depth patch changes for 
two subsequent frames when the target is not occluded 
However, in the case of occlusion, even after adjusting this difference in depth 
patch of subsequent frames, peaks will exist because the peaks will cover far more than 
area at extreme edges (with few peaks almost towards the center of the patch) as shown 
in Figure 4.5. The existence of these peaks helps the tracker identify the occurrence of 










Centre depth patch: 
Depth of the area around target 
patch center) extracted from the 
depth data of the target patch of 
frame 10 
(b) 
Centre depth patch: 
Depth of the area around target 
patch center) extracted from the 
depth data of the target patch of 
frame 11 
(c) 
(After depth adjustment) 
Difference for center depth 
patches of two (occluding) Frames 
(Frame10 and Frame 11). Since 
the depth information changes 
significantly towards the center 
too, we see peaks in their 
difference. 
Figure 4.5. The figure shows how difference of center depth patch changes for 
two subsequent frames when the target is occluded 
This computation is performed for all images and detection of occlusion helps the 
tracker make decisions in the detection pipeline as discussed in the next section, 
Section 4.1.4. 
4.1.4. Training, Detection, and Re-detection of Target under Occlusion 
Our proposed RGB-D tracking with re-detection algorithm builds upon the KCF 
tracker. KCF uses image data features to locate and detect trackers. In our proposed 
tracker, we add depth information to provide the tracker with contextual information of 








(b) Detection pipeline of the RGB-D tracker 
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Figure 4.6. Flowchart of the training and detection pipeline of the RGB-D tracker 
The tracking pipeline for the proposed RGB-D tracker is shown in Figure 4.6 and 
is also detailed in Algorithm 1. In Figure 4.6, the symbols defined are as follows: 
 𝜎𝜎 standard deviation  
 𝜆𝜆 regularizer 
 𝛼𝛼 learnable parameter 
 𝑓𝑓(𝑧𝑧) The response of kernel ridge regression 
 𝑝𝑝𝑎𝑎𝑡𝑡𝑐𝑐ℎ𝑟𝑟𝑔𝑔𝑟𝑟 part of the RGB image which has the target, as 
shown in Figure 4.2b 
  ̂ FFT of a variable 
 𝑅𝑅𝑐𝑐𝑐𝑐𝑙𝑙𝑢𝑢𝑠𝑠𝑖𝑖𝑏𝑏𝑛𝑛𝑒𝑒𝑡𝑡𝑎𝑎𝑡𝑡𝑢𝑢𝑒𝑒 status of the tracker which informs if the tracker is 
occluded (True) or not occluded (False) 
  
kernel_correlation( 𝑥𝑥 , 𝑧𝑧, σ) 
1 Calculate 𝑘𝑘�𝑛𝑛𝑧𝑧 = 𝐹𝐹𝐹𝐹𝑇𝑇 (exp ( − 1
𝜎𝜎2
 � ‖𝑥𝑥‖2 +  ‖𝑧𝑧‖2 − 2𝐹𝐹−1 (𝑥𝑥�∗ ⊙  ?̂?𝑧 )�) 
2 Return: k = IFFT (𝑘𝑘�𝑛𝑛𝑧𝑧) 
(a) 
Training (x, y,  𝜆𝜆 ) 
1 kernel_correlation(( 𝑥𝑥 , z, σ) 
2 Compute 𝛼𝛼� = �  𝒚𝒚�
 𝑘𝑘� 𝑥𝑥𝑥𝑥+𝜆𝜆
� 
3 Return 𝛼𝛼 = 𝐼𝐼𝐹𝐹𝐹𝐹𝑇𝑇(𝛼𝛼�) 
(b) 
Detection (𝑥𝑥, 𝑧𝑧, 𝜆𝜆) 
1 𝑘𝑘�𝑛𝑛𝑧𝑧 = kernel_correlation(( 𝑥𝑥 , z, σ) 
2 Calculate 𝑓𝑓(𝑧𝑧) =  𝑘𝑘�𝑛𝑛𝑧𝑧 ⊙  𝛼𝛼� 
3 Response = 𝑓𝑓(𝑧𝑧) = 𝐼𝐼𝐹𝐹𝐹𝐹𝑇𝑇 (𝑓𝑓(𝑧𝑧)) 
4 Return max (𝑓𝑓(𝑧𝑧)), position of max (𝑓𝑓(𝑧𝑧)) 
(c) 
Algorithm 1: Tracker (𝑥𝑥𝑅𝑅𝐺𝐺𝑅𝑅 , 𝑥𝑥𝐷𝐷𝑒𝑒𝑝𝑝𝑡𝑡ℎ) 
1 Extract patch 𝑝𝑝𝑎𝑎𝑡𝑡𝑐𝑐ℎ𝑟𝑟𝑔𝑔𝑟𝑟 from image 𝐼𝐼𝑖𝑖  
2 Calculate 𝐷𝐷𝑖𝑖 = Depth of image 𝐼𝐼𝑖𝑖  
3 Training ( 𝑓𝑓𝑙𝑙𝑎𝑎𝑡𝑡𝑢𝑢𝑟𝑟𝑙𝑙𝑠𝑠𝑛𝑛 , featuresx, λ) where 𝑓𝑓𝑙𝑙𝑎𝑎𝑡𝑡𝑢𝑢𝑟𝑟𝑙𝑙𝑠𝑠𝑛𝑛 is the hog features of the target at 
𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖. For frame 1, 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 is provided by ground truth, for subsequent images, is it is output of 
detection pipeline  
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Algorithm 1: Tracker (𝑥𝑥𝑅𝑅𝐺𝐺𝑅𝑅 , 𝑥𝑥𝐷𝐷𝑒𝑒𝑝𝑝𝑡𝑡ℎ) 
4 Interpolate the model with training output. Estimate target position at frame 𝑖𝑖 = 𝑖𝑖 + 1 
5 𝑖𝑖 = 𝑖𝑖 + 1 . At 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖, find all possible patches 𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎  using a sliding window with shift 𝑠𝑠 around the 
target 
6 Compute 𝑖𝑖𝑎𝑎𝑢𝑢𝑠𝑠𝑠𝑠𝑖𝑖𝑎𝑎𝑛𝑛_𝑐𝑐𝑏𝑏𝑟𝑟𝑟𝑟𝑙𝑙𝑙𝑙𝑎𝑎𝑡𝑡𝑖𝑖𝑏𝑏𝑛𝑛� features𝑝𝑝𝑖𝑖 , featurespall  �  for 𝑝𝑝𝑖𝑖 ∈ 𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎 
7 Find responses 𝑟𝑟𝑖𝑖 of the classifier at all shifts 𝑠𝑠 for 𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎  
8 Find maximum response 𝑟𝑟𝑛𝑛𝑎𝑎𝑛𝑛    𝑠𝑠. 𝑡𝑡.  𝑟𝑟𝑛𝑛𝑎𝑎𝑛𝑛 ∈  𝑟𝑟𝑒𝑒 = �𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3, … . 𝑟𝑟𝑒𝑒𝑖𝑖� 
9 Save ( 𝑟𝑟𝑛𝑛𝑎𝑎𝑛𝑛  , 𝑝𝑝𝑎𝑎𝑡𝑡𝑐𝑐ℎ𝑟𝑟𝑚𝑚𝑚𝑚𝑥𝑥  ) where 𝑝𝑝𝑎𝑎𝑡𝑡𝑐𝑐ℎ𝑟𝑟𝑚𝑚𝑚𝑚𝑥𝑥  is the patch which gives max response 𝑟𝑟𝑛𝑛𝑎𝑎𝑛𝑛   
10 If  𝑟𝑟𝑛𝑛𝑎𝑎𝑛𝑛 > 0.5  
11  Target detection using Detection(featuresr𝑚𝑚𝑚𝑚𝑥𝑥 , featurespos1, 𝜆𝜆) where  
featuresr𝑚𝑚𝑚𝑚𝑥𝑥  = features of the patch which gives maximum response , featurespos1 
= features of the original patch 
12  Save position of max response 
13  𝑅𝑅𝑐𝑐𝑐𝑐𝑙𝑙𝑢𝑢𝑠𝑠𝑖𝑖𝑏𝑏𝑛𝑛𝑒𝑒𝑡𝑡𝑎𝑎𝑡𝑡𝑢𝑢𝑒𝑒 = 𝐹𝐹𝑎𝑎𝑙𝑙𝑠𝑠𝑙𝑙  
14 else Calculate 𝐷𝐷𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑖𝑖𝑓𝑓𝑓𝑓_𝑎𝑎𝑡𝑡_𝑐𝑐𝑙𝑙𝑛𝑛𝑡𝑡𝑟𝑟𝑙𝑙 (𝐷𝐷𝑖𝑖 ,𝐷𝐷𝑖𝑖−1) where 𝑑𝑑𝑖𝑖𝑓𝑓𝑓𝑓_𝑎𝑎𝑡𝑡_𝑐𝑐𝑙𝑙𝑛𝑛𝑡𝑡𝑟𝑟𝑙𝑙 computes 
difference of depths at target’s center (and adjust the depth as required) 
15  if   𝐷𝐷diff < threshold 
16   𝑅𝑅𝑐𝑐𝑐𝑐𝑙𝑙𝑢𝑢𝑠𝑠𝑖𝑖𝑏𝑏𝑛𝑛𝑒𝑒𝑡𝑡𝑎𝑎𝑡𝑡𝑢𝑢𝑒𝑒 = 𝐹𝐹𝑎𝑎𝑙𝑙𝑠𝑠𝑙𝑙 ; continue tracking (it may be a partly visible 
target), Go to Step 5 
17  else 𝑅𝑅𝑐𝑐𝑐𝑐𝑙𝑙𝑢𝑢𝑠𝑠𝑖𝑖𝑏𝑏𝑛𝑛𝑒𝑒𝑡𝑡𝑎𝑎𝑡𝑡𝑢𝑢𝑒𝑒 = 𝑇𝑇𝑟𝑟𝑢𝑢𝑙𝑙 (i.e. the target is occluded), no target detection 
and no bounding box, Go to Step 5          
(d) 
Figure 4.7. Figure showing the RGB-D based tracking algorithm. (d) shows the 
full algorithm which uses modules shown in (a) the kernel 
correlation computation, (b) the training using kernel correlation 
module, and (c) detection using kernel correlation module 
For the first frame, the tracker is provided with the ground truth. The tracker trains on this 
frame using the ground truth data (target position) to interpolate this position to the next 
frame. With this knowledge of target location (from the previous frame), the tracker 
defines its search space around this target location, in the new frame. Search space is 
the area in which the tracker will attempt to locate the target as shown in Figure 4.8. 
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Figure 4.8. The figure shows the target patch and associate search space of the 
tracking pipeline. Search space is dependent on a.) the target 
location in the previous frame b.) width of the target 
The tracker extracts all the possible patches from the space. The search space is 
dependent on the width of the tracker. If the tracker width is large, search space is 
larger, and vice versa. If we keep constant width of the search space, we might end up 
storing much higher number of patches for smaller target sizes and very few target 
patches for large target sizes, making further computations difficult. The search space is 
also limited to the horizontal plane since we don’t expect the target to move vertically in 
space as shown in Figure 4.9. 
 
Figure 4.9. The figure shows the issue if the search space is kept consistent 
across different images, it would lead to incorrect search space 
when target size will vary 
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For detection in the new frame, the tracker now correlates these patches (with gaussian 
correlation similar to KCF) with the initial target patch, to get all possible correlation 
response. Mathematically, if 𝑧𝑧 and 𝑥𝑥 represent the features of the extracted patch and 
original target patch respectively, then we need to calculate 𝑘𝑘�𝑛𝑛𝑧𝑧 and 𝛼𝛼� for fast training as 
represented by Equation 29 (re-written below): 
𝑓𝑓(𝑧𝑧) =  𝑘𝑘�𝑛𝑛𝑧𝑧 ⊙  𝛼𝛼� 
where 𝛼𝛼� = �  𝒚𝒚�
 𝑘𝑘� 𝑥𝑥𝑥𝑥+𝜆𝜆
� is the model parameter used for model interpolation, obtained and 
updated every time at the training stage as shown in Figure 4.7. For gaussian 
correlation, we can write 𝑘𝑘�𝑛𝑛𝑧𝑧 as: 
𝑘𝑘�𝑛𝑛𝑧𝑧 = 𝐹𝐹𝐹𝐹𝑇𝑇 (exp ( −
1
𝜎𝜎2
 � ‖𝑥𝑥‖2 +  ‖𝑧𝑧‖2 − 2𝐹𝐹−1 (𝑥𝑥�∗ ⊙  ?̂?𝑧 )�)  (32 )     
where ⊙ is the dot product 
 
Figure 4.10. Gaussian correlation of the base patch of the current frame with the 
patch from previous frame  
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𝑓𝑓(𝑧𝑧) gives us the detection response and the maximum peak of this correlation response 









Frame 2 Detection response when the target is not occluded 







Frame 10 Detection response when the target is partly occluded 

















































Frame 12 Correlation response when the target is completely 
occluded where the z-axis is the value of 𝑓𝑓(𝑧𝑧) 
Figure 4.11. Different detection response of two subsequent frames with the non-
occluding and occluding target. Note the peak value changes from 
0.8 (i.e. 80%) when it is not occluded to 0.4 (40%) when it is partly 
occluded to 0.3 (i.e. 30%) when it is fully occluded 
If the maximum detection response is less than 50%, there are two possible scenarios: 
a) tracker is partly visible b) tracker is occluded as shown in Figure 4.11. To confirm the 
status of the tracker, we compute the difference of the depth patches at frame 𝑛𝑛 − 1 and 
𝑛𝑛  (at the target centre), as discussed in Section 4.2.3 and shown in Figure 4.5. If the 
difference of depth is minimal or close to zero, we know that target is not occluded, and 
the tracker will continue to track at the updated position computed using the detection 
score (maximum correlation response). However, if the difference of depth is high, we 
know the target is occluded. The tracker will, hence, stop tracking the target and will 
keep searching for the target in the search space. Once it locates the target (when a 
patch from the search space gives a correlation response > 50%), it will re-detect the 
target and continue to track it. 
4.2. Evaluation of Princeton RGB-D Dataset 
In this evaluation system, we use the Princeton data benchmark [54] to compare 
our tracker with KCF (our base tracker) and other trackers. This dataset uses 95 videos 
for evaluation. These datasets were originally captured using standard Microsoft Kinect 










accuracy, these videos contain an indoor environment with object depth values ranging 
from 0.5 to 10 meters.  
This benchmark dataset has high diversity including single tracking subjects like 
humans, animals, faces, balls, etc. Figure 4.12 shows a few sample images from the 
Princeton dataset. 
    
(a) (b) (c) (d) 
    
(e) (f) (g) (h) 
Figure 4.12. The figure shows few sample images with the target to be tracked 
(in green) from the Princeton Dataset. Best viewed in color 
The various aspects of the dataset which show the diversity of samples is 
summarised as follows: 
Target Type: The dataset contains three types of objects: human, animals, and rigid 
objects (example: toys and human faces which have the freedom to translate or rotate).  
Animal movements have out-of-plane rotation and some deformation. Tracking difficulty 
is expected o be slightly difficult for humans since the degree of freedom for human body 
motion is very high. 
Scene type: Each scene has a different type of background. Some scenes like that of 
café and school are more complex with a lot of people moving around. Others like a 
turtle in a living room have a more static background.  
Occlusion: Different possible occlusion scenarios are considered like, how long is the 
target occluded, whether the target moves while being occluded or is static when 
something occludes it, etc. 
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Other criterion that was considered was the bounding box distribution over all sequences 
and over time. Hence, a target in a sequence does not necessarily be in the center but 
can be anywhere in the frame at any time. Readers are directed to [54] for a more 
detailed analysis of the sequence distribution of the dataset.  
4.2.1. Evaluation Metrics 
To evaluate the overall performance, we test it on Princeton data. It doesn’t explicitly 
provide ground truth bounding box values but provides a script to evaluate results as 
detailed in [54]. We report the success rate provided by Princeton data evaluation 
(criterion used in the [109]) which is the ratio of overlap between the outputs and true 
bounding boxes: 
𝑟𝑟𝑖𝑖 =  �
𝑎𝑎𝑟𝑟𝑙𝑙𝑎𝑎 �𝑅𝑅𝑅𝑅𝐼𝐼𝑇𝑇𝑖𝑖 ∩ 𝑅𝑅𝑅𝑅𝐼𝐼𝐺𝐺𝑖𝑖�               𝑖𝑖𝑓𝑓 𝑏𝑏𝑏𝑏𝑡𝑡ℎ 𝑅𝑅𝑅𝑅𝐼𝐼𝑇𝑇𝑖𝑖  𝑎𝑎𝑛𝑛𝑑𝑑 𝑅𝑅𝑅𝑅𝐼𝐼𝐺𝐺𝑖𝑖  𝑙𝑙𝑥𝑥𝑖𝑖𝑠𝑠𝑡𝑡
+1                                              𝑖𝑖𝑓𝑓 𝑛𝑛𝑙𝑙𝑖𝑖𝑡𝑡ℎ𝑙𝑙𝑟𝑟 𝑅𝑅𝑅𝑅𝐼𝐼𝑇𝑇𝑖𝑖  𝑎𝑎𝑛𝑛𝑑𝑑 𝑅𝑅𝑅𝑅𝐼𝐼𝐺𝐺𝑖𝑖  𝑙𝑙𝑥𝑥𝑖𝑖𝑠𝑠𝑡𝑡
−1                                                                                        𝑏𝑏𝑡𝑡ℎ𝑙𝑙𝑟𝑟𝑤𝑤𝑖𝑖𝑠𝑠𝑙𝑙
  
where 𝑅𝑅𝑅𝑅𝐼𝐼𝑇𝑇𝑖𝑖 is the target bounding box in the 𝑖𝑖-th frame and 𝑅𝑅𝑅𝑅𝐼𝐼𝐺𝐺𝑖𝑖 is the ground truth 
bounding box. By setting a minimum overlapping area 𝑟𝑟𝑡𝑡, they calculate the average 







       𝑤𝑤ℎ𝑙𝑙𝑟𝑟𝑙𝑙         𝑢𝑢𝑖𝑖 =  �
1     𝑖𝑖𝑓𝑓 𝑟𝑟𝑖𝑖 > 𝑟𝑟𝑡𝑡
0  𝑏𝑏𝑡𝑡ℎ𝑙𝑙𝑟𝑟𝑤𝑤𝑖𝑖𝑠𝑠𝑙𝑙
  , 
Where 𝑢𝑢𝑖𝑖 is an indicator denoting whether the output bounding box of the 𝑖𝑖-th 
frame is acceptable, 𝑁𝑁 is the number of frames, and 𝑟𝑟𝑡𝑡 is the minimum overlap area  
defining whether the output is correct. Since some trackers may produce outputs that 
have a small overlap ratio overall frames while  others  give  large  overlap  on  some  
frames  and  fail completely on the rest,𝑟𝑟𝑡𝑡 must be treated as a variable to conduct a fair  
comparison Table 4.1 shows the success rate of our tracker as compared to KCF and 
other trackers under different categorizations. 
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4.2.2. Results & Observation 
Table 4.1. The table shows the success rate (%) of our tracker on Princeton 
Dataset. The evaluation compares the performance of our tracker 
against the KCF tracker and few other trackers. Trackers marked 
with (*) use RGB and Depth data; others use only RGB data. 
 Target Type Target Size Movement Occlusion Motion Type 
 Human Animal Rigid Large Small Slow Fast Yes No Passive Active 
Ours * 41 37 42 46 40 56 35 47 51 52 46 
KCF 
[41] 
39.7 49.4 54.6 40.1 52.5 57.8 42.9 35.2 63.6 56.4 43.7 
Dhog* 
[54] 
43.3 48.3 55.9 47.2 50.3 52.7 47.5 38.4 63.5 54.3 46.9 
Struck 
[14] 
35.4 47 53.4 45 43.9 58 39 30.4 63.5 54.4 40.6 
VTD 
[110] 
30.9 48.8 53.9 38.6 46.2 57.3 37.2 28.3 63.1 54.9 38.5 
RGB 
[54] 
26.7 40.9 54.7 31.9 46 50.5 35.7 34.8 46.8 56.2 33.7 
CT [111] 31.1 46.7 36.9 39 34.4 48.6 31.5 23.3 54.3 42.1 34.2 
PCflow* 
[54] 
35.2 29.1 43.6 42.2 33.2 47.2 33.1 32.4 43.5 41.3 35.5 
TLD [56] 0.29 0.35 0.44 0.32 0.38 0.52 0.30 0.34 0.39 0.50 0.31 
MIL 
[112] 
32.2 37.2 38.3 36.6 34.6 45.5 31.5 25.6 49 40.4 33.6 
SemiB 
[113] 
0.22 0.33 0.33 0.24 0.32 0.38 0.24 0.25 0.33 0.42 0.23 
OF [54] 18 11 23 20 17 18 0.19 0.16 0.22 0.23 0.17 
 
Table 4.1 shows the success rate of our tracker as compared to other RGB and 
RGB-D trackers as evaluated on the Princeton dataset. From the evaluation, we observe 
that our tracker performs best for human targets that are large in size and for scenarios 
where the target is occluded.  
When it came to target type, it performs best for humans, with a success rate of 
41%, close to Dhog (43% success rate) and KCF (39.7% success rate). The tracker 
performs worse for animals. One possible explanation is that tracker is unable to extract 
unique features from animals, especially since the color features of the animals in the 
dataset are very similar to the background (example: a white rabbit moving on a white 
floor as shown in Figure 4.12). These animals are also very small making it harder for 
sufficient features to be extracted. 
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One of the main objectives of our tracker is to be able to track when the target is 
occluded. Our tracker shows positive results in the ‘Occlusion’ category. We observe 
that, when the target is occluded, the success rate of our tracker is significantly better 
than KCF. KCF (RGB tracker) has a success rate of 35.2% whereas our tracker (RGB-D 
tracker) has 47%, a jump of approximately 12%, validating our hypothesis that depth 
data can significantly improve our results. Our trackers also perform well from a few 
other RGB-D-based trackers like Dhog which has a success rate of 38.4% and PCflow 
with a success rate of 32.4%.  
In target size, our tracker performs best for larger targets (success rate of 46%) 
very close to Dhog, another RGB-D based tracker (success rate of 47.2%). Both of them 
are significantly better than KCF which uses only image features for tracking. When the 
object is large, not only features are easily and sufficiently captured, the depth 
information is also large enough to track any significant changes in the depth of the 
target. Both these factors combined, make depth-based trackers better for larger 
objects. 
It is observed that for ‘Movement’ and ‘Motion Type’, depth data can negatively 
affect the performance depending on the scenario. Depth information of an object will 
change significantly if an object rotates or move very fast. Image features are also 
adversely affected since a) fast-moving objects will be blurry and b) rotating objects will 
have different features at each frame (relative to the previous frame). Also, our tracker is 
not scale-invariant making the false positives even higher than other depth-based 
trackers in both these categories. Due to this reasoning, our current implementation of 
the tracker can not be generalized well on rotating objects and fast-moving objects (35% 
success rate as compared to 42% in KCF). Depth does help in identifying the target 
better, however, when the target is hidden or lost, the tracker attempts to locate the 
target in surrounding areas adding to a few false positives. For these reasons, during 
passive and active motions of the target, the performance of our tracker can be better or 
poor depending on a scenario as can be seen in Table 4.1. Current state of art for 
occlusion detection on Princeton dataset is 3D-T [114] which provides a success rate of 
approximately 70% for occlusion scenarios and works best for humans (81%) and 
weakest for animals (64%). It uses 3D based detection that exploits sparse 
representation, object parts as well as adaptive particle sampling and pruning, all in a 
unified framework 
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4.3. Evaluation on Real-time Kinect Dataset 
To further test our tracker, we tested it on the data we collected in real-time. 
Princeton data has a mix of subjects with difference scales, color changes. We collected 
out data on less complex scenarios (almost an ideal testing ground) with human data, 
minimal speed, and occlusion cases. Since we propose a long-term tracker that is 
expected to perform better in occlusion and out-of-scene scenarios, we focus particularly 
on such scenes. To accommodate for diversity in the dataset, we choose subjects which 
have different size and different types of occluding objects (chair, box, and human). 
Data collection & Hardware Setup: The data is collected using Microsoft Kinect V2 in 
an indoor home environment. The subjects vary in size and gender to accommodate for 
diversity in subjects. The objects used for occlusion are things like a chair, large box 
which is easily found in day to day life. The data collected assumes that the target is 
moving unidirectionally or bidirectionally in the horizontal plane. We do not consider 
scenarios where the target may tend to move towards and away from the sensor. They 
are useful in scenarios where the sensors are mounted in hallways (at a height at an 
angle) or mounted on stationary mobile robots which for majority part observe target 
moving from left to right or right to left. Hence, our data is a fair representation of various 
scenarios which are likely to occur in day to day lives. Due to COVID-19, there were few 
restrictions on who we can invite as subjects and where can we do the experiments. 
Despite these challenges, we made our best efforts to collect data in a reasonable 
setup. This data was collected using both Kinect for Linux and Kinect for MATLAB on 
Windows to accommodate for any software differences. There is a total of ~500 scenes 
with these different subjects and scenarios. Figure 4.13 shows few sample RGB images 
and their corresponding depth images from our dataset.  
Data Annotation: All the data were manually annotated by the author to collect the 
ground truth. Each ground truth bounding box depicts the most tightly fitting box that can 







        
     







     
     
Figure 4.13. Sample RGB and Depth image collected for real-time analysis of the 
proposed long-term tracker 
4.3.1. Evaluation Metrics 
The evaluation metrics used for this analysis are different from the ones 
mentioned previously in Section 3.3 (which also uses dataset collected by the author). 
Previously, we wanted to observe the how KCF tracker performs individually as a tracker 
when compared to the ground truth. However, with the implementation of a new RGB-D 
tracker, we aim to compare how well does new RGB-D tracker performs as compared to 
KCF tracker (which only uses RGB).  
We take our inspiration for evaluation metrics from the original work of KCF 
which used average precision as their evaluation metrics. Additionally, we also use 
confusion matrices for two trackers (our RGB-D tracker and KCF RGB tracker) to 
discuss the tracker's ability to distinguish when the target is present (True Positives i.e. 
TP) and when it is absent (True Negatives i.e. TN).  
Average Precision: The first metric we use for comparison is average precision (AP). 
Precision can be stated as ‘when the model guesses, how well does it guess correctly”. 
Average Precision (AP) as the name suggests is calculated by taking the mean of the 
precisions (calculated for each dataset). If we define 𝑛𝑛 as the number of scenes in the 
dataset (e.g. 5 scenes in our dataset) and 𝑠𝑠 as the number of samples(images) in each 
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scene in the dataset (e.g. 150 samples for scene 1, 180 samples for scene 2, etc.) such 











,𝑤𝑤ℎ𝑙𝑙𝑟𝑟𝑙𝑙 𝑁𝑁 = 𝑛𝑛𝑢𝑢𝑚𝑚𝑏𝑏𝑙𝑙𝑟𝑟 𝑏𝑏𝑓𝑓 𝑠𝑠𝑎𝑎𝑚𝑚𝑝𝑝𝑙𝑙𝑙𝑙𝑠𝑠 𝑖𝑖𝑛𝑛 𝑡𝑡ℎ𝑙𝑙 𝑑𝑑𝑎𝑎𝑡𝑡𝑎𝑎𝑠𝑠𝑙𝑙𝑡𝑡 
Confusion Matrices: Confusion matrix are a performance measure of a classification 
algorithm. It is a 2D array that compares the true labels against the predicted labels. It 
shows how well the predictions are made for any category. Confusion matrices can be 
defined in two ways as mentioned below. 
Method 1: We can use a method where TP, FP, FN, TP are dependent on the actual 
‘number’ of classifications w.r.t to the total number of classifications. Hence when 
𝑇𝑇𝑏𝑏𝑡𝑡𝑎𝑎𝑙𝑙 =  𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑁𝑁 + 𝐹𝐹𝑃𝑃 + 𝑇𝑇𝑁𝑁, elements of confusion matrix can be defined as shown in 
Table 4.3 
Table 4.2. The table shows how elements of the confusion matrix (TP, FP, TN, 
FN) are computed for Method 1 
True Positives (TP)  False Positives (FP)  True Negatives (TN) False Negatives (FN) 
The outcome when a 
model correctly predicts 
the positive class i.e. 
models says the target 
is present when the 
target is present 
The outcome when a 
model incorrectly 
predicts the positive 
class i.e. models says 
the target is present 
when the target is 
absent 
The outcome when a 
model correctly predicts 
the negative class i.e. 
models says the target 
is absent when the 
target is absent 
The outcome when a 
model incorrectly 
predicts the negative 
class i.e. models says 
the target is absent 
when the target is 
present 
𝑇𝑇𝑃𝑃 (𝑖𝑖𝑛𝑛 %) =
𝑇𝑇𝑃𝑃
𝑇𝑇𝑏𝑏𝑡𝑡𝑎𝑎𝑙𝑙
 𝐹𝐹𝑃𝑃 (𝑖𝑖𝑛𝑛 %) =
𝐹𝐹𝑃𝑃
𝑇𝑇𝑏𝑏𝑡𝑡𝑎𝑎𝑙𝑙
 𝑇𝑇𝑃𝑃 (𝑖𝑖𝑛𝑛 %) =
𝑇𝑇𝑁𝑁
𝑇𝑇𝑏𝑏𝑡𝑡𝑎𝑎𝑙𝑙





This representation though correct won’t help much in our evaluation because for our 
base tracker KCF (RGB tracker) TN and FN will always be 0. It is because KCF can not 
identify the absence of the target. Intuitively, if the target does not have the ability to 
predict the absence of a target, our metrics should show that TN and FN can not be 
computed and hence ‘can not be determined’. 
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Method 2: Motivated by the belief that Method 1 may not be adequate, we modify our 
confusion matrix. We know that at any given instance of time, the target will be either 
predicted or not predicted. So, we can look at our predictions at every scene to see how 
well it matches our ground truth. We can now define our confusion matrix as: 
Table 4.3. The table shows how elements of the confusion matrix (TP, FP, TN, 
FN) are computed for Method 2 
For every time the target is 
predicted in the scene 














For every time the target is not 
predicted in the scene 














This metrics is also helpful when comparing and discussing datasets where the number 
of samples in each dataset varies. For example, consider the following scenario: 
Table 4.4. The table shows the usefulness of Method 2 over Method 1 for two 
datasets 
 Total no. of 
samples 
No. of samples 
where the target 













Dataset 1 100 20 20 20% 100% 
Dataset 2 200 20 20 10% 100% 
 
Method 2 seems to be a fair comparison to answer ‘how many false negatives were 
correctly predicted’ between two datasets with varying samples. Given the above 
motivation, we use Method 2 as the confusion metrics for evaluation and discussion. 
Hence, for the KCF RGB tracker, TN and FN will always be ‘undetermined’. 
However, if our RGBD tracker performs well, including occlusion scenarios, we expect to 
have TN and TP values, both high in number.  
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4.3.2. Observations and Discussion 
Table 4.5 shows the comparison of average precision (AP) computed on our 
dataset. Figure 4.14 shows the confusion matrix for the test results for KCF RGB tracker 
and our RGB-D tracker. As discussed previously, we consider that TP + FP = 100% and 
FN + TN =100%. We know that KCF RGB tracker gives no TN and FN, and hence, it 
can’t make a decision on it. Figure 4.15 gives a detailed view of the samples in each 
scene along with the prediction made on them. 
Table 4.5. Table shows the comparison of average precision (AP) in % when 
the two trackers are evaluated on the dataset 
Tracker AP 
Ours 66.35%  
KCF 39.99% 
 
Figure 4.14. shows the confusion matrix for the test results for KCF RGB tracker and our 
tracker. As discussed previously, we consider that 𝑇𝑇𝑃𝑃 +  𝐹𝐹𝑃𝑃 =  100% and 𝐹𝐹𝑁𝑁 +  𝑇𝑇𝑁𝑁 =
100%. We know that KCF RGB tracker gives no 𝑇𝑇𝑁𝑁 and 𝐹𝐹𝑁𝑁, and hence, it can’t make a 
decision on it  
  
Confusion Matrix: KCF Tracker Confusion Matrix: Our Tracker 
Figure 4.14. Comparison of confusion matrix of test results between our RGB-D 
tracker and KCF RGB tracker. Note, each row of the confusion 
matrix adds up to 100% i.e. TP + FP = 100% and FN + TN = 100%. See 
the related section for an explanation. 
Hence by augmenting image features with the depth information, we make our 
tracker more robust to occlusions. It is able to detect occlusions and can also detect the 
93 
absence of the target and stops tracking. This not only increases the 𝑇𝑇𝑁𝑁, but also 
decreases 𝐹𝐹𝑃𝑃. From Figure 4.14. we can see that 𝑇𝑇𝑁𝑁 are 52.7 % as compared to KCF 
where we cannot have this value. 𝑇𝑇𝑃𝑃 in our tracker is at 92.50% which is significantly 
higher than KCF at 32.54%. Figure 4.14 shows some sample results from our training 
method. However, we do have some failure cases which add to our 𝐹𝐹𝑃𝑃 and 𝐹𝐹𝑁𝑁 as we 
will now discuss. 
Adding depth information to existing features makes the tracker very robust to 
occlusions. However, when the target is absent, the tracker attempt to locate the target 
in the vicinity. Since the tracker keeps looking in the neighboring space, there are 
locations where it falsely predicts the target momentarily adding to False Positives. Also, 
the proposed tracker cannot detect partial appearance. Hence, in scenes where the 
target is coming out of occlusions, there are no clear detections adding to False 
Negatives. When the target is clearly out of the occlusion, the target is tracked again. 
Figure 4.16 shows some of the failure cases of the proposed tracker. 
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 -------   KCF (RGB) Tracker                     --------   Our (RGB-D) Tracker 






     








     






     
     
Figure 4.15. Qualitative results for the proposed RGB-D tracker, compared to 
Kernelized Correlation Filter (KCF) tracker. Images show the 
tracking bounding box on test data. The red color denotes the KCF 




















   
   
   
Figure 4.16. Failure cases of our RGB-D tracker 
4.4. Discussion 
In our proposed implementation, it is shown that depth cues when used with 
image features in KCF tracking can significantly improve the performance of the tracker. 
We observe that KCF tracker loses the target information once it is occluded adding to 
its inability to track a subject for a long time. Depth information, however, provided an 
additional layer of information that informs the tracker of the status of occlusion (true or 
false). Hence, it can stop tracking the target when the target is hidden. Using similar 
information, when the tracker is informed that the target is no more hidden, using the 
sliding window approach, it is able to search exhaustively in a large search space 
around the target to relocate the target. We are assuming the tracking happens in an 
indoor environment; hence, the nominal walking speed is considered. The experiments 
prove the usefulness of depth information as additional information in making the tracker 
robust. Experiments also show few failure cases showing that at a certain time, the 
model may drift slightly from the expected path, possibly in cases a.) when the target is 
partly hidden (just coming of occlusion) b.) failed to correctly estimate the depth 
information. From our experimental observations, we see that the tracking performance 
of the tracker is improved compared to our KCF RGB tracker but also has the potential 
to improve even further.  
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Chapter 5.  
 
Study and Experimental Observations in Using 
Particle Filter 
In Chapter 4 we propose a tracker that was an improvement over the existing 
RGB based kernel correlation tracker. It used depth information as well as existing RGB 
based features (hence called RGB-D tracker) to address the issue of occlusion. In the 
previously proposed approach, we used a sliding window in the search space defined 
around the last known position of the target to locate the target, when it re-appears. In 
Chapter 4, Section 4.2 we validated this approach and concluded that it does help in 
making the tracker robust to occlusions. However, the sliding window approach is a slow 
process since it has to extract all possible patches in a large search space and correlate 
(find similarity) it with original target features, to find the location of the target in a new 
frame. Searching most of this search space is redundant since the target can not be 
present at many locations (e.g. in a common stationary sensor location), if the target is 
moving from right to left, searching in the space above the target head, or searching on 
way extreme ends of target search space will not yield any positive results most of the 
time). If we know the current state of the target (i.e. position, velocity), we can anticipate 
that the target can possibly move only in certain directions. If we can use such a model-
based approach which, for a current state of the tracked object can help to identify 
possible locations where the target will be present, it can allow the tracking algorithm to 
search much narrower and accurate space. Motivated by this idea, we explore the 
Bayesian framework like particle filter. We hypothesize that we can use RGB based KCF 
tracker to track the target, depth to identify occlusions, and particle filter to better localize 
the target, we can improve predictions. We study this hypothesis and see if it can help 
the current RGB-D tracker in improving its tracking performance. 
5.1. Particle Filter Framework  
Particle filter framework is helpful in continuous (target’s position and velocity can 
smoothly vary over time) and non-linear behaviors (two target’s colliding with each 
other). It is based on the Bayesian formulation where the particles are propagated 
overtime to maintain multiple hypotheses of the possible location of the target. It then 
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uses a model to predict the next state (e.g. location) at the next available instance (e.g. 
time). It is based on Monte Carlo methodology which provides a probabilistic framework 
for tracking target over time by sampling posterior density using prior information of the 
target. Each such sample of the state vector is referred to as a particle. The basic idea of 
resampling is to eliminate particles that have small weights and concentrate on the ones 
which have a large weight. This sampling is based on different techniques, most 
commonly being mean and variance of a location (so that samples are not always 
distributed at random locations). However, if the number of particles propagated is too 
high, these dense samplings if used throughout the tracking process, add to the 
computational complexity of the tracker which increases linearly with time. Optimizing 
how to propagate the particles and simultaneously use a smaller number of particles is 
an entire research domain in itself which we will leave for future research. 
Particle filter algorithm for state estimation can be presented as: 




, 𝑖𝑖 = 1,2, …𝑁𝑁𝑒𝑒 such that all particles are equally probable at 
the beginning of the algorithm. 
2. Measurement Update: Update the weights 𝑤𝑤𝑘𝑘𝑖𝑖 = 𝑤𝑤𝑘𝑘−1𝑖𝑖 .𝑝𝑝(𝑦𝑦𝑘𝑘|𝑥𝑥𝑘𝑘𝑖𝑖 ) with normal 





3. Resample: Obtain a new set of particles and weights after the resampling 
method 
4. Compute the new state estimate 𝑥𝑥𝑒𝑒𝑒𝑒𝑡𝑡𝑘𝑘 =  ∑ 𝑤𝑤𝑘𝑘
𝑖𝑖  . 𝑥𝑥𝑘𝑘
𝑖𝑖𝑁𝑁𝑠𝑠
𝑖𝑖=1  
5. Set 𝑘𝑘 = 𝑘𝑘 + 1 and iterate the algorithm to step 2   
In past, various works have discussed the use of particle filters in visual tracking 
using RGB data and RGB with Depth data. Particles filter has been most popularly used 
by RGB based trackers. [115] uses adaptive fusion model to integrate multi-cue 
extracted for each evaluated particle to enhance tracker performance. [116] uses color-
based likelihood (RGB data) in particle filter to track unmanned aerial vehicles. Many 
recent works[117] [39] have shown that particle filters have been used successfully to 
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handle scale variations and partial occlusions using both RGB and depth data. Readers 
are referred to [118] for recent advances on particle filters and their challenges. 
Motivated by recent success with particle filter in improving tracking accuracy, we 
explore if we can use particle filter to better localize the target (instead of using sliding 
window approach) and benefit our occlusion aware re-detection tracker which uses 
image features for correlation tracking and depth information for identifying occlusions.. 
5.2. Particle Filter with RGB-D Kernel Correlation Filter 
Tracker 
For our current methodology, we propose to augment our tracker such that RGB and 
depth data (in KCF tracker) can help us identify occlusions and particle filter framework 
can help better localize the area of the target location (when hidden) to re-detect the 
target when it comes out of occlusion. This can make the target more accurate during 
the re-detection stage. Hence, our tracker will not suffer from the large computational 
complexity of using a sliding window at each frame as mentioned in Section 4.1.4. 
Motivated by this idea, this chapter studies the use of particle filter framework with 
depth-based tracking and notes the observations. 
This chapter explores the potential of using particle filter as an additional layer of 
tracking for finding the optimal target location by propagating the samples around the 
target. This is especially needed when the correlation between two subsequent frames is 
low (e.g. occlusion) and the model needs additional information (e.g. more target 
samples) to decide the future (when the target reappears). 
This chapter is organized as follows: Section 5.3 discusses the tracking pipeline. 
In this section, we discuss the parameters which were taken into consideration as a part 
of the analysis, sample propagation, and target estimation. It also discusses how particle 
filter is used to localize the target along with the existing KCF tracker. It is followed by 
Section 5.4 where we show experimental observations on a selected dataset for 
occlusion scenarios which the authors collect. This section also shows the success 
cases and failure cases to better understand the use case of particle filter Finally, in 
Section 5.5. we discuss how particle filters can be used to improve the tracker and its 
existing shortcomings. 
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5.3. Tracking Pipeline 
5.3.1. Implementing Particle Filter 
The first target is detected using the ground truth available to us. We then define 
the state (configurations, particle) of the target as follows: 
𝑠𝑠 = {𝑥𝑥 ,𝑦𝑦, ?̇?𝑥 , ?̇?𝑦 ,𝐻𝐻𝑛𝑛 ,𝐻𝐻𝑦𝑦 ,𝛼𝛼 } 
where (𝑥𝑥, 𝑦𝑦) is the top-left coordinates of the bounding box, ?̇?𝑥 , ?̇?𝑦 are the velocity of the 
target,(𝐻𝐻𝑛𝑛 ,𝐻𝐻𝑦𝑦) is the width and the height of the target bounding box and 𝛼𝛼 is the scale 









𝑥𝑥𝑡𝑡+1 = 𝑥𝑥𝑡𝑡 +  ?̇?𝑥 + (0,∑𝑅𝑅) 
𝑦𝑦𝑡𝑡+1 = 𝑦𝑦𝑡𝑡 +  ?̇?𝑦 + 𝑁𝑁(0,∑𝑅𝑅)
?̇?𝑥𝑡𝑡+1 = ?̇?𝑥 + 𝑁𝑁(0,∑𝑅𝑅)
?̇?𝑦𝑡𝑡+1 = ?̇?𝑦 + 𝑁𝑁(0,∑𝑅𝑅)
𝐻𝐻𝑛𝑛,𝑡𝑡+1 = (1 + 𝛼𝛼𝑡𝑡).𝐻𝐻𝑛𝑛,𝑡𝑡 + 𝑁𝑁(0,∑𝑅𝑅)
𝐻𝐻𝑦𝑦,𝑡𝑡+1 = (1 + 𝛼𝛼𝑡𝑡).𝐻𝐻𝑦𝑦,𝑡𝑡 + 𝑁𝑁(0,∑𝑅𝑅)
𝛼𝛼𝑡𝑡+1 = 𝛼𝛼𝑡𝑡 +  𝑁𝑁(0,∑𝑅𝑅)
 
where 𝑁𝑁 is the normal distribution and ∑𝑅𝑅 represents the covariance of the process 
noise. The prediction model assumes that the target moves with constant velocity ( ?̇?𝑥, ?̇?𝑦 
). This assumption is made since we don’t expect our targets to increase their speed 
with time. Hence, for each time step, we can get a new location 𝑥𝑥𝑡𝑡+1,𝑦𝑦𝑡𝑡+1 using this 
constant velocity. Velocity at the next time step is computing by adding a value from a 
normal distribution within the range of process noise. Parameter scale 𝛼𝛼 simply changes 
the size of the bounding box. Process noise [119] represents the idea/feature that the 
state of the system changes over time, but we do not know the exact details of 
when/how those changes occur, and thus we need to model them as a random process. 
Hence, it is a concept to ensure that prediction made based on the model is having 
some errors since no prediction is perfect. This is done to accommodate nearby particles 




Figure 5.1. Figure shows (a) the original image with the target, here, the girl, 
and (b) N random particle propagated at the initial stage 
Once we have defined the prediction model, we can now randomly initialize N 
samples in the image space as shown in  Figure 5.1. with equal weights. Each of these 
particles is then propagated using  the prediction model defined above i.e. each particle 
state is defined by 1𝑥𝑥7 vector {𝑥𝑥 ,𝑦𝑦, ?̇?𝑥, ?̇?𝑦,𝐻𝐻𝑛𝑛 ,𝐻𝐻𝑦𝑦 ,𝛼𝛼 }. Now, we calculate the likelihood of 
each particle being encompassing the target and assign weights to them. This is done 
using a color histogram (Appendix D). For each sample region, we assign each pixel 
value into their corresponding color bins in different RGB channels.  
We also weigh these pixels depending on the distance from the center i.e. farther 
the pixel, lower the weight, and vice-versa. The weighting function can be defined as 
follows: 
𝑘𝑘(𝑟𝑟) =  �1 − 𝑟𝑟
2,       𝑟𝑟 < 1
0,      𝑏𝑏𝑡𝑡ℎ𝑙𝑙𝑟𝑟𝑤𝑤𝑖𝑖𝑠𝑠𝑙𝑙  
where 𝑟𝑟 is the normalized distance between pixel 𝑝𝑝 and region center 𝑐𝑐. These weighted 
pixels (computed from 𝑘𝑘(𝑟𝑟)) form our color distribution in each state. We can now 
calculate the similarity between two states using Bhattacharya Distance [120]. For two 
pixels 𝑝𝑝, 𝑞𝑞, Bhattacharya Distance can be defined as: 
𝑓𝑓(𝑝𝑝, 𝑞𝑞) = �𝑝𝑝. 𝑞𝑞    
For two similar pixels, 𝑑𝑑(𝑝𝑝, 𝑞𝑞) will be very low and vice versa. Hence, we will 
define similarity measure as: 
𝑑𝑑 = �(1 − 𝑓𝑓(𝑝𝑝, 𝑞𝑞))  
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Hence, if 𝑑𝑑 is large, two pixels are very similar, and if 𝑑𝑑 is low, they are very 
dissimilar. Once we have the similarity metrics, we can calculate the 𝑙𝑙𝑖𝑖𝑘𝑘𝑙𝑙𝑙𝑙𝑖𝑖ℎ𝑏𝑏𝑏𝑏𝑑𝑑 of each 








where 𝑖𝑖 is the particle such that 𝑖𝑖 = 1,2, … .𝑁𝑁 and 𝑤𝑤𝑖𝑖 is the weight. Weights are 
nothing but the likelihood of each particle. After normalization, each particle will be 
assigned a weight 𝑤𝑤𝑖𝑖 according to its distance 𝑑𝑑𝑖𝑖. 
After particle propagation and weight update, we can calculate the posterior 
(subsequent) state 𝑠𝑠𝐸𝐸 using a weighted mean of all targets: 




 This new state is used as the predicted target location as shown in Figure 5.2  
and is used by the KCF tracker to interpolate the model and make detection at the next 
frame.  
  




Figure 5.2. The figure shows target localization by particle filter. (a) shows the 
original image where the target is the girl (N=1) b.) shows N samples 
propagated to locate the target (N=3) c.) shows the target 
localization after some time by particle filter (target estimate is 
shown with a blue box in the center) (N = 7) where N = frame number 
{1,2,…50} and defines the frame number. 
5.3.2. Training, Detection, and Re-detection of Target. 
The tracking pipeline is based on the idea that given the knowledge of the depth 
information; we will use particle filter to better localize the target (search in image space 
where the target is expected to be present). Hence, the particle filter framework can help 
in target estimations during tracking when the target is visible, however, once occlusion 
is detected, we will use the estimate of the location provided by particle filter framework 
to find the best match between the target patch at frame 𝑖𝑖 and the original target patch. If 
the correlation is high, we expect that the particle filter is correctly tracking the target. 
However, if the correlation is low (e.g. coming out of occlusion scenarios), depending on 
a certain threshold we can either re-initialize the particles at the last known location to 
find the target or retain its previous position. Once the location is predicted by this 
framework, kernel correlation filter tracker continues to interpolate the model (using 








(b) Detection pipeline of the PF based tracker 
Figure 5.3. Flowchart of the training and detection pipeline of the RGBD KCF 
tracker with particle filter framework 
The tracking pipeline for the proposed tracker is shown in Figure 5.3 and is also detailed 
in Algorithm 2 in the table below: 
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kernel_correlation( 𝑥𝑥 , 𝑧𝑧, σ) 
1 Calculate 𝑘𝑘�𝑛𝑛𝑧𝑧 = 𝐹𝐹𝐹𝐹𝑇𝑇 (exp ( − 1
𝜎𝜎2
 � ‖𝑥𝑥‖2 +  ‖𝑧𝑧‖2 − 2𝐹𝐹−1 (𝑥𝑥�∗ ⊙  ?̂?𝑧 )�) 
2 Return: k = IFFT (𝑘𝑘�𝑛𝑛𝑧𝑧) 
(a)  
Training (x, y, λ) 
1 kernel_correlation(( 𝑥𝑥 , z, σ) 
2 Compute 𝛼𝛼� = �  𝒚𝒚�
 𝑘𝑘� 𝑥𝑥𝑥𝑥+𝜆𝜆
� 
3 Return 𝛼𝛼 = 𝐼𝐼𝐹𝐹𝐹𝐹𝑇𝑇(𝛼𝛼�) 
(b) 
Detection (𝑥𝑥, 𝑧𝑧, 𝜆𝜆) 
1 𝑘𝑘�𝑛𝑛𝑧𝑧 = kernel_correlation(( 𝑥𝑥 , z, σ) 
2  Calculate 𝑓𝑓(𝑧𝑧) =  𝑘𝑘�𝑛𝑛𝑧𝑧 ⊙  𝛼𝛼� 
3 Response = 𝑓𝑓(𝑧𝑧) = 𝐼𝐼𝐹𝐹𝐹𝐹𝑇𝑇 (𝑓𝑓(𝒌𝒌)) 
4 Return max (𝑓𝑓(𝑧𝑧)), position of max (𝑓𝑓(𝑧𝑧)) 
(c) 
Algorithm 2: RGB-D kernel correlation tracker with particle filter (PF) framework 
1  Extract patch 𝑝𝑝𝑎𝑎𝑡𝑡𝑐𝑐ℎ𝑟𝑟𝑔𝑔𝑟𝑟 from image 𝐼𝐼𝑖𝑖  
2  Calculate 𝐷𝐷𝑖𝑖 = Depth of image 𝐼𝐼𝑖𝑖  
3  Get initial target position 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 (i = 1) from ground truth 
4  Training ( 𝑓𝑓𝑙𝑙𝑎𝑎𝑡𝑡𝑢𝑢𝑟𝑟𝑙𝑙𝑠𝑠𝑛𝑛 , featuresx, σ) where 𝑓𝑓𝑙𝑙𝑎𝑎𝑡𝑡𝑢𝑢𝑟𝑟𝑙𝑙𝑠𝑠𝑛𝑛 is the hog features of 
the (RGB) target at 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖. For frame 1, 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 is provided by ground truth, for 
subsequent images, is it is output of detection pipeline image 𝐼𝐼𝑖𝑖 . Interpolate the 
model with training output. Estimate target position 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖′ for next frame. 𝑖𝑖 = 𝑖𝑖 + 1   
5 while 
 𝑖𝑖 < 𝑁𝑁 
 
6  In image 𝐼𝐼𝑖𝑖 .from 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖′  extract image patch 𝑝𝑝𝑎𝑎𝑡𝑡𝑐𝑐ℎ𝑝𝑝𝑝𝑝𝑒𝑒𝑖𝑖′  and calculate, 𝐷𝐷𝑖𝑖 
7  Calculate 𝐷𝐷𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑖𝑖𝑓𝑓𝑓𝑓_𝑎𝑎𝑡𝑡_𝑐𝑐𝑙𝑙𝑛𝑛𝑡𝑡𝑟𝑟𝑙𝑙 (𝐷𝐷𝑖𝑖 ,𝐷𝐷𝑖𝑖−1) where 𝑑𝑑𝑖𝑖𝑓𝑓𝑓𝑓_𝑎𝑎𝑡𝑡_𝑐𝑐𝑙𝑙𝑛𝑛𝑡𝑡𝑟𝑟𝑙𝑙 
computes difference of depths at target’s centre area. 
8 If  𝐷𝐷𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑 <  𝜃𝜃  for certain threshold 𝜃𝜃 ; set 𝑏𝑏𝑐𝑐𝑐𝑐𝑒𝑒𝑡𝑡𝑎𝑎𝑡𝑡𝑢𝑢𝑒𝑒 = 𝐹𝐹𝑎𝑎𝑙𝑙𝑠𝑠𝑙𝑙. (no occlusion) and 
go to Step 10  
9 else go to Step 19 
10  Initiate particle filter and propagate 𝐵𝐵 samples around 𝑝𝑝𝑏𝑏𝑠𝑠′𝑖𝑖  
11  Estimate the target location using particle filter. Call it 𝑝𝑝𝑏𝑏𝑠𝑠𝑝𝑝𝑑𝑑′ . 
12  Detect new target location using Detection (featurespospf′ , featurespos1). This 
computation is done in Fourier domain. Note maximum correlation response 
𝑟𝑟′𝑛𝑛𝑎𝑎𝑛𝑛𝑖𝑖+1 .  
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Algorithm 2: RGB-D kernel correlation tracker with particle filter (PF) framework 
13 If 𝑟𝑟′𝑛𝑛𝑎𝑎𝑛𝑛 > 0.6; set 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 = 𝑝𝑝𝑏𝑏𝑠𝑠𝑝𝑝𝑑𝑑′  Draw bounding box at 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 and increase frame 
number i.e. 𝑖𝑖 = 𝑖𝑖 + 1. Go to Step 11.  
14 else go to Step 15. 
15 If 0.3 < 𝑟𝑟′𝑛𝑛𝑎𝑎𝑛𝑛 < 0.6, set 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 = 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖′ (patch has some feature similarity but most 
likely dislocated so retain this frame’s estimated position) and go to Step 11 * 
16 else  if 𝑟𝑟′𝑛𝑛𝑎𝑎𝑛𝑛𝑖𝑖+1 < 0.3 (most likely coming out of occlusion); set 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 = 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖−1 go to 
Step 11 
17  Draw bounding box at 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 
18  Go to Step 6 
19  If 𝐷𝐷𝑙𝑙𝑝𝑝𝑡𝑡ℎ𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑 >  𝜃𝜃, set 𝑏𝑏𝑐𝑐𝑐𝑐𝑒𝑒𝑡𝑡𝑎𝑎𝑡𝑡𝑢𝑢𝑒𝑒 = 𝑇𝑇𝑟𝑟𝑢𝑢𝑙𝑙 , save 𝑝𝑝𝑏𝑏𝑠𝑠𝑖𝑖 . Stop tracking i.e. don’t 
draw bounding box.  
21  Go to next frame 𝑖𝑖 + 1, and go to Step 10 
22  End 
*  Note: Since the target has already been localized and has knowledge of the target previous location 
and velocity, it will better propagate the particles and not randomly initialize particles at random places in 
the whole image 
Figure 5.4. Figure showing the PF based RGB-D tracking algorithm. (d) shows 
the full algorithm which uses modules shown in (a) – kernel 
correlation computation, (b) training using kernel correlation 
module, and (c) detection using kernel correlation module 
5.4. Experimental Observations  
5.4.1. System Setup 
At the beginning of the chapter, we hypothesized that we can use RGB based 
KCF tracker to track the target, depth to identify occlusions, and particle filter to better 
localize the target to improve predictions To test our hypothesis, we study the use of 
particle filter on RGBD data. One of the main focus of adding particle filter is to assist the 
RGB and Depth information in recovering the tracking target in cases of occlusion, 
especially when the target is re-appearing after being occluded. 
 Since we are proposing to study an extension to our proposed tracking 
framework which is expected to perform better in occlusion scenarios, we collect data 
that focus particularly on this challenge but in less cluttered scenarios. We ensure that 
our dataset accommodates different scenarios of occlusion e.g. moving target occluded 
by a moving object, stable (non-moving) target occluded by a moving object. We also 
ensure that our targets (being occluded) have various ranges of speed, slow speed, and 
fast motion (which can cause motion blur). The data collected assumes that the target is 
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moving unidirectionally or bidirectionally in the horizontal plane. We do not consider 
scenarios where the target may tend to move towards and away from the sensor. They 
are useful in scenarios where the sensors are mounted in hallways (at a height at an 
angle) or mounted on stationary mobile robots which for majority part observe target 
moving from left to right or right to left. Hence, our data is a fair representation of various 
scenarios which are likely to occur in day to day lives, albeit in ideal environment (less 
clutter, constant speed). 
Data collection & Hardware Setup: Similar to our previous experiments, the data is 
collected using Microsoft Kinect V2 in an indoor home environment. Due to COVID-19, 
we were restricted in the amount of space we perform the experiments and the number 
of subjects that we can consider. Figure 5.5 shows our setup used to collect the data.  
 
Figure 5.5. The figure shows the setup using Microsoft Kinect V2 which we 
used to collect the data. We removed objects that can cause 
background clutter and kept the environment as simple as possible. 
Figure 5.6 shows few samples of RGB images and their corresponding depth 








    
Figure 5.6. Sample RGB and Depth images from our dataset. 
Data Annotation: All the data were manually annotated by the author to collect 
the ground truth. Each ground truth bounding box depicts the most tightly fitting box that 
can be drawn to have the target within the box. 
5.4.2. Observations 
The particle filter framework showed some positive results when the target is re-
detected during the re-detection stage (target is coming out of the occlusion). In such 
situations, the target is usually partly hidden, and the features are not sufficient for the 
depth-based RGB tracker to track. Particle filter, using its prior knowledge of target 
velocity attempts to locate the target in the frame as can be seen in Figure 5.7. The 
scenes in our dataset shown in Figure 5.7 has single human target being occluded by 
other object/human in the scenes. The tracker aims to correctly re-identify the tracker 
when it is just coming out of occlusion, something the RGB-D KCF tracker was not able 
to achieve. 
Table 5.1. Comparison of confusion matrix of occlusion dataset results 
between (a) KCF RGB tracker and (b) PF tracker with RGB-D. Note 
that. TP + FP = 100% and FN + TN = 100% 
 TP (%) FP (%) FN (%) TN (%) 
KCF RGB Tracker 39.39 60.61 Tracker can’t 
make a decision 
Tracker can’t 
make a decision 
Our RGB-D-PF 
Tracker 
74.07 25.93 41.67 58.33 
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(a) Dataset 1 
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(b) Dataset-2 (This example shows that if particle filter don’t give better patches, it 
continues to track using correlation with previously known location) 
111 







































    
(c) Dataset-3 
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(d) Dataset-4 
Figure 5.7. The figure shows tracking performance on occlusion dataset in 
different challenging scenarios. This dataset does not include when 
the target is moving it at a very high speed causing motion blur.  
Failure Case: One of the most challenging scenarios for any tracker is its speed. If the 
target is moving too fast, not only its features vary (because of motion blur as shown in 
Figure 5.8) but also the depth of the target has a higher chance of varying quickly.  
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Figure 5.8. The figure shows the case of motion blur when the target is moving 
at a high speed. 
We tested our algorithm on a fast-moving target and observed that True 
Positives (TP) and True Negatives (TN) dropped significantly. Figure 5.9. shows that the 
particle filter does make an attempt to locate the target and with the knowledge of the 
target velocity moves the particles from left to right (the direction of the target). However, 
after some time, with rapidly changing velocity and direction (target moving back from 
right to left), the particles are unable to localize the target (since the KCF is dependent 
on correlating features of two subsequent frames which here doesn’t show many 
similarities). Hence, the tracker loses the target and gives a higher number of False 
Positives (60%) and False Negatives (71%) (yet lower than other trackers) as shown in 
Table 5.2 
Table 5.2. The table shows True Positives, False Positives, False Negatives, 
and True Negatives (all in %) when the target is moving very fast. 
 TP (%) FP (%) FN (%) TN (%) 
KCF RGB Tracker 26.32 73.68 Tracker can’t 
make a decision 
Tracker can’t 
make a decision 
Our RGBD 
Tracker 
10.53 89.47 Tracker can’t 
make a decision 
Tracker can’t 
make a decision 
Our RGBD-PF 
Tracker 
40.00 60.00 71.43 28.57 
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Figure 5.9. Figure the failure case of particle filter based RGBD tracker. It shows 
performance on occlusion dataset in the challenging scenario of 
high speed causing motion blur. Frame number (N) is N=1, N=2, N=6, 
and N=9 
5.5. Discussion 
In our study for using particle filter to augment the performance of RGB-D KCF 
tracker, we observe that it helps localize (finding the location) the target. However, our 
failure case shows that particle need some sample frames before the occlusion in order 
to better establish the location of the target. We are assuming the tracking happens in an 
indoor environment; hence, the nominal walking speed is considered. For example, if the 
tracker is initiated at frame N=1 and the target is hidden at N=3, (where N is the frame 
number), it was observed that there is not sufficient time for particle filter to distribute the 
particles around the target. If the target gets sufficient time (e.g. target is visible and is 
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moving slowly before it is occluded) to be localized by the particle filter, it uses our 
algorithm (discussed in Section 5.1.2) to track the target. From our experimental 
observations, we see that the tracking performance of the tracker is improved, though 
marginally, as compared to our KCF RGB-D tracker.  
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Chapter 6.  
 
Conclusions and Future 
6.1. Conclusion 
This thesis explores the working of kernel correlation filter tracking algorithm in 
great detail (theoretically, mathematically, and visually) and proposes a depth-based 
kernel correlation filter that is robust to occlusions and can re-detect the targets. The 
thesis first explains the working and implementation of kernel correlation filter in detail. 
The code for the demonstrations mentioned in Chapter 2 is publicly available at 
https://github.com/copperwiring/KCF_tutorial_code for the user to understand the 
underlying intuitions, strengths, and weakness of the tracker. The detailed study and 
understanding of the KCF tracker uncovered opportunities to build a more robust RGB-D 
KCF tracker that is occlusion aware and hence can track a target in long term. However, 
due to the computational complexity of this tracker which searches exhaustively using a 
sliding window to locate the target, a study was done to identify other alternatives for 
target estimation in cases of occlusion. One such approach is a Bayesian approach like 
particle filter which we studied to observe its efficiency over RGB-D KCF tracker. Some 
of the key results of the analysis of kernel correlation tracker, RGB and depth based 
KCF tracking, tracking with particle filter framework, and experimental studies are: 
• Detailed experimental observations done on standard benchmarks show that 
kernel correlation filter (KCF) tracker is a very efficient tracker which can learn 
the features on the fly, making it suitable for online learning (without requiring 
learning features on large dataset offline like in deep learning methods). 
However, it has significant weaknesses like the inability to adapt to scale 
variations, losing the target information in cases of occlusion, etc.  
• The existing tracker benefits from the use of depth data as additional 
information to make the tracker more robust by addressing the issue of 
occlusion. The proposed RGB-D tracker is an occlusion aware RGB and depth 
based KCF tracker which tracks the target using kernel correlation and uses 
the depth information to identify instances of occlusion. Once occluded, the 
tracker stops tracking the target and attempts to re-locate the target using the 
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sliding window approach. Once the target re-appears from the occluding 
object, the tracker searches (in specific search space) for the target location 
by identifying a target patch that best correlates to the original target features. 
We tested this approach on a benchmark like Princeton Dataset as well using 
data collected by the author (using Microsoft Kinect V2 sensors). Our results 
show that the proposed RGBD tracker shows promising results and is robust 
to occlusion. However, the sliding window approach tries to localize the target 
by exhaustive search around the target location (both in x and y direction 
around the target). This approach is not ideal since, given a current state of 
movement, the target is expected to move in only one dimension (e.g. in the x-
direction). Also, our dataset assumes that the target is moving with minimal 
speed so searching far from the target’s current location will also not yield 
good results.  
• Searching on redundant spaces can be avoided by approaches like particle 
filter framework. This framework, given the tracker’s current state and 
configurations (location and velocity), propagates particles/samples to 
estimate the target. Once localized, any future particles are propagated only in 
the possible places the framework estimates the target to be present. Hence, 
particle filter when used with depth data and image features used by kernel 
correlation tracker, not only better re-identifies targets (coming out of 
occlusion) but also make it more accurate since tracker searches the right 
places reducing the possibility of false positives. The study of our proposed 
approach was experimented on a dataset particularly focussing on occlusion 
scenarios (with human presence). The dataset included diverse scenarios 
including the speed of the moving target (fast, slow) to the state of target w.r.t 
time (stable or moving). The results show that though overall tracking 
accuracy is marginally better, it helps in the stages where the target needs to 
be re-detected right after occlusion.  
6.2. Future Works: 
The proposed structure of the depth-based and probabilistic tracking system is a 
comprehensive framework that includes color-based tracking and depth-based tracking. 
The potential scope of future work from this thesis is as follows: 
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More intelligent allocation of particles: In this thesis, the Bhattacharya method of 
sampling was proposed to generate and propagate samples more effectively. This 
version of generating particles uses color histogram and information acquired from 
motion space. For a future study, we can improve the sampling strategy to address the 
particle degeneracy problem. For example, as shown in [121], we can use an improved 
particle filter based on Pearson Correlation Coefficient (PPC).  PPC when used in the 
prediction step, can help in determining whether the particles are close to the true states 
and solve the degeneracy problem. Another approach is the use of a quantum particle 
filter. For example in [122] [123], authors propose using Quantum Particle Filter (QPF) 
which enables the tracker to handle the abrupt changes in speed and direction, whereas, 
the hybridization with Mean-Shift enhances the computational efficiency by reducing the 
number of particles. In [124], the authors propose the use of QPF at the resampling 
stage in particle filters to expand the diversity of particle sets which also solves the 
degeneracy problem. 
Tracking using multiple sensors: In this thesis, the proposed framework is 
implemented and experimented using a single Microsoft Kinect sensor that is fixed on 
top of a tripod. Future works could include a network of sensors which can be achieved 
by expanding the number and capacity of the sensors. Using a multiple sensor system, 
or stationary sensors mounted on a mobile platform, we can also expand the coverage 
and flexibility of tracking. Problems like partial or full occlusions can be addressed by 
such a network of sensors as it would provide different sides of the subject and thus 
more information. For example, if a view of a body part is obstructed from one 
camera/sensor, it might be possible that another camera/sensor can obtain a view of the 
body part hidden from the first sensor. Appropriately combining data obtained from 
multiple Kinect sensors in this way can provide more accurate tracking compared with a 
single sensor. Works like [125] have explored the use of five Kinect sensors to achieve 
the best performance in the workspace for skeleton tracking in case of self-occlusion. 
Hence, the use of multiple Kinect devices could account for problems caused by 
occlusions. 
Hardware accelerations: Both particle filter and sliding window approaches have a 
challenge when it comes to high computational loads. Particle filter algorithms are 
inherently parallelizable, however, likelihood evaluations are still a big bottleneck. When 
N particles are used to approximate the true posterior probability distribution, N 
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independent, identical likelihood evaluations should be performed at each time step. Due 
to the independence of each likelihood evaluation for a particle from one another, the 
likelihood computation can be parallelized. For example, works like [126] report the 
acceleration of their particle filter algorithm on a single GPU at the resampling stage. In  
[127], they propose a robust particle filter parallelized on a GPU that can track a known 
3D object model over a sequence of RGB-D images. Hence, with the availability of 
massive computation power in the form of modern GPUs, the software implementation 
of the tracker can benefit by designing it on the GPU for fast and robust real-time people 
tracking. 
Multi-target tracking: Currently the system focuses on single targets on scenarios of 
occlusion and out-of-view. However, we can extend this work to multi-target tracking for 
both indoor and outdoor environments. Similar to the Princeton dataset we used for 
single target tracking evacuation, we can use challenges like MOT [128] for multi-target 
tracking evaluations. In [129], the authors present a multi-target tracking algorithm based 
on optical flow histogram and Kalman filtering. In [130], authors re-define the well-known 
mean-shift clustering method using asynchronous events instead of conventional frames 
and demonstrate its potential in multi-target tracking applications. 
Deep-learning method for target re-identification: This thesis focuses on depth-
based online learning and a probabilistic framework for tracking and target re-
identification. The work discussed in this thesis does not involve the use of neural 
networks to extract deep features for target identification. In future work, we intend to 
incorporate deep learning methods to solve this issue. Despite immense progress in the 
field of computer vision and deep learning, target re-identification remains to be 
completely solved. Works like Yu-Jhe et. al [131] propose a person re-identification 
strategy using a novel representation learning method that can generate a shape-based 
feature representation that is in-variant to clothing changes. Most recently, [132] 
provided a survey of various deep learning methods, both supervised and unsupervised, 
available for person re-identification. This paper shows that using neural networks can 
improve the performance of people re-identification. 
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Appendix A.  
 





Figure A.1. (a) Kinect V2 sensor used for the experiments mentioned in the 
thesis (b) x,y,z coordinate for Kinect sensor 
Kinect is a line of motion sensing input device which has a VGA video camera 
and depth sensor, working together. It is developed and maintained by Microsoft. Kinect 
sensor accessory contains a combination of hardware and software. It has a flat black 
box that sits on a small platform that can be placed on a table, shelf, or on a tripod stand 
(shown in Figure A.1). The sensors working within it are: 
Color VGA video camera. This video camera, commonly called an RGB 
camera, detects three color components: red, green and blue. 
Depth sensor: An infrared projector and a monochrome CMOS (complementary 
metal-oxide-semiconductor) sensor work together to "see" the room in 3-D regardless of 
the lighting conditions  
Kinect V2 was an improved version over its previous version Kinect V1. Kinect 
V2 runs at 30 FPS and has a depth resolution of 512 x 424 pixels and a color camera 
resolution of 1920 x 1080px. For accurate depth measurement, it is recommended to 
allow about 6 feet (1.8 meters) of play space between the user and the Kinect sensor. 
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Ridge Regression (Dual) 
We know that learning a linear classifier: 
𝑓𝑓(𝑥𝑥) = 𝒘𝒘𝑇𝑇𝒌𝒌 + 𝑏𝑏 (B1) 
can be formulated as learning an optimization problem over 𝒘𝒘. This optimization 
problem is known as the primal problem. Instead, we can learn a linear classifier: 





by solving an optimization problem over 𝛼𝛼. This is known as the dual problem as has its 
own advantageous. 
This can be extended to ridge regression problems. Ridge regression has a 
closed-form solution for its optimization problem and can be given by: 
min
𝒘𝒘





This optimization problem in 𝒘𝒘 is a convex problem and can be solved by 
differentiating it w.r.t. 𝒘𝒘 giving: 
𝒘𝒘 = (𝑋𝑋𝑇𝑇𝑋𝑋 + 𝜆𝜆𝐼𝐼)−1 𝑋𝑋𝑇𝑇𝒚𝒚 (B4) 
where 𝑋𝑋 ∈ 𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛 is the data matrix. We can find its dual form solution by using 
Representer Theorem which states that for a regularized risk minimization problem: 
min
𝑤𝑤






the solution can be given by: 





To find the dual form of solution given by Equation 31, we aim to find a relationship 
between Equation B4 and Equation B6. Hence, we use the Sherman-Morrison-
Woodbury formula, which states: 
(𝐴𝐴−1 + 𝐵𝐵𝑇𝑇𝐵𝐵)−1𝐵𝐵𝑇𝑇   =     𝐴𝐴𝐵𝐵𝑇𝑇(𝐵𝐵𝐴𝐴𝐵𝐵𝑇𝑇 + 𝐼𝐼)−1 (B7) 
Comparing the L.H.S. of Equation B7: 
(𝐴𝐴−1 + 𝐵𝐵𝑇𝑇𝐵𝐵)−1𝐵𝐵𝑇𝑇  
with (re-arranged) Equation B4: 





 ,𝐵𝐵 = 𝑋𝑋  
(B8) 
 
However, from Equation (B7), we know that: 
(𝐴𝐴−1 + 𝐵𝐵𝑇𝑇𝐵𝐵)−1𝐵𝐵𝑇𝑇   =     𝐴𝐴𝐵𝐵𝑇𝑇(𝐵𝐵𝐴𝐴𝐵𝐵𝑇𝑇 + 𝐼𝐼)−1  
Therefore, if we use Equation (B8) to substitute  𝐴𝐴 = 1/𝜆𝜆  ,𝐵𝐵 = 𝑋𝑋  in the R.H.S. of 
Equation (B7),  𝐴𝐴𝐵𝐵𝑇𝑇(𝐵𝐵𝐴𝐴𝐵𝐵𝑇𝑇 + 𝐼𝐼)−1, we will get an equivalent of the closed-form solution of 
ridge regression given by Equation (B4) which is of form (𝐴𝐴−1 + 𝐵𝐵𝑇𝑇𝐵𝐵)−1𝐵𝐵𝑇𝑇  . The 
substitution can be shown as: 
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      𝐴𝐴𝐵𝐵𝑇𝑇(𝐵𝐵𝐴𝐴𝐵𝐵𝑇𝑇 + 𝐼𝐼)−1 
Using  𝐴𝐴 = 1
𝜆𝜆
 ,𝐵𝐵 = 𝑋𝑋 :                = 1
𝜆𝜆
 𝑋𝑋𝑇𝑇  �𝑋𝑋 1
𝜆𝜆
 𝑋𝑋𝑇𝑇 + 𝐼𝐼�
−1
 




Hence, using the Sherman-Morrison-Woodbury formula and from Equation (B9), we now 
have: 
w =  𝑋𝑋𝑇𝑇  (𝑋𝑋𝑋𝑋𝑇𝑇 + 𝜆𝜆𝐼𝐼)−1y  
Comparing this with Equation (B6) which dual form solution: 





we have the dual form solution of ridge regression as: 
𝜶𝜶 =  (𝑋𝑋𝑋𝑋𝑇𝑇 + 𝜆𝜆𝐼𝐼)−1𝐲𝐲  
or  𝜶𝜶 =  (G + 𝜆𝜆𝐼𝐼)−1𝐲𝐲 
(B11) 





Appendix C.  
 
Learned Function in Kernel Correlation 
The learned function 𝑓𝑓(𝑧𝑧) in KCF can be obtained by mapping inputs by 𝜑𝜑 (a mapping 
function) in B6 and apply into kernel function of the format: 














Appendix D  
 
Color Histogram 
Color particle filters use a color histogram of a person as a reference to weigh 
the samples. It is computed using the distribution of color within the bounding box area 
of the subject/target. A color histogram can be created using RGB color space. A 1D 
histogram with 𝑏𝑏 bins (collection of pixels whose color falls in the range defined by the 
bin) is computed by calculating the number of pixels there exist for each color bin. Color 
space ranges from 0-255 and if no bin number is defined, it defaults to 255 bins as 
shown in  
 
   
Figure D.1. The figure shows the histogram of the RGB image where the y-axis 
is the intensity of the image and the x-axis is the bin (default to 255 
bins) 
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