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We say that a numerical g-s-m mapping is a central function, if the images 
of any two conjugate words are qual. The problem of knowing whether agiven 
numerical g-s-m mapping is a central function is shown to be solvable. We 
characterize the central functions among the class of numerical g-s-m mappings, 
when such functions are associated to a group of permutation. 
I .  INTRODUCTION 
La notion de transduction rationnelle constitue aujourd'hui un concept 
fondamental de la th6orie des langages. Elle appara~t 5 la fin des ann~es cinquante 
avec les machines de Moore et de Mealy, sous la forme de ce que nous appel- 
lerions ?~ pr6sent des applications 6quentielles, c'est-~-dire des applications 
d'un monoide libre X* dans un autre Y*, r6alis6es par des transducteurs uni- 
lat~res (g-s -m en anglais) qui ne sont autres que d s automates finis munis d'une 
"sortie." Nous adopterons dans cet article la d6finition de Ginsburg (1966) du 
transducteur unilat~re, c'est-5-dire que contrairement 5 Moore et Mealy la 
sortie d6finie par un 6tat et un symbole d'entr~e ne sera pas n6cessairement un
seul symbole de sortie, mais une suite 6ventuellement vide de symboles de sortie. 
Avant que Ginsburg n'eflt d6gag6 cette notion de transducteur unilatbre, qui 
6tend celle de machines de Moore et de Mealy, Rabin et Scott avaient explor6 
une voie nouvelle en d6finissant des parties du monoide produit X* X Y* 
reconnaissables par un automate fini. Cette id~e a 6t6 syst6matis6e par la suite 
e ta  abouti ~t la forme actuelle des transductions rationnelles telles qu'elles sont 
d6finies par Elgot et Mezei (1965), puis par Nivat (1968), comme parties ration- 
nelles du monoide produit X* × Y*. Depuis, cette th6orie a connu un d6veloppe- 
ment consid6rable dans le cadre de la th6orie des familles agr6ables de langages, 
introduite par Ginsburg et S. A. Greibach, o~ les transductions rationnelles se 
r6v~lent ~tre un outil pr6cieux pour l'6tude des langages formels. 
Au sein des transductions rationnelles, les applications s6quentielles continuent 
5 jouer un r61e particuli~rement important. D'abord, Ginsburg et Rose (1966) les 
ont caract6ris6es n tant qu'applications d'un monoide libre dans un autre, par des 
propri6t6s tr~s simples. Ensuite, si leur d6finition privil6gie un sens (puisque les 
notions d'applications s6quentielles gauche et droite sont distinetes), Nivat 
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(1968) et Eilenberg (1974) ont montr6 que toute transduction rationnelle fonc- 
tionnelle (c'est-5-dire toute transduction rationnelle qui d6finit une fonction 
partielle), peut ~tre obtenue par composition d'une application s6quentielle 
gauche et d'une application s6quentielle droite. De plus, un r4sultat r4cent dfl 
5 Schiitzenberger (1976) montre que toute transduction rationnelle telle que le 
nombre de mots de l'image de chaque mot est born6, est somme finie de trans- 
ductions rationnelles fonctionnelles. 
Enfin, l'4tude des applications 6quentielles soul&ve de nombreux probl6mes 
li6s 5 la th4orie des monoides finis ainsi qu'5 celle des 4quations dans le monoide 
libre, comme en t4moignent les travaux de Choffrut (1973) et de Dilger (1976). 
Le but du pr6sent article est pr6cisement d'4tudier le comportement des 
applications 4quentielles vis-a-vis de la notion fondamentale de conjugaison 
dans le monoide libre. Nous rappelons que deux mots f, h de X* sont conjuguds 
s'il existe deux mots a, b de X* tels que : f  -- abet h = ba. 
Nous dirons que l'application s6quentielle 0 de X* dans Y* conserve la 
conjugaison si les images par 0 de deux mots conjugu4s quelconques de X* sont 
deux mots conjugu6s de Y*. I1 est clair que si 0 est un morphisme, alors 0 
conserve la conjugaison. Lorsque 0 peut ~tre r6alis6e par un transducteur 
unilat6re dont le monoide de transition (il s'agit du monoide de transition de 
l'automate sous-jacent) est un groupe de permutation, on montre le r6sultat 
suivant, cf. Choffrut (1972): "si 0 conserve la conjugaison, alors soit 0 est un 
morphisme, soit il existe un mot u de Y* tel que pour tout mot f  de X*, 0(f) soit 
un faeteur gauche d'une puissance de u." Dans le second cas, l'image d'un mot 
de X* est donc uniquement d4termin4e par sa longueur. Nous sornmes ainsi 
amen4s 5 consid6rer les applications 6quentielles (num6riques) de X* dans le 
monoide additif des entiers naturels N pour lesquelles les images de deux mots 
conjugu6s quelconques de X* sont 6gales, et nous les appellerons par analogie 
avec la terminologie utilis6e dans la th4orie de la reprdsentation des groupes, des 
fonctions centr ales. 
I1 est int6ressant de remarquer que les fonctions num6riques d4finies par les 
applications s4quentielles de X* dans N font l'objet de recherche dans diff6rents 
domaines. Elles se rattachent ~la th4orie des syst6mes de Lindenmayer, puisque 
conform4ment a la d4finition de Paz et Salomaa (1973), on peut associer ~ toute 
application s6quentielle 0: X* --* Nun  TDOL dont l'alphabet est l'ensemble Q
des 6tats du transducteur nilathre r4alisant 0, l'axiome est l'6tat initial q0 e Q et 
l'ensemble des morphismes {8~}~ x est defini de la fagon suivante: pour tout 
q ~ ~ et x ~ X on a 3~(q) = q '2v off q' est le r6sultat de la transition effectu6e par 
la lettre x dans l'4tat q et v est la sortie du transducteur pour la lettre x et l'6tat q. 
Alors l'application qui 5 tout mot f  de X* associe 2°c1~ est la fonction de croissance 
du TDOL ainsi d6fini. Si 0 est une fonction centrale, la fonction de croissance du 
TDOL qui lui est associ6 est invariante par permutation circulaire sur l'ordre 
dans lequel ont 6t6 appliqu6s les morphismes. 
Enfin les applications s6quentielles num6riques rel6vent de la th6orie des s6ries 
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rationnelles ~ coefficients dans N en les variables non commutatives X, intro- 
dukes par Schiitzenberger (1962), car toute application s6quentielle 0: X*--~ N 
d4finit la s6rie: So = ~s~x* O(f)f. De telles s6ries rationnelles ont r6cemment 
donn4 lieu ~ des r6sultats originaux, cf. Katayama et al. (1976). 
Nous passons 5 la pr6sentation de ce travail. 
Apr6s un rappel de d4finitions classiques, nous montrons dans la seconde partie 
que le probl6me de savoir si une application s6quentielle num4rique 0 de X* 
dans N est une fonction centrale, est d6cidable. 
A toute application s4quentielle st associ6e une representation matricielle du 
monoide libre, cf. Nivat (1968). Nous donnons dans la troisi4me partie des 
propri6t6s de telles repr6sentations dans le cas des applications 6quentielles 
num6riques. 
La quatri~me partie est consacr6e au cas remarquable des applications s4quen- 
tielles num6riques dont le monoide de transition est un groupe de permutation. 
Utilisant les r6sultats obtenus dans la partie pr6c6dente, nous d6montrons le 
th6orhme suivant qui caract6rise celles qui sont des fonctions centrales: "Soit 
0 une application s4quentielle de X* dans N. Alors si 0 est une fonction centrale 
il existe un morphisme X' de X* dans le monoide additif des rationnels positifs 
Q+ et une application ~ de X* dans Q+ tels que l'on ait pour tout mot f  de X*: 
O(f) = x'(f)  + ~(f), o6 ~(f) d6pend de la permutation effectu6e par f sur les 
6tats du transducteur r6alisant 0." Nous montrons de plus que le monoide de 
transition d'une fonction centrale est un groups r4gulier et que tout groupe 
r6gulier est isomorphe au monoide de transition d'une application s6quentielle 
qui est une fonction centrale. 
I I . '  D~FINITIONS--D~cIDABILIT~ DU PROBL~ME 
Soit X* le mono~de libre engendr6 par l'ensemble X et 1 son 616ment neutre. 
Les 616ments de X sont appelds des lettres, ceux de X* des roots et 1 est appel6 
le mot vide de X*. 
On d6signe par I f  [, pour tout f  E X* la Iongueur de f, c'est-5-dire le nombre 
d'occurrences de lettres de X dont est constitu6 f.
$oientf  et h des roots de X*. On dit qu'ils sont conjuguds 'il existe deux roots 
u, v de X* tels que l'on ait: f = uv et h ---- vu. On dit qu'ils ont m6me image 
commutative si pour toute lettre x c X, f et h contiennent le m6me nombre 
d'occurences de x. 
Un transducteur nilat~re Test  d6fini par la donn6e de: 
(i) Trois ensembles finis non rides Q, X, Y, respectivement appel6s 
ensembles des dtats, alphabet d' entrde et aplhabet de sortie. 
(ii) Un 6tat distingu6 q0 appel6 gtat initial, 
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(iii) Deux actions / , :Q × X-+Q et O:Q × x--- ,  Y* qui s'6tendent ?~ 
Q × X* par rdcurrence sur la longueur des mots: 
VqeQ l~(q, 1) = q O(q, 1) = l, 
VqeQ,  VxcX,  v f~x*  i~(q, fx )=tz~(q , f ) ,x ) ,  
et 
O(q, fx) = O(q, f ) O(l*(q, f ), x). 
Les applications / x et 0 sont respectivement appel6es fonction de transition et 
fonction de production de T. Nous 4crirons, comme il est coutume de le faire 
q ' fau  lieu de/x(q,f). 
Notons/, '  le morphisme de X* dans le monolde QO des applications de Q dans 
lui-m~me qui a tout f e X* associe l'application d6finie par: V q ~ Q i*'(f)(q) --= 
q - f. Le monoide Ix'(X*) est appel6 monoi'de de transition de T. 
Un transducteur unilat4re est minimal ssi il v4rifie les deux conditions: 
~:Vq~Q 3fcx*  qo f=q,  
~, , :Vq ,  q 'EQ qv~q'~ 3 fcx*  O(q,f)@O(q' , f ) .  
Le transducteur unilat~re T d6finit une application 01. de X* dans Y* par: 
V f  e _32* 0r(f) = 0(%, f ) .  Inversement, nous appellerons application sgquentielle 
de X* dans Y*, toute application 0 de X* dans Y* pour laquelle il existe un 
transducteur unilat+re T tel que l'on ait: 0 = O r . Nous dirons que T rdalise O. 
Pour toute application s6quentielle O,il existe un transducteur nilat~re minimal, 
unique hun  isomorphisme pr6s, et qui le r6alise, cf. Eilenberg (1974). Nous 
noterons T o ce transducteur unilat~re minimal et nous appellerons monoide de 
transition de O, le mono~de de transition de T o . 
Nous n'envisagerons dans cet article que des applications 6quentielles 0 de 
X* dans le monoide cyclique libre Y* -- {y}*. Comme { y}* est isomorphe au 
monoide additif N des entiers positifs ou nuls, nous considbrerons 0 comme une 
application de X* dans N. Nous dirons que l'application 0: X*--~ N est une 
fonction centrale ssi pour tout f, h ~ X*, on a: O(fh) = O(hf). 
I,a proposition suivante a pour cons6quence que le probl6me de savoir si une 
application s6quentieIle 0: X* -+ N est une fonction centrale, est d6cidable. 
PROPOSITION 2.1. Soit 0 une application sdquentielle de X*  dam N rdalisde 
par un transducteur unilat~re possddant n itats. Alors 0 est une fonction centrale ssi 
pour tout f, h ~ X*  de longueur infdrieure h 2n z, on a : O(fh) = O(hf). 
Preuve. I1 suffit de montrer que la condition est suffisante. 
Nous allons d'abord 6tablir que pour tout couple d'6tats q, q' e Q et tout mot 
f E X* de longueur sup6rieure ou 6gale 5 n 2, il existe f l ,  h, f~ ~ X*  tels que l'on 
ait: h-~ 1 , f=f lh f~,  (q "fl)" h = q ' f l  et (q' "fl)" h = q' " f l -  
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En effet, tout mot fE  X* agit naturellement surQ × Q par: Vq, q' ~Q(q,q ' )  . f  = 
(q . f ,  q' . f ) .  si  f est un mot de longueur sup6rieure ou 6gale 5 n z et si q, q' sont 
deux 6tats queleonques, il existe au plus n 2 couples distincts (q, q') • f l  off f l  est 
un facteur gauche quelconque de f. Or f poss~de plus de n 2 facteurs gauches 
distincts. I1 existe donc f l ,  h, f2 e X* te l s  que t'on ait: h =/= 1, f = f lh f2 et 
(q, q') " f l  = (q, q') " f lh ,  c'est-h-dire (q " f  1)" h = q ' f l  et (q" f~) - h = q' • f~. 
Soit p le nombre de lettres de X et soit f,  h deux mots quelconques de X*. 
La condition: (1) O(fh) - -  O(hf) = 0 est en fait une 6quation lin6aire en les n • p 
inconnues O(q, x) off q e Q et x e X. Donc 0 est une fonction centrale ssi ces n • p 
inconnues satisfont au syst$me (I) des 6quations de  la forme (1) pour tout 
f, h e X*. Soit (II) le syst6me des 6quations de la forme (1) pour tout f, h ~ X* de 
longueur inffrieure 5 2n 2. Nous pr6tendons que (I) et (II) sont 6quivalents. 
Supposons par l 'absurde qu'il existe f l ,  hi ~ X* et une solution de (II) ne 
satisfaisant pas O(flhl)  - -  O(hafl) = 0. Supposons de plus qu'il n'existe pas de 
motsf~, hz e X* dans ce m6me cas et tels quef2h2 soit strictement plus court que 
f lh l .  I1 est clair quefx ou h~ est de longueur sup6rieure ou 6gale ~ 2n 2. Supposons 
que ce soitf~ . On peut donc 6crirefl  =fa ' f f l  of l f l ' , f~ sont deux mots de X* de 
longueur sup6rieure ou 6gale 5 n ~. En vertu de ce qui a 6t6 montr6 ci-dessus, on a: 
f~' = ala2a a , f~  = b~b2ba off a 1 , a s , a~, b~ , b2, ba ~ X* tels que: 
a2 # 1, b 2 # 1 
(qo " hlal) " a2 = qo " h la l  , 
Mais alors, on a: 
(qo "a  l) " ae = qo " al , 
(qo " f~'b~) " 62 = qo " f~'bt , 
(qo " lhf~'ba) " b2 = qo " hxf l 'b~.  
O(f~h~) - -  O(h~f 0 = O(f~'b~b3h 0 - -  O(hlf l 'blb3) @ O(a~aJ~h~) - O(hta~aaf l) 
- -  [O(a~a3btb,hl ) - -  O(h~a~a3b~b3) ] = 0 
ce qui contredit l'hypoth6se. 
IIl. QUELQUES PROPRIETIES DE CERTAINS MONOIDES DE MATRICES 
MONOMIALES EN LIGNES ET EN COLONNES 
I1 est classique d'associer 5 tout transducteur unilat+re une repr6sentation 
matricielle du monoide libre. Nous 6tablissons ici quelques propri6t6s de 
certaines reprfsentations matricielles, qui trouveront des applications imm6diates 
5 l'6tude des transducteurs unilat~res dans la quatri+me pattie. 
Pour tout entier n > 0, nous noterons ~ 'n  (ou ~,  l'entier n 6tant sous- 
entendu) le monoide multiplicatif des n x n matrices ~ 616ments dans le semi- 
anneau N+ des r6els positifs ou nuls et monomials en lignes et en colonnes (c'est- 
5-dire poss6dant un et un seul 616ment non nul par ligne et par colonne). Pour 
toute matrice m ~ d/Z, nous noterons mij l'616ment de m situ6 ~ l'intersection de 
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la i-brae ligne et la j -6me colonne, off i, j appartiennent it l 'ensemble 
In] = {1, 2 ..... n}. 
Nous d6signerons par . le morphisme de /Z  dans lui-mfime d~fini pour tout 
m ~ J{  par: 
i, j ~ [n] "rr(rn)i j = 0 si mij O, 
1 sinon. 
La matrice 7r(m) d4finit donc une permutation de ses n colonnes. Par 
cons4quent, si 9 est un morphisme de X* dans ~/d et si l 'on pose 9' = 7r o % 
alors 9'(X*) est isomorphe it un groupe de permutation sur [n] auquel nous 
l'identifierons d4sormais. De plus, en rue des applications aux transducteurs 
unilat~res, nous supposerons toujours que ce groupe est transitif. D'ailleurs, 
l 'extension des r4sultats de la pr4sente partie au cas g4n6ral est ais4e. 
L' introduction de la d4finition suivante se justifie, comme nous le verrons dans 
la quatri6me partie, par le fait que les fonctions centrales donnent lieu 5 des 
repr6sentations particuli6res. 
D~FINITION. Le morphisme 9 de X* dans ~ sera dit scalaire si pour tout 
mot f  de X* appartenant au noyau de 9', la matrice 9( f )  est scalaire. 
La proposition suivante constitue un exemple de morphisme scalaire. 
PROPOSITION 3.1. Soit 9 un morphisme de X*  clans ~ et supposons que 9(X*)  
soit un monoi'de commutatif. Alors 9 est scalaire. 
Preuve. Soit fun  616ment du noyau de 9'- Les seuls 616ments non nuls de 
9( f )  sont ceux de sa diagonale. Puisque 9'(X*) est transitif sur [n], pour tout 
i ~ [n], il existe h 6 X* tel que l 'on ait 9'(h)1 ~ ~ 1. Mais alors l'6galit6 9(f )9(h)  = 
9(h) 90  c) entralne 9(fh) l ,  = 9(hf) l ,  ou encore 9(f )ng(h) l i  = 9(h)~,9(f)i, , 
c'est-5-dire 9(f)11 ~- 9(f ) i i  puisque 9(h)ai est non nul, ce qui ach+ve la d6mon- 
stration. 
Nous pr6sentons maintenant le r6sultat principal de cette partie. Nous 
notons e la matrice identit6 de rift. 
PROPOSITION 3.2. Soit 9 un morphisme scalaire de X*  dan J / .  Alors il existe 
un morphisme X de X*  dans R + et une reprgsentation fidble p du groupe 9 ' (X*)  clans 
J/[ tels que l' on air: 9 = X(P ° 9'). 
Preuve. A toute lettre x de X associons un r6el positif X(x) et une matrice 
¢(x) cd¢'  de la fagon suivante. Puisque 9 est un morphisme scalaire, si r est 
l 'ordre de 9'(x), il existe un unique r6el positif a v&ifiant 9(x r) = are. Alors 
X(x) = a et ~b(x) = (1/X(x)) 9(x). Les applications X et q5 s'&endent naturellement 
en des morphismes de X* dans ~+ pour le premiere t dans dZ pour la seconde. 
I1 est clair que ¢(X*) est un sous-monoide de d[  constitu6 de matrices dont le 
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d6terminant est 6gal fi 1. En particulier, si f est un  mot de X*  appartenant au 
noyau de 9)', on a ¢ ( f )  = e c'est-5-dire ~( f )  = x(f)e. 
Soient maintenant  f et h deux roots de X*  ayant m~me image par qY et u ~ X*  
un  mot tel que ~0'(u) = ~v'(f) -I. Alors les mots fu  et hu appart iennent tous deux 
au noyau de 9)' ce qui signifie que l 'on a: q~(fu) = x(fu)e et q~(hu) ~- x(hu)e, ou 
encore, puisque 9)(u) est inversible: ¢ ( f )  = X(U)~0(u) -1 = ¢(h). I1 existe donc 
une repr&entat ion p de 9)'(X +) dans J/Z telle que l 'on ait : ¢ = p o 9)'. Que p soit 
fid61e r&ulte du fait que ~r o pest  l ' identit6 sur 9)'(X*). 
Les propositions 3.1 et 3.2 entralnent imm6diatement le:
COROLLAIRE 3.3. Soit 9) un morphisme de X*  clans ~/g. Alors le monoi'de 
9)(X*) est commutatif ssi 9) est sealaire et si le groupe 9)'(X*) est aMlien. 
Soit run  morphisme de X*  darts d/{ tel que r = zr o r. Le corollaire qui suit 
permet de construire tous les  morphismes calaires 9) de X*  dans dg  tels que: 
9)! - ~r 
COROLLAIRE 3.4. Soit 9) un morphisme de X*  dans JAg. Alors 9) est scalaire ssi 
il existe un morphisme X de X*  dans •+ et une application fl de [n] dans •+ tels que 
pour tout mot fE  X*  et tout couple i; j e[n] on ait: 9)(f)iJ = x(f)(fi(j)/fi(i)) si 
q~(f)ij # O. 
Preuve. La condit ion est 6videmment suffisante. Elle est aussi n6cessaire. 
Remarquons en effet d'abord que s i f  est un  mot de X*  pour lequel ~0(f)n est 
non  nul, alors 9)(f)1~ = x( f )  off X est le morphisme de la proposition 3.2, car si 
res t  l 'ordre de la matrice 9)'(f) on a : (9)(f))~1 = (9)(f)n) ~ = x( f )  ~" 
Soit ~ pr&ent f ,  h deux roots de X*  et i un  61~ment de [n] tels que 9)'(f)1i = 1. 
I1 existe un  mot u ~ X*  tel que q~'(u)il =- 1. En vertu de la remarque pr61i- 
minaire on a: 
9)(fU)ll = x( f )  X(u) = 9)(f)li 9)(u)il 
et 
(~(hU)l  I = x (h)  X(u)  = (~(h) l  i (~(U)i l  , c'est-h-dire 9) ( f ) l i  9)(h)1_/ 
x( f )  x(h)  " 
On peut donc d6finir une application fi: [n] -~  R + par: pour tout i ~ [n], 
fi(i) =!~(f)~e/x(f) si ~' ( f ) l i  = 1. 
Soit maintenant  h un  mot de X*,  ie t  j deux ~16ments de In] tels 
que : 9)'(h)i~. = 1. Soit fun  mot de X*  tel que ~'(f) l i  = 1. Par d6finition de fi 
il vient : ~o(f)li = x( f )  fi(i) 
et cp(fh)l ~ = x(fh) fl(j) = 9)(f)liqJ(h)ij 
on v&ifie bien que 9)(h)ij = x(h)(fi(j)/fi(i)) ce qui ach6ve la d6monstration. 
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IV. APPLICATIONS SEQUENTIELLES DONT LE MONO]'DE DE TRANSITION 
EST UN GROUPE DE PERMUTATION 
Nous ne consid6rons dans cette derni6re partie que des applications s6quen- 
tielles dont le monoide de transition est un groupe de permutation. Nous 
donnons d'abord une caract4risation de celles qui sont des fonctions centrales, 
ce qui d4finit dans ce cas particulier un algorithme plus rapide que celui donn6 
dans la seconde partie. Enfin, nous 6nongons un rfsultat sur le monoide de 
transition de telles applications s6quentielles. 
Rappelons bri~vement comment associer ~ une application s6quentielle 
quelconque (c'est-~-dire dont le monoide de transition 'est pas n6cessairement 
un groupe de permutation), une repr6sentation matricielle du monoide libre. 
Soit 0 une application s6quentielle de X* dans N, a un r6el positif non nul et 
T o son transducteur unilat6re minimal. Nous identifierons l'ensemble des 6tats 
de T o 5. [n] et nous poserons qo = 1. A tout x ~ X associons la n × n matrice 
9(x) d4finie par: 
logs ~0(x)~j = O(i, x) si i .  x = j, 
= 0 sinon. 
L'application ~o s'4tend en un morphisme de X* dans le monoide multi- 
plicatif des n × n matrices ~ coefficients dans R + et monomiales en lignes, 
c'est-f-dire poss4dant un et un seul 416ment non nul par ligne. Si pour tout mot 
f de X* nous notons ~o(f)t l 'unique 616ment non nul de la premi6re ligne de 
la matrice qo(f), alors il est clair que l'on a: O(f) = log s ~o(f)l. 
Nous ferons d6sormais l'hypoth6se que le monoi'de de transition de 0 est un 
groupe de permutation. Le morphisme ~o appliquera donc X* dans ~# ce qui nous 
permettra d'util iser les r6sultats et les notations de la partie pr6c6dente. 
Nous noterons ~ la relation d'6quivalence sur l 'ensemble [n] des 6tats du 
transducteur minimal To, engendr6e par la relation d6finie pour tout i, j e In] 
par: i ~=jss i  l existef, h EX*  tels que l 'on ait 1 "fh = iet  1 • hf = j .  
Nous passons 5 la d4monstration du r4sultat principal de cette partie. 
TH~OR~ME 4.1. Soit 0 une application sdquentielle de X*  dam N. 
(1) Si 0 est une fonction centrale, alors le morphisme ~ de X*  dam dd est 
scalaire. 
(2) 0 est une fonction centrale ssi il existe un morphisme X' de X*  dam le 
monoide additif des rationnels positifs Q+ et une fonetion ~ de X*  clans Q+ tels que 
l'on ait pour tout mot f e X*  : O(f) = ~('(f) + ~(f) oi~ ~(f) ne ddpend que de la 
classe de 1 " f clans la relation dYquivalence ~.  
Preuve. II est clair que la condition (2) est suffisante. Pour montrer qu'elle 
est n4cessaire, nous allons d'abord v6rifier (1). 
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Soit fun  mot de X* appartenant au noyau de ~0'. Puisque T o est un trans- 
ducteur minimal, il v6rifie la condition ~[[a de la deuxi~me partie. I1 existe donc 
pour tout 6tat i E [n], un mot h e X* tel que l 'on ait: 9'(h)1 ~ z 1. Mais alors 
O(fh) ~= O(hf) entraine ~o(f)llq)(h)l i = q~(h)liq~(f)i i off encore ~(f)11 = 9(f) i i  
ce qui prouve que ~o(f) est scalaire. 
On peut donc appliquer le corollaire 3.4. Pour tout mot f e X* et tout 6tat 
i E In] tel que 1 ' f  = i on a: ~o(f)l i = x(f) f i ( i )  off x( f )  et fi(i) sont des r6els de 
la forme a t avec t ~ Q+. I1 vient: O(f) = logax(f) + loga fi(i). 
Posons : x ' ( f )  ~ log~ x( f )  et a( f )  = log~ [3(i) (cette derni~re d6finition a 
un sens ~ cause du corollaire 3.4). I1 va de soi que X' est un morphisme de X* 
dans Q+. Que a ne d6pende que de la classe de 1 "f  = i darts l'6quivalence ---, 
r6sulte du fait que pour tout g, h eX*  et tout i, j e  In] on a: O(gh) = O(hg) 
c'est-fi-dire o~(gh) = c~(hg) puisque x'(gh) et x'(hg) sont 6gaux, ce qui ach~ve la 
v6rification. 
Ce r6sultat montre que l'on peut proc6der de la fa~on suivante pour v6rifier 
si une application s6quentielle est fonction centrale. 
Ayant d6fini comme dans la proposition 3.2 les matrices ¢(x) = (1/X(x)) 9(x) 
pour tout x ~ X, on v6rifie que ¢(X*) est isomorphe 5 ~o'(X*), c'est-5-dire, 
comme on s'en convainc ais6ment, que ~(X*) et 9'(X*) ont m6me cardinalit6. 
De plus, comme dans ces conditions la proposition 3.2 a montr6 que nous 
avions ¢ = p o 9', o~ p est une repr6scntation fid~le de 9'(X*) dans d//[, on 
ach&ve la v6rification en testant si, pour tout couple gl ,  g2 E ~o'(X*), les matrices 
P(glg2) et P(g2gl) ont m6me 616ment non nul dans la premiere ligne. 
Si, de plus, le mono~de de transition est un groupe ab61ien, alors la v6rification 
est encore plus ais6e, comme l'atteste le r6sultat suivant qui d6coule du corollaire 
3.3 et du th6or~me 4.1 : 
COROLLAIRE 4.2. Soit 0 une application siquentielle de X*  dam N dont le 
monoi'de de transition est un groupe abdlien. Alors 0 est une fonction centrale ssi 
pour tout couple de lettres x, y ~ X,  les matrices ~o(x) et 9( Y) commutent. 
Lorsque le groupe 9'(X*) est ab61ien, en vertu du corollaire 3.3, 0 est une 
fonction centrale si 9 est scalaire. Ce n'est plus n6cessairement le cas lorsque 
qv'(X*) est un groupe quelconque comme l'atteste l 'exemple suivant: 
EXEMPLE. 
matrices: 
Soit X = {x, y} et consid6rons le morphisme 9 d6fini par les 
:.  0] [i °0] [[ o ~ ~(y)= ~ o ~o(x) 
a ~ 0 ; 0 a s 
Le morphisme ~o est scalaire puisqu'i l  correspond ans la construction donn6e 
dans le corollaire 3.4 au morphisme x :X* - -+ ~+ d6fini par X(X)= a 2 et 
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X(Y) = aa et h l'application/3 : [3] --+ R + dfifinie par fi(1) = aet/~(2) -- f?(3) = 1. 
Pourtant O(xy) = 5 alors que 0(yx) = 4. 
Nous terminons cet article par un r~sultat sur le monoide de transition des 
applications s6quentielles qui sont des fonctions centrales. I1 est ais6 de v@ifier 
que tout groupe de permutation n'est pas n~cessairement isomorphe au mono~de 
de transition d'une application s6quentielle qui est une fonction centrale. Plus 
prficis6ment, on a Ie: 
T~I~On/~ME 4.3. Soit 0 une application siquentielle de X*  dans N qui est une 
fonction centrale. Alors son monofde de transition est un groupe reprdsentg rdguli~re- 
ment. 
Preuve. Nous allons supposer par l'absurde que le groupe n'est pas r~gulier 
et nous allons montrer qu'alors la condition ~,. de la deuxi~me partie concernant 
la d~finition du transducteur minimal T o est raise en d6faut. 
Le monoide de transition de 0, done de To, est un groupe transitif G opdrant 
sur l'ensemble [n] des ~tats de To • Soit H = {g c G ] l • g = 1} le sous-groupe 
de G constitu6 des 61~ments de G fixant 1 E [n]. On salt, el. Wielandt (1964), 
que le treillis des congruences de G est isomorphe au treillis des sous-groupes 
de G contenant H. De plus, le quotient de G par une congruence est un groupe 
r6gulier ssi le sous-groupe de G qui est associ6 5 la congruence dans cette 
correspondance est distingu6. Done si G n'est pas r6gulier, H est strictement 
inclus dans le plus petit sous-groupe distingu~ N contenant H (Nest  aussi 
i'intersection de tous les sous-groupes distingu~s de G contenant H). Soit ~u Ia 
congruence sur G d6finie par N (puisque N contient strictement H cette con- 
gruence n'est pas l'6galit6 sur [n]). Nous allons montrer que la relation d%quiv- 
alence ~ d6finie au d6but de cette partie est plus grossi+re que la congruence 
~n en prouvant que toute classe d'6quivalence d ~ est satur6e par ~.  
Soit A C [n] une elasse de ~ et consid6rons l'ensemble NA C_ G des ~l~ments 
k de G qui v6rifient pour toutg ~ G : 1 • g ~ A entralne 1 - kg ~ A.  I1 est imm6diat 
de v6rifier que NA est un sous-groupe de G contenant H; NA est de plus distingu6, 
car s i t  et g sont des 61~ments queleonques de Get  si k est un 616ment de NA,  
alors 1 • g = 1 • gt -~ t E A entralne 1 • tgt -1 ~ A par d~finition de A, mais aussi 
t • k(tgt -1) e A par d~finition de NA et finalement 1 • (t-~kt) g c A par dfifinition 
de A,  ce qui implique t - lkt  ~ NA • I1 est clair que l'ensemble A est satur~ par la 
congruence ~NA associ6e 5 N A ,donc  aussi par ~N puisque Nest  sous-groupe 
deN A . 
Nous allons v6rifier que la congruence ~N est compatible avec la fonction de 
production 0 de 0, c'est-5-dire que pour tout i, j c [n] et tout x c X,  i ~NJ 
entralne O(i, x) = O(j, x). 
Soit done i, j ~ [hi et x ~ X tels que i ~NJ.  Consid6rons deux roots f, h ~ X* 
v~rifiant 1 "f  = i et I • h = j .  En appliquant le th6or~me 4.1 on a: 
O(fx) = x' ( fx)  @ o~(fx) et 8(hx) = x'(hx) q- c~(hx). 
362 CHOFFRUT CHRISTIAN 
I i vient donc: 
O(i, x) ~- X'(x) q- ~(fx) -- a ( f )  et t~(j, x) = x'(X) q- a(hx) - -  a(h). 
Comme la congruence ~N est plus fine que la relation d'6quivalence ~-- on a: 
1 " f~N I • h entralne co(f) = c~(h) et 1 "fx ~--N 1 • hx entraine o~(fx) = ~(hx) 
d'ofi finalement O(i, x) ~ O(j, x). Pour chaque lettre x ~ X, la fonction de produc- 
tion est done constante sur chaque classe de la congruence ~N ' Si i e t j  sont deux 
4tats congrus distincts et s i f  est un mot quelconque de X* on a: O(i,f) = 
O( j , f )  ce qui contredit la condition qG et ach~ve la preuve. 
Le dernier th4or6me que nous pr6sentons, montre que tout groupe r4gulier 
peut 4tre obtenu comme monoide de transition d'une application s6quentielle 
qui est une fonction centrale. 
TH~OR/~ME 4.4. Soit Gun groupe fini reprdsentd rdguli&ement. Alors il existe 
une application s~quentielle 0 de X*  dans ~ qui est une fonction centrale et dont le 
monoi'de de transition est isomorpke h G en rant que groupe de permutation. 
Preuve. Nous allons d4finir l 'application s4quentielle 0 du th4or6me par son 
transducteur nilat+re minimal T. 
Supposons que G op&e ~ droite sur lui-mSme. Choisissons un syst~me de 
g6n4rateurs X C G comme alphabet d'entr4e, G lui-mSme comme ensemble des 
6tats et l'614ment neutre e c G comme 6tat initial. D6finissons la fonction de 
transition par : V g ~ G, V x ~ X,  g • x ~ gx. 
Soit p le nombre de classes de conjugu6s de Get  ~ une bijection entre Fen- 
semble des entiers 0 ~ i < pet  l 'ensemble des classes, avec 4a condition ~(0) 
{e}. D4finissons la fonction de production de T par :Vg~G,  VxeX 
O(g, x) --- p q- j - -  i si ~(g) ~ ie t  ~(g '  x) = j. 
I1 est clair que l'application s6quentielle 0 r6alis6e par Test  une fonction 
centrale puisque pour tout mot f6  X* tel que c~(e - f )  ~ i on a O(f) = p [ f [  -F i 
ce qui montre que O(f) ne d6pend que de la longueur de fe t  de sa classe de con- 
jugu6s. I1 suffit done de montrer que Test  bien un transducteur nilatbre minimal. 
Le groupe G 6tant fini, tout 416ment x ~ X a un ordre fini r ~ 0 et h condition 
de remplacer ehaque lois qu'i l le faut x -1 par x r4,  tout 6t6ment de G a une 
expression comme produit d'416ments de X. Done pour tout g, g' ~ G, il existe 
f~  X* tel que l 'on ai tg "f  = g' ce qui prouve que T satisfait Ia condition q/~ de 
la seconde partie. 
Soient maintenant g, g' deux 6tats distincts tels que : ~(g) = i et c~(g') ~ i '  et 
supposons i' ~ i. I1 existe f, f ' ,  h ~ X* tels que l'on air : e" f ~ g, e • f '  = g' 
et g -h  =e.  Mais alors, il v ient :0 ( f )  = p t f ] 4 - i ,  O(f') = p ] f '  [ q- i', 
O(fh) = p(I f ] + 1 h [ )e t0( f 'h )  = p(I f '  I --k ] h [) + j .D 'o f ip [h l - - i=  
0(g, h) ~ 0(g', h) =p ] h ] + j  - -  i '  avec F4galit6 ssi i = i '  e t j  ~ 0, c'est-~-dire 
si g'  • h = e ce qui implique g ~ g '  et aboutit ~t une contradiction. 
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