In this note, we provide additional results that are left out of the paper due to space considerations. Section 1 discusses the di¤erence and similarity between GARCH and SV approaches. Section 2 shows that the a¢ ne GARCH model that we use is not void of the volatility risk premium e¤ect. Section 3 provides further results on the models' in-sample option pricing performance. Finally, Section 4 provides results from re-estimating the models using daily S&P 500 returns from January 1980 to December 2009. We show that our conclusions regarding the models'performance in Figure 7 of the main text are robust to the use of a longer return period that includes the 1987's crash as well as the 2008 crisis.
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Comparison between GARCH and SV approaches
We assume that the dynamic of the variance of the normal innovation, h z;t+1 , and the time-homogeneous parameter of the jump innovation, h y;t+1 ; are h z;t+1 = w z + b z h z;t + a z h z;t (z t c z h z;t )
2
(1) h y;t+1 = w y + b y h y;t + a y h z;t (z t c y h z;t ) 2 :
The added …ltering step required to implement (1) means that the process can be viewed as a hybrid between the GARCH and the stochastic volatilities (SV) approach. It di¤ers from GARCH in that the next period's conditional volatility is not a function of the total return residual. On the other hand, it di¤ers from SV because the next period's conditional volatility is known ex-post of the return today. Although the implementation of the model in (1) is more involved than a standard GARCH, it is simpler to implement than the SV approaches. For clarity, we distinguish the mechanic of (1) from the SV approaches by comparing it to the a¢ ne stochastic volatilities with stochastic jump intensities model (SVSJI). We choose the SVSJI model for the comparison which our Lévy GARCH model converges to in the continuous-time limit. For ease of comparison, we cast the SVSJI model into a discrete-time setting by means of the Euler discretization. Its dynamic is then given by
where y t represents the Lévy jump innovation with time-varying intensity t , and z 1;t+1 , z 2;t+1 , and z 3;t+1 are three i.i.d. normal innovations at time t+1. The correlation between return and variance is captured by Corr t (R t+1 ; v t+1 ) = v . Similarly, the correlation between return and jump intensity is captured by Corr t (R t+1 ; t+1 ) = . In the above dynamics (2)-(4), there are a total of four independent shocks. Given that today's return R t is known, we can decompose the di¤usive part p v t z 1;t from the jump part y t in (2) using a …ltering density similar to our approach in this paper. However, unlike the a¢ ne GARCH model in (1), we cannot determine the next period's conditional volatility and jump intensity immediately because v t+1 and t+1 also depend on the Brownian shocks z 2;t+1 and z 3;t+1 respectively, which cannot be inferred from today's return. In most cases, the …ltration of the future period's volatility and jump intensity in the SVSJI model requires additional steps. This involves simulating two sets of i.i.d normal shocks z 2;t+1 and z 3;t+1 : After, v t+1 and t+1 can be inferred based on their likelihood of …tting the next period's return R t+1 :
GARCH and the volatility risk premium
By the nature of GARCH, normal shocks in returns and volatilities are perfectly correlated. The "normal" risk premium values that we report in our empirics represent the combination of the normal and the volatility risk. Although we cannot separately identify the volatility risk premium, the Lévy GARCH models are not void of the volatility risk premium e¤ect. Speci…cally, we show that the normal risk premium causes the volatility dynamics under the physical and risk-neutral measures to di¤er in two important ways that are consistent with the continuous-time stochastic volatility models. First, the normal risk premium intensi…es the asymmetric volatility feedback e¤ect (i.e., the leverage e¤ect). Second, it raises the unconditional mean of the return variance:
We illustrate the e¤ect of the market price of normal risk ( z ) on the asymmetric volatility feedback by computing conditional covariance between R t+1 and 2 t+2
where the superscript Q denotes that the expectation is taken under the risk-neutral measure. We also note that 00 y (0) is the second derivative of the risk-neutral coe¢ cient in the cumulant exponent of the Lévy jump innovation evaluated at 0: Equation (5) shows that a larger value of z will drive return R t+1 to co-vary more negatively with 2 t+2 under the risk-neutral measure. This feature is known as the asymmetric volatility feedback e¤ect. Therefore, a larger normal risk premium implies a larger negative correlation between returns and conditional volatilities.
The normal risk premium also a¤ects the unconditional variance of R t+1 by increasing its long-run mean. The long-run risk-neutral level of 2 t+1 can be derived by taking the unconditional expectation of the GARCH dynamic (see Proposition 2 in the main paper)
The above equation shows the long-run risk-neutral return variance increases with the market price of normal risk z .
Further analysis of option pricing performance
This sections further analyzes the models'in-sample performance by looking at their ability to …t index option prices. Table IA. 1 reports in-sample option pricing performance for the models across moneyness and maturity. We compute the mean of RIVRMSE for various moneyness (Panel A) and maturity bins (Panel B). The raw RIVRMSE values are reported for the GARCH model. For the other four models, we report their RIVRMSE ratios with respect to the GARCH model to facilitate the comparisons. RIVRMSE ratios below one indicate that the model has a lower pricing error than the GARCH model. Using all observations, we …nd that the NIG model has the lowest RIVRMSE, followed by the CGMY and VG models. These results con…rm the previous …ndings in Table 4 of the paper. Panels B-C show that the performance of the NIG model is very robust across moneyness and maturity. The NIG model performs remarkably well at pricing deep out-of-the-money puts and calls. The LS, VG and CGMY, on the other hand, do not perform better than the GARCH model for the moneyness bin F=K > 1:10.
Before going further, we note that the in-sample option pricing performance in Table 4 of the main text and those in Table IA .1 cannot be compared to studies that calibrate the parameters as well as the latent variables directly to option prices. For instance, Bakshi, Cao and Chen (1997) …nd that adding Merton jumps to the squared root SV model of Heston (1993) improves the sum of option squared pricing errors by 40 percent. Similarly, Broadie, Chernov and Johannes (2007) …nd that jump models outperform the SV model in-sample by about 50 percent. Clearly, our results based on the joint MLE approach show a more modest evidence that adding jumps to returns improve in-sample option pricing performance. Eraker (2004) arrives at a similar …nding to ours by jointly estimating S&P 500 index options and returns from January 1987 to December 1990 using the MCMC technique. Our results, as well as those in Eraker (2004) , re ‡ect the models'performance at reconciling the dynamics of options and returns, and hence cannot be compared to studies that directly …t their models to options data.
Fig. IA.1 plots the implied volatility smirks across moneyness for four di¤erent maturity buckets: 15-45, 120-180, and 250-365 days to maturity. Table 4 in the main text show that the GARCH model has the largest in-sample option pricing errors. Therefore, to avoid clutter, we do not plot the implied volatility smirks for the GARCH model. We present the analysis for three di¤erent volatility periods. The …rst sample period is from 2004/09/01 to 2004/12/31. The average value of the VIX over this period is 13.75%, and we refer to it as a low volatility period. The second sample period is from 1997/02/01 to 1997/05/31. This is when the average VIX value is about 19.96%, and we deem it a medium volatility period. The third sample period is from 2008/09/01 to 2008/12/31, when the average VIX level is 51.59%, which is a high volatility period. The main conclusion from Fig. IA.1 is that all the jump models can generate the steep implied-volatility smirks at short maturities. The NIG model, however, is slightly better at matching the implied-volatility slope observed in the data during in low and medium volatility periods. For longer maturities, Fig. IA.1 shows that all models perform equally well.
Finally, we assess the models'performance by looking at the option …tting residuals based on the loss function Fig. IA.2 shows the conventional QQ-plots of the standardized relative implied volatility residuals from the joint MLE. These plots show that the option …tting residuals for all models deviate from normality. Nevertheless, Fig. IA.2 illustrates that the violation of the nonnormality assumption is the most severe for the GARCH model which con…rms our previous results.
Daily return MLE: 1980-2009
We show that our conclusions regarding the return MLE performance of our jump models are robust to the use of longer return time series. We re-estimate the models using daily S&P 500 returns from January 1980 to December 2009. This return period includes the extremely large crash of 1987 as well as the 2008 credit crisis where we large positive and negative jumps arrive consecutively. We estimate the following return dynamic
where z t+1 is the normal innovation and y t+1 is the Lévy jump innovation. The parameters z and y are the conditional in-mean parameters. The GARCH dynamics for the variance of the normal return innovation, h z;t+1 , and the time-homogeneous jump parameter, h y;t+1 ; are
We report the estimation results in Table IA. 2. Panel B of Table IA .2 shows that most of he parameters describing the volatility and jump dynamics are well estimated and statistically signi…cant. An exception is the parameter c y in the MJ model which controls the leverage e¤ect in the jump intensity. This …nding di¤ers from our MLE results using daily returns from 1995-2009. The statistically insigni…cance estimate on c y suggests that jump arrival rates in the MJ model does not asymmetrically response to negative and positive normal shocks. However, volatility of the normal component still exhibits strong leverage e¤ect, i.e. c z is positive and signi…cant. This …nding is consistent with Christo¤ersen, Jacobs and Ornthanalai (2012) who estimate a complex jump intensity speci…cation that nests our MJ model using S&P 500 returns from 1962-2009. They …nd that normal return innovation does not induce asymmetry in the news impact curve of the jump intensity.
Looking at the log likelihood values, we …nd the CGMY model signi…cantly outperforms the other jump models. Clearly, the CGMY model is the best performing one followed by the VG model. Similar to the results in Table 5 of the main paper, Table IA .2 shows that the log likelihood values of the MJ and NIG models are almost identical. Overall, we …nd that our performance ranking based on the log likelihood values is robust to di¤erent sample periods. Table IA .2, we plot the annualized conditional daily return volatility (solid lines) for each model. Fig. IA.3 reports the results. The annualized conditional volatility is calculated as p V ar t (R t+1 ) 252; where V ar t (R t+1 ) is given by V ar t (R t+1 ) = h z;t+1 + h y;t+1 00 y (0) : which is identical to equation (5) in the main text. In order to see the contribution of jumps to daily return volatilities, we plot the annualized conditional jump volatility calculated as p V ar t (y t+1 ) 252 where V ar t (y t+1 ) = h y;t+1 00 y (0) : Fig. IA.3 shows the conditional volatility of the GARCH model increases excessively high during the 1987 crash, while for the jump models, the increase in volatility is more moderate. We …nd that jumps from the …nite-activity MJ model contribute the least to the total return volatility while in…nite activity jumps contribute to approximately half or more of the daily return volatility. The time-series average of the ratio of jump volatility to total return volatility for the MJ model is 41% while for the in…nite-activity VG, NIG, and CGMY, they are 48%, 61% and 58% respectively. This …nding is consistent with our results in Fig. 2 in the main text. Overall, our conclusion that in…nite-activity jumps explain a signi…cantly larger share of uncertainties in returns than …nite-activity jumps remains intact.
Using the MLE estimates on 1980-2009 returns in
The rows labeled "Average skewness" and "Average kurtosis" in Table IA .2 summarize the time-series mean of daily conditional skewness and kurtosis. Consistent with Tables 3 and  5 in the main text, conditional return distribution implied by the NIG model has the most negative skewness and fat-tailed characteristics. The MJ model, on the other hand, exhibits the least fat-tailed distribution. The sample skewness and excess kurtosis calculated using daily returns for 1980-2009 are 1:29 and 28:8: MJ model therefore severely underestimates the conditionally heavy left-tailed distribution of daily returns which is consistent with our previous …ndings.
Using estimates in Table IA .2, we apply the particle …ltering algorithm to back out the jump component in daily returns. The moneyness is on the horizontal axis and each row of panels corresponds to a di¤erent maturity. We plot implied volatility smirks for the data and four jump models: MJ, VG, NIG and CGMY. To avoid clutter, we do not plot the implied volatility smirks for the GARCH model which has relatively larger option pricing errors. Table IA .2, we plot the conditional return volatility, p V ar t (R t+1 ), for the GARCH model and the four jump models. All values are expressed in annualized terms. For the four jump models, we also plot the conditional volatility that is due to the jump component, p V ar t (y t+1 ). Table 3 in the main paper to compute the mean of Relative Implied Volatility Root-Mean-Squared Error (RIVRMSE) for various moneyness, and maturity bins. GARCH refers to the Heston-Nandi GARCH(1,1) model which has no jump component. MJ refers to the model that relies on the …nite-activity Merton jump process. VG, NIG and CGMY refer to the models that rely on the in…nite-activity Variance Gamma, Normal Inverse Gaussian, and CGMY jump processes, respectively. The RIVRMSE is reported in percentages for the GARCH model. For the jump models, we report their RIVRMSE ratios with respect to the GARCH model. We apply MLE to daily returns on the S&P500 index from January 1980 to December 2009. We report the results for the GARCH model which has no jump component and the four jump models that we consider: MJ, VG, NIG, CGMY. Reported in brackets underneath each estimate is the standard error computed using the outer product of the gradients. Panel A reports the estimates of conditional mean parameters. Panel B reports the estimates for the GARCH parameters governing the volatility and jump dynamic. Panel C reports estimates for the jump parameters. We report the time-series means of the conditional return moments implied by the parameter estimates. "Average volatility" reports the mean of daily return volatilities calculating and expressed in annualized terms. "Average skewness" and "Average kurtosis" report the means of daily skewness and excess kurtosis, respectively. "Average leverage" reports the sample mean of the daily correlations between returns and variance. The last row reports the log-likelihood values from the MLE. 
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