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Abstract
Linear value decomposition is a widely-used structure to scale up multi-agent
Q-learning algorithms in cooperative settings. To develop a deeper understanding
of this popular technique, this paper provides the first theoretical analysis to
characterize its internal mechanism. Our main results reveal two novel insights:
(1) Linear value decomposition structure implicitly implements a classical credit
assignment called difference rewards. (2) This implicit credit assignment requires
on-policy data distribution to achieve numerical stability. In the empirical study, our
experiments also demonstrate that most deep multi-agent Q-learning algorithms
using linear value decomposition structure cannot efficiently utilize off-policy
samples.
1 Introduction
Learning cooperative decentralized policies for agents with a single team reward signal is a classical
challenge in multi-agent reinforcement learning (MARL). There are lots of difficulties that need
to be overcome, including environment non-stationarity, algorithmic scalability, and optimization
complexity. In the context of multi-agent Q-learning, a common methodology to address these
difficulties is considering value function factorization, which aims to decompose the complicated
multi-agent system to several local decision-making tasks. Credit assignment (Wolpert and Tumer,
2002) is a representative method that explicitly distributes the global rewards to each individual agent.
This method has shown great promise in improving the scalability of MARL algorithms, however, it
usually requires specific domain knowledge to design hand-craft mechanisms. Developing general
and scalable MARL algorithms remains a core challenge for cooperative multi-agent systems.
Recently, by leveraging the strength of deep learning techniques, Sunehag et al. (2018) proposed
a structure called linear value decomposition to embed a parameterized credit assignment in deep
reinforcement learning paradigm. As stated in Eq. (1), this decomposition structure represents the
global joint action-value function Qtot(s,a) as the summation of local values Qi(s, ai).
(Additivity) Qtot(s,a) =
n∑
i=1
Qi(s, ai). (1)
By utilizing this value decomposition structure, a latent credit assignment can be directly learned
through centralized temporal-difference learning. This technique significantly improves the scalability
and learnability of multi-agent Q-learning algorithms, which breeds a series of subsequent work
(Rashid et al., 2018; Son et al., 2019; Yang et al., 2020).
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In spite of the empirical success in a broad class of MARL tasks, the internal mechanism of linear
value decomposition structure has not been well-understood. In general, the additivity constraint
stated in Eq. (1) definitely restricts the expressivity of joint value function, which may induce an
unavoidable error in function approximation. This error is known as inherent Bellman error (Munos
and Szepesvári, 2008) which usually deviates Q-learning to an unexpected behavior. In this paper,
we derive a closed-form solution to the Bellman error minimization with linear value decomposition
structure. To best of our knowledge, it is the first theoretical analysis characterizing the internal
mechanism of linear value decomposition, which can serve as a powerful toolkit to exploit more
underlying insights from this popular structure.
By utilizing the derived closed-form solution, this paper reveals two insightful facts towards a deeper
understanding of linear value decomposition structure:
1. Linear value decomposition structure implicitly implements a classical credit assignment
method called difference rewards (Wolpert and Tumer, 2002), which also draws a connection
with COMA (Foerster et al., 2018).
2. Multi-agent Q-learning with linear value decomposition requires on-policy data distribution
to provide local stability around the optimal solution. This result reverses a conventional
thought that Q-learning is an off-policy method.
Finally, we set up an extensive set of experiments to demonstrate the realizability of our theoretical
implications. According to our measurement, the default implementation of most deep multi-agent Q-
learning algorithms using linear value decomposition structure actually runs in an on-policy module.
As a comparison, learning from a static dataset definitely directs to a divergent behavior.
2 Preliminaries
2.1 Multi-agent Markov Decision Process (MMDP)
We adopt the framework of MMDP (Boutilier, 1996), defined as a tupleM = 〈N ,S,A, P, r, γ〉, to
model fully cooperative multi-agent decision making tasks. N ≡ {1, . . . , n} is a finite set of agents.
S is a finite set of global states. A denotes the action space for an individual agent. The joint action
a ∈ A ≡ An is a collection of individual actions [ai]ni=1. At each timestep t, the selected joint
action at results in a transition st+1 ∼ P (·|st,at) and a global reward signal r(st,at). The goal
for agents is to construct a joint policy pi = 〈pi1, . . . , pin〉 maximizing expected discounted rewards
V pi(s) = E [
∑∞
t=0 γ
tr(st,pi(st))|s0 = s], where pii : S 7→ A denotes an individual policy of agent
i. Denote the action-value function Qpi(s,a) = r(s,a) + γEs′∼P (·|s,a)[V pi(s′)]. In addition, we use
Q∗ and V ∗ to denote the action-value function and the value function corresponding to the optimal
policy pi∗, respectively.
2.2 Centralized Training with Decentralized Execution (CTDE)
Centralized training with decentralized execution (CTDE; Foerster et al., 2016) is a widely-used
paradigm of deep MARL for cooperative tasks. In the training procedure, the centralized trainer can
access to all global information, including the global states, the shared rewards, all agents’ polices,
and value functions. While in the decentralized execution, every agent needs to make individual
decisions based on its local observations. Notice that this paper considers MMDP as a simplified
setting which rules out the concerns of partial observability. Thus our notations do not distinguish the
concepts of states and observations.
Individual-Global-Max (IGM; Son et al., 2019) is a common principle to meet the requirement for
decentralized policy execution. It enforces the action selection consistency of the the global joint
action-value Qtot and individual action-values [Qi]ni=1, which are specified as follows:
∀s ∈ S, argmax
a∈A
Qtot(s,a) =
〈
argmax
a1∈A
Q1(s, a1), . . . , argmax
an∈A
Qn(s, an)
〉
. (2)
The additivity constraint stated in Eq. (1) is a sufficient but unnecessary condition of Eq. (2), which
serves a tractable but degenerate implementation of the IGM principle (Sunehag et al., 2018).
2
2.3 Fitted Q-Iteration (FQI) for Multi-Agent Q-Learning
To implement CTDE in multi-agent Q-learning, two special interfaces, Qtot and [Qi]ni=1, have been
included in each value function instance Q to denote the global and individual value functions. In
global reward games, the shared reward signal can only supervise the training of the joint value
function Qtot, which requires us to modify the notation of Bellman optimality operator as follows:
(T Q)tot(s,a) = r(s,a) + γ E
s′∼P (s′|s,a)
[
max
a′∈A
Qtot(s
′,a′)
]
. (3)
Fitted Q-iteration (FQI; Ernst et al., 2005) provides a unified framework which extends the above
operator to solve high-dimensional tasks using function approximation. It follows an iterative
optimization framework based on a given dataset D = {(s,a, r, s′)},
Q(t+1) ← argmin
Q∈Q
E
(s,a,r,s′)∼D
[(
r + γ max
a′∈A
Q
(t)
tot (s
′,a′)−Qtot(s,a)
)2]
, (4)
where the initial solution Q(0) is selected arbitrarily from the function class Q. By constructing a
specific function class Q that only contains instances satisfying the IGM condition stated in Eq. (2)
(Sunehag et al., 2018; Rashid et al., 2018), the centralized training procedure in Eq. (4) will naturally
produces suitable individual values [Qi]ni=1 for decentralized execution.
3 Multi-Agent Q-Learning with Linear Value Decomposition
In the literature of deep MARL, constructing a specific function classQ satisfying the IGM condition
is a critical step to realize centralized training with decentralized execution. Linear value decomposi-
tion proposed by Sunehag et al. (2018) is the simplest method to implement this paradigm, which has
become the foundation of deep multi-agent Q-learning.
In this section, we will provide a theoretical analysis towards a deeper understanding of this popular
decomposition structure. Our result is based on a multi-agent variant of fitted Q-iteration (FQI)
with linear value decomposition, named FQI-LVD. By deriving the closed-form updating rule of
FQI-LVD, we reveal a fact that linear value decomposition induces an implicit difference rewards
credit assignment (Wolpert and Tumer, 2002), which also draws a connection with COMA (Foerster
et al., 2018).
3.1 Multi-Agent Fitted Q-Iteration with Linear Value Decomposition (FQI-LVD)
To provide a clearer perspective on the effects of linear value decomposition, we make two additional
assumptions which both simplify the notations and make the analysis more tractable.
Assumption 1 (Deterministic Dynamics). The transition function P (·|s,a) is deterministic.
Assumption 1 considers an environment with deterministic transitions, which is a common simplifica-
tion for facilitating theoretical analysis (Krishnamurthy et al., 2016). In addition, this assumption is
actually realizable in most empirical scenarios, e.g., StarCraft2 unit micromanagement benchmark
(Samvelyan et al., 2019) with full observations.
Assumption 2 (Adequate and Factorizable Dataset). The dataset D contains all applicable state-
action pairs (s,a) whose empirical probability is factorizable with respect to the individual behaviors
of multiple agents. Formally, let pD(a|s) denote the empirical probability of executing joint action a
on state s, which can be factorized to the production of individual probabilities,
pD(a|s) =
∏
i∈N
pD(ai|s),
∑
ai∈A
pD(ai|s) = 1, pD(ai|s) > 0, (5)
where pD(ai|s) denotes the empirical probability of the event that agent i executes ai on state s.
Assumption 2 is based on the fact that an adequate dataset is necessary for FQI algorithms to find
an acceptable solution (Farahmand et al., 2010; Chen and Jiang, 2019). Meanwhile, the property of
factorizable data distribution can be directly induced by a decentralized data collecting procedure.
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When the behavior of involved agents performs the fully decentralized execution paradigm, the
empirical probability of the event (s,a) in the collected dataset D can be naturally factorized.
Let QLVD denote all value functions satisfying the additivity constraint stated in Eq. (1), the formula-
tion of FQI with linear value decomposition is stated as follows.
Definition 1 (FQI-LVD). Given a training datasetD. Let T LVDD : QLVD 7→ QLVD denote the empirical
Bellman operator used by fitted Q-iteration with linear value decomposition.
Q(t+1) ← T LVDD Q(t) ≡ argmin
Q∈QLVD
∑
(s,a)∈S×A
pD(a|s)
(
y(t)(s,a)−
n∑
i=1
Qi(s, ai)
)2
, (6)
where y(t)(s,a) = r(s,a) + γmaxa′ Q
(t)
tot (s
′,a′) denotes the regression target derived by Bellman
optimality operator. Qtot and [Qi]ni=1 corresponds to the interfaces of CTDE defined in section 2.3.
Value-decomposition network (VDN; Sunehag et al., 2018) corresponds to an implementation of
FQI-LVD, in which the individual value functions [Qi]ni=1 are parameterized by deep neural networks.
The joint value function Qtot can be simply formed by the summation stated in Eq. (1) and thus does
not require additional parameters. In this paper, we firstly consider the complete space of QLVD and
defer the discussion of deep-learning-based implementations to section 6.
3.2 Implicit Credit Assignment in Linear Value Decomposition
In the formulation of FQI-LVD stated in Definition 1, the empirical Bellman error minimization in
Eq. (6) can be regarded as a weighted linear least squares problem, which contains n|S||A| variables
to form individual vale functions [Qi]ni=1 and |S||A|n data points corresponding to all entries of the
regression target y(t)(s,a). Our derived closed-form solution is stated as Theorem 1, which can be
verified through Moore-Penrose inverse (Moore, 1920) for weighted linear regression analysis. The
detailed proof is deferred to Appendix.
Theorem 1. Let Q(t+1) = T LVDD Q(t) denote a single iteration of the empirical Bellman operator.
Then ∀i ∈ N ,∀(s,a) ∈ S ×A, the individual action-value function Q(t+1)i (s, ai) =
E
a′−i∼pD(·|s)
[
y(t)
(
s, ai ⊕ a′−i
)]− n− 1
n
E
a′∼pD(·|s)
[
y(t) (s,a′)
]
+ wi(s), (7)
where we denote ai ⊕ a′−i = 〈a′1, . . . , a′i−1, ai, a′i+1, . . . , a′n〉. a′−i denotes the action of all agents
except agent i. The residue term w ≡ [wi]ni=1 is an arbitrary vector satisfying ∀s,
∑n
i=1 wi(s) = 0.
As shown in Theorem 1, the local action-value function Q(t+1)i consists of three terms. The first term
is the expectation of one-step target values fixing the given individual action ai, which evaluates the
expected return of executing an individual action ai. The second term is the expectation of one-step
target values for all joint actions, which can be regarded as a baseline function evaluating the average
performance. The arbitrary vector w indicates the entire valid individual action-value function space,
and it does not affect the local action selection of each agent. We can ignore this term because w will
be eliminated in the summation operator of linear value decomposition (see Eq. (1)).
Notice that the closed-form updating rule stated in Eq. (7) resembles a classical credit assignment
mechanism called difference rewards (Wolpert and Tumer, 2002), in which the default policy corre-
sponds to the empirical probability pD(a|s) within the dataset D. While considering the situation
where the dataset D is collected by a certain policy, it further draws a connection with counterfactual
multi-agent policy gradient (COMA; Foerster et al., 2018) as the following statement.
Fact 1. As shown in Eq. (8), linear value decomposition implicitly implements a counterfactual
credit assignment mechanism, which is similar to what is used by COMA.
E
a′−i∼pD(·|s)
[
y(t)
(
s, ai ⊕ a′−i
)]
︸ ︷︷ ︸
evaluation of the individual action ai
−n− 1
n
E
a′∼pD(·|s)
[
y(t) (s,a′)
]
︸ ︷︷ ︸
counterfactual baseline
. (8)
Comparing with COMA, the implicit credit assignment in linear value decomposition is naturally
served by the given datasetD without additional calculations. The extra importance weight (n−1)/n
can be approximated to 1 if n is sufficiently large.
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Notice that Fact 1 regards the empirical probability pD(a|s) as a certain policy. In most practical
scenarios, the dataset D is accumulated by running the immediate policy pi(t) = argmaxaQ
(t)
tot (s,a)
(Mnih et al., 2015). It directs an on-policy learning module which will be discussed in the next
section.
4 Local Stability of Learning Linear Value Decomposition
In the previous section, we have derived the closed-form updating rule of FQI-LVD, which reveals the
internal credit assignment mechanism provided by linear value decomposition structure. The above
results also enable us to investigate more algorithmic functionalities of linear value decomposition
in multi-agent Q-learning. In this section, we will extend the analysis of FQI-LVD to provide some
theoretical guarantees on the local convergent properties in an on-policy learning module.
4.1 Learning with On-Policy Data Distribution
As shown in Theorem 1, the choice of training data distribution is critical to the output of the empirical
Bellman operator T LVDD . From this perspective, it is natural to consider which data distribution can
benefit multi-agent Q-learning with linear value decomposition. In this section, we switch to study
the behavior of linear value decomposition in an on-policy setting as Algorithm 1.
Algorithm 1 On-Policy Fitted Q-Iteration with -greedy Exploration
1: Initialize Q(0).
2: for t = 0 . . . T − 1 do . T denotes the computation budget
3: Construct an exploratory policy p˜it based on Q(t). . i.e., -greedy exploration
p˜it(a|s) =
N∏
i=1
(

|A| + (1− )I
[
ai = argmax
a′i∈A
Q
(t)
i (s, a
′
i)
])
(9)
4: Collect a new dataset Dt by running p˜it.
5: Operate an on-policy Bellman operator Q(t+1) ← T LVD Q(t) ≡ T LVDDt Q(t).
Algorithm 1 is a variant of Fitted Q-Iteration which adopts an on-policy sample distribution. At
line 3, an exploratory noise is integrated into the deterministic greedy policy, since the function
approximator generally requires an extensive set of samples to regularize extrapolation values.
Particularly, we investigate a standard exploration module called -greedy, in which every agent takes
a small probability to explore actions with non-maximum values. To make the underlying insights
more accessible, we assume the data collecting procedure at line 4 can obtain infinite samples, which
makes the dataset Dt become a sufficient coverage over the state-action space (see Assumption 2).
This algorithmic framework serves as a foundation of the later discussion on the local stability.
4.2 Local Stability Near the Optimal Solution
As a preliminary step, we firstly investigate the local convergent property of FQI-LVD, which
contributes to set up a more detailed characterization for the algorithmic functionality of linear value
decomposition. In this section, we consider an additional assumption stated as follows.
Assumption 3 (Unique Optimal Policy). The optimal policy pi∗ is unique.
The intuitive motivation to include this assumption is to make the optimal policy become a stable
solution. In the situation where the optimal policy is not unique, most Q-learning algorithms will
oscillate around multiple optimal policies (Simchowitz and Jamieson, 2019), and Assumption 3 helps
us to rule out this non-interesting case. Based on this setting, the local stability of FQI-LVD can be
characterized by the following lemma.
Lemma 1. There exists a threshold δ > 0 such that the on-policy Bellman operator T LVD is closed
in the following subspace B, when the hyper-parameter  is sufficiently small.
B =
{
Q ∈ QLVD
∣∣∣∣ piQ = pi∗, maxs∈S |Qtot(s,pi∗(s))− V ∗(s)| ≤ δ
}
Formally, ∃δ > 0, ∃ > 0, ∀Q ∈ B, there must be T LVD Q ∈ B.
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Figure 1: (a) An MMDP where FQI-LVD will diverge to infinity when γ ∈ ( 45 , 1). r is a shorthand for
r(s,a). (b) The learning curve of ‖Vt‖∞ while running Algorithm 1 with different hyper-parameters
 on the given MMDP. (c) The learning curve of ‖Vt‖∞ while running several deep multi-agent
Q-learning algorithms. In addition, Vmax = 11−γ = 10
2 is the maximum possible value.
Lemma 1 indicates that, once the value functionQ steps into the subspace B, the induced policy piQ
will converge to the optimal policy pi∗. By combining this local stability with Brouwer’s fixed-point
theorem (Brouwer, 1911), we can further verify the existence of a fixed-point solution for the Bellman
operator T LVD (see Theorem 2).
Theorem 2. Algorithm 1 will have a fixed point value function expressing the optimal policy if the
hyper-parameter  is sufficiently small.
The above results indicates that, multi-agent Q-learning with linear value decomposition has a
convergent region, in which the value function makes an nearly accurate prediction for the optimal
actions. Notice that QLVD is a limited function class, which even cannot guarantee to contain the
optimal value function Q∗. From this perspective, on-policy data distribution becomes necessary
to make the value predictions focus on a small set of critical state-action pairs, which helps us to
construct the stable subspace B stated in Lemma 1. In section 6, we will provide an empirical analysis
to verify the connection between stability properties and on-policy samples.
5 Unbounded Divergence in Off-Policy Training
Besides the local property discussed in the previous section, we will further provide an analysis on the
global convergence behavior of linear value decomposition structure. In general, our theoretical results
on global convergence is negative, which reveals a notable limitation of linear value decomposition
as the following statement.
Fact 2. Multi-agent Q-learning with linear value decomposition structure definitely requires on-
policy samples to maintain numerical stability. It reverses a conventional thought that Q-learning is
an off-policy method.
To begin with the introduction of Fact 2, the first notable violation of the original proof for the global
convergence is the absence of an important property called γ-contraction.
Proposition 1. The empirical Bellman operator T LVDD is not a γ-contraction. i.e., the following
important property of the standard Bellman optimality operator T does not hold for T LVDD anymore.
∀Q,Q′ ∈ Q, ‖T Q− T Q′‖ ≤ γ‖Q−Q′‖∞ (10)
In the convergence proof for the standard Bellman optimality operator T , Eq. (10) is a critical step to
derive the theoretical guarantee on global convergence. In the context of linear value decomposition,
the additivity constraint actually limits the expressivity of the value function class, which deviates the
empirical Bellman operator T LVDD from the original Bellman optimality operator T . This deviation is
also known as inherent Bellman error (Munos and Szepesvári, 2008), which corrupts a broad set of
stability properties, including γ-contraction discussed in Proposition 1.
To serve a concrete example, we construct a simple MMDP with two agents, two global states, and
two actions (see Figure 1a). The optimal policy of this MMDP is simply executing the action A(1) at
state s2, which is the only approach for two agents to obtain a positive reward. Figure 1b visualizes
the performance of Algorithm 1 with different values of the hyper-parameter . With a smaller ,
the collected dataset is more distant to an on-policy distribution. The simulation results matches the
implication provided by section 4.2 that an on-policy sample distribution can benefit the numerical
stability. As a special case,  = 1.0 refers to a completely off-policy setting with a uniform data
distribution, in which an unbounded divergence can be observed as the following proposition.
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Proposition 2. With a uniform data distribution, FQI-LVD may diverge to infinity from any initial-
ization Q(0) of joint action-value function.
Notice that the unbounded divergence discussed in Propostion 2 would happen to arbitrary initializa-
tion Q(0). In other words, the convergent region stated in Lemma 1 does not exist in the off-policy
setting. To provide an implication in practical scenarios, we also investigate the performance of
several deep multi-agent Q-learning algorithms in this MMDP. As shown in Figure 1c, VDN (Sune-
hag et al., 2018) and Qatten (Yang et al., 2020), two algorithms using linear value decomposition,
definitely result in an unbounded divergence. In particular, QMIX (Rashid et al., 2018), another
state-of-the-art algorithm using monotonic value decomposition, also diverges to infinity. As a
positive case, QTRAN (Son et al., 2019) and IQL (Tan, 1993), two well-known algorithms using
non-linear value decomposition, perform an outstanding numerical stability.
Based on the above findings, we hypothesize that the on-policy data collecting procedure should be a
critical component to maintain numerical stability. Q-learning with linear value decomposition may
be an on-policy algorithm, rather than an off-policy method as people thought before. In the next
section, we will set up a large-scale experiment on a broad class of high-dimensional tasks to verify
this hypothesis.
6 Empirical Analysis
In this section, we will conduct an empirical study to connect our theoretical results with the practical
scenarios of deep multi-agent Q-learning algorithms. Our experiments are based on StarCraft Multi-
Agent Challenge (SMAC) benchmark tasks and open-source implementations of state-of-the-art
algorithms provided by (Samvelyan et al., 2019). Detailed experiment settings refer to Appendix.
6.1 To what extent does the training procedure of deep multi-agent Q-learning resemble
on-policy learning?
Most deep multi-agent Q-learning algorithms adopt the same buffer management mechanism as DQN
(Mnih et al., 2015), which uses a first-in first-out (FIFO) buffer to make learning focus on recently
collected transitions. Combining with a modest exploration strategy such as -greedy exploration,
the sample distribution in the replay buffer will be close to an on-policy distribution. Specifically,
the most widely-used open source implementation (Samvelyan et al., 2019) for deep multi-agent Q-
learning uses a much lower training frequency comparing to DQN. It performs a single gradient step
after collecting every episode, whereas DQN performs one update after collecting every transition.
Besides, Samvelyan et al. (2019) also uses a smaller buffer containing only 5000 recent episodes,
comparing to the replay buffer used by DQN with 106 recent transitions. The above comparison
reveals that the default implementation of deep multi-agent Q-learning definitely flushes the replay
buffer in a higher frequency, which makes the training procedure become more close to an on-policy
module.
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Figure 2: Investigating the training procedure of
VDN and QMIX in the StarCraft2 task 5m_vs_6m.
In the experiment shown in Figure 2, we in-
vestigate the training procedure of two state-
of-the-art multi-agent Q-learning algorithms,
VDN (Sunehag et al., 2018) and QMIX
(Rashid et al., 2018). VDN corresponds to an
advanced implementation of FQI-LVD stated
in Definition 1, and QMIX extends its func-
tion class to a monotonic decomposition. The
learning performance of these algorithms are
shown in the left panel, in which the replay
buffer is managed by a FIFO rule. The hyper-
parameter of -greedy exploration is  = 0.05. To measure the extent of on-policy distribution
induced by a FIFO replay buffer, we design a special measurement named coincide probability h(·, ·)
defined as follows:
h(Dt,pi
(t)) = E
(s,a)∼Dt
[
1
n
n∑
i=1
I
[
ai = pi
(t)
i (s)
]]
(11)
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Figure 3: Evaluating the performance of deep multi-agent Q-learning algorithms in an off-policy
training setting.
where pi(t) and Dt denote the immediate joint policy and the content of the FIFO buffer at training
iteration t. Recalling the analysis in section 4, if we consider the empirical probability in the replay
buffer as a certain policy, the coincide probability measurement can be regarded as an approximation
of the imaginary hyper-parameter  ≈ 1− h(Dt,pi(t)). As shown in Figure 2, any significant policy
improvement can only be observed after reaching a high coincide probability, which resembles an
on-policy training distribution. It suggests that collecting on-policy samples may be an important
condition to achieve stable performance. To strengthen this argument, we will investigate an off-policy
training module in section 6.2 to reveal more underlying insights.
6.2 Does deep multi-agent Q-learning really require on-policy samples?
In the literature of off-policy reinforcement learning with function approximation, there is a long his-
tory studying the behavior of Q-learning with non-universal function classes. Many counterexamples
have been proposed to indicate certain function classes suffering from oscillation (Gordon, 1995)
or even unbounded divergence (Baird, 1995; Tsitsiklis and Van Roy, 1996). Our analysis in section
5 corresponds to a case study of the function class QLVD with linear value decomposition structure.
This function class QLVD is restricted by the additivity constraint stated in Eq. (1), which induces the
functional incompleteness and further directs to unbounded divergence in the worst case.
While combining with deep neural networks, the function classQLVD will be further reduced because
of the limited expressivity of certain network architectures. To investigate the performance of deep
multi-agent Q-learning in an off-policy training module, we adopt the experiment setting of Fujimoto
et al. (2019). In this off-policy reinforcement learning setting, the learning algorithm can only access
to a given dataset and cannot perform extra exploration. To construct a diverse dataset simulating a
uniform data distribution, we train a behavior policy and collect all its experienced transitions during
the whole training procedure. Notice that we need not consider the problem of exploration while
using this static dataset, because the behavior policy has been well trained. This large and diverse set
of transition samples enables us to set up an off-policy learning module.
Based on the above experiment setting, we investigate a series of advanced algorithms, including
VDN (Sunehag et al., 2018), QMIX (Rashid et al., 2018), Qattan (Yang et al., 2020), QTRAN (Son
et al., 2019), and IQL (Tan, 1993). As shown in Figure 3, most of these algorithms cannot utilize the
off-policy dataset collected by an unfamiliar behavior policy. The performance of VDN in off-policy
training is pretty weak, which matches the implication derived by section 5. In particular, QTRAN
uses the richest function class among these algorithms. Its function class is directly restricted by
the IGM constraint stated in Eq. (2), which induces a superset of QLVD. This superior of function
expressivity definitely leads to a better performance in off-policy training.
Our experiments of off-policy training indicate a fact that the on-policy data collecting procedure
is extremely important for multi-agent Q-learning with limited function class. The functionality of
on-policy data collecting not only serves for exploration but also contributes a lot to maintaining
algorithmic stability.
7 Conclusion
In this paper, we make an initial effort to provide theoretical analyses on multi-agent Q-learning with
value decomposition. We derive a close-form solution to the Bellman error minimization with linear
value decomposition. Based on this novel result, we reveals the implicit credit assignment mechanism
of linear value decomposition and provide analyses on its learning stability and convergence. Our
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results indicate that linear value decomposition structure induces the incompleteness of the joint
value function class. This incompleteness would hurt the numerical stability for off-policy learning.
Benefiting from a richer value function class, it is shown that QTRAN (Son et al., 2019) achieves
a more stable performance in off-policy training. However, empirical results show that, to enable
scalable learning, QTRAN adopts approximate techniques that severely undermine its stability and
learning performance in complicated domains. Therefore, it is a valuable future direction to construct
a novel multi-agent reinforcement learning architecture with a rich value function class that achieves
both learning efficiency and scalability.
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