Context. Low-mass stars in eclipsing binary systems show radii larger and effective temperatures lower than theoretical stellar models predict for isolated stars with the same masses. Eclipsing binaries with low-mass components are hard to find due to their low luminosity. As a consequence, the analysis of the known low-mass eclipsing systems is key to understand this behavior. Aims. We aim to investigate the mass-radius relation for low-mass stars and the cause of the deviation of the observed radii in low-mass detached eclipsing binary stars (LMDEB) from theoretical stellar models. Methods. We developed a physical model of the LMDEB system NSVS 10653195 to accurately measure the masses and radii of the components. We obtained several high-resolution spectra in order to fit a spectroscopic orbit. Standardized absolute photometry was obtained to measure reliable color indices and to measure the mean T eff of the system in out-of-eclipse phases. We observed and analyzed optical VRI and infrared JK band differential light-curves which were fitted using PHOEBE. A Markov-Chain Monte Carlo (MCMC) simulation near the solution found provides robust uncertainties for the fitted parameters. −0.022 R ⊙ . Spectral types were estimated to be K6V and K7V. These stars rotate in a circular orbit with an orbital inclination of i = 86.22 ± 0.61 degrees and a period of P = 0.5607222(2) d. The distance to the system is estimated to be d = 135.2 +7.6 −7.9 pc, in excellent agreement with the value from Gaia. If solar metallicity were assumed, the age of the system would be older than log(age) ∼8 based on the M bol -log T eff diagram. Conclusions. NSVS 10653195 is composed of two oversized and active K stars. While their radii is above model predictions their T eff are in better agreement with models.
Introduction
Eclipsing binary stars are currently the most powerful tool to simultaneously measure the radii and masses of stars. By observing a photometric light curve (LC) and the radial velocity (RV) curves of the two components of the binary system it is possible to measure their masses and radii with precisions of a few percent, depending on the quality of the observational data. In recent years these techniques have also lead to the characterization of more than 3900 exoplanets around stars other than the Sun (see online databases 1 2 for updated lists). Stars in the upper main sequence are intrinsically luminous and can be observed at great distance in our Galaxy and even in other nearby galaxies (see, e.g. Ribas et al. 2005; Pietrzyński et al. 2013; Lee et al. 2014) . As a result, applying these techniques to the upper main sequence stars provided a A&A proofs: manuscript no. NSVS1065paper Pojmanski 1997) , to name only two, databases devoted to searching for exoplanet transits from Earth, for example Wide Angle Search for Planets (WASP, Pollacco et al. 2006) , Hungarian Automated Telescope (HAT, Bakos et al. 2004 ) and others, as well as databases devoted to searching for exoplanet transits from space, such as COnvection, ROtation and planetary Transits, (COROT, Fridlund et al. 2006) , or Kepler (Borucki et al. 2010) . These databases are available to be screened for for LMDEBs (see, e.g., Shaw & López-Morales 2007; Coughlin et al. 2011; Irwin et al. 2011; Hartman et al. 2018 ) and other variable stars.
The analysis of those first LMDEB systems resulted in two striking features: in the mass-radius (M-R) relation the radii measured for most stars are greater than the model predictions by 10-15%, well above the uncertainties of the parameters. Also, the effective temperatures (T eff ) of the stars, plotted in a T eff -M diagram, are 5-7% lower than the models predict (López- Morales & Ribas 2005; Morales et al. 2010) . At present, the main suspect is the activity generated by the strong magnetic fields, enhanced by the short rotational periods of these stars, although other alternative explanations were proposed elsewhere (López-Morales 2007) . Current models do not account for this stellar activity, which is common in these types of stars. Therefore, it is desirable to analyze more LMDEB systems in order to see whether or not this is a common feature to all these systems, and to check possible dependences on parameters of the sample such as the orbital period.
NSVS 10653195 = 2MASS J16072787+1213590 = SDSS J160727.85+121358.9 (α=16:07:27.86, δ=+12:13:59.1, J2000.0) is an eclipsing binary star first published as a LMDEB candidate in a list by Shaw & López-Morales (2007) after a search for LMDEBs among the variable stars of the North Sky Variability Survey (NSVS, Woźniak et al. 2004 ). The first light curve analysis of this system was done by who measured high-precision Johnson VRI light curves and provided the first light-curve analysis using Eclipsing Light Curve (ELC, Orosz & Hauschildt 2000) . Their analysis results 3 in T eff1 = 3920 K, M 1 = 0.61 M ⊙ , R 1 = 0.67 R ⊙ ; T eff2 = 4120 K, M 2 = 0.67 M ⊙ , R 2 = 0.79 R ⊙ . Wolf et al. (2010) analyzed new BVR light curves using PHOEBE (PHysics Of Eclipsing BinariEs, Prša & Zwitter 2005) obtaining T eff1 = 3920 K (adopted), M 1 = 0.61 M ⊙ (adopted), R 1 = 0.71 R ⊙ ; T eff2 = 3825 K, M 2 = 0.67 M ⊙ (adopted), R 2 = 0.67 R ⊙ . These latter authors adopted T eff1 , M 1 , and M 2 from the solution. More recently, Zhang et al. (2014) analyzed their own VRI light curves but they did not provide absolute masses and radii values in their paper. One year later, Zhang et al. (2015) also observed this system and claimed the detection of a variation in the orbital period. All these previous studies analyzed only LCs and they did not publish RV orbital solutions.
In this paper we present the first complete physical measurement of the NSVS 10653195 system parameters. We used optical VRI band and infrared (IR) JK band LCs jointly with RVs and photometric measurements to obtain out-of-eclipse reliable photometric color indices of the system. This paper is organized as follows: In Sect. 2 the LC data acquisition is described. Section 3 is devoted to RV data acquisition. Section 4 is devoted to the analysis of the stellar observables and the RV and LC fits, while Sect. 5 describes the main results and the physical parameters obtained. Throughout this paper, we use the subscript 1 for the primary star, that is, the one eclipsed in the photometric primary (deepest) minimum, and the subscript 2 for the secondary star.
Light-curve observations
2.1. Optical differential photometry NSVS 10653195 was observed by using the Southeastern Association for Research in Astronomy (SARA) 0.9 m telescope at Kitt Peak National Observatory (USA) in Johnson V, R, and I filters. Given the high quality of those observations they are suitable to properly model this system. This VRI differential photometry (given in Table 1 ) includes two primary and four secondary minima.
Infrared differential photometry
Infrared photometry was carried out using the CAIN (CAmara INfrarroja) near-IR (NIR) camera placed at the Cassegrain focus of the 1.5 m Carlos Sánchez Telescope (TCS) at Teide Observatory, Canary Islands (Cabrera-Lavers et al. 2006 ). This instrument is built around a 256x256 element NICMOS 3 HgCdTe array, with 40 µm square pixels. The instrument is cooled to the temperature of liquid nitrogen (LN 2 ) and can operate in two optical configurations: wide and narrow. We chose to operate the wide optics, which provides a field of 4.25×4.25 arcmin, in order to obtain a field with enough comparison stars. With this optical configuration, the plate scale is 1.0 arcsec/pix. The filter wheel is equipped with JHK filters, among other NIR filters. These filter passbands are close to those defined by the Johnson photometric system (Johnson 1966; Glass 1985) . The readout electronics can operate in several modes but we chose to operate in the standard Fowler (8,2) mode. In order to subtract the sky background, we used a dithering pattern of four pointings using the guiding system of the telescope.
At the beginning of each night bright and dark dome flat fields were acquired to correct for variations in the pixel sensitivity. Bright flat fields were taken in the standard way against the inner part of the dome with the lights switched on. Dark flat fields were taken immediately with the same configuration but with the lights switched off. This is done to avoid changes in ambient temperature, and is equivalent to observing dark frames in the optical spectrum.
The images were processed using standard IR reduction techniques which include bright and dark flat-field processing, bad pixel masking, science image registration, background subtraction, and aperture photometry. Because of the plate scale of the instrument and the great number of bad pixels present in the array, bad-pixel correction is particularly important. For this task we created a custom bad-pixel map by using the ratio of long and short dome flat fields. We automated all these steps within a custom IRAF reduction pipeline devoted to the reduction and aperture photometry of large sets of CAIN images.
For each reduced image we performed aperture photometry for a set of aperture radii centered at each object and selected the one providing the best signal-to-noise ratio (S/N), taking into account the full width at half maximum (FWHM) of each image and the electronic parameters of the camera. This approach has the advantage of extracting the best photometry with varying seeing and atmospheric conditions but is more computationally intensive. The S/N of the differential photometry is limited in Schlegel et al. (1998) (c) Green et al. (2018) this case by the absence of suitable comparison stars of similar brightness to the target in the small field of the CAIN camera at the J and K band wavelengths. The results of this photometry are given in Table 2 . . The observations were reduced with a custom pipeline (see Buchhave et al. 2010) , and the wavelength calibration was carried out based on exposures of a thorium-argon lamp before and after each science frame.
Radial-velocity observations
Radial velocities for the two components of NSVS 10653195 were computed with the 2D cross-correlation algorithm TOD-COR (Zucker & Mazeh 1994) , using templates selected from a large library of synthetic spectra based on models by R. L. Kurucz (see Nordström et al. 1994; Latham et al. 2002) . For these determinations we used only the echelle order centered at ∼5187 Å (containing the Mg 1 b triplet), given that previous experience shows it contains most of the information on velocity, and because our template library is restricted to this wavelength range. The optimal template for each star was found by running grids of cross-correlations over a wide range of effective temperatures (T eff ) and rotational broadening (v sin i) following , and selecting the combination giving the highest cross-correlation value averaged over all observations and weighted by the strength of each exposure. In this way we estimated temperatures of 4600 ± 150 K for both stars, and projected rotational velocities of 67 ± 3 km s for the primary (star eclipsed at the deeper minimum) and secondary. We adopted log g values of 4.5 for both stars, and solar metallicity. The resulting RVs in the heliocentric frame and corresponding uncertainties are listed in Table 3 .
Analysis of the system

Distance and reddening
The Gaia parallax for NSVS 10653195 is π = 7.571 ± 0.043 milli-arcseconds (mas) which translates to a distance of d = 131.6 ± 0.8 pc (Bailer-Jones et al. 2018) . We used recent Galactic reddening maps (Schlafly & Finkbeiner 2011; Schlegel et al. 1998; Green et al. 2018) to compute a mean reddening of E(B − V) = 0.0231 ± 0.0025 (see Table 4 ), scaled for the Gaia distance using the equation (Bilir et al. 2008; Bahcall & Soneira 1980) :
In this equation, E d (B − V) is the reddening at the distance d, E ∞ (B − V) is the total reddening along the line of sight obtained from the reddening map, d is the Gaia distance to NSVS 10653195, b is the Galactic latitude, and h is the Galactic scale height, taken as h =125 pc. Equation 1 is obtained from a model composed from a disk with decreasing density with the distance to the Galactic plane, that is, it assumes a smooth distribution of the interstellar absorption along the line of sight between the observer and the eclipsing binary, which may not be the case. For this reason, the actual uncertainty in E d (B − V), taken as the mean of the three values, may be larger than the simple mean adopted here.
Effective temperature
As in the case of other faint LMDEBs (see, e.g., Iglesias-Marzoa et al. 2017) we gathered photometry from several catalogs for NSVS 10653195 and found discrepancies which prevent us from using the optical data from those catalogs to obtain reliable color indices, and subsequent T eff estimates. Specifically, there are inconsistencies among optical BVR magnitudes from different catalogs and most of them do not provide the time of the measurements to check if the system was undergoing eclipses at those times. To deal with these problems, we performed standardized photometric measurements to obtain consistent color indices in the optical BVR C I C bands for a set of LMDEBs. The observations were done using the full frame mode of the Trömso CCD Photometer (TCP, Östensen 2000; Östensen & Solheim 2000) at the IAC80 telescope (Teide Observatory, Canary Islands, Spain) during two photometric nights. Full details of these measurements, including the transformation equations and coefficients, were published in (Iglesias-Marzoa et al. 2017, Sect.4.1) . NSVS 10653195 was observed the night of June 26 2012 at photometric phases in the range 0.881−0.895, well in out-of-eclipse phase. The resulting BVR C I C magnitudes are shown in Table 5 . In the same table we also list the observed color indices, including the NIR JHK S bands from Two Micron All Sky Survey (2MASS, Skrutskie et al. 2006 ). The 2MASS photometry was obtained at JD 2450868.0374, which corresponds to an orbital phase of 0.868, using the ephemeris of Zhang et al. (2015) (see Sect. 4.3) .
Using the adopted mean value of E(B − V), we computed the interstellar extinction in all bands using Table 6 of Schlafly & Finkbeiner (2011) , and dereddened all the color indices to obtain the values shown in Table 6 . We used the empirical calibrations of Casagrande et al. (2010) and Huang et al. (2015) to obtain the T eff values for each color index, adopting [Fe/H] = 0.0 for both calibrations. A constant offset of 130 K was subtracted from the T eff values obtained from Casagrande et al. (2010) , as noted by Huang et al. (2015) (see their Sect. 4.1). The computations for the Huang et al. (2015) calibration were done using the FGKM dwarfs coefficients.
The resulting mean T eff value of 4240±100 K in Table 6 is in line with the Gaia value of 4316 K but is significantly cooler 
Notes.
(a) Identifier: 2MASS J16072787+1213590. Table 6 . Mean effective temperature estimations resulting from our BVR C I C photometry, and 2MASS photometry for NSVS 10653195. The color indices have been dereddened from those in Table 5 (see text).
Index Index value
(a) All T eff values with a constant offset of 130 K subtracted.
than the spectroscopic value (4600±150 K). There are several possible explanations for this discrepancy: a third light caused by a cool object contaminating the photometry, a significantly low metallicity, or a RV template mismatch. The first possibility was discarded by the third light tests shown in Sect. 4.5. In the analysis of the RV we assumed solar metallicity but a lower value of [Fe/H] = −0.5 dex would yield a spectroscopic T eff about 300 K cooler than that obtained. Unfortunately, there is not spectroscopic [Fe/H] estimations for this system, and they would be difficult to measure for this object because of the rotationally broadened lines. The space motion of the system (see Sect. 5) places it in the Galactic thin disk but this position does not rule out a low-metallicity system. Indeed, the photometric metallicity computed using the J − K and V − K indices and the relation of Mann et al. (2013) points towards a low metallicity of [Fe/H] = −0.31 ± 0.21 dex, though it must be pointed out that table 7 ) and the resulting quadratic fit (continuous line).
the computation is near the validity limit of that calibration. Finally, the synthetic spectra templates used to perform the crosscorrelation start to differ from real stars below T eff 4300−4500 K due to the presence of an increasing number of spectral lines. A combination of these two effects (low metallicity, and template mismatch) may be the reason for the reported T eff difference, which in any case does not affect the velocities significantly.
Period and ephemeris
We selected the linear ephemeris of Zhang et al. (2015) to phase our light curves:
This ephemeris equation was computed using the available minima published in the literature, including the observed eclipses from used in the LC analysis in Sect. 4, and the IR photometry.
In their analysis, Zhang et al. (2015) found a small decrement of the period at a rate of dP/dt = −2.79 × 10 −7 d/yr, which was not included in our model because of the small time span of the LC observations used. In order to confirm this behavior, we searched for new minima in a number of photometric surveys. We found observations of this system in the Palomar Transient Factory (PTF, Law et al. 2009 ), the Catalina Real Time Transient Survey (CRTS, Drake et al. 2009 ), and the All-Sky Automated Survey for Supernovae (ASAS-SN, Kochanek et al. 2017) . Unfortunately, these surveys have low time resolution, and the measurements are too sparse to get accurate mideclipse times. Luckily, we found new CCD minima published by Honkova et al. (2015) , Juryšek et al. (2017), and Šmelcer (2019) in the BRNO database 4 .
In Fig. 1 we show the O − C diagram computed from the ephemeris in Eq. 2 for all of the minima in the literature, both primary (P) and secondary (S) eclipses, and our IR light curves. In our case, the times were obtained using the Kwee & van Woerden method (Kwee & van Woerden 1956) . All the observed eclipse times are also listed in Table 7 . The points published in the BRNO database confirm the parabolic trend and therefore also the period change. A quadratic fit to all the points is also shown in Fig. 1 and updates the quadratic ephemeris published by Zhang et al. (2015) , resulting in primary minimum times given by the equation:
The new period change, obtained from the quadratic coefficient, is dP/dt = −(2.23 ± 0.24) × 10 −7 d/yr, which is a typical value seen in other LMDEBs (see for example Lee et al. 2013) . Since this is a well-detached binary system (see Sect. 4) this period change cannot be due to mass exchange between components.
NSVS 10653195 is composed of two active stars, and therefore a possible explanation for its period change could be angular momentum loss (AML) due to magnetic braking (Bradstreet & Guinan 1994) . We computed the rate of period change produced by AML using Eq. 2 of Bradstreet & Guinan (1994) taking k 2 = 0.1 and the results in Table 12 . This resulted in (dP/dt) AML = −1.1 ×10 −10 d/yr, a value too low to account for the observed variation. Another possible explanation is the presence of a third body in the system in a long-period orbit. This would have to be a low-luminosity object, since no measurable third light is detected in this system (see Sect. 4.5). The third body scenario is also supported by the observation of regular period changes in other LMDEB attributed to substellar companions (Wolf et al. 2016) . However, to confirm this possibility a periodic behavior in the O − C diagram is required, and this is not seen in this eclipsing binary.
Rotation and synchronicity parameter
We assumed that the two components of this system are tidally synchronized (Hut 1981) . This is a reasonable assumption, as the synchronicity process is usually faster than the circularization process for convective envelope stars, and the secondary eclipse timings for the system of NSVS 10653195 suggest that the orbit is already circularized. As a result, the synchronicity parameters for this system were set to F 1 = F 2 = 1. This assumption is verified in Sect. 5.
Third light
Given the discrepancy between the optical and spectroscopic effective temperatures and the reported detection of a period variation, we searched extensively for a third light in this system. The existence of a third light could bias the mean color of the binary system to lower temperatures and is correlated with the inclination, since the eclipse depths of a system with third light can be reproduced with a similar system model but at lower inclination. All our tests, fitting for different T eff in the components, were also repeated fitting for third light with the other parameters, always with negative results. We also fitted the VR C I C LCs from Zhang et al. (2014) with and without third light, but the solutions were in all cases compatible with no third light.
Radial-velocity fit
The RV observations were fitted using the rvfit code, which can simultaneously fit the seven parameters of a double-line spectroscopic binary using an adaptive simulated annealing algorithm (see Iglesias-Marzoa et al. 2015, for details) . For the case of NSVS 10653195 we adopted a circular orbit model, given that the secondary eclipse lies on phase 0.5. Thus, we fixed the eccentricity to zero and the argument of the periastron, which is undefined for a circular orbit, to ω=90 degrees to match the times of the eclipses. Given that the orbital period is known from photometry, we fitted the remaining three parameters (γ, K 1 , K 2 ) to the observations. Once the solution was found, we computed robust uncertainties in these three parameters using a Markov Chain Monte-Carlo (MCMC) procedure. The fitted RV orbital solution is shown in Fig. 2 and the obtained parameters and derived physical quantities in Table 8 . The value obtained for the mass ratio q = M 2 /M 1 shows that the secondary component, that is, the one eclipsed at the photometric secondary minimum, is slightly more massive than the primary, despite having less surface luminosity.
The two deviating RV observations in the primary star RV curve near phase 0.36 caught our attention. We checked these spectra looking for abnormal features or for contamination from the Moon but nothing appeared to be out of the ordinary so we decided to keep them for the fit. The contamination from moonlight can bias the RVs because the extra lines from the reflected light from the Sun can be blended with the lines of the binary components to different degrees, thus distorting the line profiles and therefore affecting the determination of the centroids in the cross-correlation analysis. As a check, we repeated the fit without these two points and obtained values of γ = −16.52 ± 0.31 km s , consistent within 1σ with the adopted solution. The resulting mass ratio from this solution is q = 1.0199 ± 0.0050, confirming that the secondary is more massive than the primary as before, and that the two points are not the cause of the q > 1 value.
Previous estimates of the q parameter reported in the literature give very different values, as they were done fitting only LCs. For detached eclipsing binaries the value of q is not constrained by the LCs, and it could happen that the value that numerically minimizes the merit function for the LCs does not correspond to the actual q value of the system. For example A&A proofs: manuscript no. NSVS1065paper 
Light-curve fit
The VRI JK light curves described in Sect. 2.1 and 2.2 were fitted simultaneously using the 1.0 SVN version of PHysics Of Eclipsing BinariEs (PHOEBE, Prša & Zwitter 2005; Prša 2011) . PHOEBE is a front-end of the well-known Wilson-Devinney code (WD, Wilson & Devinney 1971) which adds improvements to the treatment of multiwavelengh light curves. The WD employs a physical model of the gravitational distortions, radiative properties, and spot parameters of an eclipsing binary star. From preliminary fits we obtained fractional radii of r 1 = r 2 ≃ 0.22, and using q = 1.0170 from RV curves, we estimated the Roche lobe radii for each component as r L1 ≃ 0.35 and r L2 ≃ 0.36 using the Eggleton (1983) formula. These values are well above the relative radii r 1 and r 2 and therefore we selected a "detached eclipsing binary" model. To properly weight the fitting of each LC we measured the actual dispersion of each LC at quadratures (σ V = 0.0047, σ R = 0.0047, σ I = 0.0058, σ J = 0.055, σ K = 0.063) and weighted each LC with its σ value (curvedependent weights). This gives more weight in the model fit to the more precise VRI LCs.
Given the large number of parameters, we fixed some of them using external data and constraints. The period and the epoch of the primary eclipse was fixed to the values of Eq. 2. The mass ratio q = M 2 /M 1 and the system RV γ were fixed to those of the RV fit in Table 8 . The eccentricity was fixed to e = 0.0 corresponding to a circular orbit. The synchronicity parameters Table 9 . From top to bottom: K, J, I, R, and V differential light curves. K and J band TCS filters are displaced -0.7 and -0.1 magnitudes, respectively, for a better viewing. Lower panels: Residuals of the fits in the same order as the light curves in the top panel. We note the different vertical scales of the panels.
for the two components were set to F 1,2 = 1.0 corresponding to tidally synchronized stars (Hut 1981) .
The T eff1 was set to the adopted value of the mean temperature of the system as computed from the absolute photometry (4240±100 K, see Table 6 ). The albedos were set to A 1 = A 2 = 0.5 following the prescription for stars with convective envelopes (Ruciński 1969) . The gravity-brightening β 1 and β 2 exponents were both fixed to 0.32 as suggested by Lucy (1967) . As a sanity check we computed the β values following the Claret (2000) study and obtained very similar values (β 1 = 0.35 for T eff1 = 4240 K and β 2 = 0.31 for T eff1 = 4120 K from preliminary fits).
We selected a square-root limb-darkening (LD) law since this is the one that better fits light curves at longer wavelengths and in the IR (Diaz-Cordoves & Gimenez 1992; van Hamme 1993) . The LD coefficients were automatically computed after each iteration using the tables of van Hamme (1993) . The third light was initially allowed to vary (l 3 0), but all our tests resulted in negative values or values compatible with no third light, Article number, page 6 of 14 Ramón Iglesias-Marzoa et al.: Absolute dimensions of the low-mass eclipsing binary system NSVS 10653195. and so in the final fits it was fixed to zero (see below). We also allowed for mutual heating effects between the components but they do not significantly affect the fit.
Spot modeling
The need to include spots in the LC model is evident in view of the modulation of the out-of-eclipse light curves. We made some preliminary tests placing spots in the two components at latitudes of ∼45 degrees, given that there are hints that this is the range of latitudes most affected by spots in low-mass stars (Hatzes 1995; Granzer et al. 2000) . The parameters of the spots, namely, latitude, longitude, radius, and temperature ratio (T spot /T sur f ) were allowed to vary in order to fit the observed variations of the light curves. In these initial tests we tried several spot scenarios, including the use of bright spots (by forcing T spot /T sur f > 1) facing the observer at phase ∼0.2 to reproduce the hump observed at that phase. Finally, the best model was achieved with two dark spots (T spot /T sur f < 1) at convenient phases to mimic the effect of the a bright spot at the opposite side of the binary. With these two dark spots, the profile of the eclipses was much better reproduced, but small systematic residuals remained at phases surrounding the secondary eclipse, and so we placed another spot in the secondary star which fitted the residuals much better. Although PHOEBE can only fit two spots simultaneously, we managed to fit the three spots by fitting two of them at once and cycling between them until a satisfactory convergence was obtained. The model of NSVS 10653195 with spots in the two components is supported by the fact that the spectra show activity for the two components, since CaII H and K lines are clearly seen in emission in both stars. Visual inspection shows no difference in the height of the emission cores, which would suggest similar activity levels. We fitted other models with spots in only A&A proofs: manuscript no. NSVS1065paper one component but they did not fit as well as the one with spots on the two stars.
Final solution
We fitted the PHOEBE model allowing to vary the following parameters: the phase shift ∆φ, the secondary effective temperature T eff2 , the orbital inclination i, the two surface potentials Ω 1 , Ω 2 , the passband luminosities (HLA), and the spot parameters. The parameters obtained for the final solution are shown in Table 9. The uncertainties in this table are the formal ones from the PHOEBE fit, and they not include correlations among parameters or systematic effects. The formal uncertainty in T eff2 is about 4 K, but taking into account that the T eff1 uncertainty is ±100 K, we choose to add them in quadrature to take into account the dependence of the two values. The r vol values are the volumetric radii from which the absolute radii can be computed. We note that the stars are only slightly distorted (r point /r pole ∼3.2% and 2.8% for the primary and the secondary, respectively) in spite of the proximity of the stars. The fitted light curves and their residuals are shown in Fig. 3 . Figure 4 is a graphical representation of the spot configuration for four orbital phases of NSVS 10653195. It is possible that instead of extended spots (37, 21, and 29 degrees), each of them comprises a group of close smaller spots with higher T eff contrast with the surrounding photosphere, or even that they are spots with variable surface T eff distributions. However, with the present data, it is not possible to distinguish among these possibilities; this would require Doppler imaging observations (Strassmeier 2009 ) as was done before in the case of YY Gem (Hatzes 1995) .
A drawback of the PHOEBE code, which comes from the WD code, is that it does not allow the radius ratio (r 2 /r 1 ) to be fitted. In partially eclipsing systems with similar components, as is the case here, the radius ratio can often be poorly constrained and can be correlated with other parameters. An analysis of this behavior is described in Torres & Ribas (2002) for YY Gem. On the other hand, the sum of radii (r 1 +r 2 ) is well constrained by the duration of the eclipses, which can be measured with precision. Fitting separately for the individual radii (or the potentials) is not optimal. Since the radius ratio is always strongly correlated with the light ratio, it is often beneficial within MCMC to put a prior on the light ratio using the spectroscopic value, which indirectly constrains the radius ratio. However, this has to be done for the same mean wavelength of the spectra -in this case 5187 Å -and cannot be done in PHOEBE because the filter passbands do not match this wavelength.
Given that we assigned the mean effective temperature of the system to the primary star, the actual effective temperature of the primary must be hotter than the imposed value. To check whether or not the assumed T eff1 should be changed in a new analysis, we estimated the value of T eff1 using the PHOEBE results and the equations for the bolometric luminosity, L 1 = 4πR 2 1 σT 4 eff1 , and a similar equation for L 2 . The total bolometric luminosity of the system is L T = L 1 + L 2 = S T σT 4 effm , S T being the total surface of the two components, σ the Stefan-Boltzmann constant, and T effm the mean effective temperature computed from the colors of the system. From these equations we can compute the mean T effm as From the PHOEBE results in Table 9 we computed the radii R 1 = 0.6907±0.0038 R ⊙ , R 2 = 0.6707±0.0047 R ⊙ , and bolometric luminosities
Using those values in Eq. 4 we obtained T eff1 = 4300 K for the primary component, which is within 1σ of the value in the previous fit, and we fitted again the LCs imposing this corrected T eff1 .
The parameter values in Table 9 result in a distance to the system of d = 136.1 ± 6.9 pc, in very good agreement with the Gaia distance of 131.6 ± 0.8 pc (difference of 0.65σ). But from the parameters obtained from the new fit, fixing T eff1 = 4300 K, we estimated a distance d = 147.2 ± 6.8 pc, which is 2.3σ greater than the Gaia distance. In light of this result we prefer to maintain for the primary the initial T eff1 = 4240±100 K. The difference in primary temperatures is well within the uncertainties in the mean photometric temperature. This check also discards the value of 4600 K suggested by the spectra of the system since the luminosity of a system with such T eff would put the binary much further away than is allowed by the constraint of the Gaia distance. All these tests were done fixing l 3 = 0, and we repeated them by fitting for l 3 with the other parameters. Again, this resulted in no detectable third light.
A second test was done fitting for the T eff of the two components exploiting the fact that the LCs span a wide range of wavelengths. The constraint on the individual temperatures are nevertheless too weak, and the fit resulted in two temperatures that are too low to account for the observed photometric colors. As before, this fit was also repeated fitting for a third light without positive results.
We checked the individual T eff of the two components using the relation among fundamental parameters of Mamajek (2015) and the calibration of Huang et al. (2015) . We computed the absolute magnitudes for each component in several filters using the luminosity ratios for each passband in Table 9 , the out-ofeclipse calibrated magnitudes of Table 5 , the Gaia distance for the system, and the computed extinction for each passband. The resulting color indices are consequently corrected from extinction. The conversion from the Kron-Cousins to the Johnson photometric system for the optical bands was done using the relations given by Fernie (1983) , while the conversion between the 2MASS system and the TCS system for the NIR bands was done using the transformation given by Ramírez & Meléndez (2005) for dwarfs. The results are given in Table 10 and show good agreement with the fitted effective temperatures for the two components.
We also computed the individual T eff using the method of Ribas et al. (1998) , adopting the V apparent magnitudes computed from the luminosity ratios (V 1 = 13.461 ± 0.007, V 2 = 13.749 ± 0.007), the Gaia parallax (π = 7.571 ± 0.042 mas), the interstellar extinction in the V band (A V = 0.063 ± 0.007), and the BC computed from T eff in Table 9 (BC 1 = −0.83 ± 0.10, BC 2 = −0.96 ± 0.12). They result in T eff1 = 4160 ± 100 K and T eff2 = 4070 ± 110 K, slightly lower but within 1σ agreement with the values and uncertainties from the fit.
The values of the uncertainties in the Table 9 are the formal ones of the PHOEBE fit. To compute robust estimations of the uncertainties for the fitted parameters we used a Markov Chain Monte-Carlo (MCMC) wrapper for PHOEBE (Prša 2016) . We show the results of the computation at the bottom of Table 9 . Figure 5 shows the parameter correlations from MCMC simulations and histograms of individual parameter marginalized distributions. The correlation between the two potentials Ω 1 and Ω 2 is clear and related to the problem with the determination of r 2 /r 1 mentioned before.
To ensure the robustness of the MCMC fitted light-curve model we ran Gelman-Rubin diagnostics (Gelman & Rubin 1992) on this group of parameters. In this test, a value near R ≃1.0 indicates a robust solution of the MCMC chain. Table 11 shows theR values for each fitted parameter.
The most striking characteristic of this system is the inverted relation among the radii and the masses for the two components. Having very similar masses, the primary star is slightly less massive, but is larger and hotter. Based on the resulting spot configuration and on the similar intensity of emission of the CaII H and K lines, the two components display similar levels of activity, and so any radius inflation would be expected to be similar for the two stars. Also, radius inflation usually comes together with temperature suppression, meaning that if a star is inflated, it is also typically too cool. However, this is not seen in the results of the PHOEBE model for the primary. A primary larger than the secondary is seen in all our PHOEBE fits and in the MCMC simulation, and is also confirmed by the solutions of , Wolf et al. (2010) , Zhang et al. (2014) , and Zhang et al. (2015) , the latter with independent data sets from ours. As a final test, we also independently fitted with PHOEBE the VR C I C light curves of Zhang et al. (2014) jointly with our RV results. For these light curves only a spot is needed over the primary to get a reasonable fit. The resulting model is again compatible with no third light, and it results in potentials Ω 1 = 5.483 ± 0.014 and Ω 2 = 5.716 ± 0.016 which translates again to r 1 > r 2 .
The system of NSVS 10653195
Absolute parameters
The absolute parameters for the NSVS 10653195 system are shown in Table 12 . They were computed from the results in Tables 8 and 9 , adopting the T eff2 , potentials Ω 1 and Ω 2 , and orbital inclination with their uncertainties from the MCMC computation. The volumetric radii were computed solving Eq. 1 and 2 of Wilson (1979) . The adopted uncertainty in T eff2 was taken to be the combination of the MCMC uncertainties and the T eff1 uncertainty added in quadrature, the latter arising from the photometric colors and the empirical calibrations. For the solar values we used the recommended International Astronomical Union (IAU) values T eff⊙ =5772 K, log g ⊙ =4.438, M bol⊙ =4.74 (IAU Inter-Division A-G Working Group on Nominal Units for Stellar & 2015; Prša et al. 2016) . The bolometric corrections (BC) were computed using the BC scale by Flower (1996) with the corrections given in Sect. 2 of Torres (2010) .
Based on their effective temperatures, the two stars have spectral types K6V and K7V (Mamajek 2015) . Given the uncertainties in the T eff we adopted uncertainties of ±1 for the spectral types. The masses both have relative uncertainties of σ(M)/M ≃ ±0.8%, while the radii have (+2.5%, −3.5%) for R 1 , and (+2.7%, −3.3%) for R 2 , which makes this system suitable for testing the stellar models. The departure of the two stars from a spherical model is very small with the two stars well inside their Roche lobes.
The physical parameters of this system suggest that the times for the tidal synchronization and orbital circularization to occur are very short (Hut 1981) . Following Hilditch (2001) , these times, in units of years, can be computed as
t circ ≃ 10 6 q −1 1 + q 2 5/3
where q = M 2 /M 1 is the mass ratio (from Table 8 ) and P is the orbital period in days. For NSVS 10653195 these times are t sync ≃ 10 3 yr and t circ ≃ 4.5 × 10 4 yr. These values are small compared to typical ages of low-mass stars, and justify our assumptions about the synchronicity parameters in Sect. 4.4.
Age, distance, and space velocities
Using the bolometric luminosities of the two components in Table 12 , and bolometric corrections (BC V ), we obtain a combined absolute V magnitude for the system of M Vtot = 7.12 +0.12 −0.13 . Using the visual apparent magnitude of the system (V = 12.843±0.005, see Table 5 ) and the interstellar reddening in the V band, this results in a distance modulus of m − M = 5.72 +0.12 −0.13 , which translates into a distance of d = 135.2 +7.6 −7.9 pc. The computed distance to the system is in excellent agreement with the Gaia value A&A proofs: manuscript no. NSVS1065paper (a) PHOEBE primary luminosity level in V band.
(d Gaia = 131.6 ± 0.8 pc) with the bulk of the uncertainty coming from the T eff and the bolometric corrections that arise from them. We also computed the Galactic (U, V, W) 5 space velocities applying the prescription of Johnson & Soderblom (1987) , the systemic RV of the system (see Sect. 4.6) , and the Gaia distance and proper motion measurements: µ α = −37.938 ± 0.052 mas yr . These Galactic velocities indicate thin disk kinematics for NSVS 10653195 as the W velocity is nearly zero.
In an attempt to constrain the age of the system we checked a number of kinematic criteria with little success. This binary is outside the area defined by Eggen (1989) as belonging to the young Galactic disk, and the velocities lie just over the V boundary of the criteria of Leggett (1992) (−50 < U < 20, −30 < V < 0, −25 < W < 10, all in km s −1 ); also the binary is not within any known early-type or late-type population tracer (Skuljan et al. 1999) , and cannot be related to any known moving group (Montes et al. 2001; Maldonado et al. 2010) . Therefore, we cannot impose constraints on the age of the system based on kinematic criteria. In addition, the short period of this system cannot impose constraints based on the synchronization or the circularization times. At best, all we can say from this system, Notes.
(a) Projected rotational velocity expected for synchronous rotation and a circular orbit. based on a solar or sub-solar metallicity and the typical age of K stars, is that the system would be a main sequence star with an undefined age of one or more gigayears.
At last, Fig. 6 shows a M bol -log T eff diagram of the two components of this system with the Baraffe et al. (1998) (hereafter BCAH98) isochrones overplotted. Since the metallicity of NSVS 10653195 is unknown we included isochrones for solar metallicity [M/H] = 0.0 dex represented as black lines, and for low metallicity with [M/H] = −0.5 dex, represented by red lines. Assuming solar metallicity, all that can we say from that figure is that this system is older than log(age(yr)) ∼ 8. Any age of log(age(yr)) ∼ 8 or older fits the two components equally well. In this scenario, NSVS 10653195 would be a main sequence system. If low metallicity is assumed, for example [M/H] = −0.5 dex, the age of the system could be fitted by a younger isochrone, with an age halfway log(age(yr)) = 7 − 8. Metallicities slightly over [M/H] = −0.5 could also fit an old system given the uncertainties in the position of the components in the M bol -log T eff plane. Specific metallicity measurements for this system would help to resolve this ambiguity; though as mentioned before they would be difficult to measure because of their high rotation speeds.
Comparison with models
In Fig. 7 we plot the masses and radii for the NSVS 10653195 components and other benchmark LMDEBs collected from the literature. The individual components of benchmark LMDEBs are plotted as filled circles and the components of NSVS 10653195 are plotted as open diamonds. All of them are plotted with their uncertainties, but in many cases those are smaller than the plot symbols. It must be stressed that some of the systems taken from the literature quote only formal uncertainties and that actual error bars should be larger. The complete list of systems plotted can be found in Iglesias-Marzoa et al. (2017) (see their Table 15 ) from which we selected those with relative uncertainties of less than 5% in mass and radius.
We also plotted four theoretical models which predict massradii relations for the stellar low-mass regime, namely the models of Baraffe et al. (1998) , Dotter et al. (2008) , Girardi et al. (2000) , and Yi et al. (2001) . The selected models have solar metallicity (Z=0.02) and an age of 3 Gyr, and they must be taken only as reference and for comparison with the sample of objects. They are not fits to the components of NSVS 10653195. For the Baraffe et al. (1998) model we selected a mixing length parameter of α = l/H p = 1.
The components of NSVS 10653195 follow the same trend seen in other LMDEBs in their range of masses, that is, the components are oversized with respect to the radius predicted by the models: the radius of the primary is about 15% larger than the model predicts, and the radius of the secondary is about 12% larger. Those differences are clearly larger than the computed radii uncertainties. Figure 8 shows the mass-T eff relation for the same LMDEB systems plotted in Fig. 7 and for NSVS 10653195. In this case, the components of NSVS 10653195 are well represented by the stellar models; in particular, the Dartmouth model (Dotter et al. 2008 ) passes between the two components.
Conclusions
We present a set of reliable physical parameters of the NSVS 10653195 system components based on optical and IR differential photometry and on spectroscopic RV observations. This LMDEB system is composed of two oversized main sequence K stars. The resulting physical parameters for the primary star are M 1 = 0.6402 ± 0.0052 M ⊙ , R 1 = 0.687 +0.017 −0.024 R ⊙ , and T eff1 = 4240 ± 100 K. For the secondary, the parameters are M 2 = 0.6511 ± 0.0052 M ⊙ , R 2 = 0.672 +0.018 −0.022 R ⊙ , and T eff2 = 4104 +107 −114 K. The uncertainties in mass and radius were derived in a robust way using MCMC and are at the level of ∼ 0.8% for mass and ∼ 3% for radius, allowing for comparison with current models of low-mass stars. As seen for other LMDEBs, the components show inflated radii, and T eff depression is found at a similar level to that of other LMDEBs.
The orbit is circular with i = 86.22 ± 0.61 degrees and our derived distance is in excellent agreement with the value derived from Gaia parallax. This imposes a strict constraint on the luminosity of the system, and, as a result, on the effective temperature. We do not detect any hint of third light in our numerous tests on the LCs of this system. As a consequence, the period change reported by Zhang et al. (2015) is unlikely to be explained by the presence of a third main sequence body in the system, though a white dwarf or a substellar object is still possible. Both components show signs of activity in the form of spots and CaII H and K emission lines which complicates the analysis of the LCs. The age of the system cannot be established using isochrones or kinematical properties. Therefore, although unlikely given the typically old age of the stars in this mass range, a young system cannot be completely discarded.
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