Abstract. This work presents a band selection method for multi and hyperspectral images using correlation among bands based on mutual information measures. The relationship among bands are represented by means of the transinformation matrix. A process based on a Deterministic Annealing optimization is applied to the transinformation matrix in order to obtain a reduction of this matrix looking for the image bands as less uncorrelated as possible between them. Some experiments are presented to show the effectiveness of the bands selected from the point of view of pixel classification.
Introduction
Hyperspectral sensors acquire information in large quantities of spectral bands, which generate hyperspectral data in high dimensional spaces. These systems use multispectral image representations in order to estimate and analyze the presence of vegetation pathologies, substances or chemical compounds, pathologies, and so on, providing a qualitative and quantitative evaluation of those features.
When having available hyperspectral data, a common question to be solved is how to select the right spectral bands to characterize the problem. The main objective of band selection in multispectral imaging is to avoid redundant information and reduce the amount of data to be processed. Therefore, from the point of view of remote sensing, we would be interested in feature selection [3] rather than in feature extraction [7] . For instance, obtaining a new set of reduced image representations from a linear combination of the whole set of original image bands is not desirable, since we would need the total amount of information to obtain the new features. On the other hand, selecting a subset of relevant bands from the original set, allows the process of image acquisition to be reduced to a certain number of bands instead of dealing with the whole amount of data, making simpler the image acquisition and analysis.
In the framework of multispectral imaging, another possible answer to the problem of feature selection would be using an unsupervised approach [4] [2] . In this work, a Deterministic Annealing (DA) approach is used to analyze the amount of information contained in the mutual information matrix, which represents the relations of information between pairs of spectral bands. The proposed algorithm uses a Deterministic Annealing (DA) approach to look for groups of bands as less correlated as possible, representing correlation between image bands by means of mutual information. Selected bands are further used in pixel classification tasks to assess the performance of proposed technique.
Deterministic Annealing for Rank Reduction
Let us consider a pair of random variables A i and A j , representing the image bands i and j. The amount of information contained in both images can be expressed as the joint entropy
represents a joint probability distribution.
For two images i and j, the joint probability distribution p(a i , a j ) of both images can be estimated as p(
MN , where h(a i , a j ) is the joint gray level histogram, and the normalizing factor, M N (M columns and N rows) is the image size.
Mutual information H(A i :A j ) is a basic concept in information theory [1] . It measures the interdependence between random variables. In the case of two images, the mutual information is defined as:
where H(A i ), H(A j ) are the entropy of images i and j, and H(A i , A j ) is the joint entropy. One way to establish the interdependence between a set of features is defining the transinformation matrix. In our framework, this is a square matrix representing the mutual information between pairs of image bands. The diagonal terms represent the entropy of single bands, and contiguous bands in the spectrum tend to be highly correlated (brighter values in Fig 1) .
The technique here proposed is aimed at reducing the rank of the transinformation matrix by selecting a given number of features that minimize the correlation among them. Therefore, we look for a global minimum without carrying out a search of subsets of features in the feature space. The process must be capable of picking up a subset of bands, in order to obtain as better performance as possible from the classification point of view reducing the feature space.
Discretizing the mutual information and representing the transinformation matrix as an "image" with gray levels (see Fig 1) , defines a spreading measure of the information in the gray level distribution of the matrix. This measure will estimate the information contained about the appearance of the different regions of the spectrum in the matrix. Thus, we can analyze the probability that the event (value associated with each position of the matrix) takes place. This probability n ij can be calculated as n ij = h ij /D 2 , where h ij is the value in the histogram for the gray level at i and j. Including the probability n ij in each position in the matrix, we define the following function of information as:
From the function I ij , we are interested in associating a probability of significance p(I ij |ij) for each position i and j in the matrix. This probability will mean how relevant is the interaction of band i and j for the problem. Therefore, a probabilistic model is applied over each position of the matrix p(I ij |ij). It is, thus, possible to utilize DA to obtain the image bands that contain higher values of significance in the matrix. To apply DA in such a framework, the following requirements must be fullfiled:
-The entropy S of the distribution of probabilities p(I ij |ij) associated to this representation of "level of uncertainty" must be maximum. -The sum of probabilities are normalized to one. -The product of p(I ij |ij) per the value of I ij between pairs of bands, provides a value about the amount of information I associated to the ensemble.
Therefore, we can establish the the following relation:
where p ij is proportional to the prior contribution of each relation between pairs of bands. Thus, S is the entropy relative to some "measures" p ij that has to be maximized [5] . To maximize S subject to the constraint Eq 4, we can introduce Lagrangian multipliers α and β,
Setting the partial derivative of Eq 5 with respect p(I ij |ij) to zero, we obtain the following expression,
where
Taking into account that the sum of probabilities are normalized to one, then
where Z is the so-called partition function and
Taking β = 1 T , our probability function is expressed as
The result is the Bayes' Theorem, where we can obtain the posterior probability distribution for each position through the exponential function of the values observed in the matrix multiplied by the prior probability p ij .
The initialization of DA starts with large enough values of T , and a uniform distribution of probabilities p(I ij |ij) = 1/D 2 . The initial set of features X to choose is empty. As T → 0 a reduction of the amount of information I is carried out. In practice, the system is annealed to a low temperature, such the amount of information I ("level of dependence" of the matrix) is sufficiently small.
On the other hand, we express the probability contributions of each band A i accumulating for each row or column i (the matrix is symmetrical) as:
While T decreases, the difference between the values of p(I ij |ij) grow up. As T goes down, the probability contributions of some bands B i → 0, but it is possible that further in the annealing, with lower T , previous low values of B i grow up for the new circumstances. Only if B i ∼ = 0, we can almost assure that the corresponding band will not contribute in the probability distribution in the next iterations.
Summarizing, a brief sketch of the algorithm is as follows:
Count the number of image bands R such:
In our experiments, we used an exponential schedule to reduce T , q(T ) = αT , where α < 1, but other annealing schedules are possible. At the end of the algorithm, the probability contributions B i are concentrated in the two best bands with values about 0.5.
Empirical Results
To test the proposed approach, different databases of multispectral images are used in the experiments:
1. Multispectral images of oranges obtained by an imaging spectrograph (Retiga-Ex, Opto-knowledge System Inc. Canada). This database was captured in to spectrum range, VIS collection (400-720 nm in the visible) and NIR collection (650-1050 nm in the near infrared). In both cases, the camera has a spectral resolution of 10 nanometers. The database includes several kinds of defects. It has eight classes, obtaining 1463346 labelled pixels from VIS and 1491888 labelled pixels from NIR. 2. Spectral image (700 X 670 pixels) acquired with the 128-bands HyMap spectrometer during the DAISEX-99 campaign (http:/io.uv.es/projects/daisex/), and six different classes were considered in the area (see Fig 2 (b) ) 3. Spectral image (145 X 145 pixels) acquired with the AVIRIS data set with 220 bands collected in June 1992 over the Indian Pine Test site in Northwestern Indiana (see Fig 2 (c) ). The data set is designated as 92AV3C, and it has seventeen classes.(http:/dynamo.ecn.purdue.edu /∼biehl/MultiSpec)
In order to assess the performance of the method, a Nearest Neighbor (NN) classifier was used to classify pixels into the different classes. The performance of the NN classifier was considered as the validation criterion to compare the significance of the subsets of selected image bands obtained by the proposed approach and other methods (two supervised and one unsupervised approaches) in the experiment carried out. To increase the statistical significance of the results, the average values over five random partitions were estimated. In the case of supervised approaches, the main motivation is that the labelled data contains information about the distribution of classes exiting in the hyperspectral data, and they allow the search for relevant feature subsets. Comparing the performance with those approaches, we can measure the capability to obtain subsets of relevant features (image bands) by the introduced DA approach without a prior knowledge of the class distributions in the multispectral image.
The first method is the well-known ReliefF algorithm [6] based on pattern distances. The second technique is related to divergence measures between classes. One of the best-known distance measures utilized for feature selection in multiclass problems is the average Jeffries-Matusita (JM) distance. To obtain suboptimal subsets of features, we have applied a search strategy based on a Sequential Forward Selection applying this distance ((SFS) JM distance) [3] .
Moreover, we evaluated an unsupervised method presented in a previous work based in information measures between image bands [8] . This approach called "Minimization of the Dependent Information" (MDI) measures the region of dependence given a number bands for a multispectral image, and obtains a minimum interdependence.
Performance Evaluation
During the image labelling process, there are always pixels in an image that are not assigned to any class of interest, mainly because they are pixels that either do not clearly belong to some of the predefined classes or they are assigned to a complementary class. The pixels that have not been assigned to any class are labelled as "unknown" class.
The experimental results shown in this section about the classification rates correspond to the average classification accuracy obtained by the NN classifier over the five random partitions described previously. The samples in each partition were randomly assigned to the training and test set with equal sizes as follows: VIS = 43902 pixels, NIR = 44758 pixels, HyMap = 37520 pixels, 92AV3C = 2102 pixels.
On the other hand, given the huge size of the data sets and the trouble in computational cost to apply the supervised approaches, particularly in the case of VIS, NIR and HyMap, the following independent partitions with respect to the data sets were randomly extracted maintaining the prior probability of the classes: VIS = 87805 pixels, NIR = 89516 pixels, HyMap = 93804 pixels and 92AV3C = 10512 pixels. Using these databases, the proposed DA and the others methods were applied in order to obtain a ranking of relevance of the features, that is, of bands. in all cases when choosing the smaller sets of bands (first one to ten), where the decision is more critical.
Relief F performs poorer with respect to the other approaches except with HyMap image, where the performance of (SFS) JM distance is worse. Relief F obtains a ranking of relevance for each single feature and the computational cost grows exponentially with respect to the number of samples in the data set.
(SFS) JM distance provides a high classification accuracy, but the computational cost grows exponentially with respect to the number of dimensions. Table 1 shows the computational time in minutes for the tested methods.
MDI provides similar classification accuracy respect to Relief F but its nature is completely unsupervised. Moreover, it is not efficient from the computational point of view to obtain subsets in spaces with high dimensionality. This is mainly due to the cost of computing the joint probability distributions for each combination of bands.
In the case of DA, the principal problem arises when the transinformation matrix is built. Thus, the different co-occurrences of pixels in each pair of image bands are calculated [8] , which represents an quadratic cost in time. On the other hand, when the matrix is built, the proposed DA method obtain the selected features very quickly.
Therefore, for the band selection problem, where there exists high correlation among different features (image bands), the principle of looking for non correlated bands from the different regions of the spectrum, by reducing the mutual information in the ensemble of image bands, has proven to be an effective approach to obtain subsets of selected image bands that also provide satisfactory results from the classification accuracy point of view.
Concluding Remarks
In this work, correlation among image bands in multispectral images has been established in terms of mutual information. The relationships between bands can be represented by the transinformation matrix. Using this representation, an approach to rank reduction of the transinformation matrix using Deterministic Annealing has been proposed to look for a given number of bands as less correlated as possible among them.
Although the proposed method has not been established in terms of class separability for supervised training sets, it has been shown in the experimental results that the image bands selected by DA provide very satisfactory results with respect to classification accuracy when using the selected bands. This effect is more noticeable when choosing small sets of features, when the decision is more critical. These two advantages, its unsupervised nature and the ability to choose relevant bands in the case of small sets, represent the more relevant characteristics of the proposed approach.
