The folding of a protein is studied as it grows residue by residue from the N-terminus and enters an environment that stabilizes the folded state. This mode of folding of a growing chain is different from refolding where the full chain folds from a disordered initial configuration to the native state. We propose a sequential dynamic optimization method that computes the evolution of optimum folding pathways as amino acid residues are added to the peptide chain one by one. The dynamic optimization formulation is deterministic and uses Newton's equations of motion and a Go-type potential that establishes the native contacts and excluded volume effects. The method predicts the optimal energy-minimizing path among all the alternative feasible pathways. As two examples, the folding of the chicken villin headpiece, a 36-residue protein, and chymotrypsin inhibitor 2 (CI2), a 64-residue protein, are studied. Results on the villin headpiece show significant differences from the refolding of the same chain studied previously. Results on CI2 mostly agree with the results of refolding experiments and computational work.
Introduction
Most of the present day view of protein folding is based on the refolding of the full length chain from an ensemble of initial configurations to its native state. The number of configurations available to a denatured protein is extremely large. From a statistical mechanical point, the initial configurational space available to a refolding chain is of the order of ν N , where ν is the number of states available to a residue and N is the number of residues. Thus there exist infinitely many pathways on the energy landscape that the protein may take during folding. The folding of a protein from the disordered conformation to the native state or its refolding from the denatured state has been studied widely since the pioneering work of Levinthal and Krantz (1969) . It is now well understood that several dynamic and static correlations exist that lead to folding within biologically relevant folding times. Among these, the strongest correlations are due to sequential folding which favors local rearrangements as reviewed by Rose (1999a, 1999b) . Several pathways are now identified that make the folding possible in timescales that range from milliseconds to seconds (Dill and Chan 1997) , as verified by a wide variety of experiments (Eaton et al 1997 , 2000 , Kubelka et al 2003 , 2004 .
In contrast with refolding of the full length chain, there is increasing recent interest in the folding of the chain as it grows, i.e. sequential folding. One example of sequential or growth folding is the folding of a protein as it emerges from an orifice into an environment that tends to stabilize the native state. This mode of folding is of interest basically due to its relationship to co-translational folding that describes the vectorial emergence of a newly synthesized protein from the ribosome into the cell. Due to its residue-by-residue entrance into the folding medium, its folding is kinetically different from refolding. The basic features of co-translational folding and its differences from refolding have been reviewed in recent years (Fedorov and Baldwin 1987 , Evans et al 2005 , Woolhead et al 2004 , Elcock 2006 , Kramer et al 2001 , Clark 2004 .
Although the final minimum energy equilibrium conformation of the protein is the same, irrespective of sequential folding or refolding, the pathways that lead to equilibrium are different in each case. Several fundamental questions that relate to the sequence of events during folding need to be answered. For example, 'does sequential-folding lead to lesser degrees of frustration due to its hierarchical folding patterns'? Stated differently, will the contact orders be different in refolding and sequential-folding? If so, what will be the effects on folding rates? The relationship of the sequence of folding events to structural parameters has been the center of interest in protein biophysics (Chavez et al 2004 , Bryngelson et al 1995 , Kuhlman and Baker 2000 , Bryngelson and Wolynes 1987 . This is especially important in understanding diseases related to folding anomalies such as Creutzfeld-Jacob, Alzheimer, etc. Another important question is 'do stable structures form as the chain enters vectorially into the folding environment, and if so are these stable intermediates native-like'? This has important consequences on the protein folding problem and should be understood in full detail. Fersht and collaborators (Prat Gay et al 1995) note the difficulty of studying the folding of a growing polypeptide chain during synthesis. Therefore instead of in vivo they choose to study the chain during synthesis in vitro under controlled conditions. They show that progressive elongation of chymotrypsin inhibitor 2 (CI2) from the N-terminus in vitro exhibits certain similarities with refolding. Namely, residues lack stable structures during the initial stages of folding resulting in the avoidance of kinetic traps. In both refolding and sequential folding, the helix does not form significantly until sufficient tertiary interactions are present to stabilize it (Prat Gay et al 1995) . Of foremost importance are the intermediates that emerge during growth folding (Evans et al 2005) that are different from those observed in refolding. Such differences would directly affect the folding rates and the protein stability (Evans et al 2005) . In a recent computational study (Elcock 2006) , the co-translational folding of three proteins, chymotrypsin inhibitor, barnase and Semliki forest virus protein, was compared with their refolding from random, denatured conformations. A coarse-grained Go-like potential was used and important similarities and differences between in vivo and in vitro folding were noted. Co-translational folding exhibited mechanisms effectively identical to those for refolding, but for multi-domain proteins it was argued that co-translational folding may follow different pathways from those taken during refolding. In a previous on-lattice study of co-translational folding, the protein was observed to take metastable configurations different from its native shape (Morrissey et al 2004) .
The specific aim of this paper is to develop an efficient computational method to generate and study the optimal pathways during growth folding. Using the proposed dynamic optimization method we analyze the folding of a growing chain and compare it with the refolding behavior of the same chain. As a first example, the 36-residue chicken villin headpiece is studied. Although this sequence is part of the C-terminus of a larger structure, it is adopted in our study due to its small size, autonomous folding, independent stability and widely studied refolding behavior that makes it a suitable candidate for a proof-of-principle approach as in the present work. Secondly, we analyzed a folding pathway of a growing chymotrypsin inhibitor, CI2. This 64-residue protein has been of interest to a large body of experimental and computational scientists (Jackson and Fersht 1991a , 1991b , Jackson et al 1993a because it folds spontaneously in solution by a two-state mechanism and its folding is not complicated by the presence of folding intermediates. Also, there are two studies, an experimental one by Fersht and collaborators (Prat Gay et al 1995) and a computational one (Elcock 2006 ) that studied the translational folding of this protein.
The native structure (McKnight et al 1996 , Vardar et al 1999 and the folding of chicken villin headpiece from the denatured to the native state is widely studied, both experimentally and computationally. On the experimental side, Kubelka et al (2003) used laser temperature-jump to investigate the kinetics and mechanism of folding the villin. At 300 K, they observed that the folding is biphasic, with a submicrosecond phase corresponding to a helix-coil transition and a slower microsecond phase corresponding to overall unfolding/refolding. The folding time was found as 4.3 µs in agreement with the computational work of Zagrovic et al (2002) and Tang et al (2004) . Tang et al found that the protein is stabilized by a well-packed hydrophobic core made up of PHE 7, VAL 10, PHE 11 and PHE 18. These observations were further confirmed computationally by Freed and collaborators (Fernandez et al 2003) . Among other computational work on the folding of the villin are the molecular dynamics simulations , Lee et al 2000 , simulated annealing (Liu and Beveridge 2002, Spoel and Lindahl 2003) , conformational diffusion analysis (Islam et al 2002, Sullivan and Kuntz 2002) and Brownian studies Bagchi 2002, Srinivas and . Recently, using a Go-model, we obtained the optimum refolding paths for the villin starting from several different initial configurations and ending in the native state (Guner et al 2006) . An optimum pathway was defined as the one for which the total pairwise attractive energy that moves the pairs of residues to their native configurations is a minimum.
The most suitable computational tool for the study of co-translational folding is all-atom molecular dynamics simulations, preferably in water, or another dense environment. Such simulations, although will be closest to reality, suffer from computational time limitations, similar to simulations of in vitro refolding of the full chain. For this reason, as in Elcock (2006) , we used a coarse-grained C α based chain with a Go-like potential and minimized the energy following each addition of a residue to the chain. The same optimization method used in the refolding of the villin headpiece (Guner et al 2006) was applied sequentially to the growing chain at each time step corresponding to the addition of the amino acid residues. Optimization generates folding pathways in the feasible direction of the steepest descent on the energy landscape taken into account excluded volume constraints. The use of the same computational tool for the in vivo and in vitro folding model of the villin headpiece has the advantage of unbiased comparison of the two types of folding. Recently, Huard et al (2006) studied the modeling of sequential protein folding under kinetic control for an HP model. Although the models are different, the work of Huard et al (2006) is close in spirit to the present paper.
The present study is aimed at mimicking the folding of a nascent protein that emerges from the ribosome. The protein may be fully synthesized inside the ribosome first and start its folding upon exit from the ribosome. Or it may exit and fold as a partially grown chain while being synthesized inside the ribosome. In both cases the chain grows and folds residue by residue outside the ribosome. It is assumed that every newly added residue to the partially synthesized chain is in the extended form. Thus there is only a single initial configuration at each stage of folding compared to an ensemble of random initial conditions in the case of refolding.
Several caveats should be considered when making the analogy between in vivo co-translational folding and the present model. The crystal structure of the ribosome shows that the exit tunnel is about 100Å long and 10-20Å wide. Recent FRET experiments (Woolhead et al 2004, Etchelles and Hartl 2004) show that nascent membrane and secretory proteins differ in folding. A trans-membrane sequence starts folding inside the ribosome by expanding the 10-20Å wide region in an α-helical conformation. This requires expansion of the tunnel, and hence the tunnel is referred to as dynamic (Etchelles and Hartl 2004) . In contrast, a secretory protein is in an extended conformation in the exit tunnel, and its folding takes place mainly as it exits the tunnel (Woolhead et al 2004, Etchelles and Hartl 2004) . It is also reported that proteins with a trans-membrane segment lose compaction and the nascent chain becomes extended upon exit from the ribosome into the cystosol in the absence of membranes. Although our model is suitable for simulating the co-translational folding of secretory proteins, it should be kept in mind that the emergence of the chain from the exit gate in an extended or helical conformation is still only a conjecture (Ziv et al 2005) that is inferred indirectly from the cylindrically shaped exit tunnel of diameter of about 10-20Å, and has yet to be proven experimentally.
In the following section, we describe the optimization technique in some detail. In section 3 we present the results of co-translational folding calculations for the villin and discuss the similarities and differences from previous work on the refolding of the same protein.
The model
Here, we present the general model for a protein of N residues. A coarse grained model, C α representation is used. The position of the ith C α atom is denoted by the vector r i . The total energy of the protein results from the bonded (B) and non-bonded (NB) interactions within the protein, denoted by E B and E NB , respectively. Both of the energies have an attractive and a repulsive component. Thus, for a system with N beads the energy is written as
Here, the residue indices are represented by the subscripts i and j; A and R stand for the attractive and repulsive parts of the energy, respectively. The force vector f i operating on the ith bead can be calculated from the total energy which is denoted by E:
In addition to this force, it is proposed that each bead experiences a friction force along the direction opposite to the velocity. According to Newton's second law, the equation of motion of a residue becomes
where m denotes the mass of the residue, γ denotes the friction coefficient with the dimension of (force) (time)/(distance) andf i is the total force operating on the ith bead. In principle, it is possible to include a stochastic noise component to the force f i in equation (3) that would counteract the dissipative dynamics. In the present study we omit the noise term, in the interest of observing the roles of the deterministic components in folding. At a more rigorous level, however, the noise term should be present. Using equation (2), the force can be calculated in terms of repulsive and attractive parts:
Attractive forces between bonded beads f B i,A are considered as linear spring forces. The attractive forces can be obtained from the potential energy function (Erman and Dill 2000) :
where a ij and m are constants and r ij = r i − r j is the distance between the ith and jth beads. Guner et al (2006) assumed the energy as a Hookean spring with m = −2 and for all i and j, equation (5) can be written as
Here a is a constant which changes according to the adopted empirical energy function. So, assuming a = 1, equation (6) can be rewritten as
Here, r = [r 1 r 2 · · · r N ] T is the position vector set of the beads.
B
A is the linear connectivity matrix (Haliloglu et al 1997) . It is a symmetric Toeplitz matrix whose first off-diagonal elements are equal to -1 and the diagonal elements are equal to the negative sum of the corresponding row without its diagonal element.
The attractive bonded forces for all beads can be shown by f
From equations (2) and (7) the attractive force between bonded pairs can be derived:
. . .
The sum of all remaining forces in equation (2) (i.e. bonded repulsive, non-bonded attractive and non-bonded repulsive forces) is denoted by u i :
These forces for all the beads can be written in one term:
The left-hand side of equation (3) can be equated to zero as it is a very small term compared to the other terms and also the friction coefficient can be taken equal to unity as an assumption.
Taking into account these definitions, the equation of motion for the protein model can be described by
The optimization formulation
The sequential folding method is based on a repetitive dynamic optimization. Each time a residue is added to the growing chain, the resulting partial chain is subjected to the optimization scheme outlined below to generate its optimal folding pathway. The initial configuration of each residue that is introduced is taken as the extended configuration. At any time instance (discrete sample time) optimization computes the optimal force field for that time and implements it in M time steps. This defines M folding steps that the partially grown chain goes through. At the end of the Mth folding step, another residue is added to the chain and optimization is repeated to compute the next optimal force field and folding steps. This is repeated until all residues leave the ribosome tunnel and the full-length chain completes its folding. The optimization model focuses on the native contact pairs of the partially grown chain. The native contact pairs are the pairs which are two or more residues apart and separated by less than 7Å in the native state. As the chain grows, the number of native contact pairs increases, as shown in figure 1. The partial chain of a particular length i is referred to as the ith partial chain. Using the energy between the contact pairs as the main force which drives the protein into its native state, the problem is stated as a minimization problem.
The attractive energy of non-bonded native contact pairs of the ith partial chain consists of the energies of native contact pairs between the first i residues:
where b ij are constants and r ij = r i − r j is the distance between the native contact pair which results from the ith and jth beads. Assuming the b ij are equal to unity without any loss of generality, equation (13) can be written in the following quadratic form where Q is the matrix that relates the state Figure 1 . Cumulative numbers of native contact pairs as a function of the residue index. The first five residues are assumed to be in the native state and optimization is applied following the emergence of the sixth residue. The three curves denote the numbers of short, long and all contact pairs as indicated.
vectors to the sum of the distances between native contact pairs:
The quadratic form for the attractive part of the energy has recently been shown Dill 2000, Erkip et al 2001) to well represent the folding features of coarse grained models.
Other forms of energy can be used in the optimization without any loss of generality, if needed. The optimization problem can be expressed as a constrained optimal control problem subject to the equations of the state-space model stated by equation (12) . In this statespace model, state variables are the positions of the beads of the partial chain, input variables are the forces that act on each bead of the partial chain in the x, y, z dimensions. The dimensions of the system for these events depend on the length of the partial chain at that folding period. In general, the dimension of the state vector r is 3 * i for the ith partial chain. Also, the input vector u has 3 * i elements. As the chain grows, i increases, and these dimensions increase accordingly.
The forces drive the protein into its native state starting from an initial condition. Throughout this pathway, there are path constraints to be satisfied. The minimization problem is solved for the time period between initial time t = 0 and final time t f . The final time t f is chosen as long enough to let the chain settle to the most native-like structure. For an N-bead chain, the minimization problem and the necessary constraints are given below:
subject to r T L i,j r means the distances between non-adjacent beads. The excluded volume constraints are inserted for the pairs which are 2 or more beads apart from each other on the chain. d ij is the excluded volume limit value for that pair, which means that these two beads cannot come closer than this value during folding process. The limit value for the native contact pairs is the distance values calculated from the native state of the protein; the limit values for the other pairs are all 5.1Å, which is approximately the distance between two unconnected C α 's at equilibrium. The distance between successive C α 's is taken to be 3.8Å.
The input variables are limited to be between 2 and -2, because for the smaller input limit values, the optimization cannot find a feasible solution. For the bigger limit values on the input variables, the changes in the states are very unexpected due to the bigger input variables in the state equations. Smooth state trajectories are obtained when the limit is taken to be 2 and more realistic folding patterns with good resolution are obtained (Guner et al 2006) .
The optimization problem is first converted to a nonlinear program (NLP) by discretizing the above dynamic optimization problem (Guner et al 2006) . The resulting NLP is next solved using a penalty barrier method. PENNON solver is used via AMPL environment (Kocvara and Stingl 2003) .
The above optimization formulation computes the input variables u(t)'s or the force field to drive the partial chain into its native state. The dynamic model given by equation (16) governs the motion of the beads under the optimal force field. The optimal force values and the trajectories are computed over the time intervals(0, t f ). The bond length constraints and excluded volume constraints are satisfied during folding, thus feasible and optimal folding pathways are obtained for the protein.
Although the objective function is based on the energy of interaction between residue pairs, the optimization scheme considers the excluded volume and bond constraints. Indeed, the computational scheme, consistent with the imposed constraints, chooses the optimum direction along the path among the manifold of all feasible directions. Furthermore, motion along this path satisfies the equation of motion given by equation (12), which in the presence of noise would lead to the Langevin equation, that would form the theoretical basis of stochastic molecular dynamics (see, for example, Chandler (1987) , p 265). Despite the absence of noise, the present optimization is an energy-minimization scheme that takes into account the steric entropic effects such as excluded volume.
Application to the villin headpiece and CI2

The villin
The 36-residue villin chicken subdomain has three short helices referred to as H1, H2 and H3, spanning residues 4-8, 15-18 and 23-30, respectively. H1 and H2 are joined by a loop (residues 9 to 14), and H2 and H3 are joined by a turn (residues 19 to 22). A closely packed hydrophobic core which is made up by the residues PHE 7, VAL 10, PHE 11 and PHE 18 stabilizes the native structure.
Due to its relatively short length it may be debated whether the 36-residue villin chicken could fit inside the ribosome tunnel and complete its synthesis before it emerges from the tunnel. Whatever the case may be, the 36-residue villin chicken headpiece will diffuse out of the ribosome tunnel and accomplish its folding outside. Thus we consider the folding pathways as the chain grows residue by residue outside the ribosome, as it emerges from the tunnel. As such the ribosome and the tunnel parameters are not included in the optimization except for indirectly affecting the growth or elongation rate of the chain. In our simulations we study the effect of different growth rates to evaluate its relative impact on folding.
According to the coarse-grained model described in the model section, there are spring-like attractive forces between pairs of residues that are closer than 7Å in the native state. These forces are grouped as short and long-range forces. Short-range forces are between residues that are less than six residues apart on the chain backbone, and the long-range forces are between residues separated by six or more residues on the chain. According to this choice, there are 89 contact pairs, 8 of which are long-range. Except the few residues situated in the loop and turn regions, and a few residues in the C-terminal, all the pairs making short-range contacts are involved in hydrogen bonds mostly through their CO and NH backbone bonds or through their side groups. Conversely, none of the 8 long-range contacts are involved in hydrogen bonding. In figure 1 , the cumulative numbers of short-and long-range native contacts are shown as a function of the residue index.
We assume that the first five residues have already formed a stable configuration after leaving the exit gate of the ribosome. Based on this assumption, optimization is applied to the system starting with the addition of the sixth residue, as indicated at the origin of the abscissa of figure 1. The native configuration of the first five residues is shown in figure 2 .
The black line shows the virtual exit gate of the ribosome placed at GLU5. The two dotted lines in the figure indicate the hydrogen bonds that contribute to the stability of the indicated conformation. The one between the carbonyl of MET1 and NH of SER3 stabilizes the φ−ψ angles of LEU2 at −64
• and 
100
• , respectively, thus fixing the conformation of the first three residues. The second hydrogen bond is between the NH and the δ1 oxygen of ASP4 and stabilizes the φ angle of ASP4 at −34
• . The corresponding ψ angle of ASP4 is −76
• , and this pair of torsion angles corresponds to the border of the righthanded α-helix region in the Ramachandran map. The φ−ψ angles of SER3 are −63
• and 154
• , respectively, located in the high probability region corresponding to the extended prolinelike conformation. For exploratory purposes, the energy of the configuration shown in figure 2 is compared with the energies of an all-helix and an all-extended conformation of the same sequence. For this purpose we minimized the configurational energy of the sequence ACE-MET-LEU-SER-ASP-GLU-NME corresponding to the first five residues end-capped with ACE on the amino end and NME on the carboxy end. The calculations were done in a vacuum using Hyperchem, with CHARMM potential with no cutoffs, a scale factor of unity, electrostatic and van der Waals scale factors of unity. All factors contributing to the energy, i.e., bond, angle, torsion, non-bonded, electrostatic and hydrogen bond, were turned on. The Polak-Ribiere conjugate gradient algorithm was used. The Ramachandran angle pairs of the native configuration for the first five bonds were given as the initial configuration: MET(−60
• , 132
• ). The energy of this initial configuration was minimized and the resulting Ramachandran angles were seen to be in close proximity of the initial values obtained as MET (−88 • , 134
• , −26 • ). The energy of the system in the native configuration is 12.9 kcal mol −1 . For comparison, the allhelix configuration was given as an initial state and the corresponding minimized energy was 25.6 kcal mol −1 . The energy of the all-extended configuration was obtained to be 30.9 kcal mol −1 . Thus, the native configuration of the first five residues is a low energy one, about 13 kcal mol −1 lower than the all-helix and about 18 kcal mol −1 lower than the all-extended conformations. This energy difference, although obtained in the absence of water, is significant and points to the strong preference of the native configuration. Figure 3 shows the root mean square deviation (rmsd) of the growing chain from the native state when M is chosen to be 15. In other words the growth rate is 1 bead per 15 time steps. Figure 3 is partitioned into three distinct regimes. The first regime, figure 3(a), takes place during the time interval between the addition of residues 6 and 14 (forming helix 1 and loop). In this regime, immediately following the introduction of the ith bead, the rmsd values exhibit a jump. This is because the extended configuration of the residue being introduced is different from the minimum energy conformation. The jumps in the rmsd values subsequently decay in a monotonic fashion to values between 0 and 0.2Å. The second regime, presented in figure 3(b) , is during the introduction of the residues 15 and 32. Contrary to the first regime, the rmsd values show an upward trend as residues are added to the chain. At the end of the introduction of the 32nd residue, the rmsd value is as large as 6.2Å. The third stage, presented in figure 3(c) , is during the introduction of residues 33 to 36 during which the optimized rmsd falls again to values around 0.5-1.0Å.
The differences in the behavior during folding result from the presence or absence of long-range interactions. There are eight long-range native contact pairs for the full chain. These are 2-34, 7-14, 7-34, 10-33, 10-34, 11-33, 11-34 and 19-26 . In the first regime, i.e. until the introduction of residue 14, only one long-range interaction, i.e. 7-14 (PHE7-THR14), is present. The chain is stabilized by shortrange interactions only. In the second regime, out of eight long-range interactions only the one between the pair 19-26 is present. This turns out to be insufficient to help form the tertiary structure, consequently the rmsd increases with the growth of the subchains in figure 3(b) . In the third regime, the trend is eventually reversed as the remaining six long-range interactions are operative, which explains the formation of the tertiary structure and the decrease in the rmsd values, as shown in figure 3(c) .
There are 14 hydrogen bonds that constitute part of the short-range interactions that stabilize the partial chain of the first 14 residues. The most significant ones are the carbonyl group of SER3 forms three hydrogen bonds with the NH of GLU5, ASP6 and PHE7. In turn, the CO group of ASP6 makes hydrogen bonds with the NH of PHE7 and LYS8. The only long-range interaction is between residues PHE7 and THR14. This interaction mimics the first stage in the formation of the hydrophobic core in which residues PHE7, VAL10 and PHE11 are actively participating. It is this network of local interactions and the long-range interaction, PHE7-THR14, that are responsible for the rapid decay of the rmsd values during optimization in the first regime seen in figure 3(a) .
It is to be noted that the residues between and including PHE11 and THR14 form a loop and are not stabilized by hydrogen bonds. It is only the long-range force between PHE7 and THR14 that contributes to the stability of the loop (see figure 4) . NMR studies of the Raleigh group (Tang et al 2004) indicate that the structure is stabilized by tertiary hydrophobic interactions involving phenylalanines and VAL10. They also observed that a peptide in which two of the three phenylalanines are changed to leucine is considerably less structured, confirming the importance of the phenylalanines in forming the turn region. Their work indicates that there is significant structure in the denatured state of the protein. These findings strengthen the hypothesis that the set of torsion angles close to those of the native conformation of the region PHE7-THR14 is encouraged, and finally stabilized by the hydrophobic interactions.
THR14 forms a short-range interaction, i.e. a new hydrogen bond only after the addition of PHE18 to the chain. This interaction decreases the rmsd value to 0.7, as can be seen for the 18th bead in figure 3(b) . Residues ARG15 to PHE18 form helix 2 of the chain and are internally stabilized by hydrogen bonds. LEU21 and PRO22 form an extended configuration on the second coil region of the chain. Between residues LEU23 and LYS30 the third helix of the chain forms. Although the optimization locally pushes the conformations of the chain towards those of the native structure, the rmsd continues to increase, as can be seen from figure 3(b), until the addition of residue LYS33. At this point the rmsd of the chain is 6.3Å. The two long-range interactions that are operative during the second regime, i.e. PHE7-THR14 and ALA19-GLY26, are not sufficiently strong to decrease the rmsd. It is to be noted that part of the segment ALA19-GLY26 is a helix (residues 23-26) and this structure is internally stabilized. The first part ALA19-ASN20-LEU21-PRO22 is a short turn. The distance between the C α 's of ALA19 and PRO22 is 7.4Å, and its structure is not stabilized by hydrogen bonds; and it does not conform with any of the known stable loop structures (Chou 2000) . Thus, the only possibility for the stabilization of the region ALA19-GLY26 is through the formation of the long-range interaction that requires significant amount of time. Thus, the conformational reorganization of the region ALA19-GLY26 constitutes the major bottleneck in the co-translational folding of the protein.
Six of the long-range interactions are established in the third regime. The native distance between LYS33 and VAL10 is 5.8Å. Just before LYS33 is added to the chain, this distance is in the order of 20Å, which is of the order of magnitude of the persistence length of an unstructured polypeptide (Brant and Flory 1965) . In the crudest approximation, one may assume that this large distance is decreased to 5.8Å by diffusive motions, and is stabilized at this latter value. There is no hydrogen bond between LYS33 and VAL10, and none between any other pair forming the long-range interactions. The plausible assumption is that it is the hydrophobic forces that stabilize the chain in its native compact configuration. In figure 4 , the native chain and all long-range interactions are shown. An inspection of the figure shows that the long-range interactions can be grouped into two. The interactions PHE7-THR14 and ALA19-GLN26 are the two that stabilize the two short loops of the protein. In the second category, LYS33 and GLY34 in the end region of the chain form contacts with four residues LEU2, PHE7, VAL10, PHE11. None of the long-range interactions are stabilized by hydrogen bonds.
In order to further investigate the propensity of the region ALA19-GLN26 to take the native conformation, we calculated the energy of the native conformation of this region of the chain and compared it with the energy of an extended conformation. Energy minimization calculations performed using the CHARMM potential showed that the energy of the native conformation is about 1 kcal mol -1 lower than that of the extended configuration. Thus, as pointed out above, the folding bottleneck is the folding of the segment ALA19-GLN26. It is only stabilized after the C terminus approaches the hydrophobic core of PHE7 and PHE11. The long-range correlations introduced by the formation of longrange contacts of LYS33 and GLY34 with LEU2, PHE7, VAL10 and PHE11 all happen in the third regime of folding. These correlations induce three body correlations that bring ALA19 to the close proximity of GLN26 in agreement with the observations and interpretation introduced recently (Fernandez et al 2003) .
The stability of the three helices has been addressed in previous studies. The group of Raleigh observed by NMR and circular dichroism experiments that isolated peptides corresponding to each of the three isolated helices were unstructured, while a longer peptide fragment which contains the first and second helices shows considerable structure (Tang et al 2004) . Molecular simulations showed that in the early stages of folding the protein exhibits a burst phase in which helical content increases to 60%. Fernandez et al (2003) reported that the three helices should be unstable according to local propensities. In our cotranslational folding simulations with the Go-potential, 7, 3 and 15 pairwise attractive short-range interactions are imposed to stabilize the first, second and the third helices, respectively. Figure 5(a) shows how the rmsd of helix 1 changes after it forms due to the addition of other residues to the chain. The numbers in figures 5(a)-(c) correspond to the appearance of that residue at the exit gate. As shown by the first data point in figure 5(a) , helix 1's formation is complete after residue number LYS8 leaves the ribosome. This is shown by the immediate drop in rmsd at time step 33. Once it forms, helix 1 is quite stable, as indicated by small rmsd values, till the addition of residue LYS33. LYS33 interacts with VAL10 and PHE11 of helix 1, as a result of which the rmsd of the helix exhibits a temporary jump which, however, decays immediately. Figure 5(b) shows the rmsd behavior of helix 2 after it forms and as the chain grows during co-translational folding. The first data point in figure 5(b) is the last residue of helix 2, i.e. residue PHE18 which leaves the ribosome at time step 193. Unlike helix 1, helix 2 is not stable throughout the translation. The reason for this is that helix 2 is a small helix that has a relatively small contribution to the total energy. Therefore it continuously deforms and reforms in order to allow the efficient minimization of the energy and formation of the chain. Similarly, figure 5(c) shows that helix 3, which has the highest number of interactions, exhibits some deviations from helicity after it forms, depending on its interactions with other residues shown in the graph. Specifically, as residues 34 and 35 appear at the exit gate, they interact with helix 3 and perturb its structure, as shown in figure 5(c). As in all dynamic system, the helices exhibit a transient impulse response. As expected, the turn and the loop of the molecule are mobile throughout the full duration of the optimized cotranslation, as shown by the rmsd fluctuations in figures 6(a) and 6(b). The loop and turn form after residues 14 and 22 leave the ribosome, respectively. These residue numbers are marked as initial conditions in figures 6(a) and 6(b), indicating that the loop and turn are out of the ribosome and subject to conformational changes during co-translational folding.
The mobility of the loop and the turn results in large rmsd values. This is due to rearrangements of these regions in order to form the compact structure driven by hydrophobic forces. In refolding simulations, these rearrangements are present starting at the initial hydrophobic collapse stage (Mukherjee and Bagchi 2002 , Mori et al 2004 , Kubelka et al 2003 . In co-translational folding, the hydrophobic collapse occurs in two steps. The first one during the rearrangements of PHE7-VAL10-PHE11, and the second one, corresponding to the major event, i.e. during the approach of the C-terminus to the hydrophobic core. Thus, co-translational folding introduces a sequential order to hydrophobic collapse, in contrast to the refolding case.
A critical parameter in co-translational folding is the rate of the addition of residues to the partial chain, i.e. the parameter M in our optimization. Above results were obtained for M = 15. In order to see the effect of M on folding characteristics, we performed two other sets of experiments with M = 1 and 10. Using M = 1 means that a bead joins the chain after one time step. In this case the protein could not fold into a compact structure as one time step was not sufficiently long enough. M = 10 provided enough time for folding, and results obtained were similar to those of ten time steps and thus are not repeated here (Senturk 2006) .
Chymotrypsin inhibitor 2 (CI2)
CI2 consists of an α-helix and a four-strand β-sheet. The locations of its secondary structures along the sequence are as follows: residues 3-5 β-strand 1, residues 12-24 α-helix, residues 28-34 β-strand 2, residues 35-44 recognition loop containing the reactive site, residues 45-52 β-strand 3, residues 60-64 β-strand 4. The protein contains a type III reverse turn at residues 5-8, a type II reverse turn at residues 8-11, a type I reverse turn at residues 25-28 and a loose turn at residues 52-54.
CI2 was the first protein shown to fold by a twostate mechanism (Fersht and Daggett 2002) with no kinetic intermediates (Otzen and Fersht 1998) . The hydrophobic core is formed by packing the α-helix to β-strand 2. In the native state, the residues in contact at the hydrophobic core are within a fragment containing residues 27-40. The folding of CI2 is well studied both experimentally (Jackson and Fersht 1991a , 1991b , Jackson et al 1993a , 1993b , Prat Gay et al 1995 and computationally (Pan and Daggett 2001 , Kazmirski et al 2001 , Palazoglu et al 2004 , Keskin et al 2004 , Gursoy et al 2006 , Elcock 2006 , Li et al 2000 .
The work of Prat Gay et al (1995) forms the experimental basis of the present study. There, the authors synthesized and studied the folding of seven different subchains or fragments of CI2 of different lengths, each starting from the Nterminal. These are CI2(1-5), CI2(1-13), CI2(1-25), CI2(1-28), CI2(1-50), CI2(1-53) and CI2(1-60), where the numbers in parenthesis indicate the residue numbers that contain the fragment. In our computational study, the growing chain was chosen to follow similar steps as in the experimental work. First, the subchain CI2(1-26), which contains the β-strand 1 and the α-helix of the protein, was formed in extended conformation and allowed to settle to its native conformation along an optimum pathway, similar to the procedure adopted for the villin headpiece. Then, the fragment CI2(27-40) was added to the preceding folded chain in extended form and allowed to fold, followed by the addition of the fragments CI2(41-51) and In figure 7 , the rmsds are presented as a function of time as the various fragments are introduced into the folding environment. The first curve on the left indicates the folding of the first 26-residue fragment. The folding of this fragment is carried out for 51 time units and the rmsd falls to around 10Å. This rmsd value is rather high for a 26-residue chain, indicating that this initial fragment does not stabilize at its native conformation, in agreement with the experimental findings of Prat Gay et al (1995) . This fragment contains the β-strand 1 and the α-helix. The second curve labeled 40 shows the folding of the fragment CI2(1-40). This fragment contains the β-strand 2 and part of the recognition loop that contains the reactive site. The rmsd value converges to about 22Å. The secondary structures are partly formed up to this time step, but the tertiary structure is far from the native state because long-range forces that stabilize tertiary structure are yet missing. The third curve labeled as 51 shows the folding of CI2(1-51). During this stage several long-range interactions are introduced into the calculations, and hence the rmsd value drops to lower values. The final curve shows the folding of CI2(1-64). At the end of the folding the rmsd value stabilizes at around 8Å.
In figure 8 , the time evolution of RMSD of the fragment CI2(1-28) is presented. Simulation starts at time step 51 which corresponds to the time the fragment CI2(1-28) is completely out in the folding environment. This sequence contains the α-helix and is largely disordered, in agreement with the observations of Prat Gay et al (1995) and stabilizes only after the fragment ASP52-GLY64 enters the folding environment in the later stages of the simulation. The fragment ASN1-GLN28 adopts several nonnative conformations that contribute to the RMSD shown in figure 8 .
A hydrophobic core is embedded in a largely hydrophobic sequence between residues ALA27-MET40. In figure 9 the mean squared deviation of this sequence from its native configuration is presented as a function of time. At time step 66 in order to minimize its energy, this fragment falls into a local minimum resulting from transient non-native interactions, but then breaks. The fragment falls into another local minimum again at around time step 125 from which it escapes to reach its native conformation which is dictated by the Go-model. Figures 8 and 9 display the two-state nature of the folding: the protein is partly disordered during the stages in which it enters the folding medium until fragments CI2(27-40) and CI2(52-64) enter after which the critical longrange interactions that stabilize the native conformation are established.
The time required for the optimizations is recorded in table 1. The calculations were performed on a 2.40 GHz 1 CPU Intel(R) processor. Computational time increases as the dimension of the problem increases with the protein growth, as expected.
Discussion
In this paper we presented a general dynamic optimization approach to study optimum co-translational folding pathways. The nascent protein folds through a sequence of intermediates as it enters into an environment that favors folding. In the proposed optimization model, the native configuration of the protein is assumed known and the covalently bonded beads are modeled as linear springs. Attractive forces among the nonbonded beads define the force field that drives the protein into its most native-like structure without violating the excluded volume and bond constraints. The model allows the protein to adopt non-native intermediates essentially resulting from nonnative contacts. However, the Go-model forces the protein to adopt its native conformation eventually. In this sense, the Go-model may be unrealistic, but it seems to be the only model to study protein behavior in time scales not accessible to rigorous analysis such as molecular dynamics. It is to be noted, however, that in our model the system obeys Newton's equations of motion. More importantly the excluded volume constraints are fully satisfied in the model. To demonstrate the method, we used two widely studied proteins: (i) a fast-folding protein, chicken villin headpiece protein which is composed of three helices, one loop and one turn and (ii) the chymotrypsin inhibitor, a 64 residue protein that exhibits a simple two-state folding. For the villin, we first set the native conformation of the first five beads to the initial structure. Next the beads leave the ribosome; add to the growing chain and the protein starts to fold sequentially. Each time a bead is added, a new intermediate is defined and a new optimization is performed to compute the optimal folding path of this intermediate. We define three stages of the folding process-the early stage, the middle stage and the late stage-and discuss the optimal pathways in these regimes. We identified the important short-and long-range interactions that stabilize the different structures during the folding process. It is further observed that the chain cannot form a compact structure in the presence of only short-range contact pairs. It is shown that the hydrophobic collapse appears in two stages in co-translational folding. Finally, folding calculations show that the chain may not form a compact structure if it enters the folding medium too fast. For CI2, we first introduced the fragment ASN1-GLU26 into the folding environment and observed that it cannot take the native conformation due to the lack of long-range interactions that stabilize the native state. The next fragment CI2(27-40) that contains the hydrophobic core is also not stabilized, as may be seen from figure 9, until the fragment CI2(52-64) enters the folding medium. Our observations are in agreement with both experimental (Prat Gay et al 1995) and computational (Elcock 2006) work, both of which showed that major elements of tertiary structure do not form until it is fully synthesized. Both the work of Gay et al and Elcock imply that the absence of tertiary contacts in the early stages of folding allows for the formation of secondary structures during this stage.
Finally, it is to be noted that our model focuses on the sequence of events after the chain enters the folding environment in an extended form and it does not cover the sequence of events that take place within the folding tunnel. Events taking place inside the ribosome have been addressed in the work of Elcock (2006) where a Brownian dynamics simulation strategy based on a Go-type potential was adopted.
