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Abstract
I use numerical methods to test for the presence of one-time structural breaks in the
conditional variance of nominal interest rate spreads in four European countries over
a period of eleven years (Jan 1988 to Dec 1998). I start with an intuitive approach
consisting of a sequence of breakpoint Chow tests performed at subsequent dates over
a given subsample of the squared residuals of the autoregressions used to model the
yield spreads. Results from this procedure are misleading and spurious to some extent
because of the incorrect critical values produced, which make the interpretation of the
test statistics basically unreliable. I then switch to large Monte Carlo simulations and
to a ﬁxed-regressor grid-bootstrap method to derive the right critical values and reﬁne
the previous conclusions. Finally, I utilize classical Bayesian econometrics to estimate
alternative models for the series of nominal spreads and to detect potential shifts in
the innovation variances of the equations describing the data. Outcomes need some
interpretation: in the cases of Germany and Spain a break might have occurred in 1990
and 1994 respectively, as derived from the grid-bootstrap approach. Likewise, there is
evidence of a shift in the case of France in 1996 according to the Bayesian techniques
employed, which also validate the hypothesis of a break for Italian yield spreads in 1995.
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11 Introduction
The period of time ranging from the last few years of the 1980s to almost the end of the
1990s is plenty of epochal events that had a huge impact on both the political organizations
and the economic structures of a vast majority of countries in Europe. The fall of the Berlin
Wall in November 1989 only represented the prelude to the decay and disintegration of the
communist regimes in the USSR and in all the other Eastern European nations either under
the direct or indirect inﬂuence of Moscow. The early ’90s were characterized by a number
of economic happenings and challenges: market economies took over planned economies
in former communist areas; Western European countries experienced a period of recession
and some of them even survived a currency crisis that ﬁrst led nations like the United
Kingdom and Italy to temporarily exit the European Monetary System (EMS) because of
the unbearable pressures on their respective currencies in the foreign exchange markets; and
then pushed European governments to ﬁnally lay the bases for the gradual creation of a
unique economic area within which ﬁxed exchange rates would be established. This process
culminated with the birth of the European Central Bank (ECB) and the European System
of Central Banks (ESCB) on the 1st June 1998 and with the introduction of the Euro as the
common currency for eleven (then twelve) countries, as of the beginning of January 1999.
In this paper I study the time evolution and the properties of nominal interest rates in
four European countries - namely Germany, Spain, France and Italy - over a period of eleven
years, from the beginning of 1988 to the end of 1998. I examine the conditional volatility
(variance) of the spread between short-term and long-term interest rates within each of the
aforementioned countries in order to determine whether signiﬁcant structural breaks did
occur during the time-span considered, possibly because of some of the circumstances listed
above.
The behavior of the yield curve changes along the business cycle. In recessions, premia
on long-term bonds are usually high and yields on short-term bonds generally low. As
such, recessions are likely to feature upward sloping yield curves. Premia on long bonds are
countercyclical because investors do not like to take on risk in bad times. In contrast, yields
on short bonds tend to be procyclical because the Central Bank is more willing to lower
short yields in recessions in an eﬀort to stimulate economic activity and more willing to raise
them when the economy grows faster1. On the basis of this simple economic intuition and
1This suggests that there should exist positive correlation between real output gaps and nominal spreads
deﬁned as the diﬀerence between short-term and long-term interest rates.
2of the fact that expansions and recessions inevitably alternate, many papers tried to predict
GDP growth or GDP recessions through OLS regressions by using the slope of the yield
curve (i.e., the spread between short and long nominal interest rates) among the relevant
regressors and generally found negative statistically signiﬁcant correlation between economic
growth and spreads. Some works in this ﬁeld are by Fama (1990), Mishkin (1990); Estrella
and Mishkin (1998); Ang, Piazzesi and Wei (2005).
I pay attention to the yield spread, constructed as the diﬀerence between short-term
and long-term nominal interest rates, since its variability can be considered as a measure
of the stability of ﬁnancial and money markets and since connections might exist between
such a variable and the real business cycle. Th e r es e e m st ob es o m ed e g r e eo fc o - m o v e m e n t s
between nominal interest rate spreads and real output growth rates. Detecting a signiﬁcant
one-time structural break in the conditional variance of the interest rate spread should then
translate, under a particular set of assumptions, into the detection of a potential 2 change in
the regime of conditional volatility of the growth cycle and into a change in the degree of
stability of ﬁnancial markets. In particular, a lower average conditional variance for the time
series of the yield spread over a given subsample should imply more stability in ﬁnancial
markets and predict less variability in the economy (growth business cycles) as a whole over
that subperiod3.
The objective of this paper is then to describe a rigorous, though suﬃciently simple, sta-
tistical framework within which the detection of one-time structural breaks in the innovation
variance of the process describing the data is possible. To accomplish my goal, I make use
of a broad set of econometric tools. First of all, a fully intuitive (though not completely
correct) approach to the problem: this methodology mainly consists of a sequence of break-
point Chow tests performed at diﬀerent dates over a given subsample of the data for the
detection of structural shifts in the series of estimated conditional variances. I will argue
that this procedure does not produce proper critical values for the relevant statistics, but
it serves as the necessary4 starting point for the subsequent kind of analysis. I then utilize
classical methods that involve a heavy use of large Monte Carlo simulations for the correct
2It is only potential since, as I will argue later, the conditional variance of yield spreads is just one
component of the total variance of future real output growth rates. In any case, a change of that conditional
variability predicts a change in the same direction of the variability of the growth cycle.
3I do not directly use any measure for the real output gap to assess switching volatility regimes in the
business cycle because of the too many degrees of freedom that one would face while trying to estimate the
cyclical and the long-run components of real output. Constructing interest rate spreads is instead much easier
and leads unambiguously to well-deﬁned time series with a clear cyclical behavior.
4It is necessary since the statistics on which the second approach employed relies on are derived from the
sequence of Chow tests performed in the ﬁr s tp a r to ft h i sw o r k .
3computation of the test statistics and the corresponding critical values. Finally, I switch to
classical Bayesian techniques, which provide a straightforward (at least in principle) way to
estimate models and select among alternatives.
At a ﬁrst stage, the conditional variance of the process describing the interest rate spread
of each country is considered as constant over the entire sample of estimation (nothing else
than the usual assumption of homoskedasticity of the error term in classical econometrics,
a standard feature of any OLS regression). At a second stage, I relax this assumption and
allow for potential heteroskedasticity by modelling the variance term in a simple way, that
is by assuming the presence of a one-time structural break in the mean of the variance itself.
Loosely speaking, the way heteroskedasticity is taken into account in this work requires the
hypothesis that the conditional variance under investigation may be consistently modelled
by means of a convenient one-step function. This way of modelling the variance is not meant
to be exhaustive and completely satisfying under an economic point of view. At the same
time, however, it represents an easy and straightforward way to introduce changes in the
volatility regime of the series under investigation, to look at them from a diﬀerent perspective
and to reconcile major economic events - which are known to have changed the course of
European economies - with a useful econometric setting. I then compare the two alternative
speciﬁcations for every single country (homoskedasticity vs. heteroskedasticity as modelled)
in order to check for the signiﬁcance of the hypothesized structural break; in some cases, I
estimate again the models for the interest rate spreads, namely when evidence of a changed
regime in the conditional variability is found. These new estimations are performed assuming
heteroskedasticity of the error term (in the form proposed) in the regression equations.
The present paper is organized as follows: in Section 2 I describe the available data by
focusing on their time series properties with the aim of providing a rationale for the model I
then decide to adopt for the description of their behavior over time. My search for the ﬁnal
results is, at this point, performed in three steps. In Section 3 I test for the presence of a
potential structural break in the conditional variance of the nominal interest rate spreads
(i.e. I check whether it is possible to abandon the assumption of homoskedasticity of the
error term) by utilizing an intuitive approach based on a sequence of breakpoint Chow tests
performed at diﬀerent dates over a subset of the sample period. As I point out later, this
procedure is highly unsatisfactory, should be handled with care and be considered only as a
useful benchmark to start from for a more sophisticated analysis. Section 4 is entirely devoted
to the reﬁnement of the procedure described in Section 3. The so-called grid-bootstrap
4method developed by Hansen (2000) then becomes a useful tool to compute the correct
critical values and probability levels for the statistics already derived (and used) from the
previous sequence of Chow tests; and to interpret in a better way the results obtained from
the intuitive (naïve) approach. In Section 5 I sketch classical Bayesian techniques, discuss
how they should be applied to get an answer to the question of interest and eventually apply
them to address the problem. Section 6 describes some of the results obtained using similar
procedures on a larger sample (January 1998 to February 2005) and shortly discusses some
remaining issues. It is worth noticing that extending the sample over which the analysis
is conducted is likely to raise the probability that a one-time structural break is actually
detected. The period starting in January 1999 (that is in the month immediately after the
end of the sample I have decided to concentrate on in this paper) represents a new economic
era for European countries, an era characterized by low inﬂation and low interest rates as
never experienced before in the Old Continent. I leave this period out of my main analysis
believing that, if included, it would have facilitated the detection of a break in the conditional
variance of the yield spreads. Section 6 is used instead for the brief description of such a
possibility through Hansen’s numerical methods. Section 7 ﬁn a l l yc o m m e n t so nt h em a i n
conclusions of this work and summarizes the most signiﬁcant ﬁndings.
Results regarding estimations and dates of potential structural breaks are reported and
interpreted in a historical perspective. Short references to and descriptions of the main
theoretical econometric tools used throughout the paper are provided when needed.
2T h e D a t a
I collect time series for short-term and long-term nominal interest rates in four Western Eu-
ropean countries, namely Germany (including ex-GDR from 1991), Spain, France and Italy.
Such a choice is not random. The four countries represent the four biggest economies in
the Euro area5. Germany and France have been selected because of their overall economic
stability, relatively lower interest rates over the past twenty-ﬁve years or so, good perfor-
mances in terms of inﬂation rates. Spain and Italy have been picked mainly for the opposite
reasons: more pronounced economic problems and diﬃculties over the last twenty-ﬁve years
or so (for the most various reasons), relatively more precarious economic stability (at least
for some time), higher interest and inﬂation rates. The idea is to discriminate between two
5Germany, France and Italy are even G7-countries.
5sets of countries with very diﬀerent economic patterns over the period of time analyzed that
eventually converged to similar parameters.
Monthly data have been assembled from EUROSTAT and are referred to a period that
starts in January 1988 (at the eve of the crisis of communist countries) and ends in December
1998, immediately before the European dream and project of a common currency came true.
The whole sample is then constituted of a total of 132 time observations for each country.
Short-term interest rates are measured as three-month money market rates; the deﬁnition of
long-term interest rates is given by 10-year government bond yields. The diﬀerence between
the two variables represents the nominal interest rate spread I make extensive use of in my
subsequent analysis.
2.1 What Model for Nominal Interest Rate Spreads?
The two following graphs (Figure 1 and Figure 2) plot the time series of the two deﬁnitions
of nominal interest rate adopted here for each of the four countries under investigation:
[Figures 1 and 2 about here]
The time pattern is clear. Spanish and Italian interest rates remain well above German and
French interest rates over the whole sample, though an evident convergence path, which was
completed at the end of 1998, witnesses the eﬀorts of all the four countries to satisfy the
requirement of homogeneous interest rates on the date of entrance into the newly born Eco-
nomic and Monetary Union (EMU). Higher interest rates - in particular, higher interest rates
on assets with a long maturity - for Spain and Italy underlie the well-known problems with
inﬂation experienced by these two countries, at least until not much before their accession
into the European Monetary Union in 1999. The series of Italian three-month interest rates
peaks approximately in the second half of 1992, exactly when the Italian Lira (together with
the British Sterling) was pushed out of the "snake" of the European Monetary System by
the speculative attacks performed in the money and exchange markets by foreign investors.
It was in that period that Italy also got to its peak in terms of long-term interest rates,
notoriously more sensible to inﬂation expectations. German short-term interest rates - his-
torically closely tracked by French rates - display a peculiar smooth increase between the
last years of the ’80s and the ﬁrst years of the ’90s, probably a consequence of the attempts
to eﬃciently deal with the costs of reuniﬁcation and with the European currency crisis of
6the 1992-1993 period, mainly aimed at preserving stability and low inﬂation rates in the
country. After that period, a clear convergence path towards permanently lower rates can
be fully observed for these two nations.
Both short-term and long-term interest rates rose during the ﬁrst half of 1995. This is
true for 10-year government bond yields in Spain and Italy, which, maybe, felt the eﬀects
of soaring expectations about future inﬂation. As a short historical notice, it was since the
early 1980s that long-term government bond yields in the Eurozone in general had declined;
a fact that is in line with a similar trend occurred in other industrialized countries around
Europe and the world. By the time the Euro currency was formally introduced in 1999,
long-term government bond yields across the Eurozone countries (and so across the four
nations examined in this paper) had largely converged to that of Germany (the Euro area’s
largest economy).
It is not redundant to stress the apparently high persistence of nominal interest rates over
time. This is a characteristic that possibly reﬂects the so-called "interest rate smoothing",
a known aspect in monetary policy stances of many modern central banks. Very probably,
such stances have some degree of inﬂuence on the various deﬁnitions of interest rates. This
is evident from the formal inspection of the correlograms of the series of interest rates, which
m i g h ts u g g e s tt h ep o s s i b l ep r e s e n c eo fu n i tr o o t s( ﬁrst partial correlations are close to one
in all the cases considered):
[Tables 1 and 2 about here]
Similar rates of persistence can be found in the interest rate spreads of the four countries.
Estimated autocorrelations that decay at a very slow rate and estimated partial correlations
- which, broadly speaking, are statistically signiﬁcant only at the ﬁrst lag or at the ﬁrst and
second lags (depending on the country considered) - strongly indicate that AR models are
used to describe in a simple way the time behavior of the yield spreads:
[Figure 3 about here]
[Table 3 about here]
Interest rate spreads seem to be cyclical over time. This intuition is conﬁrmed to some
7extent by a rough comparison with the quarterly series of real output gaps6 a n dw i t ht h o s eo f
future real GDP growth rates expressed at a quarterly frequency7. Correlations on common
samples indicate that nominal spreads substantially co-move with real output gaps in the two
cases of Spain and France (0.416 and 0.443 respectively); this ﬁnding is deﬁnitely weaker
for Germany and Italy, with estimated correlations equal to 0.100 and 0.007 respectively.
Correlations between spreads and real output growth rates are generally high and negative
as expected: -0.079 for Italy, -0.278 for Germany; -0.348 for Spain and -0.492 for France.
In general, one may claim that greater uncertainty about future rates of inﬂation, fu-
ture growth perspectives or future political events are often likely to widen the diﬀerence
between the short-term and the long-term nominal interest rates. This statement can help
understand better why there seems to be evidence (formally not checked in this paper) of co-
variance/correlation between real output gaps and nominal spreads; and between real GDP
growth rates and nominal spreads. This might also shed some light on my choice of analyz-
ing country-speciﬁc yield spreads and their conditional variances as proxies for the overall
economic performance of each country, primarily in terms of stability, relying on their power
in predicting output growth and recessions8.
A quick glance at cross-correlations gives a further indication about the possibility for
the variables under analysis to be modelled in similar ways. Generally high values suggest
that this might actually be a feasible and proper option:
[Table 4 about here]
6To this purpose, monthly data for interest rate spreads have been converted into quartely data through a
simple averaging procedure. Quarterly output gaps have been derived through the application of a Hodrick-
Prescott ﬁlter to the original series or real output (collected from EUROSTAT).
7I use the following deﬁnition of real GDP growth rate: gt→t+4 =
1
4 (logGDPt+4 − logGDPt).
8A popular and eﬀective empirical way to predict output growth rates consists of the speciﬁcation:
gt→t+h = β0 + β1st + ut,w h e r est is the nominal interest rate spread as deﬁned earlier in this paper and
ut is a normally distributed random error term and h ≥ 0 (see, for instance, Ang, Piazzesi and Wei (2005)).
With quarterly data, a natural choice is h =4 . Later in this work, I specify the following process for st:
st = μ + Σ
K
j=1αjst−j + εt. It then turns out that, under these assumptions and with h =4 , the conditional
variance of the yield spreads is related to the variance of future real GDP growth rates conditional on lagged
spreads:
Va r(st|st−j,j=1 ,..,K)=Va r(εt);
Va r(gt→t+4|st−j,j=1 ,..,K)=( β1)
2 Va r(st|st−j,j=1 ,..,K)+Va r(ut|st−j,j=1 ,..,K)
=( β1)
2 Va r(εt)+Va r(ut).
This implies that a part of the variability of the future growth cycle can be explained by the conditional
variability of the yield curve slope. More speciﬁcally, other things being equal, a drop in the conditional
variance of yield spreads predicts a fall in the conditional variance of growth rates.
8The simplest model for the data, which probably summarizes most of the features de-
tected so far, seems to be a univariate autoregressive (AR) process for each series of nominal
spread. Thus, a general speciﬁcation for an AR(K) process is:
st = μ + ΣK
j=1αjst−j + εt (1)
where st is the yield spread at time t, εt is assumed to be a serially uncorrelated, but possibly
heteroskedastic, random error term; μ is simply the intercept term of the equation. Andrews
and Chen (1994) claim that, given an AR(K) process, the best scalar measure of persistence
for the underlying variable is given by ρ = ΣK
j=1αj, which is likely to provide much better
indications than the more usually used largest root of the characteristic equation of the
autoregressive process.
Following the approach proposed by Levin and Piger (2004) for the study of inﬂation
rates in industrialized countries, through some algebraic manipulation, equation (1) can be
easily rewritten into the following equivalent expression:
st = μ + ρst−1 + ΣK−1
j=1 φj∆st−j + εt (2)
In this ad hoc formulation, the persistence parameter equals the expression ρ = ΣK
j=1αj
and each φj is a simple transformation of the AR coeﬃc i e n t sd i s p l a y e di ne q u a t i o n( 1 ) .I n
this way, the process of each spread series can be studied by ﬁtting equation (2) into the
data after choosing a suitable lag length (i.e. a suitable value for K) for the autoregressive
equation. This can be done in a number of ways. By looking, for instance, at the correlograms
presented above, signiﬁcant partial correlations might indicate the correct lag choice. On
this ground, K is equal to 2 in the cases of Germany, Spain and France; possibly equal to
1 (with some reserves) in the case of Italy. Another very way to address this problem is
to minimize the Akaike Information Criterion (AIC) or the Schwarz Information Criterion
(SIC) of a standard OLS regression. I will look at all the information available in order to
choose the correct lag order on a case-by-case basis.
3 Data Mining?
The following OLS regressions are run on the available data by making use of the model
d e s c r i b e di ne q u a t i o n( 2 ) .L a gl e n g t h sa r ec h osen using the information coming from appro-
9priate criteria and reported in the last column of Table 5. Standard errors are indicated in
parenthesis below the corresponding estimated coeﬃcients:
[Table 5 about here]
Persistence parameters, as expected, are found to be very close to unity for at least two
countries, namely Germany and Spain. Estimates for France and Italy are somewhat lower
(in particular in the case of Italy), but still imply high persistence in the series of the
corresponding interest rate spreads. This immediately validates some of the ﬁndings already
mentioned. In ﬁgure 4 I plot the residuals of the regressions above:
[Figure 4 about here]
A visual inspection suggests that the assumption of homoskedasticity for the error terms
might not hold for all the four countries and should not be retained for some of them. There
seems to be a higher variability of the residuals in the very ﬁr s tp a r to ft h es a m p l ei nt h e
case of Germany as well as in the case of Spain (though the subsample of high volatility
looks a little longer in the latter country). The cases of Italy and France are a little more
diﬃcult to assess: there are spikes and outliers in both the series, but it is still not easy to
ﬁgure out whether this actually implies a change in the regimes of volatility for the interest
rate spreads in the two nations or just transitory deviations from a rather stable mean9.
Similar patterns are recognizable from the four graphs of the squared residuals of the OLS
regressions. Squared residuals are proxies for the estimated conditional variance of the error
term and are extensively used later in this section to model potential heteroskedasticity10:
[Figure 5 about here]
9Modelling outliers with dummy variables might represent a viable solution, perhaps at least in the Italian
series (aberrant observations occur in correspondence of the second half of 1992, i.e. when the recalled
currency crisis hit Europe). However, this is not the way I chose to proceed.
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2
t.
10German squared residuals generally display higher values in the very ﬁrst part of the sample
and it seems reasonable to assume in this caset h a t ,a tac e r t a i np o i n ti nt i m e ,G e r m a n
interest rate spreads might have actually switched to a lower regime of conditional variability.
A similar ﬁnding can be observed in the series of squared residuals from the regression
regarding Spanish spreads, even though the point in time at which the conditional volatility
should have fallen seems to be in the middle of the sample. It is harder to deduct anything
similar from French and Italian data.
An informal way to detect whether there actually exists a structural break in the con-
ditional variability of nominal interest rate spreads consists in a number of steps that are
aimed at checking whether some forms of heteroskedasticity of the error term can be al-
lowed by the data and then modelled accordingly. Heteroskedasticity issues can be tackled
in various and even rather sophisticated ways. In order to remain consistent with the much
more complex kind of analysis that I perform later, in this part of the paper I assume that






= γ0 + Dtγ1 (3)
where Dt is a dummy variable that controls for the shift in the innovation variance. This
means that Dt is a vector of T observations (T =1 3 2in this part of the paper) which contains
zeros until a structural break is detected and then contains ones for the remainder of the
sample. For simplicity, I allow for a possible one-time structural break only11, even though
the data might actually suggest diﬀerent assumptions to relax the classical hypothesis of
homoskedasticity and to model the variance of the error term. In intuitive words, the unique
one-time structural break occurs when the probability of such an event is maximized over
11Starting from the series of the squared residuals as generated from the OLS regressions described at the
beginning of this section, I regress e ε
2
t on a constant term only and then check for structural shifts in the
estimated intercept term using a sequence of breakpoint Chow tests performed at diﬀerent dates. Moreover,
as customary in these kinds of studies, I constrain the potential break to occur in the middle 70% of the
whole sample. In my work this means that the sequence of Chow tests is only performed along the subsample
1990:01-1997:04 (boundaries included).
The idea of the breakpoint Chow test is to ﬁt the same equation separately for each subsample and to
see whether there are signiﬁcant diﬀerences in the estimated coeﬃcients. A signiﬁcant diﬀerence indicates a
structural change in the relationship. To carry out the test, data should be partitioned into two subsamples.
Each subsample must contain more observations than the number of coeﬃcients in the equation so that the
equation itself can be estimated. The breakpoint Chow test compares the sum of squared residuals obtained
by ﬁtting a single equation to the entire sample with the sum of squared residuals obtained when separate
equations are ﬁtted to each subsample of the data (F test). Alternatively, a log-likelihood ratio (LR) statistic
can be computed by comparing the restricted and unrestricted maximum of the (Gaussian) log-likelihood
function.
11the sample12.
Figure 6 plots the results of this recursive procedure. For each of the four countries I
report, in separate diagrams, the series of the F statistics and the LR statistics associated
with each test performed at a given date. Both statistics deliver qualitatively similar results.
Dotted and dashed lines indicate the calculated critical values at the 5% and 1% levels. The
null of the test is that no structural break has occurred. Relevant statistics above the critical
values show that the null hypothesis can be rejected and that at least a one-time structural
break might exist:
[Figure 6 about here]
Some values of the test statistics clearly suggest the presence of structural breaks, with dif-
ferent levels of signiﬁcance. On a very ﬁrst and rough approximation, they occur somewhere
inside the time intervals in correspondence to which the plotted lines lie above the dotted
critical values13. Circled observations refer to the date on which the hypothesized unique
structural break is most likely to be present. In the tables below I brieﬂyr e p o r ts u c ht i m e
intervals together with the highest values for both the test statistics used within the standard
Chow test14:
[Tables 6, 7 and 8 about here]
However, there exists a major problem in the whole econometric procedure performed until
now that can not be ignored. What has been done so far is not distant from pure data mining,
this meaning that, even though the approach to this issue looks incredibly appealing and
really intuitive when the date of the structural break is unknown and needs to be correctly
detected, the sequential investigation implied by repeated breakpoint Chow tests at diﬀerent
points in time is likely to produce inconclusive and even spurious results, simply because
it fails to produce the correct critical values15. Fortunately, there exists an econometric
procedure - which can not be examined without making use of the results obtained in this
12This, of course, does not mean that no other breaks have occurred and can be detected. Extensions of
the model and of the procedures presented in this paper can be thought in order to account for the possible
presence of multiple structural shifts or of a smooth transition from a volatility regime to another one.
13Breakpoint Chow Test (F Statistic): Germany: 5% critical value=3.915138; 1% critical
value=6.837100. Spain: 5% critical value=3.915138; 1% critical value=6.837100. France: 5% critical
value=3.915138; 1% critical value=6.837100. Italy: 5% critical value=3.914559; 1% critical value=6.835499.
Breakpoint Chow Test (LR Statistic): Germany: 5% critical value=3.841459; 1% critical
value=6.634897. Spain: 5% critical value=3.841459; 1% critical value=6.634897. France: 5% critical
value=3.841459; 1% critical value=6.634897. Italy: 5% critical value=3.841459; 1% critical value=6.634897.
14The maximum value of the Chow F test statistic (max F or sup F) is usually known as the Quandt test
statistic or Andrews test statistic. For further details, see: Quandt, R. (1960) and Andrews, D.W.K. (1993).
15The test statistics derived do not have standard distributions. The correct ones should then be simulated
through Monte Carlo methods.
12section - to address this inconvenience. It is described in details in the next section.
Sequential breakpoint Chow tests are at least capable of selecting possible time intervals
within which the actual break may be found. By focusing on the maximal statistics only,
it is possible to isolate individual dates in correspondence to which the probability of the
presence of a simple one-time break is maximized. In the case of Germany this date is
found to have occurred in March 1990, just a few months after the fall of the Berlin Wall,
at the very beginning of the process of reuniﬁcation of the two parts of the country. This
could be the event that might have caused the process describing the evolution of the nominal
interest rate spreads over time to permanently change its volatility regime. Spain might have
changed such a regime in October 1994, once the bases for the next birth of the European
Monetary Union had been built and the eﬀorts of compliance with the Maastricht Treaty
became substantial for all the nations involved in the process. France and Italy, instead,
may have respectively experienced such changes in September 1992 (the beginning of the
European currency crisis) and in March 1993 (a few months after the currency crisis, when
it was clear that the Italian Lira - which had to exit the EMS in September 1992 - would not
re-enter the system so soon as expected, and the new course to recovery had already been
instituted by Italian political and economic authorities).
4 A "Fixed-Regressor Bootstrap Method" to Detect Struc-
tural Shifts
In Section 3 I presented an intuitive and naïve way to test for and detect the presence of a
one-time structural break (at an unknown date) in the innovation variance of the processes
describing the nominal interest rate spreads of four diﬀerent European countries over a
given time period. As already argued, the problem with that approach is that usual critical
values that come out of standard breakpoint Chow tests can not be used because of their
incorrectness. Though the procedure might seem appealing and even give some approximate
indication of whether and when the shift has occurred, the inference based on it is likely to
be spurious. In any case, it represents the necessary starting point for the analysis performed
in this section.
Over the last twenty years econometricians developed a large set of new instruments to
test for structural changes of unknown timing in regression models. Among them, particular
attention should be paid to those which rely on the sup F statistic of Andrews (1993), the
13exp F and ave F statistics of Andrews-Ploberger (1994). Hansen (2000) proved that the
statistics generated by the procedure described earlier have non-standard distributions that
should be correctly computed by means of Monte Carlo simulations. He reﬁned Andrews
and Ploberger’s ﬁndings by showing that their statistics may vary to structural changes
in the regressors of the test equations. Hansen (1999) developed a "ﬁxed-regressor grid-
bootstrap"16 procedure to derive the ﬁrst-order asymptotic distribution for the statistics of
interest. The attractive feature in Hansen’s approach is that his grid-bootstrap method
allows for arbitrary structural changes in the regressors, including simple structural shifts,
as in the case described in this work; and for lagged dependent variables and heteroskedastic
error processes.
To the purposes of this paper, I slightly modify the framework presented by Hansen.
By making use of a similar methodology and keeping the empirical set-up described in the
previous section of this paper, I calculate the relevant statistics for my analysis on the
estimated conditional variances17.A f t e r d e ﬁning the F (Wald) statistic of the breakpoint
Chow test at time t as Ft, Andrews and Ploberger’s statistics are then computed as18:

















Ftdw(t) (Average F Statistic)
where w is a measure that puts weight 1
t2−t1 on each integer t in the interval [t1;t2],w i t h
t1 and t2 representing the boundaries of the time interval along which the Chow test is
executed. Usually, t1 =0 .15 · T and t2 =0 .75 · T,w i t hT being the total sample length.
The expF statistic is proved to be optimal against distant alternatives, whereas the ave F
16Hansen proposed a “grid-bootstrap" method to construct conﬁdence intervals with an improved perfor-
mance over conventional bootstrap methods when the sampling distribution depends upon the parameter of
interest. The basic idea is to calculate the bootstrap distribution over a grid of values of the parameter of
interest and form the conﬁdence interval by the no-rejection principle. This framework perfectly applies to
autoregressive models, where it is known that conventional bootstrap methods fail to provide correct ﬁrst-
order asymptotic coverage when an autoregressive root is close to unity. In contrast, the grid bootstrap is
ﬁrst-order correct globally in the parameter space.
The bootstrap method employed here treats all the regressors as exogenous even when they contain lagged
values of the dependent variable.
17I use the squared residuals e ε
2
t - a by-product of the regressions already performed - to model potential
heteroskedasticity exactly as described in equation (3). More precisely, I regress the series of the squared
residuals e ε
2
t on a constant term only and then perform a sequence of breakpoint Chow tests at diﬀerent dates
to derive the corresponding F statistics.
18Note that the computation of these statistics would not be possible without the sequence of Chow tests
r u ni nS e c t i o n3 .
14statistic is optimal against very local alternatives.
The probability levels for each statistic are computed following Hansen’s indications and
by making use of large Monte Carlo simulations. This approach, by construction, either
conﬁrms or rejects the ﬁndings of the naïve procedure without providing diﬀerent results in
terms of detected break-dates. In particular, it returns an estimated breakpoint date that
corresponds to the time observation for which the highest F statistic has been derived in the
sequence of breakpoint Chow tests19.
4.1 Hansen’s Method - The Results
Assuming homoskedasticity, the regressions already discussed in Section 3 provide estimated
conditional variances over the whole sample as reported in Table 9:
[Table 9 about here]
In table 10 I present the results coming from Hansen’s grid-bootstrap procedure20:
[Table 10 about here]
Given the null, low p-values (possibly below 5% or even below 1%) indicate that at least
a structural break in the conditional variance of the process can be assumed. This seems
to be true for Germany and Spain: all the test statistics are suﬃciently large, so that the
null can be rejected and heteroskedasticity of the error terms can be allowed for and taken
into account in the form proposed. With some exceptions (most of them occurring if the
heteroskedasticity-corrected p-values are considered) the same conclusion can not be stated
in the two other cases of France and Italy21.
19Formally it is t
∗ : Ft∗ =s u p
t∈[t1,t2]
Ft.
20The three statistics described earlier are computed for each country and for each test regression run. The
bootstrap approach also produces potential dates on which a shift in the average conditional variance might
have occurred and p-values for the null that no structural breaks exist. Potential one-time structural shifts
are detected at the point in time where the probability mass accumulates the most, i.e. where the probability
of such an occurrence is maximized
21The three types of p-values are computed assuming three diﬀerent asymptotic distributional approxi-
mations for the test statistics. The ﬁrst p-value is derived by utilizing the asymptotic approximation used
by Andrews (1993). As easily noticeable, it is very close to the second one, which, instead, is based on the
homoskedastic ﬁxed-regressor bootstrap approximation proposed by Hansen (2000). They both provide the
same qualitative results in terms of rejection of the null. The third p-value is calculated on the basis of
a heteroskedastic ﬁxed-regressor bootstrap approximation, still introduced in Hansen (2000). However, the
p e r f o r m a n c eo fa l lt h et e s ts t a t i s t i c su n d e rthis last assumption deteriorates signiﬁcantly in the two cases of
France and Italy, failing not to reject the null of no structural break in the innovation variance. This is imme-
diately explained by the natural conclusion that can be inferred for these countries after the tests performed
15For Germany and Spain I then re-estimate the OLS regressions seen in Section 3 after
introducing heteroskedasticity as modelled so far. I also provide numerical values for the
means of the estimated conditional variances for both the countries over the two subsamples
as determined by the detected breakpoint dates:
[Tables 11 and 12 about here]
A much more appealing result regards the estimated conditional variances of the regressions
over the two subsamples considered (before and after the shift). In both the cases the con-
ditional variance declines substantially, indicating a probable improved stability of ﬁnancial
markets for the two countries along their roads towards the accession into the EMU and a
positive contribution to the stabilization of output growth over the cycle.
The grid-bootstrap methodology conﬁrms in some way the results sketched in the section
devoted to the naïve approach to the problem. It obviously returns the same breakpoint
dates inferred from the maximum Chow test statistics previously shown. It rejects the
null of no structural breaks in the innovation variance only for those countries (Germany
and Spain) whose F and LR statistics reach (and/or go beyond) the respective wrong 1%
critical values. This outcome could not be correctly assessed in Section 3 without ﬁrst
correcting p-values using the appropriate econometric tools introduced in this part. One
should also take into account the fact that the rejection of the null does not automatically
imply homoskedasticity of the error term, but just a preference for this assumption against
the alternative of heteroskedasticity modelled as indicated in equation (3).
5 A Bayesian Approach to Model Heteroskedasticity and De-
tect Potential Structural Shifts
In this part of the paper I explicitly refer to the methodology used by Piger and Levin (2004)
as a useful alternative to classical hypothesis testing. Here, I make use of classical Bayesian
methods to model potential conditional heteroskedasticity in the AR model proposed in
previous sections to ﬁt the data regarding nominal interest rate spreads for the same four
countries. In particular, following the same broad guidelines already analyzed in earlier parts
so far: the best assumption is probably that of homoskedasticity of the error terms in the two regressions
describing the time evolution of French and Italian nominal interest rate spreads; as such, changing regimes
in the innovation variance should not be introduced and hetero-corrected p-values are inconclusive.
16of this work, I assume that, when testing for a possible one-time break in the innovation
variance of a selected AR process, the conditional variance under investigation has the form
expressed by equation (3)22.
I estimate the following two models23:
st = μ + ρst−1 + ΣK−1
j=1 φj∆st−j + εt (2.a)
(with εt serially independent and homoskedastic)
st = μ + ρst−1 + ΣK−1
j=1 φj∆st−j + εt (2.b)
(with εt serially independent and heteroskedastic)
The relevant aspect in the estimation of the proposed AR models in a Bayesian fashion is
g i v e nb yt h ef u l ls p e c i ﬁcation in terms of probability distributions that must be assigned
to each of the parameters involved. I assume that the error terms in equations (2.a) and
(2.b) are normally distributed with zero mean and variance σ2
i.I n t h e ﬁrst model, σ2
i is
simply thought to be constant, that is σ2
i = σ2. In equation (2.b) I model conditional
heteroskedasticity in εt by allowing for a one-time structural shift in its variance, so that
σ2
i = σ2
0 (1 − Dt)+σ2
1Dt. In the last expression, Dt is a dummy variable that, as in a previous
section, controls for the shift in the innovation variance.
In order to compute the marginal likelihood of (2.b), further assumptions are needed. I
track Chib (1998) and assume that Dt is a discrete latent variable with Markov-transition
probabilities Pr(Dt+1 =0 |Dt =0 )=q and Pr(Dt+1 =1 |Dt =1 )=1with, of course, q ∈
(0,1). This means that there is a constant positive probability (1 − q) for a break to occur
22I ﬁrst estimate the model for each time series assuming homoskedasticity in the error term; I then perform
the estimation of an alternative model which allows for a one-time shift in the innovation variance. I stick to
the usual practice of restricting the break not to occur neither in the initial ﬁfteen percent nor in the ﬁnal
ﬁfteen percent of the full sample period. Finally, I compare the two competing models by computing the
Bayes factor, that is the ratio between the marginal likelihood associated with the model with a break in
the innovation variance and the marginal likelihood associated with the model without breaks. In general, a
Bayes factor that is constructed in this way and that turns out to be bigger than one represents an evidence
for preferring the model with a shift. The greater the Bayes factor (which, on the basis of the expression used
to derive it and presented later, is always positive), the more likely the model with a break is with respect
to the model without breaks. On the other hand, a Bayes factor that is less than one points in favor of the
model that does not allow for any breaks.
23Note that Model (2.a) coincides with Model (2), but it is estimated in a Bayesian fashion. Model (2.b)
diﬀers from Model (2) in how potential heteroskedasticity is modelled. Equation (3) is not suﬃcient anymore
to detect the potential break in the innovation variance. Even though the general form is kept, the Bayesian
technique involved here requires the introduction of a latent variable with the deﬁnition of proper transition
probabilities.
17in any period, if it has not occurred yet. Through some simple algebra it is possible to
show that the expected duration (n) of the number of periods prior to the break is equal
to E (n)= 1
1−q. All this eventually implies that once the break has occurred at a speciﬁc
date n,t h e nDt =1 , ∀t ≥ n (absorbing state)24. Bayesian estimates generate a posterior
distribution for q: the breakpoint date is promptly derived from the expression stating its
expected value by using the posterior mean of q.












and the following to describe model (2.b):
μ ∼ N (0,3)
ρ ∼ N (1,3)






with μ, ρ and φj statistically independent of each other. The choice of relatively informative
priors for the parameters is intended to provide a compromise between the need of letting
the data speak and the necessity of incorporating the a-priori information coming from
the analysis of correlograms25. The distributional structure imposed to the model without
breaks assigns priors for μ, ρ and φj that are elicited conditional on σ2. Final estimates are
24For further technical details about how to estimate Markov-Switching models in a Bayesian setting
through Gibbs sampling, see Chapter 9 in Kim, C.J. and C.R. Nelson (1999).
25The values of ﬁrst partial autocorrelations are very close to one; higher-order partial autocorrelations
are generally close to zero. The standard Beta ensures that the domain of the probability measure q is over
the interval [0,1]. The parameters chosen imply that much of the mass of the distribution is spread around
values that are very close to one. This speciﬁcation gives more prior probability to late breakpoint dates
in the sample considered. Estimated breakpoint dates suggest, instead, that the likelihood (i.e. the data)
outweighs the prior in the computation of the posterior. Diﬀerent calibrations for the prior of q did not alter
the estimated changepoints.
18not inﬂuenced by this assumption and have been proved to be generally robust to diﬀerent
speciﬁcations of the prior distributions. This lets linear model (2.a) ﬁtt h es o - c a l l e dNormal-
Gamma framework26 and makes the computation of many relevant quantities analytically
feasible.
For each model I choose the lag order K that maximizes the corresponding marginal
likelihood, with 1 ≤ K ≤ 427. The equations are then estimated by making use of the Gibbs
26The Normal-Gamma framework is a particular case of a two-level hierarchical Bayesian model, in which
a conjugate prior distribution is speciﬁed at the ﬁrst stage and a non-informative prior is generally assumed
at the second stage.
27Given a set of data Y , the marginal likelihood of model M is analytically computed as (see: Chib, S.




L(Y |θ;M) · π (θ|M)dθ
that is as the integral over the whole parameter space of the likelihood function of model M multiplied by
the joint prior distribution of the parameters θ. The Bayes factor (see: Clarke, K.A. (2000)) for comparing




Computing the Bayes factor for the comparison of two alternative models is equivalent to the computation
of an odds ratio for which the noninformative choice of selecting equal prior model probabilities has been
initially made. The evaluation of the integral above is not always feasible, unless the model takes speciﬁc
forms. Numerical methods must be usually employed in order to get an estimate of the marginal likelihood
of a model. I derive the natural logarithm of what Chib calls the "basic marginal likelihood".B a y e sT h e o r e m
in its continuous version and in terms of the data and of the vector of parameters θ is:
p(θ|Y ;M)=
L(Y |θ;M) · π (θ|M)
m(Y |M)
where p(θ|Y ;M) is the joint posterior density of the parameters θ and the marginal likelihood m(Y |M) is
here interpreted as a normalizing factor. Solving for the normalizing constant:
m(Y |M)=
L(Y |θ;M) · π (θ|M)
p(θ|Y ;M)
which is the "basic marginal likelihood identity". By taking the logs of both the sides of the equation above:
lnm(Y |M)=l nL(Y |θ;M)+l nπ(θ|M) − lnp(θ|Y ;M)
which is the marginal log-likelihood of model M. Estimating the latter is really all the MCMC method used
here is about. This requires the correct choice of θ
∗ from the posterior density of the vector of parameters.
Chib argues that the selection of θ
∗ is not really a critical aspect of the procedure. However, it should be
taken from a point of "high density". Usually, the posterior mean is used to this purpose. Thus, the estimated
marginal log-likelihood is equal to:
ln ˆ m(Y |M)=l nL(Y |θ
∗;M)+l nπ(θ
∗|M) − ln ˆ p(θ
∗|Y ;M)
Since a Normal-Gamma speciﬁcation is used for the model without breaks, its marginal log-likelihood has a
convenient analytical expression, can be calculated exactly and does not need to be simulated. The Bayes
factor that is ﬁnally computed is given by:
g BF1,2 = e
[ln ˆ m(Y |M1)−ln ˆ m(Y |M2)].
The marginal likelihood of model M2 (hereafter the model without breaks as described by (2.a)) can be
derived analitically, as brieﬂy argued earlier. As such, the corresponding Bayes factors that are actually used
have the following simpler form:
g BF1,2 = e
[ln ˆ m(Y |M1)−ln m(Y |M2)].
19sampler, a Markov Chain Monte Carlo (MCMC) technique that computes marginal posterior
distributions for the parameters through the likelihood function of the model under analysis
and by means of complex numerical methods thats i m u l a t ed r a w sf r o mt h ej o i n tp o s t e r i o r 28.
5.1 Bayesian Analysis - The Results
The following few tables brieﬂys u m m a r i z et h em a i no u t c o m e s obtained from the Bayesian
analysis shortly described above. Values corresponding to the 5th,5 0 th and 95th percentiles
of the estimated marginal posterior distribution for the persistence parameter ρ are reported
here, together with its estimated mean and standard deviation. Marginal log-likelihoods are
then computed and Bayes factors calculated. In this section, M1 denotes the model with a
one-time break in the innovation variance and M2 the model without breaks, so that values
of the Bayes factor that are greater than 1 indicate a preference for the model with a break29:
[Tables 13 and 14 about here]
Classical Bayesian methods estimate the same breakpoint dates already detected using
Hansen’s procedure for Germany and Spain. Such dates are slightly diﬀerent for France
and Italy. There seems to be evidence in favor of a model with a break in the innovation
variance (July 1995) for Italy, a ﬁnding that reverses the results highlighted through the
grid-bootstrap procedure, which could not ﬁnd signiﬁc a n tp r o o fo ft h i s .
Similar claims can be stated for the Bayesian model describing French yield spreads,
which clearly favors the presence of a break in the corresponding conditional variance in
May 1996. On the other hand classical Bayesian econometrics does not detect statistically
28In order to assess the likelihood of a model with respect to the other and then interpret the results
as suggested by the computed Bayes factors, I follow the "rule of thumb" proposed by Jeﬀreys (1961) and
Raftery (1996):
0 ≤ 2 · log g BF1,2 ≤ 2.2 → very weak evidence for M1;
2.2 ≤ 2 · log g BF1,2 ≤ 5 → weak to moderate evidence for M1;
5 ≤ 2 · log g BF1,2 ≤ 10 → moderate to strong evidence for M1;
2 · log g BF1,2 ≥ 10 → decisive evidence for M1.
One should bear in mind that the interpretation of the Bayes factor is never so obvious. Bayesian econometrics
returns probability distributions as estimates of the parameters of a model and something similar is true for
alternative models, for which posterior model probabilities can be derived. Moreover, odds ratios give the
researcher the possibility of believing more in a model with respect to another by simply specifying diﬀerent
prior model probabilities for each of them and, as a result, of drastically inﬂuencing his inference.
29Some of the results from Bayesian analysis in this section might be slightly diﬀerent from their theoretical
values. This is because the MCMC method is not an exact way of sampling the target distributions, but rather
one for which realizations can be made as close as one likes to exact samples by observing the converging
Markov chain for suﬃciently long.
20signiﬁcant shifts in the conditional variance of German and Spanish nominal interest rate
spreads. Evidence for these conclusions is moderate for Italy and quite strong for France.
As for Germany and Spain, inferences derived from previous sections do not seem to ﬁnd
validation in Bayesian results30.
The Bayesian model with a break detects exactly the same dates for Germany and Spain
(but not the same for Italy and France) as those produced by Hansen’s procedure. Combining
the results from these two sources - this will be even clearer in the next section - suggests
that, even though somewhat controversial and conditional on the methodology employed
for their detection, structural shifts might have happened in all the four countries at the
aforementioned dates.
Tables 15 and 16 summarize Bayesian estimations by proposing a comparison of the
estimated average conditional variances for the four countries over the whole sample and for
France and Italy only over the two subsamples, as determined by their respective break-dates.
Since the output of any Bayesian procedure is always a probability distribution, relevant
percentiles are reported for the estimated variable under investigation. In both the cases for
which a shift has been detected and validated through Bayesian econometrics, estimates of
the conditional variances substantially drop from the ﬁrst to the second subsample. This
empirical evidence is then compatible with the hypothesis (and the common belief) that the
latest years of the ’90s were characterized by less volatile and stabler ﬁnancial markets in
Europe.
[Tables 15 and 16 about here]
6 Extending the Sample - Hansen’s Approach (again)
In the introduction to this paper I explained the reasons for which the focus of my analysis
is on the sample period starting in January 1988 and ending in December 1998. I intuitively
argued that considering longer samples for addressing the main issue of this work would
be likely to raise the probability of actually detecting a one-time structural shift in the
conditional variance of yield spreads. In this section I consider the following extension: I
pick a longer sample, from January 1988 to February 2005, for the same four countries and
I sketch the main results of Hansen’s ﬁxed-regressor grid-bootstrap method.
30Indeed, Bayesian techniques detect shifts in the cases of Germany and Spain, too. As pointed out earlier,
these shifts are exactly the same as those previously found in Section 4, but they are not signiﬁcant here
since higher posterior probabilities are calculated for the corresponding models without breaks.
21Beginning from January 1999, all the countries in the Euro area started sharing the same
money market, directly inﬂuenced by the policy of the European Central Bank. Money-
market interest rates (three-month rates in this study) have been common to all the countries
in the EMU since January 1999. Long-term rates (referred to assets which are still country-
speciﬁc, not included in the money market and not subject to the direct control of the
ECB) have, instead, kept some degree of independence, even after the birth of the monetary
union. Government bonds are, in fact, still issued by individual countries. However, more
and more harmonized economic policies and integrated ﬁnancial markets at the European
level have implied that 10-year interest rates are very close to each other over the extension
of the sample. Despite some diﬃculties under the point of view of the overall economic
performance, the years after the settlement of the ECB in Europe have been notoriously
characterized by low interest rates, low inﬂation rates and higher stability, particularly in
ﬁnancial and money markets. If one considers that the opposite is generally true for the
period before that date (i.e., the period already analyzed in depth in the previous parts of
this paper), it is legitimate to expect the detection of a one-time structural break in the
conditional variance of yield spreads with a bigger probability.
After ﬁtting equation (2) into the extended set of data and deriving the new series of the
squared residuals, a graphical inspection of the recursive breakpoint Chow tests performed
over the subsample 1990:07-2002:07 indicates this possibility. Only F statistics are reported
below31:
[Figure 7 about here]
F-statistics above the incorrect critical values delivered by this procedure are more numerous
than in the case considered in Section 3. This causes the intervals within which the potential
structural break might have occurred to be larger and almost directly translates into a higher
probability of estimating a one-time shift in correspondence of the highest values of the test
statistics. Such values are found to be at the following dates: 1990:08 for Germany, 1994:10
for Spain, 1996:02 for France and 1993:03 for Italy.
Hansen’s methodology adjusts the critical values just derived and provides additional
statistics to test for the usual null of no structural breaks in the conditional variance of the
31Breakpoint Chow Test (F Statistic): Germany: 5% critical value=3.888375; 1% critical
value=6.763299. Spain: 5% critical value=3.887906; 1% critical value=6.762011. France: 5% critical
value=3.888139; 1% critical value=6.762652. Italy: 5% critical value=3.888139; 1% critical value=6.762652.
22interest rate spreads, as indicated in Table 17:
[Table 17 about here]
Adjusted p-values reveal that a one-time shift is a better assumption for all the countries at
their respective estimated dates. The dates of potential break detected for Spain and Italy
are exactly the same as those estimated when the smaller sample had been considered. In
that speciﬁc case, the null hypothesis for Italy could not be accepted. The date for Germany
is close to that derived earlier32. As for France, the relevant date slightly switches from
September 1992 (the non-signiﬁcant break detected in Section 4) to February 1996.
Tables 18 and 19 present the estimated variances of the OLS regressions performed for
each of the four countries over the whole sample and over the two subsamples as determined
by the breakpoint dates detected:
[Tables 18 and 19 about here]
Estimated variances over the full sample are lower than the corresponding estimates over
the smaller sample examined in Section 4 and this is true for all the four countries. This is
reasonable, since the end of the old century and the beginning of the new one have clearly
been stabler than the years from 1989 to 1998. As expected, estimated variances turn out
to be higher over the subsamples before the occurrence of the structural breaks than over
the subsamples after those breaks. Interestingly, lower variances (with some exceptions) are
generally found in the cases of Germany and France. This might be evidence of overall better
stability properties for German and French ﬁnancial markets and economies with respect to
Italian and Spanish ones over the period considered. A ﬁnding that conﬁrms again the
common belief about the characteristics of the four countries investigated.
7C o n c l u s i o n s
I have presented several econometric alternatives to test for one-time structural shifts in the
conditional variance of nominal interest rate spreads for four European countries, currently
32In that framework, such a date is found in March 1990; now, the break is estimated to occur in August
1990. The two results are still consistent with the same event (the fall of the Berlin Wall and the beginning of
the reuniﬁcation process of the two parts of the country). The reason for which they diﬀer is easily explained:
in this section, the sequence of Chow tests from which each test statistic is derived starts at a later date than
in Section 3. It is clear from the results just shown that much of the probability distribution of the structural
break under investigation in the case of Germany accumulates towards the beginning of 1990.
23members of the European Monetary Union, over an eleven-year period of time starting in
January 1988 and ending in December 1998. Autoregressive equations are used to model
the time behavior of interest rate spreads and assumptions on the error terms are made in
order to relax, when needed, the classical hypothesis of homoskedasticity and introduce a
convenient form of conditional heteroskedasticity with the aim of taking the possibility of a
shift in the innovation variance into account.
Results are homogeneous, to some degree, across the three methodologies used. A se-
quence of breakpoint Chow tests performed over the mid-70% of the entire sample period
returns approximate intervals within which the shift might have occurred. The ﬁxed-regressor
grid-bootstrap method proposed by Hansen - which uses all the F statistics delivered by the
previous procedure - reﬁnes those ﬁndings, provides the correct critical values and probability
levels for the test statistics used and isolates exact change-point dates. Such a methodology
highlights the presence of a break in Germany in March 1990 and of a break in Spain in Oc-
tober 1994. Classical Bayesian analysis validates these results to some extent by estimating
only non-signiﬁcant breaks in the innovation variance on the same dates in Germany and
Spain. Some evidence of a decreased conditional variability of the interest rate spreads is
found for these two countries after the possible break has arisen.
The cases of Italy and France are somewhat more ambiguous. The naïve approach points
in favor of a very weak evidence of a structural break in Italy either at the beginning of 1993
or in mid-1995, but the ﬁrst ﬁnding is conﬁrmed by Hansen’s grid-bootstrap only when an
extended sample is used. Classical Bayesian econometrics estimates, instead, such a break in
July 1995, but evidence of this is only moderate. French spreads seem to experience a shift
in May 1996 according to Bayesian methods, but this break fails to be detected otherwise.
A simple extension presented in the last part of the paper considers a larger sample ending
in February 2005. Extending the sample increases the probability of detecting a structural
break in the innovation variance of the process describing yield spreads. Hansen’s procedure
applied to this broader case isolates one-time breaks for all the four countries considered.
Breakpoint dates found in this new framework are generally consistent with those previously
listed. The only signiﬁcant diﬀerence is represented by the series of French spreads, for which
a break in the conditional variance is estimated in February 1996. This is not in line with the
results of the bootstrap method executed on the smaller sample but ﬁnds some conﬁrmation
in what obtained through Bayesian techniques. Table 20 brieﬂy and informally summarizes
24the outcomes of the econometric analysis performed so far:
[Table 20 about here]
The methodologies adopted may suggest interesting extensions for this work. One of them
(not examined here) might, for instance, consist in modelling potential heteroskedasticity in
alternative ways, by specifying ARCH or GARCH models for the conditional variance of the
yield spread. It would also be possible to study the stability properties of the parameters
estimated, possibly allowing for multiple breaks over the whole sample or for smooth and
slower adjustments from a volatility regime to another.
I derived a set of few dates, singled out by distinct approaches, in correspondence to which
the researched structural shifts might have happened. Results are not always straightfor-
ward; their interpretation may depend on the technique used, but, for each of the nations
considered, they are linked to speciﬁc events. Evidence of a decreased volatility in Euro-
pean ﬁnancial markets (as measured by the conditional variability of the yield curve slope)
has also been highlighted several times through the estimation of lower average conditional
variances for those countries displaying structural breaks (all of them) over the subsamples
starting from the dates of switching volatility regime. On the basis of the breakpoint dates
detected, I ﬁnd that the fall of the Berlin Wall, the currency crisis at the beginning of the
’90s and the convergence towards the economic criteria required to join the Economic and
Monetary Union in Europe in mid-1998 might have played a major role in determining the
occurrence of those shifts and have started a period of higher stability in European ﬁnancial
markets and growth cycles at the end of the last century.
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Figure 1: Time Evolution of Three-Month Money Market Interest Rates










































































































































































Figure 2: Time Evolution of 10-Year Government Bond Yields




























































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4: Equation st = μ + ρst−1 + ΣK−1
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29Figure 5: Equation st = μ + ρst−1 + ΣK−1






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































32Table 4: Correlation Matrices
Correlation Matrix (3-month M.M. Int. Rates)
Germany Spain France Italy
Germany 1 0.812 0.887 0.766
Spain 0.812 1 0.950 0.923
France 0.887 0.950 1 0.896
Italy 0.766 0.923 0.896 1
Correlation Matrix (10-year Gov. Bond Yields)
Germany Spain France Italy
Germany 1 0.848 0.877 0.888
Spain 0.848 1 0.946 0.945
France 0.877 0.946 1 0.889
Italy 0.888 0.945 0.889 1
Correlation Matrix (Spreads)
Germany Spain France Italy
Germany 1 0.834 0.898 0.205
Spain 0.834 1 0.835 0.461
France 0.898 0.835 1 0.169
Italy 0.205 0.461 0.169 1
Table 5: OLS Regressions (st = μ + ρst−1 + ΣK−1
j=1 φj∆st−j + εt)
Country μρφ 1 K
Germany −0.004798 0.979946∗∗∗ 0.327503∗∗∗ 2
(0.022474) (0.012733) (0.083086)
Spain −0.004623 0.965689∗∗∗ 0.245094∗∗∗ 2
(0.028942) (0.020323) (0.085550)
France −0.014550 0.944633∗∗∗ 0.297665∗∗∗ 2
(0.038654) (0.024414) (0.084524)
Italy −0.070745 0.899499∗∗∗ − 1
(0.048719) (0.038015) −
∗∗∗: the estimated coeﬃcient is signiﬁcant at the 1% level.
33Table 6: Chow Tests, F-Statistics and Dates of Potential Break
Country Chow Test - F Statistic Dates of potential break
Germany above 5% Critical Value 1990:01-1992:05; 1993:10-1995:10;
1996:03-1996:12; 1997:03-1997:04
above 1% Critical Value 1990:01-1991:07; 1994:07-1994:10
Spain above 5% Critical Value 1993:08-1993:09; 1994:04-1997:04
above 1% Critical Value 1994:04-1996:01; 1996:03-1996:06
France above 5% Critical Value 1992:05-1992:09
above 1% Critical Value -
Italy above 5% Critical Value 1993:02-1993:06; 1993:09-1993:11;
1994:07; 1994:10-1995:02; 1995:04
above 1% Critical Value -
Table 7: Chow Tests, LR-Statistics and Dates of Potential Break
Country Chow Test - LR Statistic Dates of potential break
Germany above 5% Critical Value 1990:01-1992:04; 1993:10-1995:11;
1996:03-1996:12; 1997:03-1997:04
above 1% Critical Value 1990:01-1991:07; 1994:07-1994:10;
1996:03
Spain above 5% Critical Value 1993:08-1993:09; 1994:04-1997:04
above 1% Critical Value 1994:04-1996:01; 1996:03-1996:06
France above 5% Critical Value 1992:05-1992:09
above 1% Critical Value -
Italy above 5% Critical Value 1993:02-1993:06; 1993:09-1993:12;
1994:07; 1994:08-1994:11; 1995:04
above 1% Critical Value -
34Table 8: Chow Tests, Sup-Statistics and Most Likely Dates of Potential Break
Country Test Statistic Date Signiﬁcance Event
Germany sup F 15.572 1990:03 99% German Reuniﬁcation
sup LR 14.925 1990:03 99% Process
Spain sup F 10.587 1994:10 99% Convergence to
sup LR 10.331 1994:10 99% EMU
France sup F 4.727 1992:09 95% European Currency
sup LR 4.714 1992:09 95% Crisis
Italy sup F 4.726 1993:03 95% Italian Currency
sup LR 4.714 1993:03 95% Crisis
Table 9: OLS Regressions - Estimated Conditional Variances






35Table 10: Hansen’s Fixed-Regressor Grid-Bootstrap Method - Results
Germany (Date of potential break: 1990:03)
Test Statistic Andrews P-Value Bootstrap P-Value Hetero-Corrected P-Value
sup F 15.5720 0.00190 0.00100 0.03600
exp F 4.5867 0.00113 0.00100 0.03200
ave F 5.7995 0.00324 0.00300 0.01400
Spain (Date of potential break: 1994:10)
Test Statistic Andrews P-Value Bootstrap P-Value Hetero-Corrected P-Value
sup F 10.5870 0.02007 0.01600 0.00600
exp F 3.1345 0.01273 0.00900 0.00200
ave F 3.5859 0.02700 0.02100 0.00400
France (Date of potential break: 1992:09)
Test Statistic Andrews P-Value Bootstrap P-Value Hetero-Corrected P-Value
sup F 4.7271 0.27747 0.26300 0.08000
exp F 1.2124 0.14516 0.14500 0.01700
ave F 1.9913 0.11348 0.11500 0.01000
Italy (Date of potential break: 1993:03)
Test Statistic Andrews P-Value Bootstrap P-Value Hetero-Corrected P-Value
sup F 4.7262 0.27759 0.25700 0.08800
exp F 1.3843 0.11489 0.11700 0.01800
ave F 2.3087 0.08324 0.08500 0.00400
36Table 11: OLS Regressions (st = μ + ρst−1 + ΣK−1
j=1 φj∆st−j + εt)
Heteroskedastic Error Terms
Country μρφ 1 K
Germany −0.006936 0.986140∗∗∗ 0.318812∗∗∗ 2
(0.020307) (0.011404) (0.080196)
Spain −0.015547 0.953406∗∗∗ 0.281473∗∗∗ 2
(0.026946) (0.017550) (0.081185)
∗∗∗: the estimated coeﬃcient is signiﬁcant at the 1% level.
Table 12: OLS Regressions
(Estimated Conditional Variances before and after the break)
Estimated Average Conditional Variance Estimated Average Conditional Variance
(1st subsample - before the break) (2nd subsample - after the break)
Germany 0.107 0.036
Spain 0.151 0.036
37Tables 13: Bayesian Estimations (st = μ + ρst−1 + ΣK−1
j=1 φj∆st−j + εt)
Model with a break Model without breaks
Country (M1)( M2)
ρρ
Germany 5th percentile 0.9651 0.9574
50th percentile 0.9851 0.9799




Spain 5th percentile 0.9248 0.9310
50th percentile 0.9601 0.9658




France 5th percentile 0.9317 0.9039
50th percentile 0.9719 0.9446




Italy 5th percentile 0.8372 0.8369
50th percentile 0.9068 0.8996




38Table 14: Bayesian Estimations - Model Selection
Model with a break Model without breaks
Country (M1)( M2)
Germany Marginal Log-Likelihood -17.967 5.403
Estimated Breakpoint Date 1990:03 -
d BF1,2 7.0904E-11
2·log d BF1,2 -20.2987
Spain Marginal Log-Likelihood -57.645 -45.803
Estimated Breakpoint Date 1994:10 -
d BF1,2 7.1948E-06
2·log d BF1,2 -10.2860
France Marginal Log-Likelihood 45.414 -81.339
Estimated Breakpoint Date 1996:05 -
d BF1,2 1.1175E+55
2·log d BF1,2 110.0965
Italy Marginal Log-Likelihood -89.760 -95.825
Estimated Breakpoint Date 1995:07 -
d BF1,2 430.3864
2·log d BF1,2 5.2677
Table 15: Bayesian Estimations - Estimated Conditional Variances
Estimated Average Conditional Variance
(full sample)
5th percentile 50th percentile 95th percentile Mean
Germany 0.047 0.057 0.071 0.057
Spain 0.094 0.115 0.142 0.114
France 0.156 0.191 0.236 0.190
Italy 0.194 0.237 0.291 0.235
39Table 16: Bayesian Estimations
(Estimated Conditional Variances before and after the break)
Estimated Average Conditional Variance
(1st subsample - before the break)
5th percentile 50th percentile 95th percentile Mean
France 0.212 0.266 0.339 0.264
Italy 0.258 0.327 0.422 0.324
Estimated Average Conditional Variance
(2nd subsample - after the break)
5th percentile 50th percentile 95th percentile Mean
France 0.030 0.044 0.069 0.044
Italy 0.055 0.076 0.111 0.075
40Table 17: Hansen’s Fixed-Regressor Grid-Bootstrap Method - Results - Extended Sample
Germany (Date of potential break: 1990:08)
Test Statistic Andrews P-Value Bootstrap P-Value Hetero-Corrected P-Value
sup F 27.0420 0.00001 0.00000 0.00400
exp F 10.1730 0.00000 0.00000 0.00300
ave F 10.5800 0.00000 0.00000 0.00000
Spain (Date of potential break: 1994:10)
Test Statistic Andrews P-Value Bootstrap P-Value Hetero-Corrected P-Value
sup F 27.3050 0.00001 0.00000 0.00000
exp F 10.5940 0.00000 0.00000 0.00000
ave F 11.5970 0.00000 0.00000 0.00000
France (Date of potential break: 1996:02)
Test Statistic Andrews P-Value Bootstrap P-Value Hetero-Corrected P-Value
sup F 10.4720 0.02117 0.01100 0.00500
exp F 3.1551 0.01238 0.00700 0.00300
ave F 4.0425 0.01830 0.01100 0.00100
Italy (Date of potential break: 1993:03)
Test Statistic Andrews P-Value Bootstrap P-Value Hetero-Corrected P-Value
sup F 14.3380 0.00342 0.00400 0.00100
exp F 5.1803 0.00028 0.00200 0.00400
ave F 6.6860 0.00100 0.00100 0.00100
41Table 18: OLS Regressions - Estimated Conditional Variances - Extended Sample






Table 19: OLS Regressions
(Estimated Conditional Variances before and after the break)
Extended Sample
Estimated Average Conditional Variance Estimated Average Conditional Variance





42Table 20: Summary of the Detected Structural Breaks
GERMANY Original Sample (1988:01 - 1998:12) Extended Sample (1988:01 - 2005:02)
Approach Date of Potential Break Signiﬁcant? Date of Potential Break Signiﬁcant?
Naïve 1990:03 Yes 1990:08 Yes
Fixed-Regressor Grid-Bootstrap 1990:03 Yes 1990:08 Yes
Bayesian Analysis 1990:03 No n.a. -
SPAIN Original Sample (1988:01 - 1998:12) Extended Sample (1988:01 - 2005:02)
Approach Date of Potential Break Signiﬁcant? Date of Potential Break Signiﬁcant?
Naïve 1994:10 Yes 1994:10 Yes
Fixed-Regressor Grid-Bootstrap 1994:10 Yes 1994:10 Yes
Bayesian Analysis 1994:10 No n.a. -
FRANCE Original Sample (1988:01 - 1998:12) Extended Sample (1988:01 - 2005:02)
Approach Date of Potential Break Signiﬁcant? Date of Potential Break Signiﬁcant?
Naïve 1992:09 Yes 1996:02 Yes
Fixed-Regressor Grid-Bootstrap 1992:09 No 1996:02 Yes
Bayesian Analysis 1996:05 Yes n.a. -
ITALY Original Sample (1988:01 - 1998:12) Extended Sample (1988:01 - 2005:02)
Approach Date of Potential Break Signiﬁcant? Date of Potential Break Signiﬁcant?
Naïve 1993:03 Yes 1993:03 Yes
Fixed-Regressor Grid-Bootstrap 1993:03 No 1993:03 Yes
Bayesian Analysis 1995:07 Yes n.a. -
43