[1] We explore the application of GPS data to earthquake early warning and investigate whether the coseismic ground deformation can be used to provide fast and reliable magnitude estimations and ground shaking predictions. We use an algorithm to extract the permanent static offset from GPS displacement time series and invert for the slip distribution on the fault plane, which is discretized into a small number of rectangular patches. We developed a completely "self-adapting" strategy in which the initial fault plane model is built based on a quick, approximate magnitude estimation and is then allowed to increase in size based on the evolutionary magnitude estimation resulting from the slip inversion. Two main early warning outputs are delivered in real-time: magnitude and the along-strike extent of the rupture area. These are finally used to predict the expected ground shaking due to the finite source. We tested the proposed strategy by simulating real-time environments for three earthquakes. For the M w 9.0, 2011 Tohoku-Oki earthquake, our algorithm provides the first magnitude estimate of 8.2 at 39 s after the origin time and then gradually increases to 8.9 at 120 s. The estimated rupture length remains constant from the outset at~360 km. For the M w 8.3, 2003 Tokachi-Oki earthquake, the initial magnitude estimate is 8.5 at 24 s and drops to 8.2 at 40 s with a rupture length of 290 km. Finally, for the M w 7.2, 2010 El Mayor-Cucapah earthquake, the magnitude estimate is 7.0 from the outset with a rupture length of 140 km. The accuracy of the ground shaking prediction using the GPS-based magnitude and finite extent is significantly better than existing seismology-based point source approaches. This approach would also facilitate more rapid tsunami warnings.
Introduction
[2] The combined use of seismic and geodetic observations is now a common practice for finite fault modeling and seismic source parameterization. With the advent of high-rate 1 Hz GPS stations, the seismological community has recently begun looking at GPS data as a valid complement to the seismic-based methodologies for Earthquake Early Warning (EEW).
[3] In the standard approaches to EEW, the initial portion of the P wave signal is used to rapidly characterize the earthquake magnitude and to predict the expected ground shaking at target sites, before the arrival of the most damaging waves. Different EEW parameters (such as the initial peak ground displacement and period parameters) are measured in a 3-4 s P wave time window. They are used to get independent estimates of the earthquake magnitude and to predict the following peak ground motion at the recording site. Based on the analysis of strong motion records, empirical scaling relationships between EEW parameters and earthquake size have been derived [Allen and Kanamori, 2003; Kanamori, 2005; Zollo et al., 2006; Wu and Zhao, 2006; Böse et al., 2007; Wu and Kanamori, 2008; Shieh et al., 2008] and are implemented or being tested in many active seismic regions of world. Operational Earthquake Early Warning Systems are currently running in Japan [Nakamura, 1984 [Nakamura, , 1988 Odaka et al., 2003; Horiuchi et al., 2005] , Taiwan [Wu and Teng, 2002; Wu and Zhao, 2006] , and Mexico [Espinosa-Aranda et al., 2009] , while other systems are under testing or development in California [Allen et al., 2009a; Allen et al., 2009b; Böse et al., 2009] , Turkey [Alcik et al., 2009] , Romania [Böse et al., 2007] , China [Peng et al., 2011] , and Southern Italy [Zollo et al., 2009; Satriano et al., 2010; Zollo et al., 2013] . Whether the final magnitude of an earthquake can be predicted while the rupture process is underway remains a controversial issue. However, the limitations of the standard approaches when applied to giant earthquakes have become evident after the experience of the M w 9.0, 2011 Tohoku-Oki earthquake.
[4] One limitation is that, because EEW systems are essentially applied to moderate to strong earthquakes, large dynamic range, accelerometric sensors are generally used for real-time seismic applications. These instruments are able to record unsaturated signals without risk of clipping at the arrival of the strongest shaking. Accelerometer waveforms are usually integrated twice to obtain displacement time series; for near-field records, this operation may lead to unstable results. Precise recovery of ground displacement requires accurate baseline corrections and estimations of rotation and tilt motion [Kinoshita and Takagishi, 2011] . For real-time purposes, a high-pass causal Butterworth filter is generally applied to remove the artificial effects and the long-period drifts introduced by the double integration operation [Boore et al., 2002] . The application of the high-pass filter, while removing the artificial distortions, reduces the low-frequency content of the recorded waveforms, resulting in the complete loss of the low-frequency energy radiated by the source and of the static offset. This effect is even more relevant for very large earthquakes, whose corner frequency is expected to be lower or comparable with the cutoff filtering frequency (typically 0.075 Hz). Since GPS stations are able to register directly the ground displacement without any risk of saturating and any need of complicated corrections, geodetic displacement time series represent an important complementary contribution to the high-frequency information provided by seismic data.
[5] Broadband velocity seismometers are currently well distributed around the globe and might represent an alternative to accelerometric sensors, since one single integration operation would be needed to retrieve the displacement waveform. An important limitation to the use of broadband velocity seismometers is that these instruments will saturate at relatively short distances from the source during the occurrence of large earthquakes, i.e., when our methodology is most useful, while accelerometric sensors are able to record unsaturated signals without risk of clipping at the arrival of the strongest shaking. Moreover, the velocimeter instrument response is not flat a low frequencies, and this does not allow the complete retrieval of ground motion frequency content.
[6] Another relevant limitation of the seismic methodologies is the saturation effect of EEW parameters for large magnitudes (M > 7.5-8) [Kanamori, 2005; Rydelek and Horiuchi, 2006; Rydelek et al., 2007; Zollo et al., 2007; Brown et al., 2009] . Although the rupture process of large earthquakes is not yet fully understood, the saturation is likely due to the use of a limited portion of the P wave signal which is not enough to characterize such a large time/space scale phenomena. In real-time approaches, the possibility of progressively expanding the observation time window throughout the whole record while the event is evolving allows capture of longer portions of the rupture process and lower frequencies radiated from the source. GPS methods provide the evolutionary measurement of a ground motion quantity which is directly related to the earthquake magnitude; the permanent ground deformation, i.e., the resulting coseismic displacement after the dynamic vibration has finished, is generally used to estimate the earthquake magnitude from GPS data.
[7] The challenge with GPS data is therefore a practical one, being related to the development of real-time methodologies to retrieve, process, and analyze geodetic displacement time series. The main limitation of GPS data is that the coseismic ground displacement starts to be evident later than the P wave arrival on the seismic records and approximately at the same time of the S wave arrival [Allen and Ziv, 2011] . However, this does not prevent the use of close-in GPS stations for the issuance of a warning with the expected ground shaking at more distant sites and for the use of these data for tsunami early warning. Minor limitations to the use of real-time GPS data can be related to baseline and satellite ephemeris errors. However, several studies have already demonstrated that instantaneous, single epoch positioning using ultrarapid orbits yields precisions on the order of a few centimeters [Yamagiwa et al., 2006; Genrich and Bock, 2006] , while offsets on the order of tens of centimeters are expected in the context of early warning applications. In the ideal approach to EEW, seismic and GPS data should be used sequentially: as soon as seismic methodologies run into their limitations due to saturation, GPS data can provide information with a high signal-to-noise ratio, confirming and/or upgrading the information previously released using seismic methods.
[8] Many authors have recently started applying GPS data to EEW [Allen and Ziv, 2011; Crowell et al., 2012; Wright et al., 2012; Ohta et al., 2012] ; they show that a rapid and remarkably robust magnitude estimate can be obtained, while the rupture process is underway. Here we investigate whether and how 1 Hz GPS data can be used for both the rapid determination of the event size and for the real-time estimation of the rupture area, which would allow for a better prediction of the expected ground shaking at the target sites. For a practical implementation of EEW systems, rapidity and reliability of the real-time estimations are fundamental features for the diffusion of a warning and for the decision-making processes of the nonexpert, end-user audience. Thus, we focus our efforts on the development of a rapid, stable, but approximate methodology and let more complex, postevent analysis achieve a complete and refined fault model characterization.
Data
[9] For the present work, we analyzed the real-time 1 Hz GPS data collected during three earthquakes: the M w 9.0 2011 Tohoku-Oki earthquake, the M w 8.3 2003 TokachiOki earthquake, and the M w 7.2 2010 El Mayor-Cucapah earthquake. The difference in magnitude, location, and source mechanism makes these three events an ideal data set to test the proposed methodology.
[10] For the 2011 Tohoku-Oki earthquake, raw 1 Hz GPS data were collected by the Japanese GPS Earth Observation Network (GEONET) stations [Sagiya, 2004] . Point positions were provided by the Pacific Northwest Geodetic Array at Central Washington University and were computed using GPS Inventory Modeling and Monitoring Study (GIPSY 6) and final satellite ephemerides and clock corrections provided by the Jet Propulsion Laboratory. For the 2003 Tokachi-Oki earthquake and the 2010 El Mayor-Cucapah earthquake, the raw 1 Hz GPS data were collected by GEONET and California Real-Time Network (CRTN) stations, respectively. Both data sets are the same used by Crowell et al. [2012] . These data were postprocessed using the method of instantaneous positioning described in Bock et al. [2011] . Langbein and Bock [2004] reported that, for 1 Hz GPS data, the scatter of the vertical component is about 5 times larger than that of the horizontal components. The estimated real-time average error is approximately 5 mm for the horizontal components and 10 mm for the vertical one. The time series used in this study are postprocessed products that utilize the refined orbit and clock corrections. The actual realtime series would likely have higher uncertainties and might lead to greater fluctuations in the estimated magnitude, especially at the early stage of the inversion process when few data are used. For the purpose of this study, we focus on the best way to analyze the displacement time series and on the rapid extraction of source parameters in real-time rather than on the methodologies used to process the real-time GPS data.
GPS Methodology
[11] Following the approach proposed by Allen and Ziv [2011] , we developed an efficient real-time static slip inversion scheme to provide a reliable magnitude estimate and a rapid estimation of the rupture area extent. We do not attempt to solve for detailed slip models, but our focus here is to maximize the stability of the methodology when only limited information about the ongoing earthquake is available. The strategy we propose is simple and robust and is expected to be suitable for any seismically active region since it does not require restrictive prior assumptions. An intrinsic limitation of the methodology is related to the sensitivity of GPS sensors and to their ability to detect seismic signals above the noise level. Several authors have shown that for large earthquakes (M > 7), 1 Hz GPS data can be successfully used to detect waves [Larson et al., 2003; Bock et al., 2004] . For the M w 6.3, 2009 L'Aquila earthquake, significant ground deformations (> 10 cm) have been found within a radius of 60 km from the epicenter, and 1 Hz GPS data have been successfully applied to estimate magnitude, extension of the seismic source, and details about the rupture process [Anzidei et al., 2009; Cirella et al., 2009; Avallone et al., 2011] . A magnitude of about 6.0-6.5 is expected to be the lower threshold for the application of the proposed GPSbased strategy for EEW. The main steps of the strategy are described in the flowchart diagram (Figure 1) , and a detailed description for each step is given in the following sections.
Permanent Displacement Extraction
[12] The preliminary step for the inversion strategy is the real-time extraction of the static offset (Figure 1 ). The permanent deformation is mathematically described by the nearfield term in the Green's function. Due to its rapid decay with distance (as 1/R 2 ) [Aki and Richards, 2002; Kanamori and Brodsky, 2004] , the static deformation can be dominant in the proximity of the source but is generally obscured by the dynamic component at greater distances. Although accurate estimates of the permanent displacement can be easily obtained in the postevent phase, following dynamic motion, the static deformation is expected to arrive shortly after the arrival of the first dynamic component. As long as we are able to distinguish the static component from the dynamic oscillation, real-time estimations of the permanent ground deformation can be achieved before the dynamic component has subsided.
[13] In order to extract the static component, we used the algorithm developed by Allen and Ziv [2011] . The algorithm Figure 1 . Flowchart illustrating the inversion strategy. Once the seismic network triggers on an earthquake, the algorithm monitors for a trigger on the GPS displacement time series at which point it starts the offset extraction. A rapid estimation of magnitude (M NFPS ) is obtained from the first available offset (~10 s after the first trigger) using the near-field, point source approximation and is used to define the size of the initial fault plane model. The expected length and width are computed from Wells and Coppersmith [1994] scaling relationships. The starting length (L start ) is assumed to be 3 times the expected value based on magnitude. This fault plane is then divided into seven equal patches, oriented based on a catalog of faults, and positioned to intersect the seismically defined hypocenter. For the first slip inversion, the allowed range of slip on each patch is also based on M NFPS . The maximum allowed slip is 10 times the expected slip, as computed from M NFPS and the fault plane area. The slip inversion is then repeated every second. Following each inversion, the new magnitude (M FF ) is used to estimate an expected fault length (L new ). L new is then compared to L start . If L new is smaller than L start , the same model is adopted, and a new inversion is run. If L new is greater than L start , the fault plane length is increased, and two patches are added at each end of the fault. At each time step, the allowed slip range on each patch is set to 0 to 3 times the slip recovered from the previous inversion. Three real-time outputs are provided by the inversion strategy at each time: the current magnitude estimate resulting from the slip inversion (M FF ), and the real-time estimations of L 10 and L 90 . M FF and L 10 are finally used to predict the ground shaking in the region. looks for a trigger along the record using a predetermined condition on the short-term signal average (STA) versus long-term signal average (LTA) [Allen, 1978] . For all the analyzed earthquakes, the short-term and the long-term time windows have been set to 2 and 100 s, respectively, and the STA/LTA threshold ratio for the triggering declaration has been set to 10. These values have been found by trial and error to provide correct trigger attributions at close-in stations and to avoid false triggers at distant sites. Starting from the trigger time, a cumulative running average of the observed displacement is computed along the waveforms and is delivered as a real-time estimation of the static offset. To prevent the inappropriate use of a dynamic oscillation amplitude as the permanent offset, the algorithm starts to deliver the running average after (a) two zero crossings, (b) two trigger-amplitude crossings, or (c) 10 s after the trigger time, whichever comes first. These three conditions have been purposely designed to account either for cases where the dynamic oscillation is dominant (and the signal is a sinusoidal-type oscillation) or for cases where the static component is dominant (and the waveform is a ramp-type signal). Use of the running average as an estimate of the static offset is expected to remove, or reduce, the contribution of the dynamic component of the signal, which would affect the estimation of the static offset. The use of longer time windows for averaging would stabilize the static offset estimation, but they would also delay the final solution. Various approaches for the real-time offset extraction have been proposed based on moving average windows with different length. Among them, after looking at their performance in terms of delivery time and stability of the static offset for all stations for these three earthquakes, we find the algorithm proposed by Allen and Ziv [2011] to be the most general and efficient approach. Because of the logarithmic scaling between the permanent deformation and magnitude (through the seismic moment), once the dynamic component has been carefully removed, further small variations in the static offset due to noise or spurious signal contaminations do not have a significant effect on the magnitude estimate.
Point Source Magnitude
[14] As soon as the static offset estimate is available at the first triggered GPS station, a preliminary estimation of the earthquake size can be obtained by approximating the source as a point source and assuming a short source-receiver distance. A point dislocation is obviously an unrealistic model for big earthquakes recorded at near-source distances, but this assumption may provide a useful and rapid initial magnitude estimate from the early recorded signals. At short distances from the source, the primary component of the static displacement, u, can be written as [Aki and Richards, 2002; Kanamori and Brodsky, 2004] :
where μ is the rigidity modulus of the medium, R is the hypocentral distance, and M 0 is the seismic moment. The application of this formula requires the earthquake hypocenter to be known. Although reliable trigger techniques for GPS data have been proposed [e.g., Ohta et al., 2012] , real-time algorithms for earthquake detection on seismic records are more accurate and long proven and are able to provide reliable estimates of the earthquake location within few seconds from the first P wave detection [Satriano et al., 2008] . While accurate locations are not required for this preliminary magnitude estimation, the contribution of seismic EEW methodologies is obviously essential for this stage of our GPS-based strategy. The preliminary near-field, point source magnitude (hereafter M NFPS ) is useful in its own right and provides a better estimate of magnitude than seismic-based EEW methodologies alone (see later examples). In addition, the M NFPS estimate and the seismic-based hypocenter location are then used to initialize the inversion scheme, i.e., to determine the initial fault plane to be used for the first real-time static slip inversion, according to the procedure discussed below.
Static Slip Inversion
[15] The slip inversion step starts with the construction of the initial fault plane geometry; two pieces of information are required. The first is the position (geographical coordinates) and the orientation (strike, dip, and rake) of the fault plane. Various catalogs of active faults around the world have been compiled and provide position, geometry, and orientation. This is true for the plate boundary faults, including the major subduction zones that are part of this study, and also for regional faults in California and Mexico. In our approach, we make the assumption that the orientation of the fault plane is that of the nearest known fault plane, as taken from the appropriate regional fault catalog. We then locate the fault plane, with an orientation based on the nearest know fault, such that it intersects the hypocenter for the event underway. The second necessary piece of information is a rough estimation of the fault plane extent along the strike and the dip directions. An approximate but reasonable fault plane model is fundamental both to avoid initial over/underestimations, which may bias the following solutions, and to ensure minimal computation times and maximal resolution of the slip distribution. The near-field, point source magnitude is a reasonable starting value to set up the size of the initial fault plane model.
[16] The size of the fault plane model is determined using the empirical scaling relationships from Wells and Coppersmith [1994] relating the earthquake magnitude to the surface rupture length and the downdip rupture length [Wells and Coppersmith, 1994, Table 2A ]. We use the appropriate scaling relationship for each specific tectonic environment (i.e., for normal, reverse, or strike-slip ruptures). Furthermore, to account for bilateral ruptures, and to accommodate the uncertainties in the scaling relationships and the real-time magnitude estimates, our parameterized model has a fault length 3 times the length provided by the scaling relation along strike. For simplicity and to minimize the computational time, we initially discretize the fault plane into seven rectangular, equally sized rupture segments, all of which extend the full downdip width of the fault. Our target is an approximate estimation of the along-strike extension of the rupture (i.e., the length of a line source). This model setup allows the lateral extent of the slip to vary, and therefore to be determined, in both directions from the hypocenter, neglecting the downdip variations of slip distribution. We found that 7 is a reasonable number of patches as it allows for a sufficient slip variability along the strike of a M > 6 earthquake fault in just one or both rupture directions while also keeping the model parameters to a minimum. Having a fixed number of patches clearly affects the spatial resolution of the slip model and does not allow capture of slip heterogeneity smaller than the size of the patches themselves. Again, for the aim of our methodology, a rather accurate reconstruction of the slip model is not required.
[17] The inversion starts as soon as the first estimation of the static offset at the first triggered station is available. The offset estimates are updated every second (the data is one sample per second), and the slip distribution is therefore recalculated every second as new data become available. We model the static offset (both horizontal and vertical) using the rectangular dislocations along our defined fault plane embedded in a homogenous half-space. The entire fault plane is discretized into independent subfaults, and the slip on each patch is assumed to be constant [Okada, 1985] . The general problem of inversion for slip is nonlinear since surface displacements are nonlinear functions of the fault geometry through the analytic expression of the Green's functions derived by Okada [1985] . However, when fault geometry and orientation are fixed, the inverse problem becomes linear and can be written as:
where G is the matrix of Green's functions relating the model parameter m (slip on each patch) to the observed permanent ground displacement d. We solved for the slip on each patch by minimizing the square misfit (L2 norm) between observed and predicted displacements. To regularize the inversion, the slip is constrained to a single direction. For subduction zones, only solutions with normal dip slip are permitted, and in translational tectonic environments, only lateral strike-slip is allowed. To avoid rough slip distributions, we applied a median filter to smooth the solution and impose the slip to taper to zero at the edge of the fault.
[18] We solve the inverse problem through a genetic algorithm [Holland, 1975 [Holland, , 1992 implemented in a MATLAB code [Shirzaei and Walter, 2009] . Although the platform chosen is not the most appropriate for real-time operations, the optimization of the algorithm would require a complete rewriting of the code, and this goes beyond the purpose of the present study. For the first inversion, we explore any possible slip value in a range which is determined from M NFPS . Given the fault plane area and the initial seismic moment, we compute the corresponding average slip value (through the definition of seismic moment) and set an initial exploration range around this value. For the specific case of our algorithm, the initial exploration range was set from 0 to 10 times the average slip value. After the first inversion, to stabilize and speed up the estimation of the slip distribution, we constrain the genetic algorithm to look for the optimal solution in a range that is determined based on the results of the previous inversion. At each inversion run following the first one, the slip on each patch is allowed to vary in a narrow range around the value of the previous inversion (0 to 3 times the maximum slip). This range has been found by trial and error to guarantee the stability of the solution at each time, without restricting the exploration range excessively. Given the slip distribution, the corresponding seismic moment is computed by multiplying the integral of the slip over the fault area by the shear modulus (here assumed to be 33 GPa). The moment magnitude is finally obtained through the moment-magnitude relationship of Hanks and Kanamori [1979] .
Ground Shaking Prediction
[19] The evolutionary magnitude estimate resulting from the slip inversion is finally used to predict the intensity distribution in the proximity of and far away from the source. The Peak Ground Acceleration (PGA) and Peak Ground Velocity (PGV) are first predicted using a standard ground motion prediction equation relating magnitude, distance, and the ground motion quantities. The instrumental intensity is then obtained from PGA and PGV using an empirical conversion relationship.
[20] For El Mayor-Cucapah earthquake, we follow the approach used by ShakeMap (U.S. Geological Survey, USGS). We compute the expected PGA and PGV using the ground motion estimation equation of Boore et al. [1997] , which has the form:
where M is the magnitude, v s is the average shear wave velocity (upper 30 m), r jb is the Joyner-Boore distance (distance from the surface projection of the fault plane) [Joyner and Boore, 1981] and 
where Y is the ground motion quantity (PGA or PGV) and c 1 , c 2 , c 3 , c 4 , and t 1 are coefficients derived from the regression.
[21] For the Japanese earthquakes, we followed the approach of the Japan Meteorological Agency (JMA) to compute the expected seismic JMA intensity (I JMA ) at each site. We first compute the expected PGV distribution using the attenuation relationship of Si and Midorikawa [1999] , which is written as:
where A is the ground motion parameter (PGA or PGV), M is the magnitude, D is the source depth, R is the distance from the fault plane, and a, c, d, e, h, and k are coefficients resulting from the regression analysis. PGV is then converted into a seismic intensity value using the relationship of Midorikawa et al. [1999] :
where A is the ground motion quantity (PGV), and p and q are parameters derived from the regression.
[22] For both the El Mayor-Cucapah earthquake and for the Japanese events, we assumed a rock-soil type and did not consider any amplification/attenuation effect due to local site conditions.
Real-Time Strategy and Early Warning Outputs
[23] We start the inversion strategy using the initial fault model dimensions as estimated based on Wells and Coppersmith [1994] relationships and dividing the entire fault plane into seven rectangular patches. Given that the initial size of the model fault plane is determined based on the first magnitude estimate using the near-field point source approximation (M NFPS ), it is important to allow the fault plane to increase in size. We use a "self-adapting" strategy in which the fault plane can increase in size based on the evolutionary magnitude estimation (Figure 1) . At each inversion, the current magnitude value is used to compute the corresponding length (the expected length from Wells and Coppersmith [1994] ). As soon as the new estimated length exceeds the initial value, the model is upgraded. This is done by resizing the entire fault plane (in both length and width) and adding two additional fault patches, one at each end of the plane. Adding two extra patches when the plane needs to be expanded maintains consistency with the previous model in terms of slip distribution and ensures an approximately constant spatial slip resolution over time. For the two new extreme patches, we assume the same initial slip range as for the inner adjacent patch.
[24] Two main pieces of information are released in realtime as output from the inversion algorithm: the magnitude (finite fault magnitude, hereafter M FF ) and the rupture area extent. We characterize the rupture extent in terms of rupture length along strike and centroid location. We determine where along the fault the slip amplitude drops to 90% and 10% of the maximum value using a piecewise linear fit to the slip values of each patch. We refer to these lengths as L 90 and L 10 , respectively.
[25] The real-time measures of magnitude and rupture area length are finally used to produce the expected ground shaking distribution due to the extended finite source. We followed the methodology described in section 3.4 using, at each 1 s iteration, the current magnitude value and the L 10 estimate as a measure of the fault plane length. The fault plane width is fixed at the same value as used for the slip inversion, and for the shaking prediction, the plane is centered on the middle point of L 10 . The expected intensity distribution is thus computed based on distance from the finite fault.
Application and Results
[26] We applied the proposed methodology to the three selected events. We do this in a simulated real-time environment and also assume that the real-time implementation benefits from some basic information from seismic-based EEW systems. Specifically, we assume that P wave triggers at the closest seismic sites provide an earthquake hypocenter. This hypocenter is used to position the model fault plane (the plane is centered at the hypocenter) and also to determine the expected P wave arrival time at each GPS station. Estimates of the static offset from GPS records are only used following the predicted P wave arrival. Note that the GPS time series also has to trigger in order to provide static offset estimates (see section 3.1). Furthermore, to prevent small noise oscillations in the displacement data far from the source from leading to widespread, flat, slip distributions, we applied a threshold condition on the horizontal motion, following the approach of Crowell et al. [2012] . At each station, the static offset is only used when the horizontal motion is more that 15 mm, which is about 3 times the expected one-sigma precision for single epoch instantaneous GPS positioning on the horizontal components [Langbein and Bock, 2004] .
[27] To evaluate the performance of the ground shaking prediction, we compared predicted and observed intensity distributions. We computed the intensity distribution for two different cases: (a) using the real-time magnitude estimate and the distance from a point source (hypocenter) and (b) using the real-time magnitude estimate and the distance from the finite fault plane (with L 10 as a measure of the fault plane length). For each analyzed event, we quantify the difference at each time through the root-mean-square (RMS) residual between the real (observed) intensity and the realtime predicted value at any point of the considered area.
4.1. The M w 9.0 2011 Tohoku-Oki Earthquake
[28] The M w 9.0 2011 Tohoku-Oki earthquake occurred on 11 March at 05:46:24 UTC offshore of the northeast coast of Honshu, Japan, on the subduction boundary between the Pacific and the North American plates. The USGS's W-phase moment tensor inversion and finite fault model solutions suggest a megathrust earthquake (strike 193°, dip 14°, and rake 81°) rupturing an area of approximately 300 × 150 km with a cumulative seismic moment of 4.42 × 10 22 Nm. Coseismic, postevent slip models indicate that the fault moved upward of 30-40 m with a permanent horizontal displacement exceeding 4 m at the closest coastal station and significant ground motion up to 300 km from the hypocenter [Simons et al., 2011] . We analyzed the coseismic ground deformations collected by 847 3 component recording stations of the Japanese GPS Earth Observation Network (GEONET) [Sagiya, 2004] , in a distance range between 120 and 600 km from the hypocenter. We use a subduction interface with strike and dip of 195°and 15°, respectively, based on the USGS National Earthquake Information Center catalog of subduction zone plate boundaries (http:// earthquake.usgs.gov/research/data/slab/). We position the fault plane to intersect the earthquake hypocenter, and we assume a pure reverse fault mechanism.
[29] The GPS-trigger algorithm declares the first arrival at the closest station (station 0550, along the Sendai coast) 29 s after the earthquake origin time and starts to deliver the running estimate of the static displacement 10 s later. At the same time, the magnitude estimation with the near-field and point source approximation gives M NFPS = 8.22. With this magnitude, we build our starting model with seven rectangular patches of 90 × 50 km each (for total dimension along strike of 630 km, i.e., 3 times the expected length) and proceed with the slip inversion step. In the case of this earthquake, although the magnitude estimate increases, the corresponding estimated length does not exceed the length of starting model; the increase in size of the fault plane is thus never triggered. At each time, the current magnitude value and the length estimation are used to predict the expected ground shaking distribution, assuming the corresponding finite fault plane, as explained before. Figure 2 summarizes the results of our strategy for three different times [39 s (Figure 2d) , 100 s (Figure 2e ), and 200 s (Figure 2f ) ]. The entire evolution with time is shown in Figure S1 in the supporting information.
[30] For this earthquake, our real-time magnitude estimation (Figure 3a) is extremely robust and consistent with that of other simulated real-time analysis [Wright et al., 2012; Ohta et al., 2012] . Both magnitude estimations (M NFPS and M FF ) show a similar behavior. The first estimation is available at 39 s after the origin time, when M NFPS is 8.23 and M FF is 8.15. The two magnitudes rapidly increase reaching a first plateau level around 60 s, when M NFPS gives 8.5 and M FF gives 8.4. A new increase begins around 80-90 s, and both magnitudes reach their near-final values (M NFPS = M FF = 8.9) around 120 s.
[31] Stable estimates of both L 10 and L 90 result from the slip inversion as well. L 10 (intended to represent the total length of the rupture) ranges from 298 to 476 km, with a mean value of 360 ± 30 km over the entire time period. L 90 (length of peak rupture) varies between 30 and 199 km, with a mean value of 83 ± 42 km (Figure 3b ). Several authors have derived coseismic slip distributions and finite fault models for the M w 9.0, 2011 Tohoku-Oki earthquake using a variety of data sets (Iinuma et al. [2011] , Lee et al. [2011] , Romano et al. [2012] , and Suzuki et al. [2011] , among many others). The fault plane is usually modeled as a rectangular area of approximately 400 × 200 km. A common result between all these models is the presence of extremely large slip asperity (with slip greater than 50 m) concentrated around the hypocenter in a relatively small area (about 100 × 40 km). A qualitative, visual comparison of our real-time results with postevent analysis shows that L 10 provides a good estimation of the total ruptured area and L 90 is consistent in both position and extension with the largest observed asperity.
[32] The RMS plot of Figure 3c shows the difference between predicted and observed intensity at each time. We (Figure 2f ). The background color here represents the predicted intensity distribution using the current magnitude value and the distance from the finite fault (L 10 ). The purple color scale shows the slip distribution on the seven-patch slip model. The length estimates L 10 and L 90 are also plotted as vectors on the fault plane with a narrow gray vector, and a thick, shortest black vector, respectively. The current value of L 10 is displayed in the gray box. The small circles at the center of the L 90 segment correspond to the midpoint that we use as the centroid of the maximum slip area. In each panel from Figures 2b to 2f, black vectors represent the observed horizontal offset while white vectors show the static displacement resulting from the inversion algorithm. The gray and red foreground lines represent the JMA = 4 and JMA = 5 contour lines, respectively. The current time and magnitude value are also displayed in the gray box.
found a systematic, significant improvement in the ground shaking prediction when the finite fault is used (labeled as FF in the plot), with respect to the case of the point source (PS in the plot). Starting from the very beginning, our shaking prediction clearly indicates that high-intensity values are expected along the entire coast, from the closest Sendai area to the faraway Tokyo region. At the same time, when the point source is used, the intensity is instead largely underestimated especially far away from the epicenter region. We found, however, that the highest intensity values (> 5.5-6) along the coast are not well reproduced. This may probably be due to the fact that we did not consider any local/site effect which may strongly affect the ground shaking.
The 2003 M w 8.3 Tokachi-Oki Earthquake
[33] The 2003 M w 8.3 Tokachi-Oki earthquake occurred on 25 September at 19:50:07 UTC along the Japan-Kuril trench off the Tokachi district of Hokkaido, northern Japan, where the Pacific Plate is subducting beneath the Hokkaido peninsula. Finite fault models indicate a thrust-fault mechanism (strike 234°, dip 7°, and rake 103°) rupturing an area of approximately 140 × 160 km with an estimated seismic moment of 2.9 × 10 21 Nm [Honda et al., 2004] . High coseismic displacements (up to 1 m) were recorded at the coastal stations of GEONET nearest the epicenter [Honda et al., 2004; Miura et al., 2004] where a permanent displacement of about 0.5 m has been observed [Crowell et al., 2009] . Ground deformations were observed up to 200 km away from the source where the displacement amplitude exceeded 2 cm [Irwan et al., 2004] . The analyzed data set consists of 169 three-component recording stations of the Japanese GPS Earth Observation Network (GEONET) [Sagiya, 2004] , in a distance range between 80 and 600 km from the hypocenter. For this earthquake, we use a subduction interface with strike and dip of 211°and 11°, respectively, based on the USGS slab model for the subduction zone catalog of the Hokkaido, Japan region (http://earthquake.usgs.gov/research/data/slab/). Again, the fault is positioned to intersect the earthquake hypocenter and we assume a pure dip-slip reverse fault mechanism.
[34] The GPS strategy starts with the first trigger declaration 24 s after the origin time at the closest station (station 0134); the static offset extraction begins 10 s later, and the initial M NFPS is 8.17. The starting fault plane is made with seven rectangular patches of 83 × 55 km each. Since the magnitude does not change significantly, the fault model size is not updated. The results are summarized in Figure 4 for three different times [24 s (Figure 4d) , 100 s (Figure 4e ), and 160 s (Figure 4f ) ] and shown in completeness in Figure S2 in the supporting information.
[ and L 90 (purple empty circles) as provided by the slip inversion. Their running average and its error bar is also plotted (gray) for both parameters. (c) RMS error on intensity prediction (average value for the considered area). Light green filled circles show the RMS obtained using the current magnitude value from the inversion and assuming a point source (labeled as PS in the plot). Dark green empty circles show the RMS using the current magnitude value from the inversion and the finite fault estimate (FF in the plot). (d) Warning timeline for the TohokuOki earthquake showing when the GPS information is available with respect to the time at which the strongest shaking occurs in the Sendai and Tokyo regions and with respect to the JMA warnings. Koketsu et al., 2004; Romano et al., 2010] . The fault plane is generally modeled with an aspect ratio close to one (140 × 160 km, 120 × 100 km, and 210 × 150 km are examples of the adopted dimensions). A general feature resulting from the slip inversions is that the main asperity (with a peak slip of about 6 m) is concentrated in the northwest part of the fault plane and another ruptures area extends downdip from the hypocenter. While our real-time estimate of the total rupture length (L 10 ) is overestimated when compared to these postevent models, the area where most of the slip occurred is rather well approximated, in both extension (L 90 ) and position (centroid) on the plane.
[36] Due to the overestimation of the total rupture length, the ground shaking prediction for this earthquake is less accurate when the finite fault is considered compared to the use of a point source (Figure 5c ). This is especially true at the initial seconds when the magnitude value is also overestimated. As the magnitude estimation decreases, the RMS gradually reaches an approximately stable value (~0.9) which is, however, still larger than the RMS obtained with the point source (~0.7). We return to this overestimation in section 5. Tokachi-Oki earthquake at three different times comparing the (a) observed intensity with the predicted intensity using (b, c) the point source and (d, e, and f) the finite fault. The first result from the slip inversion is available 24 s (Figures 4b  and 4d ) after the origin time, followed by the estimates after 100 s (Figure 4e ) and 160 s (Figures 4c and 4f) . The corresponding predicted intensity distribution using the point source and the finite fault is shown as a background color. For details, refer to the caption of Figure 2 . 50 km south of the Mexico-USA border along the boundary between the Pacific Plate and the North America Plate in northern Baja California. The main shock ruptured a series of fault segments with NW-SE alignment with a total extent of approximately 120 × 20 km and with an estimated seismic moment of about 3 × 10 19 Nm [Hauksson et al., 2010] . Moment tensor solutions and postearthquake imaging of the rupture process show evidence for a complex rupture history, with a dominant right-lateral strike-slip component (strike 234°, dip 7°, and rake 103°) combined with a significant nondouble-couple component [Hauksson et al., 2010; Wei et al., 2011] . We analyzed the coseismic displacement registered at 1 Hz GPS stations of the California Real-Time Network (CRTN). We model the fault plane with a pure vertical right-lateral strike-slip fault, striking at 320°and intersecting the earthquake hypocenter.
[38] We are able to detect the first trigger 34 s after the earthquake origin time at the station P494, where, 10 s later, the first estimation of static offset becomes available. Based on the first M NFPS value (M NFPS = 7.25), we model the initial fault plane with seven rectangular patches of 28 × 16 km. Figure 6 shows the slip distribution obtained after 34 s (Figure 6d) , 100 s (Figure 6e ), and 160 s (Figure 6f ), while the entire slip evolution is shown in Figure S3 in the supporting information.
[39] For this earthquake, we found very robust magnitude estimations both from M NFPS and from M FF . The two magnitudes are consistent with the M w value for this event (M w 7.2), although the magnitude resulting from the inversion shows a systematic small underestimation (about 0.2 magnitude units) with respect to M NFPS . Specifically, M NFPS ranges between 7.16 and 7.27, with a mean value of 7.2 while M FF varies between 6.9 and 7.1, with a mean value around 7.0 (Figure 7a) . L 10 and L 90 are also quite stable: L 10 varies between 107 and 160 km, with a mean value over the entire time period of 143 ± 11 km, while L 90 ranges between 10 and 62 km, with a mean value of 38 ± 14 km (Figure 7b) .
[40] From the joint analysis of geodetic, remote-sensing and seismological data, Wei et al. [2011] reconstructed the fault geometry and the history of slip during the 2010 El Mayor-Cucapah earthquake. Their fault plane extended about 120 km along strike and about 20 km in the downdip direction. A similar result has been found by Rodríguez-Pérez et al. [2012] that, based on the distribution of aftershocks, modeled the fault plane as a rectangular area of 140 × 30 km. Most of the slip occurred in an area of approximately 40 × 10 km, concentrated in the northwestern part of the fault plane, where the rupture, after nucleating from the hypocenter, propagated and broke the largest asperity (Figure 3 from Wei et al. [2011] ; Figure 4 from Rodríguez-Pérez et al. [2012] ). Our real-time estimates of L 10 and L 90 show an excellent agreement with both the total length of the rupture area and the extension of the main asperity, respectively. The position of our real-time slip centroid also reproduces the observed northwest oriented slip distribution. Figure 6 . Snapshots of the GPS-based strategy inversion for the M w 7.2, 2010 El Mayor-Cucapah earthquake at three different times comparing the (a) observed intensity with the predicted intensity using (b, c) the point source and (d, e, and f) the finite fault. The first result from the slip inversion is available 34 s (Figures 6b and 6d ) after the origin time followed by the estimates after 100 s (Figure 6e ) and 160 s (Figures 6c and 6f) . The corresponding predicted intensity distribution using the point source and the finite fault is shown as a background color. The gray, yellow, orange, and red foreground lines represent the MMI = 5, 6, 7, and 8 contour lines, respectively. For details, refer to the caption of Figure 2 .
[41] In terms of ground shaking prediction, the El MayorCucapah earthquake is the clearest evidence of how the prediction improves when the extended fault is considered. A visual comparison between the maps of Figure 6 shows that when the point source is used, the resulting intensity is biased, especially along the strike direction. When the extended fault plane is used, instead, a more realistic and accurate prediction of the intensity distribution is obtained. The RMS error on intensity (Figure 7c ) is significantly reduced from a value of~1.1 (with the point source) tõ 0.6 when the finite fault is considered and remains approximately stable for the entire duration of the event.
Discussion
[42] In a real-time methodology for EEW, magnitude estimation has a key and fundamental role both for the rapid characterization of the event size and for a correct evaluation of the expected ground shaking at target sites. The proposed methodology based on the use of 1 Hz GPS displacement data provides a reasonable magnitude estimate for the three analyzed cases. This result is even more relevant when comparing the GPS-based magnitude to the seismic-based magnitude, the GPS-based estimates being significantly better (higher) than the real-time seismic-based estimates.
[43] In standard seismic approaches to EEW, the amplitude and/or frequency characteristics of the early recorded P wave signals are used to rapidly characterize the earthquake size. The 2011 megathrust Tohoku-Oki event has revealed that these methodologies may fail or saturate in case of very large and complex earthquakes. Colombelli et al. [2012] showed that the problem of magnitude saturation may be overcome by progressively expanding the P wave observation time window and including stations far away from the source.
However, for the specific case of the Tohoku-Oki earthquake, the real-time data processing together with the frequency-dependent rupture process prevented determination of the correct event magnitude, and only allowed capture of the high-frequency radiation contribution of the first rupture episode.
[44] In contrast, for the same event, the GPS magnitude estimate is robust, and its time evolution reflects the complexity of the rupture process at the source. The first magnitude estimate (M FF = 8.15) can be determined 39 s after the origin time. At the same time, the JMA magnitude was 7.6. Figure 3d shows the timeline for the Tohoku-Oki event, including when the GPS-based magnitude estimates are available with respect to the arrival of the strongest shaking. During the 2011, Tohoku-Oki earthquake, the epicenter was about 120 km offshore, and it took more than a minute before the strong motion arrived along the Sendai coast and nearly 2 minutes for the strongest shaking to hit residential areas in the Tokyo region. Our magnitude estimates could have been used for the prompt activation of emergency actions in the faraway Tokyo region as well as along the closest Sendai coast.
[45] For smaller earthquakes, around magnitude 7 such as the El Mayor-Cucapah, Allen and Ziv [2011] showed that magnitude estimation from GPS data is similar to the true moment magnitude obtained with seismic data from the beginning of the GPS strategy. This result is confirmed here and suggests that the proposed GPS-based strategy could be used to get independent magnitude estimates to confirm, or counter, the information released by seismic methodologies.
[46] In addition to the magnitude estimate, the proposed GPS methodology provides a real-time estimate of the rupture area extent, based on the slip distribution on the fault plane. Comparison of our inversion results with other postearthquake studies of detailed slip distribution shows that L 10 and L 90 are approximate, but useful estimates of the total rupture length and of the region where most of the slip is occurring, respectively. As with the magnitude, the fault length estimates (L 10 and L 90 ) generated by this methodology are very stable in time. Having a stable real-time estimates of the rupture extent allows for estimation of the ground shaking intensity due to the finite source. This information should be integrated in a real-time EEW system to improve the ground shaking prediction by using the distance to the finite fault rather than distance from the hypocenter when estimating shaking intensity. This is the approach currently used by ShakeMap.
[47] For the 2011, M w 9.0 Tohoku-Oki and the 2010, M w 7.2 El Mayor-Cucapah earthquakes, we found a clear improvement in the intensity prediction when the real-time GPS magnitude estimates and the finite fault are considered. The intensity prediction is not as good in the case of the 2003 Tokachi-Oki earthquake. For Tokachi-Oki, the fault plane has been modeled by others with an aspect ratio close to one and a significant slip contribution comes from the deeper part of the plane. The downdip length of the fault planes are typically 2-3 times that of our model based on Wells and Coppersmith [1994] relations. The fact that we do not consider downdip variations in slip is indeed a limitation and is the main cause of our overestimate of the total rupture length (L 10 ) in this case. Adding a second row of slip patches in the inversion would likely improve our result in this case as it would allow us to distinguish slip contributions from the downdip part of the fault. The absence of constraints adjacent to the fault between Hokkaido and the main island is also another reason for the overestimate of the total rupture area both at the first inversion and for the entire duration of the earthquake rupture (Figures 4d, 4e , and 4f). A possible solution could be to use a single patch model when only one data is available and then increase the number of patches, as more data become available, so to limit the number of unknowns parameters to less than the number of observations. With such an approach, estimating the length of the fault from the slip distribution would not be possible, and inverting for the slip on a fixed single patch would provide little more information than the point source magnitude estimate. A different strategy would be to allow the size of the patch to be solved for by the inversion, but this would again increase the number of free parameters to be determined.
[48] One of the assumptions that we make in the methodology is that the earthquake is occurring on a predefined fault plane, i.e., that we can extract from some catalog, and that there is very simple predefined rupture type, i.e., pure dip slip or strike slip depending on the tectonic environment. To assess the significance of this assumption, we simulated the real-time methodology for the Tohoku-Oki earthquake with a modified fault model, whose orientation differs from the previous case with a change in strike and dip of 15°and a change in rake of 20°(we used: strike = 180°; dip = 30°, rake = 70°, and depth = 20 km) ( Figure S4 in the supporting information). This is intended to simulate the situation where the catalog fault geometry is only an approximation to the true geometry. We found that moderate changes in the orientation of the fault like this do not lead to significant differences in the estimated magnitude and slip distribution. A more serious source of error is when a dip-slip earthquake on an unidentified fault occurs in a strike-slip environment. While most faults and earthquakes are consistent with their tectonic environment, there are always the unusual cases, such as the 2002, Denali, Alaska event [Ebehart-Phillips et al., 2003] or the Mount Diablo thrust fault in the middle of multiple strike-slip faults throughout the San Francisco Bay Area [Jones et al., 1994] . Our methodology would most likely fail in this circumstance. For this reason, it would be prudent to define an acceptance criterion that must be met before the finite fault solution is used as part of an earthquake alert. One option might be to simultaneously solve for slip on different fault models (i.e., for strike-slip and dip-slip faults) and then let the RMS fit to the GPS data select the best fault model. The underestimate/overestimate of the GPS data can also provide a measure of whether the fault geometry, rake, or location is reasonable. Falling back on the point source-based earthquake alert is always an option for an early warning system.
[49] In the proposed methodology, the initial fault extent is defined based on the preliminary M NFPS , and this may represent a possible source of error. We evaluated this effect by simulating an underestimated initial magnitude. We performed this test on the Tohoku-Oki earthquake, which is undoubtedly the most complex rupture event in our data set by simply assuming that the initial M NFPS was 6.0 and seeing how the self-adapting strategy responded ( Figure S5 in the supporting information). After a few underestimated initial solutions (small magnitude and short lengths), the magnitude rapidly increases (in 4-5 s) while~25 s are necessary for the methodology to expand the fault plane and recover a length very similar to that shown in Figures 2 and 3 .
[50] For the three analyzed earthquakes, we found a small, but systematic magnitude underestimation with respect to the moment magnitude (between 0.1 and 0.3). We identified several possible sources of this underestimation. One important factor is the smoothing filter applied to the slip distribution in the inversion step. This is necessary to avoid discontinuous and rough slip distributions but reduces the maximum slip value. Imprecise slip distributions also result from our simplified geometries and rupture types as well as from a coarse fault plane discretization. Finally, poor azimuthal station coverage is also a critical issue for all three earthquakes considered. For the case of the Tohoku-Oki earthquake, for example, due to the lack of stations along the plate boundary, the sensitivity to slip in the shallower part of the fault plane is very weak. Similarly, for El Mayor-Cucapah earthquake, the station position and geometry, with respect to the fault plane, provide a poor slip resolution in the extreme southeastern part of the plane. Still, the magnitude estimates that the methodology provides are remarkably accurate considering the simplicity of the approach, and a simple approach is more robust for application in an automated real-time setting.
Conclusion
[51] We investigated the possibility of using 1 Hz GPS data for earthquake early warning and developed an efficient methodology for both the rapid characterization of the earthquake magnitude and of the rupture area extent, using a real-time static slip inversion scheme. The strategy we propose does not require restrictive prior assumptions about the ongoing earthquake and is a "self-adapting" strategy, in which the initial fault plane to be used for the inversion is built based on a quick preliminary magnitude estimation, and the model is then upgraded as new magnitude values result from the slip inversion. In terms of early warning output, we deliver the real-time magnitude value, the estimated total length of the rupture area, and the length of the maximum slip area. The approximate position of the centroid of the slip distribution is also provided.
[52] To test and validate the proposed methodology, we applied the strategy to three different earthquakes: the M w 9.0, 2011 Tohoku-Oki earthquake, the M w 8.3, 2003 Tokachi-Oki earthquake, and the M w 7.2, 2010 El MayorCucapah earthquake. The first two events are in a subduction zone, and the third one occurred in a strike-slip environment. In principle, there is no limitation to the practical applicability of the proposed methodology to other tectonic environments, and no specific source-receiver configuration is required. As long as a good coverage and density of realtime GPS stations is available, the methodology is expected to be suitable for any seismically active area.
[53] For each analyzed event, we found a robust magnitude estimation that was significantly more accurate than the early real-time seismic-based estimates, particularly for the largest events. Encouraging results come from the rupture length estimation as well. A qualitative comparison of our results with postevent slip distribution models shows that L 10 roughly corresponds to the observed total rupture length, and L 90 approximately matches with the region where most of the slip has occurred. When estimating the shaking intensity using ground motion prediction equations, we find that these predictions are improved using the GPS-based techniques as (1) the early magnitude estimate is improved over seismic methods, and (2) the shaking can be estimated as a function of distance to the fault rupture rather than distance to the hypocenter.
[54] As an illustration of the importance of assessing the finite extent of the fault, we can look to the warning issued for the 11 March 2011 M w 9.0 Tohoku-Oki earthquake. The JMA warning system issued a warning before the S wave arrived onshore along the coast of Sendai. However, due to the magnitude underestimation and the use of a point source solution, they underestimated the shaking intensity for Tokyo and did not issue a public/cell phone warning. The real-time shaking estimates provided by our methodology for Tokyo are significantly higher due to the higher magnitude estimate and the use of a finite source. In addition to improvements in the accuracy of earthquake warnings for large events, this GPS-based finite source approach can also aid in tsunami warnings as the GPS-based magnitude estimates are available more rapidly than seismic-based methods.
[55] Finally, regarding the practical applicability of GPSbased methodology, there are currently a limited number of areas where real-time GPS networks are available. Real-time GPS sensors are operating in the United States (a partial list of available real-time networks can be found here: http://water.usgs.gov/osw/gps/real-time_network.html), and the Geographical Survey Institute in Japan has established a GPS permanent observation station network (GEONET) covering all of the Japanese islands with about 1000 observation sites. In Italy, a network of several permanent (not yet real-time) GPS stations of the Italian National Institute of Geophysics and Volcanology has been in development since 2006. While the number of locations where our real-time methodology can be applied is limited today, the value of continuous and real-time GPS networks is becoming clear, and we therefore anticipate rapid expansion.
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