Mutilated chessboard problem is exponentially hard for resolution  by Alekhnovich, Michael
Theoretical Computer Science 310 (2004) 513–525
www.elsevier.com/locate/tcs
Note
Mutilated chessboard problem is exponentially
hard for resolution
Michael Alekhnovich1
Laboratory for Computer Science, MIT, 545 Technology Square, Cambridge MA 02139, USA
Received 10 October 2002; received in revised form 7 May 2003; accepted 11 July 2003
Communicated by A.S. Fraenkel
Abstract
Mutilated chessboard principle CBn says that it is impossible to cover by domino tiles the
chessboard 2n×2n with two diagonally opposite corners removed. We prove 2(
√
n) lower bound
on the size of minimal resolution refutation of CBn.
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1. Introduction
Mutilated chessboard problem corresponds to the well-known puzzle that often ap-
pears in recreational mathematics. It asks to cover by dominos a 2n× 2n chessboard
with two white squares removed from the opposite corners. The goal is well known
to be unachievable because every domino tile covers exactly one white and one black
square while the mutilated chessboard contains two white squares less.
This principle is probably one of the earliest proposed hard problems for theorem
provers. Expressed as a tautology in 9rst-order logic, it was proposed as a “tough nut for
proof procedures” by McCarthy in 1964 [7]. It was considered again by Krishnamurthy
in 1985 [6] who showed a short proof in Resolution augmented with auxiliary variables.
Dantchev and Riis proved that any tree-like resolution of CBn requires 2(n) clauses [4].
If one considers the graph of the mutilated chessboard then the problem can be
naturally stated in terms of matchings in a bipartite graph. In his survey of matching
1 The work was done while the author was at the Institute for Advanced Study, Princeton, NJ, in 2000.
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principles for resolution [10], Urquhart distinguished mutilated chessboard along with
the weak Pigeon hole principle as the one “where current techniques appear impotent”.
Recently, there was a great breakthrough in proving lower bounds for WPHP in [8]
and [9], thus CBn can have historical interest as one of the 9rst suggested.
In this paper we show that any resolution refutation of this principle requires size
2(
√
n). In order to do it we use somewhat unusual critical assignments based on the
idea of road game from [4].
A better exponential lower bound 2(n) for the same principle was independently
achieved by Stefan Dantchev and SHren Riis [5].
2. Preliminaries
Let x be a Boolean variable, i.e. a variable that ranges over the set {0; 1}. A literal
of x is either x (denoted sometimes as x1) or Hx (denoted sometimes as x0). A clause
is a disjunction of literals.
For any Boolean function f : {0; 1}n→{0; 1}, Vars(f) will denote the set of its
essential variables (i.e. variables which it depends upon). An assignment to f is a
mapping  :Vars(f)→{0; 1}. A restriction of f is a mapping 	 :Vars(f)→{0; 1; ?}.
We denote by |	| the number of assigned variables, |	| def= |	−1({0; 1})|.
The restriction of f by 	, denoted f|	, is the Boolean function obtained from f
by setting the value of each x∈ 	−1({0; 1}) to 	(x), and leaving each x∈ 	−1(?) as a
variable.
We say that an assignment  satis5es f if f()= 1. For Boolean functions f1; : : : ; fk ,
g we say that f1; : : : ; fk semantically imply g, (denoted f1; : : : ; fk |= g), if every as-
signment to V def= Vars(f1)∪ · · · ∪Vars(fk)∪Vars(g) satisfying f1; : : : ; fk , satis9es g
as well (i.e. ∀∈{0; 1}V (f1()= · · ·=fk()= 1⇒ g()= 1)).
In this paper we consider a chessboard of size n× n. It corresponds naturally to
the n× n lattice. Also it can be represented as a graph Gn whose vertices are squares
(sometimes we call them points) of the chessboard and two vertices are connected with
an edge iK they are adjacent. Let us introduce a system of coordinates with the center
in the bottommost left corner of the chessboard (its coordinates are (1; 1)) (Fig. 1).
We consider the discrete metrics d on Gn induced by the discrete l∞-norm (the dis-
tance between two points is the maximum of their vertical and horizontal diKerences).
For a subset S of points its area |S| is the cardinality of S, the boundary @(S) is the
set of points from S with a neighbor in HS, the distance between two sets d(S1; S2) is
the minimal distance d(v1; v2) with v1 ∈ S1; v2 ∈ S2.
Mutilated chessboard is the graph G′2n that results from G2n by removing vertices
with coordinates (1; 1) and (2n; 2n).
2.1. Resolution
Resolution is the simplest and probably the most widely studied propositional proof
system. Given a set of clauses it can infer new clauses by the following resolution
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Fig. 1. Chessboard—lattice—graph.
rule:
A ∨ x B ∨ Hx
A ∨ B (1)
which means that the clause A∨B can be written if both A∨ x and B∨ Hx are present
in the proof. It can be shown that one can get an empty clause starting with CNF 
using (1) if and only if  is not satis9able. A resolution refutation of an unsatis9able
CNF formula  is a resolution proof of the empty clause from the clauses appearing
in .
The size of a resolution proof is the number of diKerent clauses in it. The width
w(C) of a clause C is the number of literals in C. The width w() of a set of clauses
 (in particular, the width of a resolution proof) is the maximal width of a clause
appearing in this set. For an unsatis9able set of clauses  denote by S() the size
of minimal refutation in Resolution. Denote by w(⊥) the minimal refutation width
over all possible refutations of .
The following nice property of resolution shows that in order to infer a clause C
from  it is necessary and suNcient to show that HC and  are inconsistent:
Proposition 2.1. Let  be a CNF, C =
∨k
i=1 x
i
i be a clause. Assume that one can
infer ⊥ from the set ∪{x1−ii } in t resolution steps. Then, C is inferable from  in
t resolution steps. Vice versa, if C is inferable from  in t steps then one can refute
∪{x1−ii } in t + k steps.
We will use the random restriction techniques for proving resolution lower bounds
which we briePy describe below. This method was originally used by ChvQatal and
SzemerQedi [3] and then signi9cantly simpli9ed and improved by Beame and Pitassi
[1]. Informally it takes the following steps:
• Assume for the sake of contradiction that there exists a “small” resolution refutation
P of the principle .
• Apply a random restriction 	 that assigns values to a constant fraction of variables.
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• Argue that w.h.p. the new proof P|	 does not contain “wide” clauses (i.e. clauses
of large width).
• To get a contradiction show that the principle |	 still requires large refutation width.
Our lower bound goes along these lines too, however in our case we use a specially
tailored random restriction, the distribution of which lies in the heart of the proof. We
give more intuition on this construction in the next section.
3. Mutilated chessboard and reduction from innite road
In this section we give a formal de9nition of domino principle and also de9ne
another auxiliary principle of “in9nite road”. Then we show that the latter is at least
as easy to refute as the former, thus it is suNcient to prove a lower bound on the size
of refutation of the in9nite road principle.
Stated informally, CBn says that one cannot cover the mutilated chessboard by
domino tiles. To formalize it, for any pair of adjacent points v1; v2 of G′2n we in-
troduce a propositional variable xv1v2 saying whether or not the corresponding edge
participates in the matching.
Denition 3.1. Let X be the set of variables {xv1v2 |(v1; v2)∈E(G′2n}. CBn is the fol-
lowing contradictory set of clauses over X :
• xv1v2 = xv2v1 for (v1; v2)∈E(G′2n),
• Hxv1v ∨ Hxv2v for every v; v1 = v2,
• ∨(v1 ; v)∈E(G′2n) xvv1 for every v.
In the rest of the section we reduce to CBn the in5nite road tautology. The latter
principle exploits the fact that any set of oriented curves on the 9nite plane has equal
number of “sources” and “ends”. To get a contradictory set of axioms we postulate
the existence of a path (in5nite road) that has exactly one “source” vs. A similar idea
was considered in [4].
Denition 3.2. Let G be a graph with a 9xed vertex vs. Y be the following set of
propositional variables: {yv|v∈V (G)}∪ {yvv1v2 |(v1; v); (v2; v)∈E(G); v1 = v2}. IR(G; vs)
is the following contradictory set of axioms over Y :
• Axioms of the source vs:
∨(vs; v1); (v1 ; v2)∈E(G) yv1vsv2 ,
Hyv1vsv2 ∨ Hyv3vsv4 for all v1 = v3.• Axioms for every v = vs:
yv= ∧(v1 ; v); (v; v2)∈E(G) Hyvv1v2 ,
Hyvv1v2 ∨ Hyvv3v4 for all v1; v2; v3; v4 s:t: v1 = v3 or v2 = v4,
yvv1v2 →∨(v2 ; v3)∈E(G) yv2vv3 for all v1 = v2,
yvv1v2 →∨(v0 ; v1)∈E(G) yv1v0v for all v1 = v2, v1 = vs.
Every axiom is written as a CNF in the straightforward way. For v = vs denote by Av
the conjunction of the axioms corresponding to this vertex. Let Avs be the conjunction
of the source axioms (thus IR(G; vs)= ∪v∈V (G) Av).
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Fig. 2. Possible assignments to {yvv1v2}; yv in case of Gn.
The intuitive sense of a variable yvv1v2 is in that the point v belongs to some curve
going through the edges (v1; v) and (v; v2). The variable yv indicates that the point
does not belong to any curve. Notice that the axioms of IR(G; vs) do not prohibit local
cycles as long as they do not intersect the main path starting from vs.
Let us now consider this tautology on the graph Gn corresponding to the n× n
chessboard, and 9x the source vs in the point (1; 1). Denote the resulting principle by
IRn. In this case, the variables {yvv1v2}; yv naturally correspond to the tiles depicted on
Fig. 2.
Theorem 3.3. S(IR(n−2)=4)=O(S(CBn)).
Proof. We need the following general statement about simulating of one tautology by
another:
Proposition 3.4. Let 1(X ); 2(Y ) be two contradictory sets of clauses. Assume that
each variable yi is mapped to some restriction 	i on X so that the following holds:
• Any clause in 1(X ) can be inferred from 2(Y )∪ ∪	i(xk ) = {yi→ xk} in O(1) re-
solution steps.
• For any variables yi; yj s.t. 	i and 	j are inconsistent on the value of some variable
xk the clause Hyi ∨ Hyj is provable from 2(Y ) in O(1) steps.
• Any variable xk is assigned by O(1) restrictions 	i.
Then, S(2)=O(S(1)).
Proof (Sketch). Consider some refutation P of 1(X ). We can simulate P by 2(Y ) if
we replace each literal xk with the clause xˆ

k = ∨	i(xk )= yi. Our 9rst goal is to show that
for any initial axiom C∈1(X ) the clause Cˆ = ∨xk∈C xˆk can be inferred from 2(Y ) in
constantly many steps. Consider a clause C ∈ 1(X ). By the 9rst property this clause
can be inferred from
2(Y );
⋃
	i(xk )=
{yi → xk}
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in constant number of steps (which in particular implies that the width of C is bounded
by a constant). By Proposition 2.1 this implies a constant size refutation of the set
2(Y );
⋃
	i(xk )=k
{yi → xkk }; {x1−kk }:
It is easy to show that one can do all resolutions upon variables xk prior to all other
resolutions so that the refutation size is still constant (here we use the third property).
This implies a constant size refutation of the set
2(Y );
⋃
	i(xk )=k
yi:
We use Proposition 2.1 once again to conclude that 2(Y ) infers Cˆ in constant number
of steps.
Similar argument shows that by the second and the third properties, clauses Cˆ ∨ xˆk
and Dˆ∨ ( Hˆxk) imply Cˆ ∨ Dˆ in O(1) resolution steps. Thus, one can simulate the refuta-
tion of 1(X ) by 2(Y ) within a constant factor. The proposition follows.
Now we describe how to apply it in our case. First of all, we reduce mutilated
chessboard of size 2n× 2n to another board of size (2n−2)× (2n−2) with two white
squares removed from the corner as shown in Fig. 3.
Assume w.l.o.g. that 2n − 2 is divisible by four (if not then we can cover two
vertical and two horizontal lines and decrease n by 1). Divide our chessboard into
4× 4 squares, the bottommost left one has two small white squares removed. Consider
the set of domino assignments for each big square shown in Fig. 4.
Clearly there is a natural one-to-one correspondence between all possible rotations of
these assignments and the variables of IR(2n−2)=4 depicted in Fig 2. For each variable
of IR(2n−2)=4 these partial assignments de9ne a restriction of domino tiles in the corre-
sponding big square. The pattern in the square (1; 1) is determined by its neighbors in
the obvious way. We claim that this mapping satis9es the conditions of Proposition 2.1.
Fig. 3. Reduction to (2n−2)× (2n−2) chessboard. Fig. 4. Coverings of the square 4× 4.
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The third property is obvious. The 9rst two properties can be veri9ed in the following
way. Since the axioms yv ∨ (∨v1 ; v2 yvv1v2 ) are present in IRn any partial assignment to Y
variables speci9es the values of the corresponding X variables completely. Moreover,
whenever a partial assignment to Y variables is locally consistent (i.e. does not contra-
dict to any constant number of IR(2n−2)=4 axioms) the corresponding partial assignment
for X variables is locally consistent with CBn. Thus, all clauses of CBn semantically
follow from the constant number of IR(2n−2)=4 clauses and mapping axioms yi→ xk .
Since Resolution is complete a propositional proof system there exists a constant size
inference for every clause in CBn from IR(2n−2)=4; {yi→ xk}. Similarly, if two restric-
tions 	i, 	j are inconsistent on the value of some xk then the corresponding partial
assignment yi =1, yj =1 is locally inconsistent with IR(2n−2)=4 and thus the clause
Hyi ∨ Hyj is inferable from IR(2n−2)=4 in O(1) steps.
Theorem 3.3 follows.
4. Lower bound for innite road on square lattice
In this section we prove that any resolution refutation of IRn requires size 2(
√
n).
Our lower bound naturally falls into two parts. The 9rst (Theorem 4.1) is the expo-
nential relation between width and size via the method of random restrictions, and the
second (Theorem 4.5) is the lower bound on the width in the spirit of [2].
Theorem 4.1. 2(w(IRn=20 ⊥))¡S(IRn).
Proof. Let us consider some proof P of IRn. Assume w.l.o.g. that n is divisible by
20. We will apply a random restriction which kills every large clause in P with high
probability. For that choose a random set of vertices A⊆V (Gn) such that any point v
is chosen independently at random with probability 12 . Let us choose only those points
for which the distance from all other points is at least 15
A′ = {v ∈ A | ∀v′ = v; v′ ∈ A d(v; v′)¿ 15}:
Clearly for any point the probability of being in A′ is (1) (that is the probability that
the point is chosen and no other point in the neighborhood is) and if d(v1; v2)¿30
then the events {v1 ∈A′} and {v2 ∈A′} are independent.
Let us also throw away all points v∈A′ such that d(vs; v)¡15. For each of the
remaining points choose a variable from the set {yvv1v2}∪ {yv} uniformly at random,
set it to 1 and the rest to 0. Denote the resulting restriction by 	.
Claim 4.2. For any clause C, the probability P{C|	 =1} is less than 2−(w(C)).
Proof. Let us 9x a clause C. Clearly, we can extract a subclause C′ of C such that
w(C′)=(w(C)) and any two literals of C′ correspond to the vertices v1; v2 with
d(v1; v2)¿30. Then all the literals in C′ are satis9ed independently with probability
(1). The Claim follows.
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Fig. 5. The extended restriction 	′.
By the claim, there exists a constant ” for which the probability that a clause C is
not killed is less than 2−”w(C). Assume for the sake of contradiction that P contains
less than 2”w(IRn=20 ⊥) clauses. Then, by the union bound there exists a restriction 	
generated as above, which kills all clauses in P with width greater or equal than
( 15 )w(IRn=20 ⊥). To get a contradiction, we will show that the tautology (IRn)|	
“contains” the smaller principle IRn=20, and hence P|	 should still contain a clause of
large width.
Let us extend our restriction 	 to 	′ so that (IRn)|	′ is the in9nite road tautology
IR(G; vs) for a smaller graph G that results from Gn by removing rectangles of size
3× 2 located suNciently far from each other. To achieve this, for any assigned variable
corresponding to the point v∈A′ we extend 	 to make a local cycle in the neighborhood
of v (see Fig. 5).
Now it easy to see that (IRn)|	′ corresponds to some IR(G; vs), where the graph G
was produced from the initial Gn by removing 2× 3 rectangles Di s.t. for any i = j
d(Di; Dj)¿10.
Recall that graph minor is a subgraph that can be achieved from the graph by the
following two operations: removing an edge and contracting two consecutive edges
into one. We claim that any sequence of these operations applied to graph G does not
increase the minimal refutation width much.
Lemma 4.3. Assume that G1 is a minor of G. Then,
w(IR(G; vs)  ⊥)¿ 1d+ 1 w(IR(G1; vs)  ⊥);
where d is the maximal degree of G.
Proof. We need the following technical statement.
Proposition 4.4. Assume that P is a resolution refutation of width w of tautology
(x1; : : : ; xn). For any substitution xi : =fi(x˜ ), where fi is any function that depends
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on at most d variables there exists a refutation of (f1(x˜ ); : : : ; fn(x˜ )) (written as a
CNF) of width d(w + 1).
Proof. For C a clause over variables x1; : : : ; xn denote by Cˆ the Boolean function
C(f1(x˜ ); : : : ; fn(x˜ )) written as a CNF. It is clear that w(Cˆ)6dw(C). We can sim-
ulate the inference P by replacing each clause C in the proof with Cˆ. If a clause
C ∨D is inferred from C ∨ xi, D∨ Hxi in P then all clauses of Cˆ are inferable from
(Cˆ ∨ xi); (Dˆ∨ Hxi) in the width w(Cˆ ∨ Dˆ) + d.
Consider now some refutation P of IR(G; vs) and the minor G1. We can assume that
all edge removing operations go before the contracting. Removing an edge (v1; v2) is
equivalent to setting all variables that contain this edge to 0 all over the proof, which
does not increase the width. Next, we perform the operations of contracting a chain
of three consecutive edges (v1; v2); (v2; v3); (v3; v4) to (v1; v2); (v2; v4). This operation is
equivalent to setting yv3v2v4 =y
v2
v1v3 ; y
v3 =yv4 and does not increase the width either.
Finally we contract the chains of two consecutive edges. Every time we contract
edges (v1; v2) and (v2; v3) we replace the variable yv2v1 ; v3 with the clause ∨(v; v1)∈E(G) yv1vv2
and the variable yv2 with yv1 . By Proposition 4.4 the width can increase at most d
times.
To 9nish the proof, we will 9nd a minor of G isomorphic to Gn=20. For that we
de9ne a set of n=20 horizontal lines hi. Each hi is drawn in parallel to X -axis at the
height 20i − 19; whenever it meets an obstacle it “Pows” around it and returns to the
initial height. Similarly, we de9ne n=20 vertical lines vi so that each vi intersects with
each horizontal line exactly once (see Fig. 6). It is straightforward to check, that these
lines de9ne a minor isomorphic to Gn=20. By Lemma 4.3 the minimal refutation width
of IR(G; vs) is greater or equal than ( 15 )w(IRn=20 ⊥). By contradiction Theorem 4.1
is proved.
Theorem 4.5. w(IRn ⊥)¿
√
n=4.
Fig. 6. Extracting Gn=20 from G.
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Proof. Consider some refutation P of IRn. Our strategy follows the idea of [2] to
de9ne a subadditive measure + on the clauses and show that intermediate clauses have
large width.
Recall that for v a vertex Av is the conjunction of the corresponding axioms in
De9nition 3.2.
Denition 4.6. We call an assignment  critical iK it satis9es all the axioms Av except
for one v0 = vs.
It is easy to see that every critical assignment divides the chessboard with v0 removed
into isolated squares, non-intersecting cycles, and a path from vs to v0 (see Fig. 7).
Denition 4.7. For C a clause, +(C) is the minimal k s.t. there exists a set of k vertices
I ⊆V (Gn) satisfying
∪
v∈I
Av |= C on the set of critical assignments (2)
(this means that for any critical assignment  (∀v∈ I Av()= 1)→ (C()= 1)).
Clearly + is subadditive in the sense that if C resolves from C1 and C2, then
+(C)6+(C1) + +(C2). All initial clauses in the proof have + equal to 1, and
+(⊥)= n2 − 1. These facts imply that there exists a clause C in the proof with
( 14 )n
2¡+(C)6( 12 )n
2. Fix this clause and assume for the sake of contradiction that
w(C)¡
√
n=4.
Consider, the set S of all squares v such that C contains a variable yvv1v2 or y
v
associated with v, let us also add the point vs to S, thus |S|¡
√
n=4 + 1.
Lemma 4.8. There exists a covering of S by rectangles D1; : : : ; Dk such that each
rectangle Di can be surrounded by a stripe of the width |S ∩Di| from each side not
connected to the edge of the chessboard, these stripes do not touch each other (see
Fig. 8) and the overall area of rectangles with stripes is less than n2=4.
v0
Fig. 7. Critical assignments. Fig. 8. Covering of S by rectangles.
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Proof. We will construct an admissible covering which is far from the optimal one,
but its area is still small enough for our purposes. Since our metrics d is induced by
l∞-norm we can cover the projections of S onto X - and Y -axis independently. Denote
by Sx the projection of S onto X -axis plus the elements 1 and n (corresponding to the
left and the right edges of the chessboard). Note that Sx is a multiset (i.e. every point
has a multiplicity equal to the number of points of S that lie on the corresponding
vertical). Clearly |Sx|= |S| + 2¡
√
n=4 + 3. It is suNcient to cover Sx by intervals
[ai; bi] such that for any i the distance |ai − bi−1| as well as |ai+1 − bi| is greater than
2|[ai; bi]∩ Sx|+ 1. Let us 9x such a covering with the minimal sum of the lengths.
Claim 4.9. For any i the length |bi − ai + 1|¡(2|Sx|+ 1) · |[ai; bi]∩ Sx|.
Proof. The distance between any two adjacent points of Sx that belong to [ai; bi] is
less or equal 2|Sx|+1 (otherwise we could divide the interval [ai; bi] into two smaller
intervals). Thus the length of [ai; bi] is upper bounded by the number of Sx-points
multiplied by the maximal distance between two adjacent points.
If we consider the length of the interval [aˆi; bˆi] that results from [ai; bi] by expanding
it with a stripe of width |[ai; bi]∩ Sx| from each side then the latter is upper bounded
by (2Sx+3)|[ai; bi]∩ Sx|. Thus the overall area of the intervals with stripes is less than
(2|Sx|+ 3) · |Sx|.
In the analogous way we can de9ne the projection Sy and cover it by intervals [cj; dj].
Altogether these two coverings generate an admissible covering of S by rectangles
[ai; bi]× [cj; dj], for which the overall area of rectangles and stripes /(bˆi− aˆi+1) · (dˆj−
cˆj+1)¡(/(bˆi− aˆi+1)) · (/(dˆj− cˆj+1))¡4(|Sx|+3)2 · (|Sy|+3)2¡n2=4 for suNciently
large n. Lemma is proved.
Let us now 9nish the proof of the Theorem. Consider the set of axioms I that imply
the clause C in (2), ( 14 )n
2¡|I |6( 12 )n2. Choose some v0 ∈ I and v′0 =∈ I that do not
belong either to Di’s or to their stripes. We can do it because of our bounds on |I |
and Lemma 4.8.
Since I is the minimal set satisfying (2) if we remove Av0 then ∪v∈I\{v0} Av |=C
on critical assignments. This means that there exists a critical assignment 0, such
that Av0 (0)= 0, C(0)= 0 and Av(0)= 1 for any other v. Our idea is to switch
0 to another assignment ′0 so that it satis9es all Av’s except the chosen v
′
0 =∈ I but
agrees with 0 on the variables of C. The idea is to modify 0 in every rectangle Di
independently using their stripes free of S-points.
So let us describe how to construct ′0 out of 0. Recall that each critical assignment
divides the chessboard into non-intersecting cycles and a path (see Fig. 7). Consider
some rectangle Di. First assume that it does not contain vs. Then according to 0 it
can be partitioned into free squares, cycles and transit paths ‘ with a starting point
‘(0)∈ @(Di) and a leaving point ‘(1)∈ @(Di). Consider the set of those transit paths
‘i1 ; : : : ; ‘
i
ki that go through some vertex from S ∩Di. Clearly ki6|S ∩Di|. If Di contains
vs the only diKerence is that there exists a special path ‘i0 with ‘
i
0(0)= vs.
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v'0
v0
v1
Fig. 9. Switching critical assignment 0 in Di . Fig. 10. Building ′0.
Let us modify 0 in the following way. Remove all paths outside ∪Di. Remove all the
transit paths that go through Di but does not intersect S. There are some “ends” hanging
around in the boundary of Di left. In order to produce a valid critical assignment ′0
we connect them with each other in the corresponding stripe Ei around Di.
We use the following algorithm. Consider the boundary of Di. Choose two ends: a
starting point and a leaving point of some transit (probably diKerent) paths such that
there is no other ends between them in the boundary of Di. Connect these ends outside
of Di in Ei by the minimal path ‘ˆi1. Consider next two ends that donot have any other
not connected ones between them in the boundary, and construct the corresponding
minimal path ‘ˆi2 in Ei\‘ˆi1, and so on. Since there are at most 2ki such ends we can
9nish the process without overPow of Ei (see Fig. 9).
Finally there is just one end v1 left, that corresponds to the path from vs. Since
the stripes around Di’s donot touch each other there exists a path that connects v1
with v′0 and does not cross any stripe. Indeed, when we remove a rectangle with a
stripe that does not touch any other stripes we donot change the number of connected
components in the residual graph. Thus we can connect v1 to v′0 outside of the stripes
and the constructed path does not intersect the paths built on previous steps.
We have built a new critical assignment ′0 (see Fig. 10) which violates Av′0 without
change of the variables from C. Thus for any v∈ I Av(′0)= 1 and C(′0)= 0. This
contradicts to the assumption that ∪I Av |=C on critical assignments. Theorem 4.5 is
proved.
Altogether Theorems 3.3, 4.1 and 4.5 imply the following:
Corollary 4.10. S(CBn)¿2(
√
n).
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