Abstract. The purpose of this article is to present the second type fundamental relationship between the generalized Fourier-Feynman transform and the generalized convolution product on Wiener space. The relationships in this article are also natural extensions (to the case on an infinite dimensional Banach space) of the structure which exists between the Fourier transform and the convolution of functions on Euclidean spaces.
Introduction
In [5, 6, 7, 13] Huffman, Park, Skoug and Storvick established fundamental relationships between the analytic Fourier-Feynman transform (FFT) and the convolution product (CP) for functionals F and G on C 0 [0, T ], as follows:
y √ 2 and
for scale-almost every y ∈ C 0 [0, T ], where T (p) q (F ) and (F * G) q denote the L p analytic FFT and the CP of functionals F and G on C 0 [0, T ]. For an elementary introduction of the FFT and the corresponding CP, see [14] .
For f ∈ L 2 (R), let the Fourier transform of f be given by
and for f, g ∈ L 2 (R), let the convolution of f and g be given by
2000 Mathematics Subject Classification. Primary 28C20, 46G12; Secondary 60J65, 60G15. Key words and phrases. Wiener space, Gaussian process, generalized Fourier-Feynman transform, generalized convolution product.
*Corresponding author.
1 where dm n L (v) denotes the normalized Lebesgue measure (2π) −1/2 dv on R. As commented in [3] , the Fourier transform F acts like a homomorphism with convolution * and ordinary multiplication on L 2 (R) as follows: for f, g ∈ L 2 (R) (1.3) F (f * g) = F (f )F (g).
But the Fourier transform F and the convolution * have a dual property such as (1.4) F (f ) * F (g) = F (f g).
Equations (1.1) and (1.2) above are natural extensions (to the case on an infinite dimensional Banach space) of the equations (1.3) and (1.4), respectively. In [2, 8] , the authors extended the relationships (1.1) and (1.2) to the cases between the generalized FFT (GFFT) and the generalized CP (GCP) of functionals on C 0 [0, T ]. The definition of the ordinary FFT and the corresponding CP are based on the Wiener integral, see [5, 6, 7] . While the definition of the GFFT and the GCP studied in [2, 8] are based on the generalized Wiener integral [4, 12] . The generalized Wiener integral (associated with Gaussian process) was defined by C0[0,T ] F (Z h (x, ·))dm(x) where Z h is the Gaussian process on
, and where h is a nonzero function in L 2 [0, T ] and t 0 h(s)dx(s) denotes the Paley-Wiener-Zygmund stochastic integral [9, 10, 11] . On the other hand, in [3] , the authors defined a more general CP (see, Definition 2.3 below) and developed the relationship, such as (1.1), between their GFFT and the GCP (see, Theorem 3.4 below). Equation (3.3) in Theorem 3.4 is useful in that it permits one to calculate the GFFT of the GCP of functionals on C 0 [0, T ] without actually calculating the GCP.
In this paper we work with the second relationship, such as equation (1.2) , between the GFFT and the GCP of functionals on C 0 [0, T ]. Our new results corresponds to equation (1.4) rather than equation (1.3) . It turns out, as noted in Remark 3.7 below, that our second relationship between the GFFT and the CP also permits one to calculate the GCP of the GFFT of functionals on C 0 [0, T ] without actually calculating the GCP.
Preliminaries
In order to present our relationship between the GFFT and the GCP, we follow the exposition of [3] .
A subset B of C 0 [0, T ] is said to be scale-invariant measurable provided ρB ∈ M for all ρ > 0, and a scale-invariant measurable set N is said to be scale-invariant null provided m(ρN ) = 0 for all ρ > 0. A property that holds except on a scale-invariant null set is said to hold scale-invariant almost everywhere (s-a.e.). A functional F is said to be scale-invariant measurable provided F is defined on a scale-invariant measurable set and F (ρ · ) is Wiener-measurable for every ρ > 0. If two functionals F and G are equal s-a.e., we write F ≈ G.
Let C, C + and C + denote the set of complex numbers, complex numbers with positive real part and nonzero complex numbers with nonnegative real part, respectively. For each λ ∈ C, λ 1/2 denotes the principal square root of λ; i.e., λ 1/2 is always chosen to have positive real part, so that λ
exists as a finite number for all λ > 0. If there exists a function J * (h; λ) analytic on C + such that J * (h; λ) = J(h; λ) for all λ > 0, then J * (h; λ) is defined to be the generalized analytic Wiener integral (associated with the Gaussian process Z h ) of F over C 0 [0, T ] with parameter λ, and for λ ∈ C + we write
Let q = 0 be a real number and let F be a functional such that
exists for all λ ∈ C + . If the following limit exists, we call it the generalized analytic Feynman integral of F with parameter q and we write
Next (see [2, 3, 8] ) we state the definition of the GFFT.
For p ∈ (1, 2] we define the L p analytic GFFT (associated with the Gaussian process
q,h (F ) of F , by the formula,
if it exists; i.e., for each ρ > 0,
for s-a.e. y ∈ C 0 [0, T ] whenever this limit exists.
We note that for p ∈ [1, 2], T
q,h (F ) is defined only s-a.e.. We also note that if q (F ), respectively [5, 6, 7, 13] 
Next (see [3] ) we give the definition of our GCP. Definition 2.3. Let F and G be scale-invariant measurable functionals on
and letting h 1 = h 2 ≡ h, equation (2.1) yields the convolution product studied in [2, 8] :
(ii) Choosing h 1 = h 2 ≡ 1, equation (2.1) yields the convolution product studied in [5, 6, 7, 13] :
In order to establish our assertion we define the following conventions. Let h 1 and h 2 be nonzero functions in .2) is not unique. We will use the symbol s(h 1 , h 2 ) for the functions 's' that satisfy (2.2) above. Given nonzero functions
e.. But we observe that for every function s in the equivalence class s(h 1 , h 2 ), the Gaussian random variable s, x has the normal distribution
. . , h n ) be the equivalence class of the functions s which satisfy the relation
Throughout the rest of this paper, for convenience, we will regard
with m, n 1 , n 2 , n 3 , n 4 , n 5 ∈ {1, 2}. On the other hand, it also follows that
, and s(t) = 2(t 8 + t 4 ) for t ∈ [0, T ]. Then, by the convention for s, it follows that
Example 2.7. Using the well-known formulas for trigonometric and hyperbolic functions, it follows that
, and 
For more details, see [1, 4, 8, 13] . We first present two known results for the GFFT and the GCP of functionals in the Banach algebra S(L 2 [0, T ]).
of F exists for all nonzero real numbers q, belongs to S(L 2 [0, T ]), and is given by the formula
, and is given by the formula
The following corollary and theorem will be very useful to prove our main theorem (namely, Theorem 3.6) which we establish the relationship between the GFFT and the GCP such as equation (1.2). The following corollary is a simple consequence of Theorem 3.1.
Corollary 3.3. Let h and F be as in Theorem 3.1. Then, for all p ∈ [1, 2] , and all nonzero real q,
As such, the GFFT, T
q,h , has the inverse transform {T
−q,h . The following theorem is due to Chang, Chung and Choi [3] . Theorem 3.4. Let k 1 , k 2 , F , and G be as in Theorem 3.2, and let h be a nonzero function in
Then, for all p ∈ [1, 2] and all nonzero real q,
for s-a.e. y ∈ C 0 [0, T ], where s(h, k j )'s, j ∈ {1, 2}, are the functions which satisfy the relation (2.2), respectively. We are now ready to establish our main theorem in this paper.
Theorem 3.6. Let k 1 , k 2 , F , G, and h be as in Theorem 3.4. Then, for all p ∈ [1, 2] and all nonzero real q,
for s-a.e. y ∈ C 0 [0, T ], where s(h, k j )'s, j ∈ {1, 2}, are the functions which satisfy the relation (2.2), respectively.
Proof. Applying (3.2), (3.3) with F , G, and q replaced with T
(G), and −q, respectively, and (3.2) again, it follows that for s-a.e. y ∈ C 0 [0, T ],
as desired.
Remark 3.7. (i) Equation (3.3) shows that the GFFT of the GCP of two functionals is the ordinary product of their transforms. On the other hand, equation (3.4) above shows that the GCP of GFFTs of functionals is the GFFT of product of the functionals. These equations are useful in that they permit one to calculate T
without actually calculating the GCPs involved them, respectively. In practice, equation (3.4) tells us that to calculate T
)) is easier to calculate than are T
(ii) Equation (3.4) is a more general extension of equation (1.4) to the case on an infinite dimensional Banach space.
Corollary 3.8 (Theorem 3.1 in [13] ). Let F and G be as in Theorem 3.2. Then, for all p ∈ [1, 2] and all real q ∈ R \ {0},
for s-a.e. y ∈ C 0 [0, T ], where T 
denotes the GCP of F and G studied in [2, 8] (see Remark 2.4 ).
Proof. In equation (3.4) , simply choose h = k 1 = k 2 .
Examples
The assertion in Theorems 3.6 above can be applied to many Gaussian processes Z h with h ∈ L ∞ [0, T ]. In view of the assumption in Theorems 3.4 and 3.6, we have to check that there exist solutions {h,
or, equivalently,
Throughout this section, we will present some examples for the solution sets of the system (4.1). To do this we consider the Wiener space C 0 [0, 1] and the Hilbert space L 2 [0, 1] for simplicity.
is a solution set of the system (4.1). Thus
and
for all t ∈ [0, 1]. In this case, equation (3.4) with the functions in P holds for any functionals in F and G in S(L 2 [0, 1]).
Example 4.2. (Trigonometric functions I) The set
h(t) = sin 2t = 2 sin t cos t, k 1 (t) = 2 sin 2 t, k 2 (t) = 2 cos 2 t, s 1 (t) = 2 sin t, s 2 (t) = 2 cos t is a solution set of the system (4.1). Thus 
and 
for all t ∈ [0, 1].
Iterated GFFTs and GCPs
In this section, we present general relationships between the iterated GFFT and the GCP for functionals in S(L 2 [0, T ]) which are developments of (3.4). To do this we quote a result from [3] . given by equation (3.1) , and let H = {h 1 , . . . , h n } be a finite sequence of nonzero functions in L ∞ [0, T ]. Then, for all p ∈ [1, 2] and all nonzero real q, the iterated L p analytic GFFT,
Moreover it follows that
We next establish two types of extensions of Theorem 3.6 above.
Theorem 5.2. Let k 1 , k 2 , F , and G be as in Theorem 3.2, and let H = {h 1 , . . . , h n } be a finite sequence of nonzero functions in
for m L -a.e. on [0, T ], respectively.
Proof. Applying (5.1), the first equality of (5.3) follows immediately. Next using (3.4) with h replaced with s(H), the second equality of (5.3) also follows.
In view of equations (3.4) and (5.1), we also obtain the following assertion.
for m L -a.e. on [0, T ]. Then, for all p ∈ [1, 2] and all nonzero real q,
, and
Remark 5.4. Note that given the functions {s(H),
is a solution set of the system (4.1). Also, given the functions
is a solution set of the system (4.1).
In 
for all t ∈ [0, 1]. From this we see that the set
is a solution set of the system (4.1), and equation (5.3) holds with the sequence H = {h 1 , h 2 , h 3 } and the functions k 1 and k 2 .
In the next example, the kernel functions of the Gaussian processes defining the transforms and convolutions involve trigonometric and hyperbolic (and hence exponential) functions. and s(K 2 )(t) = 2cosh ] . From this we also see that the set
is a solution set of the system (4.1), and equation (5.4) holds with the function h, and the sequences K 1 and K 2 .
Further results
In this section, we derive a more general relationship between the iterated GFFT and the GCP for functionals in S(L 2 [0, T ]). To do this we also quote a result from [3] . Theorem 6.1. Let F and H = {h 1 , . . . , h n } be as in Theorem 5.1. Assume that q 1 , q 2 , . . . , q n are nonzero real numbers with sgn(q 1 ) = · · · = sgn(q n ), where 'sgn' denotes the sign function. Then, for all p ∈ [1, 2], Finally, in view of Theorem 6.1 and Lemma 6.2, we obtain the following assertion. respectively, and where τ (j) 1n = α 1n /q 1j for each j ∈ {1, . . . , n}, and τ 
