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Abstract
Wepropose a class of bivariate Student t distributions generalizing the standard density. Our generalization
allows for differing marginal degrees of freedom and independent marginals. There are several approaches
to constructing such distributions, but in the special case of the Student-normal distribution we show that
there is a common canonical limit. Our distributions arise from the techniques used in t-copula simulation,
rather than the traditional elliptical methodology.
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1. Introduction
The “Student”, or “t” distribution [19] has the univariate density
fn(t) = 1√
n

(
n + 1
2
)

(n
2
) (1 + t2/n)−(n+1)/2. (1.1)
The real number n, not always integer, is called the degrees of freedom (henceforth d.o.f.) of
the distribution. The choices for a corresponding multivariate density are discussed by Kotz
and Nadarajah [11] and in [13,14]. However, many of the cited variations focus on introducing
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non-centrality or skewness, rather than the key concept of what should bemeant by a “multivariate
t” in the ﬁrst place. Inmost multivariate presentations, the density considered remains the standard
p-dimensional form,
gn(t1, t2, . . . , tp) ≡ gn(t) =
√|A|√
npp

(
n + p
2
)

(n
2
) (1 + tT At
n
)−(n+p)/2
, (1.2)
where the positive-deﬁnite matrix A characterizes the scales of, and dependencies between, the
variables. Formula (1.2) highlights our ﬁrst issue with this standard form. IfA is the p×p identity
matrix, corresponding to zero correlation, then this density is not the product of p marginal
density functions unless n → ∞. So we do not have the independence property, and this is
typical of multivariate structures employing the elliptical construction a2t2 → tT At , where a is a
univariate scale parameter. Also, statisticians learn much about the univariate normal and Cauchy,
and bivariate normal structures, but the question of how to construct a dependent bivariate density
where onemarginal is Cauchy and the other normal is rarely considered. This is a bivariate Student
distribution with marginal d.o.f. unity and inﬁnity. At least three threads of work have emerged on
the matter of unequal marginal d.o.f., based on either density functions or copulas: the grouped
t copula of Demarta and McNeil [5] and Daul et al. [4]; the bi- and multi-variate t distributions
developed by Jones [10]; themeta-elliptical distribution developed by Fang et al. [6]. These papers
take various approaches and have varying emphases on
(i) ease of Monte-Carlo simulation of the multivariate distribution;
(ii) simulation of the associated copula;
(iii) analytical representations of the density function and other properties.
The mathematics underlying the case of unequal d.o.f. is implicit in the earlier work of Bulgren
et al. [2]. Their work introduced the idea of considering dependent normal numerators divided by
the square root of 2 variables of differing orders, and followed on from earlier work by Siddiqui
[17] where the orders were the same. Bulgren et al. [2] exploited the additive properties of the 2
distribution, as does Jones [10].
This paper characterizes the relationship between these approaches and provides analytical
and simulation tools, with an emphasis on items (i) and (iii) above. We focus on the bivariate
case and on the density rather than the copula. For copula aspects see [9,15], and [3] for ﬁnancial
applications. But our constructions will deviate from the usual elliptical philosophy by employing
methods used in copula simulation, rather than postulating densities using a quadratic form. Our
multivariate methods are rooted in the following univariate construction. With the notation of
[16], let Z0, Z1, . . . , Zn be independent standard normal random variables and create the random
variable
2n = Z21 + · · · + Z2n. (1.3)
The density of 2n is worked out using generating functions (see e.g. [18]), and is
qn(z) = 1
2
(n
2
)e−z/2 ( z
2
)n/2−1
. (1.4)
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2n is independent of Z0, with mean n, variance 2n. Student’s random variable is given by
T = Z0/
√
2n/n. To obtain the density fn(t) of T we note that
f (t |2n = ) =
√

2n
e−t2/(2n). (1.5)
To get the joint density of T and 2n we multiply by qn(). Finally, to extract the univariate density
for T, we integrate out . The univariate density is given by
fn(t) =
∫ ∞
0
f (t |n = )qn() d ≡
∫ ∞
0
d
2
(n
2
)√ 
2n
( 
2
)(n/2−1)
e−(/2+t2/(2n)) (1.6)
and by the use of a standard integral, we obtain the formula of Eq. (1.1). If we abandon Eq. (1.3),
we can then generalize to considering n as real but not necessarily integer.
2. Approaches to the bivariate Student t with equal marginals
We ﬁrst describe the bivariate case in standard form. Let (Z1, Z2) be independent standard
normal variables and let  be a “mixing angle”. We set
T1 =
√
n
C2
Z1, T2 =
√
n
C2
(Z1 sin() + Z2 cos()). (2.1)
Then we can invert this relationship as
Z1 =
√
C2
n
T1, Z2 =
√
C2
n
1
cos()
(T2 − T1 sin()). (2.2)
We know the standard normal density for the uncorrelated bivariate pair (Z1, Z2) as
1
2
exp
{
−1
2
(w21 + w22)
}
, (2.3)
and so the conditional density of the Ti given a ﬁxed value of C2 = z is just
f (t1, t2|C2 = z) = z2n cos() exp
{
− z
2n cos2()
(t21 + t22 − 2t1t2 sin())
}
. (2.4)
We can now integrate over the density of z and obtain the result for the joint PDF as
f (t1, t2) = 12 cos()
1
(1 + /n)n/2+1 ,  =
t21 + t22 − 2t1t2 sin()
cos2()
. (2.5)
This joint distribution has t-distributed marginals each with d.o.f. n. However, when  = 0, the
density is not the product of the two marginal densities.
2.1. An alternative bivariate distribution
The failure to achieve the product structure suggests we look for an alternative. There is an
obvious one, which is to use independent denominators rather than the same one. So with the
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same notation as before, but with independent Ci , we have,
T1 =
√
n
C21
Z1, T2 =
√
n
C22
(Z1 sin() + Z2 cos()). (2.6)
Then we can invert this relationship as
Z1 =
√
C21
n
T1, Z2 = 1
cos()
⎛
⎝
√
C22
n
T2 −
√
C21
n
T1 sin()
⎞
⎠ . (2.7)
Proceeding as before, the conditional density given ﬁxed values z1, z2 of C21 , C
2
2 , is
f (t1, t2|C21 = z1;C22 = z2) and is given by
√
z1z2
2n cos()
exp
{
− 1
2n cos2()
(z1t
2
1 + z2t22 − 2t1t2 sin()
√
z1z2)
}
. (2.8)
Note that this reduces to the previous conditional density if z1 = z2. But now we integrate over
a gamma distribution for each zi , each with the “same” n—they are i.i.d. So we integrate the
conditional density against the product density for the zi , this being
1
2n2(n/2)
(z1z2)
(n/2−1)e−(1/2)(z1+z2). (2.9)
The resulting formula can be given in terms of hypergeometric functions as follows. We introduce
intermediate variables as follows:
1 = 1 + t
2
1
n cos2()
, 2 = 1 + t
2
2
n cos2()
,  = 2t1t2 sin()
n cos2()
(2.10)
and the density is then given by
(12)−n/2−1
cos()n(n/2)2
{

(
n + 1
2
)2
2F1
(
n + 1
2
,
n + 1
2
; 1
2
; 
2
412
)√
1
√
2
+
(n
2
+ 1
)2
2F1
(
n
2
+ 1, n
2
+ 1; 3
2
; 
2
412
)}
. (2.11)
However, we can check very directly that as  → 0 this expression simpliﬁes (as it must, by
its construction) to just

[
n + 1
2
]2

[n
2
]2
n
(
1
1 + t21 /n
)(n+1)/2 (
1
1 + t22 /n
)(n+1)/2
. (2.12)
We see that we can recover a product structure in the independent case, albeit with a moderately
complicated bivariate density function. The simulation remains trivial.
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2.2. The general linking distribution for equal marginals
The standard case and the distribution we have introduced are special cases of a more general
distribution. We consider the general situation
C21 = C2r + C2s1 , C22 = C2r + C2s2 , (2.13)
where C2r is a common 2 component of degree r ≤ n, and the C2si are two independent 2
variables of common degree si = n − r . The standard case considers r = n and the new case
above has r = 0. Note that a chi-squared variable of degree zero is zero. Intermediate cases
may also be considered. Statistically speaking, if one considers the construction of t-statistics,
the family of distributions embodied by this linking family arises as a results of estimating the
variance from samples which, for the two variables, are identical (r = n), disjoint (r = 0) or with
partial overlap (0 < r < n). We also make the observation that given that the univariate Student
is a “normal over root 2” construction, then the dependency in the bivariate case should allow for
differing degrees of dependency in both the normal and 2 components. Our construction allows
this explicitly and is easy to generalize to the case of unequal marginals.
3. Unequal marginals and the Student–normal limit
In the following discussionwe consider caseswith d.o.f. n1 and n2 which are neither necessarily
equal nor integer. We ﬁrst describe an approach developed by Demarta and McNeil [5] and Daul
et al. [4], that we will refer to as the tightly grouped approach. In the bivariate case this simpliﬁes
to writing down two independent normal variables Z1 and Z2, and forming
T1 =
√
n1
C21
Z1, T2 =
√
n2
C22
(Z1 sin() + Z2 cos()), (3.1)
where the C2i are dependent and co-monotonic 2 variables with d.o.f. ni . They are obtained by
taking one sample U from a uniform distribution and setting
C2i = G−1ni (U), (3.2)
where Gni is the CDF for the 2 distributed with parameter ni . The grouping refers to the fact
that in the general multivariate case we group together all the marginals with the same d.o.f. and
use the same 2 denominator to turn the normal variable to a t variable within each group. We
refer to this as the “tight” case as the same U is used for all the groups.
Another rather obvious option would be to take the Ci to be independent—we would call this
the loosely grouped approach.We can recognize the loosely grouped approach as being the natural
generalization of our alternative equal d.o.f. method. Another elegant approach has already been
given by Jones [10] and is also summarized in [11]. In general one sorts the d.o.f. into increasing
order and exploits the additive properties of the 2 distribution. This is an idea we believe was
ﬁrst introduced by Bulgren et al. [2]. Suppose that n1 ≤ n2. We let a = n1 and b = n2 − n1. In
Jones’ original speciﬁcation the dependence is only through the chi-squared variables. So in our
notation his model is of the form
T1 = Z1
√
a
C21
, T2 = Z2
√
a + b
C21 + C22
, (3.3)
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where C21 has a 
2 distribution with a d.o.f. and C22 has a 
2 distribution with b d.o.f. This gives a
model with strictly zero correlation, despite the dependency in the denominators. However, it is
straightforward to generalize this to include dependency in the numerator, as introduced in [12],
by using the mixed variables:
T1 =
√
a
C21
Z1, T2 =
√
a + b
C21 + C22
(Z1 sin() + Z2 cos()). (3.4)
The last approach one might consider is the framework of the meta-elliptical distributions intro-
duced by Fang et al. [6]. Further very useful discussion is provided by Abdous et al. [1] and the
corrigendum [7,6]. It does not appear to be possible to give a closed-form expression for the PDF.
The simulation of meta-elliptical distributions falls outside the methods described as “normal
over root 2” and is described in Section 4.2 of [6].
3.1. The canonical Student–normal distribution
In the general case the tightly and loosely grouped and generalized Jones distributions discussed
previously represent different objects. However, it is clear than when n2 → ∞ the approaches
coalesce to give the same entity. This is an interesting special case containing our hypothetical
dependent Cauchy–normal object so we discuss it ﬁrst. We ﬁrst reduce the problem by parame-
terizing the linkage between the two distributions by a rotation angle . With Z1, Z2 as before,
we set
T1 = Z1√
C21/a
, T2 = Z1 sin() + Z2 cos() (3.5)
with no variance randomization in the latter. Inverting this deﬁnition, we have
Z1 =
√
C21
a
T1, Z2 = 1
cos()
⎛
⎝T2 −
√
C21
a
T1 sin()
⎞
⎠ . (3.6)
As before, we know the standard bivariate density for the uncorrelated pair (Z1, Z2), and so the
conditional density of the Ti given a ﬁxed value of C21 = z is just
f (t1, t2|C21 = z) =
1
2 cos()
√
z
a
exp
{
− 1
2 cos2()
(
z
a
t21 + t22 − 2t1t2 sin()
√
z
a
)}
.
(3.7)
The unconditional joint density of the Ti is then given by integrating this conditional density
against the chi-squared density function for z. That is,
f (t1, t2) =
∫ ∞
0
dzf (t1, t2|2 = z) 1
(a/2)2a/2
za/2−1e−z/2
= c
∫ ∞
0
dz z(a−1)/2 exp
{
− z
2
− 1
2 cos2()
(
z
a
t21 + t22 − 2t1t2 sin()
√
z
a
)}
,
(3.8)
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where c = 1/(22a/2(a/2)√a cos()). Some simpliﬁcation and the change of variables z = q2
gives us
f (t1, t2) = 2ce−t22 /(2 cos2())
∫ ∞
0
dq qa exp
{
−q
2
2
(
1 + t
2
1
a cos2()
)
+ t1t2q sin()√
a cos2()
}
.
(3.9)
This integral expression may be simpliﬁed in general to a hypergeometric representation. In the
general case we introduce the intermediate variables
 = 1 + t
2
1
a cos2()
,  = t1t2 sin()√
a cos2()
,  = √

(3.10)
and the density function is given by
e
2/2−(1/2) sec2()t22 −a/2−1/2√
2a
(
a
2
)
 cos()
×
{√
2
(a
2
+ 1
)
1F1
(
1
2
− a
2
; 3
2
;−
2
2
)
+ 
(
a + 1
2
)
1F1
(
−a
2
; 1
2
;−
2
2
)}
.
(3.11)
It is useful to see how this simpliﬁes when a is a low integer, since then the hypergeometric
function can be simpliﬁed in terms of the cumulative normal distribution function . We exhibit
the case a = 1 explicitly and hence answer the question introduced in the introduction, as to how
to write down a canonical dependent Cauchy–normal. Other cases such as a = 2, 3, 4, . . . may
be computed in terms of . So for the Cauchy–normal case, with , ,  as above and a = 1,
f (t1, t2) = 1
cos()
√
2
e−t22 /(2 cos2()) 1

(1 + √2e2/2()) (3.12)
gives the density of the joint Cauchy–normal distribution, where(x) as usual denotes the normal
CDF evaluated at x. So this indeed answers one of the questions posed in the Introduction.
Furthermore, the basic moments can be calculated from the conditional distribution (since it is a
bivariate Gaussian) followed by integration over q. The results are
E[t1] = 0, ∀a > 1, E[t21 ] =
a
a − 2 , ∀a > 2, (3.13)
E[t2] = 0, ∀a > 0, E[t22 ] = 1, ∀a > 0, (3.14)
E[t1t2] =
√
a sin()
(
a − 1
2
)
√
2
(a
2
) , ∀a > 1. (3.15)
From these results we may infer that the ordinary product–moment correlation 	 exists provided
a > 2 and is given by
	 = sin()

(
a − 1
2
)

(a
2
) √a
2
− 1. (3.16)
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We note that 	 → sin() as a → +∞ so that the usual bivariate normal result is recovered, but
for ﬁnite a we have |	| < | sin()| with 	/ sin() increasing monotonically with increasing a,
from zero when a = 2 to unity as a → ∞. A detailed analysis of the special case  = /2 has
been given by Nadarajah [20].
4. Densities and correlations for the Student–Student case
Recalling our discussion on the general linking distribution for equal marginals given in Section
2.2, it is clear that we can similarly create a family of linking distributions for unequal marginal
d.o.f. We consider now
C21 = C2r + C2s1 , C22 = C2r + C2s2 , (4.1)
where C2r is a common 2 component of degree r ≤ min(n1, n2) and the C2si are two independent
2 variables of degree s1 = n1 − r, s2 = n2 − r . As in the case of equal marginals, we shall work
out the two cases r = 0 and r = min(n1, n2) (generalized Jones).
4.1. Jones approach and strongly dependent generalization
The density function for the case where r = n1 ≤ n2, with  = 0 has been given by Jones
[10]. Note that his formula should always be taken from Jones’ original paper it has been given
incorrectly normalized elsewhere [11,14]. Jones established that the product–moment correlation
is zero when it exists, but also exhibited the dependency features. Consider now case  	= 0. We
condition on the chi-squared variables being ﬁxed at C21 = z and C22 = w, with d.o.f. a = n1
and b = n2 − n1. We note ﬁrst that the independent normal variables are given in terms of the
dependent t variables by
Z1 =
√
z
a
T1, Z2 = 1
cos()
(√
z + w
a + b T2 − sin()
√
z
a
T1
)
. (4.2)
Making the change of variables gives us
f (t1, t2|C21 = z;C22 = w)
=
√
z(z + w)
2 cos()
√
a(a + b) exp
{
−1
2 cos2()
(
z
a
t21 +
(z + w)
(a + b) t
2
2
−2 sin()t1t2
√
z(z + w)
a(a + b)
)}
. (4.3)
By an ordinary Gaussian calculation we can see right away that the conditional product–moment
expectation is given by
E[t1t2|C21 = z;C22 = w] =
√
a(a + b)
z(z + w) sin(). (4.4)
So the unconditional product–moment expectation is given by the integral of this last expression
against the joint w − z density function over the range 0 ≤ w, z < ∞. Combining this with
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the expressions for the variances we see that the product–moment correlation is given for a > 2,
a + b > 2 by
	 = sin()
√
(a − 2)(a + b − 2)
2((a+b)/2)[a/2][b/2]
∫ ∞
0
dz
∫ ∞
0
dw
w(b/2−1)z(a/2−1)√
z(z + w) e
−(z+w)/2. (4.5)
This integral may easily be evaluated by setting z = p2, w = q2 and then changing to polar
coordinates to deal with the denominator. After doing some standard integrals we ﬁnally obtain
	 = sin()

(
a − 1
2
)

(a
2
) √a
2
− 1

(
a + b − 2
2
)

(
a + b − 1
2
)
√
a + b
2
− 1 (4.6)
and we remind the reader that a = n1, b = n2 − n1. Note that this formula has the elegant
properties that
lim
b→0 	 = sin(), limb→∞ 	 = sin()

(
n1 − 1
2
)

(n1
2
) √n1
2
− 1. (4.7)
The ﬁrst result gives the standard (elliptical) result for equal d.o.f. while the second is in agreement
with what we established for the canonical Student–normal limit. We do not yet have a closed-
form for the density for  	= 0. The simulation is of course straightforward. A density function
was given as a doubly inﬁnite sum for the similar problem considered by Bulgren et al. Although
we cannot give it in closed-form we have a simple representation as a ﬁnite integral as follows. We
take the conditional distribution given by Eq. (4.3) and the joint (z, w) density function. As with
the correlation calculation, we let z = p2, w = q2 and then make a further change of variables
p = r cos(), q = r sin(). The r integral can be done and we are left with the following
representation as an integral over u = cos(). Recall that a = n1 and b = n2 − n1. We introduce
intermediate variables
1 = 1 + t
2
1
a cos2()
+ t
2
2
(a + b) cos2() , 2 = 1 +
t22
(a+b) cos2() ,
 = 2 sin()t1t2√
a(a+b) cos2() . (4.8)
We also have the normalizing constant
D =
2
(
a + b + 2
2
)

(a
2
)

(
b
2
)
 cos()
√
a(a + b)
. (4.9)
Then the density function is given by
f (t1, t2) = D
∫ 1
0
du ua(1 − u2)(b−2)/2[2 + (1 − 2)u2 − u]−(a+b+2)/2. (4.10)
One can show that when  = 0, for example when  = 0, this evaluates to a Gauss hypergeometric
function in precisely the form originally given by Jones. This is readily checked by using the
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integral identities and transformation identities for the Gauss hypergeometric functions given in
[8]. This integral expression is valid for zero or non-zero  and is a good basis for numerical
computation provided b = n2 − n1 > 0. If b = 0 our constructions reduce to that given in the
much simpler form in Section 2, Eqs. (2.1)–(2.5), with n1 = n2 = n.
4.2. The loosely grouped approach
In the case r = 0, we can carry out the calculation of ordinary correlation and the density by
following a similar route. There are modiﬁcations as we now have a = n1, b = n2. We set
Z1 =
√
z
n1
T1, Z2 = 1
cos()
(√
w
n2
T2 − sin()
√
z
n1
T1
)
. (4.11)
Making the change of variables gives us
f (t1, t2|C21 = z;C22 = w)
=
√
zw
2 cos()√n1n2 exp
{ −1
2 cos2()
(
z
n1
t21 +
w
n2
t22 − 2 sin()t1t2
√
zw
n1n2
)}
. (4.12)
We deal ﬁrst with the ordinary correlation. By an ordinary Gaussian calculation we can see right
away that the conditional product–moment expectation is given by
E[t1t2|C21 = z;C22 = w] =
√
n1n2
zw
sin(). (4.13)
The unconditional product moment expectation is given the integral of this last expression against
the joint density function
2−n1/2−n2/2e−w/2−z/2wn2/2−1zn1/2−1

(n1
2
)

(n2
2
) (4.14)
over the range 0 ≤ w, z < ∞. Combining this with the expressions for the variances we see that
the product–moment correlation is given for n1 > 2, n2 > 2 by
	 = sin()

(
n1 − 1
2
)

(n1
2
) √n1
2
− 1

(
n2 − 1
2
)

(n2
2
) √n2
2
− 1. (4.15)
A hypergeometric expression is available for the density. With intermediate variables
1 = 1 + t
2
1
n1 cos2()
, 2 = 1 + t
2
2
n2 cos2()
,  = 2t1t2 sin()√
n1n2 cos2()
(4.16)
and the normalizing constant
C′ = 1
cos()
√
n1n2(n1/2)(n2/2)
, (4.17)
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the density is then given by
C′−n1/2−11 
−n2/2−1
2
{

(
n1 + 1
2
)

(
n2 + 1
2
)
2F1
(
n1 + 1
2
,
n2 + 1
2
; 1
2
; 
2
412
)√
12
+
(n1
2
+ 1
)

(n2
2
+ 1
)
2F1
(
n1
2
+ 1, n2
2
+ 1; 3
2
; 
2
412
)}
. (4.18)
It may now be seen very explicitly that when  = 0 this reduces to the desired product of two
independent t distributions with non-equal d.o.f.
5. Summary
We have surveyed the options for using a “normal over root 2” approach to generate bivariate
t distributions. We have developed an alternative to the elliptical method that allows distributions
satisfying the independence condition to be constructed, with or without equal d.o.f., and have
exhibited the bivariate density.We have also shown how to generalize Jones’ method to the case of
non-zero correlation, though we have not given a “closed-form” density. The simulation methods
are easy, and so provide options further to the standard and grouped t distributions and copulas,
but with the independence property. We have also made progress on the correlation aspects.
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