Abstract. Mini TEPCs are cylindrical gas proportional counters of 1 mm or less of sensitive volume diameter. The lineal energy calibration of these tiny counters can be performed with an external gamma-ray source. However, to do that, first a method to get a simple and precise spectral mark has to be found and then the keV/µm value of this mark. A precise method (less than 1% of uncertainty) to identify this mark is described here, and the lineal energy value of this mark has been measured for different simulated site sizes by using a 137 Cs gamma source and a cylindrical TEPC equipped with a precision internal 244 Cm alpha-particle source, and filled with propane-based tissue-equivalent gas mixture. Mini TEPCs can be calibrated in terms of lineal energy, by exposing them to 137 Cesium sources, with an overall uncertainty of about 5%.
INTRODUCTION
The TEPC is the master detector in microdosimetry. It measures pulse height spectra due to charged particles that ionize the filling gas. Charge particles can come from high-energy ion beams or fields, like in ion therapy and in space, or can be set in motion in the detector tissue-equivalent wall by uncharged particles, like photons and neutrons. Generally, large detectors are used in low intensity radiation fields, while very small detectors are required in very intense radiation fields, like those of ion therapy, to prevent pile-up distortions. For application in radiotherapy, mini TEPCs have been constructed 1 with right cylindrical sensitive volumes of 1 mm or less in diameter, and they have been used in therapeutic proton 2, 3 and neutron beams 4 . The raw pulse height spectra need to be converted into spectra of lineal energy y, applying appropriate calibration factors. If the calibration is accurate, the microdosimetric spectrum is a reasonable estimator of radiation quality, since it depends on the radiation field and can be used to assess the RBE of the radiation field if multiplied by appropriate weighting functions 5, 6 . The calibration is usually carried out in commercial TEPCs using an internal alphaparticle source. But this simple solution is unfeasible in mini TEPCs because of their small size which doesn't allow the housing of an internal source. Alternatively, if the collected spectrum contains a component due to protons, a good possibility is to exploit as a reference point the proton-edge, which is a sharp pulse-count drop due to the maximum energy released by protons in a given gas cavity. Otherwise, if no marking point in the spectrum is available for self-calibration, an external calibration source is needed. External 5 MeV alpha-particles cannot be used in mini TEPCs, because the counter total wall thickness hardly can be made thinner than 1 mm, whereas the alpha-particle range is about 40 µm in tissue-equivalent material of density 1 g/cm 3 . A feasible solution is to use an external gamma-ray source, and to exploit as a marker the "electron edge", which is a fast decrease easily recognizable in microdosimetric spectra of pure photon beams, although it is less sharp than the proton edge because of the larger energy and range straggling of electrons. A previous work has already studied this possibility 7 , but without describing the calibration procedure in detail.
It is the aim of this paper to describe in deeper detail the calibration method of mini TEPCs using an external 137 Cs gamma-ray source. Firstly a marker point has to be identified in the 137 Cs microdosimetric spectrum, and secondly a proper value for the lineal energy y at this point has to be assigned. The procedure will be described and analysed in the following paragraphs. The study has been carried out for a cylindrical TEPC at different filling gas pressures of propane-based tissue equivalent gas mixture to simulate site sizes between 0.3 µm and 2.3 µm.
CS SPECTRUM: IDENTIFICATION OF A MARKER POINT
The mini TEPCs considered in this work have a small cylindrical sensitive volume, of diameter and height D = H = 1 mm, which corresponds to an "equivalent" diameter
, where  gas is the filling gas density and  tissue is assumed to be 1 g/cm 3 . To give an example of a typical gamma-ray microdosimetric spectrum before the lineal energy calibration is performed, in figure 1 the frequency probability density f(h) and the dose distribution in h·d(h), where d(h) is the dose probability density, of a 137 Cs gamma-ray source in a 1 µm simulated site of propane-based tissue-equivalent gas mixture are plotted together vs. the pulse height h. 
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For calibration of h in terms of y, we want to investigate the possibility to identify a precise marker in the 137 Cs gamma-ray spectrum, which corresponds to a given value of lineal energy that can be used to calculate the calibration factor for the overall spectrum.
In the frequency distribution f(h) a marked decrease of the slope starts at about 20 mV and corresponds to an even sharper decrease in the dose distribution h·d(h). This marks the beginning of a region of the gamma-ray spectrum which is called in the following electron-edge region. The physical interpretation of such drop is that the energy released in the TEPC's sensitive volume by electrons set in motion by the photon field has a maximum value which has, however, only a small occurrence probability, due to the spectral electron distribution.
A marker point is not easily identifiable in the f(h) distribution, as the change in the slope is rather smoothed, while in the h·d(h) dose distribution the "electron edge" is sharper and easier to recognize. Consequently, we look in the dose distribution for a marker point, to which a given value of y could be assigned with high precision. The simplest method to identify this marker is to fit linearly the electron-edge region and to take the intercept with the h-axis 7 . However, this method depends significantly on the choice of the fitting interval for the electron-edge region, especially when the counting statistics is low and experimental data are rather scattered (this easily happens, since the occurrence probability in the electron-edge region is low, see figure 1 ). To reduce uncertainties due to the fitting-interval selection and to poor statistics, we tried a fitting with a Fermi-like function:
where C has the same dimension as h, and B the dimension of the reciprocal of h. The parameter A is the upper limit of the function, h flex = C is the position of the function's inflection point at which h·d(h) = A/2, and B is a parameter representing the steepness of the function around the inflection point: the greater the absolute value of B the steeper the function. In figure 2a the electron-edge region of the spectrum presented in figure 1 is shown together with the result of a least-squares fit of experimental data with a Fermi-like function. In addition, the tangent through the inflection point, and the second derivative (in arbitrary units) of the fitted Fermi function at h ≥ C are also plotted. From this figure three possibilities for a marker point emerge. One is the position of the inflection point h flex , a second one is the position h  of the maximum of the second derivative, and the third one is the position h tC of the intercept of the tangent through the inflection point with the h-axis. For a Fermi function the marker points are described by simple analytical expressions which are given by equation (2) .
tC flex (2) In figure 2b two experimental spectra for We also tested the precision of the fitted function parameters with respect to the extension of the h interval used for fitting. Results are given in Table 1 .
According to these results, the three points which could be used as a marker for lineal energy calibration, are again subject to different uncertainties. If we look at the values of the parameters B and C for different fitting ranges, the maximal deviations are about 6.5% and 2.5% respectively, and the deviations from the mean values are about 2.3% and 1.6% at maximum. Despite these rather large deviations, the position of the second derivative maximum differs at most by 1% and by only 0.5% from the mean value; the position of the intercept is almost invariant with fitting range and the deviations from the mean value are 0.1% at maximum. As compared to other uncertainties which affect the lineal-energy calibration of a microdosimetric spectrum, for instance the 3% uncertainty of the mean energy W required to form an ion pair, the identification of a marker point can be considered to be very precise, especially if the position of the intercept is used. 
EXPERIMENTAL CALIBRATION OF THE MARKER POINT
Once that a precise marker is found in the electron-edge region, the appropriate value of the lineal energy to assign to its h-value can be found experimentally, using a larger cylindrical TEPC and calibrating the pulse height h with an internal 244 Cm alpha-particle source.
The detector and the calibration method have been already described in the work of Cesari et al. 9 . In order to transfer the calibration for alpha-particles to photons, the ratio W el /W  was applied 10 . The TEPC used for calibration worked in gas-flow conditions, and the gas pressure was continuously monitored by an absolute pressure meter with a precision of 0.01%. The ambient temperature was also monitored with a precision of 0.05 °C. Gamma-ray measurements were performed by using a 700 MBq 137 Cs source placed at about 20 cm from the counter in an open space, for pressures which simulate diameters of 0.3 µm, 0.4 µm, 0.5 µm, 1.0 µm, 1.5 µm, 1.9 µm, 2.0 µm, 2.1 µm and 2.3 µm. Figure 3a shows examples of the 137 Cs microdosimetric spectra after the -calibration. Increasing the sensitive-site size, the electron edge shifts towards lower values of lineal energy.
Experimental values of y have been assigned to the position h flex of the inflection point, to the position h  of the maximum of the second derivative, and to the position h tC of intercept of the tangent through the inflection point of the Fermi functions fitted to the e-edge regions of the 137 Cs spectra measured for different simulated site diameters. The results are presented in figure 3b. According to our measurements, the "type A" standard uncertainty of the calibration is smaller than 5%. 
Equations (3) 
CONCLUSIONS
Mini TEPCs, working in gas flowing conditions and at monitored pressure, can be calibrated with an external 137 Cs gamma-ray source by performing a least-squares fit of the electron-edge region of the microdosimetric spectrum in terms of pulse height h with a Fermi function, and assigning to the position h tC of the intercept of the tangent at the inflection point a precise value of lineal energy y tC . Between the examined possible marker points, this is the most precise one, both with respect to the counting statistics and to the different possible fitted Fermi functions. A simple power equation can be used to calculate the y tC value at simulated diameters between 0.3 µm and 2.3 µm, with an overall uncertainty smaller than 5%. For sealed TEPCs, in which the real filling gas pressure can differ significantly from the nominal one, we recommend to use instead of h tC the position h flex = C of the inflection point of the fitted Fermi function, and to assign to this point the appropriate value of lineal energy y flex . In fact, though the value of h flex = C can be evaluated with lower precision with respect to the previous one, the value of y flex is less strongly dependent on the gas pressure, and therefore leads to a more accurate calibration in case of not accurately known gas pressure. Similarly to before, a simply power equation can be used to calculate the y flex value at simulated diameters between 0.3 µm and 2.3 µm, with an overall uncertainty smaller than 5%.
