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ABSTRACT
This thesis describes the development of a research prototype of a Statistical
Information System intended for use by casual and novice users of External Statistical
Data (ESD). The research prototype, Abacus, has been developed by integrating
Online Analytical Processing, Multi-Dimensional Databases and the World Wide
Web. Critical reflection on the development of Abacus has provided useful insights
into the development of such hybrid systems. Typical users of ESD have tested
Abacus and the results suggest that the technologies integrated in Abacus provide
suitable functionality for the intended users. Moreover, user evaluation of the
prototype suggests that Abacus is perceived as being both useful and easy to use. The
results of usability testing have also been used to assess the usefulness of a proposed
model of casual and novice users and have been used to develop a number of more
complex models for individual performance measures. In addition, user observation
has provided data about the errors made with Abacus and this data has been analysed
in light of a well-researched model of human error. Finally, the research has enabled
the development of an initial model of the task of retrieving and manipulating ESD by
casual and novice users.
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CHAPTER 1

INTRODUCTION
1.1 Background
Every year, millions of dollars are spent by public sector organisations and private
enterprises, gathering and publishing statistical data intended for use by people outside
of the organisations in which the data originated. From the point of view of these
outside users, the data is external statistical data (ESD) because it is provided by
external sources over which those end users have little or no control. Typical sources of
ESD include international agencies, such as the United Nations, national statistical
agencies, such as the Australian Bureau of Statistics, both state and national government
departments and many businesses, particularly financial institutions.

External statistical data (ESD) is made available to users outside of the organisation in
which the data originates because it is considered to be of interest to a wider group of
users, such as researchers, students, business analysts or members of the community at
large. These users include both experienced users of ESD, such as professional analysts
with a statistical background, and casual users, such as business managers, executives,
researchers and members of the wider community who may only use ESD infrequently.
Indeed, many of this latter group use ESD so infrequently that they can only be
described as novice users of ESD.

Little research has been done about these types of users of ESD but some studies (for
example, ABS, 1993a) have shown that there are a significant number of casual and
novice users of ESD. Pilot studies, conducted as a prelude to this study, also suggest
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that there are many casual and novice users of ESD in the community. (Hyland &
Hasan, 1997).

Casual and novice users face a number of distinctive problems in their use of ESD
partly due to their lack of familiarity with the methods of retrieving and analysing ESD
and partly because the tools provided for retrieving and analysing ESD are more suited
to the needs of more experienced or more frequent users. To begin with, much of the
ESD in use has traditionally been provided in print form and Australian studies
conducted by Diamond et al (1990) and Damcevski (1991) indicate that this was still the
case in the early 1990s. The provision of ESD in print form is problematic for many
users of ESD for a number of reasons. For example, printed tables or charts may not
contain all the variables that a user requires or they may contain some or all of the
variables at an inappropriate level of aggregation i.e. in too much or too little detail.
When using printed summaries, the user cannot combine variables from different tables
or charts and any aggregation of data must be done manually. Because the raw data is
not available in printed summaries, it is impossible to disaggregate data i.e. calculate
values for lower levels of aggregation. All of these are significant problems for users of
ESD in print form.

The rapid evolution of computers, particularly personal computers, and improvements
in computer networking have seen more and more data being made available in machine
readable form. As might be expected, many ESD providers are making increasing use of
electronic means of disseminating ESD, including online databases, CDROMs and the
Internet. Often these methods of dissemination only provide access to data at a
relatively high level of aggregation i.e. summarised data in the form of tables and
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charts, and, consequently, some of the problems encountered with ESD in print form are
still found with highly aggregated data in electronic form.

Some sources of ESD provide relatively unaggregated data in electronic form, with the
expectation that it will be manipulated using software such as spreadsheets, databases
and statistical packages. These packages offer different functionality including the
production of tables and graphs, query processing and complex statistical functions.
Unfortunately, these functions do not appear to support the type of ad hoc analysis often
carried out by many casual and novice users, as will be explained in the Chapter 2.

Some providers of ESD in relatively unaggregated form also provide specialised
software packages to manipulate the data. These custom-built packages vary greatly
from one source of ESD to another and, even within the same source, from one set of
ESD to another. Thus, a national statistical agency may use different custom-built
packages for census data and for health data. Although the functions provided by these
packages often correspond to the needs of casual and novice users, the interfaces tend to
be poorly designed, making the packages difficult to learn and to use. Moreover, the
existence of several such custom-built packages means that ad hoc users of ESD often
have to learn each .package from scratch whenever they access a different type of ESD.

To overcome these problems, casual and novice users of ESD need systems appropriate
for the tasks that such users would normally carry out and a level of support appropriate
to their skill and experience level. These systems need to provide an interface that is
quick to learn, easy to use and remember and which provides access to many types of
ESD so that users need only learn a single application.

3

It is our contention that the problems being experienced by casual and novice users of
ESD are due, in part to the provision of inappropriate tools to support the tasks that
casual and novice users carry out with ESD. They have also been the result of a lack of
understanding of:
•

the abilities and characteristics of casual and novice users and

•

the tasks performed by ESD users as they manipulate ESD

Furthermore, we argue that the problems experienced by casual and novice users of
ESD would also be experienced by many casual and novice users of other types of
statistical data. As such, the field of ESD use provides a constrained domain in which to
carry out important research into the use of statistical data by casual and novice users.

The need for such research is particularly pressing in light of some emergent social and
technological trends, such as:
!"the increasing availability of statistical data, particularly via the World Wide Web
!"the increasing competence of casual and novice users of statistical data and the
consequent increase in the complexity of tasks that they may wish to perform
!"the ongoing development of new technologies that may be used to provide improved
access to statistical data

These trends are already having an impact on the use of statistical data. The World
Wide Web is increasingly being used to disseminate statistical data in the form of tables
and charts and other new technologies, such as Geographical Information Systems
(GIS), make it easier for users to organise and manipulate ESD. Because of their
increasing competence, casual and novice users have readily accepted these
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developments and have been able to make use of these improved forms of access to
ESD. As the competence of users increases and further new technologies become
available, it is conceivable that casual and novice users will be able to and expect to
carry out more and more complex tasks with ESD.

Despite the importance of ESD in planning and decision making and the impact that the
above changes have had on the use of ESD, there appears to be very little in the
literature about research into the use of statistical data, generally, and ESD, specifically.
The current research attempts to address this apparent shortcoming by studying the use
of ESD by casual and novice users, as a special case of the use of statistical data. Some
of the specific issues we address in this research are:
• the nature of casual and novice users of ESD,
• the task of retrieving and manipulating ESD
• the systems required to carry out this task
• the performance of casual and novice users working with such systems.
In addressing these issues, this research contributes to a better understanding of casual
and novice users, generally, and the task of using statistical data in a variety of domains.

1.2

Purpose of the study

It has been observed in Section 1.1 that there are a growing number of casual and
novice users of ESD and that these users are more competent in their use of computer
systems and, hence, are more demanding in their expectations of systems for the
retrieval and manipulation ESD. We argue that the proliferation of individual systems
by different sources of ESD and the ad hoc nature of the use of such systems has
resulted in many casual and novice users of ESD having significant problems with the
available systems for the retrieval and manipulation of ESD. However, several new
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technologies have the potential to significantly reduce these problems for casual and
novice users of ESD.

One of the primary aims of this research is to further our understanding of the use of
new technologies to develop systems to provide access to ESD. To realise this aim, this
study describes the development of a research prototype based on a set of recently
developed technologies that could be integrated to provide a computer system that
would address many of the problems experienced by casual and novice users of ESD.
The development of the research prototype serves two research goals:
•

To serve as a “proof by demonstration” that the proposed combination of
technologies can be used to meet the needs of casual and novice users of ESD;

•

To learn about the process of developing computer systems using the proposed
combination of technologies.

The prototype itself provides a research tool to be used in the observation of casual and
novice users interacting with a system for the retrieval and manipulation of ESD. Such
user observation provides data to satisfy the following research goals:
•

To increase our understanding of casual and novice users in general and, more
specifically, in their interaction with new technologies;

•

To understand the task of retrieving and manipulating ESD by casual and novice
users.

1.3

Significance of the study

The study involves the development of a prototype system for the retrieval and
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manipulation of ESD using a combination of recently developed technologies. The
integration of such technologies is not well understood and so critical observation of the
development of the prototype is both timely and useful. The availability of the prototype
provides an opportunity to study both the use of such recently developed technologies
by casual and novice users and the use of ESD by casual and novice users. As such the
study is significant to three groups: Information System (IS) developers, Information
System (IS) researchers and providers of statistical data, in general, and ESD, in
particular.

The availability of powerful, low-cost computer hardware and the development of easyto-use, graphical interfaces have contributed to the proliferation of computer use in
homes and businesses throughout the industrialised world. This, in turn, has led to an
enormous increase in the level of computer competence of the population at large and,
as a consequence, to the rapid development of new computer applications and
technologies to satisfy the demands of a growing marketplace. Nowhere is this better
exemplified than in the rapid acceptance of the World Wide Web and the subsequent
development of new technologies to improve the functionality of the Web. Faced with
the development of both new technologies and new applications of those technologies,
there is often little in the literature that offers critical analysis of these developments.
This study addresses this shortcoming by analysing in detail the development of one
such application using a set of recently developed technologies. This analysis would be
of interest to IS developers or IS researchers working with similar technologies or with
other combinations of recently developed technologies in a variety of domains. The
demonstration that the proposed combination of technologies provides a system
appropriate to the needs of casual and novice users of ESD would be of interest to
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providers of statistical data, particularly ESD.

It might be thought that the concept of the casual or novice user is no longer useful, as
computer applications become easier and easier to use and frequent computer use seems
to be the norm. However, despite these changes in the usability of applications and the
frequency of computer use, there are two good reasons to believe that casual and novice
users will remain important to IS developers and IS researchers for some time to come.
Firstly, the proliferation of computer use has been accompanied by an increase in the
number of situations in which computer applications can be found. As more and more
users become more and more competent with computer systems generally, developers
are producing new applications in new domains to exploit this growing user base.
Applications such as phone banking or Internet shopping are typical of the new domains
in which computer systems have been introduced over the last few years. As these new
applications become available, they create, for a time at least, a set of novice users of
the new application. With the widespread use of the Web, such new applications are
being produced at an incredible rate and there is no reason to assume that this rapid
development will stop in the near future. Consequently, there will be a significant
number of novice users for as long as new applications continue to be developed.

Secondly, the type of applications being developed is also changing. Most of the
original computer systems, like transaction processing systems, were developed for
specific purposes in specific organisations. Later systems were typically general
purpose, “off-the shelf” applications like accounting packages, spreadsheets and word
processors. For both of these types of systems, users had to invest a moderate amount of
time becoming competent but this investment was offset by the fact that users would
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often spend many hours a day using the applications. Many, although obviously not all,
of the applications currently being developed are typically used on an ad hoc basis.
Examples of such systems would include library catalogues, home banking and stock
market systems, Web applications for home shopping and Statistical Information
Systems. It is most unlikely that typical users of such systems would use these systems
on a daily basis or for several hours at a time. It is more likely that their use would be
infrequent, of short duration and highly variable in its purpose. As a consequence, most
users of such systems will remain casual users of these systems, probably throughout
their entire life.

As long as these two trends persist, there will be a significant and growing number of
novice users of new systems and casual users of ad hoc systems. Consequently, the
needs and abilities of these casual and novice users will be of interest to both IS
developers and researchers for some time to come.

Given the continuing importance of these two groups of users, the study attempts to
contribute to our understanding of these groups of users in three ways. Firstly, as a
result of the review of the literature, this study develops an up-to-date model of casual
and novice users that would, itself, be of interest to IS researchers with an interest in
casual and novice users. In addition, data gathered in the testing of the proposed
prototype is used to critically analyse that model and, so, to enhance our understanding
of casual and novice users in a wide variety of domains. The study also proposes new
models of user performance based on user experience that would be of use to IS
developers of many types of systems and to researchers in the field of human-computer
interaction.
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Secondly, testing the prototype provides some initial benchmarks for the
performance of casual and novice users with at least one integrated set of recently
developed technologies. There do not appear to be any reports of objective studies of
this kind in the literature and so these benchmarks would be very useful. IS developers
of systems for casual and novice users or of systems using combinations of recently
developed technologies would find the benchmarks useful in evaluating their own
systems. Developers of Statistical Information Systems (SIS) would find the
benchmarks useful for similar reasons as would IS researchers carrying out studies of
comparative performance in a number of fields.

Thirdly, the study describes some of the errors made by casual and novice users and
classifies these using a prominent taxonomy of human error. The description of the
errors would be useful to developers of IS in a number of fields but particularly to
developers of SIS who may be able to anticipate and, hence, avoid such errors in their
own systems. The results of user observation have allowed us to critically appraise the
taxonomy and even to propose some extensions to the taxonomy. Both the description
of the use of the taxonomy and the extensions proposed to it would be of use to
researchers in a number of fields where human error is of concern.

The research is also significant because it adds to the knowledge about the task of
retrieving and analysing ESD by careful observation of casual and novice users
interacting with the prototype. This task appears to be related to other information
gathering tasks such as those carried out using Management Information Systems
(MIS). As such this study provides a greater understanding of retrieval tasks, generally.
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An initial model of the task of retrieving and manipulating statistical data is proposed
and may be of use to both developers of SIS or to researchers interested in similar
retrieval tasks or to the manipulation of statistical data in a variety of fields.

1.4

Scope of the study

This study aims to further understand the use of new technologies to build systems and
to learn about the way that casual and novice users interact with such systems. These
aims are realised by the development of a research prototype employing a combination
of recently developed technologies and the testing of that prototype by a group
representative of casual and novice users. The domain for which the prototype has ben
developed is the use of statistical data, specifically external statistical data (ESD).

There are a number of domains of use and many combinations of recently developed
technologies that could be used in the study but an exploration of even a few of these
would be an enormous task. For this reason, the study attempts, as part of the literature
review, to identify a set of technologies that are applicable to the task of ESD use and to
the needs of casual and novice users. Consequently, only those technologies that are
appropriate to both the task of ESD use and the intended users will be employed in the
prototype. Other technologies may also be suitable for this task and these users,
however, this study does not explore all of these possible technologies.

The prototype is intended specifically for casual and novice users of ESD. This focus on
a particular target group means that the prototype developed in this study may not be
suitable for all users of ESD. One would expect that expert or frequent users of ESD
might find the prototype less acceptable than the target group of users.
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The prototype could be implemented on a variety of computer hardware platforms and
with a variety of development tools. Only one such development environment is used.
Similarly, many different types of ESD could be used in the prototype, but the prototype
has only been tested with one type of ESD. Both the development environment and the
data used in the prototype are described in detail in Chapter 4.

User testing and user observation of users could serve many purposes but in this study it
is carried out for four reasons, namely;
1. to test the functionality and suitability of the prototype;
2. to gather data about the performance of casual and novice users and, hence,
tocritically analyse a proposed model of casual and novice users;
3. to understand the errors made by casual and novice users and, hence, to assess the
suitability of a recent taxonomy of human error and
4. to observe the strategies used by casual and novice users when manipulating ESD
and, hence, to develop a model of the task of retrieving and analysing ESD.

One final comment needs to be made about the nature of the current research. Because
of the apparent lack of previous research into the use of ESD by casual and novice users
and the novelty of the prototype, the study is exploratory in nature. Without a
comprehensive, underlying theory, the formation of hypotheses for testing would be
speculative, at best. However, this study clarifies the elements of the problem domain
and establishes a foundation for more formal experiments in the future.
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1.5 Overview of the study
This study was carried out in four broad phases.
1. A review of the literature on the underlying concepts was carried out, including:
•

the nature of external statistical data (ESD);

•

the nature of casual and novice users and their requirements for a Statistical
Information System;

•

a comparison of possible technologies to be integrated in the prototype and

•

the methods to be used in evaluating and testing the prototype’s performance.

2. Development of a research prototype
As part of the literature review, an appropriate combination of technologies was
selected. A development method and development environment were chosen and
used to produce a research prototype. The development process was carefully
recorded and subjected to critical analysis.

3. Evaluation and testing of the prototype
The prototype was initially evaluated by the researcher, to determine the extent to
which the selected technologies met the system requirements and, hence, the needs
of the intended users. A representative group of casual and novice users then tested
the prototype. Participants in this process were provided with brief training in the
use of the prototype and then carried out a set of pre-defined tasks. Participants’
interactions with the prototype were video recorded to gather data about their
performance with the prototype. Following these test sessions, participants
provided subjective evaluations of the prototype, by way of a questionnaire.
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4. User Observation
The user observation that took place provided data about casual and novice users
and their interaction with the prototype. This data includes the types of errors made
by the users and strategies developed by them to control the system. It also includes
performance measures such as time taken to carry out individual tasks and the
correctness of their answers to tasks. Statistical and other analyses of these data
allow us to compare the results of casual users to those of novice users and to
contrast their performance with more experienced users.

1.6 Organisation of the thesis
Having outlined the problem domain and provided an overview of the problems being
addressed in this thesis, the remainder of the thesis is organised as follows.

Chapter 2 presents a conceptual framework for the study and uses this framework to
structure a review of the literature concerning the four main issues of concern in the
study. These four main issues include the proposed Statistical Information System and
the nature of the data it contains, the task of retrieving and analysing ESD, the special
class of users, namely, casual and novice users, and finally the performance of the
proposed SIS when used by casual and novice users. When discussing the measurement
of system and user performance, special attention is given to the recording of human
error and the development of suitable task model for ESD use.

This chapter

demonstrates that the current research is based on a significant body of previous
research and further clarifies the problems being addressed in the current study.
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Chapter 3 provides a discussion of the multi-methodological approach to Information
Systems Research (ISR) used in this study. This is followed by a description of the
methods and procedures used in the study, including the methods used to develop the
prototype, the procedures used in the evaluation and testing phase and, finally, the
procedures used in the statistical and other analysis of the data derived from user
observation. The procedures used in the evaluation and testing phase are described in
some detail, covering the selection of participants, the development of representative
tasks to be used in testing, the development of training materials and the analysis of
video recordings made of the user observations.

Having described the methods and procedures used throughout the study, the next three
chapters present specific parts of the results. Chapter 4 describes the development of
the research prototype and the difficulties experienced in that development. It also
provides a series of observations on the development process that would be of benefit to
both developers of systems using the selected technologies, developers of systems to
provide ESD and to researchers involved either with those technologies or with the
study of ESD or SIS.

Chapter 5 focuses on the results of statistical analyses of the data gathered by means of
user observation. These results include an evaluation of the usefulness of the underlying
model of casual and novice users that was used in this study and develops a number of
useful regression models for various measures of user performance. The chapter also
provides benchmarks for similar studies of casual and novice users.
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The statistical analysis reported in Chapter 5 presents only one view of the data gathered
by means of user observation. Chapter 6 reports a more interpretive analysis of the
available data. It presents a discussion of the type of errors made by participants and an
attempt to analyse these errors using a theoretically based taxonomy of human error. As
a result, some minor improvements are proposed to the error taxonomy. This is
followed by an analysis of the strategies used by participants during their interaction
with the prototype and employs these to develop an initial model for the task of
analysing statistical data.

The final chapter, Chapter 7, draws together the important findings and conclusions of
the study, identifies the limitations of the study and suggests future directions for
research arising from this study.

1.7 Conclusion
This chapter presents an overview of the problem domain and has identified four key
elements of the domain that must be addressed in this research. The following chapter
presents a review of the literature concerning these four elements:
•

the proposed Statistical Information System and the data it contains;

•

the task of retrieving and analysing ESD;

•

the special class of users, namely, casual and novice users and

•

the performance of the system and the users with which we are concerned .
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CHAPTER 2

CONCEPTUAL FRAMEWORK AND
REVIEW OF THE LITERATURE
2.1 Introduction
The previous chapter has described a set of problems faced by casual and novice users
of External Statistical Data (ESD) and suggested that these problems stem partly from a
lack of knowledge, on the part of providers of ESD, about casual and novice users and
about the task of retrieving ESD. We have argued that certain recently developed
technologies could be integrated to build a prototype system to address many of these
problems. Moreover, such a prototype would provide an opportunity to study casual and
novice users of ESD and the task carried out by those users. This chapter presents a
conceptual framework for the study and uses it to structure a review of the literature.

2.2 Conceptual framework
Although the issues raised in Chapter 1 are presently under-researched, similar research
has been carried out in related domains and a well-accepted theoretical framework for
research of this kind exists (Leavitt, 1965). This framework is shown in Figure 2.1.
System

Decision Maker

Performance

Tasks
Figure 2.1 A general model for MIS studies (Leavitt, 1965)
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The framework was originally used for the study of Management Information Systems
(MIS) (Leavitt, 1965; Jenkins, 1982). The framework describes the performance of a
special class of users (decision makers) as they carry out certain tasks (decision making)
using a specific type of system (an MIS). The framework addresses the various elements
of the domain of MIS use as well as the interconnection between these elements. These
interconnections are significant as all four elements in the model have both direct and
indirect effects on each of the others. For example, the performance of the system or of
the user depends on the features of the system itself, the characteristics of the users and
the nature of the tasks being undertaken. The following sections describe each of the
elements in more detail.

2.2.1 The system
Most authors (for example, O’Brien, 1991) have described computer based Information
Systems (IS) as consisting of human components, physical components, such as
computer hardware, and procedural components, such as computer software or
applications. The procedural components determine the tasks that may be carried out
using the IS.

An MIS is an IS in which the human components are managers and in which the
procedural components are intended to assist managers in making decisions. The
decision making task may appear to be one that cannot easily be carried out by a
computer system but the role or purpose of an MIS is not to make decisions but to
support a human manager in making decisions. This is done in two major ways. The
first is to supply the manager with up-to-date information from a variety of sources so
that the decision is based on the best information available. At times a manager may
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have to use several sources of data and an MIS may streamline the process of
information gathering and refining the information so that the correct level of detail is
presented. Secondly, the system may be able to assist the manger by the use of
modelling techniques. For example, a manager may want to know what the outcome of
a particular decision is likely to be and computerised modelling techniques will generate
one or more likely outcomes, based on the scenarios of interest to the manager.

The types of functions carried out by MIS are quite different to those performed by
other types of IS, such as transaction processing systems, financial accounting systems
or stock control systems. It is crucial to the success of any MIS, and to any IS for that
matter, that it provides functions appropriate to the tasks carried out by its users.

2.2.2 The users - decision makers
In the context of MIS use, decision makers are people who make complex decisions,
such as the decision to relocate a factory, to develop a new type of product, to hire
additional staff and so on. These decisions differ from everyday decisions in that they
require large amounts of information and possibly a significant amount of time to make.
These decisions may have long term or serious consequences for many people.

Typical decision makers would include business managers, government policy makers,
senior pubic servants and the like. As such, decision makers often have staff to assist
them in making decisions. This assistance may be in terms of locating information that
may be relevant to the decision, selecting only the information that is actually pertinent
to the decision or organising that information in ways that make it easy to assimilate and
to perceive the relevance of the information to the decision at hand.
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Traditionally, decision makers of this type have relied on their staff to gather the
required information and have employed analysts to conduct “what if” scenarios about
the decision. Consequently, decision makers may have had little or no experience with
IS or may not have had significant exposure to IS for some years. Studies conducted of
decision makers and their information gathering preferences suggest that most are
casual or novice users of computers for information gathering purposes.

2.2.3 Tasks associated with MIS
Obviously, the task of a decision maker is to make decisions and the role of an MIS is to
support or assist the decision maker in that task. The tasks carried out by such decision
makers needs further explanation. The literature on decision making talks about two
main types of decisions, structured and unstructured (for example, Frenzel, 1992)

Structured decisions are the more frequent of the two and are decisions for which a
pattern exists to aid the decision maker. Both the steps to take in gathering information
and the significance of different pieces of information are well known. For example, a
line manager would routinely increase the number of staff working in a factory if a
larger than usual order was being dealt with. The information about the production
capacity of the factory, the usual staffing levels and the size of the order would be
readily available and the process for deciding the number of extra staff that were needed
might be provided to the manager as a set of operating procedures or as a decision tree.

Unstructured decisions may be carried out quite infrequently and in some cases may be
unique i.e. no significantly similar decision has ever been made before. The information
that is required to make the decision may have to be gathered from a number of sources
and may be difficult to get.
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MIS are usually associated with unstructured decision making by more senior managers.
The task of making such unstructured decisions can be divided into three sub- tasks:
•

Information gathering

•

Modelling outcomes

•

Final decision making

All of these sub-tasks are complex activities in their own right and certainly the first two
can be supported by an MIS.

2.2.4 Performance
Performance is the measurement or evaluation of how well a person or thing carries out
a task. For example, we might measure the performance of a worker in terms of the
number of units produced in an hour or the performance of a word processing package
in terms of the time taken to spell check a large document. In both of these examples,
the task is an essential part of the measurement of performance. We can only evaluate
the worker or the word processing package in relation to a clearly defined task. It would
be pointless, for example, to compare the times taken by two word processing packages
if the packages were being used for different tasks.

When measuring performance in the domain of MIS use, the inter-relationship between
the elements in the framework is even more important. Clearly, some MIS may be able
to perform some tasks better than others, some decision makers may perform better with
one MIS than another and some decision makers may be able to perform certain tasks
better than other decision makers. Consequently, for any measurement of performance
to be meaningful it is necessary to specify, the tools being used, the tasks being
performed and the person carrying out the tasks.
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Having noted that the various elements of the decision-making process are
interdependent, it should also be understood that any attempt to measure performance
would focus on one element or another, rather than on a combination of all of them.
How then can performance be measured?

As used in the framework shown in Figure 2.1, performance is the ability of the system
or the user to carry out a task. This assessment may be:
•

Absolute – the user or the system either can or cannot perform a certain task.

•

Relative - some users or systems can perform a task “better” than others.

Absolute performance requirements can be shown to be met by demonstrating that a
function exists, regardless of the ability of a user to actually use a function. For
example, an expert user might evaluate an MIS against a set of design specifications and
would be able to assert absolutely whether or not the MIS can carry out a required
function. Relative performance measures are concerned with the extent to which an MIS
meets some desirable level of performance. For example, a group of typical users may
take a great deal of time to complete a task using an MIS. Clearly, the MIS provides the
necessary functions to carry out the task but may not be fast enough. Similarly, the set
of steps needed to complete a task may be unnecessarily complicated so that users have
difficulty remembering the steps or the steps do not conform well to the users’ model of
the task so the set of steps are non-intuitive. Typical relative measures would include
speed, ease of use, intuitiveness, flexibility, accuracy and so on.

Both absolute and relative performance measures are important in assessing the
effectiveness of an MIS. If an MIS does not provide necessary functions or if it is hard
to learn, inaccurate or inflexible, decision makers are unlikely to use it.
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2.2.5 Inter-relationships between the elements
The arrows between the four elements of the framework (shown in Figure 2.1) are
intended to indicate that there are relationships between the elements and that these
relationships are significant to any study in this domain. These arrows link every pair of
elements showing that all of the elements interact with one another. The arrows are bidirectional, indicating that the relationships extend not only from one element to another
but that they are active in both directions – element A will have an effect on element B
and vice versa. The following examples demonstrate the importance of these arrows to
any study using this framework.

If we take as a starting point the performance element, it is evident that performance
cannot be measured except in relation to some person or object - we can only measure
the performance of the user or the performance of the system, we cannot measure
“performance” by itself.

However, the way in which performance is measured will depend on the object of our
analysis. The way we would measure performance of a person would be different to the
way in which we would measure the performance of a system. So, bi-directional arrows
are used between performance and the user and between performance and the system to
show that the object of analysis will have an effect on the measurement of performance
itself.

The situation is even more complex, however, because we cannot measure performance
of either the user or the system except in relation to the task that the system carries out
or that the user wishes to achieve. Thus arrows are placed between task and the other
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three elements. These arrows represent the relationships between the task and the
system, the task and the user and the task and performance.

2.2.6 The adapted framework
The framework shown in Figure 2.1 describes the performance of certain tasks by a
specific group of users using a particular type of system. The research issues in this
study concern the same four elements, namely, the performance of the task of
retrieving and analysing ESD by casual and novice users using a Statistical

Information System (SIS). The original framework has been adapted to reflect the
change in focus and is shown in Figure 2.2.

System

Proposed Statistical

Information System

Decision Maker

Performance

Casual and
Novice Users

Tasks

Speed
Functionality
Usability

Retrieval and Analysis of
External Statistical Data
Figure 2.2 Research framework for the study (adapted from Leavitt, 1965)

In the following sections, each of the elements in the framework, as they relate to the
current study, will be described in detail.
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2.3 The proposed Statistical Information System
To understand the nature of Statistical Information Systems (SIS), it is useful to
understand what is meant by an IS. O’Brien (1991, p. 16) describes an IS as “a system
that accepts data resources as inputs and processes them into information products as
output”. The components of an IS are “a set of people, procedures and resources that
collects, transforms and disseminates information” (O’Brien, 1991, p. 16). This
definition is intentionally broad, making no reference to computer hardware or software.
Instead it uses the expression “procedures and resources”, which could include paper
based filing systems, library cards or computer hardware and software. O’Brien’s
definition also places people at the forefront of the components, probably because the
definition reflects an emphasis on IS in organisations, where people play an important
role in supplying the IS with its data inputs and using the information output from the
IS. O’Brien’s definition (1991) is consistent with the usage in the IS literature.

An SIS has the same characteristics as IS in general but is distinctive in the type of data
and information with which it deals, namely, statistical data and statistical information.
The term SIS is not widely used in the literature and systems described as SIS often
differ quite significantly from one another. The term has been used to describe:
•

an internal system used to access organisational, statistical data (Thomas, 1984);

•

a system providing banking data to external organisations (Gassler et al, 1996);

•

a system to assist judges to pass appropriate sentences (Uri, 2000);

•

a system to integrate statistical data at a national statistical agency (Malmborg and
Sundgren, 1994) and

•

the entire system for the collection of statistical data in the USA (McCraken 1984).
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Despite this variety of usage, all of these systems, even the last very expansive example,
satisfy the broad definition of an IS given by O’Brien (1991) and have the distinctive
feature of IS, namely, being concerned with statistical data.

Malmborg and Sundgren (1994) provide the following description of an SIS, which
seems to cover all the above usages of the term. An SIS is an information system that
takes statistical data as its inputs and produces statistical information as its outputs. The
tasks associated with SIS are to locate, organise and present statistical data in ways that
are meaningful to users. This description is consistent with that found in the literature
(for example, Gassler et al, 1996; Rogers, 1987; Thomas, 1984).

Given the breadth with which the term is used, it is not surprising that the range of
functions provided by SIS vary quite significantly from one SIS to another, depending
on the technologies on which they are based and on the types of uses for which they are
intended. More will be said about this in Section 2.3.5.

Based on the description provided by Malmborg and Sundgren (1994), SIS differ from
other IS in the type of data that they use and the type of functionality they provide. The
statistical data used by SIS and the functions provided by SIS will be described in
Sections 2.3.1 and 2.3.5, respectively.

2.3.1 Nature of statistical data
To understand the term “statistical data”, it is necessary to understand what is meant by
statistics. A relatively broad definition of statistics is given by Lentner (1972) who
describes three meanings of the term, namely: the science of making inferences from the
particular to the general, the quantities calculated from recorded data and the reporting
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of recorded data. The first of these is frequently found in the statistics literature but does
not pertain to the nature of statistical data, per se, and will be omitted from further
discussion. The second perspective is found widely in statistics textbooks (for example,
Fischer, 1973; Kenney & Keeping, 1964) and focuses on the results of mathematical
processes on sets of data. These mathematical processes can range from simple counts
or totals of data to more complex calculations such as averages, standard deviations and
so on. Based on these descriptions, however, it is unclear whether the term “statistical
data” should be applied to the recorded data from which statistics are derived or to the
set of statistics derived from the recorded data.

In his third description of statistics, Lentner (1972) resolves this question by observing
that the term “statistics” is frequently applied to the reporting of recorded data, either in
original or summary form. This description suggests that either a single piece of
recorded data or a summary value produced from a set of recorded data could be
considered to be a statistic. If this is the case, then both the recorded data and the
statistic derived from it could, under certain conditions, be considered to be statistical
data. Although this definition is useful, it must be conceded that it is not a common one.

The distinction between raw data and the statistics derived from them is also found in
the literature on statistical databases. Malvestuto and Moscarini (1990) describe
statistical databases as numeric databases containing statistics about classes of objects
or individuals that have been calculated from unaggregated data which are no longer
available. Thus, for Moscarini and Malvestuto, the statistical data in the databases are
already in the form of statistics such as counts or totals and not the raw data at all. This
point of view is also taken by Chen et al (1989).
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Perhaps the more common view is to accept both the raw data and the summarised data
as being statistical data. Rafanelli (1989) describes statistical data as either data such as
records of individual responses in a census survey or data that has been subjected to
functions such as summation or counting and can be represented as summary tables.
Definitions of statistical databases provided by Ozsoyoglu & Ozsoyoglu (1985) also use
the term statistical data to include both raw data from a set of observations as well as
calculated data. Shoshani (1997) accepts both types of data as being statistical data but
maintains some small distinction between them by describing the raw data as “microdata” and the summarised data as “macro-data”. In this study, statistical data will be
viewed as either data describing a population or experiment that can be subjected to
statistical analysis or data about a population or experiment that has already been
subjected to statistical analysis i.e. data which is already at the level of statistics such as
counts, totals, means and so on.

This distinction between the set of recorded data and the statistics derived from it is not
a trivial one for developers of statistical databases. If we accept the definition by
Malvestuto and Moscarini (1990), then statistical databases contain only numerical
values. If we accept the alternative view, then the database could contain almost any
type of data, so long as it could be subjected to statistical analysis. This distinction is
important in the choice of some database technologies, such as MOLAP and ROLAP,
that will be described in Section 2.3.5.

The type of statistical data of interest in this study is external statistical data (ESD). The
term “external’ is used (for example, Morris and Pharr, 1992; Shawkey, 1990) to
describe statistical data that is used by persons or organisations that are not the source of
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the data. These persons or organisations are external to the source of the statistical data
and so, from the perspective of these end users, the data is external statistical data. Thus,
ESD is statistical data provided by a source organisation to persons or organisations
outside the source organisation. In this context the organisation that gathers the data
would be the source of the statistical data.

Typically, ESD is provided by government departments, national statistical authorities,
international agencies and large financial or business organisations. It includes
population data, trade figures, economic indicators, health and medical statistics, energy
production figures, population counts financial summary reports and the like.

Having established a definition that is in keeping with the usage in the literature, it is
useful to identify other features of ESD. Some features that are of key importance are:
•

the level of aggregation of the data;

•

the dimensionality of the data and

•

the physical medium on which the data is supplied and accessed.

Each of these will now be discussed.

2.3.2 Level of aggregation
Aggregation is “the process of combining two or more data items into a single item”
(Thomsen, 1997, p. 505). Counting items or adding them up are typical examples of
aggregation. There are clear parallels between this definition and the definition of
statistics given earlier. It does not overstate the case, to suggest that statistical data is
data that can be aggregated or already has been aggregated.
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As used in the literature, aggregation is a relative term rather than an absolute one. The
level of aggregation of a set of statistical data is the extent to which the data has been
summarised from the original raw data. In a national census, for example, a set of
responses from individual households would be unaggregated data while the number of
people in the country would be highly aggregated data. Data can be aggregated at many
levels in between such as the population in each state, in each county or in each town.
This is not the case for all variables in a set of data. Sex, for example, can either be
unaggregated, i.e. male or female, or fully aggregated i.e. both sexes, there is no other
intermediate level possible. When aggregation can take place at intermediate levels, it is
described as multilevel or hierarchical (Thomsen, 1997, p.66).

In some situations, it is difficult to say what is the lowest or highest possible level of
aggregation, as this example by Malmborg and Sundgren (1994) demonstrates. They
describe an SIS as having input at the level of an observation or measurement and give
as an example of an observation, “the quantity of a commodity exported from one
country to another” (Malmborg and Sundgren, 1994, p. 85). However, this observation
is not the lowest level of aggregation possible, only the lowest level of aggregation
provided by this particular SIS. The example used is, itself, a summary of the number of
individual shipments of each commodity from the first country to the second. Moreover,
individual shipments of a commodity would also be aggregations of the shipments from
the individual producers of that commodity which, together, made up the shipment.
What appeared initially to be the lowest level of aggregation was, in fact, highly
aggregated.
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It is also important to realise that it is much easier to aggregate data than to disaggregate
it. If one knew the quantities of each commodity in each shipment, as described above,
one could easily aggregate these to find the total quantity of a commodity shipped from
one country to another. However, it would be difficult, if not impossible, to reverse the
process and calculate the quantities of each commodity in each shipment from
knowledge of the total quantity of each commodity shipped. This is a most important
constraint on the usefulness of aggregated ESD.

Having stressed the relativity of aggregation, it is worth noting that, for a specific set of
data, there are both lowest and highest possible levels of aggregation. In the case of
census data, the responses from each household are the lowest level of aggregation and
are referred to as unit data. If we limit the aggregation process to a specific set of data
e.g. a single census at a particular time, then the highest level of aggregation is simply
the number of people in the population. If the unit data is available, it is possible to
produce virtually any of level of aggregation between these two extremes. A collection
of tables or charts showing summarised data at high levels of aggregation are often
referred to as profiles.

Two pilot studies (Hyland & Hasan, 1997; Hyland & Gould, 1998), conducted as a
prelude to this study, involved interviewing and surveying users of ESD in the local
community to gather data about their use of ESD. The results of these studies indicate
that the level of aggregation is often problematic for users of ESD and is not well
catered for by the providers of ESD.
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Aggregation of ESD and privacy
Because ESD is, by definition, provided to people or organisations outside the source
organisation, there is a real possibility that the uncontrolled dissemination of ESD may
be a breach of privacy. There are several approaches used to overcome this risk, some
of which are related to level of aggregation.

The first method involves the production of data that has been aggregated at least one
level above the unit data. A good example of this is the US census data, which
according to Bryant and Dunn (1995), is only released at a relatively high level of
aggregation. In many other countries, census data is aggregated to the level of
collection districts (a small number of households) before it is made available to the
public. This is done because completely unaggregated census data would identify the
census response from an individual household and clearly breach the privacy or
anonymity of the householder. To ensure privacy, it may be necessary to aggregate the
data to relatively high levels of aggregation or to aggregate more than one variable,
depending on the characteristics of the unit data. Once ESD has been aggregated to an
appropriate level, it may be distributed in machine-readable form as printed tables or
charts.

Many businesses are also providers of ESD and seldom supply their data at unit data
level, providing it, instead, at levels of aggregation that they believe are required by end
users. Thus a provider of ESD to federal and state government departments might
aggregate all data to a state level or regional level because this is sufficiently detailed
for policy making at a state or federal level. However, such aggregations are often
inappropriate for users whose focus is at a micro level e.g. members of the community
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whose focus might be at a suburban or neighbourhood level.
The second method of ensuring privacy involves supplying only samples of data that
can be guaranteed to protect the privacy of respondents (Pandiani, 1998). These samples
of data might be unit data - the actual responses from households - but would not
include the whole population. These small samples make it impossible to locate a
response from a specific individual because there is no way of knowing whether that
individual is in the sample provided. These samples of unit data are often unsuitable for
the needs of particular analyses that require all of the data for a specific population. For
example, a user might require the exact number of people in an ethnic group in a
specific location rather than the proportion of that ethnic group in that location or an
estimate based on that proportion.

The final method involves supplying data as unit data for the whole of a specific
population but introducing sufficient artificial members into the population to make
the identification of any individual impossible (Muralidhar et al, 1995). The number of
artificial members added is kept to the minimum number required to obscure personal
information but, obviously, this method introduces errors into every analysis carried out
on the set of data. Muralidhar et al (1995) argue that the careful selection of the number
and characteristics of each artificial member of the population introduces only minor
discrepancies that are not statistically significant. In practice, however, this technique
can influence detailed analyses concerning small groups within the population under
consideration.

The practices of providing only aggregated statistical data, samples of unit data or data
with artificial members is very common among providers of ESD.
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User defined groupings
The pilot studies (Hyland & Hasan, 1997; Hyland & Gould, 1998), conducted as a
prelude to this study, suggest that typical statistical analyses often require grouping data
in ways that are not inherent in the data but that are meaningful to users. Thus a
grouping by age is seldom carried out on the purely mathematical division of the
possible age range into equal sized intervals. Instead arbitrary groupings might be
required such as pre-school age (0 - 5), school age (5 - 18), working age (18- 65) and
retired (65+). None of these groupings are the same size nor is the allocation of a
respondent to one group or another strictly defined but the groupings are meaningful
approximations that users of ESD may prefer to the purely mathematical division into
ten-year intervals, for example. It would be desirable for systems designed to retrieve
and analyse ESD to be able to support such user-defined aggregations.

2.3.3 Dimensionality
The working definition of statistical data in this study (see Section 2.3.1) is either data
that can be aggregated or data that has been aggregated. Underlying this definition is the
assumption that the data must be at least two dimensional – there must be an identifier
dimension that describes the way the data is grouped and a measure (or variable
dimension) for each of the possible states of the identifier dimension (Thomsen 1997, p.
66). For example, the number of people in a population census could be grouped by date
of birth. Assuming that dates of birth were grouped into years, e.g. 1995, 1996 etc, there
would be values for the number of people born in each of those years. The set of
possible states (i.e date of birth) is the identifier dimension and the set of values that
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correspond to them are the measures (variable dimension).

However, statistical data is usually multi-dimensional, having many identifier
dimensions, and variable dimensions. Census data, for example, could have identifier
dimensions of age, sex, ethnicity and so on. For people of any combination of age, sex
and ethnicity, there could be measures of their height, weight or just the number of
people. The multi-dimensional nature of statistical data is taken as a given in any of the
literature that addresses this point (for example, Shoshani, 1997; Thomsen 1997; Codd,
1995).

Although the example of dimensionality given above is quite easily understood, more
complex examples can be quite confusing and special terms have been developed,
mainly in the literature on Online Analytical Processing (OLAP) and MultiDimensional Databases (MDDB), to describe various multi-dimensional concepts. The
first of these is the idea of a member, which Thomsen (1997) defines as an element,
unit or position within a dimension. In the example above, “1995” would be a member
of the date of birth dimension. In this example the term “date of birth” has been used,
rather than year of birth, to indicate that the actual date of birth is known. Since the date
of birth is known, it would be possible to find a value for the number of people who
were born on a specific date, for example, the 31st of December, 1999. This date is an
element, point or unit within the dimension and so is a member of the dimension and
has a corresponding value for the number of people born on that day.

Since we can aggregate the values for all the dates of birth in a given year to get a year
total and then aggregate all the values for all the years into the population total, date of
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birth has at least three levels of aggregation and so is a hierarchical dimension. The
date of birth dimension could have individual dates as its lowest members and the
whole population as its highest member. Between these, there could be many levels of
aggregation, each level having a set of uniquely identified members. For example, days
could be aggregated into months, each month having a unique identifier such as January
1999, February 1999 and so on. Just like the individual dates within the month, January
1999 and February 1999 would also be members of the dimension. Each set of three
months could be aggregated into uniquely identified quarters such as First Quarter 1999,
Second Quarter 1999 and so on and each of the uniquely identified quarters would be a
member of the dimension. Thus a single year could have 365 members at the day level,
12 members at the month level, 4 members at the quarter level and 1 member at the year
level. The lowest members are sometimes described as leaves and the highest member
as the root. The relationship between members is usually described in terms of parent /
child metaphor. For example, each of the four quarters would be a child of the year and
a parent to three of the months (Thomsen, 1997).

Some dimensions, such as time and location, occur frequently in statistical data and are
easily recognised. Other dimensions may at first appear more artificial but are
nonetheless valid. For example, many authors in the Online Analytical Processing
(OLAP) literature (for example, Finklestein, 1995, Thomsen, 1997) use the example of
a Product type dimension. A retailer might have product categories (or leaf members)
such as televisions, video recorders and stereos which are aggregated into audio-visual
goods (a first-level parent member) while electric frypans, microwaves and electric
kettles are aggregated into kitchenware and so on. The audio-visual goods, kitchenware
and several other classes of goods could be aggregated into all electrical goods (a
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second-level parent) and eventually into Product types (the root).

It might at first appear that dimensions such as product type are “less natural” because
they are defined arbitrarily by a specific user and lack a generally accepted structure.
For example, the product types used by one retailer might be different to those used by
another retailer of similar goods. However, this criticism can as easily be applied to time
and location as to product type. For example, the geographical boundaries used by a
local government may be different to the boundaries used by state or national
governments. In terms of multi-dimensional analysis, the lack of a widely accepted
structure for a dimension is irrelevant. Codd et al (1995) insist that all dimensions
should be treated identically.

In summary, then, a dimension can be any relationship between items in the data that is
of interest to the user and can be used as an aggregation path. With census data, for
example, dimensions could include age, ethnic background, income and so on because
these concepts describe relationships that exist within the data i.e. person A is older than
person B, person C has income in the same range as person D and so on.

2.3.4 Medium
The final feature of statistical data that is of concern to this study is the medium in
which the data is available. Traditionally, statistical data has been made available in
printed form and studies conducted by Diamond, et al (1990) and Damcevski (1991)
indicate that this was still the case in the early 1990s. So great is the volume of
statistical data in print form that the Australian Bureau of Statistics (ABS) is the largest
print publisher in Australia. Many other providers of ESD also use print as a major
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method of disseminating ESD. However, the retrieval and analysis of ESD in printed
form has a number of attendant problems, as discussed in Chapter 1 (see Section 1.1).
There are several other media used to distribute ESD that can be described as electronic
media. However, the differences between these are such that they warrant further
individual explanation. The first of the electronic media are self-contained media such
as computer tapes, disks and CDROMs (for example, ABS, 1993b). The data on these
media is provided either for use with generic software such as spreadsheets or databases
or in conjunction with proprietary retrieval and analysis software produced by the
provider of the ESD. This software is produced either by the ESD provider or by an
independent software manufacturer, specifically for the ESD provider. Both profile data
(sets of tables or charts of aggregated data) and relatively unaggregated data are
available via these electronic media. Profile data is relatively inexpensive and requires
information retrieval software to locate the required table. Data at a low level of
aggregation is provided with analytical software for the construction of the required
tables or charts. It can be very expensive, with a customised set of ABS census data, for
example, costing thousands of dollars.

Another electronic medium is online access. This medium also supports access to both
profile data, normally via some sort of search engine for locating the required data, and
to relatively unaggregated data, which is downloaded from a host system and analysed
by a tool provided by the end user rather than the provider of the ESD. Once again, the
use of downloaded, low-level data is associated with significant costs for the end user
and these systems are often quite difficult to use, particularly for casual or novice users.
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2.3.5 Current functions provided by SIS
In the introduction to Section 2.3, it was suggested that SIS differ from other IS in both
the data they contain and the functions they provide. In the preceding three sections, we
have described the features of the data found in SIS and in this section we address the
functions provided by SIS. It was noted in Section 2.3 that the term SIS is not widely
used in the literature. This may have been because the similarities that exist between
SIS were often overshadowed by the differences that exist between different types of
SIS. These differences relate to the functions that they provide and the technologies on
which they are based. Nonetheless, the systems described later in this section do share
the defining characteristics of SIS. A Geographical Information System (GIS), for
example, presents the results of statistical calculations on a map of a geographical
region. Such a GIS takes statistical data as its inputs and produces statistical information
as its outputs and, hence, satisfies the definition of an SIS. Similarly, software like SAS,
Minitab or JMP can be shown to meet the definition of an SIS but are usually described
as “statistical packages” or “statistical software”. Finally, statistical databases could also
be described, quite appropriately, as SIS but this is seldom, if ever, the case.

There has been an interesting trend in the evolution of these technologies. Historically,
systems that dealt with statistical data were developed to provide certain specialised
functions. Some, for example, concentrated on providing complex statistical analysis,
some focussed more on the presentation of data as graphs and charts while others
provided simple statistical functions within a user friendly interface while others still
dealt with mathematical modelling of very large sets of data. Different technologies
were often developed to provide these specific functions. This is not to say that there
was no overlap in the functions provided by these systems, merely that there were
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relatively clear differences between these systems on the basis of the technologies that
underpinned them. This separation of functions is becoming less clear as the products
continue to evolve, as the following examples from the literature will demonstrate.
Traditionally, spreadsheets have been used for computation and presentation of
numerical data. Most spreadsheets have also provided some simple statistical analysis
functions. However, as Robson (1994) points out, spreadsheets, such as Excel, Lotus
and Quattro Pro now provide quite complex statistical functions. In comparison with
Minitab, a widely used statistical package, Robson concludes that Excel and Quattro
Pro, offer a user-friendly statistical provision that should be sufficient for most business
decision makers. This is not to say that the spreadsheet has done away with the need for
statistical packages, merely that the differences between them are less obvious.

Similarly, statistical packages have historically been strong on statistical analysis but
weaker on graphical presentation. This has been gradually changing and Jones (1996)
reports the introduction of a Virtual Reality Modelling Language (VRML) that is being
adopted by three large vendors of statistical packages. This language provides the
ability to represent data graphically and to interact directly with the graphical display
rather than having to interact with the underlying data. Statistical packages using
VRML would provide graphical functions far beyond those found in most other SIS.
The product SYSTAT was developed by SPSS and would normally fall into the
category of a statistical package. However, SYSTAT provides statistical analysis of
enormous amounts of data in much the same way as a statistical database (Chamberlain,
1997; Wilkinson and Brown, 1997), clearly bridging the gap between statistical
databases and statistical packages.
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This trend is significant in any review of the literature on the technologies used in SIS
because the functions that may have been typical of one technology two or three years
ago may now be found in several other technologies that did not offer these functions
previously. Mindful of the convergent evolution of these packages, the following
descriptions attempt to highlight the differences that have, in the past, existed between
these technologies.

Spreadsheet
Spreadsheets provide a relatively simple means of storing limited amounts of statistical
data and of tabulating it and, to some extent, graphing it. The level of statistical
functions has been reasonably limited in the past but is now increasing. These
applications are more commonly associated with the analysis of internal data but they
have been widely used with ESD that has been downloaded from its original source.
Some of the leading spreadsheet packages have recently been used as an interface to the
OLAP functions described later in this section (for example, Hyperion Solutions
Corporation, 1998). Some even provide a means to generate MDDB and provide quite
effective OLAP functions, themselves. They provide graphical displays of data but not
geographical displays.

Spreadsheets have the advantage of being quite widely used packages, even among
casual users of computers. Most have powerful GUI interfaces that make them
relatively easy to use. However, they do not support the direct manipulation of ESD and
users would need to be relatively experienced to manipulate ESD using a spreadsheet.
They are not designed to handle the amount of data that may be found in low-level ESD
and consequently may have serious performance problems when doing so.
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Statistical Software
Packages such as SAS, SPSS, Minitab etc. provide a simple means of storing quite large
amounts of statistical data and carrying out complex statistical functions on this data.
They have limited graphical capabilities but these are rapidly increasing. They have
been widely used with both internal and external ESD.

Although many statistical packages now provide very effective GUI interfaces, these are
not simple packages to use and often require at least some initial training. The interface
does not directly provide the sorts of functions often required by casual users of ESD
and so users would have to take control of the manipulation of the ESD themselves. It is
unlikely that casual or novice users would be able to cope with such tasks.

Geographical Information System (GIS) and mapping tools
Geographical Information Systems combine databases of spatially related data with
computer-generated maps so that any aspect of the database can be represented on the
map. For example, a map of a state might show various pieces of cartographic data e.g.
the location of towns, rivers, mountains etc. This map could be linked to a database of
land usage such as farmland, forests etc. A GIS could represent different types of land
usage with a different colour or pattern and display these on the original map. Similarly
a GIS could display demographic data such as the number of residents who live in
different locations. If the demographic database contains the relevant information, a GIS
could use different colours and patterns to plot the number of men or women in
different locations or age distributions in certain regions and so on. (Walker, 1994).
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In recent years, a great deal of ESD, particularly census data, has been provided via GIS
The product, First St., GIS, (McCormick, 1996) combines data from the US Census
Bureau’s Topographically Integrated Geographic Encoding and Reference system
(TIGER) with ARCView mapping software. This provides users with the ability to
analyse census data down to the collector district or unit data level. Exeter (1996)
describes the usefulness of this system in meeting the needs of an ever increasing user
community. The product MapInfo (Howlett, 1996; Bain, 1995) provides similar
mapping facilities with census data.

However, there are a number of problems with GIS, particularly for casual and novice
users. Frye (1996) observes that most GIS are overkill for routine decision making and
warns of the resistance by users to learning the complexities of a GIS. Mitschele (1996)
asserts that complex analyses require the use of SQL, a skill not likely to be found
among casual or novice users of ESD. It must be pointed out, however, that many of the
problems described above relate to any advanced technology, not only to GIS.

Online Analytical Processing (OLAP)
To understand what Online Analytical Processing (OLAP) is and what it does, it is
useful to revisit our definition of an IS. An IS uses people, equipment and procedures to
gather data, transform it into useful information and disseminate that information.
Perhaps the most widespread of such systems are Online Transaction Processing
systems (OLTP), in which the gathering of data has been done by automating the
processes that take place during each transaction. During a sales transaction, for
example, data is gathered about the salesperson, the customer, the number and type of
items being purchased and so on. These transactions are stored as individual records that
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can be accessed in the event of a customer query, return of an item and so on.
Information from the system is also disseminated as summary reports providing a
manager, for example, with the number of sales in a specific time period or by a specific
salesperson and so on. The databases underlying OLTP systems can be subjected to ad
hoc queries but this is a relatively complex process and is often limited in the way data
can be manipulated and organised. It may be difficult, for example, to produce a report
of product type sold by store or of total sales by an individual salesperson over a
specific time period. Such specialist queries often require the assistance of a computer
programmer.

In contrast to OLTP systems, OLAP systems do not gather transaction data themselves
but draw on existing data, allowing end users to manipulate that historical data in any
way they like. OLAP systems take data, such as transaction records, and generate from
it multi-dimensional data sets. These sets of multi-dimensional data can be manipulated
using sophisticated functions provided by the OLAP system.

Thomsen (1997, p. xvii) describes OLAP as “the process of creating and managing
multi-dimensional enterprise data for analysis and viewing by the user who seeks an
understanding of what the data is really saying”.

Three aspects of Thomsen’s

description need further explanation. Firstly, Thomsen says that OLAP systems create
and manage the multi-dimensional data because, typically, it is the OLAP system that
generates the multi-dimensional data set from the original source data. Secondly, he
notes that OLAP systems do more than simply allow the user to view that multidimensional data set, they allow the user to analyse it. They do this by allowing the user
to select the dimensions that will be involved, the level of aggregation of each of the
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dimensions and the members of dimensions to be included in their custom view of the
data. Finally, Thomsen says that OLAP allows the user to see what the data is really
saying. By this he means that OLAP allows the user to bring together disparate sets of
data, to detect trends in that data and to explore the underlying causes of those trends by
drilling down into the data. “OLAP gives the user tools to visualize the data … to see
what’s good, what’s bad, what’s changed … by using comparisons to see the numbers
in context (Thomsen, 1997, p. xvii).

OLAP is capable of:
•

providing a simple means of analysing multi-dimensional data, which is usually
historical data drawn from a number of sources and having the attributes described
in Section 2.3.3;

•

supporting complex analysis such as calculations and modelling applied across
dimensions, through hierarchies and/or across members;

•

carrying out these analyses in an interactive setting and with a rapid response time
(times of 5 – 20 seconds are recommended ) and

•

providing several common functions including being able to:
•

add or remove entire dimensions from an analysis of a population (rotation);

•

aggregate (roll up) or disaggregate (drill down) data for any dimension having a
hierarchical structure;

•

view a sub-population of the data (slicing) and

•

filter particular members of a dimension out of an analysis

(for example, Pendse, 1999; Thomsen, 1997: OLAP Council, 1995; Finkelstein, 1995).
With the exception of the possible storage mechanisms used by OLAP, these represent
most of the key features found in the literature about OLAP systems.
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The data used by OLAP applications can be stored in one of two ways. It can be stored
as a multi-dimensional array that is referred to as multi-dimensional database (MDDB).
These arrays can be very large but allow OLAP functions to operate very quickly, even
for very large sets of data. When OLAP data is stored in an MDDB it is called multidimensional OLAP (MOLAP). OLAP can also access data stored in a relational
database and convert it into a multi-dimensional form on an ad hoc basis. The
production of these temporary arrays slows down the OLAP functions but reduces the
need for storage of huge MDDBs. When OLAP functions are used in conjunction with
relational databases, they are called relational OLAP (ROLAP).

An initial set of requirements for the manipulation of ESD by casual and novice users of
ESD was gathered via pilot studies conducted as a prelude to this research (Hyland and
Hasan, 1997). The functions provided by OLAP appear to match these requirements
very closely. However, like GIS, OLAP has several drawbacks such as the need for
powerful hardware platforms and expensive software. In addition, there would be a
significant workload either in setting up an MDDB containing ESD or in extracting the
necessary ESD from a relational database. There would also be a need to train users in
the use of OLAP. Notwithstanding these problems, there appears to be a very good tasktechnology fit between the tasks associated with ESD and the functionality of OLAP.
For this reason, OLAP would seem to be a useful technology to incorporate in a system
for casual and novice users of ESD.

World Wide Web and the Internet
One problem associated with the retrieval and analysis of ESD is the difficulty in
getting access to sources of data in electronic form. This problem has been significantly
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addressed in recent years by the use of the Internet and the World Wide Web (Web).
Many software tools have been developed to help users navigate the Internet including;
FTP, Gopher, WAIS and Telnet. These tools are rather difficult to use and have not
been widely accepted by the community at large. The development of the Web in the
late 1980’s provided an Internet tool that was so widely accepted that the Web has
virtually become synonymous with the Internet, itself.

The Web has been described as a global information service that is available on almost
all hardware platforms and which subsumes virtually all the previous Internet tools
(Ford, 1995). The Web provides a common interface to virtually all of the Internet and
in which the technological aspects of navigating the network are virtually invisible to
the user. From a user’s perspective, the Web provides a method for moving from one
resource to another by clicking on a link that points from the first resource to the
second.

There are a growing number of references in the literature to the use of the Web and the
Internet by ESD providers. For example, the US Census Bureau has developed the Data
Access and Dissemination System (DADS) for distributing data to the public through
the Web, as do as do many other national statistical agencies, such as Statistics Canada
or the ABS. Most of the Web-based systems provided by national statistical agencies
use their own software to make statistical data available. Many of these systems are
effectively “display only” types of interfaces, providing hypertext menus that allow
users to locate pre-formed tables. In the US, a great deal of government data, such as
economic statistics, is available on the Web and the volume of such data is now so large
that a government information locater service is being developed to assist users to find
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data on the Internet (Gellman, 1996).
The growing use of the Web by community organisations and local councils (McQueen,
1996; Latamore, 1996; Zorn, 1996; Walker and Brannan, 1996) would strongly support
the idea that the Web could play an important part in the provision of ESD to the
community at large. In regard to the casual and novice users of ESD, the Web provides
an excellent means of accessing the data because the hypertext interface is
straightforward and unintimidating (Ford, 1995).

The Web could support both the retrieval and analysis of ESD that is typically carried
out by casual and novice users. The retrieval process is well supported by the Web
interface, itself, as the Web provides powerful search engines. However, these search
engines are not specifically designed to retrieve tabulated data and so users may
encounter problems locating the data they require if their search does not contain an
appropriate query. If, for example, a user searches for “death rates” instead of “mortality
rates”, he or she would probably fail to find the data that was sought. The providers of
ESD may provide a menu or catalogue system through which users can navigate by
activating links on the menu. This is an appealing idea but is prone to all the problems
of classification described in the Information Retrieval (IR) literature. For example, a
statistician may use a very different term to describe a set of related statistical tables to
one that a casual or novice user might use.

The analysis of ESD is a more difficult task to carry out on the Web as it requires the
user to access a piece of software via the Web rather than simply locating a static
display of data, such as pre-structured table or chart. However, Web links can provide
access to pieces of software almost as easily as to displays of data. In theory, the
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analysis process can also be supported by a Web interface but there do not appear to be
reports in the literature of this having been done.

Other Stand-Alone Systems
Some providers of ESD produce their own stand-alone systems for use with ESD. For
example, prior to 1996, the Australian Bureau of Statistics provided the programs CLIB,
CDATA and CMATRIX along with their census data. Like spreadsheets and statistical
software, these systems use a simple file system to store the data and tools to tabulate
the data. The functions provided by these systems have been analytical, as the term is
used in the OLAP literature. These analytical functions have been quite limited, as have
the graphical capabilities. Consequently, many national statistical agencies have now
replaced these systems with GIS.

The systems described in the preceding sections describe the main types of SIS, some of
which may be appropriate for use by casual and novice users of ESD.

2.4 The tasks carried out by users of ESD
The literature does not appear to provide a model of the use of ESD, or of any statistical
data, for that matter. This is not surprising and supports the proposition that many of the
problems encountered by users of ESD stem from the lack of adequate models of the
users and the task they perform. Malmborg and Sundgren (1994) do suggest an initial
set of sub-tasks in their definition of an SIS, namely, to locate, organise and present
statistical data in ways that are meaningful to users.

Task models do exist for related tasks, such as information gathering for managerial
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decision making (Goodhue, 1998) and these may serve as a useful starting point for the
development of a task model for the use of ESD. There is a close parallel between the
three sub-tasks suggested by Goodhue and those suggested by Malmborg and Sundgren.
Moreover, the theoretical framework used in this study is based on a framework for the
study of managerial information use and so there appear to be parallels between the two
tasks. ESD is often used in managerial decision making, so it is likely that the task of
using ESD and the task of information gathering for managerial decision making will be
somewhat related.

Goodhue (1998) posits that the task of decision making consists of three sub-tasks and
suggests some of the factors that may affect the success of these three sub-tasks. These
are summarised below:
1. identification of the data needed
•

identification of the dimensions, structure and level of detail required

•

selection of a source or sources from which the data can be acquired

2. acquisition of data
•

query formulation

•

selection of useful data

•

paring of unwanted data

3. interpretation of that data
•

assessment of the currency, credibility and compatibility of the acquired data

Figure 2.3 shows a possible relationship between these sub-tasks and the sub-tasks
suggested for ESD use by Malmborg and Sundgren (1994).
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Managerial Information Gathering

Retrieving and
analysing ESD

Identification
Selection of pieces of data relevant to the decision at an appropriate level
of detail and identification of a suitable source.

Acquisition
Query formulation, selection of wanted items and paring of unwanted
items

Interpretation
Analysis of currency, credibility and compatibility of the data

Location

Organis
ation

Presenta
tion

Figure 2.3 Comparison of Goodhue’s model and a proposed model for ESD use
The use of ESD is frequently associated with decision making, which would account for
the similarity between the proposed model of ESD use and Goodhue's model of
information gathering to support managerial decision making. With this in mind, other
models of the decision making process may also be useful. Another three-stage model
of decision making is proposed by Nyerges et al (1997). Their model, based on a study
of the decision making process or selecting a transportation system, consists of:
1. "an initial problem screening where criteria are identified
2. the use of criteria during project evaluation and
3. the selection of alternatives through socio-politically charged conversations"
(Nyerges et al, 1999, p. 354)
The authors point out the similarity between these stages and the "intelligence, design,
and choice" model suggested by Simon (1976). Although Simon's model does not
address the socio-political dimension of the group decision-making process described

51

by Nyerges et al (1994), there are obvious similarities between the two models.
However, both these models differ significantly from the models shown in Figure 2.3.
The models of decision making suggested by Nyerges et al and Simon, are concerned
with far more than the information gathering process. For example, Nyerges et al
discuss the selection of criteria, the use of those criteria and the final selection of
alternative course of action. While the initial selection of such criteria may involve
significant information gathering, the use of those criteria and the final selection
between alternatives lies outside of the information gathering process. For this reason,
models of the decision making process appear to be less useful in describing the use of
ESD, which is essentially an information gathering exercise. For this reason, too,
systems that support the retrieval and analysis of ESD do not appear to be closely
related to decision support systems that support a wider range of activities that make up
the decision-making process.

At this stage, it is unclear exactly what is involved in the three subtasks proposed by
Malmborg and Sundgren (1994). However, the availability of the proposed prototype
provides an excellent opportunity to observe typical users of ESD carrying out the task
of manipulating ESD and so add further detail to the skeleton model proposed in Figure
2.3. The results of user observation and the resultant model of the task will be discussed
in Chapter 6 (see Section 6.3).

2.5 The nature of casual and novice users
Throughout the 1970s and 1980s, there were a significant number of studies that tried to
classify users of IS into groups such as novices, experts, infrequent users and casual
users (for example,e Codd 1974; Fenichel, 1979; Wanger, 1980; Penniman, 1981).
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These attempts at classification were usually based on some measure of the user’s
familiarity or expertise with computers or with specific computer applications. The aim
of these studies was to identify broad groups of users, who could easily be classified on
the basis of a limited number of characteristics, and to compare the performance of
these groups with some computer application, such as a database or spreadsheet.

Once these groups of users had been identified, some authors associated secondary
features with certain groups and suggested that system developers should try to build
systems that took these features into account. For example, it was suggested that
infrequent users would be more likely to forget system commands and so systems that
were used by infrequent users should provide more prompts or memory aids.

It is apparent, from the number of such studies (for example Codd 1974; Fenichel, 1979;
Wanger, 1980; Penniman, 1981; Everest, 1986) that the idea of categorising users on
their familiarity with computers or computer applications was well accepted. Although
some authors (for example Dreyfus & Dreyfus, 1986) have proposed classifications
using several levels and a range of characteristics, most of the classifications were based
on the use of a single characteristic and variation in this characteristic was typically
between one of two extremes, as shown in Table 2.1.
Characteristic

Range

Actual experience

Novice

Expert

Level of understanding

Naïve

Experienced

Frequency of use

Infrequent

Frequent

Freedom to use the system or not

Discretionary

Committed

Table 2.1 Characteristics for classifying users
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Most of these classifications suffer from three major flaws:
•

although the characteristics are actually continuous, as shown above, the
classifications are typically dichotomous, e.g. either experienced or naïve.

•

these classifications did not seem to be based on any underlying theory of behaviour
or learning and so the classifications appear to be based on little more than intuition.

•

most classifications use a single characteristic but users may vary on several
characteristics simultaneously

Apart from these underlying weaknesses of the classification schemes, they were also
flawed in the way they were put into practice, often varying in the number of levels
used to characterise users or in the cut off points that determined which category a user
would be placed. Three examples will make this clear.
•

Most authors (for example, Burgess and Swigger, 1986) used only two levels to
describe frequency of use while others (for example, Wanger, 1980) used three
levels.

•

Some authors measured the length of time for which a person had used a computer
system as the number of years (Fisher, 1991) while others measured it as the total
number of database searches a person had conducted (Fenichel, 1979).

•

Descriptions of infrequent use vary from once or twice a month (Burgess and
Swigger, 1986) to less than 5 times a month (Wanger, 1980).

Of all the classifications used, perhaps the most useful was that of the casual user. This
was atypical of the other classifications because it was associated with a number of
characteristics rather than just one. For example, some authors associated casual users
with the novice/expert user continuum while others placed them on the naïve/
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experienced user continuum (Everest, 1986). Casual users were also associated with low
frequency of use (Bannon, 1995; Shneiderman, 1995; Preece, 1994). This combination
of characteristics has made the casual user classification more robust than many others.
Throughout the late 80s and early 90s, there were fewer studies of the kind described
above but groups such as casual or novice users, and, to a lesser extent, naïve or
infrequent users, were still the subject of much interest in the literature. Despite the
shortcomings of the earlier classifications, it is clear from the literature that the concept
of classifying individuals on the basis of their level of familiarity with computers or
with applications is of interest. The current usage is now more in terms of applications
rather than computers and the most widely used classification is into casual and novice
users

In reviewing the earlier attempts at classification, Fisher makes the comment that “there
is no simple line that can be drawn to delineate categorical boundaries for user samples”
(Fisher, 1991, p.440) and suggests, instead, that researchers should clearly define the
characteristics used to identify a user sample in each piece of research. While this
approach may not have solved the problem of multiple ad hoc classifications of users, at
least it is quantifiable and allows comparisons to be made between studies. This study
adopts Fisher’s stance and a clear set of defining characteristics for casual and novice
users is given in the following section.

2.5.1 Defining Characteristics of Casual Users
The most common characteristics associated with casual users are:
•

having a low frequency of use (Bannon, 1995; Shneiderman, 1995; Preece, 1994;
Burgess and Swigger, 1986; Codd, 1974);
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•

having short duration of use (Fisher, 1991; Fenichel; 1979; Lang et al, 1981);

•

having short session length (Fenichel,1979; Penniman 1981);

•

being new users (Shapiro and Kwansky,1975) and

•

having discretion to use a system or not. (Bannon, 1995; Cuff, 1980; Codd, 1974).

The final two of these require brief comment at this time. Shapiro and Kwansky (1975)
include any one using a new system or new part of an existing system as a member of the
casual user group. This is an atypical use of the classification and Cuff (1980), in his review
of the literature on user classification schemes, disagrees with the breadth of their
definition. It could, however, be argued that novice users have many of the characteristics
of casual users and most of the features of casual users given in the next session. There are
obvious similarities between casual and novice users but most authors have identified
novice users as a separate, although related, group.

The final characteristic of discretionary use, although quite widely used in the literature, is
also debatable and its inclusion appears to be based on semantics. There term casual could
also be understood as “indifferent” and clearly a person who is a committed or dedicated
user of a system can hardly be said to be casual or indifferent in his or her use of it.
However, discretionary use is not consistent with the other more widely accepted
characteristics of the casual user. For example, a person who is compelled or required to
use a system at infrequent intervals, for short periods of time over a short time scale would
clearly be a casual user but not a discretionary one.

2.5.2 Features of the Casual User
Cuff says of casual users that “they will share important features in common” (Cuff, 1980,
p. 164) and that some of their system requirements can be inferred from these features.
Some of the features that a casual user might exhibit include:
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1.

poor retention of major and minor details of how the system works;

2.

a tendency to make errors e.g. guessing a wrong command; misremembering a
command;

3.

the need for a safety net so that users can get to a recognisable place in the dialogue;

4.

low typing ability, especially of specialised keys found on computer keyboards;

5.

acceptance of only a brief period of initial training - say half an hour;

6.

a strong preference for on-line documentation;

7.

an expectation that the system’s dialogue flow will be coherent;

8.

an expectation that dialogue be courteous and that terminology be understandable;

9.

intolerance of formality in an interface and strict formal query language;

10.

poor handling of the logical construction of queries;

11.

little knowledge of database details;

12.

a preference for a range of query precision including browsing and query by
example;

13.

a preference for a non-literal treatment of queries and

14.

a preference that the system take the context of successive queries into account;

The features listed by Cuff (1980) are representative of those in much of the literature.

Two significant changes have occurred since Cuff drafted this list. Firstly, the use of
computers has proliferated at an incredible rate, resulting in a marked increase in computer
skills in the population as a whole. Secondly, the development of GUI interfaces has
changed many of the ways in which people interact with computer systems. As a result of
both of these events, Cuff’s concern with typing skills is now far less relevant. The amount
of typing and the use of special keys are greatly reduced in a GUI interface compared to the
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command-based interfaces that were widely used at the time Cuff drew up this list. For this
reason, the low typing ability feature will be omitted from consideration in this study.
In addition, the final six entries in Cuff’s list are concerned with the statement of queries
and database structure, suggesting a strong focus on database systems. These features are
less relevant in a GUI environment and in other applications such as word processing,
spreadsheets and so on. Nonetheless, the underlying principles expressed in these points
are worth including. These would include the need for informality in an interface, a
preference for a range of precision in system interactions, a preference for the system to
take context of instructions into account, a need for the system to handle logical
constructions and so on.

When judiciously applied, Cuff’s list of features provides a useful starting point for the
general interface specifications of a system for casual and novice users. It does not, of
course, provide any functional specifications for a system to retrieve and analyse ESD.

2.5.3 Problems in the use of ESD by casual and novice users
Pilot studies of the use of ESD in the local community, particularly in local government
were conducted as a prelude to this research (Hyland and Hasan, 1997; Hyland and
Gould, 1998). Based on these pilot studies, casual and novice users appear to experience
many problems with their use of ESD. Although these studies only dealt with small
samples of users and these samples were not representative of all casual and novice
users of ESD, they provide a valid starting point for the remainder of this discussion on
the problems being experienced. It is our contention that these problems can be linked
to the various sub-tasks in the task model, as set out in Section 2.4. These include:

1. Locating a data set containing all required dimensions and members of dimensions,
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•

Systems do not provide models of the data they contain nor can users browse the
system to determine if the contains the required dimensions or dimension members.

2. Organisation of the dimensions required in the analysis
•

Many existing systems provide only a few dimensions for any data set and do not
allow the inclusion of additional dimensions.

•

The wide-spread use of profile data does not allow the user to select the correct level
of aggregation.

•

The prevalence of ESD in print form does not allow the user to organise dimensions
as they would like.

•

Many existing systems often require the user to specify the level of aggregation for
each dimension as a separate step in the process of structuring the table or chart
rather than to do this interactively once the table or chart exists.

•

Many existing systems require that any dimension be uniformly aggregated. Users
may wish to aggregate only a part of a table or chart to a higher or lower level.

•

The data may be grouped in ways that are not particularly useful to the user.

3. Presentation
•

Many existing systems do not provide seamless interfaces to popular word
processors or spreadsheets and so users are forced to re-enter data into these
applications manually.

•

The ability to control the appearance of tables and charts is severely limited in some
existing applications.

The literature suggests that some or all of these problems could be resolved by
integrating a number of recently developed technologies. This study describes the
development of a research prototype based on such technologies and the evaluation of
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that prototype.

2.6 Performance of the proposed SIS
The final element of the framework to be discussed is performance and in doing so, we
address two issues - the performance of the prototype and the performance of different
types of users with the prototype. These two types of performance are clearly linked to
two of the goals of the research presented in Section 1.2 of Chapter 1, namely, to:
•

develop a prototype that integrates a number of recently developed technologies and
to demonstrate that the prototype meets the needs of casual and novice users of
ESD.

•

increase our understanding of these important groups of users and to assess the
usefulness of the model of users as casual and novice users.

Another goal of the research is to understand the task of retrieving and analysing ESD.
Although this is not a performance issue, per se, it will also be addressed in this section
because the methods used to achieve the goals above, also lend themselves to the
realisation of this goal as well.

The literature most pertinent to the measurement of performance is the usability
literature. The definition of usability provided in the ANSI/HFES Standard for Human
Computer Interfaces (see Karat, 1997, p. 34) is “the extent to which a product can be
used by specified users to achieve specified goals with effectiveness, efficiency and
satisfaction in a specified context of use”. Rosenabaum (1989) also provides a definition
of usability that stresses the importance of the task, the users and the system. There are
clear parallels between these definitions of usability and the research framework.

According to Karat (1997), the study of usability has gone through a number of shifts of
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emphasis and these shifts have led to some confusion in the terminology. For example,
some authors (for example, Dieli, 1989) do not distinguish between the terms usability
testing and usability evaluation while Rosenbaum (1989) sees these processes as being
significantly different. The term 'usability engineering' is widely used (Preece, 1994;
Ferré et al, 2001) to mean the assessment of the extent to which a system meets the
design or user requirements but other authors (for example, Nielsen and Levy, 1994;
Paterno & Ballardin, 2000) use it to mean measuring the performance and satisfaction
of users working with the system. Most authors would refer to the tasks described by
Nielsen and Levy as usability testing. Although usability testing is still concerned with
performance and satisfaction, the term has recently been used to describe a less clinical
approach to these tasks. It is now seen (for example Burr, 1999; Dolan, 1999) as a cooperative activity involving both usability engineers and system developers

in an

attempt to identify and current problems with a system, even at the very early stages of
development. Despite this change in the way usability testing is carried out, the term can
still be used to describe the more clinical approach required in the current study.

For this study, however, it is not necessary to clarify the variations that exist within the
usage of these terms, only to identify those techniques suited to the satisfaction of the
goals outlined earlier in this section. Coincidentally, Karat’s (1997) description of
usability in terms of “effectiveness, efficiency and satisfaction” identifies the three sets
of methods in which we are interested. These three sets of methods are widely used and
form the basis of the majority of usability studies as shown in the following examples.

The effectiveness of a system is the extent to which it can do the task for which it was
designed. This description matches the description of usability engineering given by
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Preece (1994). The efficiency of a system is the speed and accuracy with which it can
carry out the task and could be measured using objective performance measures such as
time taken to compete a set of tasks and the number of errors made in carrying out a set
of tasks. The level of user satisfaction with a system is the extent to which users prefer
to use the system and is usually measured subjectively using constructs such as
perceived ease of use and perceived usefulness. These descriptions of efficiency and
satisfaction correspond almost perfectly with the two performance measures suggested
by Nielsen and Levy (1994) in their definition of usability engineering.

So, despite some variations in terminology, the underlying aim of usability studies is to
determine the satisfaction, effectiveness and efficiency of systems. There are three main
approaches used to measure these attributes. The effectiveness of a system can be
determined, in part, by having the system evaluated by an expert, who compares the
system to a set of general standards or to a set of design specifications. Rosenbaum
(1989) refers to this as expert evaluation and this term will be used in this study.

To determine efficiency, the system must be tested by representative users carrying out
typical tasks because the actual performance of a system depends on the way it is used
by end users. Although this process is more frequently referred to as usability testing, it
is sometimes described as usability evaluation. Since the process does not necessarily
require users to evaluate the system, i.e. make a judgement about it, the term usability
testing is etymologically more correct and will be used in the remainder of the study.

The determination of satisfaction is usually done by a questionnaire or survey after
usability testing, because users would not be able to rate their level of satisfaction with a
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system if they had never used it. This process does require the user to evaluate the
system and, although the term is not widely used in the literature, the process will be
described as user evaluation, as distinct from expert evaluation, described above.

Usability testing also provides a second function – it allows developers or researchers
the opportunity to learn more about the way users actually interact with a system. For
example, one of the measures of efficiency is the number of errors made – the lower the
number of errors, the better the system. However, most developers would not only be
interested in the number of errors but the type of errors as well. These errors may be the
fault of the system or of the users and it would be necessary to carry out careful
observation of the users as they work with the system to find out which was the case.
This is variously described as interpretive evaluation (Treu, 1994), knowledge
elicitation (Lindgaard, 1994) and observation of users (Preece, 1994). While there are
some important differences between these activities, the methods used to carry them out
often overlap and their purpose is to gather data about the way users’ interact with
systems. To reflect this focus on the user, the term user observation will be used
throughout this study to describe these activities.

2.6.1 Usability testing
The aim of usability testing is to determine whether or not a system meets certain
standards of performance. These standards are usually based on the system
specifications and are measured quantitatively. According to Nielsen and Levy (1994),
measurable usability parameters fall into two broad categories: 1. objective performance
measures, which measure how capable the users are at using the system. and 2.
subjective user preference measures, assessing how much the users like the system. The
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subjective measures will be discussed in Section 2.6.2.
Nielsen and Levy (1994) suggest that the two of the more commonly provided measures
of performance are the time per task and the number of errors. These measures are also
suggested by Brosnan (1998) and by Bloom and Hautaluoma (1990), who add the
number of tasks completed to the list of performance measures. All of these
performance measures would seem to be appropriate for the current study and should be
relatively easily recorded. Nielsen and Levy note that the measurement of the number of
errors does not take into account the severity of the errors and in this they are quite
correct. However, the time spent on errors would take this into account and could be
easily measured in this study, so it too would be appropriate for use in this study.

2.6.2 User evaluation
It is quite possible for users to be able to use a system effectively but still not be
satisfied with a system. User satisfaction with a system is subjective and depends on the
user’s perception of success. A number of instruments are available to measure user
satisfaction. Nielsen and Levy (1994) describe 57 studies, similar to the current study, in
which user satisfaction was measured. Forty of these studies used either 5- or 7-point
Likert scales to measure constructs that reflect user satisfaction. The use of such rating
scales seems to be widespread and would appear to be suitable for the present study.

A study by Davis (1989) develops and employs the Technology Acceptance Model to
explain user satisfaction. This study suggests that users will perceive a system positively
if it is perceived to be useful and easy to use. The concept of “perceived usefulness” is
somewhat unclear and needs to be defined. Perceived usefulness is the extent to which a
user thinks that the system enables them to carry out tasks. Davis carried out a
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confirmatory factor analysis for the two constructs, perceived usefulness and perceived
ease of use, and found them to be highly correlated to the use of the system or, in the
case of a prototype, to the user’s intention to use the system. Davis found that each of
the two constructs could be measured effectively using only 6 items, each represented
by a seven-point Likert scale. His results also indicate that the instrument was
particularly useful when testing prototypes with which the user would have only limited
experience.
This instrument appears to be particularly well suited to this study because it is a
validated instrument, it has been associated with the testing of prototypes and it is
relatively easy to administer

2.6.3 User observation methods
User observation methods can be employed to gather data about the way in which the
target users interact with the research prototype, the way users carry out tasks, the types
of errors they make and so on. One of the requirements of user observation is the
provision of an environment in which the user behaves in as natural a manner as
possible. In this way, any variation in user behaviour can be attributed to the prototype
being tested or, in the case of experimental studies, to changes in the task or
environment being applied by the researcher. Since this study does not involve any
special experimental treatments of participants, it is important to observe the participant
in as natural an environment as possible – to see how the person would normally use the
prototype when carrying out typical tasks.

There are a significant number of observation techniques each having its own strengths
and weaknesses. The following model is proposed to help organise the review of the
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literature concerning these methods. User observation methods can be understood in
relation to the three dimensions shown in Figure 2.4. The dimensions are:
•

transparency – the extent to which the participant is unaware of being monitored

•

activity – the extent to which the researcher takes part in the interaction

•

immediacy – the difference in time between an event and analysis of that event.
Immediacy of
data collection
Deferred

Active

Immediate
Overt

Transparency
Covert

Passive
Researcher Activity
Figure 2.4 A conceptual model for user observation methods
The following examples demonstrate how an observation method can be positioned in
relation to these three dimensions. Direct observation by the researcher, requires the
researcher to observe the user interacting with the system or prototype and to analyse an
event as it happens because there is no mechanism to record the event for later analysis.
The researcher may remain completely passive during the observation, apart from
taking notes. In this scenario the method could be described as immediate, overt and
passive. On the other hand, indirect observation could involve recording a user’s
interaction using a video recorder, audio recorder or screen-capture software. All of
these recording techniques can be used covertly and, once a recording has been made of
the user’s interaction, the researcher can defer analysis of the data until a later time.
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Thus, indirect observation could be deferred, covert and passive.
The literature provides descriptions of a number of methods or protocols that are widely
used in user observation. The methods described below vary primarily in the level of
involvement of the researcher and the immediacy of data gathering.
The simplest form of interaction is to have the user carry out a set of tasks or
experimental interactions while being covertly observed or recorded by a passive
researcher. The covert, passive nature of the observation has the advantage of providing
the most natural style of interaction for the user. However, such observation lacks the
opportunity for the researcher to explore underlying models or assumptions by
questioning the user.

A variant on this form of observation is the overt presence of the researcher or recording
equipment. This variation reduces the naturalness of the environment as the user will be
aware of being observed and may act somewhat differently as a result. Such an
approach is less desirable than the one previously described but may be forced on a
researcher if the environment or the available equipment does not support covert
observation.

The passive nature of the two methods above seriously limits the extent to which the
researcher can gather data about the cognitive processes of the users. Consequently, a
number of active methods are widely used.

The first of these is called a question-asking protocol (for example, Kato,1986;
Holtzblatt and Jones 1992) in which the researcher asks questions of the participant as
he or she carries out the tasks. The method is necessarily overt and active but analysis
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could be immediate or deferred. A second active method is the think-aloud protocol
(for example, Carroll and Mack, 1984), in which the user is asked to continuously
comment on his or her actions and understanding of the system as he or she interacts
with it. However, they have been criticised on the basis that they alter the nature of the
task itself and so introduce bias into the results. Since many users would not talk while
using a system, it is necessary for the researcher to remind the user to keep talking,
thereby introducing an external distraction which further alters the cognitive process.
Notwithstanding this limitation, these verbal protocols provide a rich source of
additional information about the cognitive processes of the user, information which is
particularly useful in studies of human error, in which intention is an important
dimension. Such protocols would be less useful in studies in which absolute times were
of interest. Once again these methods are usually overt and active but analysis could be
either immediate or deferred.

One solution to the weaknesses inherent in question-asking and the think-aloud
protocols is the post-event protocol ( for example, Kato, 1986), in which the user is not
required to keep talking as he or she works but instead is video recorded while working.
After the tasks have been completed, the user is asked to watch the video recording and
to explain his or her actions as they appear on the screen. This protocol removes the
problem of distraction but introduces the problem that the participant is not actually
saying what happened during the interaction with the system but what he or she
remembers was happening with the system. A serious limitation of this method is that
the user’s comments may involve redaction i.e the interpretation of events at a particular
time in light of events that actually occurred at a later time. For example, a user might
say that he or she understood the use of a particular system function early in an
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experimental session even although the user did not actually understand that function
until much later in the session. The user is not necessarily lying about the time at which
he or she achieved the reported understanding but may assume that he or she did, in
fact, have that understanding at an earlier time. Even although the user’s interactions are
being video recorded, the analysis is not necessarily deferred, as the analysis may take
place during the post-event session, as well. The initial user interaction would be
passive and covert but the post-event analysis might be active and overt.

Two other methods of gathering data from users are structured interviews (for example,
Wellbank, 1990) and questionnaires (for example, Shneiderman, 1992). Both these
methods are well known and have been applied in many research settings. For example,
the use of a questionnaire was recommended in Section 2.6 to measure subjective
performance. Given their widespread use, they will not be discussed in detail.

2.6.4 Analysis of human error
In the discussion of usability testing above, two measures of performance that were
mentioned were the number of errors made and the time taken to deal with errors. At
first glance, these seem simple enough measures to apply but this is not the case because
the study of human error is a complex matter. As Noyes (1998, p.578) puts it “although
the topic of human error has been well-researched, we are still some way from having
any real in-depth understanding of it”. This seems a surprising statement but a number
of comments will serve to demonstrate the complexity of the analysis of human error.

The study of human of error is multi-disciplinary and is of interest to systems engineers,
psychologists and sociologists, among others, (Rasmussen et al, 1987). Each discipline
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has its own theories, methods and objects of study, making it difficult to achieve
consensus across all disciplines. In addition to these disciplinary differences, there are a
number of different approaches to the study of human error. Much of the literature (for
example, Sutcliffe et al, 1999; Bailey, 1983; Koval and Floyd, 1998) describes a
pragmatic approach to the study of error. Such texts are primarily concerned with ways
of identifying error so as to reduce its impact in a variety of settings. Some authors, (for
example, Noyes, 1998) adopt a socio-historical approach, studying the social effects of
major errors from a historical perspective. Other authors (for example, Reason, 1987)
develop theoretical models of human error while yet others are concerned with the study
of error in an experimental setting (for example, Sugimoto, Toyabe, Sato, 1997).
Although error is a matter of concern in a wide variety of settings (e.g. linguistics,
human perception etc), a great deal of the literature concerns error in complex manmachine systems. These systems may be physical control systems, computerised
systems or a combination of both (for example, Dearden and Harrison, 1987).

Given the variety of approaches to the analysis of error and the lack of a generic
taxonomy for errors, the best course of action when studying error is to select an
approach and, if necessary, a taxonomy that is well-researched and appropriate to the
current study. One approach to studying error that appears to meet the needs of this
study and to be particularly well researched is provided by Zapf et al (1992). Several
aspects of this taxonomy are worth noting.

•

Although the taxonomy offers some novel classifications it is consistent with several
of the foundational works in the field (for example, Rasmussen, 1987; Reason,
1990).
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•

The taxonomy is based on Hacker’s Action Theory (see Zapf et al, 1992) and so has
a theoretical basis from which hypotheses can be generated.

•

Unlike many other theoretically based taxonomies, the taxonomy has been validated
in at least one experimental study (Zapf et al, 1992).

•

The taxonomy appears to be particularly suited to the analysis of computer errors in
experimental or field studies (Zapf et al, 1992; Birdi et al, 1997).

Having selected a taxonomy appropriate to the current study, a more detailed
description of both the taxonomy and its theoretical basis is now required. Zapf et al
(1992) begin their discussion of errors with the following assertions:
•

Errors occur in pursuit of a goal and result in non-attainment of that goal. Action
that is not intended to achieve a goal is not an error e.g. random typing is not an
error.

•

The goal must be attainable or failure to attain the goal is not an error.

•

The goal in question may be a specific goal, such as locating a piece of data, or a
higher order goal, such as the development of a plan of action. Higher order goals
can also include goals such as being efficient, being exact and so on.

•

Higher order goals may require the development of a plan of action and an error in a
higher order goal could be the development of an inadequate plan or an adequate
plan in which some of the steps are in the wrong order.

One of the consequences of these underlying assertions is that a computer system
cannot make an error because a computer system is not capable of intentional action.
This does not mean, however, that all problems involving human-computer interaction
are the human’s fault. To include the possibility of system failure in the taxonomy, the
authors describe errors in terms of a mismatch. The mismatch may be a functional
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mismatch, between the task and the system used to carry out the task, or a usability
mismatch, between the user and the system being used. Since functional mismatches
stem from the operation of the system they can be observed by direct comparison of
system operation with the system specifications. Functional mismatches can be of four
types:
•

Action Blockade – the user has to give up or change his or her goal, possibly
accepting a less complete solution than originally intended;

•

Action Repetition – the user loses and must redo steps that have been carried out;

•

Action Interruption – the user is delayed by some system operation but is able to
continue his or her work, usually after some additional work and

•

Action Detour – the user is aware of some system weakness and must work around
some part of the intended sequence of actions because the system does not
adequately support the sequence of actions.

(Zapf et al, 1992)

Usability mismatches stem from the actions of users and can only be observed when
users interact with the system. They can be of four types. The first three of these are
similar to error types proposed by Hacker (see Zapf et al, 1992) and Rasmussen (1987):
•

Intellectual Regulation – a complex, conscious plan of action is developed to meet
the goal but it is inadequately developed or parts of it are forgotten;

•

Flexible Action Patterns – well known sub-plans are not executed or well known
feedback is not recognised ;

•

Sensorimotor – mistakes in using the keyboard or pointing devices, such as a
mouse;

•

Knowledge Base – the user doesn’t know a command name, function key, rules etc.
used within the system.

(Zapf et al, 1992)
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Zapf et al (1992) define three subclasses for each of the Intellectual Regulation and
Flexible Action Pattern types of errors as follows. Intellectual Regulation errors include:
•

Thought Errors –when goals and plans are inadequately developed although the user
knows all the necessary features of the system;

•

Memory Errors –when a part of a plan is forgotten and not executed;

•

Judgement Errors –when the user cannot interpret computer feedback after an input.

Flexible Action Pattern errors include:
•

Habit Errors – when a correct pattern of action is used in a wrong situation;

•

Omission Errors – when a user does not execute a well known sub-plan, often
because of interruption in the task;

•

Recognition Errors – when a well-known message is not noticed or is mistaken for
another message by the user.

All these types and sub-types of error are summarised in Table 2.2.
Steps in the action process

Regulation level

Goals/Planning

Monitoring

Feedback

Intellectual Regulation

Thought Errors

Memory Errors

Judgement Errors

Flexible Action Pattern

Habit Errors

Omission Errors

Recognition Errors

Knowledge errors

Knowledge Base

Sensorimotor errors

Sensorimotor

Table 2.2 A taxonomy of usability mismatches (Zapf et al, 1992)
In addition to the eight types of errors shown in Table 2.2, Zapf et al discuss two other
types of problems. The first of these are described as Inefficiencies. Zapf et al suggest
that an inefficiency is really a special type of error, assuming that one of the goals of the
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deviation from an optimal action path. There are two types of inefficiencies:
Knowledge -

the user does not follow the optimal path because he or she does not
know what the optimal path is.
the user follows some routine or habitual path even though the user

Habit -

knows there would be a more efficient path

The second type of problem arises from the organisational setting in which the task
takes place and are described as interaction problems. These problems do not exist

between the user and the computer but between users within an organisation. If, for
example one user deletes a file before a second user has finished with it, there is a
pr bl m but the problem is not a usability or functionality mismatch. The problem is a

tun li n of the interaction between the two users. A complete representation of all of the
t\P' 9f errors and problems described by Zapf et al is shown in Figure 2.5.
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Figure 2.5 Overview of error categories (italicized) (Zapf et al , 1992)
The overview of error categories shown in Figure 2.5 has a number of things to
recommend it. It appears to offer a reasonably comprehensive description of most, if not
all, of the types of errors that are likely to occur in the use of computer systems,
particularly in an organisational setting. The taxonomy is relatively parsimonious i.e. it
does not have more taxa (categories) than are necessary to explain the vast majority of
observations in an experiment or field study. Other taxonomies are more elaborate but
prove to be somewhat impractical, often requiring the user to collapse many of the
categories to a more manageable number for use in empirical studies. On the other hand,
the Zapf et al taxonomy has usefully extended some of the earlier taxonomies, providing
a finer level of granularity without becoming unnecessarily cumbersome.

Birdi et al (1997) comment that one of the advantages of the theoretical basis of the
taxonomy is that it allows specific behavioural predictions to be made. This means that
different types of errors described in the taxonomy are associated with particular mental
or physical processes and that knowledge about those processes should provide an
indication of the type and frequency of specific types of errors. For example, Birdi et al
are interested in the relationship between the effect of age on the types of error made by
users. They use the underlying theory and their knowledge of the mental and physical
process of older people to predict the frequency and type of error that older people are
likely to make.

In this study, we are interested in the errors made by novice and casual users.
Presumably, if we knew about the mental and physical processes of casual and novice
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users, we could predict the types of errors they are likely to make. Birdi et al (1997)
comment on this relationship, saying that novices at computer tasks commit more
Knowledge Base errors than do experts because novices may not know what commands
or function keys to use. They go on to say that an increase in experience reduces the
likelihood of producing errors at higher levels of Intellectual Regulation but increases
the level of errors of the Flexible Action Pattern type. This means that expert users
would make better plans of action than novices but might forget steps or ignore wellknown feedback while executing these plans. Clearly the underlying theory of this
taxonomy makes it particularly suited to a study of casual and novice users.

As mentioned earlier, the taxonomy has been subjected to construct validation as part of
a study of 198 office workers. Of these, only 13% had worked fewer than 6 months with
computers and so were deemed to be novice users. This raises two interesting issues
about the use of this taxonomy with a group of casual and novice users. Firstly, both the
taxonomy and the underlying theory would suggest that the taxonomy is appropriate for
any type of users and so comparability does not appear to be an issue. However, the fact
that the taxonomy has been validated in a study that did not involve many novice users
and does not appear to involve any casual users means that some types of errors made
by casual and novice uses may not have been observed in the study. Thus, the results of
the current study will test the applicability of the taxonomy when applied specifically to
casual and novice users. The taxonomy may not be sufficiently comprehensive to
describe the errors made by casual and novice users of computers generally or of
particular applications. The taxonomy will be extensively used in Chapter 6 (see Section
6.2) and its suitability for the study of casual and novice users will be further assessed at
that time.
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2.7 Conclusion
This chapter presents a conceptual framework for the study and a review of the
literature concerning the four main elements described in the framework namely:
•

the nature of an SIS, the data it contains and the technologies it may employ

•

the nature of casual and novice users, generally

•

the tasks carried out by casual and novice users of ESD

•

the measurement of performance of systems, generally

The review of the literature supports several of the premises of this study, namely:
•

There appear to be a significant number of users of ESD and these users often have
difficulties in using of ESD because of the lack of control they have over external
data and the variation that exists in the functionality of SIS used to provide ESD.

•

There are a number of recently developed technologies, particularly OLAP, MDDB
and the Web that could be used to build SIS that are more suited to the needs of
some groups of ESD users such as casual and novice users.

•

There are a variety of tasks carried out by users of ESD that do not appear to be well
understood by providers of ESD or of SIS. As a consequence, it appears that there is
a poor task-technology fit between some SIS and particular groups of ESD users.
Some emergent technologies may be able to provide a better task-technology fit.

•

The concept of casual or novice use of systems is well accepted in the literature and,
despite some variation in the way this concept has been applied, there are a number
of characteristics frequently associated with casual or novice use. Although the
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literature shows that there have been variations in the way these characteristics have
been used to classify casual/novice users, there is sufficient consensus in the
literature to develop an operational model for casual/novice users.
•

There are reasonably well-accepted procedures and performance measures that
could be used in usability testing of a prototype SIS based on some of the recently
developed technologies.

In addition there are a number of instruments for

measuring user satisfaction and these too could be employed to evaluate a prototype
of an SIS based on recently developed technologies. Similarly, there are a number of
techniques for user observation that can be used to gather data about the way casual
and novice users interact with the proposed SIS prototype and which, in turn will
increase our knowledge of casual and novice users.

In summary, the literature is consistent with the contention that the ongoing
development of new technologies and the ad hoc use of numerous applications mean
that there will always be casual and novice users of systems. The domain of ESD use
provides a suitable environment for critical study of the use of recently developed
technologies to meet the needs of these casual and novice users. The development of a
research prototype of an SIS, based on an integrated set of recently developed
technologies, and critical reflection on the development process can provide valuable
insights into the use of such recently developed technologies. A variety of wellestablished techniques, including expert evaluation, usability testing, user evaluation
and user observation, are available to gather data about the performances of the
prototype and about the way casual and novice users interact with such systems, thus
increasing our understanding of casual and novice users, generally.
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CHAPTER 3

RESEARCH METHODS AND PROCEDURES
3.1 Introduction
The preceding chapters have described some problems faced by casual and novice users
of External Statistical Data (ESD) and suggested that these problems are partly due to a
lack of critical research into the domain of ESD use, specifically, and casual and novice
users, generally. A review of the literature has confirmed the need for research into this
domain and presented the key elements of the domain, using a well-accepted conceptual
framework. This chapter describes methods that are appropriate to the goals of this
research and provides details of the procedures used in the later parts of the study.

3.2 Research methods
The study has four distinct but closely related goals. These are:
•

To develop a prototype that integrates several recently developed technologies and
to demonstrate that the prototype meets the needs of casual and novice users of
ESD.

•

To learn about the use of the proposed combination of technologies to build systems

•

To increase our understanding of casual and novice users and to assess the
usefulness of the model of casual and novice users proposed in this study.

•

To increase our understanding of the task of retrieving and manipulating ESD.

To achieve these goals it is necessary to gather a variety of types of data about
significantly different entities and to analyse these data in a number of different ways.
For example, the data gathered about the process of building the prototype is
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significantly different to the data gathered about the performance of casual and novice
users and the methods for gathering and interpreting those sets of data are quite
different. Consequently, all of these goals cannot be met using a single research method.
This does not pose a problem, however, as Information Systems Research (ISR) projects
often address a variety of research goals and use a variety of methods. As the following
paragraphs demonstrate, much of ISR is multi-methodological.

To understand the multi-methodological nature of ISR, it is necessary to understand the
scope of ISR, itself. Keen suggests that the aim of ISR is to “… study the effective
design, delivery, use and impact of Information Technology [IT] in organisations and
society” (Keen 1987, p.3). Keen’s description identifies four main objects of ISR and
these objects are distinctly different, as are the methods used to research them.
Depending on the object being studied, a researcher might select computer simulation,
field study, classical experiment, action research or one of a number of other methods.
Several authors (for example Galliers and Land, 1987; Jenkins, 1985) have produced
extensive taxonomies of ISR methods including guidelines to assist the researcher to
select an appropriate method for different types of studies. These taxonomies and the
associated guidelines seem to promote the idea that, in any given research project, the
researcher will select a single method that is appropriate for that particular study (for
example, Galliers and Land 1987). They do not acknowledge the multi-methodological
nature of much ISR but neither do they suggest that multiple methods should not be
used if a study had several objects of interest.

In ISR, however, the researcher often needs to study a number of related objects.
Returning to the four objects of ISR suggested by Keen, it is apparent that the social
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impact of a system is closely linked to the way it is used by individuals or that the way
a system is used by an organisation will be affected by the way a system is implemented
in the organisation. Taking this a step further, the way the system is designed will also
have an effect on the way it is used and, hence, on its social impact. Thus a researcher
studying the interaction of design methods on the social impact of a system may need to
study several objects and, hence, to employ multiple methods within the same research
project. The use of multiple methods is quite common in ISR and a model for such
multi-methodological ISR has been developed by Nunamaker et al (1991) and is shown
in Figure 3.1.

Theory
Building
Conceptual Frameworks
Mathematical Models
Methods

Systems
Development
Prototyping
Product development
Technology transfer
Observation

Experimentation

Case studies

Computer simulations

Survey studies

Field experiments

Field studies

Lab experiments

Figure 3.1 A multi-methodological approach to IS research (Nunamaker et al, 1991)
81

This model presents four groups of methods for ISR, namely: theory building,
observation, experimentation and systems development (SD). The model shows a cyclic
relationship between the first three of these groups, inferring that theory building may
lead to either observational studies or to experimentation and that each of these may
lead to further theory building or to other observational or experimental studies. The
methods included in the first three groups would be typical of those found in the
taxonomies of ISR methods described above and the authors of these taxonomies
would, no doubt, accept the cyclic nature of applying such methods. In fact, the outer
circle in Figure 3.1 would be understood and accepted as a model of research in most
research domains.

What is distinctive about the model proposed in Figure 3.1 is the inclusion of system
development (SD) as a research method, or more correctly a group of research methods.
The inclusion of SD is distinctive because such a research method would not be
applicable in most research domains and, consequently, SD is not regarded by many as
a research method at all. The status of SD as a research method is further called into
question by its absence from the taxonomies of ISR methods described above. Most
authors, even those who support the use of SD as a research method, would accept that
“building a system, in and of itself, does not constitute research” (Nunamaker et al,
1991, p. 103). However, SD has been justified as a legitimate part of the research
process in two main ways that could be described as the “proof by demonstration” and
the “system artefact” approaches.

In the “proof by demonstration” approach, a system is developed to demonstrate that
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some new idea (or theory) is true or feasible. This approach may be described as a
“proof of concept”, although this term is more appropriately used for the proof of some
significant new theoretical development. The “proof by demonstration” approach can be
applied to such theoretical proofs but could also describe the demonstration of other
novel ideas, such as a new programming language, style of interface or new database
structure. The development of a system using the new programming language, interface
or database structure is tangible proof that these new ideas can, in fact, be implemented.
The “proof by demonstration” approach to research is widely used in experimental
computer science and in more general IS research (Lau, 1997). The method is also
widely recognised under a number of different descriptions. Essentially the same
approach is described by Wynekoop and Conger (1991) as “applied research”, by
Baskerville and Wood-Harper (1998) as “prototyping” and by Iavari et al (1998) as
“constructive research”. The “proof by demonstration” approach is most often a
combination of theory building and SD.

The “system artefact” approach is also suggested by Nunamaker et al (1991) who justify
SD as research because it gives rise to artefacts that can later be the object of study. For
example, it would be impossible to test a theory about user performance with a
particular type of system if such a system did not exist. Hence the study of “system
artefacts” requires that the artefact must exist and, hence, SD is a necessary part of that
process. It could be argued that the study of artefacts would fall into either the
observational or experimental methods, shown in Figure 3.1, and that the production of
the artefact is only a precursor to the real research. Although this is a valid criticism, the
approach does establish a link between these observational/experimental methods and
SD as shown in Figure 3.1. The “system artefact” approach is most often a combination
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of SD and either observation or experimentation.
Some authors (for example, Burstein and Gregor, 1999) propose a third approach, the
“action research” approach, that focuses on the SD process rather than the artefact. The
term “action research” is used because the researcher is an active participant in the SD
process. Burstein and Gregor make a cogent argument for the approach and suggest a
set of criteria for planning and evaluating SD research of this type. However, there is a
danger in co-opting a term such as “action research” which has, itself, a significant
research pedigree. It might be argued that the research described by Burstein and Gregor
is very different to most of the research that gave rise to the term “action research”.

In the current research it appears that the use of SD as research can be justified using
both the “proof by demonstration” and the “system artefact” approaches because the
research prototype serves two quite distinct purposes. Firstly, it serves as a “proof by
demonstration” that a number of recently developed technologies can be integrated to
produce a viable system prototype and that the resultant prototype will meet many of the
needs of casual and novice users of ESD. The particular combination of technologies,
described in Section 4.2, does not appear to have been used before for the development
of systems to provide ESD to casual and novice users and so it remains unclear at this
time whether the selected technologies can be integrated successfully and whether the
resultant prototype will be appropriate for the needs of the target users. It is only
possible to resolve this uncertainty by building the prototype and testing it.

Secondly, the prototype will be used to measure the performance of casual and novice
users working with the proposed combination of technologies and to understand the task
of manipulating ESD. Clearly, the first goal cannot be met unless a prototype is
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developed using the proposed combination of technologies and so SD is necessary to
produce a suitable system artefact for further study. It might appear that the second goal
could be achieved using some existing SIS but the technologies that have been selected
for integration in the prototype provide functions that do not appear to be available in
existing SIS. Clearly the availability of these functions will affect the way the tasks are
carried out and so, once again, it is necessary to build a suitable artefact to achieve this
goal.

It should be recalled that both the “proof by demonstration” and the “system artefact”
approaches are concerned with the justification of the use of SD as research. The actual
process of system development applied in research projects using either approach could
be identical. This is the case in the current research where one method of SD, namely
prototyping, will be used to satisfy the demands of both the “proof by demonstration”
and the “system artefact” components of the research.

So, while acknowledging the caveat that “building a system, in and of itself, does not
constitute research” (Nunamaker et al, 1991, p. 103), the use of SD in conjunction with
other methods appears to be a valid research method. It is apparent that many of the
authors cited above see SD as being an important ISR method. As Basili et al (1986)
observe, SD as research, although distinctly different to classical experiments, is a
rigorous process nonetheless and worth including in the range of ISR methods.

Having discussed the appropriateness of SD as a research method, let us return to the
original discussion of the multi-methodological nature of ISR and of the current
research. The multi-methodological approach to research deals with the phenomenon
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being studied as a whole. It addresses the frequently expressed concern in IS research
that the application of a single research method to complex phenomena may lead to the
oversimplification of the phenomena and consequently fail to address the real
complexity of the phenomena being studied (Smithson, 1991). The current study aims
to contribute to a better understanding of a number of complex, interrelated phenomena
and, consequently, a multi-methodological approach, including SD as research, is used
in this research.

In addition to the SD method, the study also makes extensive use of the observational
methods, shown in Figure 3.1. Observational methods are used for a number of
purposes. Firstly, surveys and interviews were conducted to provide user requirements
for the prototype. These surveys and interviews took place in the pilot studies that were
a prelude to the current study (Hyland and Hasan 1997). Secondly, user observation is
used to learn more about novice and casual users and their use of the prototype. These
user observations provide useful data about casual and novice users and their ability to
work with recently developed technologies.

The description above shows the complex interconnection of research methods in this
study. These methods were applied at different times and for a variety of purposes. The
remainder of this chapter focuses on the chronological applications of these methods as
they occurred during the three main phases of this research, namely:
1. Defining the specifications for the proposed system
2. Development of the prototype
3. Testing and evaluation of the prototype
4. Recording and analysis of the results (of the two previous phases)

86

3.3 System specifications for the prototype
The specifications for the system can be divided into two broad categories: those
describing functional specifications i.e what the system must be able to do, and more
general characteristics that describe what the system must be like i.e how the system
will support the users.

Several methods were used to gather these initial specifications. Firstly, a detailed
examination of two existing SIS, CDATA and CMATRIX, was carried out.
Examination of these SIS gave rise to a set of minimal specifications for the proposed
system. Secondly, conventional systems analysis techniques, such as interviews and
questionnaires, were used to gather system specifications from potential users (Hyland
and Hasan, 1997). Thirdly, a pilot study (Hyland and Gould, 1998) was conducted as a
prelude to this study, involved in depth interviews of 23 employees of a local
government authority. These employees were selected on the basis that they were all
users of ESD. The interviews asked specifically about their frequency of use and the
types of analyses carried out. Analysis of the data collected by examination of existing
SIS and through these surveys and interviews gave rise to the following functional
specifications for the prototype These specifications were functional specifications i.e.
what the system needed to be able to do. The data gathered by these techniques was not
exhaustive i.e every type of potential user was not involved, but the data was thought to
be sufficiently detailed for the development of a prototype.

These were augmented by a review of the literature on casual and novice users, which
revealed a set of more general specifications for the prototype. These general
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specifications included specifications such as the need for online help, the need for a
safety net should the user become disoriented and so on. These specifications are not
functional specifications but instead describe what the system should be like. A list of
both the functional and general specifications are provided in the following section.

3.3.1 Functional specifications
The prototype should be able to meet as many as possible of the following functional
specifications. It should:
1. provide access to several sets of multi-dimensional statistical data having 5 or more
dimensions. For these data sets it should allow the user to:
1.1

produce 2, 3, 4 and 5-way tables by selecting the dimensions to be included
on either a row or column;

1.2

produce at least three charts for each of the tables described in 1.1;

1.3

manipulate the 3, 4 and 5-way tables so that any of the available dimensions
can be either the principal dimension for a row or column or a secondary
dimension for a row or column;

1.4

modify the tables and charts by aggregating, into pre-defined groupings, any
of the dimensions in the data set. These groupings will depend on the
dimensions themselves (i.e. some dimensions, like sex, can only be
aggregated once) but at least some of the 5 dimensions should be able to be
aggregated at 3 or more levels;

1.5

modify the tables and charts by aggregating, into user-defined groupings,
any of the dimensions in the data set;

1.6

modify the tables and charts by placing any of the available dimensions as
either rows or columns of the tables / charts;
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1.7

modify the tables and charts so that one or more members within a
dimension on the table can be hidden;

1.8

slice the table or chart i.e. modify the values displayed on a table or chart
(but not its structure) to show the values for a subset of the population
selected from the dimensions not yet included on the table or chart.

2. Provide a model of the data that is available so that users can determine whether the
data they seek is available. This should include the ability to
2.1

view the available dimensions in a data set, view the members within each
of the dimensions and view the hierarchical organisation of those member.s

3. Be able to integrate data from a number of sources. This would include the ability to:
3.1.store and access data from sources with different storage requirements;
3.2.provide a fast means of integrating new sources of data or updates of existing
data into the system and
3.3.provide a seamless interface between data from different sources at a
conceptual level so that there is little conceptual burden on the user when
moving between data sources.
4. Provide a means of integrating data from the system into reports and documents
with little or no effort. This would include the ability to:
4.1.transfer the tables and graphs to common applications such as the Excel
spreadsheet or Word for Windows word processor.
5. It would be desirable that the system be able to be accessed online from personal
computers at the workplace and from home. This would include the ability to:
5.1. access the system using a Web browser e.g. Netscape or Internet Explorer.
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3.3.2 General specifications
In addition to these functional specifications the general character of the prototype must
be able to support the target user group by having the following general specifications.
The prototype should:
6. Be easy to learn. To do this the prototype should:
6.1. provide adequate online help, suitable prompting and error trapping when users
make mistakes;
6.2. require no more than half an hour’s training to become familiar with the system;
6.3. allow users to produce complex tables with multiple dimensions and locate
specific data elements within these tables even within their first session with
the prototype.
7. Provide a flexible, non-formal and interactive interface and
8. Require the user to remember as little as possible about system operation.

3.4 Development of the prototype
Although a strong case can be made for including SD as a research method, or at least
an integral part of a research program, SD as research does not have a widely accepted
set of procedural or evaluative guidelines. In contrast, other research methods, such as
formal experiments, have well-established methods for conducting experiments,
building suitable controls and evaluating the results of the experiment. The lack of these
procedural and evaluative guidelines for SD is, in part, due to the newness of SD as a
research method and to the variety of systems that can be built and the methods that can
be used to build them.
Although a variety of SD methods are available, the goals of this research require the
development of a prototype only and so a prototyping method has been used. An
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essential part of the prototyping process is the selection of a development environment
appropriate to the specifications of the proposed system.

3.4.1 The selection of a development environment
Once a development method has been selected and system specifications have been
gathered, many tools and technologies can be used to develop the system or prototype.
A development tool could, for example, be a conventional programming language or a
“fourth generation” development tool-kit. These tool-kits allow developers to create an
application by combining commonly used components, such as menus, edit boxes, drop
down lists and so on. Depending on the system that was required, different technologies
might be selected to underpin the system. Available technologies would include,
amongst others, natural language processing, expert systems, simulation and modelling
and a

range of

database technologies including

relational,

graphical and

multidimensional databases. The combination of tools and technologies required will
vary from system to system and could be described as the development environment.

The combination of tools and technologies that would be used in any SD depends on the
specifications for that application. In the case of the research prototype, there appears to
be significant correspondence between the system specifications and the capabilities of
Online Analytical Processing (OLAP), as described in Chapter 2. Consequently, it was
decided to use OLAP as one of the technologies in the prototype.

Both the size of the potential data sets and the OLAP functions themselves posed a
problem for the dissemination of the prototype. This could have been resolved by using
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a client /server approach and providing access to a remote server, on which both the
OLAP application and the data sets would be stored. Although this solution was
technically feasible it would require prospective users to acquire a copy of the client
software and establish a communication link to the remote server. To simplify the
process for prospective users, it was decided to make the application available via the
Web.

Having decided on the use of OLAP as the underlying technology for the prototype, a
storage mechanism had to be selected. OLAP has two main forms: ROLAP uses
relational databases and MOLAP uses Multi-Dimensional Databases (MDDBs).
Because ESD is not normally provided in relational form it was decided to load the
necessary data into a multi-dimensional databases i.e. to use MOLAP. It was believed
that the MDDBs used in MOLAP applications would be very large and so this further
supported the decision to keep the data at a single location and to provide remote access
to that location via the Web.

A specific OLAP development application was required to create this database and the
OLAP interface to the database. The selected OLAP development application would
also need to be able to be deployed via the Web. A development environment called
Gentia © was found to provide all of the desired features and to be representative of the
better OLAP environments at that time. Further details of the Gentia environment and
the data used in the prototype are provided in the following two sections.
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3.4.2 The chosen development environment
The development of the prototype required a set of tools that would support the
production of MDDBs and the development of Web-based, OLAP applications. The
development tool that was selected was Gentia ©, a client/server, OLAP/MDDB
development environment. Gentia can access data from existing SQL databases, create
multi-dimensional databases, develop OLAP applications and present these applications
via a Web interface. Gentia runs on the MSDOS/Windows, Macintosh and Unix
operating systems, among others. At the time of selecting this product, Gentia was not
widely known but was one of the more advanced OLAP development environments.
The prototype was developed using a Pentium personal computer (running Windows
NT) as the client and a Solaris Enterprise 1 workstation (running Solaris) as the server.
All usability testing was done on a Pentium computer using Netscape as the browser.

3.4.3 Problem domain: census data
A special set of ESD was needed to ensure that both the development of MDDBs and
the usability testing were sufficiently complex. Such a set would need to contain many
records, many dimensions and some dimensions with members that could be organised
into multiple hierarchies. The data chosen was a 1% sample of the 1991 Australian
population census and contains unit data for 63000 dwellings, 67000 families and
168000 people. There are over 60 dimensions and the number of members in each
dimension varies from 2 (sexes) to 58 (field of highest qualification). The data was
deemed to be both large enough and complex enough for our purposes. Appendix H
(see Tables I1 to I3) shows the types of data found in the census.
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3.4.4 Limitations of the use of SD as a research method
Given that there are a many ways of carrying out SD as research, the method described
in this section has some limitations. These concern the choice of development method,
the development environment and the data used in the prototype.

Firstly, the choice of development method may have affected the results of the study
and the performance of the system might have been different had a prototyping
approach not been used. If a set of more formal specifications had been derived, perhaps
using another methodology, then a different system prototype might have resulted and
user performance with that system prototype might have differed from that observed
with the current prototype.

Of even more importance, is the choice of Gentia as the development environment. This
has had a direct influence on the functions provided in the prototype and the complexity
of the databases used, which in turn has an effect on the whole study. A number of
deficiencies that were observed in the Gentia development environment have become
more evident as a result of the rapid development of OLAP tools since the
commencement of the current study. Having said this, an examination of more recently
developed OLAP tools suggests that, although the interfaces of more recently developed
tools are impressive, the functionality of OLAP tools has not significantly changed.

It would appear that the ability of more recent tools to store MDDBs with more
dimensions would have had effected the complexity of tasks that could be carried out.
In the current study, multi-dimensional analyses were limited by the number of
dimensions that could be stored in a Gentia MDDB but more recent tools would have
allowed analyses with even more dimensions. For a number of reasons, it is unlikely
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that such analyses would have been included in this study, even had such a tool been
used. Firstly, the study is intended to establish performance benchmarks for carrying out
typical analysis and retrieval tasks using an OLAP tool. It is unlikely that analyses
involving more than 5 dimensions would be typical of the statistical analysis and
retrieval tasks carried out by casual or novice users. Since Gentia can produce and
manipulate MDDBs of this size or larger, it still remains a viable development
environment for the tasks required for the current study. Secondly, the tasks used in
testing were intentionally organised to allow the participants to become familiar with
the prototype while completing progressively harder and harder tasks. Following this
design, higher order multi-dimensional analyses would follow the tasks currently being
used in testing. This would, in turn, increase the amount of time taken to complete the
task set. Since it has already been necessary to reduce the number of tasks in the set to
make it acceptable to volunteer participants, it would be pointless to increase the
number of tasks again, especially if additional tasks were atypical. Should an analysis of
such higher order tasks be required, it would be better if it were carried out as a follow
up study to the current one. For both these reasons, the use of Gentia as a development
environment remains valid, even in light of recent developments in OLAP tools.

Other limitations experienced with Gentia relate to development of a Web interface.
Characteristics of that Web interface may have had an effect on user performance and
consequently on the results. These limitations appear to be typical of most Web
development environments and so do not suggest that another product would have been
more appropriate. Many of these limitations are discussed in detail in Chapter 4 (see
Section 4.3.3).
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Finally, as described in Chapter 3 (see Section 3.4.3), the prototype uses only one type
of statistical data, population census data. This has undoubtedly had an influence on the
research results. While the census data that was used in the MDDBs is believed to be
typical of statistical data generally, it is possible that there are characteristics of other
types of statistical data that are not fully represented in census data. For example, census
data may not be sufficiently complex or the relationships between dimensions in census
data may be simpler than those found in other types of statistical data. Consequently, the
results of the current study may not be generalisable to all types of statistical data.

3.5 Testing and evaluation of the prototype by usability testing
As explained previously, there are three reasons why the prototype must be tested and
evaluated. Firstly, the “proof by demonstration” of the prototype requires not only that
the prototype exists but also that it can be shown to perform acceptably when used by a
group of typical users. Secondly, the suitability of the prototype is not only dependent
on the ability of typical users to operate the prototype but also on the acceptability of the
prototype to such users. Obviously, typical users must have used the prototype before
they can evaluate its acceptability. Finally, user observation during usability testing
provides an opportunity to gather data about the ways in which they use the prototype,
the errors that they make, strategies they use and so on.

It should be recalled that the study is an exploratory, observational one rather than a
formal experimental process. This means that the study does not involve the application
of one or more treatments to the participants under controlled conditions. This is not to
say that an observational study is not conducted under controlled conditions or that
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rigorous processes are not employed in activities such as the selection of participants,
the development of tasks or the objectivity of the researcher.

As a result, testing and evaluation of the prototype comprised the following activities:
1. Selection of participants
2. Planning and conducting the usability testing
3. Development of training materials
4. Development of tasks
5. Selection of an evaluation instrument for user satisfaction

3.5.1 Selection of participants
A representative group of casual and novice users was required to test and evaluate the
prototype. The minimum acceptable size of the group might have been determined
using statistical power analysis (Kraemer & Thiemann, 1987), using the required critical
effect size and the required statistical power. The critical effect size is the minimum
change in the dependent variable that would be considered significant while the
statistical power is the likelihood that the evidence is convincing. The determination of
the critical size effect is based on the previous experience of the researcher and the
preliminary evidence available. Since the current study is exploratory and no
benchmarks exist for the performance measures used in the study, there is insufficient
information to determine an appropriate critical size effect and hence to calculate a
minimum sample size.

Instead, an acceptable minimum sample size was selected based on a meta-analysis
carried out by Nielsen and Levy (1994) of 57 studies similar to the current study. In
their meta-analysis they report that the median number of participants was 23 and the
mean number was 32. Based on these figures a sample size of 50 was selected as being
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more than sufficient.
Local government employees, who were know to by users of ESD, and both academic
staff and students at the University where the research was conducted were invited to
participate in the study. As a result, forty-six suitable respondents were identified.
Years of
Use ?

> 2 yrs
< 2 yrs

> 15 per month

> 5 yrs

Frequency
of Use ?

4-15 per
month

Years of
Use ?

Expert

2-5 yrs

>1

Casual

Session
length
(hrs)

1- 4
>4

Session
length
(hrs)

1- 4
>4

Expert
Expert
Expert
Expert
Expert

Session
length
(hrs)

>1

>1
1- 4
>4

Casual
Expert
Expert

< 2 yrs
Session
length
(hrs)

< 4 per month

Session
length
(hrs)

>1
1- 4
>4

>1
1- 4
>4

>5 yrs
Years of
Use ?

2-5 yrs

Session
length
(hrs)

< 2 yrs
Session
length
(hrs)

>1
1- 4
>4

Casual
Expert
Expert

Casual
Casual
Casual
Novice
Casual
Casual

>1

Novice

1- 4
>4

Casual
Casual

Figure 3.2 A proposed decision tree for the identification of casual and novice
users
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Using the decision tree shown in Figure 3.2, all respondents were classified as either
expert, casual or novice users of ESD based on their responses to the User Profile
Questionnaire (Appendix A) The decision tree is based on the three characteristics of
casual and novice users most frequently used in the various studies described in Chapter
2 (see Section 2.5). (Data about an additional characteristic, task variability, was also
collected but was thought not to be as significant as the other characteristics and was not
included in the decision tree). Each of the characteristics used in the decision tree has
been divided into three levels of experience. This division is not entirely consistent with
the usage in the literature, as some authors used only two levels for the characteristics.
Some authors do use three levels, however, and it was thought that three levels would
improve the accuracy of the model. The cut-off points for each of the levels are also
based on a review of the literature and although these values are open to debate, they are
certainly consistent with the general trends in the literature.

No distinction was made between participants on the basis of this model during the
usability testing sessions, themselves i.e. all participants, regardless of level of expertise
carried out an identical process. The model was only used during the statistical analysis
of participant performance (see Chapter 5).

Of the forty-six respondents, five were classified as being experts with ESD. Although
the experts were outside of the target group, they were included in the usability testing,
as their results could be used in comparisons with the casual and novice users (see
Chapter 5). It should be understood, however, that the expert users have been excluded
from many of the results reported in later chapters. It would be misleading, for example,
to include the times or error rates for experts in the overall performance assessment of
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the prototype. Their inclusion would most likely improve the performance measures for
the prototype but those performances would not be typical of casual and novice users.
The results from expert users will only be used in comparisons with the target group and
will be clearly labelled as such.

All forty six of the respondents participated in the usability testing but eight sets of
interactions were excluded from the detailed analysis of results either because these
participants did not complete a significant proportion of the tasks or because they
violated the procedures in a significant way e.g. completed all tasks in a single mode.
During the statistical analysis of the results (see Chapter 5), two further participants
were eliminated because their results were extreme outliers and the behaviour of the
participants was shown to be highly atypical of the rest of the sample. Further
discussion of the reason for their exclusion is given in Chapter 5 (see Section 5.2). Not
including the expert users of ESD, there were thirty-one sets of useable results; eighteen
novice users and thirteen casual users. While this number was less than was originally
planned, it is still comparable to those in studies described by Nielsen and Levy (1994

Suitability and Representativeness of the Participants:
The thirty-one participants described above satisfied the working definition of casual
and novice users implicit in the decision tree shown in Figure 3.2, and so appear to be
suitable for the purposes of the study. Several of these participants, at first glance might
appear to be unsuitable because they indicated that they had no previous exposure to
ESD. This is not the case, however, as the study is concerned with casual and novice
users and, by definition, a complete novice would have no prior experience with ESD.
Indeed, the inclusion of complete novices is quite important in selecting a sample.
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It is difficult to ensure that the participants are representative of casual and novice users
of ESD generally because there is little or nothing in the literature about the
demographic characteristics of such users. Information provided by the Australian
Bureau of Statistics (ABS, 1993a) does suggest that students and researchers often use
ESD. The pilot studies conducted as a prelude to the current research (Hyland and
Hasan, 1997) strongly suggest that professional staff in local government are also casual
users of ESD. The participants in the current study clearly fall within one or other of
these groups but may not be representative of all users of ESD. The demographic data
(see Appendix B) from the User Profile Questionnaire show that there are roughly equal
number of males and females, participants are between 19 and 65 years of age and have
a reasonably high level of education (all have a higher school certificate or tertiary
qualifications). The sample does not contain senior high school students or older people
in the community who might also be users of ESD. This is a weakness in the sample but
the sample does appear to represent the majority of casual and novice users of ESD.

Limitations of the selection process.
The process for selecting participants has some minor limitations. The fact that all
participants were volunteers raises some questions about their representativeness. This
is of course a common problem in any study involving voluntary participants. Secondly
the use of broadcast E-mail to contact academic staff may have eliminated some staff
who do not use E-mail and consequently skewed the sample towards those who were
more computer literate. This is unlikely to be a major influence.
Although the wording of requests for volunteers was chosen so as to avoid a bias
towards computer users, analysis of the respondents’ profiles suggest that most
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respondents were, in fact, quite expert computer users. This will produce some bias in
the results but can be controlled by appropriate statistical analysis (see Chapter 5).

3.5.2 Pre-test and pilot tests
Having developed an initial plan for the usability testing, pre-tests and pilot tests were
conducted with a secondary school teacher, two secondary school students and three
academics. These initial tests had two significant effects on the usability testing. Firstly,
it was found that usability testing sessions took far longer than was considered
reasonable for volunteer participants. The prototype used in the pilot tests and pre-tests
provided four separate modes of interaction, which are described in Chapter 4 (see
Figure 4.9). To reduce the time taken for each usability testing session, the prototype
was reduced to only two modes of interaction: Table Mode and Value Mode (see
Chapter 4, Section 4.2.2). Using only these two modes reduced the complexity of the
usability testing because the task set was halved, covering only the remaining two
modes of interaction rather than four. This made it quite feasible for participants to
complete the set of tasks in a reasonable time.

Secondly, a number of problems were encountered when analysing the data contained in
video recordings of the pre-tests and pilot tests. Most of these difficulties arose from the
open-ended nature of the usability testing sessions, during which participants were able
to develop their own strategies for completing tasks and for moving from one task to
another. This produced significant variation in the way participants behaved and made it
difficult to record the times of the start and end points of tasks. A set of rules for
analysing the video recordings was developed and details of these rules are given in
Section 3.6.1.
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3.5.3 Planning and conducting the usability testing sessions
The initial plan for the usability testing was that the participants would a) receive a brief
period of training (about 15 minutes), b) complete a set of representative tasks and c)
complete an evaluation sheet. Usability testing sessions were conducted with one
volunteer at a time. All participants used the prototype in the same room and on the
same computer. No significant changes were made to the room except the movement of
a video camera depending on whether the participant was right or left handed. All
participants were given a brief explanation of the nature of the prototype, the type of
data that they would be using and the process that they would be going through. This
description was based on a prepared script but minor variations may have occurred from
one participant to the next. These may have introduced minor biases either because of
the level of information provided or the mental or emotional state of the participant.

All participants were then given the same three sets of printed materials. These were:
•

a set of training activities to be carried out using the prototype (see Appendix C).

•

a set of typical tasks to be carried out using the prototype (see Appendices E to G)

•

an evaluation sheet (see Appendix G).

Participants were instructed to carry out the training activities and, when they were
ready, to carry out the tasks. They were instructed that they should carry out the tasks in
the order that they were given on the sheets. They were also instructed to complete the
evaluation sheet when they had completed the tasks. After these instructions had been
given and the participants had indicated that they understood the procedure, each
participant’s interactions with the prototype were recorded by video recording the image
on the computer screen.
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At about twenty minute intervals, the investigator would return to the room, check if
everything was in order and that the video camera was recording correctly.
Occasionally, during these checking activities, participants would ask questions about
the process or about the performance of the prototype. Brief answers were provided
only where it would not invalidate any part of the process. Given that the majority of the
analysis in the study is statistical in nature, these interruptions should not have a
significant effect as they applied to each participant with approximately the same
frequency and duration.

3.5.4 Development of training materials
It was necessary to familiarise the participants with the prototype prior to their being
asked to carry out a set of representative tasks. To minimise the variability in the
training regime and to minimise any possible bias on the part of the researcher or the
participants, it was decided neither to instruct participants verbally nor to allow them to
experiment, at length, with the prototype. Instead, all participants were given the same
set of written instructions to follow in a hands-on training session with the prototype.

One of the objectives of the usability testing was to learn whether participants could
apply different OLAP functions to complete tasks. For this reason, it was important that
the training materials did not present participants with one or two simple strategies that
could be used to complete all the tasks. Such a training approach would only allow us to
determine whether participants could select the appropriate strategy for a particular type
of task. Instead, the training materials only showed the participants how to select a
database and how to use the various OLAP functions, not how to combine these
functions to complete tasks.
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Limitations of the training materials
Clearly, the training materials are more suited to people whose learning type is visual
rather than auditory or kinaesthetic and so the results may be affected by this choice of
training. Secondly, the didactic approach taken in the training materials may be more
appropriate to some participants than to others.

More importantly, several of the

participants were from non-English speaking backgrounds and may have had difficulties
with the lengthy written instructions. In all of these cases however, the variation among
participants was randomly distributed across the casual and novice user types, and so it
was not expected to significantly affect the statistical analysis of the results.

3.5.5 Development of tasks
To evaluate the effectiveness of the prototype it was necessary to develop a set of tasks
that could be carried out by the participants, preferably without intervention by the
researcher. To meet all the goals of the research, this set of tasks had to have the
following characteristics:
!"Be able to be carried out in a limited amount of time
!"Be representative of the tasks carried out in normal usage
!"Cover both Value and Table Modes
!"Provide a range of difficulties within each mode
!"Require the participants to locate a specific data set
!"Select one or other mode, depending on the data required.

A set of eighteen tasks was developed and organised as follows:
!"seven tasks in Table Mode
!"seven tasks in Value Mode and
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!"four Mixed tasks - tasks for which the participant could select either mode.
(see Appendices E to G)

The order in which participants were asked to carry out these three sets of tasks was
significant for two reasons. Firstly, the Mixed tasks were always done last because the
Mixed tasks were intended to test whether a) participants had a preference for one mode
of interaction over another and b) whether participants could distinguish between tasks
that were more suited to one mode than another. Consequently, Mixed tasks were
always done last, to ensure that participants were already familiar with both Table and
Value Modes of interaction.

Secondly, one half of the participants did the Value Mode tasks before the Table Mode
tasks while the other half did the Table Mode tasks before the Value Mode tasks. This
was done to eliminate any recency effect – a variation in behaviour because the
participant had recently used one mode and not the other. For example, a participant
might perform better in Table Mode than in Value Mode because the training exercises
concluded in Table Mode and the participant could remember that mode better.
Similarly, a participant might prefer to use one mode rather than another simply because
it was the mode they had used most recently. The allocation of participants to these
variations in treatment was done randomly.

The tasks in both Value Mode and Table Mode were organised as follows. The first two
tasks required the participant to define only single rules or create only a simple, twoway table. These were followed by four progressively more difficult tasks. In Value
Mode, the number of rules required for each task were increased and two tasks required
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the use of negative rules – where a member was excluded from the population. In Table
Mode, the number of dimensions required for each task was increased and tasks were
presented in such a way that more advanced OLAP functions provided a faster method
of moving from one task to the next. For example, participants could go from the fifth
Table Mode task (T5) to the sixth Table Mode task (T6) by removing a dimension
rather than by starting a new table and adding all the dimensions required for the sixth
task.

In both Table and Value Modes participants were told which data set to use, in all of the
first six tasks. For both Value and Table Mode, the seventh task (V7 and T7) did not
provide the participant with the name of the required data set. Instead, the task gave a
list of dimensions that would be required to complete the task. This meant that the
participant needed to browse though the data sets and select an appropriate set.

Mixed tasks were structured so that the first and third task were more easily
accomplished in Value Mode while the second and fourth tasks were more easily
accomplished in Table Mode. This was achieved by requiring the participant to locate
only one value in tasks M1 and M3 but two and three values in tasks M2 and M4,
respectively. This organisation of tasks gave participants the opportunity to select a
mode either on the basis of personal preference or because of efficacy.

3.5.6 Selection of an evaluation instrument for user satisfaction
One objective of the usability testing is to demonstrate that the prototype is acceptable
to typical users of ESD. Both perceived usefulness and perceived ease of use of the
system have been shown to be clear indicators of the acceptance of systems by users
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and a validated instrument has been produced to measure both of these (Davis, 1989).
This instrument has been shown to be appropriate for evaluating system prototypes with
which users have only limited experience - less than one hour. This corresponds well
with the planned duration of usability testing in the study.

The instrument uses six questions for each of perceived ease of use and perceived
usefulness In this study, the questions were presented as seven-point Likert scales
having the anchors “Not at all” and “Definitely” (see Appendix G).

Participants were also asked to rate their level of confidence in their answers using a
seven point Likert scale. This was not a validated instrument but participant confidence
was only a minor consideration in this study and so the single Likert scale was
considered to be sufficient. Similarly, participants were given the opportunity to make
open-ended responses about the performance of the prototype (see Appendix G).

3.6 Methods used in recording and analysis of the results
At the completion of the usability testing, several sources of information were available
about the participants, about their performance with the prototype and about their level
of satisfaction with the prototype. The User Profile Questionnaire provided data about
the participants’ demographic background and their level of computer and ESD
experience. The completed task sheets provided information about the correctness of the
participants’ answers to the tasks.

The Evaluation Sheet provided data about the

participants’ perceptions of ease of use, usefulness and their confidence with the
prototype. In addition, the Evaluation Sheet contained responses to open-ended
questions about each participant’s experience with the prototype.
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Finally, the video recordings provided data about a range of performance measures.
Using the clock in the video recorder, measurements were made of:
•

the time it took to carry out each part of the training exercise,

•

the time to complete each task,

•

the time spent recovering from any errors in each task and

•

the time taken to locate the required data set (in tasks V7 and T7 as described above)

In addition to these times, records were kept of:
• the number of errors made by participants;
• the various strategies used by participants to complete each task;
• the number of times participants used the Help function;
• the number of times participants checked the rules that had been defined.

As described in Section 3.5.2, pre-tests and pilot-tests revealed a number of problems in
recording the data from video recordings. To address these problems a set of rules for
analysing the video recordings was developed. These procedural rules covered:
•

the definition of an error and the time it took

•

the start and end points of tasks and

•

the method of recording strategies used.

3.6.1 Recording of errors
For the purposes of the study, any interaction with the prototype that did not lead
directly to the completion of a task or to clarifying system status was considered to be
an error. This usage is consistent with those described in Chapter 2 (see Section 2.6.4).
109

For example, a participant might select a value from a list and then repeat the process,
selecting exactly the same value again. While the first selection process was useful, the
second was not and so it was counted as an error. In practice, the first part of the
definition was operationalised by asking, of any interaction – could the participant have
completed this task without this interaction?

The second part of the definition refers to checking system status. Many participants
used the Help function or checked the number of rules that they had defined. These
interactions did not directly lead to the completion of the task and it could be argued
that the participant could have finished the task without this interaction. This argument
is invalid because the participant might have forgotten how to do something and could
not proceed further without using the Help function. The second part of the definition,
then, accepts checks of system status as being necessary parts of the task for specific
participants. On occasion, participants carried out other actions that did not lead to the
completion of the task but which were considered as system checks. For example, some
participants would zoom in on a dimension and then zoom back out. This may have
been done to check that the required member was part of the dimension being used.
Such apparent uses of system functions to check the status were not counted as errors.

Another issue associated with errors was the measurement of the time that an error took.
In the study, the operational definition used for the time an error took was: the time
from the first action that was part of an error to the point where the error is realised and
corrected i.e. the time taken to return to an identical point to the one before the error
was made. This definition serves two purposes. Firstly, it represents errors as being
more than simple, mechanical interactions that are, themselves, too brief to measure and
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of little or no significance. It records some or all of the time spent by the participant in
dealing with both the cognitive and manual tasks associated with the error condition.

Secondly, the measurement of error times was intended to provide an estimate of the
robustness of the system i.e. the extent to which the system provided a safety net,
allowing participants to make errors and recover from them. Measuring error time, as
described above, provides a measurement of the effectiveness of the prototype both in
minimising errors and in minimising the delay caused by errors that cannot be trapped.

The definition, given above, was very effective in practice and the times recorded for
errors are at least consistently calculated, allowing comparisons to be made between
tasks and participants. It was effective in dealing with both minor errors, such as
selecting a wrong variable from a list, and lengthy errors caused by weaknesses in the
error trapping or by unusual behaviour on the part of participants. For example, some
participants switched modes while carrying out a task, causing the work done in the
original mode to be lost. Such errors could take a long time to deal with.

3.6.2 Start and end point of tasks
The times taken to complete a task were more difficult to measure than was expected.
The video recording only captured the screen image and not what the participant was
doing with his or her hands. This meant that, at the end of a task, it was often impossible
to tell when a participant had recorded an answer to one task and had started reading the
instructions for the next task. At times, it was possible to hear a participant put down his
or her pen after writing down an answer but it was still unclear whether those
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participants were still thinking about the task they had just completed or were planning
a strategy for the next task.

To remove this vagueness, it was decided to use clear-cut points to define the start and
end of each task. Each of these start and end points was defined in terms of a system
state as shown on the screen. For example, one end point for a task in Value Mode was
that point when the participant added the last rule necessary to get his or her final
answer, even if the final answer was incorrect, as it sometimes was.

The situation was even more difficult in Table Mode where the participants were free to
use a variety of functions at any time. The end point for a task was defined as being that
point where the participant’s final answer was displayed on a table, even if that answer
was off screen because of the size of the table.

The definitions of both start points and end points were effective in the sense that the
start and end points could always be pinpointed accurately. However, neither definition
took account of the manual or cognitive processes that may have taken place, for
example, after an end point had been reached. These processes can be explained by two
examples.

In Value Mode, after participants had applied the final rule that resulted in their final
answer being displayed, many participants would apparently write down the answer and
move on to the next task immediately. Others would spend considerable time before
starting the next task. It is clear from the video recording that participants who delayed
starting the next task were not engaged in any manual activity but they may have been
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reading information displayed on the screen and using it to ensure that the answer being
displayed was the correct answer. In this case, the lengthy delays should be counted as
part of the completed task. Alternatively, participants who delayed the next task may
have been reading the next task and working out a strategy to move from the completed
task to the next, in which case the delay should be added to the next task and not the one
that had just been completed.

With no way of resolving this uncertainty it was decided to record two times for each
task, one based on the last action necessary for the completion of a task and the other on
the first action clearly associated with the next task. For any one task, these two times
are effectively the lower limit and the upper limit of the actual time that a specific
participant can be said to have taken. Both measures are deficient in their representation
of the actual task times but, when applied consistently, they provide times that can be
used for comparisons between participants or between tasks. The description of these
two different times could easily lead to confusion in later parts of the thesis so the terms
“lower time” and “upper time” will be used, as described above. In general, the upper
time is the more frequently used in the remainder of the thesis.

3.6.3 Strategies used
One of the objectives of the usability testing was to explore the strategies used by the
participants to complete tasks and to move between tasks. To promote the evolution of
such strategies by participants, the training materials intentionally did not demonstrate
the use of particular strategies and the tasks were intentionally structured so as to
produce a variety of situations that might prompt participants to develop new strategies.
The organisation of the training materials and tasks does seem to have been effective in
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promoting the use of a variety of strategies. However, this variability meant that a
robust definition of strategies was required.

A strategy was defined as a sequence of actions that a participant used to produce an
answer to task. This definition has three implications:
•

the unit of analysis is the task and sequences of actions that only accomplished part
of a task are not regarded as strategies.

•

only those sequences of actions that resulted in the participant producing an answer,
whether that answer was right or wrong, were recorded as strategies.

•

sequences of actions that participants used in making and recovering from errors
were eliminated from the description of strategies.

Since the unit of analysis is the task, the start of a strategy is the first action taken by the
participant in any task. Given the difficulties described above regarding the
identification of task start points, this definition may appear problematic. However, the
problem above related to the time that elapsed between actually starting a task and the
first interaction with the prototype. When recording strategies, the time is irrelevant, it is
only the actual interactions with the prototype that constitute a strategy and these could
always be identified exactly in the video recordings. Once participants had completed a
task, it was relatively simple to identify the action that began the next task. These
actions were usually the selection of a new data set or the use of the New Table or New
Value functions. In some cases, participants moved from one task to another by adding
an additional dimension to a table or by removing an existing dimension from a table.
Although these actions could conceivably have been part of the previous task, it was
always apparent, from the dimensions being added or removed, that these actions were,
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in fact, reasonable actions to take only in the subsequent task and so no confusion
occurred. Thus, the definition of the start of a strategy was the first action that was
unequivocally directed towards the completion of a new task.

One last point needs to be made about the recording of strategies. Some participants
carried out tasks in more than one way i.e. using more than one strategy. In many cases,
a participant would employ some strategy, realise the weakness of the strategy and
develop another more successful strategy that resulted in the participant recording an
answer. It was decided to record only that strategy which actually gave rise to the
participant’s answer. This became more of an issue when some participants returned to
a task at a later stage, used a different strategy to the original one and altered their
original answer. The definition of a strategy was modified to include only that set of
actions that led to the participant recording his or her final answer. In several cases,
participants recorded an answer after some initial strategy and then went on to
experiment with alternative strategies. It was decided not to record these experimental
strategies and to extend the procedural definition given above as follows: a strategy is
that set of actions that enabled a participant to record his or her final answer, regardless
of the use of other strategies after that answer was recorded. This definition was found
to be quite effective and resolved most ambiguities.

3.6.4 Data recorded for each participant
Using the various operational definitions described above, the following data were
recorded for each participant:
!"four values for ESD experience, and four values for computer experience,
!"four demographic characteristics; age, sex, highest qualification and employment
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!"the mode in which each participant started the tasks; Value or Table
!"the times taken for each part of the training activities.

For each task in Value Mode or Table Mode,
!"The correctness of the answer, the upper and lower time for each task, the number of
errors and the time spent dealing with errors, the number of times the set of rules
was checked and the strategy used in the task.

For the task of locating an unspecified data set (prior to tasks V7 and T7)
!"The time to locate the correct data set, the number of errors made and the error time

For each task in the Mixed set of tasks
!"The same values as for Value and Table Mode plus the mode used for the task and
any time spent moving between modes (some participants tried one mode then
switched to another to complete the task).

From the User Evaluation Sheet,
!"six values for the participant’s rating of ease of use of the prototype, six values for
the participant’s rating of the usefulness of the prototype and one value for the
participant’s rating of his or her confidence in the correctness of the answers to
tasks.

These data were entered into an Excel spreadsheet and a number of corrections and
summary values were calculated. The corrections were used to estimate missing values
when a participant did not complete all of the tasks. A detailed description of the
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correction method used is given in Chapter 5 (see Section 5.2). All of the calculated
values marked with an asterisk in the list below include a correction for missing values.
The calculated values included:
!"A classification for each participant as a novice, casual or expert ESD user based on
the ESD experience values
!"The total time spent on training *
!"The ‘Number Correct’ (NC) * i.e the total number of correct answers in all tasks
!"‘Task Time’ (TT) i.e the sum of all the upper times used in all tasks *
!"‘Number of Errors’ (NE) made by the participants in all tasks *
!" the ‘Error Time’ (ET) i.e. the total time spent dealing with errors in all tasks *
!"the ‘Perceived Usefulness’ (PU) i.e. the mean of the six values provide by each
participant
!"the Perceived Ease of Use (PEU) i.e. the mean of the six values provide by each
participant

All these values were later exported to SPSS for statistical analysis. Some additional
values were found to be necessary and these were calculated directly in SPSS. These
additional values will be explained as they are discussed.

The statistical analysis was required to achieve two of the goals of the research. Firstly,
analyses of variance were carried out to determine if there were significant differences
in performance between groups of users, based on the model shown in Figure 3.2.
ANOVAs were carried out for each of six performance measures for differences
between expert, casual and novice users of ESD and also for differences between more
expert and less expert computer users. Linear regressions were carried out in an attempt
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to develop better models of performance based on specific user attributes, such as
frequency of use and years of use, rather than on the basis of dichotomous or
trichotomous models. The underlying assumptions of the ANOVA is that the
populations being studied are normally distributed and of approximately equal
variances. The assumptions of the linear regression method are that the residuals
resulting from the regression analysis are independent, normally distributed values, of
approximately equal variances To ensure that these conditions were met, various tests,
such as the Shapiro-Wilk test for normality and the Levene test for variance
homogeneity, were conducted on the relevant populations or residuals. Correlations
between performance measures and other tests for collinearity were also conducted.

3.6.5 Limitations of the recording process
Even after the various operational rules were developed to minimise bias in the
recording process, some variation in interpretation still occurred. The behaviour of some
users was so unusual that the researcher occasionally had to interpret the operational
rules, possibly introducing some bias.

In addition to these sources of bias, there was another source of variation in the usability
testing. The speed of the network through which participants accessed the Web varied
from day to day. This meant that some users took longer than others to complete tasks
because of the network performance. The impact of this was controlled by subtracting
any network delays from the time taken to carry out tasks or to recover from errors.
However, on one or two occasions, the delays, while still relatively short, were
sufficient to have an adverse effect on the concentration of the participants. The
scheduling of usability test sessions was entirely dependent on the availability of the
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participant and so would have been highly randomised. This randomisation would have
controlled any effect that variations in network speed would have had.

In a formal experiment these could have been quite significant. In an exploratory study
of this kind, it was thought that such variations would not unduly affect the results.

3.7 Conclusion
This chapter restates the goals of this research and demonstrates the need for a multimethodological approach to IS research to meet these goals. Two main groups of
research methods: system development and observation, are described and their use in
the current study is justified. The specific methods, taken from these two main groups,
are explained and detailed descriptions of the procedures used in the study are given.
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CHAPTER 4

DEVELOPMENT OF THE RESEARCH PROTOTYPE
4.1 Introduction
Chapter 3 has described a multi-methodological approach to information systems
research and justified the appropriateness of this approach for the current study. The
methods that have been used in this study have been identified and detailed descriptions
of how each of those methods has been employed in the study are provided. The next
three chapters, present the results of the application of these methods.

This chapter presents the first two of four sets of results by describing the development
of a research prototype using a combination of Online Analytical Processing (OLAP),
Multi-Dimensional Databases (MDDB) and the World Wide Web. The development
process was carefully recorded and reflection on that process has contributed to the first
two of the goals of this research, namely:
•

To develop a prototype that integrates a number of recently developed technologies
and to demonstrate that the prototype meets the needs of casual and novice users of
ESD.

•

To learn about the use of the proposed combination of technologies to build systems
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To fully realise the first of these two goals, it is necessary not only to build a prototype
but also to demonstrate that the prototype meets the needs of the intended users. A
detailed set of specifications for the prototype has been given in Chapter 3 (see Section
3.3). The prototype was tested by a group of casual and novice users and the results of
that testing and evaluation will be presented in the following three chapters. The results
of the testing included in this chapter will demonstrate that the prototype provides the
majority of functional specifications of a system to meet the needs of casual and novice
users of External Statistical Data (ESD).

4.2 Developing the research prototype
The first goal of the research is to further understand the development of systems using
a combination of recently developed technologies. The prototype, named Abacus, was
developed using the development environment described in Section 3.4.2 and with the
data described in Section 3.4.3. Because the Abacus prototype integrated a number of
technologies, namely MDDB, OLAP and the Web, it was necessary to carry out the
following tasks:
•

produce a number of MDDBs containing typical ESD

•

produce an OLAP application/interface to these MDDBs

•

deploy both of these via the Web.

4.2.1 Development of a number of MDDBs
Using the data described in Section 3.4.3, a number of database designs were possible.
Following the prototyping methodology, a number of designs were built and tested
before settling on a final design.
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The first decision that was made was to produce separate MDDBs for each of the
entities that were contained in the original census data file. The file contained data about
each person in the census, the family to which that person belonged and the dwelling in
which that family lived. There was usually more than one person in a family and so
there were usually several sets of data about people for each family. Similarly, there
could be multiple families in a dwelling and so there could be multiple sets of family
data for each dwelling. These one-to-many relationships between families and dwellings
and between people and families were preserved in the data in the original source file by
the use of nested sets of data, as shown in Figure 4.1. Data about all the families who
shared a dwelling were grouped together and located after the data about the dwelling.
Data about the people who made up each family were also grouped together and located
after the data about the family.

Dwelling 1 Dwelling type Structure
Family 1.1

Family 1.2

Ownership

Vehicles

Landlord

Family type

Income

Location

Size

Person 1.1.1

Age

Ethnicity

Sex

Person 1.1.2

Age

Ethnicity

Sex

Family type

Income

Location

Size

Person 1.2.1

Age

Ethnicity

Sex

Ownership

Vehicles

Landlord

Family type

Income

Location

Size

Person 2.1.1

Age

Ethnicity

Sex

Dwelling 2 Dwelling type Structure
Family 2.1

Figure 4.1 Structure of the original data file
Given the structure shown above, it would have been possible to duplicate both the
Dwelling data and the Family data for each individual person and so allow the person to
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inherit their dwelling and family details as additional dimensions. For example, a Person
would have Sex and Age dimensions from their Person data, Family Type and Family
Size dimensions from their Family data and Dwelling Type and Landlord Type
dimensions from their Dwelling data, as shown in Figure 4.2.

All dwelling dimensions

All family dimensions

All person dimensions

Dwelling type … Landlord Family type … Size Person 1.1.1 Age

…

Sex

Dwelling type … Landlord Family type … Size Person 1.1.2 Age

…

Sex

Dwelling type … Landlord Family type … Size Person 1.2.1 Age

…

Sex

Figure 4.2 One possible reorganisation of source data

One of the aims of the prototyping phase was to see if the Abacus prototype could be
developed to access multiple sets of ESD. For this reason it was decided to separate the
Person, Family and Dwelling data and treat each of these types of data as separate data
sets. It would then be possible to test the prototype’s ability to access at least three
different types of data. The structure of the data for each entity is shown in Figure 4.3

Dwelling 1 Dwelling type Structure …
Dwelling
Dwelling 2 Dwelling type Structure …
data

Family data

Ownership Vehicles Landlord
Ownership Vehicles Landlord

Family 1.1

Family type

Income … Location Size

Family 1.2

Family type

Income … Location Size

Family 2.1

Family type

Income … Location Size

Person data

Person 1.1.1 Age …

Ethnicity Sex

Person 1.1.2 Age …

Ethnicity Sex

Person 1.2.1 Age …

Ethnicity Sex

Person 2.1.1 Age …

Ethnicity Sex

Figure 4.3 Final organisation of source data
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It was intended that each of the sets of data in Figure 4.3 would be stored in an
independent MDDB. Although this reduces the complexity of the data and limits the
analyses that can be carried out with that data, it was thought that the remaining data
sets were still sufficiently complex to be used in both the development of MDDBs and
for usability testing.

Initial database design and production
Gentia provides two methods for storing multi-dimensional data: the Gentia Analytical
Database (GADB) and the Business Model / Base Model (BMBM). Both these methods
require the developer to define a “model” for the data to be used. The term model is
used in Gentia to describe a set of meta-data about the dimensions being used and the
levels of aggregation for those dimensions In Gentia, these meta-data must contain at
least two dimensions: a variable dimension (or measure) and a Time dimension. The
Time dimension is an identifier dimension and is mandatory in a Gentia MDDB. The
Time dimension supports time series data but was not appropriate for the census data
being used, so it was given the fixed value of “1991”. The variable dimension was a
simple count of the entities described in each MDDB i.e. a count of People, Families or
Dwellings, depending on the MDDB. If any variable dimensions had been calculated
from the original variable dimensions, the rules for calculations would also be included
in the meta-data. However, there were no calculated variables used in the prototype. An
example of a model is shown in Appendix H (see Table H4).

The main difference between a GADB and a BMBM is the location of the data in
relation to the meta-data. A GADB is a self contained MDDB and contains both the
actual data and the meta-data for the MDDB, as shown in Figure 4.4.
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User
Interface

Family meta-data

Person meta-data

Dwelling meta-data

Family data

Person data

Dwelling data

Figure 4.4 Architecture for original MDDB prototype using 3 GADBs
On the other hand, a BMBM has a separate set of meta-data, the Business Model,
describing the data contained in several MDDBs, which Gentia describes as Base
Models, as shown in Figure 4.5. Base Models can contain all of the data described in a
Business Model or a subset of that data and so are more flexible than GADBs.
User
Interface

Business Model meta-data about
Families

Families
Base Model

Business Model meta-data about
People

Business Model meta-data about
Dwellings

People
Base Model

Dwellings
Base Model

Additional Base Models, as required
Figure 4.5 Architecture using 3 Business Models and several Base Models
The first storage mechanism used was a GADB. Small sets of meta-data with only two
or three dimensions, were defined for Family data and the data from the census file was
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uploaded into a GADB. This process was done within half an hour and appeared to have
correctly stored the data. However, when GADBs with more dimensions and, hence,
more members, were produced, there were significant performance problems. The
larger GADBs took over 4 hours to load and produced files in the order of several
Gigabytes

To overcome this problem, the meta-data for each of the main data sets i.e. Dwellings,
Families and People, was divided into 3 smaller sets of meta-data and each of these was
used to produce a smaller GADB. Each of the resultant GADBs contained a variable
dimension and six identifier dimensions, including Time. These GADBs were thought
to be sufficiently complex for the testing and evaluation phase. The smaller GADBs
worked without apparent problem, demonstrating the feasibility of producing several
GADBs containing typical ESD. This gave rise to the architecture in Figure 4.6.

User
Interface

Meta-data

Meta-data

Meta-data

Families A data

People A data

Dwellings A data

Meta-data

Meta-data

Meta-data

Families B data

People B data

Dwellings B data

Meta-data

Meta-data

Meta-data

Families C data

People C data

Dwellings C data
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Figure 4.6 Architecture using 3 GADBs for each data set
The second MDDB storage mechanism provided by Gentia, the Business Model/Base
Model, was also used to store the census data. The problem with long upload times and
enormous file sizes occurred with this approach as well. To overcome this, three
Business Models were defined, one for Person data, one for Family data and one for
Dwelling data. For each one of these three Business Models, three Base Models were
produced, as shown in Figure 4.7.

User
Interface

Business model
– all meta-data
about Families

Business model all meta-data
about People

Business model
– all meta-data
aboutDwellings

Families A
Base Model

People A
Base Model

Dwellings A
Base Model

Families B
Base Model

People B
Base Model

Dwellings B
Base Model

Families C
Base Model

People C
Base Model

Dwellings B
Base Model

Figure 4.7 Architecture using Business Models and multiple Base Models
Each of these Base Models contained a variable dimension and six identifier
dimensions, including Time, as shown in Appendix H (see Table H5). This was thought
to provide sufficient complexity for the usability testing. The Business Model/Base
Model approach worked well in cases where fewer than seven dimensions were used.
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The Gentia environment provides a third storage mechanism called a Join Model. A
Join Model is a Base Model that contains all of the dimensions and members in two or
more previously defined Base Models. It does not contain any data, only a meta-data
definition. Gentia generates the numerical values to populate the Join Model from the
stored values in the component Base Models when the Join Model is used. Join Models
perform more slowly than Base Models but make larger data sets possible without a
corresponding increase in file size. This architecture is shown in Figure 4.8.

User
Interface

Business Model
- all meta-data
about Families

Business Model
- all meta-data
about People

Business Model
-all meta-data
about Dwellings

Families A
Base Model

People A
Base Model

Dwellings A
Base Model

Families B
Base Model

People B
Base Model

Dwellings B
Base Model

Families
Join

People
Join Model

Dwellings
Join Model

Figure 4.8 Architecture using Business Models, Base Models and Join Models
For example, using the architecture shown above, a Join Model could be defined for
People based upon the meta-data definition contained in the People Business Model and
drawing its data from the Base Models: People A and People B. If People A contained
the dimensions Age and Sex while People B contained the dimensions Income and
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Ethnicity, a Join Model could contain data for all four of these dimensions: Age, Sex,
Income and Ethnicity.

Join Models are appealing because they allow any dimensions within the overall
Business Model to be combined in a Join Model while still allowing the Base Models to
be structured so as to minimise storage needs. In theory, users could define their own
Join Models but, since Join Models do not store data on disc but are only generated
when the Model is accessed, users would have to wait for the Join Model to be
populated with data. This would only be feasible, however, if the time taken to generate
a Join Model was acceptable. The ability to do this remains untested because of a more
fundamental problem encountered with the Join Model. We observed that Join Models
did not correctly combine all of the Base Models from which they were formed. More
will be said about this in Section 4.3.1

There were no observed differences in the performance of the GADB and BMBM
storage mechanisms, so it was decided to use the BMBM mechanism because it also
supported Join Models. The architecture used in the remainder of the development and
testing was the one shown in Figure 4.7. All nine Base Models were loaded with data
from the source file in a reasonable time. It appears that Gentia stores each entity
(containing the meta-data and 3 corresponding Base Models) in a separate file. The file
sizes ranged from approximately 16 Mb for Dwelling data to 136 Mb for Person data.
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4.2.2 Design and development of an OLAP application/interface
Having decided to use a BMBM approach for the production of the MDDBs, it was then
necessary to develop an OLAP application that could access all nine of the Base Models
(MDDBs), providing the functionality described in the system specifications (see
Section 3.3). Based on responses in the pilot studies conducted as a prelude to this study
(Hyland and Hasan, 1997), it appeared that there were four commonly required types of
analyses that the prototype should support, namely:
!"Finding a single value,
!"Producing a list of values,
!"Producing a simple 2 way table and
!"Producing complex, multi-level tables.
It was realised that the first three of these analyses are actually special cases of the
fourth because a user can find a single value or a list of values within a complex table.
Consequently, an application that could support the fourth activity could support all four
activities. However, the need to locate a single value or list of values within a complex
table might add significantly to the burden placed on the user. It was thought that the
construction of a complex, multi-level table might be unnecessarily difficult when a
user only required a single value or a list of values. Both to provide the most appropriate
level of support for the intended users and to test the ability of the OLAP functions, it
was decided to build an application that supported all four types of analysis,
individually, and provided a Browse option to assist users to locate the specific MDDB
that they required. The initial architecture of the application is shown in Figure 4.9.
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Menu page

Browse option

Single Value

Simple List

Simple Table

Complex Table

Figure 4.9 Program structure for original interface
All four modes of analysis required the use of OLAP functions such as filtering, slicing
and drilling up and down. However, it was thought that casual and novice users would
not be familiar with such functions and so each of the modes of interaction were
structured in such a way as to make the use of these functions as simple as possible. In
effect, the user’s interaction with the functions was structured in such a way that the
user would often not realise that they were using these functions at all. In addition, some
of the types of analyses could be carried out very efficiently using only a subset of the
available functions and so only those necessary functions were used. The need to
provide support and direction to casual and novice users and the use of only the
necessary functions to support particular types of analyses has given rise to some
apparently innovative uses of OLAP functions.

For example, the Single Value Mode of interaction provided a highly structured type of
interaction using only a very limited range of OLAP functions. This was based on the
realisation that a single value is the number of entities in a population having a specific
set of attributes e.g. the number of Greek men under 65 years of age. It is possible to
produce a single-celled table representing this population by having the user identify
each of the dimensions that are of interest and then constraining those dimensions to the
particular attributes that describe the population. This can be done by constraining the
value being displayed using either an OLAP slicing function or an OLAP filtering
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function. For example, the whole population of People in the census data can be sliced
on the Ethnicity dimension to show only Greeks, on the Sex dimension to show only
men and the Age dimension to show only people under 65. When these slices are in
place, the population is the one described in the example above. Similarly, the whole
population can have 3 filters applied to it to produce the same result.

OLAP does not allow the use of more than one slice on any given dimension and so the
first of the two approaches above is limited. For example, if the required population was
the number of Greek men between 45 and 65 years of age, it would be necessary to
apply two slices to the Age dimension: one for over 45 and one for under 65. Since the
slicer cannot do this it was decided to use the filter which does allow the use of multiple
filters on the same dimension. Moreover, the filter can be either positive or negative i.e.
either including particular dimensions or excluding them. Effectively, this allows users
to define NOT conditions e.g. the persons displayed should NOT be married.

The Single Value Mode of interaction provides a simple interface to assist users to
define multiple filters and so arrive at the population they require. The interaction
begins by displaying a single-celled table showing the number of entities in the whole
population and asking the user to “Define a rule”. The user selects a dimension of
interest, then a member within that dimension and finally whether the rule is to be
inclusive or exclusive. Once these selections are made the user applies the rule and the
population in the single-celled table is recalculated to show the new population. For
example a user might define a rule about the ethnicity dimension, selecting the member
Greek and including only that member. The table would now show the total population
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of people having Greek ethnicity. Further rules could be defined by repeating the
process to define any population of interest.

In a similar way, a specific style of interaction was structured to simplify the processes
of defining a list of values or a simple two-dimensional table. These modes of
interaction were quite highly directed and provided the user with only a subset of the
possible OLAP functions. Both modes produced the desired result quickly and easily
but they were limited in the full range of things that could be done.

The final mode – the Complex Table Mode - offered users a highly interactive and
flexible style of interaction with a corresponding reduction in the assistance provided to
users. This is not to say that Complex Table Mode does not provide safeguards against
errors or suitable prompting at each step in any interaction. Complex Table Mode does
provide a range of safeguards and guidance suitable to casual or novice users. However,
it also allows users to use any of a range of OLAP functions at any time they desired to
do so and, hence, the style of interaction was very flexible. In addition, it was thought
that users working with more complex tables might want to be able to remove
dimensions from a table, move a dimension from one axis to another or, on multi level
tables, move a dimension towards or away from the centre of the table. The way that the
OLAP functions were used in the prototype to carry out these operations appears to be
an innovative use of OLAP functions (see Section 4.4).

Working versions of all four modes of interaction were produced and were used in pretesting of the usability testing procedures. Two important problems were observed
during pre-testing. Firstly, despite the apparent simplicity of the interface (as shown in
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Figure 4.9), many users became disoriented, moving from one mode to another as they
searched for the most suitable mode of operation. Similarly, they became disoriented as
they moved into and out of the Browse function as they searched for the required data
set. Secondly, the time taken by any single user to test all four modes was deemed to be
too long for most volunteer participants and so it was decided to simplify the interface
significantly.

The prototype was refined to provide only two modes of interaction. The Single Value
Mode was quite distinctive and so it was decided to include it in the prototype. The
Simple List and Simple Table Modes were, in effect, simplifications of the Complex
Table Mode so they were eliminated from the prototype. Using only the Single Value
Mode (renamed Value Mode) and Complex Table Mode (renamed Table Mode), it was
possible to provide all the functionality of the original four modes. Once the design was
reduced to two modes, it was no longer necessary to have a menu, as it was feasible to
switch directly between the two modes. It was also hoped that this simplification would
reduce the navigational problems that the pre-tests had revealed. This gave rise to the
design in Figure 4.10.

Welcome screen
Value Mode

Table Mode

Browse option

Browse option

Figure 4.10 Program structure for the final interface
The application described in Figure 4.10 was initially developed as a client/server
application. This meant that a potential user had to have access to both Gentia client
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software and a connection to the Gentia server on which the data and applications were
stored. Such an approach was somewhat impractical for widespread use in the
community and it did not particularly suit one of the goals of the research – to explore
the development of systems that integrated recently developed technologies. For both of
these reasons, the client/server application was converted to a Web-based application as
described in the following section. A more detailed description of the final Web-based
prototype is provided in Section 4.4.

4.2.3 Development of a Web interface
The conversion of Gentia client/server applications to Web-based applications is
apparently a relatively simple task because of Gentia’s “multi-platform, service-byservice” architecture. Both these aspects of the architecture need some explanation.

Gentia is designed to run on multiple platforms, providing the same application to
clients running on a variety of operating systems. The application is stored as a series of
“pages” composed of objects that are stored on the server. When a client requests a page
of an application, the server identifies the client operating system, modifies the objects
so that they are compatible with that operating system and sends the modified objects.
These modified objects can be organised by the client in its own operating.

Gentia uses a service-by-service approach to the requests for both data and applications.
When a client requests data or applications, Gentia does not create user sessions for
each client or store the “state” of the client at the server (or vice versa). This means that
the next request is dealt with independently of any previous requests.
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Both of these approaches influence the way Gentia deals with Web applications and the
browsers that display them. Gentia’s multi-platform architecture has been adapted to
operate with browsers by converting the objects that make up an application page into
HTML format, suitable for use in a browser. Any application objects that would require
significant processing by the server could be produced as Java applets and downloaded
with the rest of the HTML code, thus putting the processing demand on the browser
rather than on the server. To achieve this added functionality, a Gentia program called
Web Suite must be installed on the server – a relatively simple process.

The service-by-service approach is remarkably similar to the way the Web deals with
sessions. Web servers do not employ user sessions to control access and typically have
difficulty interacting with client/server environments that do, because they must
negotiate with the server to locate the appropriate user session. Since Gentia does not
require user sessions to be maintained, Web servers are spared the need to deal with
them. In short, the Gentia environment will process requests for Gentia applications and
data from a Web browser as readily as it would from a client running on any of the
operating systems supported by Gentia.

In practice, this means that, once Web Suite was installed on the server, the
client/server version of the Abacus prototype could be accessed directly from a Web
browser, such as Netscape. The browser only needs to locate the domain name server on
which the application resides and the application becomes available through the Web.

Unfortunately, the transition is not a foolproof one and several problems arose. In the
process of creating HTML page equivalents, Web suite apparently was unable to
provide some of the original functionality of the client/server environment. Moreover,
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pages were reorganised somewhat by the Web browser itself, requiring a significant
amount of modification on the part of the researcher. More will be said about these
problems in Section 4.3.3. Notwithstanding these difficulties the transition from
client/server mode to Web-based was relatively trouble free. This may not be the case in
other OLAP environments, however.

4.3 Problems encountered in the development of the prototype
A number of problems were encountered during each of the 3 phases of the
development of the prototype. Some of these may be specific to the Gentia development
environment while others may be found in most OLAP/MDDB environments. Given
the scope of the current project i.e. using only one development environment, it is not
possible to state categorically which of the problems encountered in the study are
particular to Gentia.

4.3.1 Problems in the development of the MDDBs
As pointed out in Section 4.2.1, larger GADBs and Base Models took many hours to
load and produced huge files. Based on information provided by the staff at Gentia, the
approximate size of a Base Model is given by the product of the number of members in
each of the dimensions in the model, as shown in the following formula.
Size (in bytes) == 8 * M1 * M2 * … M n
(n = number of dimensions and Mi = number of members per dimension).
Using the formula above it was estimated that a Base Model containing all of the
dimensions for the Family data would be over 314 gigabytes in size.

The formula above appears to provide an upper limit on the size of the file. However,
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most MDDBs are sparsely populated with, typically, only one in a thousand cells being
populated (Thomsen, 1997, p.199). There are a number of techniques available to cope
with such sparse data and any of these would be able to reduce the size of the file
significantly. It is unclear at this time if Gentia uses any of these techniques and so an
accurate calculation of the expected file size is not available. It does appear from the
trials conducted in this study that the file sizes did become inordinately large. This,
however, may be due to a failure on the part of the researcher to utilise some
compression technique rather than a fault with Gentia, itself or with MDDBs in general.

As explained in Section 4.2.1, the problem of file size was resolved by the use of
multiple Base Models for each Business Model. Unfortunately, the separation of the
data into smaller Base Models meant that data from one Base Model could not be
combined with data from another Base Model, even for the same entity. For example,
even within the Family data, it was impossible to combine dimensions from Families A
and Families B. The need to subdivide data sets to minimise storage requirements and
upload time is a major limitation of this approach.

It was expected that Join Models would allow the combination of Base Models.
However, it was found that Join Models did not correctly combine all of the Base
Models from which they were formed. When data from a Join Model was displayed on
a table, only the values for the first Base Model were correct. When a dimension from a
second or subsequent Base Model was included on the table, the values displayed for
that dimension were the total for the population. We have been unable to resolve this
problem and so it is a major limitation of the Join Model approach.
In addition to these problems related to MDDB size, the process required to load data
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into an MDDB was very exacting. Gentia provided a set of tools for defining the
relationship between the source data in the text file and the meta-data definition. Any
error in defining this relationship meant that the data would not be loaded into the
MDDB at all or that the data would be in error once loaded into the MDDB. The
absence of data was easily detected but the presence of erroneous data was much more
difficult to detect. Because of the statistical nature of the data, results displayed through
the Abacus prototype often appeared to be quite feasible. It was only by careful testing
that the errors were detected. Once an error was detected, it was quite difficult to
identify the mismatch between the upload procedure and the meta-data that had caused
the problem. Once the mismatch was found, it was easy to correct but correction of one
mismatch did not mean that other mismatches did not exist and subsequent uploads
might also be in error and so extensive checking was required after each upload of data.

4.3.2 Problems in the development of an OLAP application/interface
Many OLAP environments support rapid application development by providing
predefined functions that can be quickly integrated into applications. As in many other
high-level development environments, these pre-defined functions are very effective, so
long as the developer does not wish to do something out of the ordinary. Several of the
modes of interaction in the Abacus prototype were quite innovative and the pre-defined
functions proved unsuitable.

For example, when selecting a dimension to add to a table, the user was provided with a
list of all the dimensions, even those that were already on the table and there was no
simple mechanism to control this. Similarly, it was very easy to add a dimension to a
table but it was very difficult to remove a dimension or to move a dimension from one

139

axis on the table to the other (i.e from row to column). When producing multi-level
tables, it was difficult to add a second or subsequent dimension to either the rows or
columns on the table. Once such a multi-level table did exist, there was no inbuilt
function for moving a dimension towards or away from the centre of the table.

To overcome these limitations, Gentia provides its own language, the Gentia
Development Language (GDL), and an appropriate compiler. Pieces of complied GDL
code can be linked to the icons on the application pages and provide a much higher
degree of control of the Gentia environment. Needless to say, the use of GDLs to
control the interface adds enormously to the time taken to develop and to maintain the
interface.

One other problem that was solved by the use of GDL created an unexpected side effect
that is worth noting. When a member of a dimension was filtered out of a table, the total
values shown by Gentia were still the totals for the population, including the removed
member. For example a table showing people grouped by age would have the same total
number of people when showing all age groups as when it showed all age groups except
those over 65. The column or row containing data for people over 65 would be absent
from the table but not from the total value. This meant that the user would have to add
up all the values associated with other age groups to get the correct total.

This problem was overcome by using a calculator function to sum the other age groups
and display the result. This was a complex task and required that one of the attributes of
the table - the Context attribute - be set to the “off” state. When the Context attribute is
turned off, Gentia does not record the parameters currently set on each application page.
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This meant that when a person left one page to go to another, the original page would
revert to its initial state - a single valued cell. Thus, a change form Table Mode to Value
Mode would cause any Table being displayed to revert to a single-value. Thus, a user
might have a very complex table displayed in Table Mode, change to Value Mode and,
on returning to Table Mode, would find that the table had been reset to its default value
– a single cell. No solution was ever found to this problem but it is unlikely that it
occurs in other OLAP development environments. It is mentioned here only as an
example of the types of problems that can occur when high-level development
environments are pushed beyond their design limits.

4.3.3 Problems in the development of a Web interface
As was stated in Section 4.2.3, Gentia applications are, in theory, directly accessible via
Web browsers. However, in practice, the situation is more complex. The following
problems were encountered when the Abacus prototype was tested via the Netscape
browser. It is unclear whether other browsers would have worked any better but
Netscape is one of the browsers ostensibly supported by Gentia and so the following
problems could be expected to occur in other browsers also.

The first type of problem related to a loss of functionality. For example, in client/server
mode, Gentia provided an extensive range of screen colours and button styles. These
were not available in Web mode, where all the screens and buttons were displayed in
the browser’s default colours. Buttons that had originally been grouped together became
separated and the sizes of buttons changed, apparently arbitrarily. It was later
discovered that the size of buttons depended on the length of text in the buttons and that
judicious selection of that text would result in buttons becoming almost the desired size
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again. In some cases, however, even after much experimentation, buttons that had
originally been arranged in groups were still slightly out of alignment and no alteration
of the text in those buttons would restore that alignment. Although these are only minor
deficiencies, they are quite significant and many participants in the usability testing
commented negatively on the lack of appropriate colours and other shortcomings in the
layout of the screen, many of which where due to the deployment of the prototype on
the Web.

Another loss of functionality was the loss of “short help”, an in-built function in
client/server mode. Short help is the provision of a brief textual description of the
function carried out by an icon or a button as the cursor is moved across the icon or
button. This is a particularly useful function in applications for casual and novice users
who often forget what an icon or button does. To overcome this loss, the text in buttons
had to be self-explanatory and was therefore more verbose. This in turn made it difficult
to fit all of the buttons into particular areas of the screen.

The second major type of problem related to the control of the application. In client
/server mode, any selection from a drop down list would automatically trigger an action
e.g. selecting a dimension from a list of dimensions would automatically add it to a
table. However such selections did not have any effect in Web mode until the user chose
to “submit” their choice by clicking on a “Submit Button”. This is a common
occurrence in many Web applications but not a desirable one. This was particularly true
in the Abacus prototype, where the size of tables could become very large, resulting in
the Submit Button being in a portion of the screen that was not visible to the user. In
such a situation, the user would often forget the need to use the Submit Button and
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consequently would not apply selections that had been made. One solution to this was
developed when it was observed that activating any button had the same effect as using
a Submit Button. This meant that a de facto Submit Button could be placed in any part
of the screen in which the user was working and so it was not necessary to rely on the
in-built Submit Buttons provided by Gentia on Web pages.

The fact that all buttons on the screen acted as de facto Submit Buttons was
occasionally useful but was also problematic. For example, a user might begin to add a
dimension to a table, select an appropriate dimension from a list bar and then change his
or her mind about adding the dimension. The user might decide on another action, such
as defining a filter, and click on the button to start this process. However, the use of the
button to start the filtering process would also act as a Submit Button, causing the
previously selected dimension to be added to the table. Such inadvertent submission of
previously discarded selections could have been overcome by having the prototype
record all selections made by the user and, in the event that a user started a new process
before completing the current process, the prototype could reset all the selections to
their default state. Although this would be a useful feature, it would be time consuming
and difficult to produce in the Gentia environment.

Other problems were encountered with the Web interface but these relate more to the
way users interacted with the Abacus prototype rather than with the development
process itself. One of these is be described in Chapter 6 (see Section 6.2).

4.4

The final prototype

As described in Section 4.2.2, the final prototype provided only 2 modes of interaction
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(Table Mode and Value Mode) and these two modes provided support for all the types
of analysis described in that section. The structure of the final prototype is shown in
Figure 4.11. Value Mode makes use of very few OLAP functions but, as can be seen on
the right hand branch of Figure 4.11, Table Mode provides most common OLAP
functions. Detailed descriptions of both modes will be provided in the next two sections.

Welcome screen
Value
Select Define Clear Cancel View Go to
a data
a
all
a
current Table
set
rule rules rule
rules Mode

Table

Select Add or Define
Chang Move Drill Go to
a data remove
a
Slice e axis in or down Value
out or up Mode
set variable rule
Figure 4.11 Detailed program structure for the final interface

4.4.1 Value Mode
When the user enters Value Mode, a structured dialogue takes him or her through the
functions shown on the left branch of Table 4.11. The screen displays a row of
navigation buttons, a single button in the centre of the screen, labelled “Define a Rule”,
and a default table showing the total number in the population for the chosen data set.
The table contains the Time dimension as the column and the measure dimension as the
row. When the user selects the “Define a rule” button, Abacus provides a list of
available dimensions and asks the user to select the dimension to which the rule will be
applied. Abacus then presents the list of members for that dimension and ask the user to
select one.
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Once the member has been selected, a rule of the following form is displayed:
The value "member name" will be included for the variable "dimension name".
For example, a rule about People might be: The value ‘40 to 64’ is included for the
variable ‘Age’, as shown in the centre of Figure 4.12

Figure 4.12 A screen from Value Mode showing the process of defining a rule
Once a rule is defined, new buttons are displayed on the screen. Two of the new buttons
can be seen below the rule in Figure 4.12. These allow the user to change the sense of
the rule from include to exclude or to apply the rule. A third button, located above the
rule display, allows the user to cancel the current rule before it is applied. Once a rule is
applied, the selected member is filtered from the value being displayed in a one-celled
table. Filtering is done either positively or negatively, depending on the choice of
“Include” or “Exclude”, reflected in the wording of the rule. The user can apply
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additional rules until the desired sub-set of the population has been fully described e.g.
all females between the ages of 40 and 64 who speak Greek. A drop down list shown at
the bottom of Figure 4.12 shows the rules that are currently in force. The Table in
Figure 4.12 has a column heading of “Subtotal for Sex”, showing that the rules currently
in force are related to the Sex dimension. If additional dimensions were constrained,
additional column headings would indicate which dimensions had been constrained. If,
for example, the user applied the rule displayed in Figure 4.12, the heading “Subtotal
for Age” would appear above the heading “Subtotal for Sex”, indicating that two
dimensions had been constrained. The total displayed would then be the population of
females between 40 and 65.

4.4.2 Table Mode
In contrast to Value Mode, Table Mode provides an extensive range of OLAP functions
in an undirected manner i.e. users can choose to use any function whenever they want,
(with some minor restrictions). As with Value Mode, the user is presented with a singlecelled table showing the total for the population in the chosen data set. The user can
then add new dimensions (variables) to the table and, once added, the user can drill
down or roll up the variables by clicking on the heading in the table itself, using an inbuilt Gentia function.

The user can also define a rule (as in Value Mode) and have this applied as a filter to the
data in the table. The user can also define slices for any dimension not in the table and
move dimensions from one axis to the other. In the case of multi-level tables, the user
can move a dimension to a lower or higher level on its present axis. For example, if a
table had both Sex and Age on the column axis with column being the outer heading
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and Age the inner heading, the system allows the user to move Sex to the outer heading
and Age to the inner heading. The structure for Table Mode is shown on the right
branch of Figure 4.11 and a typical screen from Table Mode is shown in Figure 4.13.

Figure 4.13 A screen showing Table Mode
The buttons in the upper row are navigation functions while the central block of buttons
provides the OLAP functions. The first two buttons on the left of the OLAP block let
the user add or remove a dimension from the table, as either a row or column. The next
two buttons let the user move a dimension inwards or outwards on multi- level tables.
The lower of the next two buttons starts the same “define a rule” process used in Value
Mode while the upper one hides or shows the slicer – the slicer is visible in Figure 4.13,
as a set of drop down lists below the OLAP buttons. The next two buttons control
processes for moving dimensions from one axis to the other e.g. moving a row to a
column.

The table in Figure 4.13 is a 2-way table by Age and Sex. Both the Age and Sex
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dimensions have been disaggregated one level (drilled down). In the Age dimension,
age groupings such as “Up to 5” and “19 to 24” are bold-faced and underlined,
indicating that they can be disaggregated further while members of the Sex dimension
are shown in plain text to indicate that they cannot be disaggregated further. The
headings “Both sexes” and “All ages” are shown in bold-faced, underlined, italics,
indicating that lower level members can be rolled up into these aggregate values.

4.5 Justification for the design of the prototype
The previous five sections describe the development, structure and functionality of the
final prototype. The existence of the prototype goes some way to demonstrating that the
selected technologies can be integrated to provide a working system that meets, in part
at least, the needs of casual and novice users of ESD.

Although a working prototype clearly exists, it remains unclear if the prototype satisfies
the system specifications (see Section 3.3) or if, in fact, the prototype can be
successfully used by the target users in this study or would be considered satisfactory by
its intended users. The next section of this chapter demonstrates that the prototype does
in fact meet the majority of the system specifications while Chapter 5 (see Section 5.2)
demonstrates that the prototype can be used successfully by casual and novice users and
is acceptable to that group of users.

4.5.1 Evaluation of the prototype in relation to the system
specifications
In Chapter 2 (see Section 2.6), the term expert evaluation was introduced to describe the
evaluation of a system by comparing the performance of a system to its original design
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specifications. It was pointed out that such an evaluation can be carried out, without the
need to involve users in the testing of the system, by an expert in the field of design and
testing. Ideally, such an evaluation should be carried out by an independent expert, to
ensure objectivity.

The following evaluation has been conducted by the researcher and not by an
independent expert. Although this would seem to undermine the objectivity of the
process, the evaluation described below will be seen to be a highly objective process. It
requires only an evaluation of whether or not the prototype actually meets the system
specifications and does not, as a general rule, require the researcher to make any
subjective assessment of the quality of the prototype. Any assertion made by the
researcher can easily be corroborated as the prototype, itself, is available via the World
Wide Web. Moreover, many of the assertions made below are corroborated by the
results of the usability testing which are presented in detail in the next two chapters.

The evaluation of the prototype requires that the prototype can be shown to meet the
original design specifications. These specifications, shown in Section 3.3, have been
divided into functional specifications (see Section A.1) and more general specifications
(see Section A.2).

4.5.2 Functional specifications
The Abacus prototype provides access to 9 sets of multi-dimensional data, each having
five dimensions plus the Time and measure dimensions. The prototype allows the user
to add any of the dimensions to either the row or column of a table or to remove any
dimension from the table. The prototype also provides the option of displaying output as
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either a table or chart. The Gentia development environment provides more than ten
chart types and the interface allows the user to select any of these types of charts,
appropriate to the number of dimensions being used. Participants did not need to use the
chart function during the usability testing but experimentation by the researcher showed
that the chart function worked effectively. The Abacus prototype provides a function,
called "Move in /Move out", that lets the user move a dimension towards the centre or
towards the outside of a multi-level table. This function worked correctly in tests by the
researcher but was not used significantly by participants in usability testing. This lack of
use is understandable, as the function was not demonstrated during training nor was it
needed or advantageous for any of the tasks in Table Mode. The functional descriptions
above correspond to specifications 1.1, 1.2 and 1.3 in Section 3.3 and so the Abacus
prototype can be shown to have met these specifications.

Specifications 1.4 and 1.5 concern the ability to group data into pre-defined and userdefined groupings. The pre-defined groupings i.e. the hierarchy of levels in some
dimensions, were defined in the various meta-data sets described earlier in this chapter.
These groupings worked without difficulty and most participants in the usability testing
sessions had no trouble with this function.

Within the Gentia environment, it appears that it would be possible to allow users to
define their own groupings i.e other hierarchies within a dimension. While this would
be technically feasible, there are two serious drawbacks to satisfying this specification.
Firstly, the interaction that would be necessary to define such groupings would be
extremely complex. Having examined the way participants behave with the functions in
the current prototype, it appears most unlikely that the participants in the study would
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have been able to learn or use a function to define groupings, in a time that would be
considered acceptable to casual and novice users. Secondly, the definition of such
groupings would, in effect, give rise to a new model and this model would need to be
populated with data from the original data source. It has been pointed out in Section
4.2.1 that the upload times could be quite long, even for small data sets. While these
upload times would be acceptable for a developer of ESD systems, it is unlikely that
users working interactively with the system would find such delays acceptable. For both
these reasons, it would appear that the use of user-defined groupings is beyond the
capabilities of the OLAP/MDDB approach. Thus, the prototype can be shown to have
met specification 1.4 but not specification 1.5.

Abacus provides 2 methods for moving dimensions from the axis they are currently
located on to the other axis i.e. moving a dimension from being a row to a column or
vice versa. The first moves a single dimension from its current axis to the other axis
while the second swaps one row dimension with any one column dimension.
Participants were introduced to the first of these two methods in the training exercises
and appear to have had little or no difficulty with it.

By using the “Move in/Move out” function and the “Add a variable” and “Remove a
variable” functions, described above, the user is able to structure the table or chart to his
or her exact requirements. Abacus appears to provide more than enough simple
mechanisms for structuring tables. Abacus supports the hiding of unwanted members of
dimensions via the Define a Rule function, implemented through an OLAP filter. The
use of both positive and negative filters in this function meant that participants could
exclude unwanted members of a dimension one at a time or exclude all other members
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of a dimension, other than the one they required, in a single rule definition. Many
participants did use the function for this purpose but many did not and it remains
unclear why this is the case. The function worked well and most participants who used
it had little or no trouble.

The slicer function in Abacus was an in-built Gentia function and worked well, with
many participants using it to control the size of tables. The function worked perfectly
when used by itself but some interactions with other system functions were noteworthy.
For example, the slicer displays all dimensions not already on a table. Consequently,
when a user removes a dimension from a table it is added to the slicer. If, however, a
user removes the Time or measure dimension from the table, these dimensions are
added to the slicer even though they themselves cannot be sliced because both the Time
and measure dimensions consisted of only one member. The existence of these
dimensions in the slicer was slightly distracting for participants.

Despite these occasional difficulties, the prototype can be seen to have satisfied
specifications 1.6, 1.7 and 1.8. Thus, with the exception of specification 1.5, the Abacus
prototype has met all of the specifications in Part 1 of Section 3.3.

The specifications in Part 2 of Section 3.3 are partially satisfied by the Browse function
in Abacus. This function allows users to see a list of all the dimensions in a data set and
to view all the members for a selected member. Specification 2.1 includes the ability to
view the hierarchical organisation of data in the database. This ability was not
implemented in Abacus largely because the tasks planned for the usability testing did
not require this function. However, since the hierarchies are part of the data model, it
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should be a relatively simple matter to make this information available in any future
version of the prototype. Despite these limitations of the current "Browse" function, the
Abacus prototype demonstrates the feasibility of providing such a function.

The specifications in Part 3 of Section 3.3 concern the ability to rapidly upload data
from a number of sources. The prototype demonstrates the ability to do this but only
within certain limits. To understand these limits it is necessary to understand the upload
process. The integration of a new data set into the system required three steps:
!"The definition of a model of the new data;
!" The definition of a process to upload the data from its source into the MDDB and
!"The actual upload of data into the MDDB.

Taken together, these are quite time-consuming and could hardly be described as a “fast
means integrating new data into the system” (see specification 3.2 in Section 3.3). The
process of defining a model is a complex and time-consuming process by itself.
Defining the upload process was tedious but not nearly as time-consuming as defining
the model. The upload time was also quite lengthy, even under ideal circumstances and,
as described in Section 4.2.1, could be enormous for data sets with complex models.

Although the process of integrating new sources of data is not a fast one, there are three
reasons why this is not a problem. Firstly, the process is a not one that would be
undertaken often and so the time spent on it is not as important as might be first
thought. Secondly, users would not be waiting for the process to take place. Finally, it is
relatively fast compared to similar activities using other database technologies, such as
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the definition of a relational database. In conclusion, we can say that the time taken for
the process is acceptable.

Once data has been loaded into the MDDBs, however, Abacus does provide “a seamless
interface between data from different sources” (see specification 3.1 in Section 3.3).
The prototype provides access to nine sets of data and allows the user to move from one
set to the other quite simply and easily. However, these data sets are not unrelated and,
consequently, one might expect that the interface should provide a means to combine
data from two or more data sets. Although several attempts were made to do this, none
of these were successful.

Notwithstanding these problems, the prototype has demonstrated that it is possible to
meet the majority of requirements in specification 3 of Section 3.3.

The tables and charts generated by Gentia and displayed via Netscape were all
Windows objects and so could be moved easily from one Windows application to
another. This function was tested by the investigator and worked without any problems.
It was not included in the usability testing because of lack of time.

As described in Section 4.2, the Abacus prototype was built as a client/server
application and then converted to a Web application. The Web version was tested
extensively by the investigator and by all participants in the usability testing and
performed well. There were occasional problems with the speed of the Web connection
but, under normal circumstances, the speed of the prototype was excellent and so the
prototype appears to have demonstrated the feasibility of the Web approach.
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The above observations demonstrate the prototype’s ability to satisfy specifications 4
and 5 of Section 3.3. In conclusion, then, the prototype can be shown to have met
virtually all of the functional specifications, with the exception of specification 1.5 and
some parts of specification 3.

It is also important to note that the prototype exceeded the specifications by providing
another complete mode of interaction, namely, Value Mode, which was not originally
considered when the specifications were produced. The style of interaction in Value
Mode was considered by many participants to be easier to use than Table Mode and
participants frequently commented on it very positively in their responses to open-ended
questions on the User Evaluation Sheet (see Appendix G). Despite its obvious appeal
for some participants, it must be realised that Value Mode is not as powerful or as
flexible a tool as Table Mode but it appears to be worthwhile, nonetheless.

4.5.3 General characteristics of the interface
In the preceding section, it has been shown that Abacus meets the vast majority of the
functional specifications, set out in Section 3.3. However, the prototype was intended
specifically for casual and novice users and, as such, should satisfy certain general
specifications as well. Unlike the functional specifications discussed above, many of
these specifications cannot be demonstrated except by usability testing. Some of the
general functions described in specification 6 of Section 3.3 can be objectively
demonstrated and these will be presented below. Those specifications that can only be
demonstrated by usability testing, e.g. specifications 7 and 8, will be addressed in
Chapter 5 (see section 5.2).
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The prototype provides extensive prompting and several participants commented
positively on the use of such prompting. In addition, the prototype provides online help
but it was not widely used by participants. More importantly, it is not context sensitive
i.e. it does not provide Help specific to the tasks being carried out. Participants who
used the existing Help function were obviously aware of this shortcoming, commenting
that the Help was too general. An analysis of the way most functions were implemented
in Abacus suggests that it would be relatively simple to provide context sensitive help.

Unfortunately, some of the terms used to describe parts of the interface or steps in the
processes being carried out were unnecessarily confusing. For example, it was thought
that users would not be familiar with the terms “dimension” or “member” so the terms
“variable” and “value” were used instead. Unfortunately, the term “value” was also
used extensively with a completely different meaning i.e Value Mode. This must have
been confusing to users, although none commented on it specifically.

The prototype did carry out a significant amount of error trapping e.g. structuring
system dialogues in such a way that users could not make obvious errors, removing
items from lists that would be inappropriate choices and so on. Abacus did not make
much use of direct intervention in dialogues e.g. “Do you really wish to do this?”. In
retrospect, such interventions would have been useful in a number of places. For
example, many participants defined but failed to apply the last rule in a set of rules. It
would have been relatively simple to intervene and ask a question of the form: “You
have not applied the rule that you just defined. Do you wish to apply that rule now ?
Yes/No.” Such interventions would have been of great assistance to many participants.
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While Abacus did provide the functions described above, it appears they were not
sufficient for the intended users. This is a common failing in the development of
prototypes, where the emphasis is on functionality rather than Help and error trapping.
Notwithstanding these weaknesses, the prototype appears to be sufficiently easy to learn
for casual and novice users.

The functional evaluation above strongly suggests that the prototype meets the vast
majority of its specifications. The results presented in Chapter 5 corroborate the present
evaluation and show that the prototype satisfies the remaining specifications as well.
When taken together, the results in this chapter and in Chapter 5 show that the prototype
successfully demonstrates the ability of the selected technologies (OLAP, MDDB and
the Web) to meet the majority of the needs of casual and novice users of ESD.

4.6 Conclusion
This chapter presents the first two of the four sets of results of this study, namely a
demonstration of the use of recently developed technologies to produce systems and a
demonstration of the suitability of these technologies for the retrieval and analysis of
statistical data by casual and novice users. These results suggest that the combination of
MDDB, OLAP and the Web do provide an appropriate means of disseminating ESD
and sufficient functionality to manipulate it, at least to the level that might be required
by casual and novice users. The development process appears to be quite manageable
although certain significant problems have been identified with each of the technologies
used in the prototype.
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Although the prototype appears to offer sufficient functionality for the intended users it
is, as yet, unclear whether it is sufficiently easy to use or whether the intended users
would find it suitable to their needs. These issues are addressed in the following chapter.
In addition, Chapter 5 presents a detailed statistical analysis of the results of user
observation and uses this analysis to explore the model of casual and novice users
proposed in this study.

158

CHAPTER 5
QUANTITATIVE ANALYSIS OF DATA
GATHERED BY MEANS OF USER OBSERVATION
5.1 Introduction
The previous chapter has described the development of the prototype using the selected
technologies: Online Analytical Processing (OLAP), Multi-Dimensional Databases
(MDDB) and the World Wide Web. It has also demonstrated, to a significant extent, the
suitability of these technologies for casual and novice users of External Statistical Data
(ESD).

As previously stated, the results of this study are expected to contribute to an improved
understanding of:
1. the development of systems by integrating of OLAP, MDDB and the Web;
2. the suitability of this particular set of technologies for the domain of ESD use;
3. the nature of casual and novice users and the usefulness of the model of casual and
novice users proposed in this study;
4. the way casual and novice users carry out the task of manipulating statistical data.
The results presented in Chapter 4 satisfy, in part at least, the first two of these goals.

This chapter aims to address the third goal above by presenting the results of a
quantitative analysis of the data gathered by means of user observation. Section 5.2 of
this chapter presents descriptive statistics of user performance with the prototype, using
measures such as the number of tasks completed correctly by each participant, the
amount of time taken to complete all tasks by each participant and so on. Section 5.3
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presents a brief discussion of an observed learning effect and its influence on user
performance. Section 5.5 compares the performance of casual and novice users with the
prototype while Section 5.6 critically analyses the model of casual and novice users
proposed in Chapter 3 (see Section 3.5.1). Sections 5.8 and 5.8 go on to explore
alternative models of the relationships between performance and user experience with
ESD or with computers generally. The results presented in these six sections
significantly address the third goal of this research.

In addition to providing an introduction to the statistical analysis carried out in later
sections of the chapter, the descriptive statistics, presented in Section 5.2, also
demonstrate that the prototype and its underlying technologies meet the functional and
general interface needs of casual and novice users of ESD. This demonstration
concludes our discussion of the suitability of the prototype, begun in the previous
chapter.

5.2

Descriptive statistics for user performance

As described in Chapter 3 (see Section 3.5), a variety of performance measures were
recorded for each participant during usability testing. The principal performance
measures described in the following analyses are:
•

‘Number Correct’ (NC) - the total number of tasks each participant completed
correctly

•

‘Task Time’ (TT) - the total time taken, excluding time spent dealing with
errors, by each participant on all tasks

•

‘Number of Errors’ (NE) – the total number of errors made by each participant
in all tasks
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•

‘Error Time’ (ET) – the total time spent dealing with errors by each participant
in all tasks

•

‘Perceived Usefulness’ (PU) – the mean of six subjective ratings of the
perceived usefulness of the prototype for each participant

•

‘Perceived Ease of Use’ (PEU) – the mean of six subjective ratings of perceived
ease of use of the prototype by each participant

A number of other performance measures such as the number of strategies used by
participants and the time taken to complete training tasks are also discussed in the
following sections of this chapter. These are defined as needed. All of the performance
measures used throughout this chapter are either interval or ratio scales and so may be
appropriately analysed using parametric tests such as Analysis of Variance and Linear
Regression, providing that the other assumptions of those methods are also met.

For a number of reasons, (participants omitted a task, difficulties in recording task time
etc.) there were small numbers of missing values for some of the performance measures
for some participants. Since these missing values were not systemic i.e. there was no
apparent pattern involving the tasks, the participants or the measures for which there
were missing values, it was decided to correct for missing values rather than drop cases
from the sample. Since most participants had complete sets of values for all
performance measures, the correction was only necessary for some participants and then
for only some of their performance measures. The method used was as follows. The
mean value was calculated for all the known values of a specific performance measure
for a specific participant and was then multiplied by the number of tasks (18) to give a
corrected value. For example, if a participant completed 8 out of 16 tasks correctly, his
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or her mean score would be 0.5. When multiplied by 18, this gives a value of 9 tasks
correct out of 18. Some more complex corrections were tested but the results did not
vary significantly from those produced by the “corrected mean” method described
above. For this reason, the “corrected mean” method was used consistently to deal with
missing values.

Graphical techniques, such as scatterplots and boxplots, were used to carry out an
exploratory analysis of the data (see Appendix I, Tables J1 to J12). These techniques
revealed the presence of a number of statistical outliers i.e. participants whose scores in
one or more of the performance measures were significantly different from the rest of
the sample. Several of these outliers appeared to be extreme outliers i.e. lying more
than 3 times the inter-quartile range from the upper or lower edge of the boxplot (see
Appendix I, Figures J6 and J8). Although such cases appear atypical, they may
represent small but significant groups within the population and require special
consideration.

Analysis of the boxplots showed that four participants were outliers for more than one
performance measure. Two of these cases included extreme outliers: case 2 was an
extreme outlier for the Number of Errors (but only an outlier for the Error Time), while
case 6 was an extreme outlier for both of these performance measures (see Appendix I,
Figures J6 and J8). In view of both the extreme positions of these outliers and the fact
that they were outliers for more than one measure, they were considered to be highly
atypical. The usability testing sessions for these two participants were reviewed and this
supported the suggestion that both participants were quite atypical and so it was decided
to remove them from further analysis.
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Two further participants (cases 28 and 37) were also outliers for multiple performance
measures but were not extreme outliers for any measures. Case 28 bordered on being an
extreme outlier for Number of Errors (see Appendix I, Table I6) but was only a
marginal outlier for Error Time (see Appendix I, Table I8). The usability testing
sessions for these two participants were also reviewed. Both participants appeared to
have been complete novices with ESD i.e. they do not appear to have used ESD at all
prior to their involvement in this study. As noted in Chapter 2 (see Section 2.5.1),
novice users include people who have never used a system before and so the presence of
such users in the sample was seen as being both valid and significant. It is conceivable
that their performances, though somewhat unusual compared to the rest of the sample,
may be typical of complete novice users. For this reason and because of their less
extreme positions as outliers it was decided to include them in the remainder of the
analyses. The descriptive statistics shown in the remainder of this section are based on
the remaining thirty-six valid participants.

The following sections present descriptive statistics for each of the six principal
performance measures described above. When interpreting these descriptive statistics, it
is often difficult to draw any strong inferences because of the lack of appropriate
benchmarks, particularly for the use of OLAP systems. Where appropriate benchmarks
do exist they have been incorporated into the discussion of the results.
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5.2.1

Number Correct (NC)

The first performance measure to be considered was the Number Correct (NC) - the
number of tasks for which each participant got the correct answer. The mean Number
Correct for all participants was 14.0 with a standard deviation of 4.1 and a median value
of 16.0. Given that the maximum score was 18, the standard deviation suggests that the
scores are positively skewed and this is confirmed by the bar chart of the results, shown
in Figure 5.1. The clustering of scores towards the upper end of the scale suggests that
participants have been able to use the prototype to successfully complete the majority of
the tasks. In fact, 61.1 % (N=22) of the participants completed 15 or more of the 18 tasks
(83.3%) correctly. A number of observations can be made about these results.
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activities, it may be unacceptable for the performance of users of computer systems.
Bear in mind that over half of those who scored 83.3% or more correct, still got 1,2 or 3
tasks wrong. It could be argued that a system that allowed users to get 2 or 3 tasks
wrong out of 18 is unacceptable. At the other extreme, 16.7% (N=6) of participants
failed to find the correct answer in more than 60% of the tasks. This is a very poor
performance but it appears to reflect on the individual user rather than on the prototype.

Secondly, because the prototype provides feasible answers even when used wrongly,
those users who have made errors often indicated that they were confident that they had
the correct answer. This was even the case when answers were clearly wrong, e.g. when
the population recorded by the participant was a negative number. This is likely to be an
ongoing problem, particularly for casual and novice users, who are less likely to be
ramiliar with the domain of their statistical inquiry and so be less able to determine
whether an answer presented by the prototype system is, in fact, likely to be correct.

hirdly, the participants in the study are using the prototype for the first time and one
might expect their performance would be better over subsequent interactions. Without
h re ult of longitudinal testing, this cannot be shown conclusively but, even within
he current study, there is evidence that user performance improves rapidly with
c. peri nee. It was noted that participants performed better in the Mixed tasks than in

the

la

k in Table Mode or Value Mode, presumably because they had more familiarity
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effect IS presented in Section 5.3.
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It appears that the prototype has the potential to result in significant numbers of errors in
the early stages of use. However, it could reasonably be expected that casual and novice
users would make a significant number of errors when using a complex system for the
first time and so the error levels recorded may reflect more on the participants than on
the quality ofthe prototype itself.

5.2.2

Task Time (TT)

The second measure to be examined is the Task Time (TT) i.e. total time taken by each
participant to complete all eighteen tasks, excluding time spent dealing with errors. A
distribution of Task Times is shown in Figure 5.2.
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performance of the prototype, the results appear to be acceptable, with 80.6% (N= 29) of
participants completing all the tasks in less than 45 minutes. As for Number Correct, it
is difficult to interpret these values without a suitable benchmark.

The values shown in Figure 5.2 are only the times spent working on the task and do not
include the participant's ElTor Time i.e. the time spent dealing with errors. This value is
of interest because it suggests the sort of performance that might be achieved with better
error trapping, training etc. The values in Figure 5.3, on the other hand, show the times
taken including Error Time.
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participants (13.8%) took significantly longer than the remainder of the group, and
several of the times for these participants are very high total times (in excess of 65
minutes). Once again, without a suitable benchmark, it is difficult to say whether these
results are acceptable or not.

5.2.3

Number of Errors (NE)

The Number of Errors (NE) is the total number of errors recorded for each participant in
all eighteen tasks. The definition of an error and the operational procedures for
recording errors are given in Chapter 3 (see Section 3.6.1). The mean Number of Errors
was 17.7 with a standard deviation of 13.1 and a median of 15.0. The distribution,
shown in Figure 5.4 is negatively skewed with 4 outliers on the upper end ofthe scale.
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(N= 23) of participants made less than one error per task, on average. Once again, the
significance of these results is difficult to assess without a suitable benchmark.

By itself, the Number of Errors is not very informative, as it does not take into account
the severity of the errors. An error such as selecting a wrong value from a list is counted
the same as an error such as defining impossible combinations of rules e.g. "include all
males" and "exclude all males".

5.2.4

Error Time (ET)

To get some idea of the severity of the errors, Figure 5.5 shows the Error Time i.e. the
total time spent by each participant dealing with errors in all eighteen tasks.
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The mean Error Time is 471 seconds (7.9 minutes) with a standard deviation of 318
seconds (5.3 minutes) and a median of 380 (6.3 minutes). The distribution, shown in
Figure 5.5, is negatively skewed with 4 outliers at the upper end of the scale. When
considering these values it is worth noting that the Error Time is across all 18 tasks and
so the mean Error Time represents an average of 26 seconds error per task with an
average Task Time of 124 seconds. Thus the error accounts for only 17.3% of the total
time spent on a task, including errors.

The values in Figure 5.5 show that 44.4% (N= 16) of users spent less than 240 seconds
in error (or 20 seconds per task on average). The averages are of course significantly
affected by the presence of the 4 outliers whose Error Times exceed 1070 seconds (or
17.9 minutes). By themselves, the values in Figure 5.5 do not present a comprehensive
picture, as they give no indication of how long the tasks themselves took and so do not
indicate the proportion of the time participants spent dealing with errors. To address
this, the proportion of time spent dealing with errors was calculated as a percentage of
the total task time (Task Time plus Error Time) for each participant. The proportion of
time spent dealing with errors ranges from 1% to 37% of total task time, with a mean of
16.5% and a standard deviation of 7.7%. As with the other performance measures
described so far, it is difficult to interpret these values without a suitable benchmark.

S.2.S Perceived Usefulness (PU)

Although the performance levels given in Sections 5.2.1 to 5.2.4 suggest that Abacus is
both useful and effective, additional information was gathered about the participants'
rccpti n of usefulness through the User Evaluation Sheet (Appendix G). Perceived

c utne

wa measured using the validated instrument based on the Technology
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Acceptance Model and developed by Davis (1989). The instrument uses six, seven-point
Likert scales. The results from these six scales have been averaged to give an overall
rating for Perceived Usefulness for each participant. A distribution of these ratings for
Perceived Usefulness (PU) is shown in Figure 5.6.
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Figure 5.6 Distribution of Perceived Usefulness for all valid participants
Figure 5.6 shows that 75% (N= 27) of participants gave the prototype a Perceived
Usefulness of 5 or more, on a seven-point Likert scale. The mean Perceived Usefulness
Was 5.5 with a standard deviation of 1.1 and a median of 5.7. These results appear to
indicate that participants found the prototype very useful but, once again, it is difficult to

be certain without a benchmark. Fortunately, a reasonable benchmark does exist for the
USe of sub'

.

~echve

preference measures such as Perceived Usefulness.
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Nielsen and Levy (1994) conducted a meta-analysis of 57 studies in which comparisons
were made between two or more systems. Of these 57 studies, 40 involved the
measurement of subjective preferences using rating scales such as the ones used in this
study. In total, 78 systems were subjected to pairwise comparisons on the basis of these
scales (each of the studies involved two or more systems).

Before presenting the benchmarks suggested by Nielsen and Levy, the issue of
comparability must be resolved, as the studies described by Nielsen and Levy could be
significantly different to those in the current research and so the benchmark may not be
appropriate for the current study. There appear to be three main sources of concern: the
methods used to measure subjective preferences, the types of users involved in the
studies and the types of systems being studied.

!he methods used to measure subjective preferences appear to be comparable to those
?~ed in this study and, where variations do exist (for example, five-point scales, seven-

P~int scales etc), Nielsen and Levy's results have themselves been normalised to ensure

c

~parability.

The type of user does not appear to be a problem as Nielsen and Levy

de8~be an almost equal number of studies involving novice users to those with
I. .

C ·Peri.enced

users. The inclusion of more experienced users in the studies may skew the

rc ults as more experienced users may be "more extreme in their relative evaluations of

the y terns being compared" (Nielsen and Levy, 1994, p. 73). The fact that more

~.

p

ri~nced
users' evaluations are more extreme does not necessarily mean that they are
J

·CW

~. merely that they cover a wider range of scores. Thus, the effect on the mean

luc lltftt Would be used as a benchmark may be quite small. Finally, although there are
)111 d'

't'

l hl~ent types of systems described by Nielsen and Levy, 72% of the system

comparisons described involve the evaluation of software oriented design issues and
would be comparable to the current study. The remaining comparisons involve the
evaluation of various input-output devices and would not be comparable to the current
study. The inclusion of these studies will have an effect on the accuracy of the
benchmark but the effect may be minor, given the small proportion of inappropriate
comparisons involved. Although there are some differences between the current study
and the studies used to determine the benchmark, it would appear that the benchmark is
appropriate for use in the current study.

In the report on these studies, Nielsen and Levy found the mean for subjective

preference was 4.82 (with a 95% confidence interval of+/- 0.19) and a median of 4.9.
These measures of central tendency (the mean and the median) are not suitable as a
benchmark because they have been affected by both systems that users liked and
systems that users disliked. In effect, the mean and median represent the users' rating of
~atisfaction

with an "average" system. When only those systems that were preferred by

~e users are included in the calculation, the mean and the median value were both 5.6

tn

a seven-point scale}. The authors recommend the use of the 5.6 level as a benchmark

fI r good quality systems.

h mean Perceived Usefulness of the Abacus prototype was 5.5

(with a 95%

c nfid~ce interval of +/- 0.33) and a standard deviation of 1.1. The median was 5.7.
i

1 1~'Jt'. :
C<lrly, both of these values suggest that the Perceived Usefulness of the Abacus

pr t lyp~ was comparable to the subjective preference ratings of better quality systems

rep !'ted by Nielsen and Levy (1994). These results were also confirmed by

It'
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comments made in the open-ended responses by participants (see Section 5.2.9).
Overall, these results indicate that the system is perceived as being useful.

5.2.6

Perceived Ease of Use (PEU)

Although the performance levels given in Sections 5.2.1 to 5.2.4 suggest that Abacus is
relatively easy to use, additional information was gathered about the participants'
perception of ease of use through the User Evaluation Sheet (Appendix G). Perceived
Ease of Use was measured using the second of the instruments based on the Technology
Acceptance Model and developed by Davis (1989). Like the one for Perceived
Usefulness, the instrument for ease of use uses six, seven-point Likert scales. The values
from these scales were averaged to give the Perceived Ease of Use for each participant
and a distribution of Perceived Ease of Use is shown in Figure 5.7.
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As with the results given for Perceived Usefulness above, these results appear to
indicate that participants found the prototype very easy to use. The mean Perceived Ease
of Use was 5.4 (with a 95% confidence interval of+/- 0.39) and a standard deviation of

1.1. The median was 5.5. Once again these compare favourably with the preferred
benchmark suggested by Nielsen and Levy of 5.6 for both measures of central tendency.
These results were also confirmed by comments made in the open-ended responses by
participants (see Section 5.2.9).

5.2.7

Flexibility of the prototype

One of the system specifications included in Section 3.3 was that the system should be
flexible and interactive. These characteristics have not been measured using any specific
instrument but one indication of these characteristics would be the number of distinct
strategies used by participants to complete the tasks. A working definition for a strategy
is given in Chapter 3 (see Section 3.6.3) and a complete list of the strategies recorded is
given in Appendix

o. A distribution for the number of distinct strategies used is shown

in Figure 5.8. The mean number of strategies used, in all modes was 3.8 with a standard
deviation of 1.22 and a median of 4.0. Bearing in mind that participants worked in both

modes it was necessary for them to use at least 2 strategies. The average value of 3.8
Indicates that participants felt the need to use more than the most obvious strategies and
\ re able to do so.
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Figure 5.8 Distribution of strategies used in all tasks for all valid participants
Because of the directed nature of the interaction in Value Mode, it was expected that
there would be fewer strategies used in this mode. The mean number of strategies used
in Value Mode was only 1.19 with a standard deviation of 0.58 and a median of 1.0.
Given that all participants had to use at least 1 strategy, this value indicates very little
variation or flexibility being used. Conversely, the mean number of strategies in Table
Mode was 2.36 with a standard deviation of 0.87 and a median of 2.0, indicating a
higher degree of variation.

The number of strategies developed by all participants is an indicator of the flexibility of
the prototyPe. In all 22 separate strategies were recorded, 6 in Value Mode, 15 in Table
\Iocle and I .

In

Mixed tasks. Once again the larger number in Table Mode suggests that,

as eXpected, it is the more flexible of the modes of interaction.

176

5.2.8

Indications that the prototype is easy to learn

All of the 36 valid participants completed the training in less than 1433 seconds (24
minutes) and more than 80% (N= 29) of participants completed it in less than 1018
seconds (17 minutes). The mean time spent on the training exercise was 898 seconds
(15 minutes) with a standard deviation of 246 seconds (4.1 minutes). Once again, no
reliable benchmark is available for the amount of time such training might take or the
level of competence that should be expected of users after such training.

Following this training, participants were able to complete the vast majority of the tasks
required of them, including the production of complex tables with multiple dimensions
and the location of specific data elements within these tables. Many users commented
on how easy the prototype was to learn and to use (see Section 5.2.9).

5.2.9

Participant's responses to open-ended questions about the prototype

Additional information was gathered about each participant's experience with the
prototype via the open-ended questions on the User Evaluation Sheet (see Appendix G).
In the first question, participants were asked to describe their overall reaction to the
prototype. Participants often made two or three separate comments about their
experience and these have been categorised as follows.
Positive only:

all the comments made by the participant were clearly positive.

POsitive, learning: all the comments were positive but some mention initial difficulty
Po ..
Sltlve, condition: all the comments were positive but some included a condition e.g

easy in a specific mode or good for some type of data
N('o
t'
-~a Ive only:

all the comments made by the participant were clearly negative

Other:

all of the comments made were neither positive nor negative
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A frequency distribution based on these categories is shown in Table 5.1. On the basis
of these results, approximately 83.4% (N= 30) of respondents had an overall impression
of the prototype that was predominantly positive.

Category
Positive only
Positive, learning
Positive, conditional
Negative only

Other response

% of respondents

36.1% (N= l3)
16.7% (N= 6)
30.6% (N= 11 )
5.6% (N= 2)

11.1 % (N= 4)

Typical comments
very good, makes it simple
easy to use and effective
good once I got used to it
easy to use after initial difficulty
good ifthere are many variables
excellent tool for comQlex data
searches need to be more
flexible
table was confusing
value easier than table
can it support all types of data?

Table 5.1 Distribution of responses to open-ended questions about the prototype

The second open-ended question asked participants what were the best features of the
prototype. Approximately 40% of the comments made about the best features of the
system were very general, describing the prototype as a whole. Consequently, comments
made about the best features were often similar to those made about the participants'
overall reaction to the prototype. Thus, to get a complete picture of the participants'
overall reaction, some of the responses about best features (i.e. question 2) must be
inclUded with the responses to overall reaction (i.e. question 1). For example, in
describing their overall reaction, 14 participants commented that the prototype was easy
to Use but a further 4 participants made this same comment as one of the best features of
the prototype. Thus, 50% (N= 18) of participants, described the prototype as being easy
to Use ('

In

one or other response). Of course, other participants may also have thought

the prot t
o ype was easy to use but not have thought to mention it. The same is true ofthe
other COl

nments, both positive and negative, described below.
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Other comments made in response to one or other of these two questions included the
prototype being user friendly (8.3% (N= 3) of participants), easy to learn (13.8% (N= 5)
of participants) and good or great (16.6% (N= 6) of participants). Several participants
made additional positive comments about either Value or Table Mode being easy to use
or easy to learn while other participants made similar comments about the prototype as a
whole but with some condition e.g. "good for finding single values". The overall
impression given by the responses to the first two questions is a very positive one.

The third open-ended question was about the worst features of the prototype. All of the
comments about worst features were about specific problems or deficiencies that
participants had with the prototype. A brief description of the four most frequently cited
problems and the percentage of participants who reported on these are given below.
•

Difficulties locating values in large tables and loss of screen icons - 30.6 % (N= 11)

•

The inability to remove a single rule from a set of rules - 25% (N= 9)

•

Confusion about the way the prototype operated - 13.9% (N= 5)

•

Lack of colour in the interface or poor layout of screen elements - 5.6% (N= 2)

The third and fourth comments may not be very significant for two reasons. Firstly, the
number of participants making each comment is not very large and secondly, it is to be
expected that some participants will be confused about the way the system operates or
about aesthetic considerations. The first and second comments, on the other hand, are
both more frequent and the problems described are more substantial. In response to the
first Com

'
.
ment, It mIght be said that the large tables are a natural result of large data sets

With complex sets of dimensions and members. The census data used in Abacus was
Intentional!

h

y c osen to create an environment in which large tables would be produced.
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It is only to be expected that participants would have trouble with such large tables.
What is more important is the fact that participants were unable to use several OLAP
functions to control the size of tables, even after these functions had been demonstrated
in the training session.

The second comment identifies one of the most serious shortcomings of the Abacus
prototype. In both Table and Value Mode, users can define multiple rules to constrain
the population being displayed. Once a set of rules is defined and applied, Abacus does
not allow the user to remove or replace one of the defined rules. This was an
unintentional oversight in the development process that was not detected until the
usability testing was well under way. It could, however, be easily corrected and does not
reflect any serious problem with the underlying technologies.

By and large, the responses to open-ended questions are largely positive and support the
~sertion

that the prototype is easy to learn, flexible and useful.

S.2.10 Evaluation of the prototype
ne of the primary goals of this study is to demonstrate that OLAP, MDDB and the

\! ~.;. can be integrated to provide a system that is appropriate for casual and novice
u er~.: of ESD. Chapter 4 has presented a detailed description of a working prototype that

crvts. as a "proof by demonstration" that the three chosen technologies could be
Inl

gra~ed to produce a working system for the retrieval and manipulation of ESD by

(: lIa\

,~d novice users. Moreover, an analysis of the functions provided in the

Pn l tVl"l

JI ,e

has shown that the prototype meets the vast majority of the system

. i fi ations given in Section 3.3.
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-In the conclusion to Chapter 4, it was observed that some of the general specifications
for the system, such as being easy of use or easy to learn, could not be demonstrated
without usability testing. The descriptive statistics presented so far in this chapter
support the claim that the prototype does, in fact, meet the general specifications. The
descriptive statistics have shown that participants, after only brief training, were able to
carry out relatively complex tasks with reasonable correctness, speed and error rates.
Based on user evaluation, the prototype is easy to learn, easy to use and provides a
flexible interactive interface.

I

Based on the results in Chapter 4 and in the preceding sections of this chapter, the
prototype meets the vast majority of both the functional and general specifications
shown in Section 3.3. Some specifications e.g. specification 1.5 in Section 3.3, have not
been met by the prototype but most of these are minor requirements and do not pose a

I

serious challenge to the functional suitability of the prototype. The failure of the
prototype to meet some specifications in Section 3 of Section 3.3 i.e. the ability to
combine data from a number of different sources, suggests some important limitations
in the integration of the technologies used in the prototype.

Despite these limitations, the success of the prototype in meeting its other specifications
strongly suggests that the combination of technologies used in the prototype is effective
for the development of systems for providing ESD to the intended users. On this basis,
the prototype can be said to have served as a "proof by demonstration" of the
appropriateness of the underlying technologies for producing systems to provide ESD.
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5.3

Variation in Performance due to Learning effects

During usability testing it was observed that 55.6 % (N= 20) of the participants got all
four of the Mixed tasks correct. This was somewhat surprising, given that these tasks
were conceptually more difficult than many of the ones encountered in Table or Value
Mode. In addition to the intrinsic complexity of the tasks themselves, there was also the
added complexity of selecting an appropriate mode in which to carry out the tasks. It
might have been expected that participants would score little better or no better on these
than on the rest of the tasks. One possible explanation for the apparently higher scores
in Mixed tasks was that those tasks had to be done last and that participants would have
had significant experience with both Table and Value Modes by the time they attempted
the Mixed tasks. The higher scores may reflect a learned ability with the prototype.

To test this informal hypothesis, a comparison was made between Number Correct in
Mixed tasks (82.8%) and the Number Correct in four tasks of comparable difficulty in
Table and Value Modes (70.8%). These values appear to support the suggested learning
effect but it was unclear whether the differences are statistically significant and whether
these differences exist for other performance measures. To resolve this uncertainty,
paired sample t-tests were conducted for the four performance measures: Number
Correct, Task Time, Number of Errors and Error Time for the Mixed tasks and for four
comparable tasks. The results are shown in Table 5.2.
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Mixed tasks
Number Correct
Task Time
Number of Errors
Error Time

Std
error
0.16

t

p value

3.29

Four comparable
tasks
2.83

2.944

.003

509 seconds

522 seconds

24.72

-0.501

.320

4.3

4.7

0.94

-0.431

.334

79.8 seconds

168.8 seconds

37.31

-2.386

.012

Table 5.2 Means of Performance measures in 4 Mixed tasks
and 4 tasks of comparable difficulty in earlier modes
The values in Table 5.2 indicate that the differences in means for all four performance
measures are in the expected direction. The mean for Number Correct is higher for
Mixed tasks than for four comparable tasks and the result is statistically significant at
the 5% level. For the other three measures the means are lower for Mixed tasks than for
four comparable tasks because the learning effect would be expected to lead to a
reduction in Task Time, Number of Errors and Error time as participants became more
familiar with the prototype. Although the differences in means for these three measures
are in the expected direction the difference is only significant for Error Time (at the 5%
level). Nonetheless, it appears that there is an improvement in performance as users
become more familiar with the prototype and that this improvement is statistically
significant for two of the four performance measures, Number Correct and Error Time.

5.4 Analysis of the effect of user experience on performance
One of the main goals of the quantitative analysis in this chapter is to assess the
usefulness of the model of users as casual and novice users and to increase our
understanding of these important groups of users. The descriptive statistics in the
previous sections have provided an overview of the six performance measures for the
complete sample of casual and novice users. In the following four sections we focus on
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the statistical analysis of the differences in performance related to the participants’ level
of expertise with ESD or with computers, generally.

Some of the performance measures, such as the open-ended responses, do not lend
themselves to further statistical analysis and have been omitted in the following
sections. The performance measures used throughout the remainder of the chapter are
the six principal performance measures described in Section 5.2, namely
•

Number Correct (NC)

•

Task Time (TT)

•

Number of Errors (NE)

•

Error Time (ET)

•

Perceived Usefulness (PU)

•

Perceived Ease of Use (PEU)

The literature describes two common criteria for measuring experience: experience with
computers and experience with a specific domain or application. In this study, the
primary focus has been on domain experience i.e. experience with ESD. Using the
decision tree in Chapter 3 (see Section 3.2) and the data gathered from the User Profile
Questionnaire (Appendix A), all of the participants have been classified as novice,
casual or expert users of ESD. Initial analyses of the data suggested that the differences
in performance of casual and novice users of ESD are relatively small. With this in
mind, it was decided to include the expert users of ESD in the remaining analyses. The
presence of only five expert users of ESD is somewhat problematic but the inclusion of
these participants reveals important trends in the data.
The User Profile Questionnaire (Appendix A) also collected data about the overall
computer experience of the participants and so it is possible to apply the model
described in Chapter 3 (see Figure 3.2) to this type of experience as well. Surprisingly,
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when the model was applied to the data about computer experience, very few of the
participants were classified as casual or novice computer users. Nonetheless, there was a
significant amount of variation in computer expertise and it was thought that it would be
useful to see whether this variation in expertise had any effect on the performance of the
participants. To this effect, participants were classified as either “more expert” or “less
expert” computer users on the basis of their responses. To emphasise the difference,
only users at the extremes of the group were included in the two new categories.
Participants who used computers several times a day and had more than 5 years
experience with computers were classified as more expert. Participants who used the
computer once or twice a week or less and had used the computer for between 2 to 5
years or less were classified as less expert. The boundaries used for the less expert
group may still appear to be quite high. However, it should be remembered that the
boundaries are the upper limits and the less expert group would also have included
participants who only rarely used computers or who used computers occasionally but
for very short periods of time. Using this classification resulted in there being 20 “more
expert” computer users and 8 “less expert” computer users.

Having gathered data about the participants’ level of experience with ESD and with
computers generally, several interesting comparisons are possible. Comparisons can be
made between the performance of the various groups, based on their experience with
ESD e.g. casuals versus novices, novices versus experts etc. Similarly we can compare
the performance of more expert and less expert computer users. Initial comparisons
were carried out using ANOVAs, in conjunction with tests of normality and variance
homogeneity to verify the suitability of the ANOVA method. The results are presented
in Section 5.5. The comparisons made in Section 5.5 also provide an opportunity to
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assess the usefulness of the model based on either type of expertise. For example, we
could assess whether domain experience is a better or worse predictor of performance
than computer experience. An analysis of the usefulness of the model is made in Section
5.5.3. Later sections of the chapter explore the effect of individual user attributes on
performance by using linear regressions. Details of the procedures used are presented in
section 5.6 and the results are presented in sections 5.8 and 5.8.

5.5 Efficacy of the proposed model in predicting performance
This section attempts to determine whether the model proposed in Chapter 3 (see
Section 3.2) is effective in predicting user performance. The model is applied to both
experience with ESD and experience with computers generally, giving rise to two sets
of groups of users, namely:
•

expert, casual and novice users of ESD

•

more expert and less expert users of computers

Section 5.5.1 examines the differences between casual, novice and expert users of ESD
in each of the six performance measures. The statistical procedures used throughout
Section 5.5 will also be explained in detail at the start of Section 5.5.1. Section 5.5.2
goes on to explore these differences in performance for more expert and less expert
users of computers. Section 5.5.3 will critically analyse the efficacy of the model based
on the results in Sections 5.5.1 and 5.5.2.
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5.5.1 Comparison of performance for expert, casual and novice users
of ESD
Number Correct
Using the performance measure, Number Correct, an analysis of variance (ANOVA)
was conducted for the three groups: expert, casual and novice users. Although the
sample size for expert users was very small and there were some concerns about the
normality and the variance homogeneity of the distributions, analysis of variance
statistics were calculated for each distribution and the results of the ANOVA are shown
in Table 5.3. Normality and variance homogeneity statistics and stem and leaf plots for
each group are shown in Appendix J (see Table J1 and Figure J1).
Dependent variable: Number Correct
Number
Novice users of
18
ESD
Casual users of ESD
13
Expert users of ESD
5
Total
36

Between groups
Within Groups
Total

Sum of squares
117.75
47.039
588.15

df
2
33
35

Mean
17.20

Std deviation
0.45

Std error
0.20

15.14
12.34
14.02

2.28
4.89
4.10

0.63
1.15
0.68

Mean Square
58.88
14.25

F
4.130

p value
.025

Table 5.3 ANOVA of between subject effects for Number Correct
for expert, casual and novice users of ESD
The mean for expert users (17.20) is higher than for casual users (15.14) and the mean
for casual users is higher than for novice users (12.34) i.e. the differences in means are
in the direction expected. The p value of 0.025 indicates the statistical significance of
the difference at the 5% significance level. This result strongly supports the usefulness
of the model of casual, novice and expert users proposed in this research.
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In comparisons between three groups, the p value for the ANOVA indicates that there is
a statistically significant difference between the means, not the source of that significant
difference i.e. which groups contribute most to the difference. To determine the source
of the difference a Scheffe comparison was carried out. This procedure can be used to
compare all combinations of group means, however, in the current context, this is
equivalent to a pairwise comparison of the differences in means. The results of the
Scheffe test are shown in Table 5.4. The p values are for a one-sided test.
Casual (I), novice (J)

Expert (I), casual (J),

Expert (J), novice (J)

Difference (I-J)

p value

Difference (I-J)

p value

Difference (I-J)

p value

2.80

0.07

2.06

0.29

4.86

0.026

Table 5.4 Scheffe comparison of between subject effects for Number Correct
for expert, casual and novice users of ESD

Table 5.4 confirms that the differences between group means are in the expected
direction, with the group means for more experienced participants being higher than for
less experienced users and, hence, all the differences are positive values. The p values
indicate that the difference between expert and casual users (p = 0.29) is not statistically
significant at the 5% or 10% level. The difference between casual and novice users (p =
0.07) is statistically significant at the 10% level but not at the 5% level. Finally, the p
value for expert and novice users is 0.026, which is statistically significant at the 5%
level. These results suggest that the significant difference between group means,
indicated by the ANOVA (see Table 5.4), is primarily due to the difference between
expert and novice users, as would have been expected. Given the tendency in the
literature to group casual and novice users together, it might have been expected that the
differences in performance between these two groups would not have been significant.
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However, we see that the difference is significant at the 10% level. Finally, the
differences between casual and expert users might have been expected to be significant
but these were, in fact, the least significant differences. Thus the results in Tables 5.3
and 5.4 provide initial support for the premise that performance can be predicted by
model based on user experience. To confirm this result, however, it is necessary to
ensure that the results above are valid and to test the premise with other performance
measures.

Although the results of both the ANOVA and the Scheffe comparison are statistically
significant, a number of factors might call the validity of the results into question. To
begin with, the sample sizes, particularly for expert users, are relatively small. More
important still are the results of the tests of normality and variance homogeneity shown
in Appendix J (see Table J1). The Levene test (p = 0.002) reveals statistically
significant differences among the three standard deviations: 0.45 for the expert users,
2.28 for casual users and 4.89 for novice users. These values would call into question
the validity of the p values in Tables 5.3 and 5.4 as it is a condition of the ANOVA that
the variances are homogenous i.e have near equal variances. In cases where sample
group variances are sufficiently different for Levene’s test to indicate significant
differences in population group variances, this effectively rules out the use of the pooled
t-test. However, in the case that one variance dominates another (see Moore and
McCabe, 1993, p. 547), a modified test statistic can still be used and can still be
approximated by a t-distribution (but with a smaller number of degrees of freedom).
When testing a difference, the degrees of freedom for the approximation is n-1, where n
is the sample size of the group with the dominant variance. In the current context, this
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means that the differences in variances indicated by the Levene test are not sufficiently
large enough to invalidate the results given in Tables 5.3 or 5.4.

Although the results of the Shapiro-Wilk test (see Appendix J, Table J1) demonstrate
non-normality for both the expert and novice users (p = 0.10 for both), the shape of the
distribution and lack of extreme outliers (see Appendix J, Figure J1) suggest that the ttest is robust against such departures from normality.

Taking both of these sets of factors into account, it appears that there are no gross
departures from the t-test assumptions and so the p value can be regarded as a valid
indicator. Consequently, the results given in Tables 5.3 and 5.4 are valid i.e. the levels
of significance attributed to the differences between groups appear to be valid.
Consequently, the results below can be stated with a reasonable degree of confidence. It
has been observed that differences in the Number Correct are:
•

statistically significant (at the 5% level) for expert and novice users of ESD

•

statistically significant (at the 10% level) for casual and novice users of ESD

•

not statistically significant for casual and expert users of ESD

The first result suggests that the model of casual and novice usage of ESD, as proposed
in Chapter 3 (see Figure 3.2), may be useful in predicting user performance. The
second result also supports the usefulness of the model but indicates significant
differences in performance between groups that typically might have been thought to
more closely related i.e. casual and novice users. It is possible that the differences in
performance due to domain experience is more significant between casual users and
novice users than had been previously realised. The final result does not indicate a
significant difference in performance between two apparently quite different groups of
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users and the reasons for this result remain unclear. However, these result only apply to
one performance measure and so the usefulness of the model needs to be assessed for
other performance measures.

Task Time
The results of the ANOVA and Scheffe test for Task Time are shown in Table 5.5.
Dependent variable: Task Time
Number
Novice users of ESD
18
Casual users of ESD
13
Expert users of ESD
5
Total
36

Between groups
Within Groups
Total

Sum of squares
495185
12194568
12690654

Casual (I), novice (J)

df
2
33
35

Mean
2305.60
2078.34
2366.72
2232.02
Mean Square
247592
369559

Expert (I), casual (J),

Std deviation
603.64
608.99
622.58
602.15
F
0.67

Std error
142.28
168.90
278.43
100.36
p value
0.52

Expert (J), novice (J)

Difference (I-J)

p value

Difference (I-J)

p value

Difference (I-J)

p value

-227.26

0.30

288.38

0.33

61.12

0.49

Table 5.5 ANOVA and Scheffe test of between group effects for Task Time
for expert, casual and novice users of ESD
Task Time was expected to be lower for more experienced ESD users. Unexpectedly,
the mean Task Time was higher for expert users than for either casual or novice users of
ESD. However, the p value of 0.52 (see Table 5.5) indicates that the result is not
statistically significant. The results of the Scheffe comparisons (see Table 5.5) indicate
no statistically significant differences in pairwise comparisons of group means. P values
are for a one-sided test.
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Number of Errors
The Number of Errors was expected to be lower for more experienced users, although
there is some evidence in the literature that familiarity with multiple applications can
lead to a higher error rates for more experienced users. The differences shown in Table
5.6 indicate that no consistent trend was observed.
Dependent variable: Number of Errors
Number
Novice users of ESD
18
Casual users of ESD
13
Expert users of ESD
5
Total
36

Between groups
Within Groups
Total

Sum of squares
152.40
5842.63
5995.03

Casual (I), novice (J)

df
2
33
35

Mean
17.44
19.66
13.20
17.65
Mean Square
76.20
177.05

Expert (I), casual (J),

Std deviation
15.48
11.68
5.76
13.09
F
0.43

Std error
3.65
3.24
2.58
2.18
p value
0.65

Expert (J), novice (J)

Difference (I-J)

p value

Difference (I-J)

p value

Difference (I-J)

p value

2.23

0.90

-6.46

0.66

-4.24

0.82

Table 5.6 ANOVA and Scheffe test of between group effects for Number of Errors
for expert casual and novice users of ESD

The group means for Number of Errors did not follow a consistent pattern, with casual
users having a higher mean for Number of Errors than either the more experienced
experts or less experienced novices. Moreover, the p value of 0.65 (see Table 5.6)
indicates that the result is not statistically significant. The results of the Scheffe
comparisons (see Table 5.6) indicate no statistically significant differences in pairwise
comparisons of group means for Number of Errors. The p values are for a two-sided test
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in this case because there is no a priori assumption about the direction of any
differences in means.
Error Time
The Error Time was expected to be lower for more experienced users and the values
shown in Table 5.7 indicate that this was consistently the case e.g. the mean Error Time
was lower for experts than either casual and novice users. However, the p value of 0.61
(see Table 5.7) indicates that the result is not statistically significant.
Dependent variable: Error Time
Number
Novice users of ESD
18
Casual users of ESD
13
Expert users of ESD
5
Total
36

Between groups
Within Groups
Total

Sum of squares
103780
3429613
3533394

Casual (I), novice (J)

df
2
33
35

Mean
503.86
477.42
341.52
471.77
Mean Square
51890
103827

Expert (I), casual (J),

Std deviation
376.24
282.41
128.53
317.73
F
0.50

Std error
88.68
78.33
57.48
52.96
p value
0.31

Expert (J), novice (J)

Difference (I-J)

p value

Difference (I-J)

p value

Difference (I-J)

p value

-26.44

0.49

-135.90

0.38

-162.34

0.31

Table 5.7 ANOVA and Scheffe test of between group effects for Error Time
for expert casual and novice users of ESD
The results of the Scheffe comparisons (see Table 5.7) indicate no statistically
significant differences in pairwise comparisons of group means for Number of Errors.
The p values are for a one-sided test.

Perceived Usefulness
Based on the study by Nielsen and Levy (1994), there was reason to expect that more
experienced users might be more demanding of the prototype and, hence, that the
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Perceived Usefulness would be lower for more experienced users of ESD. As shown in
Table 5.8, the group means for Perceived Usefulness were in the expected direction
with more experienced users having a lower mean Perceived Usefulness. The p values
are for a one-sided test, since the direction of the difference was expected at the outset.
Dependent variable: Perceived Usefulness
Number
Mean
Novice users of ESD
18
5.74
Casual users of ESD
13
5.55
Expert users of ESD
5
4.23
Total
36
5.46

Between groups
Within Groups
Total

Sum of squares
9.05
34.07
43.12

Casual (I), novice (J)

df
2
33
35

Mean Square
4.52
1.03

Expert (I), casual (J),

Std deviation
1.00
0.73
1.64
1.11
F
4.38

Std error
0.24
0.20
0.74
0.19
p value
0.02

Expert (J), novice (J)

Difference (I-J)

p value

Difference (I-J)

p value

Difference (I-J)

p value

-0.19

0.44

-1.32

0.03

-1.51

0.01

Table 5.8 ANOVA and Scheffe test of between group effects for Perceived
Usefulness for expert casual and novice users of ESD
The results of the ANOVA are statistically significant (p = 0.02), indicating marked
differences between groups in their Perceived Usefulness of the prototype. The results
of the Scheffe comparisons (Table 5.8) indicate that differences between both experts
and novices (p = 0.01) and between experts and casual users (p = 0.03) were significant
at the 5% level. Because the results in Table 5.8 are statistically significant, further
analysis of the underlying assumptions of the ANOVA method is required. The
Shapiro-Wilk test (see Appendix J, Table J3) indicates the non-normality of the novice
group (p= 0.01) but inspection of the stem and leaf plots (see Figure J2) suggests that
the t-test is robust against such departures from normality. The Levene test (see Table
J2) indicates the homogeneity of variances (p= 0.077). Thus, the underlying
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assumptions of the ANOVA have been satisfied and the results of the ANOVA appear
to be valid.
These results show that, while all groups of users rated the prototype as being useful,
expert users have perceived the system as being less useful than either casual or novice
users. It is interesting to note that even although the results for Number Correct were
significantly better for expert users than for either casual and novice users, expert users
still did not perceive the prototype as being as useful as casual and novice users did.
This may be an example of the general tendency of more experienced users to rate the
their satisfaction with systems lower than less experienced users (Nielsen and Levy,
1994). However, it should be recalled that the prototype has been specifically designed
for casual and novice users and it is not unreasonable to assume that the prototype may
have been perceived as less useful by expert users because of this. The tasks carried out
by expert users of ESD may be more complex than those carried out by the casual and
novice users from whom the specifications of the prototype were gathered. Thus, while
expert users considered the prototype useful, it would not fully satisfy the needs of
expert users, nor was it intended to.

Although the open-ended questions were not specifically intended to gather information
about perceived usefulness, many participants did comment on the usefulness of the
prototype. Their comments are also consistent with the results of the ANOVA, given
above. For example, comments relating to usefulness made by novice users included:

good for finding single values or comparisons; works quickly and easily; potentially
useful for large data sets; gives detailed statistics for specific variables; useful, time
saving; search more quickly; quite useful and fast
These comments are broadly positive and strongly suggest that novice users found the
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prototype to be useful.

Other less positive comments by novices about usefulness were:

very good once you know data sets;
was effective and broad but overall did the job;
scrolling tedious and confusing
The first and second comments in this second group suggest some conditional approval
while the third comment addresses a specific problem that limited the usefulness of the
prototype. The second group is clearly less positive but the overall impression was
clearly that the prototype was useful.

Comments pertaining to usefulness that were made by casual users included:

easier to accomplish tasks; I liked the slice function; very impressed; good; good
tool; very good; efficient; effective
As with the first set of comments by novices, these comments are clearly positive.
Unlike the novices, other comments made by casual users suggest a more in-depth
assessment of the prototype. This is indicated by comments such as :

two modes are complementary; 2 modes provide flexibility on mixed tasks; use of
right mode can save time; useful for pulling variables out of database.
These comments are also positive but imply a greater understanding of the functionality
of the prototype. However, casual users comments were not all positive, as shown by
the following comments:

Good if many variables; can it support all types of data ?;
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quite good but needs more work - simplify the search requirements.
Here we see a number of less positive and conditionally positive comments. Overall, the
comments made by casual users suggest a greater awareness of the faults of the
prototype, while still being satisfied with it's usefulness. The distinction between casual
and novices, is significant, but not profound. This agrees entirely with the results of the
ANOVA, which shows a small but significant difference between the perceived
usefulness of casual and novice users.

The small number of experts in the sample means that there are only a few comments to
draw on but these comments show are markedly different to those of casuals and novice
users. Comments included:

Good; easier to accomplish tasks,
got better with more experience
The first and second comments are clearly positive while the third shows conditional
approval. The remaining comments by expert users that pertain to usefulness were:

very simple for limited functionality;
searches need to be more flexible;
The first of these is highly positive - the prototype is "very simple" - but also indicates a
level of disapproval with the functionality of the prototype. This is quite consistent with
trends in the literature that suggest that expert users expect more from a system than
novice or casual users. Moreover, it is a comment that we might have expected an
expert user to make about a system that was developed specifically for casual and
novice users. The functionality described in the system specifications was tailored to
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meet the needs of casual and novice users, not expert users. The final comment above is
also indicative of this general trend.

Once again, the comments are consistent with the results of the ANOVA, showing that
expert users found the prototype less useful than either casual or novice users.

Perceived Ease of Use
The results for the ANOVA for Perceived Ease of Use are shown in Table 5.9.
Dependent variable: Perceived Ease of Use
Number
Novice users of ESD
18
Casual users of ESD
13
Expert users of ESD
5
Total
36

Between groups
Within Groups
Total

Sum of squares
0.55
38.09
38.64

Casual (I), novice (J)

df
1
24
25

Mean
5.34
5.49
5.10
5.36

Mean Square
0.28
1.15

Expert (I), casual (J),

Std deviation
1.14
0.96
1.09
1.05
F
0.24

Std error
0.27
0.27
0.49
0.18
p value
0.79

Expert (J), novice (J)

Difference (I-J)

p value

Difference (I-J)

p value

Difference (I-J)

p value

0.15

0.46

-0.39

0.40

-0.24

0.45

Table 5.9 ANOVA of between subject effects for Perceived Ease of Use
for expert casual and novice users of ESD
As explained in the discussion of Perceived Usefulness, it was expected that the rating
for Perceived Ease of Use would be lower for more experienced users of ESD. The
group means for Perceived Ease of Use did not follow a consistent pattern, however,
with casual users having a higher mean for Perceived Ease of Use than either the more
experienced experts or less experienced novices (see Table 5.9). However, the
differences in group means are not statistically significant (p= 0.788).

198

The results of the Scheffe comparisons (see Table 5.9) indicate no statistically
significant differences in pairwise comparisons of group means for Perceived Ease of
Use. The p values are for a one-sided test.

Summary for expert, casual and novice users of ESD.
The results presented in this section have shown that there are statistically significant
differences between expert, casual and novice users for two of the performance
measures, namely, Number Correct and Perceived Usefulness. However, the
significance of the differences are not consistent across the three pair wise comparisons
between the groups: expert/casual, casual/novice and expert/novice. More importantly,
the differences between expert, casual and novice users for the other four performance
measures are not statistically significant and the direction of the differences varies from
one pair wise comparison to the next.

These results call into question the usefulness of the model of expert, casual and novice
users based on ESD experience. It is possible, however, that experience with computers
generally, is a more effective basis for a model. Section 5.5.2 examines this possibility.

5.5.2 Comparison of performance for more expert and less expert
computer users
As explained in Section 5.4, the majority of participants in the study were casual or
novice users of ESD but were relatively expert in their use of computers. However,
significant differences still appeared to exist in the actual level of competence with
computers and so the sample was divided into two groups: “more expert” and “less
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expert” users of computers.

The following comparisons examine the differences

between these two groups in the six performance measures.
Number Correct
It was expected that the Number Correct would be higher for more expert users of
computers than for less expert users. Although the sample size was quite small,
particularly for the group of less expert participants, and there were some concerns
about the normality and variance homogeneity of the samples, analysis of variance
statistics were calculated for the Number Correct performance measure, for more expert
and less expert users of computers and the results are shown in Table 5.10. Normality
and variance homogeneity statistics and stem and leaf plots are shown in Appendix K
(see Table K1 and Figure K1).
Dependent variable: Number Correct
Number
Less expert computer users
8
More expert computer users
18
Total
26

Between groups
Within Groups
Total

Sum of squares
158.70
289.23
447.92

df
2
33
35

Mean
10.41
15.76
14.12

Std deviation
5.67
1.94
4.23

Std error
2.01
0.46
0.83

Mean Square
158.70
12.05

F
13.17

p value
.001

Table 5.10 ANOVA of between subject effects for Number Correct
for more expert and less expert users of computers
The mean Number Correct for less expert users (10.41) is lower than for more expert
users (15.76) i.e. the difference in means is in the direction expected. Moreover, the p
value of 0.001 does indicate the statistical significance of the difference at the 5%
significance level. The result is inconclusive, partly because of the relatively small
sample size, non-normality and variance heterogeneity of the samples. The test of
variance homogeneity (see Appendix K, Table K1) indicates statistically significant
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differences in the standard deviations of both groups. However, the t-test is still
sufficiently robust against these differences. Similarly, the test for normality indicates
non-normality for both groups. However, inspection of the stem and leaf plots of the
data, indicate that there are no gross departures from the t-test assumptions. Therefore,
the p value can be regarded as a valid indicator and this result is significant for a test at
the 5% level.

In this comparison between more expert and less expert computer users, there are only
two groups being compared so there is no need to conduct a Scheffe test. This will be
the case for the rest of the comparisons in this section.

Task Time
As in the discussion of Task Time and ESD experience, it was expected that more
experienced users of computers might take less time to complete the tasks i.e. have
lower Task Times. The mean Task Time was lower for more expert users than for less
expert users of computers, as was expected, However, as shown in Table 5.11, the
difference in means is not statistically significant (p = 0.49).
Dependent variable: Task Time
Number
Less expert computer users
8
More expert computer users
18
Total
26

Mean
2378.86
2170.70
2234.75

Std deviation
517.99
769.75
698.31

Std error
183.14
181.43
136.59

Sum of squares df
Mean Square
F
p value
Between groups
239986
1
239986
0.48
0.49
Within Groups
11950911
24
497954
Total
12190898
25
Table 5.11 ANOVA of between subject effects for Task Time
for more expert and less expert users of computers
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Number of Errors
The group means for Number of Errors were also in the expected direction i.e. more
expert users made fewer errors than less expert users. More importantly, the differences
in means are statistically significant (p value = 0.003), as shown in Table 5.12.
Dependent variable: Number of Errors
Number
Less expert computer users
8
More expert computer users
18
Total
26

Between groups
Within Groups
Total

Sum of squares
1782.00
3835.68
5617.66

Df
1
24
25

Mean
30.68
12.74
18.26
Mean Square
1781.97
159.82

Std deviation
19.27
8.53
14.99
F
11.15

Std error
6.81
2.01
2.94
p value
.003

Table 5.12 ANOVA of between subject effects for Number of Errors
for more expert and less expert users of computers
The results of tests for variance of homogeneity for this performance measure are given
in Appendix K (see Table K2). These results indicate that there are significant
differences in the standard deviations of the more expert and less expert groups for this
performance measure. However, the values of the standard deviations for Number of
Errors for more expert (8.53) and less expert users (19.27) are such that the t-test is
relatively robust (as explained in section 5.5.1). The Shapiro-Wilk test demonstrates
normality for both groups for this performance measure (see Table K3). Consequently,
the p value for Number of Errors appears to be valid and indicate a significant
difference in the Number of Errors for more expert and less expert users of computers.

Error Time
As with Number of Errors, the group means for Error Times were also in the expected
direction i.e. more expert users took less time to deal with errors than less expert users.
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More importantly, the differences in means are statistically significant (p value =
0.000), as shown in Table 5.13.

Dependent variable: Error Time
Number
Less expert computer users
8
More expert computer users
18
Total
26

Between groups
Within Groups
Total

Sum of squares
1269235
1860840
3130075

df
1
24
25

Mean
820.09
341.37
488.67
Mean Square
126235
77535

Std deviation
400.11
208.67
353.84
F
16.37

Std error
141.46
49.18
69.39
p value
0.000

Table 5.13 ANOVA of between subject effects for Error Time
for more expert and less expert users of computers
The results of tests for variance of homogeneity for this performance are given in
Appendix K (see Table K2). As with Number of Errors, these results indicate that there
are significant differences in the standard deviations of the more expert and less expert
groups for this performance measure. However, the values of the standard deviations for
Error Time for more expert (208) and less expert (400) users, are such that the t-test is
relatively robust (as explained in section 5.5.1). The Shapiro-Wilk test demonstrates
normality for both the more expert and less expert users for this performance measure
(as shown in Table K3). Consequently, the p value for Error Time appears to be valid
and indicates a significant difference in the performance of more expert and less expert
users of computers.

Perceived Usefulness
The mean Perceived Usefulness for more expert computer users is lower than for less
expert users. Although the difference in means is in the direction that might be
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expected, it is not statistically significant (p = 0.279). This is somewhat surprising given
the significance of the relationship between Perceived Usefulness and ESD experience.
The results of the ANOVA are given in Table 5.14.
Dependent variable: Perceived Usefulness
Number
Mean
Less expert computer users
8
5.75
More expert computer users
18
5.26
Total
26
5.41

Between groups
Within Groups
Total

Sum of squares
1.33
26.12
27.46

df
1
24
25

Mean Square
1.33
1.09

Std deviation
0.85
1.12
1.05
F
1.26

Std error
0.03
0.26
0.21
p value
0.279

Table 5.14 ANOVA of between subject effects for Perceived Usefulness
for more expert and less expert users of computers
Perceived Ease of Use
The mean Perceived Ease of Use for more expert and less expert users are in the
opposite direction to that of the Perceived Usefulness i.e. Perceived Ease of Use is
higher for more expert users than for less expert users. However, the difference is not
statistically significant (p= 0.79). The results of the ANOVA are given in Table 5.15.
Dependent variable: Perceived Ease of Use
Number
Less expert computer users
8
More expert computer users
18
Total
26

Between groups
Within Groups
Total

Sum of squares
0.10
34.38
34.49

df
1
24
25

Mean
5.19
5.32
5.28

Mean Square
0.10
1.43

Std deviation
1.65
0.95
1.18
F
0.07

Std error
0.58
0.22
0.23
p value
0.791

Table 5.15 ANOVA of between subject effects for Perceived Ease of Use
for more expert and less expert users of computers
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Summary for more expert and less expert computer users.
The results presented in this section have shown that there are statistically significant
differences between more expert and less expert computer users for Number Correct,
Number of Errors and Error Time. The differences between more expert and less expert
users of computers for Task Time and Perceived Usefulness are in the expected
direction but are not statistically significant. The differences between more expert and
less expert users of computers for Perceived Ease of Use are neither in the expected
direction nor are they statistically significant.

Although the pattern of statistically significant differences is more consistent for
experience with computers than it is for experience with ESD, the results do not
strongly support the idea that the classification based on computer experience is very
effective in predicting performance.

5.5.3 A summary of performance measures and two models
A summary of the findings in this section is presented in Table 5.16, below. The results
shown in Table 5.16 for six performance measures with different groupings based on
types of expertise have been quite surprising. Seven of the twelve comparisons show no
statistically significant differences between groups and frequently the direction of
differences in the means is in the opposite direction to that which would be expected or
shows no consistent pattern at all.
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Groups of users
Performance
Measure

Expert/casual/novice
users of ESD

Number Correct Significance varies for each pair of groups,
difference is in the expected direction

More expert/less
expert users of
computers
Significant at 5%,
expected direction

Task Time

Not significant,
no consistent pattern of differences

Not significant,
expected direction

Number of Errors

Not significant,
no consistent pattern of differences

Significant at 5%,
expected direction

Error Time

Not significant,
no consistent pattern of differences

Significant at 5%,
expected direction

Perceived

Significant at 5% for 2 pairs,
difference is in the expected direction

Not significant,
expected direction

Not significant,
no consistent pattern of differences

Not significant,
opposite direction

Usefulness
Perceived Ease of
Use

Table 5.16 Statistical significance of differences and direction of differences for the
means of performance measures for several groups of users
The performance measure Number Correct, did show significant variations between
groups at the 5% level for both ESD experience and computer experience. The
performance measures Number of Errors and Error Time were significant at the 5%
level, but only for computer experience, not for ESD experience.

The Perceived

Usefulness showed significant variations between groups based on ESD experience but
not computer experience. The variations were only statistically significant at the 5%
level for one of the three pairwise comparisons. No other performance measures showed
statistically significant variations between groups.

These results call into question the usefulness of the model of casual, novice and expert
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users proposed in Chapter 3 (see Section 3.5.1). Although such a model may be useful
for explaining some kinds of performance, it does not appear to predict many widely
used performance measures. Given the limited success of the proposed model, the
remaining sections of this chapter will explore the use of other models of performance
based on user experience. The differences between the initial model and the models
developed in the remainder of the chapter are quite significant and some explanation of
those differences is necessary.

The initial model is based on a number of underlying user attributes such as frequency
of use, years of use and so on. However, there are two significant differences between
the model itself and these user attributes.

Firstly, the model classifies all users into one of either two or three classes i.e. the
model is dichotomous or trichotomous. Conversely, each of the user attributes used in
the model has at least five levels. Thus, the user attributes are more finely grained than
the resultant model. Moreover, when user attributes are combined, as in the decision
tree in Section 3.5.1, there are a total of twenty-one combinations. Since each of these
combinations has a different set of user attributes, it is conceivable that each of these
twenty-one groups might perform differently. Using a dichotomous or trichotomous
model however, reduces the number of combinations to only two or three, possibly
obscuring important differences between the users. The use of all twenty-one
combinations may be more informative than the use of only two or three classes i.e
variations may be observable across all twenty-one combinations that are not observable
across only two or three classes of users.
Secondly, the model is an ordinal scale while the user attributes are interval scales.
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Ordinal scales, as the name implies, describe a number of classes that are ordered
according to some attribute. In the initial model the attribute used to order the classes
was experience with computers or with ESD. Being an ordinal scale, it is possible to say
that an expert user is more experienced than a casual and that a casual is more
experienced than a novice. However, an ordinal scale does not indicate the extent of the
difference i.e. whether the difference between an expert and a casual is the same as the
difference between a casual and a novice. In contrast, several of the attributes used in
the model were recorded as numerical values on an interval scale and so allow us to
determine the extent to which two users differ. For example, if three users had worked
with a system for 1 month, 3 months and 12 months, respectively, the difference in
experience between the first and second user would be less than the difference in
experience between the second and third. The use of interval scales provides a much
more informative type of data than ordinal scales and so the user attributes are not only
more finely grained than the initial dichotomous or trichotomous models but the type of
data they contain is more informative as well.

Thus, the groups defined by the initial model may not be as useful in predicting
performance as the underlying user attributes. Fortunately, all of the data used to
classify participants as expert, casual or novice users is available and so it is possible to
explore the relationships between user performance and the underlying attributes in the
model.

5.6

Developing models of user performance

The analysis in the preceding sections has cast doubt on the usefulness of the original
model of user experience, as a determinant of performance. Since all the data about the
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underlying characteristics of the participants in this study are available, it is possible to
develop alternative models for each of the performance measures based on
combinations of the original user attributes.

Developing such models involves comparisons of the six primary performance
measures shown in Table 5.16 with the underlying attributes of the participants. The six
primary user attributes used in the initial model were:
•

‘Frequency of ESD Use’ (FEU) and ‘Frequency of Computer Use’ (FCU), measured
on a six-point, discrete, interval scale.

•

‘Length of ESD Sessions’ (LES) and ‘Length of Computer Sessions’ (LCS),
measured on a six-point, discrete, interval scale.

•

‘Years of ESD Use” (YEU) and ‘Years of Computer Use’ (YCU), measured on a
six-point, discrete, interval scale.

In addition to these six user attributes, data was collected about the amount of task
variability in the use of ESD or of computers. This user attribute was not used in the
decision tree in Section 3.5.1 but it is described in the literature as an attribute of casual
and novice users. The questions in the User Profile Questionnaire that collected this data
actually gathered two different but related pieces of information, namely, the number of
ESD sets (or computer applications used) and the variability of the tasks done with these
sets (or computer applications). Consequently, this data can be broken down into four
separate user attributes as follows:
•

‘Number of ESD Sets’ (NES) used and ‘Number of Computer Applications’ (NCA)
used, measured on a three-point, interval scale.

•

‘ESD Task Variability’ (ETV) and ‘Computer Task Variability’ (CTV), measured
on a three-point, ordinal scale.
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The inclusion of the four additional attributes gives a total of ten user attributes of
experience, five pertaining to ESD use and five pertaining to computer use.

Having observed in the previous section that the classification of users on the basis of
either ESD experience or computer experience does not appear to correlate either
strongly or consistently with performance, these classifications are no longer relevant to
the following analyses. Having decided to test the relationship between performance
and the underlying attributes, it is irrelevant which of the categories a participant would
have belonged to in the previous analyses. All that is significant about a particular
participant is the attributes of that participant. Consequently, what is required for the
following analyses is the largest population of users and, to that effect, the following
analyses use all thirty-six participants whose usability testing sessions were valid.

The remainder of this section presents the results of attempts to model the relationships
that may exist between the performance measures and one or more of the user attributes.
Given the number of user attributes (the independent variables) and performance
measures (dependent variables), it was not feasible to identify possible relationships
graphically e.g by the inspection of scatter plots etc. In such cases, particularly in
exploratory studies where there is no strong reason to assume that a non-linear
relationship exists, it is normal to try and fit the relationship to a linear model. Thus, it
was decided to carry out multivariate linear regressions using all ten user attributes to
try and explain each of the performance measures in turn.
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Multivariate linear regressions attempt to fit the attributes to a linear equation of the
form:
y = ß0 + ß1 x1 + ß2 x2 + … ßn xn + ε
where y is a chosen performance measure, x1to xn are the values of the attributes and ε
is the residual i.e. the difference between an observed value and the value predicted by
the linear equation.

In the context of the present analyses there would be six regression equations, one for
each of the six performance measures, having the form:
Performance measure = ß0 + ß1(FEU) + ß2(FCU) + ß3(LES) + ß4(LCS) + ß 5(YEU) +
ß6(YCU) + ß 7(NES) + ß8(NCA) + ß9(ETV) + ß10(CTV) + ε
where FEU = Frequency of ESD Use, FCU = Frequency of Computer Use, LES =
Length of ESD Sessions, LCS = Length of Computer Sessions, YEU = Years of ESD
Use, YCU = Years of Computer Use, NES = Number of ESD Sets, NCA = Number of
Computer Applications, ETV = ESD Task Variability, CTV = Computer Task
Variability.

The values ß0, ß1, ß2 to ß10 are calculated by the regression method and are shown in the
tables of regression results as “Standard coefficients”.

5.6.1 Initial development of regression models
Since the linear regression method can generate more than one linear equation for a
single performance measure, some statistics packages, including SPSS, use the term
“model” to differentiate these equations, labelling them as Model 1, Model 2 and so on.
The term model, as used in this context, refers to a specific linear equation for a specific
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performance measure and not to the overall model of experience described in Chapter 2
(see Section 2.5) and represented as a decision tree in Chapter 3 (see Figure 3.2). In the
remainder of the chapter, the term “regression model” is used to mean a single linear
equation representing a performance measure as distinct from the model of user
experience described earlier.

Stepwise linear regressions were used in preference to other regression techniques for
two reasons. Firstly, stepwise regressions attempt to develop simple regression models
by both adding and removing variables at various steps in the development of the
regression model. Secondly, when the stepwise method is carried out in SPSS, the
method also checks for possible correlations. Unlike “full model” regression, which
always produces a linear equation using all of the available independent variables,
regardless of their significance, stepwise regression models are only developed if at
least one of the variables satisfies a minimum level of significance i.e. satisfies the
“minimum probability of F to enter” parameter. For the current research, this parameter
was initially set at 5% i.e. a variable would not be entered into the regression model
unless the p value for that variable was less than 0.05. Stepwise linear regressions were
carried out for each of the six performance measures using all ten of the user attributes.
These resulted in the development of only four only four stepwise regression models,
using the procedure described. More will be said about the implications of this in
Section 5.7.

A number of the assumptions of the regression method relate to the residuals calculated
by the regression method, rather than to the dependent variables themselves.
Consequently, a linear regression must be carried out before all of the assumptions can
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be tested. To test the suitability of the selected regression method, each regression was
followed by an analysis of residuals to determine if the underlying assumptions had
been met. The underlying assumptions of the method are that the relationship is linear
and that the residuals are independent, normally distributed values with homogeneous
variance. Each of these will be discussed in turn.

Since it is difficult to demonstrate the linearity of the relationship beforehand, plots
were made of the standardised residuals against the predicted values. For all of the
models generated, the plots suggested that a linear relationship was valid. The
independence of the residuals is ensured by the fact that the various performance
measures were generated by separate individuals who were randomly selected from a
diverse pool. The plots of standardised residuals against predicted values can also be
used to estimate the normality of the residuals and the plots described above did
suggest that the residuals were normal. To check this, it was decided to capture the
residuals themselves and subject them to a Shapiro-Wilk test of normality and a Scheffe
test for homogeneity of variance. For some of the initial models, there were doubts
about the extent to which all of the assumptions had been met. These will be addressed
in detail for each of the initial models.

One final possible difficulty associated with multi-variate linear regression is the
possibility that there are near-linear relationships between any of the attributes i.e. that
the attributes are collinear

(Hocking 1996) or multicollinear (for example

Norusis/SPSS, 1990). For the four regression models, collinearity statistics, such as
correlation matrices, condition indices and eigenvalues of the correlation matrices and
Variance Inflation Factors (VIF) were also calculated.
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The issue of collinearity was dealt with by comparison of the collinearity statistics to
accepted baseline values (Hocking, 1996). Hocking suggests that collinearity is
indicated by correlation coefficients greater than 0.95, a maximum condition index (or
condition number) greater than 30, minimum eigenvalues less than 0.05 and VIFs
greater than 10. For all of the regression models generated, the values of all these
statistics were well within the limits suggested by Hocking. The highest correlation
coefficient was 0.695 (see Appendix L, Table L). The condition numbers and
eigenvalues for all regression models were less than 5.622 (see Appendix M, Tables
N2, N4, N6 and N8). The minimum eigenvalue recorded for any regression models was
0.084 (see Appendix M, Tables N2, N4, N6 and N8and the highest Variance Inflation
Factors (VIF) for any regression model was 1.96 (see Tables 5.18, 5.20, 5.22 and 5.24).
Having dealt with the issue of collinearity here, it will not be necessary to address this
issue for each of the individual performance measures.

5.6.2 Analysis of linear regression results for Number Correct
The results of a stepwise linear regression using all 10 user attributes and Number
Correct are shown in Tables 5.17a. 5.17b and 5.18.

Included variables
Regression model

Unstandardised
coefficients

B
(Constant) 9.11
Years of Computer Use 0.62
2
(Constant) 11.07
Years of Computer Use 0.63
Number of ESD Sets -0.36
1

Std Error
1.26
0.15
1.50
0.14
0.17

Standard
coefficients

t

p value VIF

Beta
.60
.60
-.28

7.21
4.28
7.36
4.53
-2.12

.000
.000
.000
.000
.041

1.000
1.000
1.000

Table 5.17a Included variables for the regression model for Number Correct
(with p = 0.05 or less)
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Excluded variables
Regression model
2

Frequency of ESD Use
Years of ESD Use
Length of ESD Sessions
ESD Task Variability
Frequency of Computer Use
Length of Computer Sessions
Computer Task Variability
Number of applications

Beta
In
0.07
0.13
0.15
0.25
0.30
0.17
0.13
0.16

t

p value

0.42
0.70
1.07
1.90
2.01
1.18
1.00
1.07

.678
.487
.292
.067
.053
.248
.327
.292

Partial
correlations
.075
.125
.19
.32
.34
.21
.18
.19

VIF
1.38
1.96
1.17
1.02
1.37
1.17
1.03
1.28

Table 5.17b Excluded variables for the regression model for Number Correct
(with p = 0.05 or less)
The results show the stepwise development of two regression models. The first includes
only the Years of Computer Use while the second has had Number of ESD Sets added.
These results indicate that when Years of Computer Use and Number of ESD Sets are
included, no other variables further explain the variability in Number Correct.

Dependent variable: Number Correct
Model

R

R Square

1
2

.60
.66

.36
.44

Adjusted R
Square
.34
.40

Std. Error of
Estimate
3.36
3.19

p value
0.000
0.000

Table 5.18 Summary results for regression model for Number Correct
The addition of Number of ESD Sets significantly increases the explanatory power of
the regression model as shown by the increase in both R-squared and the adjusted Rsquared values (see Table 5.18). Since Model 2 is the final result of the stepwise
regression method, the following discussion deals only with regression Model 2.

Before accepting such a regression model, the results themselves must be inspected and
checks must be made of the appropriateness of the assumptions underlying the linear
regression method (such as the normality and homogeneity of variance of the residuals).
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A plot of standardised residuals against predicted values is shown in Appendix M (see
Figure M1) and suggests that a linear model is appropriate for this performance
measure. This plot also confirms the variance homogeneity of the residuals. The results
of the Shapiro-Wilk test, given in Appendix M (see Table M2), suggest that the
residuals are normally distributed and hence that the underlying assumptions of the
method are satisfied. Given that the issue of collinearity was dealt with in Section 5.6.1,
the regression model appears to satisfy all the underlying assumptions.

In the summary results, the R-square and adjusted R-square values indicate that Model 2
explains 44% of the variation in the sample and 40% of the variation in the population,
respectively. These values suggest that the regression model may be useful. The
coefficient for Number of ESD Sets is negative, indicating that the more ESD sets a
participant has used, the lower the Number Correct would be. This is quite unexpected
and indicates the need for of further investigation at some later time.

The Number Correct differs from other performance measures used in the study because
it has a fixed maximum of 18 i.e. the maximum number correct out of 18 tasks. As such,
Number Correct may be better modelled using a stepwise logistic regression. Such a
model was fitted to the data and the results confirmed that only Years of Computer Use
and Number of ESD Sets were significantly related to the Number Correct (p=0.0001).

5.6.3 Analysis of linear regression results for Number of Errors
The linear regression of all ten attributes and the dependent variable Number of Errors
produced the regression model shown in Tables 5.19 and 5.20.
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Dependent variable: Number of Errors
Model

R

R Square

1

.59

.34

Adjusted R
Square
.32

Std. Error of
Estimate
10.93

p value
0.000

Table 5.19 Summary results for regression model for Number of Errors

Included variables
Regression model

Unstandardised
coefficients

B
Std Error
1
(Constant) 31.84
3.87
Frequency of Computer -0.16
0.04
Use

Standardised
coefficients

t

p value VIF

Beta
-.59

8.22
-4.14

.000
.000

1.00

Excluded variables
Regression model
2

Frequency of ESD Use
Years of ESD Use
Length of ESD Sessions
ESD Task Variability
Number of ESD sets
Years of Computer Use
Length of Computer Sessions
Computer Task Variability
Number of applications

Beta
In
-.14
.10
.03
-.10
.18
-.15
-.03
-.10
-.28

T

p value

-.98
.64
.18
-.72
1.25
-.93
-.15
-.65
-1.86

.334
.529
.862
.475
.220
.359
.879
.519
.073

Partial
correlations
-.17
.11
.03
-.13
.22
-.16
-.03
-.12
-.31

VIF
1.00
1.13
1.03
1.00
1.00
1.37
1.38
1.05
1.21

Table 5.20 Regression model for Number of Errors (with p = 0.05 or less)
The plot of standardised residuals against predicted values is shown in Appendix M (see
Figure M2) and suggests that a linear model is appropriate for this performance
measure. This plot also suggests the variance homogeneity of the residuals, although the
residuals with a value of 1.5 are more widely separated than those with a value of - 0.5
and this casts some doubt on the homogeneity of variance of the residuals. The results
of the Shapiro-Wilk test, given in Appendix M (see Table M4), suggest that the
residuals are not normally distributed and this is confirmed by the stem and leaf plots
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shown in Figure M5. This violates one of the underlying assumptions of the method and
raises questions about the validity of the regression model.

In the summary results, the R-square value indicates that the regression model explains
34% of the variation in the sample while the adjusted R-square suggests that the
regression model explains 32% of the variation in the population. These values suggest
that the regression model may be useful. The coefficient for Frequency of Computer
Use is negative, indicating that the more frequently a person uses computers, the fewer
errors they are likely to make. Although this would seem a reasonable conclusion it is
not necessarily true and this result must be viewed with some caution, especially in light
of the caveats about normality and variance homogeneity given above.

5.6.4 Analysis of linear regression results for Error Time
The linear regression of all ten attributes and Error Time produced the regression model
given in Tables 5.21 and 5.22.The plot of standardised residuals against predicted
values is shown in Appendix M (see Figure M3) and suggests that a linear model is
appropriate for this performance measure. This plot also confirms the variance
homogeneity of the residuals. The results of the Shapiro-Wilk test, given in Appendix
M (see Table M6), suggest that the residuals are normally distributed. Thus the
underlying assumptions of the linear regression method appear to have been satisfied.
The regression model appears to satisfy all the underlying assumptions of the method.
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Dependent variable: Error Time
Model

R

R Square

1

.60

.36

Adjusted R
Square
.35

Std. Error of
Estimate
260.56

p value
0.000

Table 5.21 Summary results for regression model for Error Time
Included variables
Regression model

Unstandardised
coefficients

B
Std Error
1
(Constant) 826.86
92.23
Frequency of Computer -4.02
.092
Use

Standard
coefficients

t

p value VIF

Beta
-.60

8.97
-4.35

.000
.000

1.000

Excluded variables
Regression model
2

Frequency of ESD Use
Years of ESD Use
Length of ESD Sessions
ESD Task Variability
Number of ESD Sets
Years of Computer Use
Length of Computer Sessions
Computer Task Variability
Number of applications

Beta
In
-.23
.11
.08
-.08
.15
-.23
-.27
-.11
-.22

T

p value

-1.68
.73
.57
-.58
1.08
-1.43
-1.70
-.75
-1.43

.103
.474
.575
.565
.287
.163
.100
.458
.161

Partial
correlations
-.285
.127
.100
-.10
.19
-.25
-.29
-.13
-.25

VIF
1.000
1.132
1.027
1.000
1.002
1.368
1.384
1.054
1.206

Table 5.22 Regression model for Error Time (with p = 0.05 or less)
In the summary results, the R-square value indicates that the regression model explains
36% of the variation in the sample while the adjusted R-square suggests that the
regression model explains 35% of the variation in the population. These values suggest
that the regression model may be useful. The coefficient for Frequency of Computer
Use is negative, indicating that the more frequently a participant has used the computer,
the faster they will deal with errors. This is in the expected direction.
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5.6.5 Analysis of linear regression results for Perceived Usefulness
The linear regression of all ten attributes and the dependent variable Perceived
Usefulness produced the regression model given in Tables 5.23 and 5.24.

Dependent variable: Perceived Usefulness
Model

R

R Square

1

.48

.23

Adjusted R
Square
.20

Std. Error of
Estimate
1.01

p value
0.004

Table 5.23 Summary results for regression model for Perceived Usefulness

Included variables
Regression model
1

Unstandardised
coefficients

B
(Constant) 6.05
Years of ESD Use -.13

Standardised
coefficients

Std Error
.26
.04

T

p value VIF

Beta
-.48

23.78
-3.10

.000
.004

1.000

Excluded variables
Regression model
1

Frequency of ESD Use
Length of ESD Sessions
ESD Task Variability
Number of ESD Sets
Frequency of Computer Use
Years of Computer Use
Length of Computer Sessions
Computer Task Variability
Number of applications

Beta
In
.04
-.02
-.002
-.13
-.09
.05
-.11
-.25
-.16

t

p value

.24
-.10
-.01
-.87
-.54
.02
-.68
-1.64
-.99

.812
.921
.991
.394
.596
.983
.500
.112
.332

Partial
correlations
.04
-.02
-.002
-.15
-.09
.004
-.120
-.28
-.17

VIF
1.18
1.60
1.03
1.02
1.13
1.89
1.09
1.00
1.12

Table 5.24 Regression model for Perceived Usefulness (with p = 0.05 or less)
The plot of standardised residuals against predicted values (see Appendix M, Figure
M4) suggests that a linear model is appropriate and confirms the variance homogeneity
of the residuals. The results of the Shapiro-Wilk test (see Appendix M, Table M8)
suggest that the residuals are not normally distributed and the stem and leaf plots (see
Figure M6) confirm this. This violates one of the underlying assumptions of the method
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and raises questions about the validity of the regression model.

In the summary results, the R-square value indicates that the regression model explains
23% of the variation in the sample while the adjusted R-square suggests that the
regression model explains 20% of the variation in the population. The coefficient for
Years of ESD Use is negative, indicating that the longer a participant has used ESD, the
lower the rating of Perceived Usefulness would be. Although this result is certainly
consistent with those of Nielsen and Levy (1994), it must be regarded with some
caution, especially in light of the caveats about normality and variance homogeneity
given above.

5.6.6 Analysis of regression results for Task Time and Perceived Ease
of Use
The linear regression of all ten attributes and the dependent variables Task Time and
Perceived Ease of Use did not produce regression models. This does not, however,
mean that there is no relationship between the ten attributes and Task Time or Perceived
Ease of Use. The use of a larger sample or a slightly different regression method might
reveal a useful relationship, however, one has not been found using the current
procedures.
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5.7 Interpretation of the results of linear regressions
Table 5.25 shows a summary of the results described in Section 5.6 while Table 5.26
presents a matrix showing relationships between attributes and performance measures.

Performance Measure

Variables included in

Beta

regression model
Number Correct

p

Expected Valid

value direction

Years of Computer Use

.60

.000

Yes

Number of ESD Sets

-.28

.041

?

Task Time

R2

Yes

.44

NO regression model was produced

Number of Errors

Frequency of Computer Use -.59 .000

Yes

?

.34

Error Time

Frequency of Computer Use -.60 .000

Yes

Yes

.36

Yes

?

.23

Perceived Usefulness Years of ESD Use
Perceived Ease of Use

-.48 .004

NO regression model was produced

Table 5.25 Attributes found to be significant in linear regressions (p = 0.05 or less)
The results in Table 5.25 show the four regression models that have been developed.
Inspection of the R squared values shows that these models explain a significant
proportion of the variation on the population. The p values for all four models are
statistically significant and, in the three of the four cases, the signs of the standard
coefficients (Beta) are in the expected direction. These models appear to be useful,
although there are some concerns about the validity of the models for Number of Errors
and Perceived Usefulness.

5.7.1 Attributes included in regression models
The results in Tables 5.26 suggest that many of the user attributes that have been
suggested as determinants of performance in earlier studies may not be particularly
good predictors of performance at all. For example, Frequency of Computer Use, one of
the most widely used attributes of experience in previous studies, is only a significant
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determinant of two of the six performance measures, namely, Number of Errors and
Error Time. This is quite a surprising result as most earlier studies would suggest that

Ease of Use

Perceived

Usefulness

Perceived

Error Time

Errors

Number of

Task Time

Correct

Number

Frequency of Computer Use was a major determinant of user performance.

Frequency of ESD Use
Years of ESD Use

X

Length of ESD Sessions
Number of ESD Sets

X

ESD Task Variability
Frequency of Computer Use
Years of Computer Use

X

X

X

Length of Computer Sessions
No. of computer applications
Computer Task Variability
Note: attributes shown in bold may not meet the assumptions of the regression method
Table 5.26 Matrix showing relationship between attributes and performance
measures based on stepwise linear regression with a 5% probability of F to enter

In addition, six of the user attributes are not included in any of the regression models,
suggesting that all six of these attributes are not related to user performance at all.
Perhaps the most surprising result of this type is the absence of the attribute, Frequency
of ESD Use. Frequency of ESD Use represents the user’s familiarity with a specific
type of computer application and, as such, would have been expected to be a significant
determinant of performance. Once again, this does not appear to be the case. On the
basis of the results in Table 5.26, it appears that several of the user attributes are not
useful as predictors of performance.
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5.7.2 Attributes not included in regression models and missing models
The absence of regression models for Task Time and Perceived Ease of Use is quite
surprising. It would seem reasonable to expect that the time taken to complete a set of
tasks might be affected by several of the user attributes, such as Frequency of Computer
Use or Years of ESD Use. However, the results suggest that this is not the case and
leave us with no clue as to which factors influence the time it takes a user to carry out a
set of tasks.

Similarly, the study by Nielsen and Levy (1994) suggests that subjective user
performance ratings are influenced by the level of experience of the user. The fact that
no regression model is developed for Perceived Ease of Use would appear to contradict
this. It appears that none of the user attributes that describe user experience are related
to Perceived Ease of Use.

5.7.3 Approaches for expanding the analysis
Although the regression models are consistent with expectations and statistically
significant, the absence of some attributes from these models and the absence of any
models for some performance measures leave us with a number of questions. Firstly, are
the attributes that have been excluded from particular models completely unrelated to
the performance measures described by those models ? Secondly, if the performance
measures are not related to the attributes of user experience, what other attributes might
be related to these performance measures ?
The first question is concerned with two related situations - the absence of some user
attributes from the regression model for a particular performance measure and the
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absence of all user attributes from a regression model, the latter being a special case of
the former. In both these cases, it must be realised that the absence of an apparently
useful attribute from a model or the absence of a model for a performance measure may
not be an indication the attributes that have been excluded from the model are
completely unrelated to a given performance measure. It is possible that the excluded
attributes are not sufficiently strongly related to the performance measures in the current
sample. It is also possible that the excluded attributes are related to the performance
measure but not in a linear fashion. The first possibility might be addressed by varying
the level of significance required for inclusion of an attribute in the model and this
process was carried out and is described in Section 5.8. The second possibility is less
likely, given that the analyses of residuals suggests that a linear model is appropriate.
However, an exploration of non-linear models might be useful in a subsequent study.
For example, Number Correct may have a logarithmic or hyperbolic relationship with
the user attributes that were not included in the linear model. Similarly, Task Time
might be related to Years of ESD use but the relationship might be hyperbolic, rather
than linear. Such analyses lie beyond the scope of an exploratory study of this kind but,
clearly, this could be a fruitful area for future study.

Returning to our second question, what other factors might explain user performance?
Performance might be influenced by many factors including demographic
characteristics such as level of education, age, sex etc and several other possible factors
are suggested in Section 5.10. Although data about a number of these characteristics is
available, there are some inherent problems with conducting such an analysis at this
time. Firstly, the aim of this study was to determine the effect of usr experience on
performance, not to carry out a comprehensive analysis of all the factors that might
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affect performance. Secondly, although demographic data about participants was
collected in a systematic way using logical groupings, it was not based on any wellestablished model for constructs such as level of employment or level of education. For
both these reasons, any analysis of performance in terms of demographic variables
would be exploratory at best. Nonetheless, the data does exist for each participant and a
brief analysis of the effect of these demographic variables on performance is presented
in Section 5.9.

5.8 Alternative regression models
The analyses that have produced the results in Tables 5.25 and 5.26 are based on a
particular type of regression method, a specific sample and certain chosen parameters,
such as the required significance of the test statistics. Had any one of these things been
altered, the results in Tables 5.25 and 5.26 would have been different. Such changes
should not be made lightly, however, particularly in studies based on well-formed
hypotheses. In an exploratory study of this kind, however, some latitude can be allowed
without compromising objectivity. Indeed, failure to explore a number of possible
regression models could be seen as weakness in the current study.

With this in mind it was decided to conduct a further stepwise linear regressions but
allowing independent variables to be entered into the regression model if they had a p
value less than 0.10, rather than 0.05. These changes resulted in new regression models
for all user attributes except Perceived Ease of Use and Perceived Usefulness, for which
there were no alternative regression models developed. The new regression models
produced by this variation in the method are summarised in Tables 5.27 to 5.30.
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5.8.1 Number Correct
The new regression model for Number Correct is shown in Table 5.27. The new
regression model for Number Correct has the additional attributes of ESD Task
Variability and Frequency of Computer Use. The signs of the regression coefficients for
the two new attributes are consistent with expectations.
Dependent variable: Number Correct
Years of Computer Use
No of ESD Sets
ESD Task Variability
Frequency of Computer Use
R- squared
Adjusted R-squared
p value for the complete regression model

Beta
.490
-.286
.221
.272

p value
.002
.027
.086
.069
.549
.489
0.000

Table 5.27 Regression model for Number Correct (with p = 0.10 or less)
The p value for both of the additional attributes is greater than 0.05 but less than 0.10, as
a result of relaxing the constraint on entry into the regression model. This means that,
although the inclusion of these attributes explains more of the variation (for example,
the R-squared value has increased from .44 to .549), the level of confidence for the
inclusion of these attributes in the regression model is lower.

5.8.2 Task Time
Under the more relaxed condition (p = 0.10 to enter), a regression model was developed
for Task Time and is shown in Table 5.28.
Dependent variable: Task Time
Number of Computer Applications
R- squared
Adjusted R-squared
p value for the complete regression model

Beta
-.289

p value
.092
.084
.056
0.092

Table 5.28 Regression model for Task Time (with p = 0.10 or less)
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Somewhat unexpectedly, the regression model developed under the relaxed constraints
includes only the attribute Number of Computer Applications. The sign of the
regression coefficient is negative, indicating that the more applications a person has
used, the shorter the time taken to complete the 18 tasks, which is consistent with our
expectations. Because the regression model contains only one independent variable, the
p value for the variable and for the complete regression model are the same (p = 0.092).
This is not a very strong result and the R-squared values suggest that the regression
model does not explain a great deal of the variation in either the sample or the
population. The regression model may not be particularly useful.

5.8.3 Number of Errors
The new regression model for Number of Errors is shown in Table 5.29.
Dependent variable: Number of Errors
Frequency of Computer Use
Number of Computer Applications
R- squared
Adjusted R-squared
p value for the complete regression
model

Beta
-.470
-.278

p value
.004
.073
.406
.369
0.000

Table 5.29 Regression model for Number of Errors (with p = 0.10 or less)
The new regression model for Number of Errors includes the attribute Number of
Computer Applications as well as the original Frequency of Computer Use. The signs
of both the regression coefficients are negative, as would be expected. The p-value for
both of the additional attributes is greater than 0.05 but less than 0.10, as a result of
relaxing the constraint on entry into the regression model. The corresponding increase
in adjusted R-squared values is from 0.32 to 0.369, a moderately significant
improvement.
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5.8.4 Error Time
The new regression model for Error Time is shown in Table 5.30.

Dependent variable: Error Time
Frequency of Computer Use
Years of ESD Use
Length of Computer Sessions
Years of Computer Use
Frequency of ESD Use
R- squared
Adjusted R-squared
p value for the complete regression model

Beta
-.404
.465
-.328
-.356
-.256

p value
.017
.009
.029
.084
.089
.590
.519
0.000

Table 5.30 Regression model for Error Time (with p = 0.10 or less)
The new regression model for Error Time is, by far, the most different of all the new
regression models. It includes four additional attributes. It should be noted that some of
the attributes have a p value lower than that Frequency of Computer Use, the only
attribute in the original regression model. This is possible because the stepwise method
recalculates the p values for all attributes as new attributes are added to the regression
model. Thus, although Years of ESD Use did not have a p value low enough to be
included in the original regression model it does have a low enough p value when all
four of the other attributes are included in the regression model.

The regression coefficients for all of the user attributes, except Years of ESD Use, are
negative, as was expected. The coefficient for Years of ESD Use is positive, indicating
it takes users longer to deal with errors if they have been using ESD for many years.
This is somewhat surprising especially since the coefficient for Years of Computer Use
is positive, indicating a trend in the opposite direction. It remains unclear why users’
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experience with ESD would cause them to take a long time to deal with errors while
their experience with computers would reduce the time taken to deal with errors.

The development of the more complex regression model explains a significantly greater
proportion of the variation in the population, with the adjusted R-squared value rising
from 0.35 to 0.519.

5.8.5 Testing of the alternative regression models
The various regression models shown above were subjected to the same tests for
normality, variance homogeneity and collinearity as for the original regression models
summarised in Table 5.25. A number of these test statistics for the regression models
(with a probability of entry of 10%) for Number Correct raise questions about the
validity of that regression model and it is possible that the extended regression model
may not be a valid one. None of the test statistics for the other new regression models
are indicative of problems with those regression models.

5.8.6 Conclusions based on the alternative regression models
Before looking at the changes brought about by the development of these new
regression models, two observations need to be made. Firstly, the relaxation of the
regression methods could be expected to increase the number of independent variables
found in the models. As a result, many of the attributes that did not appear in models
before now do so. Secondly, the proportion of variability explained by the models
would be expected to increase. All of the new models do in fact have higher R-squared
values and adjusted R-squared values and, hence, explain a higher proportion of the
variation in both the sample and the population. This is particularly true in the case of
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Task Time, for which there was no initial regression model at all. The remaining three
regression models show increases in R-squared values of 17.6%, 25% and 63.9%.

Frequency of ESD Use

Y

Years of ESD Use

Y

Perceived
Ease of Use

Useful
Rating

Error Time

Number of
Errors

Task Time

Number
Correct

The attributes included in the various regression models are shown in Table 5.31.

Y

Length of ESD Sessions
Number of ESD Sets

X

ESD Task Variability

Y

Frequency of Computer use

Y

Years of Computer Use

X

X

Y

Length of Computer Sessions
No. of Computer Applications

X
Y

Y

Y

Computer Task Variability
Note 1: attributes in original regression models are marked X, new attributes are marked Y
Note 2: attributes shown in bold may not meet the assumptions of the regression method
Table 5.31 Matrix showing relationship between attributes and performance
measures based on stepwise linear regression at 10% probability of F to enter

Attributes used in regression models for the first time include Frequency of ESD Use,
ESD Task Variability, Number of Computer Applications and Length of Computer
Sessions. The inclusion of these attributes in the new regression models is significant
because it indicates that these may be useful attributes to explain performance after all.
A closely related result is that two of the original ten attributes (Length of ESD Sessions
and Computer Task Variability) still do not appear in any of the regression models. The
absence of these attributes from any regression models, including those produced by the
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more relaxed conditions, would strongly suggest that these attributes are not particularly
useful in explaining performance.

5.9 The effect of demographic factors on performance
As explained in Section 5.7, the initial regression models, reported in Section 5.6,
suggest that factors other than user experience may be able to explain user performance
with the prototype. Although the focus of the current study is primarily on user
experience, the availability of demographic data about the participants in the study
allows us to carry out preliminary tests for some other potential factors that may affect
user performance.

With this in mind, it was decided to fit the demographic factors collected about each of
the participants into the regression models described in Section 5.6. The four
demographic factors that were collected for each participant were age, sex, highest
qualification and type of employment. These were all collected as categorical variables
and could be used as such in the regression analysis. The sex variable, being
dichotomous, can be used without any further alteration. The age variable could easily
be converted into a ratio scale by using the median value in each age bracket, and would
be more useful as such, so this conversion was carried out. The highest qualification and
the type of employment are polychotomous, which introduces a minor problem. Unlike
dichotomous variables, polychotomous variables should be analysed in pairs, unless the
variable itself is ordered i.e all of the alternatives can be placed in an ordered sequence.
An analysis of the spread of these two variables showed that, for the final sample, they
were almost dichotomous i.e. although a number of values of the variable were possible,
within the sample two values predominated, with only three individuals having values
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other than the dominant ones. The responses from two of these individuals were such
that they could be included with one of the dominant values but the third individual was
eliminated from the extended regression analysis.

5.9.1 Results of the extended regression analysis
Stepwise regression analyses were carried out for all six performance measures and the
same tests of validity were carried out for each of the original regression models
described in Section 5.6. In some cases the regression models remained the same as in
the original analyses but for others there was a significant change in the model, as
described below.

5.9.2 Analyses that produced new models
An initial model was produced for Task Time while different models to those in the
original analyses were produced for the variables Number of Errors and Error Time,.
Task Time
Including the demographic variables, results in the development of an initial model for
Task Time. This model contains the Number of Applications used and the Level of
Employment. Details of the model are shown in Tables 5.32 and 5.33.

Included variables for Task Time
Unstandardised
Standard
coefficients
coefficients
Regression model
t
p value
B
Std Error
Beta
1
(Constant) 2694
232.4
11.6
.000
No. of applications -238.5
103.1
-.38
-2.31
.028
2
(Constant) 2464
244.36
10.09
.000
No. of applications -283.9 100.06
-.45
-2.84
.008
Level of employment 79.71
36.82
.34
2.17
.038
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VIF

1.000
.956
.956

5.32 Extended Regression model for Task Time (with p = 0.05 or less)
Dependent variable: Task Time
Model

R

R Square

1
2

.38
.51

.14
.26

Adjusted R
Square
.12
.21

Std. Error of
Estimate
545.53
516.59

p value
0.028
0.010

Table 5.33 Summary results for extended regression model for Task Time
The R-squared and adjusted R-squared values, suggest that the model explains a modest
amount of the variability in the sample and the population and the p-value shows that
the result is highly significant. Analysis of the scatter plots of residuals against
predictors suggests that the underlying assumptions of the regression model are valid.

The Beta coefficient in the model for Number of Applications indicates that the Task
Time decreases as Number of Applications increase. This is consistent with the notion
that greater experience results in better performance. The Beta coefficient in the model
for Level of Employment indicates that the Task Time increases as the Level of
Employment increases. Given that the Level of Employment is effectively the
dichotomous pair Student / Professional, this means that students took less time to
complete the tasks than professionals. This result is contrary to expectations and there is
a temptation to try and explain the result in other ways. For example, one might be
tempted to suggest that it is the youthfulness of the students that causes their task time
to be lower. If this were the case, then the Age variable, rather than Level of
Employment, should have shown the correlation with Task Time. Moreover, such a
suggestion would only be true if there were a significant correlation between Age and
Level of Employment, however, this does not appear to be the case.
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Number of Errors
Including the demographic variables, results in the development of a new model for
Number of Errors. This model contains the Frequency of Computer Use and Sex.
Details of the model are shown in Tables 5.34 and 5.35.

Included variables for Number of Errors
Unstandardised
Standard
coefficients
coefficients
Regression model
B
Std Error
Beta
1
(Constant) 31.84
3.92
Frequency of Computer -.16
.04
-.59
Use
2
(Constant) 43.79
5.98
Frequency of Computer -.14
.04
-.51
Use -9.12
3.63
-.34
Sex

t

p value VIF

8.13
-4.11

.000
.000

1.000

7.32
-3.70
-2.51

.000
.008
.038

1.062
1.062

Table 5.34 Extended regression model for Number of Errors (with p = 0.05 or less)

Dependent variable: Number of Errors
Model

R

R Square

1
2

.59
.68

.35
.46

Adjusted R
Square
.33
.42

Std. Error of
Estimate
11.07
10.25

p value
0.000
0.000

Table 5.35 Summary results for extended regression model for Number of Errors
The R-squared and adjusted R-squared values, suggest that the model explains a
significant amount of the variability in the sample and the population and the p-value
shows that the result is highly significant. Analysis of the scatter plots of residuals
against predictors suggests that the underlying assumptions of the regression model are
valid.
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The Beta coefficient for Frequency of Computer Use indicates that as Frequency of
Computer Use increases, the Number of Errors decreases, as we might have expected.
To interpret the effect of Sex on the Number of Errors, we need to know that the coding
used in the data is that 1 is Female and 2 is Male. With this in mind, the Beta coefficient
for Sex indicates that as the value for Sex increases i.e. goes from Female to Male, the
Number of Errors decrease. Without an appropriate theory of human sexual difference,
it is impossible to explain this trend. Once again, alternative explanations might be
suggested. For example it might be thought that the sample of females contained fewer
experienced users or that the females in the sample were older and so on. If however,
any of these reasons were valid, there should have been a correlation between age or
other indicators of user experience rather than Sex.

Error Time
Including the demographic variables, results in the development of a new model for
Number of Errors. This model contains the Frequency of Computer Use and Sex.
Details of the model are shown in Tables 5.36 and 5.37.

Included variables for Error Time
Unstandardised
Standard
coefficients
coefficients
Regression model
B
Std Error
Beta
1
(Constant) 828.09
93.06
Frequency of Computer -4.09
.94
-.61
Use
2
(Constant) 695.69
95.21
Frequency of Computer -4.95
.89
-.74
Use 5.97
17.45
.39
Level of Employment
5
(Constant) 1356.1 173.45
Frequency of Computer -3.038
.88
-.45
Use 42.00
13.99
.32
Level of Employment -223.1
69.58
-.35
Sex -46.04
15.84
-.35
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t

p value VIF

8.90
-4.36

.000
.000

1.000

7.31
-5.54
2.92

.000
.000
.006

1.121
1.121

7.82
-3.45
3.00
-3.20
-2.91

.000
.002
.006
.003
.007

1.76
1.17
1.19
1.47

Length of Computer Sessions -19.67

Frequency of ESD Use

9.10

-.22

-2.16

.039

1.04

Table 5.36 Extended regression model for Error Time (with p = 0.05 or less)

Dependent variable: Error Time
Model

R

R Square

1
2
5

.61
.71
.85

.37
.51
.725

Adjusted R
Square
.35
.48
.68

Std. Error of
Estimate
262.83
236.47
186.05

p value
0.000
0.000
0.000

Table 5.37 Summary results for extended regression model for Error Time
The R-squared and adjusted R-squared values, suggest that the models explain an
increasingly significant amount of the variability in the sample and the population and
the p-values shows that the results are highly significant. Analysis of the scatter plots of
residuals against predictors suggests that the underlying assumptions of the regression
model are valid.

The Beta coefficients for all of the variables that are attributes of user experience i.e.
Frequency of Computer Use, Length of Computer sessions and Frequency of ESD use,
all indicate that as experience increases, the Error Time decreases, as we might have
expected. Not unexpectedly, the effect of Sex on Error Time is in the same direction as
for Number of errors i.e. the Beta coefficient for Sex indicates that as the value for Sex
increases i.e. goes from Female to Male, the Error Time decreases. The Beta coefficient
for Level of Employment is also consistent with the occurrence of Level of
Employment in the model for Task Time i.e. as the Level of Employment increases, the
Error Time increases. As observed in relation to Task Time, there is no apparent reason
why this trend should occur.
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5.9.3 Analyses that produced the same model as in the original test
The variables Number Correct and Perceived Usefulness produced valid regression
models, containing the same dependent variables as in the original analyses. As before,
Perceived Ease of Use did not produce a model at all. These results suggest that none of
the demographic factors are related to these three performance measures.

5.10 Synthesis of statistical modelling and analysis
Having discussed the implications of the development of alternative regression models,
it is now necessary to try and synthesise the results of the three preceding sections of
this chapter. Firstly, it is worth recalling that Section 5.5 has shown that only three user
performance measures were strongly correlated with the user groups defined in the
original models based on levels of experience with ESD or computers. With this in
mind, Sections 5.6 and 5.7 have attempted to establish regression models for user
performance based on two sets of five user attributes, one set based on computer
experience, the other set based on domain experience. These regression models appear
to represent the relationship between user attributes and user performance much more
accurately than the original model.

The initial regression models in Section 5.6 suggest the following three conclusions.
Firstly, there is no single user attribute that can be relied upon to predict all types of user
performance and, hence, attempts to classify users on the basis of any single attribute
are speculative at best. For example, the user attribute most widely used as a basis for ad
hoc classification schemes, Frequency of Computer Use, is a relatively good predictor
of performance but only for two of the six performance measures used in the study.
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Secondly, regression models based solely on either computer experience or domain
experience may not explain performance as well as regression models based on both
computer use and domain use. For example, Number Correct appears to be related to
both Years of Computer Use and Number of ESD Sets used, although the influence of
Number of ESD Sets is significantly less. While some regression models, such as the
one for Perceived Usefulness, appear to be related only to attributes of domain
experience e.g. Years of ESD Use, other regression models, such as Number of Errors,
are based solely on attributes of computer experience e.g. Frequency of Computer Use.
Thus, to explain the majority of performance measures user attributes associated with
both domain and computer experience are required.
Thirdly, although the amount of variation explained by the regression models in Section
5.6 is quite high for a statistical analysis of this kind, a significant amount of the
variation is still unexplained. Possibly there are other independent variables (user
attributes) that have a marked influence on performance. These may be among the
remaining six attributes not used by any regression models in Section 5.6 or may be
entirely different altogether.

Turning our attention to the alternative regression models in Section 5.8, we find that
all of the above conclusions are confirmed. The regression models based on more
relaxed conditions of significance use even more of the ten user attributes than those in
section 5.6, suggesting that multiple user attributes are more effective in explaining
performance. The use of attributes based on both domain experience and computer
experience is also confirmed with three of the five valid regression models using
combinations of computer experience and domain experience to explain performance.
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It might have been thought that as more attributes were included in the different
regression models, a small pool of common attributes would explain a number of
different performance measures. Such a set of common attributes did not, in fact,
emerge. Frequency of Computer Use occurs in three of the five regression models but
no other attribute is more commonly used than that. It would appear that a variety of
attributes are needed to successfully explain the various types of user performance.

The final comment that needs to be made at this time relates to the level of variation
explained by the regression models. Even the regression models based on more relaxed
constraints do not explain the majority of the variation in performance. The highest
adjusted R-squared value for any regression model was 0.519 for Error Time, indicating
that this regression model would explain 51.9% of the variation in the population.
Conversely, the regression model for Task Time explains only 24.4% of the variation in
performance and so we might ask what determines the rest of the variation. It does not
appear to be any of the other user attributes used in the current analysis.

Although it lies beyond the scope of the present study to answer this question some
possibilities do arise. One possible answer lies in the demographic data collected about
each participant. The results in Section 5.9 show that some of the demographic
characteristics of the users appear to be useful predictors, particularly sex and level of
employment. Further research into these relationships would also be useful.

A second set of possible factors are suggested by the data gathered by means of user
observation does provide some ideas. During the course of user observation, a number
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of behaviours or difficulties were noted, leading to the following suggestions. The
observed behaviours have not been systematically analysed and, consequently, these
suggestions are somewhat speculative.
•

The Abacus interface contained a great deal of text, rather than icons. Some
participants appeared to have difficulties understanding the textual instructions
provided by the Abacus interface and so it is possible that reading ability could
be an important user attribute.

•

A number of participants answered several tasks quickly and correctly by using
the slicer to control table size. It was noted that many participants who used this
technique had a mathematical or scientific background. So mathematical or
logical ability might be a useful predictor of performance for some applications.

•

Some users clearly forgot how to carry out some actions and spent a significant
time reading the training materials. Memory may be a significant factor.

•

A small number of participants appeared to be poorly motivated and may not
have applied themselves to the tasks as fully as could be expected. The results
from three such participants were quite poor but they were not eliminated from
further analysis because many casual or ad hoc users of ESD may not be highly
motivated, either. Motivation could also be a significant attribute in determining
performance.

Clearly, none of the attributes suggested above are associated with user experience but
they may well be significant indicators of performance. It would be very useful to know
the effect that such factors have on performance when carrying out studies of this kind.
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5.11 Conclusion
In this chapter we have presented the quantitative analysis of the data gathered by
means of user observation. This analysis has been carried out for two main purposes.

Firstly, the results in Sections 5.5, 5.6 and 5.8 have been used to assess the usefulness of
the overall model of casual and novice users presented in Section 3.5.1. The results in
Section 5.5 have called into question the usefulness of dichotomous or trichotomous
models of user experience as predictors of performance. In Section 5.6, a number of
useful regression models were developed that explained three of the performance
measures in terms of the underlying user attributes. These initial regressions suggest
that some of the more widely used attributes of user experience are actually poor
predictors of performance. Section 5.8 has explored a number of alternative regression
models based on a modified regression method. These regression models have increased
both the complexity and explanatory power of the regression models but, in doing so,
there has been a corresponding reduction in the level of significance that can be placed
on the attributes. The results provide a useful starting point for further studies of user
performance based on user experience.
Secondly, the results of quantitative analysis have been used to describe the
performance of the prototype and, hence, to demonstrate that the prototype satisfies the
general specifications given in Section 3.3. Having already shown in the previous
chapter that the prototype meets the vast majority of its functional specifications, the
results in Section 5.2 allow us to conclude that the prototype meets the vast majority of
both functional and general specifications. Consequently, it has been shown that the
prototype does, in fact, serve as a valid “proof by demonstration” of the effectiveness of
OLAP, MDDB and the Web as a means of providing ESD to casual and novice users.
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CHAPTER 6

INTERPRETIVE ANALYSIS OF DATA
GATHERED BY MEANS OF USER OBSERVATION
6.1

Introduction

In the previous two chapters, we have presented the majority of the results of the
prototyping and user observation phases. These results suggest that the prototype is
relatively easy to learn, provides the required functionality and is considered by users to
be a flexible and effective tool for analysing External Statistical Data (ESD). As such,
the prototype represents a “proof by demonstration” that Online Analytical Processing
(OLAP), Multi-Dimensional Databases (MDDB) and the World Wide Web can be
integrated to produce a system that is appropriate for casual and novice users of ESD.

In addition to their role in the “proof by demonstration”, the results of user observation
have also served two other purposes. Firstly, they have contributed to an increased
understanding of computer system use by casual and novice users, which, in turn, has
led to an increased understanding of their use of the technologies on which the
prototype is based. Secondly, statistical analysis of these results has enabled us to
critically assess the model of casual and novice users proposed in Chapter 3 and to
develop more complex regression models for individual user performance measures.

Thus, the previous two chapters have met the first three goals of this research, namely:
•

To integrate a number of recently developed technologies into a prototype and to
demonstrate that the prototype meets the needs of casual and novice users of ESD.

•

To learn about the use of the proposed combination of technologies to build systems
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•

To increase our understanding of casual and novice users and to assess the
usefulness of the model of casual and novice users proposed in this study.

This chapter makes use of the qualitative data gathered by means of user observation
and subjects it to a more interpretive analysis. Section 6.2 of this chapter examines the
data gathered about the errors made by users and attempts to classify those errors in
light of a well-researched taxonomy of errors. In doing so, Section 6.2 extends our
understanding of casual and novice users and so contributes further to the third goal of
the research. In addition, Section 6.3 of this chapter analyses the strategies used by
participants and tries to fit these into an initial model of the task of retrieving and
analysing ESD. In doing so, it attempts, in part at least, to meet the final goal of the
research, namely, to develop a better understanding of the task of manipulating ESD.

6.2

Analysis of errors made by casual and novice users

In the previous chapter, the analysis of the errors made by participants during usability
testing focussed on the number and duration of errors rather than the types of errors
made. However, the data gathered by means of user observation provides an excellent
opportunity to explore the types of errors made by casual and novice users when
interacting with a new technology. To do so, however, requires an appropriate
taxonomy of errors. The taxonomy developed by Zapf et al (1992) and described in
Chapter 2 (see Section 2.6.4) appears to be suitable for the current study. Although the
Zapf et al taxonomy has been subjected to construct validation in a study involving an
adequate number of novice users of computers, it is not clear whether the taxonomy is
sufficiently comprehensive to describe the types of errors made by casual and novice
users of either computers in general or of particular applications. Thus, the current
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analysis provides an opportunity both to explore the errors made by casual and novice
users and to test the suitability of the selected taxonomy of errors for use with these
special classes of users.

The taxonomy proposed by Zapf et al (1992) categorises errors as either functional
mismatches i.e. those due to a weakness in the system, or usability mismatches i.e. those
due to mistakes made by users themselves. This differentiation is intuitively appealing,
easy to apply in practice and directs the focus of attention towards appropriate methods
of remediation. For example, a functionality mismatch is inherent in the system, can be
shown to exist outside of usability testing and indicates changes that a developer might
make to remedy the situation. An error that is a usability mismatch could only be
observed during usability testing and might lead to improvements in documentation,
training etc.

Before proceeding with the detailed analysis of observed errors, it is timely to review
the Zapf et al model. The four types of functional mismatches defined in the model are:
•

Action Blockade – part of the task cannot be performed

•

Action Repetition – the user loses out and must redo steps that have been carried

•

Action Interruption – the user is delayed by some system operation

•

Action Detour – the user must work around some part of the action because the
system does not adequately support that part of the action.

(Zapf et al, 1992)

The four types of usability mismatches described in the model are:
•

Intellectual Regulation – a complex plan of action is inadequately developed or parts
of it are forgotten
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•

Flexible Action Patterns – well known sub-plans are not executed or well known
feedback is not recognised

•

Sensorimotor – mistakes with input devices such as a keyboard or a mouse

•

Knowledge Base – the user doesn’t know a command, function key or underlying
concept used within the system.

(Zapf et al, 1992)

The taxonomy further divides Intellectual Regulation errors into Thought Errors,
Memory Errors and Judgement Errors while Flexible Action Pattern errors are further
divided into Habit Errors, Omission Errors and Recognition Errors. A full description of
these is given in Chapter 2 (see Section 2.6.4)

Having reviewed the model proposed by Zapf et al (1992), the following observation
must be made about the process used to record errors in this study. As explained in
Section 3.6.1, not all participant errors were recorded in detail, only those that resulted
in the participant getting the wrong answer for a task. This decision was based on the
intention to find out if there was anything inherently wrong with the prototype that
would stop participants getting a task correct. It was thought that any error that the users
could correct themselves did not constitute a serious flaw in the prototype. In hindsight,
the decision to record only this type of error was unfortunate, as it eliminated from the
systematic recording process many of the potential functional mismatches described by
Zapf et al. Since our focus is on the user, this should not have been a problem but the
distinction between functional and usability mismatches was not always clear cut and so
functional mismatches often were of interest as well but were not always systematically
recorded. Appendix N contains an alphabetical list of all the errors that were
systematically recorded (see Table N1) and an abridged list of errors (see Table N2)
showing the possible classification of each error using the Zapf et al taxonomy.
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6.2.1 Functional versus usability mismatches
The distinction made by Zapf et al (1992) between functional mismatches and usability
mismatches is that functional mismatches are mismatches between the computer system
and the task it is intended to perform. Such mismatches are independent of the actions
of any user and can be shown to exist in the system independently of any user. Usability
mismatches, on the other hand, are mismatches between the computer program and
individual users. Usability mismatches are not intrinsic to the computer program but
occur when a specific user fails to use the computer program to carry out some part of a
task that the computer program is actually able to carry out. (If the program were not
able to carry out that task, it would be a functional mismatch, instead). If, for example,
there is a point in a system dialogue from which a user cannot complete a task, then this
point in the dialogue represents an Action Blockade type of functional mismatch.
Usability mismatches, on the other hand, are errors made by the user, which can only be
detected during usability testing because only some users make the error. For example,
at a particular point in the system dialogue most users may press the correct key but
some users press a wrong key. The error is not specifically related to that point in the
dialogue but to the behaviour of those users.

It should be realised, however, that even although functional mismatches exist
independently of the users, functional mismatches are often detected during usability
testing. This was the case with the usability testing of Abacus, during which a number
of functional mismatches were detected. This distinction made by Zapf et al between
functional and usability mismatches appears clear cut and was generally easy to apply.
Although the recording process for errors did not attempt to gather data about functional
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mismatches, per se, a number of functional mismatches were observed during usability
testing. Three of these will be described briefly.

First, a number of participants were observed to have a problem after they had defined a
set of rules to constrain the population being displayed. If the succeeding task required
the participant to use all but one of the rules currently in force, there was no way to
remove the one rule that was no longer required i.e. there was no way to delete a rule.
Participants were forced to cancel all the existing rules and redefine the rules that they
needed for the succeeding task. Since this mismatch affected all of the participants at
that point in their interaction, it was reasonable to assume it was a functionality
mismatch. More importantly, it could be shown, independently of the group of
participants, that there was no way the participants could have avoided the mismatch.
The mismatch appears to be an Action Repetition type of functional mismatch.

The second observed functional mismatch was similar and also involved the definition
of a rule. To define a rule, the user must select a dimension, select a member from
within that dimension, select whether the rule is to be inclusive or exclusive and, finally,
apply the rule to the population. Several participants inadvertently selected the wrong
member from a drop down list but noticed their mistake before applying the rule. These
participants were unable to simply select the correct member from the dimension and,
instead, had to cancel the rule, select the dimension again and then select the correct
member. Two things are interesting about this situation. Firstly, there are actually two
mismatches involved in the situation. The first is a Sensorimotor type of usability
mismatch in which the participant did not correctly control the mouse and so selected
the wrong member. The second is a functional mismatch of the Action Repetition type
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because there is a point in the system interaction that causes the user to lose steps and to
repeat those lost steps. Secondly, the functional mismatch did not occur to all
participants because only some participants got to that point in the system interaction.
Nonetheless, it can be shown that once a user gets to that point in the system interaction,
there is no way to avoid the Action Repetition.

Classification of the third mismatch was not as clear cut, however and requires some
explanation. First of all, it should be recalled that Abacus is a Web-based application
and, as such, users have the ability to use Web browser functions at any time. This
means that users can, for example, use the “Back” function in the browser to move
backward in their history. A number of participants did so, in preference to using
functions that were made available within the Abacus interface. For example, even
although Abacus provides a function for removing unwanted dimensions from a table,
some participants used the “Back” function to achieve the same result. Unfortunately,
the use of the “Back” function, often returned the user to a point where a different set of
icons were displayed on the screen. In effect, these icons (buttons, drop down list etc)
were phantoms as they only existed in the historical version of the application and not in
the current state of the application. When a participant activated one of these phantom
icons, an instruction would be sent to the server which was inconsistent with the current
state of the application on the server and so the server was unable to process the
instruction.

It is difficult to classify this mismatch for several reasons. Firstly, the mismatch only
occurred to a small number of participants but, as we saw in the previous example, this
does not, of itself, indicate that a mismatch is not a functional mismatch. Secondly, the
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mismatch can be shown to exist independently of any individual participant, a clear
indication that it is a functional mismatch. However, there was no need for the
participants to use the “Back” function at all, as the interface provided adequate
functions to support the intended action. It would appear that there is a case to be made
for considering the mismatch to be either an Intellectual Regulation type of usability
mismatch or an Action Repetition type of functional mismatch. The difficulty
experienced in classifying this particular mismatch may be due to lack of experience
with the taxonomy on the part of the researcher or to an underlying limitation in the
taxonomy when dealing with complex, hybrid systems such as Abacus. Interestingly,
Zapf et al (1992) noted that there were minor difficulties within their own study in
distinguishing between some functionality mismatches and other types of errors, such as
Knowledge Base errors. There were also some difficulties because of mixing up types
of usability mismatches. Despite this problem, the separation of mismatches into
functional and usability mismatches seems to be both practical and useful.

6.2.2 Errors due to usability mismatches
Appendix N (see Table N1) shows a list of all of the recorded functional and usability
mismatches in order of the frequency of each mismatch. Many of these errors were only
recorded once and several others were only recorded for one participant. These will be
excluded from further discussion. Most of the remaining errors observed could be
classified using the Zapf et al (1992) taxonomy with little or no difficulty and Table N2
in Appendix N shows a list of the common mismatches classified using the taxonomy.
One of the advantages of the taxonomy is that its basis in Action Theory allows us to
develop some informal hypotheses about the types of errors that would be associated
with different types of users. According to Action Theory:
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•

novice users would be more likely to make more Knowledge Base errors and
Intellectual Regulation errors than more experienced users

•

more experienced users of computers would be likely to make fewer Sensorimotor
errors than novice users of computers.

Because the participants in the current study were novices with Abacus but relatively
experienced with computers, they would be expected to make a lower proportion of
Sensorimotor errors and a higher proportion of Knowledge Base and Intellectual
Regulation errors. It is unclear whether it would even be possible for novice users to
make any Flexible Action Pattern errors but more will be said about this in the Section
6.2.7.

6.2.3 Sensorimotor errors
The following Sensorimotor errors were recorded. The participant:
•

read from the wrong row or column in a table

•

applied a NOT condition to a rule by double clicking the mouse inadvertently

•

selected an adjacent value from a drop down list

These errors accounted for 10% (N= 16) of the error incidents in Table N2 and are
consistent with the results suggested by Action Theory i.e. a smaller proportion of
Sensorimotor errors made by computer experts. The decision to classify these as
Sensorimotor errors was relatively straightforward.

6.2.4 Knowledge Base errors
The following errors were classified as Knowledge Base errors because they appear to
have been caused by the participants’ lack of knowledge of the function keys and
underlying system concepts. The participant:
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•

didn’t scroll far enough down a long drop-down list

•

ignored the outer row or column heading in a multi-level table i.e. a table that has
two or more row headings, two or more column headings or both.

These errors accounted for 27.4% (N= 45) of the error incidents in Table N2 of
Appendix N and, as was expected, the 2 errors above account for a far larger proportion
of the total number of errors than the recorded Sensorimotor errors. This is consistent
with the predictions made by Action Theory that novice users of applications would
make a higher proportion of Knowledge Base errors. It was relatively easy to classify
these errors as Knowledge Base errors but the same was not true for the following
errors.

The following errors were recorded and account for 11% (N= 18) of the error incidents
in Table N2 of Appendix N. The participant:
•

used a wrong dimension. The participant was asked to use the dimension “Couple
type” but used “Family type” even though the “Couple type” dimension was
available.

•

used a wrong member. This did not appear to be a Sensorimotor error, as the
incorrect member was some distance away from the required member on the drop
down list and most other Sensorimotor errors that were observed involved adjacent
or near-adjacent items.

•

Interpreted a table heading incorrectly. The participant located a value in a table
beneath a row or column heading other than the one required. Once again, this did
not appear to be a Sensorimotor error because the rows and columns were widely
separated in the table and the incorrectly chosen heading was semantically similar to
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the required heading.

One of the distinctive features of these errors is that the participants were able to
complete the task in the expected manner but the answers they got were incorrect. The
errors arose not because the participants lacked the knowledge to use the system but
because the participants lacked knowledge of the domain of the data being displayed by
the system. In many ways this type of error is similar to the Recognition type of
Flexible Action Pattern error but, once again, those Recognition Errors are concerned
with system messages rather than the details of the data itself. Consequently, the errors
under discussion do not appear to be Intellectual Regulation, Flexible Action Pattern or
Sensorimotor errors but are conceptually, similar to Knowledge Base errors. However,
these three errors appear to be a special sub-class of Knowledge Base errors that might
be described as “Domain Knowledge Base errors”.

Reviewing the study by Zapf et al (1992), it is not surprising that Domain Knowledge
Base errors were not identified because the tasks that participants were doing when
observed by the researchers would not normally be associated with Domain Knowledge
Base errors. The first four tasks observed by Zapf et al were: typewriting, secretarial
work with office communications, word processing and using spreadsheets to maintain
records of employee absenteeism. None of these tasks appear to have a specific domain
knowledge that exists outside of the application itself. The fifth task was the use of
databases to carry out specialised tasks in insurance or public administration. This final
task might have had specific domain knowledge associated with it but we have no idea
how familiar the participants were with that domain and so it is possible that no Domain
Knowledge Base errors were observed. It appears that a new class of Knowledge Base
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error has been observed in this study and may be significant in a number of fields of
research.

Since Domain Knowledge Base errors appear to be a special class of Knowledge Base
error, the errors under discussion can be combined with the other Knowledge Base
errors. In which case, Knowledge Base errors account for over 38.4% (N= 63) of the
error incidents in Table N2, and hence, Knowledge Base errors represent an even
greater proportion of the total number of errors. This is consistent with the results
suggested by Action Theory.

6.2.5 Intellectual Regulation Errors
Intellectual Regulation errors, as described in Chapter 2 (see Section 2.6.4), are
associated with the user’s ability to generate plans of action and carry out those plans of
action correctly. Intellectual Regulation errors are of three types:
1. Thought Errors: when the user knows all the necessary features of the system to
carry out a plan of action but the plan of action is inadequately developed
2. Memory Errors: when the plan of action is correctly developed but a certain part of
a plan is not executed because it is forgotten
3. Judgement Errors: when the user cannot correctly interpret system feedback.

Using these definitions, the following mismatches were classified as Intellectual
Regulation errors. The participant:
•

added some variables to a table but didn’t add all necessary variables

•

defined and applied one or more rules but did not define all necessary rules

•

didn’t zoom at all on a dimension in a table i.e. didn’t zoom in to the correct level of
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aggregation at all for a particular dimension
•

when required to exclude a member of a dimension from the population being
displayed e.g. exclude all people who are married, the participant included a
different member of that dimension e.g. included all people who are divorced.

These errors are more complex than the Sensorimotor or Knowledge Base errors above
and require further explanation.

The first of these mismatches occurred when more than one dimension was needed on a
table and the participant correctly added one or more required dimensions to a table but
then omitted at least one other required dimension. Clearly, the participant knew how to
add dimensions to a table. This appears to be an Intellectual Regulation error but it is
difficult to tell from the observed data which type of Intellectual Regulation error it was.
The participant may have failed to realise that the missing dimension was required, in
which case the omission of that dimension is a Thought Error – the plan was
inadequately developed. On the other hand, the participant may have planned to add the
dimension and simply forgot to do so, in which case it is a Memory Error. In either case,
it appears likely that this is an Intellectual Regulation error.

The second mismatch was observed when participants needed to define multiple rules to
apply to the data. The participant would define and apply one or more rules and then fail
to define a necessary rule. Clearly, the participant knew how to define rules and how to
use this system function. As in the previous error, it is unclear whether the participant
failed to include one of the rules in his or her plan or whether the participant planned to
define the rule and simply forgot. In either case it would be an Intellectual Regulation
error of the Thought Error or Memory Error type, respectively.
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The third mismatch occurred when participants were required to zoom in (drill down)
on two or more dimensions to locate particular members of each of these dimensions.
Some users would zoom in on one or more of these dimensions but would fail to zoom
in on another of the required dimensions. For example, a participant looking for the
number of male 12-year-olds, might zoom in on the age dimension to locate age 12 and
them fail to zoom in on the sex dimension to locate males. Clearly, the participant knew
how to zoom in but apparently forgot to zoom in on the second or subsequent
dimension. Once again, this error appears to be an Intellectual Regulation error and
could be either a Thought Error or a Memory Error.

The fourth mismatch was observed when participants were required to define a set of
rules to describe a population. These rules could either include members of a dimension
in the display e.g. include only people who are 6 years of age, or exclude members of a
dimension e.g. exclude people who are over 65 years of age. In some tasks, participants
needed to use an exclude type rule. For example, a task might require the participant to
find the number of people who were NOT married. In such tasks, the participants should
have defined a rule such as “exclude all people who were married” but instead, some
participants apparently assumed that some other single, positive rule satisfied the NOT
condition e.g. a people who were “never married” were the same as people who were
NOT married. Of course, this is not the case, as people who are divorced or widowed
also satisfy the condition of NOT being married. The use of such exclusive rules had
been demonstrated in the training exercises and so it appears that this mismatch is a
Thought Error type of Intellectual Regulation error i.e. the plan of action was poorly
developed even though the user new all necessary features of the system to carry out the
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task.

Although the classification of the four errors above as Intellectual Regulation errors
seems quite plausible, the decision to classify them as such was made with less
confidence than the two previous types of errors. For example, in the last of the
mismatches described above, it is possible that participants were making a Domain
Knowledge Base error. If, for example, a participant did not know that a divorced
person was also a person who was NOT married, then the use of the “never married”
member would have been an entirely valid plan of action, from that participant’s point
of view. What was observed as an error would, in fact, have been a well-developed and
properly executed plan of action. Although it is possible that the observed error was a
Knowledge Base error rather than an Intellectual Regulation error, it appears more
likely that this particular error was, in fact, an Intellectual Regulation error.

Assuming that the classification as Intellectual Regulation error is valid, these four
errors alone accounted for 24.4% (N= 40) of the error incidents in Table N2 of
Appendix N.

6.2.6 Other Intellectual Regulation errors
A number of other Intellectual Regulation errors were observed, which were variations
on the last three of those in Section 6.2.5. These have been separated from those in
Section 6.2.5 because of uncertainty in their classification. These occurred when a
participant:
•

needed to define and apply several rules and did define all of the necessary rules but
did not apply all of them;
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•

didn’t zoom far enough on a dimension in a table i.e. didn’t reach the correct level
of aggregation for the task;

•

was unable to start the task of excluding a member of a dimension from the
population being displayed e.g. exclude all people who are married.

To understand the first of these mismatches, it must be recalled that the prototype
requires users to carry out two steps in the application of a rule to a population: first the
rule must be defined, then it must be applied to the population. When the task only
required the participant to define a single rule, virtually all users both defined and
applied the rule. When the task required the participant to define and apply multiple
rules, several users defined the first rule and applied that but then went on to define a
number of other rules, some of which they did not apply. In view of the fact that
participants defined all the necessary rules it appears that the action plan was fully
developed. The mismatch appears to have arisen because the participant forgot to carry
out a necessary action. Initially, this mismatch appears to be an Intellectual Regulation
error of the Memory Error type. However, Zapf et al (1992) describe such errors as
occurring “when a certain part of the plan is forgotten”. For the mismatches in Section
6.2.5, it appeared that the participants had forgotten a significant part of the plan e.g.
adding a variable, defining a rule etc. In the current mismatch, the participants seem
only to have forgotten a single action. This may have occurred because the participants
did not notice some of the system prompts reminding them to apply the rule or because
they simply forgot the final step. In either case, this mismatch could be classified as a
Flexible Action Pattern error. If the participants failed to notice the system prompts
about applying the rule, then the mismatch could be a Recognition Error – “where a
well-known message is not noticed or is confused with another one” (Zapf et al, 1992,
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p.317). If, on the other hand, the participants simply forgot a step it may be an Omission
Error – where “a person does not execute a well-known sub-plan” (Zapf et al, 1992,
p.317). The uncertainty about the classification of this mismatch raises an interesting
issue about the taxonomy, itself, and will be discussed briefly in the next section.

The second Intellectual Regulation mismatch was observed when participants zoomed
in on one of the dimensions but did not zoom far enough so that the required member
was still not available in the display. The fact that participants had used the zoom
function at least once on the required dimension suggests that the participant both knew
how to use the zoom in function and had incorporated the need to zoom in on this
dimension into his or her action plan. It is possible that the participant had not realised
that he or she would need to zoom in repeatedly on the same dimension and,
consequently, that the action plan was inadequately developed. If this were the case, the
mismatch is a Thought Error type of Intellectual Regulation error.

On the other hand, the error is similar to the Flexible Action Pattern errors described
above in that the participant may have failed to recognise some well-known feedback or
to execute a well-known sub-plan. If this were the case, the error would be either a
Recognition Error or a Memory Error. This possibility will also be discussed further in
the next section.
The third mismatch in this section concerns the use of rules that excluded members
from a display i.e. dealing with a rule containing a NOT condition. Some participants
simply did not change a rule from its “include a member” form (the system defaults to
this form) to the “exclude a member”. Once again, there is some uncertainty about the
reason for the participants doing this. It is possible that participants simply forgot part of
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the action, in which case the error would be a Memory Error type of Flexible Action
Pattern error. On the other hand, the participant may not have realised that such a
change was necessary and so not included it in his or her action plan – in which case the
error would be a Thought Error type of Intellectual Regulation error.

User observation of all participants who made this type of error would suggest that the
error is probably an Intellectual Regulation error. It appears that participants had a great
deal of difficulty with the concept of a NOT condition or at least with the way the rule
could be formulated within the prototype. Several users, when confronted with a task
requiring the use of a NOT condition, simply did not complete the task and one user
even used paper and pencil to calculate the answer to a task requiring a NOT condition.
This suggests that the mismatch is more probably an Intellectual Regulation error but
that the mismatch appears to be somewhat different to the description of a Thought
Error in the taxonomy.

The description of a Thought Error appears to focus primarily on the development of a
plan of action. The example given by Zapf et al (1992) is of a user who intends to fit all
of a spreadsheet display on a single page, makes the columns too wide and has to
change all the column widths to achieve the desired result.

Neither the general

description of a Thought Error nor this example suggests that any formal logic is
necessary to achieve the desired result. Although the development of a plan is a logical
task, it appears to be a relatively simple one. Conversely, the use of a NOT condition is
a relatively complex logical task. The taxonomy does not appear to deal adequately with
errors made tasks requiring the use of formal logic. This is not surprising given the tasks
observed by Zapf et al (1992, p. 322). It would appear unlikely that tasks like
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typewriting, secretarial work or word processing would involve the use of any formal
logic and, while it is possible that either the use of spreadsheets or the insurance/public
administration database may involve some formal logic, this too is somewhat unlikely.
Zapf et al (1992) note that none of the tasks they observed involved the use of
programming languages such as COBOL or PL/1, in which high level logic errors might
have been observed. Given this set of work tasks, it appears unlikely that Zapf et al
would have observed a significant number of logic errors and, consequently, may have
omitted an important type of error from the taxonomy. It is our contention that “logic
errors” may be a significant type of Intellectual Regulation error not adequately dealt
with in the taxonomy.

6.2.7 Intellectual Regulation or Flexible Action Pattern errors
In the preceding section, it has been suggested that a number of the observed
Intellectual Regulation errors could be classified as Flexible Action Pattern errors
instead. However, this does not appear to be a valid classification of those errors
because of an intrinsic problem with the definition of Flexible Action Pattern errors
when applied to casual and novice users. Flexible Action Pattern errors occur when
well-known sub-plans are not executed or well-known feedback is not recognised.
There are two interesting aspects to this definition. Firstly, it would appear from the
definition that novice users of computers could never make a Flexible Action Pattern
error because no sub-plans or feedback would be well known to such novices. If a
person had never or rarely used a computer before, virtually all plans of action and all
feedback would be unknown to that person. To a certain extent this would be true of
many casual computer users as well.
Secondly, the definition becomes even more difficult to apply when we consider casual
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or novice users of certain applications, such as the users of Abacus in this study. Strictly
speaking, all the participants in this study were novice users of Abacus because they had
never used the prototype before. The question that arises is whether or not the
participants in the study could have made Flexible Action Pattern errors? It is possible
that some of the feedback mechanisms used in the prototype would have been familiar
to users of other graphical user interfaces or that some of the sub-plans used in other
Statistical Information Systems (SIS) would have been appropriate in Abacus, too.
Thus, it is possible, but unlikely, that Flexible Action Pattern errors would have been
observed in the study.

Nonetheless, three of the mismatches described in Section 6.2.6 appear to be Flexible
Action Pattern errors. Despite the fact that participants in the study would not have been
familiar with the feedback used in Abacus (it would not have been well-known) or have
had any well-known sub-plans for carrying out the tasks, there is still a sense in which
their mismatches appear to be Flexible Action Pattern errors.

It is our contention that there are situations in which casual or novice users of an
application, or even of computers generally, could make Flexible Action Pattern errors.
For example, some feedback is sufficiently transparent that any user should be able to
understand it. Section 6.2.6 contains a description of an error in which participants
zoomed in on a dimension to a lower level of aggregation but not far enough. The
feedback received when a user zooms in on a dimension is quite obvious. In most cases,
all of the values on the table would change, the table would become significantly
larger and either all of the headings on either a row or column would change.
Similarly, once a user has zoomed in on a required dimension, the name of a member of
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the dimension in which the participant was interested would be displayed somewhere in
either the row or column heading. If the required member was not displayed, it should
be obvious to the user that this is the case. Although this feedback would not be “wellknown” to a casual or novice users of Abacus, it is such a marked change in the status of
the system that it ought to have been obvious and, indeed, it was to most participants.

It is our contention that such errors are quite common among casual and novice users of
particular applications. Moreover, such errors do not appear to belong to the other three
types of errors (Intellectual Regulation, Sensorimotor or Knowledge Base) found in the
model proposed by Zapf et al (1992). Although a case could be made for considering
these mismatches to be Knowledge Base errors, it appears that they would be more
properly classified as a new variant of the Flexible Action Pattern error. Such
mismatches might be described as “Transparent Feedback Errors”.

6.2.8 Inefficiencies
Two errors were recorded during usability testing that appear to fit the definition of an
Inefficiency in the Zapf et al taxonomy given in Chapter 2 (see Figure 2.5). In the first
of these, a participant was observed to have difficulty using the “Zoom in” function.
Having forgotten the process for doing this, he or she tried to use the “Move in/Move
out” function instead, presumably because of the semantic similarities between “Move
in” and “Zoom in”. However, the participant did not complete all the steps required by
the “Move in/Move out” function but changed to the “Zoom in” function, instead. The
participant used the “Zoom in” function correctly and so completed the current task. On
all subsequent tasks requiring the use of the “Zoom in” function, the participant once
again started to use “Move in/ Move out” and then changed to the “Zoom in” function.
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Such an error is an Inefficiency because it does not cause the user to get an incorrect
result, merely reduces the efficiency of his or her actions. In the second example of an
Inefficiency, other participants evolved similarly inefficient sequences for selecting a
new data set. Because of the special place of inefficiencies in the model shown in
Chapter 2 (see Figure 2.5), inefficiencies will not be included in the following summary.

6.2.9 Effectiveness of the Taxonomy and Action Theory in predicting
error types
In using the Zapf et al (1992) taxonomy, one of our aims is to assess the effectiveness of
Action Theory in predicting the types of errors made by different types of users. It
should be recalled, however, that Action Theory does not suggest that certain types of
users will only make one type of error and not another. Instead, it suggests that some
types of users are likely to make more of one type of error than another e.g. more
Knowledge Base errors than Sensorimotor. To determine whether the taxonomy has
correctly predicted the types of errors made by casual and novice users in this study, it
is necessary to properly classify all of the error types and examine the distribution of the
error types. The distribution cannot be calculated until all errors are definitively
classified.

As explained in Section 6.2.7, it is unclear whether the errors described in Section 6.2.6
should be classified as Intellectual Regulation errors or as Flexible Action Pattern
errors. If the errors in Section 6.2.6 are classified as Intellectual Regulation errors, then
Intellectual Regulation errors account for 50% (N= 82) of the observed errors,
Knowledge Base errors for 38.4% (N= 63) of the errors and Sensorimotor errors for
10% (N= 16) of the errors. These proportions are strongly consistent with those that
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would be suggested by Action Theory (see Chapter 2, Section 2.6.4 ).

It is our contention, however, that the errors described in section 6.2.6 would be more
correctly described as Flexible Action Pattern errors. When this is done, 38.4% (N= 63)
of observed errors were Knowledge Base errors, 31.1% (N= 51) were Intellectual
Regulation errors, 20.1% (N= 33) were Flexible Action Pattern errors and 10% (N=16)
were Sensorimotor errors. These results are still consistent with those suggested by
Action theory, although to a lesser extent. It would appear that, despite the uncertainty
in classifying certain errors, the taxonomy is useful in predicting the types of errors
made by casual and novice users.

6.2.10 Interpretation of the observed errors made with the prototype
The analysis of the errors made during usability testing sessions has been highly
informative and has provided insights into the behaviour of casual and novice users of
ESD and into the effectiveness of the prototype. The Zapf et al (1992) taxonomy has
proved useful in analysing the observed errors and will be used to organise these
concluding.

The taxonomy describes two main types of errors or mismatches, namely, Functional
mismatches and Usability mismatches. The prototype was observed to have a number of
functional mismatches and the use of the taxonomy has identified these and resulted in
the development of strategies to resolve them.
The majority of the observed errors were Usability mismatches and all four types of
Usability mismatches described in the taxonomy were observed during usability testing.
Comments can be made about all four types of Usability Mismatches.
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Sensorimotor errors, such as clicking on the wrong item in a list and reading an adjacent
value from a table and so on, were observed. Given that the participants were casual and
novice users of ESD, a greater proportion of the observed errors might have been
expected to be Sensorimotor errors. However, it should be recalled that most of the
participants were quite expert in their use of computers and so the small proportion of
Sensorimotor errors is quite reasonable. It should be noted, however, that even with
experienced computer users, Sensorimotor errors still occur and there is little or nothing
system developers can do to eliminate these.

Intellectual Regulation errors are errors in the development or execution of a complex
plan and the high proportion of Intellectual Regulation errors observed in the study
suggests that the task of retrieving and manipulating ESD requires the development of
such complex plans. As mentioned above, the participants in the study were casual and
novice users of ESD and so it would be reasonable to assume that they were not familiar
with the task of using ESD. The high proportion of Intellectual Regulation errors
confirms this and highlights the need for styles of interaction that simplify the
development and execution of appropriate plans of action to locate the required
information. This is not a simple process for system developers. As we have seen in the
study, the use of highly supportive styles of interaction, such as Value mode, reduces
the flexibility and power of the system. The provision of more complex and open-ended
styles of interaction, such as Table mode, virtually precludes the level of support and
direction that may be required to reduce Intellectual Regulation errors.
The taxonomy describes Knowledge Base errors in terms of lack of knowledge of
system commands and a number of observed errors fall into this category. The
participants were all novice users of the Abacus prototype and, as might be expected,
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often forgot how to use certain functions or used functions at inappropriate times.
Although it might be possible to reduce the number of Knowledge Base errors by
making the system dialogue more structured, this would reduce the flexibility of the
system significantly.

Other strategies for reducing Knowledge Base errors would

include the provision of training and context sensitive help.

As explained in Section 6.2.4, a number of errors were observed that appear to be due to
a lack of knowledge of the domain of use rather than of system commands. These
“Domain Knowledge Base” errors are equally problematic for casual and novice users
and it has been suggested that such Domain Knowledge Base errors should be included
in the taxonomy. From a developer’s point of view, there is little that can be done to
reduce the number of such errors, although, in the context of ESD use, the selection of
self-explanatory descriptors within the data would help.

Flexible Action Pattern errors are described in the taxonomy in terms of “well-known
actions and feedback”. It has been observed that, since all of the participants in the
study were effectively novice users of Abacus, none of the actions or feedback could be
well known to them. Nonetheless, some observed errors appear to have all the
characteristics of Flexible Action Pattern errors and so an alteration to the definition of
Flexible Action Pattern errors has been suggested. This alteration is based on the
contention that some changes in the state of the system are so striking that even users
who are not familiar with the system ought to be able to react appropriately. For
example, one interaction with the prototype resulted in a change in every value
displayed on a table, the size of the table incrassating tenfold and several row or column
headings being changed. The fact that some participants did not notice changes of this
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magnitude does not appear to be due to lack of familiarity with the prototype per se, but
to a lack of observation or attention to the task at hand. This is an area worthy of further
research.

6.3

The task of retrieving and analysing ESD

The final goal of this research is to increase our understanding of the task of
manipulating ESD and four sources of information are now available to help satisfy that
goal. The literature review provided a model of the task of managerial information
gathering that was adapted to produce an initial model of the task of ESD use (see
Figure 2.3 in Chapter 2). This initial model consisted only of the sub-tasks; location,
organisation and presentation, and no detail of these sub-tasks was provided. The pilot
studies, conducted as a prelude to this research (Hyland and Hasan, 1997; Hyland and
Gould, 1998), gathered data that suggest that the initial model is valid and useful and
provided additional insights into the task. Prior to the development of the prototype,
several existing Statistical Information Systems (SIS) were examined and inferences
were drawn about the tasks that could be performed with these systems. These, too,
were consistent with the initial model for ESD use and suggested some of the missing
details about the way sub-tasks might be carried out. Finally, the data gathered by
means of user observation has provided sufficient data to suggest a more complete,
empirical model for the task of ESD use by casual and novice users, shown in Figure
6.1.

The model, shown in Figure 6.1, does not attempt to describe the use of ESD by experts
or how ESD might be manipulated by the entire range of available SIS e.g.
spreadsheets, statistical packages, Geographical Information System. Instead, it attempts
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to model the type of analysis and retrieval tasks that might be carried out by casual and
novice users using the less complex functions available in some SIS, including OLAP,
obviously.

Managerial Information
Gathering

Retrieving and analysing ESD

Identification

Location

Selection of pieces of data

Identification of a suitable source and selection of

relevant to the decision at an

relevant sets of ESD based on the availability of

appropriate level of detail and

certain types of data and variables within that data at

identification of a suitable

an appropriate level of detail

source.

Evaluation of currency, reliability and accuracy.

(aggregation).

Organisation

Acquisition
Query formulation, selection

Selection of wanted variables and paring of

of wanted items and paring of

unwanted values or variables. Selection of a suitable

unwanted items

level of aggregation.

Interpretation
Analysis of currency,
credibility and compatibility

Presentation
Formatting the selected ESD to highlight items or
comparisons between items. Integration of formatted
output (charts and tables) into reports.

of the data acquired

Figure 6.1 A proposed model for ESD use based on Goodhue’s model (1998)
The model above shows clear parallels with the model of managerial information
gathering proposed by Goodhue (1998) and described in Chapter 2 (see Section 2.4).
The model concerns the task of retrieving and analysing ESD, regardless of the type of
SIS used to do so. Because of this, the terms used to describe OLAP systems (e.g.
dimensions, members) are no longer appropriate. Instead, the model uses the terms
“variables” and “values” to describe the same concepts. These terms are used in the
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statistics literature and in some of the more popular statistical packages. They might not
be recognised in statistical database or GIS circles but the usage is reasonably common.
The Abacus prototype used the terms “variables” and “values” rather than “dimensions”
and “members” for the same reasons.

The Location sub-task in the proposed task model involves not only finding one or more
sets of ESD but also judging the suitability of those sets of data. In a real life situation,
a user may have to decide whether a particular source of ESD is reliable, whether the
data is sufficiently current and whether the values in the data are likely to satisfy the
user’s information needs. In the model proposed by Goodhue (1998), these decisions are
dealt with in a separate sub-task at the end of the process. When dealing with ESD, it
does not appear that this is a suitable location for these decisions to be made. The
Organisation sub-task is a complex one and it would seem to be foolhardy to spend time
and effort organising ESD that was not sufficiently current or reliable for one’s
information needs. Consequently, the decision about the suitability of ESD would be
better made prior to the Organisation sub-task. In practice, however, it is possible that
some or all of the sub-tasks will overlap, as originally suggested by Goodhue. It is quite
probable that these judgemental sub-tasks would also be carried out following the
Organisation sub-task, as well.

In addition to these considerations, the Location sub-task addresses the issue of finding
a set of data that contains the required variables and the required values of those
variables i.e. a user would have to ascertain if a data set contained all of the variables
that he or she required and if so, whether the necessary values for each those variables
were available. In some SIS, it might be possible to calculate new variables or to
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calculate new values or group certain values together. If this were the case, then a data
set that did not appear to have the required variables or values might be modified to
produce the required ones and thus satisfy the user’s needs. The user would need to take
this possibility into account when selecting both the SIS and the data to be used in it.

Because the user observation carried out in this study is concerned more with the
mechanical aspects of the Location sub-task rather than the judgmental aspects
described above, little additional detail can be provided about those judgemental tasks at
this time. The Location sub-task will be described briefly in Sections 6.3.1 and 6.3.2

The Organisation sub-task involves four steps that could be carried out serially or in
parallel. Firstly, the user must identify the required variables and include those
variables, and only those variables, in the display (i.e. table, chart, map). This could
involve the addition of variables to the display or the removal of unwanted variables
from the display. It may be necessary at this time to calculate new variables (e.g.
convert an existing variable to a percentage, combine two or more variables etc). The
user must then assess the suitability of the default level of aggregation and either zoom
in or zoom out on one or more values of the chosen variables. Once again, the user may
need to calculate new values or group values together. The final step is the placement of
variables and values in such a way as to highlight any features of the data that the user
thinks are important. In the case of a table, for example, this might involve locating one
or more variables as rows while other variables are placed as columns. In cases where
this resulted in multi-level tables i.e. having multiple rows or multiple columns, the
placement of variables in that hierarchy would also be significant. These appear to be
the major steps in the Organisation sub-task in a variety of SIS. These will be discussed
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in greater detail in Sections 6.3.3 to 6.3.5.

The Presentation sub-task consists of two parts – selecting the display type and the
display style. The display type might be a table, chart or map. The decision of which of
these types of display to use would depend on the amount of data, the level of detail that
is necessary and the audience and purpose for which the display is intended. Charts and
graphs may be more helpful in showing trends while tables provide more detail.
Obviously maps are only appropriate where a geographical dimension is important. The
display style would include decisions about fonts, colours, shading, cross-hatching and
so on. These can be important factors in determining the usefulness of a display of ESD.
Although the Abacus prototype supports both tables and charts (but not maps), the tasks
completed in usability testing did not involve the use of different display types or the
incorporation of such displays into reports or other documents. Consequently, no further
details about the Presentation sub-task can be determined from the current study.

6.3.1 Comments about the Location sub-task
One of the aims of user observation was to gather data about the manipulation of ESD
by participants and so the tasks were designed so that participants could quickly locate
the required data set and begin manipulating it. This was achieved by telling participants
which data set they required, for 16 of the 18 tasks, and simply having them select those
data sets. Because the process of locating data sets was also of interest, two tasks were
included in which participants needed to locate an appropriate data set (see Section
3.5.5. in Chapter 3). For these two tasks, participants were not told the name of the data
set that they needed to use, only which dimensions would be required along with a
passing reference to the type of data that would be needed i.e. whether the data was
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about people, families or dwellings. The tasks had identical formats and were located at
comparable positions in relation to the other tasks. One was the last task in Value Mode
(V7) and required the Dwellings A data set, the other was the last task in Table Mode
(T7) and required the People B data set.

While these two tasks provide an opportunity to study some aspects of the Location subtask, they are only concerned with the process of ensuring that required data exists in a
set of ESD, not about the evaluation of the set of ESD, itself. Participants were certainly
never required to make judgements about the currency, accuracy or reliability of the
data they were using, as they may have to do in real life situations.

The times taken and the error rates for each location task were recorded for all
participants. The results were quite surprising. The simpler of the two location tasks was
T7, in which participants only needed to look in the first of the sets of Dwelling data to
locate the correct data set. Because the task was relatively simple, the minimum time
taken to locate Dwellings A was only 4 seconds and 30% (N= 11) of participants
completed the task in 10 seconds or less. Surprisingly, about 33% (N= 12) of
participants had great difficulty with the location process, taking a long time to
complete the tasks and making many errors during the process. The distribution of times
taken and error rates were highly skewed and contained a number of extreme outliers
(the maximum time taken to complete the first location task was 286 seconds). Even
after removing the five longest times, 27% (N= 10) of the participants took between 30
and 90 seconds to complete the location task. The behaviour of participants was often
quite illogical For example, some participants ignored the reference to Dwellings in the
task and began by inspecting the People data sets. Other participants repeatedly
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inspected data sets Dwellings B and Dwellings C but did not inspect Dwellings A.

It should be remembered that the actions being described are only the simplest aspects
of the entire Location sub-task and only require the participant to confirm the presence
of relevant dimensions. The Location sub-task would normally require the participant to
confirm the presence of appropriate members of those dimensions as well. For example,
a user who wanted to know the number of plumbers in a region would not be satisfied
with a data set containing an Occupation dimension if the lowest levels of aggregation
for Occupation were Tradesmen, Managers and Professionals. The process of locating
an acceptable data set would normally require the user to confirm the presence of a
number of members for a number of dimensions. Given the apparent difficulty in
completing the relatively simple location task in this study, it can only be assumed that
the more complex tasks of matching members as well as dimensions would be
problematic for many users. Moreover, the Location sub-task also involves more
complex activities such as the evaluation of currency, accuracy and reliability of the
data sets. When viewed in its entirety, it appears that this is an extremely complex
process.

6.3.2 Extending the model of the Location sub-task
Based on the data gathered by means of user observation and reflection on the
development of the prototype, the following normative model of the Location sub-task
appears to be viable and useful. Since the data gathered by means of user observation
does not concern the evaluation parts of the Location sub-task, the following model
deals only with the mechanical aspects of the Location sub-task. The terms “variables”
and “values” have been used, as these terms are applicable in a variety SIS and would
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be more widely understood than the terms “dimensions” and “members”, which are
associated specifically with OLAP and MDDB.

Identify any display variables
i.e. variables for which you would like to see one or more values,
or constraint variables
i.e. variables that would describe the data of interest to you

Inspect the variables in the set of data and
note the presence or absence of any
variable in which you are interested

Is the
variable
present?

NO

YES
Note the presence or absence of all values of that variable
that you wish to see and all the values of that variable
needed to constrain the display

Are all
required
values
available ?

Could all
missing values
be calculated
from extant
values?

NO

YES

NO

YES

Carry on to
You cannot
Figure 6.2 A proposed
model
for
the
Location
sub-task
Organisation
produce the data
phase
you require
The model in Figure 6.2 is a normative model i.e. a recommended set of steps for casual
and novice users to follow in the Location sub-task. It should be noted that, as with
Goodhue’s (1998) model for information gathering, there might be overlaps between the
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Location and Organisation sub-tasks. For example, having located a required
dimension, a user might add that dimension to a table or chart. Although this is possible
it is not a good strategy as other dimensions may not be available in the data set, in
which case the placement of one dimension would be a waste of time if other necessary
dimensions were not available in the same data set.

6.3.3 Modes of action and the Organisation sub-task
The original design of the Abacus prototype was intended to provide users with four
modes of operation so that the efficacy of several modes or styles of interaction could
be determined. For practical reasons, the number of modes has been reduced to two and
has somewhat polarised the alternatives available to the participants. The two modes
that remain in the prototype can be described as a structured mode (Value Mode) and a
flexible mode (Table Mode).

The first comment that can be made about these two modes is that neither appears to be
the dominant, preferred mode, as can be seen in the way the Mixed tasks were carried
out. Three approaches were used in the Mixed tasks: 30.6% (N= 11) of participants used
only Table Mode, 19.4% (N= 7) used only Value Mode and the rest used combinations
of both Value and Table Modes. This has several interesting implications.

Firstly, it suggests that some participants preferred the highly structured style of Value
Mode, even when the use of that mode was less efficient. For example, some Mixed
tasks required the participant to find multiple values and these multiple values could be
found by generating a single table in Table Mode. On the other hand, Value Mode can
only produce one value at a time, so participants who used Value Mode for these tasks
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had to go through the process of generating a value twice or three times, to get the
required results. The number of steps taken and the time needed to generate either a
table or a value is approximately equal and so participants who used Value Mode for
tasks requiring multiple answers were required to do twice or three times as much work
as would have been necessary using Table Mode. Nonetheless, several participants
preferred this approach.

Conversely, 36% (N= 13) of participants preferred to use the more flexible style of
interaction provided by Table Mode for the Mixed tasks. This was somewhat surprising
as a number of participants commented that Table Mode was difficult to use and even
some of those participants who apparently preferred Table Mode commented that it was
difficult to learn. In everyday use, it is likely that users would have less clearly defined
data requirements and that these requirements would alter as they browsed the available
data. Under such circumstances, the greater flexibility of Table Mode would probably
be even more appealing to users.

Finally, the use of both modes is probably the most efficient method to complete the
Mixed tasks. The tasks were designed so that some tasks would be more easily
completed in Table Mode while others would be more easily done in Value Mode. 25%
(N= 9) of participants apparently realised this and selected the more appropriate mode
for each question. The presence of such users in our sample suggests that the integration
of both highly structured and very flexible modes of interaction may be desirable.

6.3.4 Strategies used in the Organisation sub-task
One of the objectives of user observation was to find out the ways that participants
might use the various OLAP functions to complete tasks. The structure of both the
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training materials and the tasks themselves were deliberately designed to encourage
participants to evolve strategies to assist them in completing the tasks (see Chapter 3,
Sections 3.5.4 and 3.5.5). The process used to identify a strategy is described in Chapter
3 (see Section 3.6.3).

Despite a conscious effort to produce an interface that would support many strategies
for solving a task, there is, in every interface, a certain logic that determines those sets
of actions that are useful or allowable and others that are not. This is necessarily true of
the Abacus interface. Two examples will make this clear.
•

It is impossible for a user to select dimensions to be included in a table, if he or she
has not selected a data set for which a model, and, hence, dimensions, are defined.

•

It is impossible to zoom in on a hierarchical dimension on a table if the dimension
has not been added to the table.

Given that such logically binding sets of actions must and do exist in the interface,
participants did use a significant number of strategies to complete the tasks (see
Appendix O). Several of these were either unhelpful, idiosyncratic or both and
consequently will be omitted from further discussion.

Strategies used in Value Mode.
Because of the highly structured nature of Value Mode, only one real strategy was used.
The process followed was:
•

to clear any existing rules (in one of several ways),

•

then repeatedly select Define a rule,
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•

select a dimension to which the rule would apply,

•

select a member from that dimension

•

and either include or exclude that member from the total being displayed.

This approach was used by all thirty-one casual and novice participants, at least once.
Because it was implicit in the organisation of the interface, it was used extensively, a
total of 265 times in all. Little can be learned from this strategy about the way users
might carry out the Organisation sub-task because the strategy to be used is predetermined by the interface itself. It can be said, however, that the strategy used in
Value Mode is one that users appear to understand and can adopt quite quickly. In itself,
this is useful information.

Strategies used in Table Mode.
Only two fundamentally different strategies were observed in Table Mode. However,
there were a number of interesting variations in the second of these strategies and also
in the way participants moved from one task to the next. Each of these variations is
indicative of the way the participants were able to employ the available OLAP
functions.

In Table Mode, the first fundamental approach was:
•

to clear any existing table and

•

then repeatedly apply slices, one for each dimension described in the task, until the
required value is shown on the table.

This approach does not result in a true table being formed and so participants who used
this method were actually in violation of some of the instructions on their task sheets.
This strategy was used at least once by ten participants (27.8%) and was used to
279

complete a total of forty-seven tasks. This approach is very fast and many of the
participants who used it completed the tasks very quickly as a result. Unfortunately, it is
also quite limited in its applicability because it cannot be used when there are two
conditions for a single dimension e.g. finding the number of people who are either
widowed or divorced. Despite its limitations it is a very effective strategy and should be
used wherever possible. However, users need to understand its limitations and the use of
other strategies to overcome those limitations.

The second fundamental approach in Table Mode was:
•

to clear the existing table,

•

then repeatedly add a dimension as a row or column and

•

zoom in to those dimensions to the required level of aggregation.

This strategy was used at least once by thirty-two of the participants (88.8%). In its
simplest form, it was used one hundred and sixty seven times. This approach often
resulted in a very large table that participants found difficult to use. Faced with such
large tables, participants often had to scroll repeatedly backwards and forwards through
the table, keeping track of their position by putting their finger on the monitor screen.
Despite this difficulty, many users never evolved any other strategy for controlling table
size. There were, however, many variations on this method that did solve the problem of
table size by combining this fundamental approach with other OLAP functions. These
will be described in a moment.

It would appear that this second Table strategy is only effective for simple tables
containing only one row and one column. In many cases, users might only require such
simple tables, in which case, this strategy will serve them quite well. Table size could
still become a problem if one or both of the dimensions on the table had a large number
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of members. In such cases, or when dealing with more complex tables, one of the
variants of this strategy would be far more efficient.

There were five successful variants of the second strategy in Table Mode.
1. Do Strategy 2, then limit the size of the table by Defining a rule
This is an effective and versatile variation that will allow the user to generate a
compact table that contains only the desired data. It allows the inclusion of multiple
conditions for a single dimension. It is limited only by the fact that the process of
defining a rule is a little tedious.

2. Do Strategy 2, then Define multiple rules on a single variable to get multiple
answers
This is effectively a variation on variation 1. It has all the strengths and weaknesses
of that earlier variation.

3. Do Strategy 2, then Slice one or more variables not on the table
This is a quick and effective variation that allows the user to generate a relatively
compact table. In most cases it will not allow the user to show only the desired data
because unwanted members of some dimensions will still be displayed. It allows
the inclusion of only a single condition for each dimension not on the table. It is far
less time consuming than defining a rule and, under ideal circumstances, the
information provided on the screen is highly communicative about the extent of the
data being displayed. It is also very easy to view different slices sequentially e.g.
slice first on Age = 40, reset the slicer and then slice on Age = 55.

4. Add one or more variables to a table then use a combination of slicing, defining
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rules and zooming
This is by far the most flexible variation, combining the versatility and compactness
of variation 1 with the speed and simplicity of variation 3. It’s only drawback is that
the user needs to be proficient with all of the main OLAP functions and be able to
develop quite a complex plan of action. It is possible that a user could easily
become confused and not realise that he or she had made an error – i.e. the wrong
data was being displayed.

5. Do Strategy 2, then change axes for simplification
Not an important variant but one that was supported by Abacus. This may be more
useful in the workplace than it was in the usability testing environment.

Having described the strategies and the variations on those strategies it is timely to
make two comments. Firstly, the majority of participants always used strategy 2 without
any variation when using Table Mode. In fact, the variations on this strategy were only
used a total of 46 times. This means that a variation on strategy 2 was only used on
about 25% of the occasions when it would have been appropriate. Nonetheless, the fact
that significantly complex strategies were developed and used in the participants’ first
encounter with Abacus is quite impressive.

Secondly, in assessing the significance of these variations, it must be remembered that
the training materials only showed participants how to use the OLAP functions, not how
to combine them with one another. Consequently, the evolution of the initial strategy
and these 4 variants on that strategy is an indication of the ability of casual and novice
users to integrate OLAP functions to produce desired results.
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A second group of variations was observed in the way participants used strategy 2 to
move from one task to another. These are shown in Appendix O as T.2.6 to T.2.11.
When moving from one task to the next, most participants would clear the existing table
either by selecting the New Table button or by changing data sets. (The changing of
data sets automatically clears the table because it is unlikely that the dimensions used in
one data set will also be found in a new data set and so a new table is generated.)

The generation of a new table at the start of a task may be appealing to participants
because it returns the participant to a stable point from which he or she can follow the
same strategy every time. It also ensures that the participant does not have any residual
settings in place from a previous task. However, the tasks themselves were organised in
such a way that it was, at times, very inefficient to start a new table. Instead, it was often
possible to use some of the OLAP functions to simplify the movement from one task to
the next and preserve much of the current table.

The 6 variations on this process included adding new dimensions to an existing table,
removing an unwanted member from an existing table or slicing a new dimension rather
than adding it to the table. These variations are not necessary to complete the tasks
correctly, only to improve the efficiency of the method of completing the tasks i.e.
reduce the time taken to complete all of the tasks. It might have been expected that
casual and novice users would either lack the logical or organisational skills to make use
of such complex variations or be too involved with getting the answers correct to
concern themselves with such efficiencies. Judging from the number of such variations
developed and the number of individuals who made use of them, this is clearly not the
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case. For example, one variation was used by 24% (N= 7) of the casual or novice
participants. This is a significant proportion and the use of these variations was both
frequent and widespread.

6.3.5 Extending the model of the Organisation sub-task
Based on the data gathered by means of user observation and critical reflection on the
development of the prototype, a normative model of the Organisation sub-task is
proposed. Since this analysis does not concern itself with the Location sub-task, the
model is based on the assumption that all of the required dimensions and all of the
required members of those dimensions are available.

The model shown in Figure 6.3 is a normative model in that it represents a set of
recommended steps for casual and novice users to follow. Although it is based on a
substantial body of empirical evidence, it does not attempt to model all the strategies
observed. Instead it represents the results of critical reflection on various strategies and
proposes one strategy that appears to produce the required results in a very efficient
manner.
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Identify any display dimensions
i.e. dimensions for which you would like to see one or more values.

Add the display dimensions to the table as rows or columns.
Drill down to the required level of detail for each display
dimension and ensure that any required members exist.

Do all the required
members of display
dimensions exist ?

YES

Remove the incorrect
display dimension
NO
NO

Have you selected
the correct display
dimension ?

YES

It may not be
possible to get the
data you want

Identify any constraint dimensions i.e. dimensions that are not display dimensions
but which will affect the values of the display dimensions.
For each constraint dimension, decide whether you wish to limit the values on
display by including members or by excluding members of a constraint dimension.

Do you want to
exclude one or
more members ?

NO

Do you want to
include only one
member ?
NO

YES
Apply a negative filter to
those members i.e. define
rules that do NOT include
those members in the
display.

YES

Add the single
member of the
constraint dimension

Add all necessary
members to a
positive filter i.e.
define multiple
rules that include
those members.

Figure 6.3 Proposed model of the Organisation sub-task using OLAP/MDDB
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Unlike the proposed model of the Location sub-task, which would be appropriate for a
number of types of SIS, the model of the Organisation sub-task is only appropriate for
SIS having analytical functions similar to those found in OLAP/MDDB types of
applications. The sorts of activities carried out with other types of SIS are extremely
varied. For example, the calculation of standard deviations or linear regressions for a set
of statistical data is quite a simple task in a statistical package but is not possible in a
package such as Abacus and may not be possible in many OLAP/MDDB environments.
Similarly, the tasks carried out in a GIS or a spreadsheet might be quite different to
those carried out in an OLAP/MDDB environment. Given the enormous differences in
functionality provided by the full range of available SIS applications, it does not appear
feasible to produce a single task description for them all.

6.3.6 Concluding comments on the development of a task model
The data gathered by means of user observation have allowed us to identify and
categorise some of the strategies that can be employed by casual and novice users when
retrieving and analysing ESD. Knowledge of these strategies has allowed us to confirm
the usefulness of the model proposed in Chapter 2 (see Section 2.4) and to provide
additional detail of some of the sub-tasks suggested in that model.

6.3.7 Limitations of the results
Although the results described above are interesting and useful, they are subject to a
number of limitations. Firstly, the strategies described have been evolved to cope with a
specific set of tasks. These tasks may have elicited only a limited set of strategies or
pre-disposed users to one strategy more than to another. For example, several users
were able to answer all the tasks in Table Mode by using only the slicer. However, if
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any of the tasks had involved two constraints on the same dimension, this technique
would have failed and those participants would have been forced to evolve a new
strategy.

Secondly, the strategies above are directly linked to the use of OLAP functions, with
which the prototype has been built. A different set of strategies would be found if the
prototype had used GIS, for example. Having said this, it is difficult to imagine how
users could arrive at the desired result without having some mechanism to control the
addition of dimensions (variables), the paring of unwanted members (values) or the
aggregation or disaggregation of the data. With this in mind, the above models would
still be applicable, to some extent, to other tools that provided similar functions.

Finally, the results of the study do not allow us to reach any conclusion about the
efficiency or “learnability” of the strategies that have been evolved. It is possible that
one of the strategies described above is more efficient, more intuitive or both, than any
of the others. This might not become apparent during a user’s first interaction with the
prototype but only on subsequent interactions. Of even more concern is the possibility
that other highly efficient and learnable strategies exist and that these were not evolved
at all. It is a very real possibility that such strategies might be found by other analytical
methods and simply taught to users. The normative model, shown in Figure 6.3 would
appear to be one such strategy.

6.4 Conclusion
In this chapter we have presented a qualitative analysis of the data gathered during user
observation. The results in Section 6.2 have enlarged upon the previous discussion of
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user performance by describing the errors made by participants during usability testing.
These errors have been analysed using a well-researched model and have been used to
enhance that model so as to apply more fully to casual and novice users. The results in
Section 6.3 have described the strategies used by participants to manipulate ESD. In
describing these results, this section has satisfied the final goals of this research by
increasing our understanding of the task of manipulating ESD. This concludes the
description of the results of the study.

The final chapter presents the conclusions of this research, the limitations of those
conclusions and future directions for research in this field.
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CHAPTER 7

DISCUSSION AND CONCLUSIONS
7.1 Introduction
The previous three chapters have presented the results of the study and used these to
satisfy the major goals of the research. This chapter summarises those results and the
conclusions drawn so far. The chapter also describes the significance of the research
and the limitations of the study and suggests future directions for research.

Before reviewing the results of the study, it is timely to revisit the goals of the study.
These goals are:
•

To develop a prototype that integrates a number of recently developed technologies
and to demonstrate that the prototype meets the needs of casual and novice users of
ESD.

•

To learn about the use of the proposed combination of technologies to build systems

•

To increase our understanding of casual and novice users and to assess the
usefulness of the model of casual and novice users proposed in this study.

•

To increase our understanding of the task of retrieving and manipulating ESD.

7.2 Summary of the findings of the study
The study has involved, among other things, the development of a prototype of a
Statistical Information System (SIS) using recently developed technologies. Through
the critical analysis of the development process and usability testing of the finished
prototype, it has been demonstrated that:
•

Online Analytical Processing (OLAP), Multi-Dimensional Databases (MDDB) and
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the World Wide Web can be integrated to provide a system for the storage and
retrieval of ESD;
•

Such a system solves many problems of casual and novice users of External
Statistical Data (ESD);

•

Such a system can store complex sets of ESD, provided that the dimensions in the
data sets are organised so as to minimise up-load times and storage requirements;

•

A single, generic interface can be built to access multiple sets of ESD and can
perform many tasks required by casual and novice users in a reasonable time;

•

This interface can be learned in a short time and can then be used to perform tasks
of a level of complexity consistent with the tasks done by casual and novice users;

•

User ratings of the Perceived Usefulness and Perceived Ease of Use of the prototype
have suggested that casual and novice users find the prototype very satisfactory.

These results meet the first goal of this research and allow us to conclude that the
integration of OLAP, MDDB and the Web provide at least one approach to solving
many of the problems associated with the use of ESD by casual and novice users.

Critical reflection on the design and development process and the results of usability
testing has revealed a number of the pitfalls in the development of OLAP/ MDDB/ Web
systems and has provided useful insights into overcoming these. These results suggest
that the process of developing systems for manipulating ESD by integrating OLAP,
MDDB and the Web is a manageable one and, thus, satisfy the second goal of this
research, namely, to learn about the use of the proposed combination of technologies to
build systems.
Usability testing of the prototype with typical casual and novice users has shown that:
•

Dichotomous and trichotomous models of users, based on their level of experience
290

with ESD or computers, did not explain as many of the six performance measures
(Number Correct, Number of Errors, Task Time, Error Time and Perceived Ease of
Use and Perceived Usefulness) as had been expected and even some of these results
were open to question;
•

The use of specific attributes of experience with ESD or with computers, using more
finely-grained scales, is significantly correlated with both objective and subjective
performance measures. Specific attributes include Frequency of Computer Use,
Years of Computer Use, Length of ESD Sessions and so on;

•

Combinations of these user attributes can be used to provide useful linear models for
many of the objective and subjective performance measures;

•

Both computer experience and domain experience appear to be significantly
correlated with user performance. However, the relationship is a complex one.

These conclusions satisfy a significant proportion of the third goal of the research,
namely, to increase our understanding of casual and novice users and to assess the
usefulness of the model of casual and novice users proposed in this study.

The use of a well-researched and theoretically based taxonomy of errors has allowed us
to analyse the errors made by casual and novice users during usability testing. The
taxonomy has proved effective in classifying the observed errors and the incidence of
different types of observed errors has been consistent with the theory underlying the
taxonomy. Some observed errors are not adequately described by the taxonomy,
however, and extensions to the taxonomy, in the form of additional error types, have
been suggested. These extensions may be more relevant to casual and novice users.
Finally, user observation of the strategies developed by casual and novice users during
usability testing has allowed us to confirm the usefulness of a proposed model for the
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task of manipulating ESD. Analysis of these strategies has allowed us to provide further
detail about some of the sub-tasks in the proposed model and, hence, to satisfy the
fourth and final goal of this research, namely, to increase our understanding of the task
of retrieving and manipulating ESD.

7.3 Significance of the study
These results are significant to 4 major groups, namely:
•

Users of ESD

•

Providers of ESD

•

System developers, particularly in the OLAP/MDDB field

•

Researchers

7.3.1 Users of ESD
The results of the study are of significance to users of ESD because if its potential
impact on providers of ESD. The research establishes that users of ESD have difficulties
in their use of ESD and identifies what a number of those difficulties are. It establishes a
set of specifications for a system to meet the needs of casual and novice users of ESD. It
demonstrates one approach that might be used to improve the lot of users of ESD.

7.3.2. Providers of ESD
There are growing demands for ESD providers, such as national statistical agencies, to
ensure that the provision of statistical data can be done at a minimal cost. The current
prevalence of paper-based systems is obviously unsuitable and appropriate electronic
methods are required both to reduce costs and to provide better access for users. This
study demonstrates the suitability of at least one technique to meet this goal. The use of
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the Web as part of the prototype has further implications for ESD providers, as it
demonstrates the possibility of meeting a significant proportion of ESD users’ needs by
providing Web access to the source of the ESD.

7.3.3 System developers
The results of the study are of interest to three different groups of system developers:
those involved with OLAP/MDDB systems, those developing SIS and those developing
systems intended largely or primarily for use with casual and novice users.

Developers of OLAP/MDDB systems, regardless of the domain of use, will find the
description of the development process informative, as the development of such systems
does not seem to be adequately covered in the literature. Descriptions of the problems
encountered with file sizes and with migration of the prototype to the Web will be
particularly useful. In addition, developers may find the discussion of errors made by
participants in the usability testing helpful in reducing the number of usability
mismatches in their own systems. Finally, the model of the task of manipulating ESD
may provide insights for developers into better ways to design systems intended to
provide both external and internal statistical data, one of the main uses of
OLAP/MDDB.

SIS developers often gather their own data about the needs of their prospective users,
however, these are not often presented in the literature. Consequently, the analysis of
the needs of ad hoc users of ESD that was carried out in this study will be of use to SIS
developers as it will improve their understanding of the needs of their users. Having
such a needs analysis carried out by an independent researcher increases the validity of
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the results and removes some of the bias that may be inherent in the analyses conducted
by individual SIS developers. Similarly, the literature does not appear to provide
benchmarks for the performance of casual and novice users in the use of SIS. The
usability testing described in this study provides initial benchmarks against which
developers can test the efficiency of their own systems and, although the benchmarks
provided in this study are by no means comprehensive, they provide a useful point of
reference. In addition, developers of SIS may not have considered the use of
OLAP/MDDB as a technology for the dissemination of statistical data and so the
current study will serve to demonstrate the feasibility of this approach. Finally, the
models of ESD use and the types of errors made by ad hoc users of ESD will be even
more relevant to SIS developers than they were to OLAP/MDDB developers.

The research is also significant to developers of systems intended for use by casual and
novice users because the study raises serious questions about the ad hoc classification of
users in terms of their computer or domain experience and about the prediction of
performance of users based on such classifications. It does this in several ways. Firstly it
demonstrates that experience needs to be measured in terms of both experience with
computers and experience with specific applications. Attempts to predict a range of
performance measures based on one or other of these is ineffective. Developers need to
take into account both types of experience to adequately understand their target users.
Secondly, the study suggests that the use of a single user attribute to determine
experience, and hence to predict performance, is ineffective. Different sets of user
attributes are related to different types of performance and so developers need to
understand that the relationship between user attributes and user performance with
systems is more complex than has been suggested by previous classification schemes.
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In addition, the study presents a theoretically based taxonomy for the classification of
errors and the results of user observation have raised questions about the effectiveness
of the taxonomy for all types of users and systems. As a result, extensions to that
taxonomy have been suggested. Developers may not be familiar with the use of such a
taxonomy and may find the extended taxonomy useful in understanding of the types of
errors that casual and novice users are more likely to make. Finally, the documentation
of the errors made by participants may be useful in understanding and preventing the
occurrence of errors in other systems that will be used by casual and novice users.

7.3.4 Researchers
This study reports an exploratory investigation of the performance of casual and novice
users carrying out the task of manipulating ESD using a prototype developed by
integrating OLAP, MDDB and the Web. In doing so it has raised a number of
interesting research issues.

Firstly, the study has developed a prototype of a system using a combination of OLAP,
MDDB and the Web. The prototype demonstrates one approach to meeting the needs of
casual and novice users of ESD. Other combinations of technologies might also be
usefully tested, particularly in view of the rapid development of many recently
developed technologies. Significant developments have taken place in the
OLAP/MDDB field during the time that this study was being carried out. The results of
the current study might have been somewhat different using one of the more recently
developed OLAP/MDDB tools.
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Secondly, the study formalised a model of casual, novice and expert users, based on a
comprehensive review of the literature. It has subjected this model to critical analysis
and found that the model is not as effective in predicting user performance as might
have been expected. This result casts serious doubt on the validity of simple
dichotomous or trichotomous models of users. Additional studies using similar
performance measures but different models would be worthwhile.

The study also developed linear models of the relationship between various user
attributes and performance measures. These linear models show that a combination of
both computer experience and domain experience are necessary to effectively predict
user performance and that no single user attribute is an effective predictor of
performance. These findings contradict many of the assumptions of earlier studies of
expert, casual and novice users. Additional studies are now needed to confirm or reject
the results of the current study and, should further studies confirm the results of this
study, many of the earlier studies based on simplistic classifications would need to
reassessed.

Several of the statistical results of this study were unexpected and warrant further study.
For example, the absence of a model for Perceived Ease of Use raises a number of
research questions about the relationship between subjective performance measures and
user performance. Similarly, the user attribute, Number of ESD Sets used, was included
in a linear model for the performance measure, Number Correct, and the coefficient for
Number of ESD Sets had the opposite sign to that which was expected. Other results
show unexpected patterns, such as casual users apparently performing better than both
novice and expert users. In all of these cases, further research is needed.
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The study has tested a well-researched taxonomy for human error and has found that
taxonomy to be useful both in classifying error and in predicting the types of errors
made by different types of users. However, the study also found that some confusion
arose when applying the taxonomy to some of the observed errors. In addition, some of
the observed errors were not adequately described in the taxonomy and have been
described in the study as possible new classes of errors. In both these cases, further
research is called for.

Finally, the study has proposed an initial model for the task of manipulating ESD and
has produced normative models for two of the sub-tasks in that model. These models
could form the basis for further studies in the field of ESD use and indeed, in the use of
statistics in a variety of fields.

In addition to raising a number of research issues, the study makes several contributions
by establishing benchmarks that would be of significance to other researchers. There
appear to be few well-documented studies in the literature of the performance of either
SIS or OLAP/MDDB systems, particularly with casual and novice users. The results of
usability testing described in the study provide initial benchmarks for user performance
that could be used in studies in either of these two fields of research.

7.4 Limitations of the research
This study has been exploratory in nature and as such it has some inherent limitations.
•

Only one combination of recently developed technologies has been used and
evaluated and so it is unclear whether other appropriate combinations exist or how
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the performance of the present combination compares to those other combinations.

•

The prototype has only been implemented in one development environment. Once
again, it is unclear whether this environment is typical of the development
environments that were available when this study was begun. It would appear that
the development environment is not typical of those environments now available –
this is always a problem with research in rapidly developing fields.

•

The tasks carried out during usability testing do not cover the entire range of tasks
carried out by casual and novice users of ESD. For example, the aim of each task in
the study was to find a single numerical value but casual and novice users frequently
need to compare several values. Consequently, the testing has not been exhaustive
and the selection of one particular type of task may have skewed the results,
somewhat.

•

Because of the amount of data being collected via video-recordings, it was decided
to use only one protocol for the collection of data. This protocol does not provide
any verbal clues as to the cognitive processes of the participants. As a result, we can
only guess about underlying causes of errors or about the models of the task being
used by participants. Other protocols such as think-aloud and post-event protocols
could have provided information about such cognitive processes but were not used.

•

The only data used in the evaluation of the prototype was census data. This has two
possible effects. Firstly, it is unclear whether the prototype would actually work
with other types of data and secondly, whether the use of another type of data with
which users were less familiar might have affected the performance levels or
satisfaction levels of the users. Given that the structure of the data is contained in an
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internal model, it is difficult to imagine how the prototype might not work with
other types of data, but it does remain to be tested. The second effect is much more
likely and evaluation by users with different data sets would be valuable to ascertain
the extent of the difference in both performance and satisfaction.

7.5 Future research
Given that the current research is an exploratory study, there are a significant number of
areas for future research. Several of these have been implied in the discussion of
significance to researchers.

The current research has demonstrated the suitability of the integration of recently
developed technologies for use by casual and novice users of ESD. Other technologies
might also have been integrated to provide a suitable system. Candidate technologies
might include GIS, spreadsheets and statistical packages. In a similar vein, the prototype
developed in this research has been developed in only one development environment.
Several other OLAP/MDDB development environments are available and significant
improvements have been made in many of the OLAP/MDDB environments since the
current research was started. Research into the use of other OLAP/MDDB environments
could be very fruitful.
A number of variations on the procedures that were followed in this research would be
useful. In the current research, the majority of tasks carried out by participants in
usability testing required them to locate only a single value. Typical casual and novice
users of ESD might carry out a wider range of tasks including complex comparisons of
values. It is quite reasonable to expect that even casual and novice users of ESD could
be looking for trends or patterns in statistical data and it is unclear whether they would
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find the Abacus prototype suitable for such tasks. Using either the Abacus prototype or a
prototype developed in another development environment or with a different
combination of technologies, the usability testing could be replicated using a more
complex set of task.

Similarly, the usability testing in the current research used only one of a number of
protocols. The use of other protocols such as think-aloud or post-event protocols would
make it possible to gather data about the cognitive process involved in the task of
retrieving and manipulating ESD. Such protocols would also be useful in the analysis of
error as they would elicit information about the reasoning behind certain action
sequences.

The error taxonomy used in the research has been useful but appears to have some
minor limitations. It would be useful to clarify the process of classifying errors
according to the taxonomy at an operational level i.e. develop more rigorous procedures
for classifying errors. This could be carried out by combining research into the
underlying theory and further experimental applications of the taxonomy to assess the
usefulness of the new procedures. In a similar vein, the current research has suggested
the addition of a number of classes of error to the taxonomy. These additional classes of
error need to be evaluated both in terms of their match to the underlying theory and in
terms of their usefulness in practice. If, for example, the additional classes of errors are
extremely rare then their addition to the taxonomy may be pointless.

The current research has given rise to an initial model of the task of ESD use. This
model could be tested in a number of ways. For example, a formal experiment could be
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conducted to measure differences in performance between two groups of users, one
having access to the model and the other not. These groups could be required to carry
out tasks similar to those in the current study using Abacus or some similar tool.

Some of the functions described in the initial specifications for the prototype have not
yet been successfully tested. It would be interesting to determine whether state of the art
OLAP/MDDB environments are able to provide this additional functionality. For
example, it would be worth exploring the ability for users to define their own groupings
or the ability to combine data from two related but distinct data sets.

Finally, the statistical analysis of the results of usability testing has given rise to a
number of possible areas of research. Several of the results in the current study were
inconclusive because of the size of the sample or because of questions about normality,
homogeneity and the like. Similar studies to the current one using larger samples could
be used to clarify some of those inconclusive results. Other statistical results have been
contrary to those that were expected and these results also need to be clarified by further
research. Both of these types of analyses could be carried out more successfully as a
result of the current research because of improvements in the procedures. For example,
the linear regression model for Task Time in the current study does not conform to
several expectations. This may have been caused, in part, by the existence of some
confusion as to the exact start and end point of tasks. Having reflected on the processes
used in usability testing, a number of mechanisms have been devised that could
overcome this confusion.
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7.6 Conclusion
There appears to be a significant number of problems in the use of ESD by casual and
novice users and it has been suggested that these problems may be due, in part, to a lack
of understanding, on the part of ESD providers, of the characteristics of casual and
novice users, of the task of retrieving and manipulating ESD and of the systems
required by these users to carry out such tasks. Given that the field of ESD use by
casual and novice users has been under-researched, this study attempted to define the
major elements of that field, to gather data about those elements and, hence, to provide
initial models for these elements.

To explore the field of ESD use, a prototype of a Statistical Information System has
been developed by integrating a number of recently developed technologies. Critical
reflection on the development process has provided insights into the use of these
recently developed technologies and into the problems arising from their integration.
The prototype has been tested by a group of casual and novice users of ESD and appears
to meet the majority of their needs.

The testing of the prototype has provided an opportunity to learn more about casual and
novice users, in general, and of ESD, in particular. Data about user performance was
gathered during the testing and this data was used to assess the effectiveness of a
proposed model of casual and novice users. The results suggest that, although the model
explains some performance measures well, it does not explain the majority of
performance measures used in the study. Additional models were developed for the
performance measures based on the underlying user attributes. These models appear to
explain a greater proportion of the variation in performance than the initial model of
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casual and novice users.

The errors made during usability testing have been analysed using a well-researched
taxonomy of human error. The results have suggested ways of improving the prototype
and have added to our understanding of the errors made by casual and novice users of
applications. Moreover, some of the observed errors do not appear to be adequately
described by the taxonomy and so minor additions to the taxonomy have been
suggested.

User observation has led to the proposal of an initial model for the task of ESD use. The
model is based on a similar model in the field of MIS use and appears to describe the
main sub-tasks adequately. Additional more detailed normative models have been
proposed for two of the three sub-tasks in the main model.

As a result of these various contributions, the study has significantly increased our
knowledge of the use of recently developed technologies, the domain of ESD use and of
casual and novice users and in doing so has achieved all four of the goals of the study.
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Appendix A: User Profile Questionnaire
This research project concerns the use of statistical data that is provided by an external source
i.e. NOT statistical data that the user has collected by himself or herself. Sources of external
statistical data would include the Australian Bureau of Statistics, World Health Organisation,
IRIS, local councils, government departments, banks, hospitals and so on. If you did not collect
the raw data yourself, then you probably got it from an external source.

With this in mind, please answer the following questions by placing a TICK in front of the
most correct answer e.g.

✔ The sky is blue

The sky is green

1. Have you ever used statistical data provided by an external source (see above) ?

Yes

No

2. On average, how often do you use statistical data from an external source ?

several times a day

nearly every day,

once or twice a month

less than once a month

once or twice a week

3. For how long, roughly, have you been using statistical data from external sources ?
more than 10 years,

between 5 and 10 years

between 1 and 2 years

less than one year
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between 2 and 5 years

4. Which of these best describes the way that you get statistical data from external sources ?
I routinely retrieve 1 or 2 sets of data with only minor differences
I retrieve 1 or 2 similar sets of data whenever they are needed
I routinely retrieve 3 to 6 sets of data with only minor differences
I retrieve 3 to 6 similar sets of data whenever they are needed
I retrieve different sets of data nearly every time I retrieve data
The data that I retrieve various greatly from one occasion to the next

5. How long do you spend each week using statistical data from external sources ?

less than half an hour

less then 1 hour

between 1 and 2 hours

between 2 and 4 hours

between 4 and 8 hours

more than 8 hours

The next section gathers data about your general computer use. As used below, a “computer
system” includes any computer application. Common examples of computer systems would be
word processors, spreadsheets, databases, accounting systems, drawing packages, internet
browsers, business packages, library catalogues and many more.
6. On average, how often do you use computer systems ?

several times a day

nearly every day,

once or twice a month

less than once a month

once or twice a week

7. For how long, roughly, have you been using computer systems ?
more than 10 years,

between 5 and 10 years

between 1 and 2 years

less than one year
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between 2 and 5 years

8. Which of these best describes your use of computer systems?
I routinely use 1 or 2 computer systems for the same basic task
I use 1 or 2 computer systems for varied tasks
I use 1 or 2 computer systems for a wide variety of tasks
I routinely use 3 to 6 computer systems for the same tasks
I use 3 to 6 computer systems for varied tasks
I use many different computer systems for a wide variety of tasks
9. How long do you spend each week using computer systems ?
less than half an hour

less then 1 hour

between 1 and 2 hours

between 2 and 4 hours

between 4 and 8 hours

more than 8 hours

This last section is general demographic information:
10. How old are you ?
between 12 and 18

between 19 and 39

between 40 and 65

over 65

11. What sex are you ?
12.

female

male

What is your highest school qualification (or it’s nearest equivalent)
School Certificate

Higher School Certificate

TAFE certificate

University degree

Other ………………………………………………………………
13.

How would you describe your primary type of employment.
unemployed

student

clerical worker

tradesperson

manager

labourer/ farmer

professional

retired
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salesperson

Appendix B: Demographic spread of participants
Statistics
Age
N

Valid
Missing

Sex
36
0

36
0

Qualification
36
0

Employment
36
0

Age

Valid

19 to 39
40 to 65
Total

Frequency
30
6
36

Valid
Percent
83.3
16.7
100.0

Cumulative
Percent
83.3
100.0

Valid
Percent
44.4
55.6
100.0

Cumulative
Percent
44.4
100.0

Percent
83.3
16.7
100.0
Sex

Valid

Male
Female
Total

Frequency
16
20
36

Percent
44.4
55.6
100.0

Employment

Valid

Student
Manager
Professional
Total

Frequency
21
1
14
36

Valid
Percent
58.3
2.8
38.9
100.0

Percent
58.3
2.8
38.9
100.0

Cumulative
Percent
58.3
61.1
100.0

Qualification

Valid

Higher school certificate
TAFE certificate
University degree
Other
Total

Frequency
11
1
23
1
36

Percent
30.6
2.8
63.9
2.8
100.0
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Valid
Percent
30.6
2.8
63.9
2.8
100.0

Cumulative
Percent
30.6
33.3
97.2
100.0

Appendix C: Training sheet for “Abacus”
In this training session, you will cover the following topics:
•

Choosing a data set

•

Checking the contents

•

Value Mode
Table Mode
Getting started

Abacus has 2 quite different modes for creating the data you want: Table Mode and
Value Mode.
• Click on the button labelled

Value Mode and a new screen appears

At the top of the screen is a title, the name of the active data set and 5 buttons. Read
them now
This version of Abacus has 3 primary sets of data:
•

Dwelling data

•

Family data

•

People data

There are also a number of subsets of each of these primary data sets. A subset provides
a different view of the SAME population. The subsets called People A, People B and
People C all contain the same set of people but People B has values for “hours worked”
and “age leaving school” while People C has values for “actual age” and “income” and
so on.
Your first job is to find the data set for each task.
Choosing a data set: you use this function when you KNOW the name of the data set.
• Click on the Choose

a data set

button

A list bar appears. Ignore the triangle on the end, clicking anywhere on a list bar
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works.
•

Click on the

list bar

to see the available data sets.

• Click on the name People

C.

EVERY time you select from a list bar, you MUST click on a Use this choice button.
So
•

Click on

Use this Choice

The name of the chosen data set is shown on the screen. It stays the active set until you
change it.
Show contents: you use this function when you DON'T the name of the data set you
require.

Show contents lets you see the variables in each data set
• Click on

Show contents
list bar

Click on the

that appears

A list of all the variables in the current data set appears. Some list bars, like this one,
are for display purposes only - clicking on an entry doesn't do anything. Next to these
list bars there is always a message that says “Choices from this list have no effect”.
If you wanted to use a particular variable and it wasn’t in the list you would have to
Choose a new data set and look at the variables for that data set. You could repeat this
until you found the variable you wanted.
Value Mode:
To create a single value you define a set of rules that describes the value you want e.g.
all divorced, female, indigenous Australians under 25.
• Click on

Define a rule.

A list bar showing all the variables for this data set

appears.
• Click on the

list bar

then on

Sex
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and then on

Use this choice

A new list bar appears. It contains all of the values for Sex (just male and female,
obviously).
• Click on the new

list bar

then click on the value Female.

Click on

Use this

choice
A rule description box and 2 buttons appear. The buttons let you use the rule as it is or
change the include/ exclude condition in the rule. Initially, your rule is an Include rule
i.e. it will only show female people. If you click on the Change rule to EXCLUDE
button, the rule will become an Exclude rule that would exclude ALL females. You can
combine Include and Exclude conditions for DIFFERENT variables but not for the
SAME variable
• Click on Change rule to EXCLUDE and note the change.
• Click on Change rule to INCLUDE and note the change.
• Now click on Use the rule as shown above
Note that the table changes to reflect the rule. The list bar below the table contains ALL
of the rules that you have used. You can click on that to see the rule in force whenever
you like.
To add another rule, just
•

Click on

Add another rule to the current value and repeat the procedure.

This time,
•

Select

Marital status

and click on Use

this Choice

•

Click on

Divorced

and click on Use

this Choice

•

Click on Use the rule as shown above and note the changes in the table.

If you wanted to find a new value, you would need to get rid of the old rules first. To do
that, you can either click on New Value or Clear all rules and start a new value Just to
see what it does,
•

Click on New

Value now
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Table Mode
The process for creating a table value is quite different so you need to have a look at it
now.
• Click on

Table Mode

The Table screen has a block of buttons to control the contents of the Table. Read their
names now
A table MUST have both a row and column. The screen already has a table (just a
single cell) with a row heading of People and a column heading of 1991.
The number in the single cell is the total population i.e. all the People in 1991.
• Click on

Add new variable.

The buttons that appear let you choose where the

variable goes.
• Click on Add

as a column.

A list bar appears. This contains a list of all the available variables for the People C
data set.
• Click on the

list bar

then click on the variable

Income

and click on

Use

this choice
Income is now a column heading.
Next you will add a row heading.
• Click on Add

new variable. This time click on Add as a row.

• Click on the list bar then click on the variable

Age

and click on

Use this

choice
You can have multiple column headings if you want to, just keep adding variables to the
columns. You can also have multiple row headings and multiple headings on BOTH
axes if that’s what you want. You won’t have a chance to try that in the training session
but you can try it during the exercises.
The table now shows the highest level group for Age as the row and the highest level
group for Income as the column. Abacus lets you zoom in to lower levels if they exist.
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Variables that have lower levels are shown like this:

All Ages. To zoom in, move the

cursor over the heading, where it becomes a pointing hand, then click the heading.
• Click on

All Ages

in the table

The table now shows the next level of values for Age. The first heading,

All Ages, is

in italics. Whenever you see a heading like this you can zoom OUT. All the other
headings for Age are underlined like this. Whenever you see headings like this you
can zoom in.
Abacus lets you move variables around on the table. You can either change a SINGLE
variable from one axis to the other or swap a PAIR of variables, one from each axis.

Change to the other axis.

• Click on

• Click on the list

bar then click on the variable 1991

and click

Use this choice

The 1991 will now be on the row axis. You don't need the 1991 or People variables on
a table. They are just like any other variable so you can remove them if you want to.
• Click on

Remove variable.

• Click on the list

bar,

click on the variable 1991 and click on Use

this choice

The 1991 variable disappears.
Abacus uses a slicer to present a subset of the population. Since the table currently
shows Age and Income you could slice it on any OTHER variable. For example, the
table shows Age and Income for all people. You could slice it see the same table for
males only or for Aborigines only.
•

Click on

Show slicer

A list bar with 5 lists appears - this is the slicer. There is a list for every variable NOT on
the table.
• Click on the slicer for

Sex

and then click on

Male

and click on

Use

this choice
This does NOT add Sex to the table, it just shows the numbers in the chosen subset i.e.
Males.
Abacus lets you Define a rule to include or exclude row or column values from a table,
just as you did in Value Mode. Unlike slicing, this only works on values that are already
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part of the table. Also, slicing changes the numbers on most or all of the table but
defining a rule only changes the subtotal.
•

Click on

Define a rule.

A button labelled Cancel this rule and a list bar

appear.
You can use Cancel this rule to discard a rule at any time until you click Use the rule

as shown. (The Use the rule as shown button is not visible yet. It will appear when a
rule is properly defined.)
•

Click on the variables list

•

Click on the values

bar, select Income and click on Use this choice

list bar, click on More than $70000 and click Use this

Choice
•

Click on

Use the rule as shown

A new subtotal is calculated and the value you chose is shown in the table.

If you had wanted to remove the value more than $70 000 from the table, you could
have changed the rule to exclude, instead. Remember when you do NOT want a value,
exclude it. Whenever you need to get rid of a table, just click on New Table
•

Click on New

Table now

That’s it - you’ve finished the training session!
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Appendix D: Value Mode tasks for “Abacus”
Value Mode: Use ONLY Value Mode to answer these questions
V1.

Use Dwellings C data to find the number of dwellings with “4 or more”
vehicles.
Answer ___________________________

V2.

Use Dwellings C data to find the number of “Group” households.
Answer ___________________________

V3.

Use the Families B data to find the total number of families with a family
type of "Couple only" and a family income of “Up to $20000”
Answer__________________________

V4.

Use the Families B data to find the total number of families with a family
type of "Couple only" and a family income that was NOT “less than
$3001”
Answer__________________________

V5.

Use the People C data to find the total number people whose sex was
male, aged “65 and over” with a marital status of "Divorced".
Answer ___________________________

V6.

Use the People C data to find the total number of people whose sex was
male, aged “65 and over” whose marital status was NOT “Married”.
Answer ________________________

V7.

Use a data set containing the Number of bedrooms and Location for dwellings
Use it to find how many “2-bedroom” dwellings there are in “Perth”
Answers ___________________________
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Appendix E: Table Mode tasks for “Abacus”
Table Mode: Use ONLY Table Mode to answer these questions
T1.

Use the People

A data to create a table containing Location and Year of

Arrival. Use the table to find how many people in NSW arrived in Australia
from 1971 - 1975
Answer ___________________________
T2.

Use People
and Hours

B data to create a table containing the Age of Leaving School

Worked. Use the table to find how many people work 40 hours a

week and left school at age 15
Answer ___________________________
T3.

Use People B to create a table containing Age of Leaving School, Hours

Worked and Employment sector. Use the table to find how many people are
still at school, working 1 - 15 hours a week in the private sector.
Answer ___________________________
T4.

Use People

C to create a table with Age as a row and Sex and Income as

columns. Find the number of 20 year old males who earned less than $3001
Answer ___________________________

T5.

Use People C to create a table with Sex and Indigenous status as
rows and English Proficiency and Marital status as columns. Find the
number of married, female, Torres Strait Islanders who speak English only
Answer ___________________________
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T6.

Use People C to create a table with Sex and Indigenous status as the only
rows and Income and English Proficiency as the only columns. Find the
number of male, Aborigines who earn less than $3 001 and who speak English
“very well or well”
Answer ___________________________

T7.

Use a data set containing Age

of Leaving School and Hours Worked

for people.
Use it to create a table to find how many people left school at age 18 and work
40 hours a week
Answer __________________________
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Appendix F: Mixed tasks for “Abacus”
Mixed Tasks:
You may do the following tasks using either Table Mode or Value Mode,
whichever you think is the more effective. However, some tasks will not be
possible using both modes so it may be necessary to use a particular mode for
some tasks.

M1

Use a set of data containing the Family
Couple type of a family.

income, Location and the

Create a table or single value to find the number of married couples in NSW
who earn over $80000
Answer ___________________________

M2

Use a set of data containing the Number of bedrooms and Location of
dwellings. Create a table or single value to find the numbers of 2 bedroom 3
bedroom and 4 bedroom dwellings in NSW (3 answers required)
Answers _______________

M3

_________________

Use a set of data having the Dwelling type,
bedrooms and Occupancy of dwellings.

_________________

Landlord, Number of

Create a table or single value to find the number of 3 bedroom, private
dwellings being rented from the Housing Commission
Answer ________________________________________

M4

Use a set of data containing the Income,
people.

sex and English proficiency for

Create a table or single value to answer the following question. For females
having an income in the range $3001 - $5000, were there more who spoke
English "Not well" than spoke English "Not at all". (Answer YES or NO)
Answer _______________________________________________
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Appendix G: User Evaluation Sheet
1. Using the prototype would improve my job performance
Not at all |_________|_________|_________|_________|_________|_________| Definitely
2. Using the prototype would make it easier to do my job
Not at all |_________|_________|_________|_________|_________|_________| Definitely
3. Using the prototype would enhance my effectiveness on the job
Not at all |_________|_________|_________|_________|_________|_________| Definitely
4. Using the prototype in my job would increase my productivity
Not at all |_________|_________|_________|_________|_________|_________| Definitely
5. Using the prototype in my job would enable me to accomplish tasks more quickly
Not at all |_________|_________|_________|_________|_________|_________| Definitely
6. I would find the prototype useful in my job
Not at all |_________|_________|_________|_________|_________|_________| Definitely
7. Learning to operate the prototype would be easy for me
Not at all |_________|_________|_________|_________|_________|_________| Definitely
8. My interaction with the prototype would be clear and understandable
Not at all |_________|_________|_________|_________|_________|_________| Definitely
9. It would be easy for me to become skilful at using the prototype
Not at all |_________|_________|_________|_________|_________|_________| Definitely
10. I would find it easy to get the prototype to do what I want
Not at all |_________|_________|_________|_________|_________|_________| Definitely

11. I would find the prototype to be flexible to interact with
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Not at all |_________|_________|_________|_________|_________|_________| Definitely

12. I would find the prototype easy to use.
Not at all |_________|_________|_________|_________|_________|_________| Definitely

How confident were you that the answers you provided were correct ?
Not at all |_________|_________|_________|_________|_________|_________| Definitely

What was your overall impression of the prototype ?

What if any were the best features of the prototype ?

What were the worst features of the prototype ?

How could it be made better ?

Why would that make it better ?
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Appendix H: Structure of data in the census data
Table H1. Typical dimensions and members for Dwelling data
Dimension
name
Location
No. of
Bedrooms
No. of people
absent
Dwelling type
Family type of
primary family
Family type of
second family
Family type of
third family
Furnished
Household type
Household
Income
Monthly
Mortgage
Relationship
between family
one and two
Relationship
between family
two and three
Landlord
Occupancy
Type of NonPrivate dwelling
Weekly rent
Structure
Number of
motor vehicles

Number
Examples of members
of members
20
Inner Sydney; Goulburn; Brisbane
Lower North NSW; Far North Qld
7
0-1; 2; 3; 4; 5+; not stated; not applicable
5

0; 1; 2; 3; Not applicable

2
16

Private; Non-private
Single parent, dependent offspring;
Couple, dependent offspring;
Single parent, dependent offspring;
Couple, dependent offspring
Single parent, dependent offspring;
Couple, dependent offspring
Furnished; Unfurnished; Not stated
One family; Two family; Group household
Less than $3001; $8001 - $12000;
More than $150000; No incomes stated

9
5
4
8
20
16
5
4
5
5
7
16
13
7

Less than $201; $201 - $300; $301 - $400
More than $1400; Not applicable
Related – horizontally extended;
Related-vertically extend: other;
Unrelated; Not applicable
Related – horizontally extended;
Related-vertically extended;
Unrelated; not applicable
Housing commission; Other government agency
Owned; Being purchased; Rented
Hotels, motels, boarding houses;
Hospital
Less than $48; $48 - $77; More than $497
Separate house; Apartment in a 1 or 2 storey block
None; 1; 2; 3; 4 or more; Not stated

336

Table H2. Typical dimensions and members for Family data
Dimension name
No of dependent
offspring - absent
No of dependent
offspring- present
No of other
offspring - absent
No of other
offspring- present
Family Income
Family type
Family number
Relationship to
primary family
Married /de facto
Parental income
Location
of spouse

Number
of
members
5

Examples of members
0; 1; 2; 3; Not applicable

10

0; 1; 2; 3; 4; 5; 6; 7; 8 or more; Not applicable

5

0; 1; 2; 3; Not applicable

8

0; 1; 2; 3; 4; 5; 6; Not applicable

20

Less than $3001; $3001 - $5000; More than $150000

16
4
4

One parent, dependent offspring; Couple only
Primary Family; Secondary Family, Third family
Mother or father’s family; Other unrelated family;
Unrelated family; Not applicable
Married couple; Defacto couple (spouse)
Less than $3001; $3001 – $5000; More than $150000
Present; Temporarily absent; Not applicable

4
20
3
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Table H3. Typical dimensions and members for People data
Dimension name
Aboriginal status
Age
Age left school
Mother’s
birthplace
Person’s birthplace
Father’s birthplace
Proficiency
in English
Industry sector
Hours worked
Individual income
Industry

Number
Examples of members
of
members
4
Aboriginal; Torres Strait Islander; Other, Not stated
37
0; 1; 2; 3; 4; 23; 24; 25 – 29; 30 – 34; 35 – 39; 85+
10
Still at school; 15; 16;17; 18 ; 19 years or over
21
Australia; North Africa; Southern Asia; Oceania
38
21
6

Australia; Malaysia; Lebanon; China; Poland; India
Australia; North Africa; Southern Asia; Oceania
English only; Very well or well; Not well, Not at all

6
10
16
49

State government; Local government; Private sector
None; 1-15; 16-24; 35-39; 40; 41-48; 49 or more
Less than $3001; $3001-$ 5000; More than $70000
Agriculture; Oil and gas; retail trade; Health;
Defence
Italian; Yugoslav; Mandarin; Dutch; Turkish; French
Wage or salary earner; self employed; unemployed
Never married; Married; Divorced; Widowed
Australian; Other; Not stated
Clerks; Sales assistants; Machine operators;
Managers
Natural/ adopted child; Step child; Foster child
Agriculture, Transport; Law; Computer Science
Basic vocational; Skilled vocational; Bachelor
degree;
Prior to 1971; 1971- 1975; 1976 – 1980; 1990- 1991
Anglican; Catholic; Buddhism; Islam; Judaism
Census respondent; Spouse; Dependent offspring;
Father/Mother; Brother / Sister; Visitor
Male; Female
Not attending school; Full time; Part time; Not stated
Train; Bus; Ferry / tram; Car as driver; Car as
passenger; Worked at home; Did not go to work
Pre school; TAFE College; University; Secondary
Prior to 1971;1971–1975; 1976–1980; Not applicable

Language
Labour force status
Marital status
Citizenship
Occupation

22
9
6
3
63

Offspring type
Qualification field
Qualification level

6
58
10

Qualification year
Religion
Place in household

9
18
12

Sex
Student status
Method of
travel to work
Education type
Year of arrival

2
4
19
10
9
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Table H4: Part of a Gentia database model
FILE "c:\\gentia\\C91pGADB"
FIXED 3
DIMENSION Sex IS
BothSexes DISPLAY AS "Both Sexes" FROM
(
sexp1 DISPLAY AS "male" ,
sexp2 DISPLAY AS "female"
);
DIMENSION SchoolLeave IS
AllLeavers DISPLAY AS "All School Ages" FROM
(
alsp1 DISPLAY AS "Still At School" ,
alsp2 DISPLAY AS "Did Not Go To School",
Left DISPLAY AS "Left School" FROM
(
alsp3 DISPLAY AS "14 Or Younger" ,
alsp4 DISPLAY AS "15" ,
alsp5 DISPLAY AS "16" ,
alsp6 DISPLAY AS "17" ,
alsp7 DISPLAY AS "18 Years Or Older"
),
(

OtherSL DISPLAY AS "Other" from
alsp9 DISPLAY AS "Not Stated",
alsp10 DISPLAY AS "Not Applicable"
)

);
DIMENSION SpeakEnglish IS
ALLEngSpeak DISPLAY AS "All Levels of English" FROM
(
engp1 DISPLAY AS "English Only" ,
engp2 DISPLAY AS "Very Well/Well" ,
engp3 DISPLAY AS "Not Well",
engp4 DISPLAY AS "Not At All" ,
);
RULES
IMPLICIT ALL;

END

This model definition shows the dimensions Sex, School leaving age and English
proficiency, each one beginning with the word DIMENSION. All dimensions have at
least one level of aggregation but School Leave has two levels of aggregation, These are
defined using the operator FROM but are more easily seen by the use of indentation.
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Table H5: Structure of the databases used in Abacus
Data set:
Dimension
Rent

Dwellings A
Parent
Child 1
All rents
Less than $48
$48 - $77
$78 - $107
$108 - $137
$138 - $167
$168 - $197
$198 - $227
$228 - $267
$268 - $307
$308 - $347
$348 - $397
$398 - $447
$448 - $497
More than $497
Not stated
Not applicable

Child 2

Occupancy

All occupancy types
Owned
Being purchased
Rented
Other or not stated
Not applicable

Landlord

All landlord types
Housing commission etc.
Government agency (other)
Other
Not stated
Not applicable

Number of
Bedrooms

All bedrooms
0-1 Bedrooms
2 Bedrooms
3 Bedrooms
4 Bedrooms
5+ Bedrooms
Bedrooms not stated
Not applicable

Dwelling
type

All dwelling types
Non-private dwelling
Private dwelling
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Table H5 continued: Structure of the databases used in Abacus
Dimension
Location

Parent
Child 1
Child 2
All Australia
New South Wales
Inner Sydney
Sutherland/Liverpool
Outer South West NSW
Lower North NSW
Hunter/Illawarra
Richmond/Tweed
Murrumbidgee
Victoria
Western/outer Melbourne
Central Melbourne
East/outer Melbourne
Mallee
Goulburn
Queensland
Brisbane
Moreton
Far north Queensland
Remainder Queensland
All SA, WA and NT
Adelaide
Perth
Remainder SA, WA, NT
Tasmania & ACT
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Table H5 continued: Structure of the databases used in Abacus
Data set:
Dwellings B
Note: Location is also a dimension as shown in Dwellings A
Dimension
Monthly
loan
repayments

Parent
Child 1
Child 2
All loan repayments
Less than $201
$201 - $300
$301 - $400
$401 - $475
$476 - $550
$551 - $625
$626 - $700
$701 - $775
$776 - $850
$851 - $925
$926 - $1000
$1001 - $1200
$1201 - $1400
More than $1400
Not stated
Not applicable

Non-private All non-private dwellings
dwelling type
Hotels, motels & boarding houses
Boarding schools & residence colleges
Hospitals, including psychiatric
Hostels for disabled & nursing homes
Other
Not stated
Not applicable
Furnished
status

All furnished status
Furnished
Unfurnished
Not stated
Not applicable
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Table H5 continued: Structure of the databases used in Abacus
Dimension
Structure
type

Parent
Child 1
Child 2
All structure types
Separate house
Semi house, 1 storey
Semi house 2 + storeys
Flat etc in a 1 or 2 storey block
Flat etc in a 3 storey block
Flat etc in a 4 or more storey block
Flat etc attached to a house
Caravan etc in caravan park
Caravan not in caravan park, houseboat
Improvised home, camp out
House or flat attached to shop or office
Not stated
Not applicable

Income
All incomes
Less than $3001
$3001 - $5000
$5001 - $8000
$8001 - $12000
$12001 - $16000
$16001 - $20000
$20001 - $25000
$25001 - $30000
$30001 - $35000
$35001 - $40000
$40001 - $50000
$50001 - $60000
$60001 - $70000
$70001 - $80000
$80001 - $100000
$100001 - $120000
$120001 - $150000
More than $150000
No incomes stated
Not applicable
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Table H5 continued: Structure of the databases used in Abacus
Data set:
Note:

Dwellings C
Location is also a dimension as shown in Dwellings A

Dimension
First
family
type

Parent
Child 1
All Family types
All couples

Child 2
Couple, dependent offspring & relative
Couple only
Couple & other relative
Couple & dependent offspring
Other relatives only
Not applicable

All 1 parent
1 parent & dependent offspring
1 parent, dependent offspring & relative
1 parent & other offspring
1 parent, other offspring & relative
1 parent, dependent & other offspring
1 parent, dependent, other offspring & relative
All 2 parents
2 parent & other offspring
2 parent, other offspring & relative
2 parent, dependent & other offspring
2 parent, dependent, other offspring & relative
Second
family
type

All family 2 types
Family 2, all couples
Family 2, couple only
Family 2, couple & dependent offspring only
Family 2, couple & other offspring only
Family 2, couple, dependent & other offspring
Family 2, all 1 parent
Family 2, 1 parent & dependent offspring only
Family 2, 1 parent & other offspring only
Family 2, 1 parent, dependent, other offspring
Family 2, not applicable

Third
family
type

All family 3 types
Family 3, all couples
Family 3, couple only
Family 3, couple & dependent offspring only
Family 3, all 1 parent
Family 3, 1 parent & dependent offspring only
Family 3, 1 parent & other offspring only
Family 3, not applicable
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Table H5 continued: Structure of the databases used in Abacus
Dimension
Number
of vehicles

Household
type

Parent
Child 1
All vehicles
None
1
2
3
4 or more
Not stated
Not applicable

Child 2

All household types
1 family
2 families
3 or more families
Group household
Lone person household
Visitors only
Not classifiable
Not applicable
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Table H5 continued: Structure of the databases used in Abacus
Data set:
Note:

Families A
Location is also a dimension as shown in Dwellings A

Dimension
Relation
to primary
family

Parent
Child 1
Child 2
All family relationships
Mother's or father's family
Other related family
Unrelated family
Not applicable

Number of
dependent
offspring
present

All dependent offspring present
0 dependent offspring present
1 dependent offspring present
2 dependent offspring present
3 dependent offspring present
4 dependent offspring present
5 dependent offspring present
6 dependent offspring present
7 dependent offspring present
8 dependent offspring present
Not applicable

Number of
dependent
offspring
absent

All dependent offspring absent
0 dependent offspring absent
1 dependent offspring absent
2 dependent offspring absent
3 dependent offspring absent
Not applicable

Number
of other
offspring
present

All other offspring present
0 other offspring present
1 other offspring present
2 other offspring present
3 other offspring present
4 other offspring present
5 other offspring present
6 other offspring present
Not applicable

Number
of other
offspring
absent

All other offspring absent
0 other offspring absent
1 other offspring absent
2 other offspring absent
3 other offspring absent
Not applicable
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Table H5 continued: Structure of the databases used in Abacus
Data set:
Note:

Families B
Location is also a dimension as shown in Dwellings A

Dimension
Parental
Income

Parent
Child 1
Child 2
All parental incomes
UpTo$20000
Less than $3001
$3001 - $5000
$5001 - $8000
$8001 - $12000
$12001 - $16000
$16001 - $20000
$20000 to $40000
$35001 - $40000
$20001 - $25000
$25001 - $30000
$30001 - $35000
$40000 to $80000
$40001 - $50000
$50001 - $60000
$60001 - $70000
$70001 - $80000
Over $80000
$80001 - $100000
$100001 - $120000
$120001 - $150000
More than $150000
Other
No incomes stated
Not applicable

Location
of spouse

All locations of spouses
Present
Temporarily absent
Not applicable

Couple
Status

All couple status
Married couple
Defacto couple spouse
Defacto couple other
Not applicable
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Table H5 continued: Structure of the databases used in Abacus

Dimension
Family type

Family Income

Parent

Child 1

Child 2

All family types
1 parent & dependent offspring
2 parents, dependent offspring & relative
2 parents & other offspring
2 parents, other offspring & relative
2 parents, dependent & other offspring
2 parents, dependent & other offspring & relative
Family & other relative
Not applicable
1 parent, dependent offspring & relative
1 parent & other offspring
1 parent, other offspring & relative
1 parent, dependent & other offspring
1 parent, dependent & other offspring & relative
Couple only
Couple & other relative
2 parents & dependent offspring
As for parental income in this table
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Table H5 continued: Structure of the databases used in Abacus
Data set:
Note:

Families C
Families C contains several of types of data shown in the previous sets.

Relation to primary family
Number of dependent offspring present
Number of dependent offspring absent
Number of other offspring present
Number of other offspring absent
Location of spouse
Couple type

Dimension
Family
place in
household

As shown in Families A
As shown in Families A
As shown in Families A
As shown in Families A
As shown in Families A
As shown in Families B
As shown in Families B

Parent
Child 1
All family places
Primary family
Second family
Third family
Not applicable
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Child 2

Table H5 continued: Structure of the databases used in Abacus
Data set:
Note:

Person A
Location is also a dimension, as shown in Dwellings A

Dimension
Year of
Arrival
Australia

Parent
Child 1
All years of arrival
Prior to 1971
1971 - 1975
1976 - 1980
1981 - 1985
1986 - 1987
1988 - 1989
1990 - 1991
Not stated
Not applicable

Mother’s
Birthplace

All mothers' birthplaces
Australia
USSR & the Baltic States
Middle East
North Africa
South East Asia
North East Asia
Southern Asia
Northern America
South & Central America & Caribbean
Africa excluding North Africa
New Zealand
Other Oceania & Antarctica
Europe & USSR
UK & Ireland
Southern Europe
Western Europe
Northern Europe
Eastern Europe
Inadequate description or at sea
Not stated

Father’s
Birthplace

All fathers' birthplaces:

Citizenship

All citizen types
Australian
Other
Not stated

Child 2

As for all mother’s birthplaces
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Table H5 continued: Structure of the databases used in Abacus
Data set:
Note:

Person B
Location is also a dimension, as shown in Dwellings A

Dimension
Occupation

Parent
Child 1
Child 2
All occupations
All clerical staff
Clerks (NFD)
Stenographers & typists
Data processing & business machine operator
Numerical clerks
Filing, sorting & copying clerks
Material recording &despatch clerks
Receptionist, telephonist &messenger
Miscellaneous clerks
All labourers
Labourers & related workers (NFD)
Trades assistants & factory H & S
Agricultural labourers &related workers
Cleaners
Construction & mining labourers
Miscellaneous labourers & related work
All mangers
Managers & administrators
Legislators & government appointed officers
General managers
Specialist managers
Farmers & farm managers
Managing supervisors, sales & service
Managing supervisors, other business
All para-professionals
Para-professionals(NFD)
Medical & science technical officers
Engineering & building associates
Air & sea transport technical workers
Registered nurses
Police
Miscellaneous para-professional
All plant operators
Plant & machine operators & drivers
Road & rail transport driver
Mobile plant operator excluding transport
Stationary plant operator
Machine operators
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Table H5 continued: Structure of the databases used in Abacus
Dimension

Parent

Child 1
Child 2
All professionals
Building professional & engineers
Health diagnostician & treatment practitioner
School teachers
Other teachers & instructors
Social professionals
Business professionals
Artists & related professional
Miscellaneous professional
Professionals
Natural scientists
All sales staff
Salespersons & personal service workers
Investment, insurance & real estate
Sales representatives
Sales assistants
Tellers, cashiers & ticket sellers
Miscellaneous salespersons
All tradespersons
Tradespersons (NFD)
Metal-fitting & machining tradespersons
Other metal tradespersons
Electrician & electrical tradespersons
Building tradespersons
Printing tradespersons
Vehicle tradespersons
Food tradespersons
Amenity & horticultural tradespersons
Miscellaneous tradespersons
Personal service workers
Inadequately described
Not stated
Not applicable

Employment All employment sectors
sector
Commonwealth government
State or Territory government
Local government
Private sector
Not stated
Not applicable
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Table H5 continued: Structure of the databases used in Abacus
Dimension
Industry

Parent
Child 1
Child 2
All Industry Types
01 Agriculture
02 Services to agriculture
03 Forestry & logging
04 Fishing & hunting
11 Metallic minerals
12 Coal
13 Oil & gas
14 Construction material
15 Other non-metallic minerals
16 Services to mining
21 Food, beverages & tobacco
23 Textiles
24 Clothing & footwear
25 Wood, wood products & furniture
26 Paper products & publishing
27 Chemical, petroleum & coal products
28 Non-metallic mineral products
29 Basic metal products
31 Fabricated metal products
32 Transport equipment
33 Other machinery & equipment
34 Miscellaneous manufacturing
36 Electricity & gas
37 Water, sewerage & drainage
41 General construction
42 Special trade construction
47 Wholesale trade
48 Retail trade
51 Road transport
52 Rail transport
53 Water transport
54 Air transport
55 Other transport
57 Services to transport
59 Communication
61 Finance & investment
62 Insurance & services
63 Property & business services
71 Public administration
72 Defence
81 Health
82 Education & library services
83 Welfare & religious institutions
84 Other community services
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Table H5 continued: Structure of the databases used in Abacus

Dimension
Age
leaving
school

Parent
Child 1
All school ages
Left school

Child 2

Hours
worked
each week

All hours worked
Nil
1 - 15
16 - 24
25 - 34
35 - 39
40
41 - 48
49 or more
Not stated
Not applicable

14 or younger
15
16
17
18
19 years or older
Still at school
Did not go to school
Other
Not applicable
Not stated
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Table H5 continued: Structure of the databases used in Abacus
Data set:

Person C

Dimension
Sex

Parent
Child 1
Both sexes
Male
Female

Marital
Status

All marital status
Never married
Married
Separated but not divorced
Divorced
Widowed
Not applicable

Indigenous
Status

All indigenous and non-indigenous
Aboriginal
Torres Strait Islander
Other
Not stated

Personal
Income

All personal incomes
Less than $3001
$3001 - $5000
$5001 - $8000
$8001 - $12000
$12001 - $16000
$16001 - $20000
$20001 - $25000
$25001 - $30000
$30001 - $35000
$35001 - $40000
$40001 - $50000
$50001 - $60000
$60001 - $70000
More than $70000
Not stated
Not applicable

English
Proficiency

All English proficiency
English only
Very well or well
Not well

Child 2
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Not at all
Proficiency not stated
Language not stated
Table H5 continued: Structure of the databases used in Abacus
Dimension
Age

Parent
All ages

Child 1

Child 2

Up to 5
0
1
2
3
4
5 to 12
5
6
7
8
9
10
11
12
13 to 18
13
14
15
16
17
18
19 to 24
19
20
21
22
23
24
25 to 39
25 - 29
30 - 34
35 - 39
40 to 64
40 - 44
45 - 49
50 - 54
55 - 59
60 – 64
65 and over
65 - 69
70 - 74
75 - 79
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80 - 84
85 +

Appendix I: Scatterplots and boxplots for original participants
Figure I1 Scatterplot of Number Correct for original 38 cases
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Figure I2 Boxplot of Number Correct for original 38 cases
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Note: there are two outliers, cases 28 and 37
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Figure I3 Scatterplot of Task Time for original 38 cases
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Figure I4 Boxplot of Task Time for original 38 cases
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Note: there are two outliers, cases 4 and 18.

359

40

Figure I5 Scatterplot of Number of Errors for original 38 cases
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Figure I6 Boxplot of Number of Errors for original 38 cases
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Note: there are two extreme outliers, cases 2 and 6, and two outliers, cases 23 and 28
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Figure I7 Scatterplot of Error Time for original 38 cases
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Figure I8 Boxplot of Error Time for original 38 cases
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Note: there is one extreme outlier, case 6 and two outliers, cases 2 and 28
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Figure I9 Scatterplot of Perceived Usefulness for original 38 cases
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Figure I10 Boxplot of Perceived Usefulness for original 38 cases
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Note: there are two outliers, cases 13 and 20

Figure I11 Scatterplot of Perceived Ease of Use for original 38 cases
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Figure I12 Boxplot of Perceived Ease of Use for original 38 cases
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Note: there is one outlier, case 37.
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Appendix J: Normality and variance homogeneity tests and
stem and leaf plots for expert, casual and novice ESD users
Table J1 Normality and variance homogeneity statistics for
Number Correct for expert, casual and novice users of ESD
Normality Test
(Shapiro-Wilk)
Statistic
df
p value
.59
5
.010
.89
13
.093
.86
18
.010

Expert ESD users
Casual ESD users
Novice ESD users

Variance Homogeneity Test
(Levene)
F
df1 df2 p value
7.72

2

33

.002

Although the standard deviations are significantly different (Levene test: p = 0.002), the
values of 4.89, 2.28 and 0.45 for the standard deviations are such that the t-test is
relatively robust. Although the Shapiro-Wilk test demonstrates non-normality for both
the expert group and the novice group (p = 0.10), the shape of the distribution and lack
of extreme outliers (as shown in Figure J1) suggest that the t-test is robust enough to
such departures from normality.
Figure J1 Stem and leaf plots of Number Correct
for expert, casual and novice users of ESD
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Table J2 Variance homogeneity tests for five performance measures
for expert, casual and novice users of ESD

Task Time (secs)
Number of Errors
Error Time (secs)
Perceived Usefulness
Perceived Ease of Use

Variance Homogeneity Test (Levene)
Levene Statistic
df1
df2
p value
.08
2
33
.927
.89
2
33
.422
1.92
2
33
.163
2.78
2
33
.077
.05
2
33
.949

Table J3 Shapiro-Wilk normality tests for five performance measures
for expert, casual and novice users of ESD
Performance measure
Task Time (secs)
Number of Errors
Error Time (secs)
Perceived Usefulness
Perceived Ease of Use

Expert ESD users
Casual ESD users
Novice ESD users
Expert ESD users
Casual ESD users
Novice ESD users
Expert ESD users
Casual ESD users
Novice ESD users
Expert ESD users
Casual ESD users
Novice ESD users
Expert ESD users
Casual ESD users
Novice ESD users
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Normality test
Statistic
df
p value
.77
5
.062
.94
13
.430
.94
18
.317
.91
5
.439
.92
13
.303
.81
18
.010
.99
5
.964
.95
13
.521
.87
18
.020
.93
5
.538
.95
13
.569
.85
18
.010
.84
5
.220
.97
13
.778
.78
18
.010

Figure J2 Stem and leaf plots of Perceived Usefulness
for expert, casual and novice users of ESD
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Appendix K: Normality and variance homogeneity tests
for more expert and less expert computer users
Table K1 Normality and variance homogeneity statistics
for Number Correct for more expert and less expert users of computers
Normality Test
(Shapiro-Wilk)
F
df
p value
.880
18
.027
.920
8
.439

Computer use
More expert
Less expert

Variance Homogeneity Test
(Levene)
F
df1 df2 p value
17.81
1
24
.000

The standard deviations are significantly different (Levene test: p = 0.000). However,
the values of the standard deviations of 0.11 and 0.32 for more expert and less expert
users, respectively, are such that the t-test is relatively robust. Although the ShapiroWilk test demonstrates non-normality for the more expert users, the shape of the
distribution and lack of extreme outliers (as shown in Figure K1) again suggest that the
t-test is robust enough to such departures from normality.
Figure K1 Stem and leaf plots of Number Correct
for more expert and less expert users of computers
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Table K2 Variance homogeneity tests for five performance measures
for more expert and less expert users of computers
Variance Homogeneity Test (Levene)
Task Time (secs)
Number of Errors
Error Time (secs)
Perceived Usefulness
Perceived Ease of Use

Levene statistic

df1

df2

p value

.750
5.86
17.18
.44
1.29

1
1
1
1
1

24
24
24
24
24

.395
.023
.000
.513
.267

Table K3 Shapiro-Wilk normality tests for five performance measures
for more expert and less expert users of computers

Task Time (secs)
Number of Errors
Error Time (secs)
Perceived Usefulness
Perceived Ease of Use

Computer use
More expert
Less expert users
More expert
Less expert users
More expert
Less expert users
More expert
Less expert
More expert
Less expert
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Normality test
Statistic
df
p value
.96
18
.616
.81
8
.043
.93
18
.284
.95
8
.648
.95
18
.482
.84
8
.079
.94
18
.375
.94
8
.520
.97
18
.746
.81
8
.042

Appendix L: Correlation matrix for the ten user attributes

No. of computer programs

Length of computer sessions

Years of computer use

Frequency of computer use

ESD Task variability

No. of ESD sets

Length of ESD sessions

Years of ESD use

Frequency of ESD use

Table L1 Correlation matrix for the ten user attributes

Correlation
Frequency
p-value
of ESD use
Years of
ESD use
Length of
ESD
sessions
No. of
ESD sets

Correlation .393*
.018
p-value
Correlation .421* .620**
.011 .000
p-value
Correlation -.117 .186
.303 .277
p-value

ESD task Correlation .040
.820
variability p-value
Computer Correlation .021
.905
frequency p-value
Years of
Correlation .484**
computer
.003
p-value
use
Length of
Correlation -.010
computer
.955
p-value
sessions
No. of
Correlation .028
computer
.873
p-value
programs
Computer
Correlation -.128
task
.465
p-value
variablity

-.003
.987

-.173 .138
.320 428

-.027
.878

.365* .186
.029 .277

.098 .014
.568 .938

.695** .388* .006 -.137 .538**
.000 .020 .729 .432 .001
.327* .169
.051 .324

.293 -.323 .558** .378*
.083 .058 .000
.023

.354* .251
.034 .140

-.033 -.089 .458** .470** .471**
.849 .613 .005
.004 .004

.043
.807

-.137 .096
.433 .584

.217
.211

.226
.192

.101
.564

.265
.125

.583**
.000

Note: The maximum correlation is .695 for years of computer use and years of ESD use
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Appendix M: Results of initial regressions of six performance
measures against ten user attributes using 36 valid participants

Table M1 Collinearity diagnostics for regression model for Number Correct
Model
1

Dimension
1
2
1
2
3

2

Eigenvalue
1.893
.107
2.683
.232
.084

Condition Index
1.000
4.212
1.000
3.399
5.622

Table M2 Shapiro-Wilk test for normality of residuals
for regression model with Number Correct
Statistic
.940

Standardised residual

df
36

P value
.074

Figure M1 Plot of residuals against predicted values
for regression model with Number Correct
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Table M3 Collinearity diagnostics for regression model for Number of Errors
Model
1

Dimension
1
2

Eigenvalue
1.88
.12

Condition Index
1.00
3.93

Table M4 Shapiro-Wilk test for normality of residuals for Number of Errors
Standardised residual

Statistic
.925

df
36

p value
.026

Figure M2 Plot of residuals against predicted values
for regression model with Number of Errors
4
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Note: The banding of results in the plot above is due to the regression model being
based solely on Frequency of Computer Use for which only three values of the
independent variable occur in the sample. Although this banding is unusual it is not
significant.
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Table M5 Collinearity diagnostics for regression model for Error Time
Model
1

Dimension
1
2

Eigenvalue
1.88
.121

Condition Index
1.000
3.934

Table M6 Shapiro-Wilk test for normality of residuals
for regression model for Error Time
Statistic
.946

Standardised residual

df
36

P value
.118

Figure M3 Plot of residuals against predicted values
for regression model for Error Time
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Note: The banding of results in the plot above is due to the regression model being
based solely on Frequency of Computer Use for which only three values of the
independent variable occur in the sample. Although this banding is unusual it is not
significant.
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Table M7 Collinearity diagnostics for regression model for Perceived Usefulness
Model
1

Dimension
1
2

Eigenvalue
1.74
.26

Condition Index
1.000
2.61

Table M8 Shapiro-Wilk test for normality of residuals
for regression model with Perceived Usefulness
Standardised residual

Statistic
.901

df
36

P value
.010

Figure M4 Plot of residuals against predicted values
for regression model with Perceived Usefulness
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Figure M5 Stem and leaf plots for Standardised Residuals
of a stepwise regression for Number of Errors
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Figure M6 Stem and leaf plots for Standardised Residuals
of a stepwise regression for Perceived Usefulness
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Appendix N: Errors recorded during usability testing
Table N1 List of recorded errors in order of frequency
Error

Number

Ignored the outer row or column heading

39

Didn’t zoom in on one of the variables

22

Didn’t apply one of the rules (last)

20

Used wrong value in place of a NOT condition

12

Didn’t use a necessary NOT condition

11

Used wrong variable e.g. couple type/family type

10

Read wrong row or column in a table

8

Used unnecessary NOT condition (mouse error)

7

Didn’t apply one or more necessary (middle)

7

Didn’t scroll down a long list

6

Didn’t zoom all necessary variables

6

Didn’t zoom far enough on one variable

6

Used wrong value

5

Changed to Table after applying a rule in Value

3

Didn’t add a necessary variable to a table

3

Interpreted a table heading differently

3

Didn’t define a necessary rule

3

Selected an adjacent value from a list

2

Used BACK (Netscape) wrongly

2

Didn’t apply a slice

1

Didn’t apply any rules but generated several

1

Misread a value in a table or in the question

1

Sliced on wrong variable

1

Used a negative value instead of a NOT condition

1

Used wrong data set (added/ zoomed variables)

1

Used an additional variable

1

Applied the same rule twice in a row

1

Combines 2 values unnecessarily

1

Used overlapping values in concurrent rules

1
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Table N2:

Abridged list of errors by type of error
Zapf et al (1992) Taxonomy

Usability mismatches
Intellectual Regulation
Flexible Action Pattern
Sensorimotor
Knowledge Base

Functional mismatches
I
F
S
K

Action Blockade
Action Repetition
Action Interruption
Action Detour

Error

No.

Read wrong row or column in a table
Used unnecessary NOT condition (mouse error)
Selected an adjacent value from a list
Ignored the outer row or column heading
Didn’t scroll down a long list
Used wrong variable e.g. couple type/family type
Used wrong value
Interpreted a table heading differently

AB
AR
AI
AD

8
7
2
39
6
10
5
3

Initial
Type
S
S
S
K
K
K
K
K

Suggested
Type
S
S
S
K
K
K (Domain)
K (Domain)
K (Domain)

Didn’t add a necessary variable to a table
Didn’t define all necessary rules but did define some
Didn’t zoom in on one of the variables
Used wrong value in place of a NOT condition

3
3
22
12

I
I
I
I or K

I
I
I
I

Defined all necessary rules but didn’t apply all of
them
Didn’t zoom far enough on one variable
Didn’t use a necessary NOT condition

27

I or F

F

6
11

I or F
I or F

F
I (Logic)

Unable to delete a rule after defining it
Unable to select a new member for a rule
Unable to move “Back” using the browser

NA
NA
NA

AD
AD
AD or I

AD
AD
AD or I

Note: The entries in the column headed “Initial Type” are the type of each error using
the Zapf et al taxonomy. Some entries contain more than one code because of
difficulties experienced when classifying these errors. The entries in the column headed
“Suggested Type” are the same as for “Initial Type” except where there was some doubt
about the Initial Type or where a new error type has been suggested by the results of the
study. The “Suggested Type” is the most likely type using an extended taxonomy.
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Appendix O: Strategies used by participants
Mode

Strategy

No.

Value Define a rule ( or clear all rules) and select a
V
variable, select a value and apply rule
Value Do Strategy 1 but instead of a NOT condition,
V.1
accumulate all positives
Value Do Strategy 1 but complete NOT condition using
V.2
a manual process
Value Do Strategy 1 with use of Netscape back function
V.3
to stable points
Value Do Strategy 1 with AAR visible at wrong time so
V.4
used in place of UTR
Value Do Strategy 1 twice in a row with exactly the
V.5
same rule
Table Just use Slices only
T.1
Table Add one or more variables to a table then zoom in T.2
to correct level
Table Do Strategy 2, then limit the size of the table by
T.2.1
Defining a rule
Table Do Strategy 2, then Slice one or more variables
T.2.2
not on the table
Table Do Strategy 2, then change axes for
T.2.3
simplification
Table Do Strategy 2, then Define multiple rules on a
T.2.4
single variable to get multiple answers bedrooms
Table Add one or more variables to a table then use a
T.2.5
combination of slicing, defining rules and
zooming
Table Leave an existing table and then do Strategy 2
T.2.6
Table Remove a variable from an existing table and then T.2.7
do Strategy 2
Table Leave an existing table and then do Strategy T.2.2 T.2.8
Table Remove a variable from an existing table and then 2.2.9
do Strategy T.2.2
Table Leave an existing table and slice a new variable
2.2.10
instead of adding it
Table Leave an existing table, then slice a new variable 2.2.11
and then Define one or more rules
Mixed Strategy 1 in Value then Table and Strategy 2
4
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Times People
used
used
265
33
1

1

1

1

7

4

3

2

1

1

47
167

10
32

27

5

12

6

3

2

2

1

2

1

6
7

5
5

1
1

1
1

1

1

1

1

3

1

