Abstract. We construct canonical bases in tensor products of several lowest and highest weight integrable modules, generalizing Lusztig's work.
compute, while an (algebraic) canonical basis is computable by the Gram-Schmidt algorithm.
The quasi-R-matrix Θ, a variant of Drinfeld's universal R-matrix [Dr86] , was introduced by Lusztig to define a bar involution on tensor product modules. The key step in our approach is a simple proof that Θ preserves the Z[q, q −1 ]-forms of modules such as lw M ⊗ M or M ⊗ hw M for any based module M . Our argument bypasses the integrality issue of the quasi-R-matrix Θ (which was only known in finite type [Lu93, 24.1.6]) and simultaneously gets around the cyclicity of lw M ⊗ hw M used in [Lu93, 23.3.6] . In this way, we show that lw M ⊗ M and M ⊗ hw M are based modules, and this leads to the canonical bases of the tensor product modules (2.5) inductively.
Approximate cyclicity.
For λ ∈ X, let M (λ) be the Verma module and L(λ) be the highest weight simple module of highest weight λ of a quantum group U. We identify the underlying vector space for M (λ) as f [Lu93, 1.2] with highest weight vector identified with 1 ∈ f. Let B be the canonical basis of f. We identify f with U − via the isomorphism f → U − , b → b − , and denote by B − the canonical basis in U − .
A based U-module in this paper is a U-module which satisfies conditions (a)-(d) in [Lu93, 27.1 .2] and is integrable (the integrability here replaces the finitedimensionality condition in loc. cit.). A basic example of based modules is L(λ) for λ ∈ X + with its canonical basis of Lusztig and Kashiwara [Lu90, Ka91, Lu93] . Let (M, B) and (M ,B ) be two based U-modules whose associated bar involutions will both be denoted by . The new (anti-linear) bar map
Remark 2.1. Since Θ lies in a completion of U − ⊗ U + by [Lu93, Theorem 4.1.2], the map Θ : M ⊗ M → M ⊗ M is well defined if the following condition is satisfied: 
Proof. Let b ∈ B. Using the comultiplication Δ in [Lu93, 3.1.4], we can write
where the sum is taken over b 1 ,b 2 ∈ B such that tr|b 1 | ≤ tr|b |, tr|b 2 | < tr|b |, and
Note that A f has an increasing filtration
, which lies in Z by the inductive assumption. Since the left-hand side of (2.2) lies in Z by Part (1), we have by
For λ ∈ X + , we denote by η λ the image of 1 under the projection
The next lemma follows from Lemma 2.2. LEMMA 2.3. Let λ ∈ X + , and let (M, B(M )) be a based U-module.
The above lemmas provide us with a key tool to approximate and get around the cyclicity of the tensor product of a lowest weight integrable module and a highest weight integrable module in [Lu93, 23.3 .6, 23.3.8].
Quasi-R-matrix and A-forms. The quasi-R-matrix
for λ ∈ X + and any weight module M ; cf. 
Proof. As usual, we write for ⊗ on M ⊗ L(λ), which clearly preserves the A-lattice
We now recall a general property of the quasi-R-matrix Θ [Lu93, Lemma 24.1.2]:
. By (2.3) and (2.4), we have
where the latter lies in A M ⊗ A A L(λ) by Lemma 2.2. The proposition is proved.
Remark 2.5. The same argument as above shows that Θ :
Recall from [Lu93, 3.1.3] the automorphism ω of the Q(q)-algebra U. By twisting, any U-module M gives rise to another U-module ω M with the same underlying vector space as M . In particular, ω M (λ) is the lowest weight Verma module and ω L(λ) is the lowest weight simple module. The following dual statement to Proposition 2.4 can be proved in a similar way by first establishing dual versions of Lemmas 2.2 and 2.3. PROPOSITION 2.6. Let λ ∈ X + and let M be a based U-module. Then the 
( Let r, be integers with 0 ≤ r ≤ . Let λ 1 ,... ,λ ∈ X + and λ = (λ 1 ,... ,λ ; r). We shall consider the tensor product U-module
By Remark 2.1 and applying Theorem 2.7 inductively, we have established the following generalization of Lusztig's result from finite type to Kac-Moody type.
THEOREM 2.9. (1) For any (b 1 ,... ,b ) 
Following Lusztig, we call the basis in this theorem the canonical basis of the tensor product module T λ . When = 2 and r = 1, Note that for U of infinite type it is still an open question whether the projective indecomposable modules in Webster's category provide a categorification of the canonical basis of ω L(λ) ⊗ L(λ ), for λ, λ ∈ X + , even though the latter has been constructed in [Lu93] . Nevertheless, in the case of tensor products of highest weight integrable modules, combining [W12, Propositions 7.6, 7.7, Theorem 8.8] (where the hard work was done based on earlier works of Vasserot, Varagnolo and Rouquier [VV11, R12] ) with our Theorem 2.9 provides the following theorem (which was known [W12] in finite ADE type). Note that we get the strongest result out of combining the categorification and algebraic approaches in (3) below. THEOREM 2.12. (UVA) Assume that U is of symmetric type (i.e., the generalized Cartan matrix is symmetric). Let λ 1 ,... ,λ ∈ X + and λ = (λ 1 ,... ,λ ;0).
( We conjecture that the statements in Theorem 2.12 hold also for λ = (λ 1 ,... ,λ ; r), where 1 < r < , when U is of symmetric and infinite type.
Remark 2.14. Recall that Θ admits an integral expansion with respect to the canonical basis in finite type [Lu93, Corollary 24.1.6]. It is natural to ask if such an integral expansion property of Θ holds in Kac-Moody setting in light of the integrality results in Propositions 2.4 and 2.6. However, as we learned from M. Kashiwara, such an integral expansion of Θ with respect to the canonical/global crystal basis no longer holds in affine type A 
