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Abstract
Given a directed graphG=(V (G),A(G)), a subsetX ofV (G) is an interval ofG provided that for any a, b ∈ X and x ∈ V (G)−X,
(a, x) ∈ A(G) if and only if (b, x) ∈ A(G), and similarly for (x, a) and (x, b). For example, ∅, {x} (x ∈ V (G)) and V (G) are
intervals of G, called trivial intervals.A directed graph is indecomposable if all its intervals are trivial; otherwise, it is decomposable.
An indecomposable directed graph G is then critical if for each x ∈ V (G), G(V (G) − {x}) is decomposable and if there are
x = y ∈ V (G) such that G(V (G)− {x, y}) is indecomposable. A generalization of the lexicographic sum is introduced to describe
a process of construction of the critical and inﬁnite directed graphs. It follows that for every critical and inﬁnite directed graph G,
there are x = y ∈ V (G) such that G and G(V (G) − {x, y}) are isomorphic. It is then deduced that if G is an indecomposable and
inﬁnite directed graph and if there is a ﬁnite subset F of V (G) such that |F |2 and G(V (G) − F) is indecomposable, then there
are x = y ∈ V (G) such that G(V (G) − {x, y}) is indecomposable.
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1. Introduction
A (directed) graph G consists of a vertex set V (G) and an arc set A(G), where an arc is an ordered pair of distinct
vertices. Such a graph is denoted by (V (G),A(G)). We need some notations. Given x = y ∈ V (G), x ←→ y means
(x, y), (y, x) ∈ A(G), x − − y means (x, y), (y, x) /∈A(G) and x −→ y means (x, y) ∈ A(G) and (y, x) /∈A(G).
For x ∈ V (G) and for Y ⊆ V (G), x −→ Y signiﬁes x −→ y for every y ∈ Y , and for X, Y ⊆ V (G), X −→ Y
signiﬁes x −→ Y for every x ∈ X. For x ∈ V (G) and for X, Y ⊆ V (G), Y −→ x, x ←→ Y , x − − Y , X ←→ Y
and X − − Y are similarly introduced. For example, a tournament T is a graph such that for every x = y ∈ V (T ),
either x −→ y or y −→ x. Given a graph G, with each subset X of V (G) associate the subgraph G(X) of G induced
by X deﬁned by V (G(X))=X and A(G(X))=A(G)∩ (X ×X). For X ⊆ V (G), the subgraph G(V (G)−X) is also
denoted by G − X and by G − x if X = {x}.
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With each graph G associate its dual G and its complement G deﬁned on V (G) in the following manner. For
x = y ∈ V (G), (x, y) ∈ A(G) if (y, x) ∈ A(G), and (x, y) ∈ A(G) if (x, y) /∈A(G). A graph G is symmetric if for
any x = y ∈ V (G), either x ←→ y or x − − y. It is transitive provided that for any x, y, z ∈ V (G), with x = z,
if (x, y), (y, z) ∈ A(G), then (x, z) ∈ A(G). A symmetric and transitive graph G is considered as an equivalence
relation, the family of equivalence classes of which is denoted by V (G)/G. Let G be a symmetric graph. For every
x ∈ V (G), NG(x) denotes the family of y ∈ V (G) such that x ←→ y. A vertex x of G is isolated if NG(x) = ∅.
Given n2, a sequence (G1, . . . ,Gn) of graphs is a multigraph if for i ∈ {2, . . . , n}, V (Gi) = V (G1). The vertex
set of (G1, . . . ,Gn) is V (G1); it is denoted by V (G1, . . . ,Gn). With each subset X of V (G1, . . . ,Gn) associate the
submultigraph (G1, . . . ,Gn)(X) = (G1(X), . . . ,Gn(X)) of (G1, . . . ,Gn) induced by X. For x ∈ V (G1, . . . ,Gn),
(G1, . . . ,Gn)(V (G1, . . . ,Gn) − {x}) is also denoted by (G1, . . . ,Gn) − x. A bigraph (G,H) constitutes a graphic
equivalence if H is an equivalence relation such that for all X ∈ V (H)/H , A(G(X)) = ∅. The isolated vertices of a
graphic equivalence (G,H) are those of H. A graphic equivalence (G,H) realizes a matching bigraph if it admits at
least a non-isolated vertex and if every equivalence class of H is a singleton or a pair.
In the sequel, the cardinality of a ﬁnite or inﬁnite set X is denoted by |X|. Given a familyF of subsets of a set, ∪F
denotes the union of the elements ofF.
1.1. Indecomposable graphs
Let G and H be graphs. Given x = y ∈ V (G) and u = v ∈ V (H), (x, y)G ∼ (u, v)H signiﬁes that the function,
which attributes u to x and v to y, is an isomorphism from G({x, y}) onto H({u, v}). The negation is denoted by
(x, y)G /∼ (u, v)H . If G = H , then (x, y)G ∼ (u, v)H is denoted by (x, y) ∼ (u, v). Moreover, for X ⊂ V (G) and
x ∈ V (G) − X, x ∼ X means that for any u, v ∈ X, (x, u) ∼ (x, v).
Let G be a graph. A subset X of V (G) is an interval [4,5,7] of G if for each x ∈ V (G) − X, x ∼ X. In other terms,
a subset X of V (G) is an interval of G if for every x ∈ V (G) − X, x −→ X or X −→ x or x ←→ X or x − − X.
This generalizes the classic notion of interval of a total order, that is, of a transitive tournament. For example, ∅, {x},
where x ∈ V (G), and V (G) are intervals of G, called trivial intervals. A graph is then said to be indecomposable
[4,5,7] or primitive [2] if all its intervals are trivial; otherwise, it is decomposable. Given an indecomposable graph G,
a vertex x of G is critical if G − x is decomposable. All these notions may be extended to the multigraphs by deﬁning
an interval of a multigraph (G1, . . . ,Gn) as an interval of each of the Gi’s. We recall the ﬁrst results concerning the
indecomposable graphs.
Proposition 1 (Sumner [8]). If G is an indecomposable and ﬁnite graph such that |V (G)|3, then there is a subset
X of V (G) such that |X| = 3 or 4 and G(X) is indecomposable.
Proposition 2 (Ehrenfeucht and Rozenberg [2]). Given an indecomposable graph G, if X is a subset of V (G) such
that |X|3, |V (G)−X|2 and G(X) is indecomposable, then there are x = y ∈ V (G)−X such that G(X∪{x, y})
is indecomposable.
Corollary 3. Let G be an indecomposable graph. If G is ﬁnite, with |V (G)|5, then there are x, y ∈ V (G) such that
G − {x, y} is indecomposable. If G is inﬁnite and if there is a ﬁnite and non-empty subset F of V (G) such that G − F
is indecomposable, then there are x, y ∈ F such that G − {x, y} is indecomposable.
In Corollary 3, there may be x = y, that is, x is critical. Schmerl and Trotter [7] characterized the indecomposable
and ﬁnite graphs, all the vertices of which are critical. They deduced the following:
Theorem 4 (Schmerl and Trotter [7]). If G is an indecomposable and ﬁnite graph such that |V (G)|7, then there
exist x = y ∈ V (G) such that G − {x, y} is indecomposable.
We pursue the examination of Schmerl and Trotter in the inﬁnite case. We say that an inﬁnite graph G is critical
if it is indecomposable, if all its vertices are critical and if it admits distinct vertices x and y such that G − {x, y} is
indecomposable.
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1.2. Generalized quotient and generalized lexicographic sum
We begin with the classic deﬁnitions of quotient and of lexicographic sum. Given a graph G, a partition P of V (G) is
an interval partition ofG if each element ofP is an interval ofG. For such a partitionP, ifX = Y ∈ P , then for x, x′ ∈ X
and y, y′ ∈ Y , we have (x, y) ∼ (x′, y′). This justiﬁes the deﬁnition of the quotientG/P of G by P byV (G/P )=P and
for X = Y ∈ P , (X, Y ) ∈ A(G/P ) if (x, y) ∈ A(G), where x ∈ X and y ∈ Y . The operation inverse to the quotient is
the lexicographic sum deﬁned as follows. Given a graph G associate with each vertex x of G a graph Gx . Assume that
the vertex sets V (Gx) are pairwise disjoint and consider the projection p : ∪{V (Gx); x ∈ V (G)} −→ V (G) satisfying
u ∈ V (Gp(u)) for u ∈ ∪{V (Gx); x ∈ V (G)}. The lexicographic sum G[Gx; x ∈ V (G)] of the graphs Gx over the
graph G is deﬁned on ∪{V (Gx); x ∈ V (G)} in the following manner. For any u, v ∈ ∪{V (Gx); x ∈ V (G)}, (u, v) is
an arc of G[Gx; x ∈ V (G)] if either p(u) = p(v) and (p(u), p(v)) ∈ A(G) or p(u) = p(v) and (u, v) ∈ A(Gp(u)).
Given partitions P and Q of a same set, P is ﬁner than Q if for all X ∈ P , there is an element of Q denoted by
Y (X) such that X ⊆ Y (X). Let G be a graph. Given two partitions P and Q of V (G) such that P is ﬁner than Q: P
is said to be a partial interval partition of G according to Q provided that for X,X′ ∈ P , if Y (X) = Y (X′), then
X and X′ are intervals of G(X ∪ X′). Given such partitions P and Q, the quotient of G by P according to Q is the
bigraph (G|P,Q(P )) deﬁned on P as follows. For every X = X′ ∈ P , (X,X′) ∈ A(Q(P )) if Y (X) = Y (X′), and
(X,X′) ∈ A(G|P) if Y (X) = Y (X′) and (x, x′) ∈ A(G) for x ∈ X and x′ ∈ X′. Clearly, the quotient (G|P,Q(P )) is
a graphic equivalence. If P =Q, then P is an interval partition of G and G|P coincides with the classic quotient G/P .
Conversely, let (G,H) be a graphic equivalence. With each X ∈ V (H)/H associate a graph GX such that
|V (GX)| |X| and assume that the vertex sets V (GX) are mutually disjoint. We consider a subdivision function
S deﬁned on V (G) which associates with every x ∈ V (G) a non-empty subset of V (GX), where X is the equivalence
class of H containing x, and which satisﬁes: for each X ∈ V (H)/H , {S(x); x ∈ X} is a partition of V (GX). The
family {V (GX);X ∈ V (H)/H } is denoted by Q and we consider the projection p : ∪Q −→ V (G,H) satisfy-
ing u ∈ S(p(u)) for u ∈ ∪Q. The lexicographic sum of the graphs GX over (G,H) according to S is the graph
(G,H)[GX(X ∈ V (H)/H);S] deﬁned on ∪Q in the following way. For any u = v ∈ ∪Q, (u, v) is an arc of
(G,H)[GX(X ∈ V (H)/H);S] if either there is X ∈ V (H)/H such that p(u), p(v) ∈ X and (u, v) ∈ A(GX)
or (p(u), p(v)) /∈A(H) and (p(u), p(v)) ∈ A(G). If all the vertices of (G,H) are isolated, then (G,H)[GX(X ∈
V (H)/H);S] coincides with the usual lexicographical sum G[G{x}; x ∈ V (G)]. In Remarks 5 and 6, we verify that
the generalized quotient and the generalized lexicographic sum are inverse operations.
Remark 5. Let (G|P,Q(P )) be the quotient of a graph G by P according to Q, where P is a partial interval partition of
G according to a partition Q of V (G). With each equivalence classX of Q(P ) associate the graph (G|P)X=G(∪X).
As subdivision functionS consider the identity on P. We obtain that G is the lexicographic sum of the graphs (G|P)X,
for every equivalence class X of Q(P ), over (G|P,Q(P )) and according toS.
Remark 6. Let (G,H)[GX(X ∈ V (H)/H);S] be a lexicographic sum of graphs GX over a graphic equivalence
(G,H) and according to a subdivision function S. Denote (G,H)[GX(X ∈ V (H)/H);S] by ˜G. It follows from
the deﬁnition of the generalized lexicographic sum that P = {S(x); x ∈ V (G,H)} is a partial interval partition of
˜G according to Q = {V (GX);X ∈ V (H)/H }. The subdivision function S realizes an isomorphism from (G,H)
onto the quotient (˜G|P,Q(P )) of ˜G by P according to Q, that is, an isomorphism from G onto ˜G|P and from H
onto Q(P ).
The purpose of this paper is to decompose the critical and inﬁnite graphs as generalized lexicographic sums of
speciﬁc graphs, which are mainly extensions to N or to Z of the indecomposable and ﬁnite graphs, all the vertices of
which are critical. In the particular case of the critical and inﬁnite tournaments, a similar examination is presented in
[1] without a proof. Furthermore, the operations of generalized quotient and of generalized lexicographic sum were
not known. They were replaced by the notion of expansion which is only successful for the tournaments.
2. Indecomposability graph
With each graph G associate its indecomposability graph [3] denoted byI(G) and deﬁned onV (G) as follows: given
x = y ∈ V (G), (x, y) ∈ A(I(G)) if G − {x, y} is indecomposable. Theorem 4 asserts that A(I(G)) = ∅ for every
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indecomposable and ﬁnite graph such that |V (G)|7.We examine the connected components of the indecomposability
graph associated with a critical and inﬁnite graph. The ﬁrst result is common.
Lemma 7. Let G be an indecomposable graph with |V (G)|5. If x is a critical vertex of G, then |NI(G)(x)|2.
Moreover, for every critical vertex x of G, if NI(G)(x) = {y}, then V (G) − {x, y} is an interval of G − x, and if
NI(G)(x) = {y, z}, where y = z ∈ V (G), then {y, z} is an interval of G − x.
The inﬁnite path PZ is deﬁned on Z by (i, j) ∈ A(PZ) if |i − j | = 1. Let PN =PZ(N) and Pn =PZ({0, . . . , n− 1})
for n1. Given n3, the cycle Cn is obtained from Pn by adding the arcs (0, n − 1) and (n − 1, 0). Given a critical
and inﬁnite graph G, consider a connected component D of I(G). By Lemma 7, if D is inﬁnite (respectively, ﬁnite),
then I(G)(D) is isomorphic to PZ or to PN (respectively, to P|D| or to C|D|).
Lemma 8. Given a critical and inﬁnite graph G, if D is a ﬁnite connected component of I(G), then |D| = 1.
Proof. Suppose that I(G) admits a ﬁnite connected component D which is not reduced to a singleton. We establish
the following assertions, each leading to a contradiction.
(1) If |D| is odd and if I(G)(D) = C|D|, then D is an interval of G.
(2) If |D| is odd and if I(G)(D) = P|D|, then V (G) − {1} is an interval of G.
(3) If |D| is even and if I(G)(D) = C|D|, then {1, |D| − 1} is an interval of G.
(4) If |D| is even and if I(G)(D) = P|D|, then V (G) − D is an interval of G.
Firstly, assume that I(G)(D) = C2n+1, where n> 0, and consider x ∈ V (G) − D. For i ∈ {0, . . . , n − 1}, we have
NI(G)(2i + 1) = {2i, 2i + 2}. It follows from Lemma 7 that {2i, 2i + 2} is an interval of G − (2i + 1). In particular,
we obtain that (x, 0) ∼ (x, 2) ∼ · · · ∼ (x, 2n). Similarly, since for i ∈ {1, . . . , n − 1}, NI(G)(2i) = {2i − 1, 2i + 1},
we have x ∼ {2j + 1; 0jn − 1}. As NI(G)(0) = {1, 2n}, (x, 2n) ∼ (x, 1) and hence x ∼ D.
Secondly, assume that I(G)(D) = P2n+1, where n> 0. Since NI(G)(0) = {1}, we have to verify that for x ∈
V (G) − D, (1, x) ∼ (1, 0). If n = 1, then NI(G)(2) = {1} and thus (1, x) ∼ (1, 0). Assume that n> 1. Since for
i ∈ {1, . . . , n−1}, NI(G)(2i)={2i −1, 2i +1}, we have x ∼ {2j +1; 0jn−1} and 0 ∼ {2j +1; 0jn−1}.
As NI(G)(2n) = {2n − 1}, (2n − 1, x) ∼ (2n − 1, 0).
Thirdly, assume thatI(G)(D)=C2n, where n> 1. Since NI(G)(0)= {1, 2n− 1}, it sufﬁces to verify that (0, 1) ∼
(0, 2n − 1), which results from NI(G)(2i) = {2i − 1, 2i + 1} for i ∈ {1, . . . , n − 1}.
Finally, assume thatI(G)(D)=P2n, where n> 0. If n=1, then NI(G)(0)={1} and NI(G)(1)={0}. By Lemma 7,
V (G) − {0, 1} is an interval of G − 0, of G − 1 and hence of G. Assume that n> 1. Since for i ∈ {0, . . . , n − 2},
NI(G)(2i + 1) = {2i, 2i + 2}, we have x ∼ {2j ; 0jn − 1} for x ∈ V (G) − D. Moreover, as NI(G)(2n − 1) =
{2n − 2}, (x, 2n − 2) ∼ (1, 2n − 2). It follows that for x, y ∈ V (G) − D and j ∈ {0, . . . , n − 1}, (x, 2j) ∼ (y, 2j).
Similarly, for everyx ∈ V (G)−D,x ∼ {2j+1; 0jn−1}becauseNI(G)(2i)={2i−1, 2i+1} for i ∈ {1, . . . , n−1}.
But, since NI(G)(0)={1}, (x, 1) ∼ (2n−2, 1). Therefore, for x, y ∈ V (G)−D and j ∈ {0, . . . , n−1}, (x, 2j +1) ∼
(y, 2j + 1). 
Following Lemma 8, we associate with each critical and inﬁnite graph G a function (G) : V (G) −→ Z such that
(G)/D realizes an isomorphism from I(G)(D) onto PZ or PN for every connected component D of I(G) which is
not reduced to a singleton. To examine the induced subgraphs of G by such connected components, we introduce the
following two families of graphs. The family FZ consists of all the graphs G on Z with the property that for every
n ∈ Z, {n − 1, n + 1} is an interval of G − n and not of G. The familyFN contains the graphs G deﬁned on N and
satisfying: V (G)− {0, 1} is a interval of G− 0, V (G)− {1} is not an interval of G and for every n> 0, {n− 1, n+ 1}
is an interval of G−n and not of G. Clearly, if G is a critical and inﬁnite graph, then ((G)/D)(G(D)) belongs toFN
or toFZ for every inﬁnite connected component D of I(G).
Lemma 9. (1) Given a graph G such that V (G)=Z, G belongs toFZ if and only if (1, 0) /∼ (1, 2) and for i < j ∈ Z,
(2i, 2j) ∼ (0, 2), (2i + 1, 2j + 1) ∼ (1, 3), (2i + 1, 2j) ∼ (1, 2) and (2i, 2j − 1) ∼ (0, 1).
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(2) Given a graph G such that V (G) = N, G belongs toFN if and only if (1, 0) /∼ (1, 2), (1, 2) ∼ (1, 3) and for
i < j ∈ N, (2i, 2j) ∼ (0, 2), (2i + 1, 2j + 1) ∼ (1, 3), (2i + 1, 2j) ∼ (1, 2) and (2i, 2j − 1) ∼ (0, 1).
Proof. Given a graph G ∈FN ∪FZ, consider elements i < j of V (G). Since {j, j + 2} is an interval of G− (j + 1),
(i, j) ∼ (i, j + 2). Similarly, since {i, i + 2} is an interval of G − (i + 1), (i, j + 2) ∼ (i + 2, j + 2) and thus
(i, j) ∼ (i + 2, j + 2). Furthermore, since {j − 2, j} is an interval of G − (j − 1), (i, j) ∼ (i, j − 2) for ij − 3.
Consequently, we obtain for any i < j ∈ V (G) that (2i, 2j) ∼ (0, 2), (2i + 1, 2j + 1) ∼ (1, 3), (2i + 1, 2j) ∼ (1, 2)
and (2i, 2j − 1) ∼ (0, 1). Finally, as {0, 2} is an interval of G − 1 and not of G, (1, 0) /∼ (1, 2). If V (G) = N, then
V (G) − {0, 1} is an interval of G − 0 and hence (1, 2) ∼ (1, 3).
Conversely, we obtain in both cases that for any x <y ∈ V (G) and x′ <y′ ∈ V (G), if x ≡ x′ (mod 2) and if y ≡ y′
(mod 2), then (x, y) ∼ (x′, y′). Consider n ∈ V (G) and assume that n> 0 if V (G) = N. It follows that for every
x ∈ V (G)−{n−1, n, n+1}, if x <n−1, then (x, n−1) ∼ (x, n+1), and if x >n+1, then (n−1, x) ∼ (n+1, x).
Consequently, {n− 1, n+ 1} is an interval of G− n. For instance, assume that n is even. We obtain (n− 1, n) ∼ (1, 2)
and (n, n+1) ∼ (0, 1). Since (1, 0) /∼ (1, 2), (n−1, n) /∼ (n+1, n) and thus {n−1, n+1} is not an interval of G. To
conclude, assume that V (G) = N. Given x > 1, if x is even, then (1, x) ∼ (1, 2), and if x is odd, then (1, x) ∼ (1, 3).
As (1, 2) ∼ (1, 3), we have (1, x) ∼ (1, 2) for every x > 1. Therefore, V (G) − {0, 1} is an interval of G − 0. Finally,
V (G) − {1} is not an interval of G because (1, 0) /∼ (1, 2). 
In Lemmas 10 and 11, we describe the intervals of the elements ofFZ and ofFN. The usual order onN (respectively,
Z) is denoted by  (respectively,  + ). The permutation n → −n of Z is denoted by .
Lemma 10. Let G be an element ofFZ.
(1) For every n ∈ Z, {n, n + 1, . . .} is an interval of G if and only if (0, 1) ∼ (0, 2) and (1, 2) ∼ (1, 3).
(2) For every n ∈ Z, {. . . , n − 1, n} is an interval of G if and only if (0, 2) ∼ (1, 2) and (0, 3) ∼ (1, 3).
(3) All the intervals of G are intervals of  + .
(4) If G =  +  and if G is decomposable, then either all the non-trivial intervals of G are of type {n, n + 1, . . .},
where n ∈ Z, or all the non-trivial intervals of G are of type {. . . , n − 1, n}, where n ∈ Z.
Proof. Firstly, let n be an integer such that {n, n + 1, . . .} is an interval of G. For every xn − 1, we have x ∼
{n, n + 1, . . .} and hence x ∼ {n + 1, n + 2, . . .}. Since {n − 2, n} is an interval of G − (n − 1) and since (n − 2) ∼
{n+1, n+2, . . .}, n ∼ {n+1, n+2, . . .}. It follows that {n+1, n+2, . . .} is an interval of G. For every x <n−1, we
have x ∼ {n, n+1, . . .}. Since {n−1, n+1} is an interval ofG−n, (x, n−1) ∼ (x, n+1) and hence x ∼ {n−1, n, . . .}.
Therefore, {n − 1, n, . . .} is an interval of G. Consequently, for any m, n ∈ Z, {m,m + 1, . . .} is an interval of G if
and only if {n, n + 1, . . .} is as well. Now, if {n, n + 1, . . .} is an interval of G for some n ∈ Z, then {1, 2, . . .} and
{2, 3, . . .} are also, and thus (0, 1) ∼ (0, 2) and (1, 2) ∼ (1, 3).
Conversely, we show that if (0, 1) ∼ (0, 2) and (1, 2) ∼ (1, 3), then {2, 3, . . .} is an interval of G. Consider an even
integer x < 2. As observed in the proof of Lemma 9, we have: for every m2, if m is odd, then (x,m) ∼ (0, 1), and if
m is even, then (x,m) ∼ (0, 2). Similarly, if x is odd, then (x,m) ∼ (1, 2) or (1, 3) following the parity of m. In both
cases, x ∼ {2, 3, . . .}.
The second assertion follows from the ﬁrst one by considering (G) instead of G.
Thirdly, let X be an interval of G. We have to prove that for any a <b ∈ X, {a, a + 1, . . . , b} ⊆ X. Consider
a <b ∈ X such that a ≡ b (mod 2). For instance, assume that a and b are even. Given an odd integer x such that
a <x <b, we have (x, a) ∼ (1, 0) and (x, b) ∼ (1, 2). Since (1, 0) /∼ (1, 2), x ∈ X. Similarly, for every even integer
y such that a <y <b, (y, y − 1) ∼ (2, 1) and (y, y + 1) ∼ (0, 1). As y − 1, y + 1 ∈ X and as (0, 1) /∼ (2, 1), y ∈ X.
Now, consider a <b ∈ X such that a /≡ b (mod 2) and assume that a is even and b is odd. We verify that a − 1 ∈ X
or a + 1 ∈ X. Otherwise, we obtain that (a, a − 1) ∼ (b, a − 1) and (a, a + 1) ∼ (b, a + 1). Since {a − 1, a + 1}
is an interval of G − a, (b, a − 1) ∼ (b, a + 1) and thus (a, a − 1) ∼ (a, a + 1), which contradicts (0, 1) /∼ (2, 1).
Consequently, a − 1 ∈ X or a + 1 ∈ X. As previously proved, since a − 1, a + 1 and b are odd, {a − 1, a, . . . , b} ⊆ X
or {a + 1, a + 2, . . . , b} ⊆ X and hence {a, a + 1, . . . , b} ⊆ X.
Finally, by the three assertions above, it sufﬁces to establish the following: if there are a <b ∈ Z such that {a, a +
1, . . . , b} is an interval of G, then G =  + . To begin, we verify that {a, a + 1, . . .} is an interval of G. For x <a
2420 I. Boudabbous, P. Ille / Discrete Mathematics 307 (2007) 2415–2428
and for c, da, there are c′, d ′ ∈ {a, a + 1, . . . , b} such that c ≡ c′ (mod 2) and d ≡ d ′ (mod 2). As observed in
the proof of Lemma 9, (x, c) ∼ (x, c′) and (x, d) ∼ (x, d ′). Now, by considering (G) instead of G, we obtain that
{. . . , b − 1, b} is an interval of G. It follows from the ﬁrst two assertions that (0, 1) ∼ (0, 2) ∼ (1, 2) ∼ (1, 3). As
(1, 0) /∼ (1, 2), we have (0, 1) /∼ (1, 0) and, by interchanging G and G, we may assume that 0 −→ 1. Consequently,
0 −→ 2, 1 −→ 2, 1 −→ 3 and hence, for any m<n ∈ Z, m −→ n. 
Lemma 11. Let G be an element ofFN.
(1) For every n> 0, {n, n + 1, . . .} is an interval of G if and only if (0, 1) ∼ (0, 2).
(2) All the intervals of G are intervals of .
(3) If G = , if G =  and if G is decomposable, then all the non-trivial intervals of G are of type {n, n + 1, . . .},
where n> 0.
Proof. The ﬁrst assertion is demonstrated as in the proof of Lemma 10 by recalling that for every m, n> 1, (1,m) ∼
(1, n). The same is valid for the second assertion by noting that for every interval X of G, if 0 ∈ X and 1 /∈X, then for
each n0, 2n + 1 /∈X. Otherwise, there is n> 0 such that 2n + 1 ∈ X. Since 0 ∈ X and 1 /∈X, (1, 0) ∼ (1, 2n + 1).
However, (1, 2n + 1) ∼ (1, 3) and, as G ∈ FN, (1, 3) ∼ (1, 2), which contradicts (1, 0) /∼ (1, 2). For the third,
we prove that if there are a <b ∈ N such that {a, a + 1, . . . , b} is an interval of G, then G =  or . To begin, we
verify that (0, 1) ∼ (0, 2). There are c, d ∈ {a, a + 1, . . . , b} and x >b such that c is even and d and x are odd. We
obtain that (c, x) ∼ (d, x) and (c, x + 1) ∼ (d, x + 1). As (c, x) ∼ (0, 1), (d, x) ∼ (1, 3), (c, x + 1) ∼ (0, 2) and
(d, x + 1) ∼ (1, 2), we have (0, 1) ∼ (1, 3) and (0, 2) ∼ (1, 2). By Lemma 9, (1, 2) ∼ (1, 3) and thus (0, 1) ∼ (0, 2).
Now, consider x ∈ N − {a, a + 1, . . . , b + 1}. Since {b − 1, b + 1} is an interval of G − b, (x, b − 1) ∼ (x, b + 1).
Therefore, {a, a + 1, . . . , b + 1} is an interval of G. Thus, assume that {a, a + 1, . . . , b} is an interval of G, where
b is odd. It follows that (b, b + 1) ∼ (b − 1, b + 1). Since (b, b + 1) ∼ (1, 2) and (b − 1, b + 1) ∼ (0, 2), we
have (1, 2) ∼ (0, 2). But, (0, 1) ∼ (0, 2) and hence (0, 1) ∼ (1, 2). Finally, we obtain (0, 1) /∼ (1, 0) because
(1, 2) /∼ (1, 0). By interchanging G and G, assume that 0 −→ 1. It results that 0 −→ 2, 1 −→ 2, 1 −→ 3 and thus,
for every m<n ∈ N, m −→ n. 
3. Characterization of the critical and inﬁnite graphs
Let G be a critical and inﬁnite graph. The partition of V (G) constituted by the connected components of I(G) is
denoted by Q(G). Furthermore, we deﬁne the partition P(G) of V (G) as follows. Let D be a connected component of
I(G). If |D|=1, thenD ∈ P(G). Otherwise, by Lemma 8, D is inﬁnite and(G)/D is an isomorphism fromI(G)(D)
ontoPN (respectively,PZ).We introduce twoelements ofP(G):D+=((G)/D)−1(2N) andD−=((G)/D)−1(2N+1)
(respectively,D+=((G)/D)−1(2Z) andD−=((G)/D)−1(2Z+1)). Obviously,P(G) is ﬁner thanQ(G). Moreover,
consider an inﬁnite connected componentD ofI(G) such that(G)(D)=N (respectively,(G)(D)=Z). ByLemma7,
for each n ∈ N − {0} (respectively, n ∈ Z), as NI(G)(((G)/D)−1(n)) = {((G)/D)−1(n − 1), ((G)/D)−1(n + 1)},
we have {((G)/D)−1(n − 1), ((G)/D)−1(n + 1)} is an interval of G − (((G)/D)−1(n)). Consequently, for every
x /∈D, D+ is an interval ofG(D+ ∪{x}) and D− is an interval of G(D− ∪{x}). It follows that P(G) is a partial interval
partition of G according to Q(G). The corresponding quotient (G|P(G),Q(G)(P (G))) of G by P(G) according to
Q(G) is denoted by M(G). As G is critical, there exist x = y ∈ V (G) such that G − {x, y} is indecomposable.
By Lemma 8, the connected component D of I(G), which contains x and y, is inﬁnite. Therefore, D− and D+ are
non-isolated vertices of M(G). Furthermore, by the deﬁnition of P(G) and of Q(G), for each equivalence class X of
Q(G)(P (G)), |X|2. So, M(G) is a matching bigraph. In the next result, we continue the study of M(G) in terms of
indecomposability.
Theorem 12. For every critical and inﬁnite graph G, the matching bigraph M(G) is indecomposable. Moreover, if
I(G) has at least two inﬁnite connected components or if I(G) has at least four connected components, then every
isolated vertex of M(G) is a critical vertex of M(G).
Proof. To commence, we show that ifJ is a non-trivial interval of M(G), then the union ∪J is a non-trivial interval of
G. Indeed, asJ is an interval of Q(G)(P (G)), for each equivalence classX of Q(G)(P (G)), we have: ifX∩J = ∅,
then X ⊆ J. Consequently, sinceJ is an interval of G|P(G), ∪J is an interval of G.
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Concerning the isolated vertices of M(G), we demonstrate the following: if there is x ∈ V (G) such that {x} is an
isolated and non-critical vertex of M(G), then I(G) has two or three connected components, only one of which is
inﬁnite. As x is a critical vertex of G, G − x admits a non-trivial interval I.
We ﬁrst establish that for every inﬁnite connected component D of I(G), if I ∩ D = ∅, then |I ∩ D|2. Other-
wise, consider an inﬁnite connected component D of I(G) such that I ∩ D = {}. We denote by D′ the element of
{D−,D+} such that  /∈D′. Since |I |2, there exists  ∈ I −D.AsD′ is an interval ofG(D′ ∪{}),D′ is an interval of
G(D′∪{}). However, since ((G)/D)(G(D)) ∈FN (respectively, ((G)/D)(G(D)) ∈FZ), forn ∈ N−{0} (respec-
tively, n ∈ Z), we have (((G)/D)−1(n− 1), ((G)/D)−1(n)) /∼ (((G)/D)−1(n+ 1), ((G)/D)−1(n)). Necessarily,
(G)(D) = N and = ((G)/D)−1(0). Consequently, (((G)/D)−1(1), ((G)/D)−1(0)) ∼ (((G)/D)−1(1), ). As
V (G) − ((G)/D)−1({0, 1}) is an interval of G − ((G)/D)−1(0), V (G) − {((G)/D)−1(1)} would be an interval
of G.
Secondly, we verify that for every inﬁnite connected component D ofI(G), if I ∩D = ∅, then I intersects D− and
D+.We proved that |I∩D|2. ByLemmas 10 and 11, as ((G)/D)(G(D)) belongs toFN or toFZ, ((G)/D)(I∩D)
is an interval of  or of  + . In particular, ((G)/D)(I ∩ D) contains even and odd integers, that is, I ∩ D− = ∅
and I ∩ D+ = ∅.
It ensues that J = {X ∈ P(G); I ∩ X = ∅} is an interval of M(G) − {x}, with |J|2. Since M(G) − {x} is
indecomposable,J= P(G) − {{x}}. Furthermore, as I = V (G) − {x}, there exists an inﬁnite connected component
D of I(G) such that D − I = ∅. To conclude, we establish that K = P(G) − {{x},D−,D+} is an interval of
M(G) − {x}. SinceK is an interval of Q(G)(P (G)), it sufﬁces to verify thatK is an interval of G|P(G). By the
deﬁnition of G|P(G), for A,B ∈K and D′ ∈ {D−,D+}, we have (A,D′)(G | P(G)) ∼ (B,D′)(G | P(G)) if and only
if there exist a ∈ A, b ∈ B and d ′ ∈ D′ such that (a, d ′)G ∼ (b, d ′)G. As J = P(G) − {{x}}, A and B intersect
I and we choose a ∈ I ∩ A and b ∈ I ∩ B. If D′ − I = ∅, then we choose d ′ ∈ D′ − I . If D′ ⊆ I , then, as
previously observed, (G)(D) = N and D − I = {((G)/D)−1(0)}. Moreover, V (G) − ((G)/D)−1({0, 1}) is an
interval of G− ((G)/D)−1(0) and we choose d ′ = ((G)/D)−1(1). In both cases, we obtain that (a, d ′)G ∼ (b, d ′)G
and thus (A,D′)(G | P(G)) ∼ (B,D′)(G | P(G)). Finally, as M(G) − {x} is indecomposable, |K|1 or, equivalently, D
is the unique inﬁnite connected component ofI(G) andI(G) possesses one or two connected components which are
reduced to singletons. 
Conversely, by using the generalized lexicographic sum over a matching bigraph, we construct critical and inﬁnite
graphs in the following manner. Let (G,H) be a matching bigraph. With each equivalence class of X of H associate a
graph GX and assume the following:
• the vertex sets V (GX) are mutually disjoint;
• for every equivalence class {x} of H, where x ∈ V (G,H), |V (G{x})| = 1;
• for every equivalence class {x, y} of H, where x = y ∈ V (G,H), G{x,y} is isomorphic to an element ofFN or of
FZ.
Using the last two assumptions, we consider a function  : ∪{V (GX);X ∈ V (H)/H } −→ Z such that for every
equivalence class {x, y} of H, where x = y ∈ V (G,H), the restriction /V (G{x,y}) is an isomorphism from G{x,y} onto
an element ofFN or ofFZ.
Now, we consider a subdivision functionS which satisﬁes the following:
• if {x} is an equivalence class of H, where x ∈ V (G,H), thenS(x) = V (G{x});
• if {x, y} is an equivalence class ofH,wherex = y ∈ V (G,H), and if(V (G{x,y}))=N (respectively,(V (G{x,y}))=
Z), then {S(x),S(y)} = {(/V (G{x,y}))−1(2N), (/V (G{x,y}))−1(2N + 1)} (respectively, {S(x),S(y)} =
{(/V (G{x,y}))−1(2Z), (/V (G{x,y}))−1(2Z + 1)}).
Finally, we require the next two hypotheses to demonstrate the theorem below.
(H1) The equivalence relation H has at least four equivalence classes or has at least two equivalence classes which are
pairs.
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(H2) Consider an equivalence class {x, y} of H, where x = y ∈ V (G,H), such that(V (G{x,y}))=N and assume that
(S(x))= 2N. Then, for every z ∈ V (G,H)− {x, y}, (y, z)G ∼ ((/V (G{x,y}))−1(1), (/V (G{x,y}))−1(2))G{x,y} .
Theorem 13. If the matching bigraph (G,H) is indecomposable, if all its isolated vertices are critical and if the
hypotheses H1 and H2 are satisﬁed, then the lexicographic sum (G,H)[GX(X ∈ V (H)/H);S] of the graphs GX
over (G,H) and according toS is a critical and inﬁnite graph.
Proof. The lexicographic sum (G,H)[GX(X ∈ V (H)/H); S] is denoted by L. To begin, we prove that L is inde-
composable. By contradiction, suppose that L admits a non-trivial interval I. Firstly, we verify that for each equivalence
class {x, y} of H, where x = y ∈ V (G,H), if I ∩ V (G{x,y}) = ∅, then |I ∩ V (G{x,y})|2. Otherwise, there is
 ∈ V (G{x,y}) such that I ∩ V (G{x,y}) = {}. Denote by z the element of {x, y} such that  /∈S(z). As |I |2, there
exists  ∈ I − V (G{x,y}). By the construction of L,S(z) is an interval of L(S(z) ∪ {}). Consequently,S(z) is an
interval of L(S(z)∪ {}) and hence of G{x,y}(S(z)∪ {}). Since (G{x,y}) ∈FN ∪FZ, it follows from Lemmas 10
and 11 that (G{x,y}) ∈FN, = (/V (G{x,y}))−1(0) andS(z) = (/V (G{x,y}))−1(2N + 1). Denote (/V (G{x,y}))−1(1)
by  and (/V (G{x,y}))
−1(2) by . By Hypothesis H2, for every u ∈ V (G,H) − {x, y}, (z, u)G ∼ (, )G{x,y} . By
choosing for u the element of V (G,H) such that  ∈ S(u), we obtain that (, )L ∼ (, )L. As I is an interval of
L such that ,  ∈ I and  /∈ I , (, )L ∼ (, )L ∼ (, )L. It follows that (1, 0)(G{x,y}) ∼ (1, 2)(G{x,y}), which
contradicts Lemma 9. Secondly, we verify that for each equivalence class {x, y} of H, where x = y ∈ V (G,H),
if I ∩ V (G{x,y}) = ∅, then I ∩ S(x) = ∅ and I ∩ S(y) = ∅. We proved that |I ∩ V (G{x,y})|2. Therefore,
|(/V (G{x,y}))(I ∩ V (G{x,y}))|2 and (/V (G{x,y}))(I ∩ V (G{x,y})) is an interval of (G{x,y}). We deduce from Lem-
mas 10 and 11 that (/V (G{x,y}))(I ∩ V (G{x,y})) contains even and odd integers or, equivalently, I ∩S(x) = ∅ and
I ∩S(y) = ∅. It follows that J = {v ∈ V (G,H) : I ∩S(v) = ∅} is an interval of (G,H). As (G,H) is indecom-
posable and as |J|2,J=V (G,H). However, since I = V (L), there exists an equivalence class {x, y} of H, where
x = y ∈ V (G,H), such that V (G{x,y}) − I = ∅. Thirdly, we show that V (G,H) − {x, y} is an interval of G. By
the construction of L, for any u, v ∈ V (G,H) − {x, y} and z ∈ {x, y}, it sufﬁces to verify that there exist a ∈ S(u),
b ∈ S(v) and  ∈ S(z) such that (, a)L ∼ (, b)L. Indeed, as J = V (G,H), I intersects S(u) and S(v) and we
choose a ∈ I ∩S(u) and b ∈ I ∩S(v). For the choice of , we distinguish two cases. If S(z) − I = ∅, then we
choose  ∈S(z) − I . IfS(z) ⊆ I , then, as previously observed, (G{x,y}) ∈FN,S(z) = (/V (G{x,y}))−1(2N + 1)
and V (G{x,y})−I ={(/V (G{x,y}))−1(0)}. By Hypothesis H2, = (/V (G{x,y}))−1(1) is a suitable choice. It follows that
V (G,H)− {x, y} is an interval of G and thus of (G,H). By Hypothesis H1, this contradicts the indecomposability of
(G,H).
Now,weprove that each vertex ofL is critical. Firstly, let {x, y}be an equivalence class ofH,wherex = y ∈ V (G,H),
such that (G{x,y}) ∈ FZ. Consider a vertex  of G{x,y}. There is n ∈ Z such that  = (/V (G{x,y}))−1(n). Denote
(/V (G{x,y}))
−1(n− 1) by  and (/V (G{x,y}))−1(n+ 1) by . Since {n− 1, n+ 1} is an interval of (G{x,y})−n, {, }
is an interval of G{x,y} − . For example, assume that  ∈S(x) and ,  ∈S(y). By the construction of L,S(y) is an
interval of L −S(x). Consequently, {, } is an interval of L − . The same proof is valid if (G{x,y}) ∈FN and if
=(/V (G{x,y}))−1(n), with n> 0.Assume that(G{x,y}) ∈FN and =(/V (G{x,y}))−1(0). Denote (/V (G{x,y}))−1(1)
by . Since (G{x,y}) ∈ FN, N − {0, 1} is an interval of (G{x,y}) − 0 and hence V (G{x,y}) − {, } is an interval
of G{x,y} − . It follows from Hypothesis H2 that V (L) − {, } is an interval of L − . Secondly, let x be an isolated
vertex of (G,H) and denote by  the single vertex of V (G{x}). As x is a critical vertex of (G,H), (G,H)−x possesses
a non-trivial intervalJ. SinceJ is an interval of H, for every equivalence class {y, z} of H, where y = z ∈ V (G,H),
we have: ifJ∩ {y, z} = ∅, then {y, z} ⊆ J. It follows that the union of the vertex sets V (GX), for every equivalence
class X of H included inJ, is a non-trivial interval of L − .
Lastly, we establish that there are  =  ∈ V (L) such that L−{, } is indecomposable. Since (G,H) admits a non-
isolated vertex, there are x = y ∈ V (G,H) such that {x, y} is an equivalence class of H. We begin with an immediate
consequence of Lemma 9. Given m ∈ Z, consider the function fZ : Z − {m,m + 1} −→ Z deﬁned by fZ(n) = n if
n<m and fZ(n) = n − 2 if n>m + 1. For every 	 ∈FZ, fZ realizes an isomorphism from 	− {m,m + 1} onto 	.
Similarly, if m0, then for every 	 ∈FN, fN = (fZ)/N is an isomorphism from 	−{m,m+1} onto 	. Now, denote
(/V (G{x,y}))
−1(m) by  and (/V (G{x,y}))
−1(m+1) by . Consider the following compositions: gZ = (/V (G{x,y}))−1 ◦
fZ ◦ (/V (G{x,y}))/(V (G{x,y})−{,}),if (G{x,y}) ∈ FZ and gN = (/V (G{x,y}))−1 ◦ fN ◦ (/V (G{x,y}))/(V (G{x,y})−{,}),
I. Boudabbous, P. Ille / Discrete Mathematics 307 (2007) 2415–2428 2423
if (G{x,y}) ∈ FN. We obtain that gZ (respectively, gN) is an isomorphism from G{x,y} − {, } onto G{x,y} if
(G{x,y}) ∈FZ (respectively, (G{x,y}) ∈FN). For instance, assume that (G{x,y}) ∈FZ. Since fZ preserves the
parity of the integers, gZ(S(x)−{, })=S(x) and gZ(S(y)−{, })=S(y). Consequently, asS(x) (respectively,
S(y)) is an interval of L −S(y) (respectively,L −S(x)), the extension of gZ by the identity on V (L) − V (G{x,y})
realizes an isomorphism from L − {, } onto L. We obtain the same with the extension of fN by the identity on
V (L) − V (G{x,y}) when (G{x,y}) ∈FN. To conclude, we established the following: Let x and y be distinct vertices
of (G,H) such that {x, y} is an equivalence class of H. For every  ∈S(x) and  ∈S(y), if |() − ()| = 1, then
G − {, } is isomorphic to G. 
The next result follows from Theorems 12 and 13.
Corollary 14. Let G be a critical and inﬁnite graph.
(1) There exist  =  ∈ V (G) such that G − {, } is isomorphic to G.
(2) For any  =  ∈ V (G), G − {, } is indecomposable if and only if G − {, } is isomorphic to G.
Proof. By Theorem 12, M(G) = (G|P(G),Q(G)(P (G))) is an indecomposable matching bigraph. As observed in
Remark 5, G is the lexicographic sum of the graphs (G|P(G))X over M(G) and according toS= IdP(G), where for
every equivalence classX ofQ(G)(P (G)),GX=G(∪X). More precisely, to each equivalence classX ofQ(G)(P (G))
corresponds a connected component D ofI(G) in the following way: either |D| = 1 andX= {D} or D is inﬁnite and
X= {D−,D+}. In both cases, we have GX = G(D).
The ﬁrst assertion follows from the second one because, as a critical and inﬁnite graph, G admits distinct vertices 
and  such thatG−{, } is indecomposable. Consequently, we have to show that for such vertices  and ,G−{, } is
isomorphic to G. The connected component D ofI(G), which contains  and , is inﬁnite. Denote ((G)/D)() by m,
((G)/D)() by n and assume thatm<n. Since ((G)/D)(G(D)) ∈FN∪FZ, {((G)/D)−1(n−1), ((G)/D)−1(n+
1)} is an interval of G(D) − . As P(G) is a partial interval partition of G according to Q(G), D− (respectively, D+)
is an interval of G−D+ (respectively, G−D−). Therefore, {((G)/D)−1(n− 1), ((G)/D)−1(n+ 1)} is an interval
of G − . Since G − {, } is indecomposable,  ∈ {((G)/D)−1(n − 1), ((G)/D)−1(n + 1)} and, necessarily,
m = n − 1.To conclude, it sufﬁces to refer to the last part of the proof of Theorem 13. 
4. Indecomposable and inﬁnite graphs
Until now, Theorems 15 and 16 are the only known results concerning the indecomposable and inﬁnite graphs.
Theorem 15 (Ille [4]). Given an inﬁnite graph G, G is indecomposable if and only if for every ﬁnite subset F of V (G),
there is a ﬁnite subset F ′ of V (G) such that F ⊆ F ′ and G(F ′) is indecomposable.
Theorem 16 (Rigollet and Thomassé [6]). If G is an indecomposable and inﬁnite graph, then there exists a proper
subset X of V (G) such that |X| = |V (G)| and G(X) is indecomposable.
In the preceding theorem, we only have X = V (G). For example, the inﬁnite path PZ is indecomposable and for
every non-empty and ﬁnite subset F of Z, PZ − F is decomposable. Therefore, we obtain that |X| = |Z| = |Z − X|
and, for instance, X = N because PZ(N)=PN is indecomposable. Now, we examine the indecomposable and inﬁnite
graphs G which admit an indecomposable subgraph G − F , where F is a non-empty and ﬁnite subset of V (G). We
recall the main theorem of [5] which is still valid in the inﬁnite case.
Theorem 17 (Ille [5]). Given an indecomposable and inﬁnite graph G, if there exists a ﬁnite subset F of V (G) such
that |F |6 and G − F is indecomposable, then there are x = y ∈ F such that G − {x, y} is indecomposable.
Corollary 14 yields an improvement:
Corollary 18. Given an indecomposable and inﬁnite graph G, if there exists a ﬁnite subset F of V (G) such that |F |2
and G − F is indecomposable, then there are x = y ∈ V (G) such that G − {x, y} is indecomposable.
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Proof. If |F |4, then, by using Proposition 2 several times, we obtain a subset F ′ of F such that |F ′| = 2 or 3 and
G − F ′ is indecomposable. Obviously, if |F ′| = 2, then we consider the two elements of F ′ for x and y. Assume that
|F | = 3. Again, by Proposition 2, there is x ∈ F such that G − x is indecomposable. Denote G − x by H. As |F | = 3,
there are y = z ∈ V (H) such that H − {y, z} is indecomposable. Consequently, if H is not critical, then there exists
u ∈ V (H) such that H − u = G − {x, u} is indecomposable. Thus, assume that H is critical. By using three times
Corollary 14, we obtain a subset X of V (H) such that |X| = 6 and H − X is indecomposable. It is then sufﬁcient to
apply Theorem 17 to G with the ﬁnite subset X ∪ {x} of V (G). 
5. Particular critical and inﬁnite graphs
Denote byA the family of the critical and inﬁnite graphs, the indecomposability graph of which possesses a single
inﬁnite connected component and ﬁnitely many connected components reduced to a singleton. Given G ∈ A, the
unique inﬁnite connected component of I(G) is denoted by D(G). An element x of V (G) − D(G) is a separator
of G if D(G) is not an interval of G(D(G) ∪ {x}). The family of the separators of G is denoted by S(G). For every
k0,Ak denotes the family of the elements G ofA such that |V (G) − D(G)| = k. The elements ofA0 ∪A1 ∪A2
do not satisfy the hypotheses of Theorem 12. The purpose of the section is their examination. We also establish that
A=A0 ∪A1 ∪A2.
5.1. The elements ofA0
Given G ∈ A0, (G) realizes an isomorphism from G onto an element of FN ∪ FZ. Conversely, if G is an
indecomposable element of FN (respectively, FZ), then all the vertices of G are critical. As observed in the third
part of the proof of Theorem 13, G − {m,m + 1} is isomorphic to G for each m ∈ V (G). Consequently, I(G) = PN
(respectively, I(G) = PZ) and thus G ∈A0.
As indicated at the end of the ﬁrst section, we use extensions to N or to Z of the indecomposable and ﬁnite graphs,
all the vertices of which are critical. Given n2, consider the symmetric graph G2n deﬁned on {0, . . . , 2n − 1} and
the tournaments T2n+1, U2n+1 and V2n+1 deﬁned on {0, . . . , 2n} as follows:
• for x = y ∈ {0, . . . , 2n−1}, (x, y) ∈ A(G2n) if there exist i < j ∈ {0, . . . , n−1} such that {x, y}= {2i, 2j}, {2i +
1, 2j + 1} or {2i + 1, 2j};
• T2n+1({0, . . . , n}) = U2n+1({0, . . . , n}) is the usual order on {0, . . . , n}, T2n+1({n + 1, . . . , 2n}) = (U2n+1)({n +
1, . . . , 2n}) is the usual order on {n+1, . . . , 2n} and for i ∈ {0, . . . , n−1}, {i+1, . . . , n} −→ i+n+1 −→ {0, . . . , i}
in T2n+1 and in U2n+1;
• V2n+1({0, . . . , 2n− 1}) is the usual order on {0, . . . , 2n− 1} and {1, 3, . . . , 2n− 1} −→ 2n −→ {0, 2, . . . , 2n− 2}
in V2n+1.
Theorem 19 (Schmerl and Trotter [7]). (1) Given an indecomposable and ﬁnite symmetric graph G, with |V (G)|4,
all the vertices of G are critical if and only if G is isomorphic to G2n or G2n, where n2.
(2) Given an indecomposable and ﬁnite tournament T, with |V (T )|5, all the vertices of T are critical if and only
if T is isomorphic to T2n+1, U2n+1 or V2n+1, where n2.
We consider the extensions GZ, TZ and UZ deﬁned on Z in the following manner:
• for every x = y ∈ Z, (x, y) ∈ A(GZ) if there are i < j ∈ Z such that {x, y} = {2i, 2j}, {2i + 1, 2j + 1} or
{2i + 1, 2j};
• TZ(2Z) = UZ(2Z) is the usual order on 2Z, TZ(2Z + 1) = (UZ)(2Z + 1) is the usual order on 2Z + 1 and for
ik < j ∈ Z, (2k + 1, 2i) and (2j, 2k + 1) are arcs of TZ and of UZ.
We also introduce the symmetric graph HZ deﬁned on Z in the following way: for x = y ∈ Z, (x, y) ∈ A(HZ) if there
exist i < j ∈ Z such that {x, y} = {2i, 2j} or {2i, 2j − 1}. The induced subgraphs GZ(N), HZ(N), TZ(N) and UZ(N)
are, respectively, denoted by GN, HN, TN and UN.
Proposition 20. The tournaments of FN are , , UN and (UN). The only indecomposable ones are UN
and (UN).
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Proof. Firstly, consider a tournament T ofFN. By interchanging T and T , assume that 0 −→ 2. By Lemma 9, either
0 −→ 1 −→ 2 and 1 −→ 3 or 2 −→ 1 −→ 0 and 3 −→ 1. In the ﬁrst case, T =  and, in the second one, T = UN.
Secondly, it follows from Lemma 11 that UN is indecomposable because UN = , UN =  and (0, 1) /∼ (0, 2). 
Proposition 21. The symmetric graphs of FN are GN, GN, HN and HN. The only indecomposable ones are GN
and GN.
Proof. Firstly, consider a symmetric graph G ofFN. By interchanging G and G, assume that 0 ←→ 2. By Lemma 9,
either 0 ←→ 1, 1 − − 2 and 1 − − 3 or 0 − − 1, 1 ←→ 2 and 1 ←→ 3. In the ﬁrst case, G = HN and, in the second
one, G = GN. Secondly, it follows from Lemma 11 that HN is decomposable and GN is indecomposable because
(0, 1)HN ∼ (0, 2)HN and (0, 1)GN /∼ (0, 2)GN . 
In the sequel,  and 
 are the permutations of Z deﬁned by (n) = −n and 
(n) = −n + 1.
Proposition 22. The tournaments ofFZ are +, TZ, UZ, ( +)= ( +), (TZ)= (TZ), (UZ)= (UZ),

(UZ) and 
((UZ)). The only indecomposable ones are TZ, (TZ), UZ, (UZ), 
(UZ) and 
((UZ)).
Proof. Firstly, let T be a tournament ofFZ. By interchanging T and T , assume that 0 −→ 2. By Lemma 9, either
0 −→ 1 −→ 2 or 2 −→ 1 −→ 0. In the ﬁrst case, if 1 −→ 3, then T =  + , and if 3 −→ 1, then T = 
(UZ).
In the second case, if 1 −→ 3, then T = TZ, and if 3 −→ 1, then T = UZ.Secondly, to verify that TZ and UZ
are indecomposable, it sufﬁces to use Theorem 15 by noting that TZ({2n, 2n + 1, . . . , 2n + 2p})  T2p+1 and
UZ({2n, 2n + 1, . . . , 2n + 2p})  U2p+1 for n ∈ Z and p2. 
Proposition 23. The symmetric graphs of FZ are GZ, GZ, HZ, HZ, (GZ), (GZ), (HZ) and (HZ). The only
indecomposable ones are GZ, GZ, (GZ) and (GZ).
Proof. Firstly, let G be a symmetric graph ofFZ. By interchanging G and G, assume that 0 ←→ 2. By Lemma 9, we
have 0 − − 1, 1 ←→ 2, 1 ←→ 3 and G = GZ or 0 ←→ 1, 1 − − 2, 1 ←→ 3 and G = (GZ) or 0 ←→ 1, 1 − − 2,
1 − − 3 and G = HZ or 0 − − 1, 1 ←→ 2,1 − − 3 and G = (HZ). Secondly, it follows from Lemma 10 that HZ
is decomposable because (0, 1)HZ ∼ (0, 2)HZ and (1, 2)HZ ∼ (1, 3)HZ . Lastly, to prove that GZ is indecomposable,
apply Theorem 15 because GZ({2n, 2n + 1, . . . , 2n + 2p − 1})  G2p for n ∈ Z and p2. 
5.2. The elements ofA−A0
Lemma 24. Given G ∈A−A0, if F is a proper subset of V (G) − D(G), then G(D(G) ∪ F) is decomposable.
Proof. By contradiction, suppose that there is F ⊂ V (G) − D(G) such that G(D(G) ∪ F) is indecomposable. By
using Proposition 2 several times, either |V (G)− (D(G)∪ F)| is odd and there is x ∈ V (G)− (D(G)∪ F) such that
G − x is indecomposable or |V (G) − (D(G) ∪ F)| is even and there are x = y ∈ V (G) − (D(G) ∪ F) such that
G−{x, y} is indecomposable. In the ﬁrst instance, x would not be critical. In the second one, it follows from Lemma 8
that the connected component of I(G), which contains x and y, would be inﬁnite also. 
Lemma 25. If G ∈ A − (A0 ∪ A1), then one and only one of the following two assertions is satisﬁed, where
((G)/D(G))
−1(0), ((G)/D(G))−1(1), ((G)/D(G))−1(2) and ((G)/D(G))−1(3) are, respectively, denoted by , , 
and :
(1) for every x ∈ S(G), (x, ) ∼ (, ) and (x, ) ∼ (, );
(2) for every x ∈ S(G), (x, ) ∼ (, ) and (x, ) ∼ (, ).
Proof. Let x be a separator of G. Since D(G)− (respectively, D(G)+) is an interval of G − D(G)+ (respectively,
G − D(G)−), we have x ∼ D(G)− (respectively, x ∼ D(G)+). It follows that (x, ) /∼ (x, ). By Lemma 24,
G(D(G)∪{x}) is decomposable. Consider any non-trivial interval I of G(D(G)∪{x}). As in the proof of Theorem 12,
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we have I ∩ D(G)− = ∅ and I ∩ D(G)+ = ∅ because I ∩ D(G) = ∅. Since (x, ) /∼ (x, ), x ∈ I . Consequently,
I ∩ D(G) is a non-trivial interval of G(D(G)). By Lemmas 10 and 11, ((G)/D(G))(I ∩ D(G)) is a non trivial
interval of  or of  + . In particular, there exist integers a and b such that 2a, 2b + 1 ∈ ((G)/D(G))(I ∩ D(G)).
Conveniently, ((G)/D(G)) is denoted by , (G(D(G))) is denoted by D and ()−1(2a) is denoted by . Now, we
distinguish the following two cases.
• Assume that (I ∩ D(G)) admits a largest element. There exists an integer k such that 2k, 2k + 1 /∈(I ∩ D(G))
and 2a, 2b+1< 2k. Since x ∼ D(G)+, we have (x, )G ∼ (x,−1(2k))G. Moreover, as x,  ∈ I and −1(2k) /∈ I ,
we have (x,−1(2k))G ∼ (,−1(2k))G. Finally, (,−1(2k))G ∼ (2a, 2k)D ∼ (0, 2)D ∼ (, )G. It follows that
(x, )G ∼ (, )G. Similarly, we obtain that (x, )G ∼ (, )G.
• Assume that(I∩D(G))does not admit a largest element.There is an integern such that(I∩D(G))={n, n+1, . . .}.
Clearly, if n2 or if D ∈ FZ, then there exists an integer k such that 2k, 2k + 1 /∈(I ∩ D(G)). Otherwise, we
have D ∈ FN and n = 1. Then, V (G) − {, } is an interval of G − . It follows that I − {} is also an interval
of G(D(G) ∪ {x}). Consider I − {} instead of I because ((I − {}) ∩ D(G)) = {2, 3, . . .}. As in the ﬁrst case,
by considering 2k, 2k + 1 /∈(I ∩ D(G)), we obtain that (x, )G ∼ (, )G and (x, )G ∼ (, )G because
2k + 1< 2a, 2b + 1.
As previously seen, since x ∈ S(G), we have (x, )G /∼ (x, )G. In both cases, we obtain that (, )G /∼ (, )G, that
is, (0, 2)D /∼ (1, 3)D. It follows that D = , and  + . By Lemma 11, if D ∈ FN, then all the non-trivial
intervals of D are of type {n, n + 1, . . .}, where n> 0. Consequently, the second case always occurs. If D ∈FZ, then
it follows from Lemma 10 that either all the non-trivial intervals of D are of type {n, n + 1, . . .}, where n ∈ Z, or all
the non-trivial intervals of D are of type {. . . , n− 1, n}, where n ∈ Z. Therefore, only one of the two cases occurs. 
We are now ready to establish thatA=A0 ∪A1 ∪A2.
Proposition 26. If G ∈A−A0, then G ∈A1 ∪A2 and |S(G)| = 1.
Proof. By contradiction, suppose that |V (G) − D(G)|3. To begin, we show that D(G) ∪ {x} is an interval of
G(D(G) ∪ {x, y}) for x ∈ S(G) and y ∈ V (G) − (D(G) ∪ S(G)). By Lemma 24, G(D(G) ∪ {x, y}) admits a non-
trivial interval I. Since x ∈ S(G) and y /∈ S(G), I = {x, y}. Consequently, I ∩ D(G) = ∅ and, as already observed, I
intersectsD(G)+ andD(G)−.As in the proof of Lemma 25, x ∈ I because x ∈ S(G). Now, sinceD(G)+ (respectively,
D(G)−) is an interval of G−D(G)− (respectively, G−D(G)+), it sufﬁces to verify that y /∈ I . Otherwise, as again in
the proof of Lemma 25, consider an integer k such that 2k, 2k+1 /∈ ((G)/D(G))(I∩D(G)). Denote ((G)/D(G))−1(0),
((G)/D(G))
−1(1) and ((G)/D(G))−1(2k), respectively, by ,  and .Since D(G)+ is an interval of G − D(G)−,
(, x)G ∼ (, x)G and (, y)G ∼ (, y)G. As x, y ∈ I and  /∈ I , (, x)G ∼ (, y)G and hence (, x)G ∼ (, y)G. In
the same way, we have (, x) ∼ (, y) and y would be a separator as well.
It ensues that D(G) ∪ S(G) is an interval of G. But, it follows from Lemma 25 that S(G) is an interval of G if
V (G) = D(G) ∪ S(G). We conclude both that |V (G) − D(G)|2 and that |S(G)| = 1. 
To complete the section, we describe the tournaments and the symmetric graphs ofA1 and ofA2. To this end, let
us deﬁne the following graphs.
• The tournament VZ is deﬁned on Z ∪ {∞} by VZ(Z)= + and 2n+ 1 −→ ∞ −→ 2n for n ∈ Z. The subgraph
VZ(N ∪ {∞}) is denoted by VN. It is the extension of the tournaments V2n+1 (see Theorem 19).
• The graph AZ is deﬁned on Z ∪ {} by AZ(Z) = HZ and 2Z − −  ←→ 2Z + 1. The extension AZ(N ∪ {}) of
HN is denoted by AN.
• The graph BZ is deﬁned on Z ∪ {, } by BZ(Z)=HZ, 2Z ←→ −− 2Z + 1 and  ←→ −− Z. The extension
BZ(N ∪ {, }) of HN is denoted by BN.
Proposition 27. Up to isomorphism, the only tournaments of A1 are VN, (VN) and VZ. The family A2 does not
contain any tournament.
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Proof. For every n> 0, VN({0, . . . , 2n − 1} ∪ {∞}) is isomorphic to V2n+1. It follows from Theorem 15 that VN is
indecomposable. Clearly, {2, 3, . . .} ∪ {∞} is an interval of VN − 0 and for each n> 0, {n − 1, n + 1} is an interval of
VN − n and {n, n+ 1, . . .} is an interval of VN −∞=. Furthermore, for each n ∈ N, VN − {n, n+ 1} is isomorphic
to VN. As an isomorphism, consider the function f : (N − {n, n + 1}) ∪ {∞} −→ N ∪ {∞} deﬁned by: f (∞) = ∞,
f (m)=m for m<n and f (m)=m− 2 for m>n+ 1. Consequently, VN is a critical tournament such that N and {∞}
are the only connected components of I(VN), with I(VN)(N) = PN.Similarly, VZ is a critical tournament such that
Z and {∞} are the only connected components of I(VZ), with I(VZ)(Z) = PZ.
Conversely, consider a tournament T ofA1 and denote by x its single separator. Recall that ((T )/(V (T )−{x}))(T −
x)= ((T )/D(T ))(T (D(T ))) is a decomposable element ofFN or ofFZ. Firstly, assume that ((T )/(V (T )−{x}))(T −
x) ∈ FN. It follows from Proposition 20 that ((T )/(V (T )−{x}))(T − x) =  or . For instance, assume that
((T )/(V (T )−{x}))(T − x) = . Since x ∈ S(T ), we have either D(T )+ −→ x −→ D(T )− or D(T )− −→ x −→
D(T )+. In the ﬁrst case, V (T ) − {((T )/(V (T )−{x}))−1(0)} is an interval of T. Therefore, D(T )− −→ x −→ D(T )+
and thus T is isomorphic to VN. Secondly, assume that ((T )/(V (T )−{x}))(T − x) ∈ FZ. As above, we obtain that
either D(T )+ −→ x −→ D(T )− or D(T )− −→ x −→ D(T )+. In both cases, T is isomorphic to VZ.
Finally, it follows from the proof of Lemma 25 that for everyG ∈A2, ((G)/D(G))(G(D(G))) = , and+.
However, it follows from Lemma 24 that for every tournament T ofA2, ((T )/D(T ))(T (D(T ))) is a decomposable
element ofFN or ofFZ. By Propositions 20 and 22, the only decomposable elements ofFN ∪FZ are , and
 + . Consequently,A2 contains no tournament. 
Proposition 28. Up to isomorphism, the only symmetric graphs of A1 (respectively, A2) are AN, AN and AZ
(respectively, BN, BN, BZ and BZ).
Proof. To begin, we verify only that AZ and BZ are critical. A similar veriﬁcation is valid for AN and BN. It follows
from Lemma 10 that the intervals of HZ are intervals of  + . Consider an interval I of AZ such that |I |2.
Necessarily, I ∩ Z = ∅ and, as in previous proofs, I intersects 2Z and 2Z + 1. Since  ∈ S(AZ),  ∈ I . Given n ∈ Z
such that 2n ∈ I : as 2n ←→ (2n − 2) − − , 2n − 2 ∈ I . Therefore, 2Z ⊆ I and hence I = V (AZ). Consequently,
AZ is indecomposable. Clearly, for each n ∈ Z, {n − 1, n + 1} is an interval of AZ − n and {n, n + 1, . . .} is an
interval of AZ − . Moreover, for every n ∈ Z, AZ − {n, n + 1} is isomorphic to AZ. As an isomorphism, consider
the function f : V (AZ) − {n, n + 1} −→ V (AZ) deﬁned by: f () = , f (m) = m for m<n and f (m) = m − 2 for
m>n+ 1. It follows that AZ is critical and the connected components ofI(AZ) are Z and {}, withI(AZ)(Z)=PZ.
In an analogous way, consider an interval I of BZ such that |I |2. As  ∈ S(BZ) and  /∈ S(BZ), I = {, } and thus
I ∩Z = ∅.As before, I intersects 2Z and 2Z+1. Since 2Z ←→ −− 2Z+1,  ∈ I and since  ←→ −− 2Z,  ∈ I .
As  ←→ 2Z − − 2, 2Z ⊆ I and thus I = V (BZ). Therefore, BZ is indecomposable. Clearly, for each n ∈ Z, we
have: {n−1, n+1} is an interval of BZ −n, {n, n+1, . . .} is an interval of BZ − and {n, n+1, . . .}∪{} is an interval
of BZ − . Moreover, for every n ∈ Z, BZ −{n, n+ 1} is isomorphic to BZ. As an isomorphism, consider the function
g : V (AZ)−{n, n+1} −→ V (AZ) deﬁned by: g()=, g()=, g(m)=m form<n and g(m)=m−2 form>n+1.
It follows that BZ is critical and the connected components of I(BZ) are Z, {} and {}, with I(BZ)(Z) = PZ.
Conversely, consider a symmetric graph G of A1 and denote by x its single separator. As G − x is decompos-
able, ((G)/(V (G)−{x}))(G − x) = ((G)/D(G))(G(D(G))) is a decomposable element ofFN or ofFZ. It follows
from Propositions 21 and 23 that ((G)/(V (G)−{x}))(G − x) = HN, HN, HZ, HZ, (HZ) or (HZ). By interchanging
G and G, assume that ((G)/(V (G)−{x}))(G − x) = HN, HZ or (HZ). As x ∈ S(G), we have either D(G)+ ←
→ x − − D(G)− or D(G)+ − − x ←→ D(G)−. In the ﬁrst instance, if ((G)/(V (G)−{x}))(G − x) = HN or
HZ (respectively, ((G)/(V (G)−{x}))(G − x) = (HZ)), then ((G)/(V (G)−{x}))−1({1, 2, . . .}) ∪ {x} (respectively,
((G)/(V (G)−{x}))−1({. . . ,−2,−1}) ∪ {x}) is an interval of G.Therefore, D(G)+ − − x ←→ D(G)− and G is
isomorphic to AN or to AZ.
Lastly, let G be a symmetric graph ofA2. By Proposition 26, G admits a single separator, denoted by x. The unique
element of V (G)− (D(G)∪{x}) is denoted by y. As above, assume that ((G)/D(G))(G(D(G)))=HN, HZ or (HZ).
We also obtain that either D(G)+ ←→ x − − D(G)− or D(G)+ − − x ←→ D(G)−, because x ∈ S(G). But, since
G(D(G) ∪ {x}) = G − y is decomposable, D(G)+ ←→ x − − D(G)−. Furthermore, as y /∈ S(G), we have either
y−− D(G) or y ←→ D(G). If ((G)/D(G))(G(D(G)))=HN, then ((G)/D(G))(G(D(G)))−1(0) ←→ V (G)−{y}.
Therefore, y − − D(G) and since G is indecomposable, y ←→ x. Consequently, if ((G)/D(G))(G(D(G))) = HN,
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then G is isomorphic to BN. Assume that ((G)/D(G))(G(D(G))) = HZ or (HZ). As G is indecomposable, we have
either x ←→ y −− D(G) or x −− y ←→ D(G). In the ﬁrst instance, G is isomorphic to BZ and, in the second one,
G is isomorphic to BZ. 
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