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ABSTRACT 
The thesis is concerned with scalable pre-processing of data using Hadoop tool which is used 
for processing of large volumes of data. In the first theoretical part it focuses on explaining 
of functioning and structure of the basic elements of Hadoop distributed file system and 
MapReduce methods for parallel processing. The latter practical part of the thesis describes 
the implementation of basic Hadoop cluster in pseudo-distributed mode for easy program-
debugging, and also describes an implementation of Hadoop cluster in fully-distributed 
mode for simulation in practice. 
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ÚVOD 
Už samotný název „superpočítač“ evokuje i u laika představu, že se jedná o něco víc než jen 
běžné PC, které má k dispozici běžný uživatel doma nebo v práci.  Ve skutečnosti tento 
termín nemusí popisovat pouze hardware, tedy fyzické vybavení počítače, ale i řídící 
operační systém a aplikační software. Tento systém (jako celek) má za úkol zpracovávat 
náročné výpočetní úlohy ideálně co nejrychleji, tak jak je to dle aktuálních možností v IT 
realizovatelné.  
Tato práce se zabývá škálovatelným předzpracováním dat prostřednictvím nástroje 
Hadoop, který umožňuje zpracovávat a uchovávat velké množství vstupních dat s využitím 
počítačů, které obsahují zcela běžně dostupné a levné komponenty.  
Hlavní přínos této práce je představení zcela nové platformy Hadoop a vytvoření 
ukázkových příkladů, které je možné využít pro zpracování dat, jenž by na jedné stanici 
nebylo možné provést v přijatelné době nebo zcela vůbec. Ve virtuálním prostředí programu 
VirtualBox byla provedena úplná realizace jednoduchého i plně distribučního režimu včetně 
vytvoření, modifikace a spuštění ukázkového příkladu. S využitím tohoto funkčního clusteru 
je možné jednoduše spouštět vytvořené programy pro metodu MapReduce a sledovat 
průběh běžících úloh pomocí webového rozhraní na hostitelském počítači virtuálního 
prostředí. 
První část pojednává o možnostech použití superpočítačů, stručně popisuje jejich 
hardwarovou výbavu a existující typy. Obsahuje základní popis platformy Hadoop, její vznik a 
srovnání možností zpracování velkého objemu dat pomocí jiných systémů. Následně jsou zde 
popsány všechny prvky struktury základního clusteru Hadoop. Třetí kapitola je zaměřená na 
podrobný popis distribuovaného souborového systému HDFS, který slouží k vytvoření 
spolehlivého úložiště pro velký objem vstupních dat. Popisuje hlavní výhody a nevýhody 
tohoto systému včetně organizace dat a jeho struktury. Další kapitola popisuje metodu 
MapReduce k vytváření aplikací pro paralelní zpracování dat a jednoduchý příklad. 
Druhá část práce je zaměřená na reálnou demonstraci možností platformy Hadoop. Popisuje 
základní požadavky pro spuštění a námi použité verze softwaru. Obsahuje podrobný návod 
pro sestavení a konfiguraci Hadoop clusteru s jedním počítačem a následné rozšíření pro 
vytvoření clusteru v plně distribučním režimu. Také popisuje vytvoření a spuštění 
jednoduchého MapReduce programu pro otestování vytvořeného clusteru v praxi. 
10 
 
1   SUPERPOČÍTAČE 
1.1 Možnosti využití superpočítačů 
Se superpočítačem je úzce spojen termín „supercomputing“, který se používá pro označení 
různých činností podílejících se na návrhu, sestavení nebo použití superpočítače v praxi. 
Superpočítače poskytují výrazně vyšší trvalý výpočetní výkon v porovnání s masově 
používanými stanicemi pro běžné nasazení. V aplikacích, jako je například pokročilá analýza 
dat, předpověď počasí nebo zpracování klimatického modelu, umožňují superpočítače 
získávání informací, které by jinak nebyly dostupné z důvodu extrémní časové náročnosti pro 
výpočet. Supercomputing dokáže také urychlit vědecký výzkum v důležitých oblastech jako je 
fyzika, výzkum materiálu, biologie či medicína. 
Simulacemi s vysokými požadavky na výkon lze rozšířit nebo zcela nahradit 
experimentování v případech, kdy jsou pokusy nebezpečné, neúnosně finančně náročné 
nebo dokonce neproveditelné v reálných podmínkách. Minimalizace výpočetního času 
umožňuje například sledovat vývoj klimatu v průběhu staletí nebo vývoj galaxií v průběhu 
miliardy let. V případě správného nasazení dokážou zachraňovat lidské životy a peníze tím, 
že například lépe předpovídají příchod hurikánů nebo zemětřesení. 
S vývojem hardwaru narůstá výpočetní výkon a tak je při zpracování těchto náročných 
simulací dosaženo přesnějších výpočtů. Ve většině oblastí použití neexistuje v podstatě 
žádný limit pro množství výpočetních prostředků, které lze užitečně využít pro řešení 
výpočetních operací. Je mnoho oborů vědy, které by už dnes využily několikanásobně vyšší 
výpočetní prostředky, než jsou aktuálně dostupné. 
1.2 Realizace superpočítače 
Jedním z hlavních způsobů, jak zvýšit výpočetní výkon, a tedy zkrátit dobu potřebnou 
k získání výsledku, je využití paralelního zpracování. Při úkolech jako je například vyhledávání 
vzorů v datech, je snadné distribuovat zátěž na více výpočetních jednotek. Úloha se rozdělí 
na více menších a jednodušších částí, které mohou být zpracovány nezávisle na použitém 
typu hardwaru, který je navzájem propojen. 
Superpočítače se v minulosti vyznačovaly unikátní vektorovou architekturou, která 
představovala charakteristickou vlastnost jejich procesorů provádět instrukce najednou pro 
řadu vektorů. Při použití jiných než vektorových operací byly ale pomalejší, než běžně 
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používané procesory pro skalární výpočty. V dnešní době je cluster superpočítače, který 
slouží pro náročnější vědecké výpočty sestaven z velmi podobného nebo identického 
hardwaru jaký se používá v komerčním nasazení. 
Samotný superpočítač se skládá z procesorů, operačních pamětí, I/O systému, síťového 
propojení pro komunikaci a zdroje elektrické energie. Toto provedení zahrnuje základ pro 
zpracování aritmetických a logických výpočtů, přístup do paměti a řízení programu. 
Systémová paměť slouží pro ukládání aktuálních stavů výpočtů. Samotný procesor nebo ve 
většině případů skupina procesorů (SMP) a paměťová část tvoří společně jeden uzel. 
Moderní superpočítač má obvykle takových uzlů stovky nebo tisíce a jsou vzájemně 
propojené. Díky tomu dokážou jednotlivé části superpočítače spolupracovat na řešení 
náročného úkolu. Uzly jsou také propojeny s I/O zařízením, jako je datové úložiště nebo 
síťové rozhraní. Nejvíce aplikovaným operačním systémem, který se používá pro potřeby 
superpočítačů, jsou různé varianty systému UNIX. 
Důležitým aspektem je celková spotřeba elektrické energie celého systému. 
Nejvýkonnější superpočítače, v dnešní době, mají příkon přibližně 5 MW. Z ekologických 
důvodů je nutné, aby se při výstavbě příštích generací superpočítačů s výkonem přesahujícím 
PFLOPS bral nutně ohled na energetickou náročnost. Samotné superpočítače se nacházejí 
v tzv. výpočetních centrech, kde mají vytvořené podmínky pro bezpečný provoz za všech 
okolností. Tyto prostory jsou klimatizované, aby nedošlo k selhání z důvodu přehřátí. Také 
disponují záložním zdrojem elektrické energie pro případ výpadku a zamezení ztráty dat. 
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1.3 Typy superpočítačů 
Superpočítače můžeme rozlišovat podle míry využití specifických komponentů, které se 
specializují na náročné vědecké výpočty. Na druhé straně jsou takové, které využívají běžně 
dostupné komponenty pro zpracování velkého objemu dat nebo náročnějších úkolů. Dají se 
rozdělit na tři kategorie. Superpočítače postavené z běžně dostupných komponent, 
specifických komponent a hybridní superpočítače.  
První typ využívá pro provádění výpočtů procesory, které se běžně instalují do 
pracovních stanic nebo komerčních serverů a jsou navzájem propojené tzv. off-the-shelf sítí 
využívající I/O rozhraní procesoru. Toto seskupení propojených počítačů, které může 
pracovat jako jeden samostatný celek nazýváme cluster.  Procesory použité v těchto 
superpočítačích jsou vyráběny ve vysokých počtech a od toho se odvíjí i jejich relativně nízká 
cena. Díky neustálému vývoji tyto procesory pracují na vyšších frekvencích než speciální 
procesory pro úzce specializované vědecké výpočty. Typickým příkladem je nejpoužívanější 
serverový procesor Intel Xeon, jehož poslední jedno jádrová verze má čtyřikrát vyšší 
frekvenci než vektorové procesory v superpočítači Cray X1. Obsahují také mnohem více 
vyrovnávací paměti pro rychlý přístup k často používaným datům. Poskytují tedy nejlepší 
poměr cena/výkon a jsou vhodné pro širokou škálu komerčních i vědeckých aplikací. 
Vědecké superpočítače obsahují procesory, které jsou přímo navržené pro zpracovávání 
náročných vědeckých výpočtů. Vnitřní propojení je také unikátní a specializované pro 
vysokou datovou propustnost a velmi nízkou odezvu. Komunikační sběrnice mají mnohem 
větší šířku pásma pro komunikaci mezi procesorem a lokální pamětí a také pro komunikaci 
mezi jednotlivými uzly, než superpočítače sestavené z běžně dostupného hardwaru. 
Poskytují tedy nejlepší možný výkon, ale jenom pro úzké rozmezí typů vědeckých výpočtů, 
kde se využívají vektorové operace. Procesory pro tento typ superpočítače se vyrábí 
v menším množství, a proto mají podstatně vyšší cenu. Příkladem pro daný typ může být 
superpočítač Cray X1. 
Hybridní superpočítače kombinují použití procesorů pro běžné nasazení a vysokou 
propustnost datového propojení převzatou ze  superpočítačů pro vědecké výpočty. Spojují 
tedy výhodu výborného poměru cena/výkon díky levným procesorům a také vylučují 
problémy s pomalou komunikací mezi procesory a jednotlivými uzly. 
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2   APACHE HADOOP 
Apache Hadoop je softwarová platforma, která slouží pro zpracování velmi velkých objemů 
dat a jejich ukládání. Je vytvořená pro použití na velkých počítačových clusterech 
sestavených z běžně dostupného hardwaru za nízkou cenu. Jednotlivé stanice nic nesdílejí a 
pracují naprosto nezávisle. Díky tomu lze do tohoto clusteru libovolně přidávat stanice 
z důvodu zvýšení kapacity nebo je naopak automaticky odebírat při selhání hardwaru. 
Podstatou této open source platformy je, využít existující nestrukturovaná data a vytvořit 
datový prostor pro jejich neustále narůstající objem a získat z nich pro nás důležité 
informace.  Tyto dvě hlavní funkce jsou v Hadoopu realizované pomoci metody MapReduce 
pro paralelní zpracování dat a souborového systému HDFS pro vytvoření spolehlivého 
datového úložiště. 
2.1 Vznik Hadoop 
Hadoop byl hlavním projektem firmy Apache, který vychází z Apache Nutch – open source 
webového vyhledávacího nástroje, který byl sám součásti v předchozím projektu Lucene. 
Vznik této platformy se inspiroval v obdobném projektu firmy Google. Ta pro své účely jako 
zpracovávaní obrovského množství dat generovaného z procházení webu a následné 
indexace vytvořila metodu MapReduce a souborový systém GFS (Google File System).  
V roce 2003 Google zveřejnil kompletní dokumentaci ke GFS a následně v roce 2004 
představil světu i MapReduce. Na začátku roku 2005 vývojáři projektu Nutch začali 
s implementací vlastní formy MapReduce a souborového systému NDFS (Nutch Distributed 
File System). V roce 2006 vznikl samostatný projekt zvaný Hadoop. V tomto čase se vývojáři 
spojili s firmou Yahoo!, která potřebovala vytvořit stabilní systém pro zpracovávání dat a běh 
jejich internetového vyhledávače. V roce 2008 došlo k reálnému nasazení pomocí clusteru 
sestaveného z 10 000 stanic. Platformu Hadoop v dnešní době používají kromě Yahoo! i další 
společnosti jako Facebook, Twitter, Microsoft, IBM, New York Times, Last.fm a další. 
  
14 
 
2.2 Srovnání Hadoop s jinými platformami 
2.2.1 Relační databázové systémy 
Relační databázové systémy jako například SQL s využitím velkého počtu disků, nejsou zcela 
vhodné pro zpracování a analýzu velkého objemu dat z několika důvodů. Prvním problémem 
je směr trendu vývoje samotných disků. Vyhledávací doba (Seek time) se zlepšuje mnohem 
pomaleji, než přenosové rychlosti. Seeking je doba, za kterou hlavička disku najde správnou 
pozici a zároveň se datové plotny otočí do správné polohy a tak jsou data připravena ke čtení 
nebo zápisu. Pokud je tedy práce s daty závislá hlavně na přístupové době, čtení nebo zápis 
velkého objemu dat zabere více času. Při využití většího počtu sdílených disků s 
určitou částkou dat se využije mnohem rychlejší přenosová rychlost. V dnešní době se 
začínají používat tzv. SSD disky, které mají řádově nižší přístupovou dobu než klasické disky s 
magnetickým záznamem, ale jejich cena je pro vytvoření úložiště v TB až PB extrémně 
vysoká. 
Relační databázové systémy jsou dostačující pro úpravu menšího množství záznamů 
v databázi. Pro úpravu kompletní nebo větší části databáze jsou ale méně efektivní než 
MapReduce. Dalším hlavním rozdílem je struktura dat, se kterými se pracuje. Relační 
databáze typu SQL využívá strukturovaná data, která jsou organizovaná dle různých priorit a 
existují většinou ve formě databázové tabulky. MapReduce naopak pracuje 
s nestrukturovanými daty jako je prostý text, XML dokumenty nebo obrazová data a tím 
poskytuje rozsáhlejší možnosti použití. Principiálně se může databázový systém a Hadoop 
vzájemně doplňovat. SQL je možné implementovat do nejvyšší vrstvy Hadoop jako klienta 
pro spuštění aplikací. 
Škálování komerčních relačních databází je relativně jednoduché, ale finančně velice 
náročné. V případě použití větší a větší databáze je nutné zakoupit silnější server s větším 
datovým úložištěm. Při překročení určité velikosti dat, potřebných pro zpracování, se 
dostaneme do bodu, kdy už z technického hlediska nebude dostačující žádný nabízený server 
na trhu. Ještě důležitější je skutečnost, že výkonné servery tohoto typu mají nepříznivý 
poměr cena/výkon. Server s čtyřnásobným výkonem v porovnání s běžným osobním 
počítačem stojí mnohem více, než sestavení čtyřech těchto počítačů v clusteru. Hadoop je od 
základu navržen jako škálovatelná architektura s využitím levného a běžně dostupného 
hardwaru. Zvýšení výpočetních zdrojů a zvětšení datového úložiště v tomto případě znamená 
prosté přidání více počítačů do Hadoop clusteru.  
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2.2.2 Systém distribuovaných výpočtů 
Tato forma výpočetního clusteru se používá pro zpracování velkého množství dat už několik 
let. Základem je distribuovat úlohy napříč clusterem sestaveným z velkého množství 
počítačů, který obsahuje sdílený souborový systém. Tento systém je vhodný pro realizaci 
výpočetně náročných úloh, ale v případě potřeby přístupu k velkému objemu dat (řádově 
stovky gigabytů a více) dojde k výraznému zpomalení, kvůli omezené propustnosti datové 
sítě mezi jednotlivými uzly clusteru.  
MapReduce se snaží soustředit data na podřízené (slave) stanici, na které jsou spuštěné 
instance pro zajištění datového úložiště (DataNode) a výpočetní kapacity (TaskTracker). 
Přístup k datům je tedy velmi rychlý, protože jsou uložena lokálně. Tato funkce je známa jako 
datová lokalita a je základem pro vysoký výkon MapReduce. Další výhodou je implementace 
automatické detekce neúspěšné mapovací nebo redukční úlohy a její znovu naplánování na 
jiném výpočetním uzlu, který je v pořádku. MapReduce metoda tuto schopnost má, protože 
je založená na architektuře nulového sdílení. To znamená, že jednotlivé úlohy jsou na sobě 
nezávislé. 
2.2.3 Systém distribuovaných výpočtů s využitím dobrovolných prostředků 
Systém distribuovaných výpočtů s využitím dobrovolných prostředků pracuje na principu 
rozdělení výpočetní úlohy na menší části zvané pracovní jednotky (work units), které se dále 
rozešlou na analýzu k počítačům po celém světě.  
Příkladem je projekt SETI@home, který analyzuje data z teleskopů pro hledání známek 
inteligentního života mimo zemi. Velikost pracovní jednotky je pro tento projekt přibližně 
0,35MB a její analýza trvá na běžném osobním počítači několik hodin až dnů. Na těchto 
počítačích je nainstalovaná hostitelská aplikace, která spouští analýzu a využívá výpočetní 
výkon procesoru v době nečinnosti uživatele. Pokud je analýza kompletní, výsledek se odešle 
zpátky na server a klient dostane další část.  Pro ochranu proti podvádění, server odešle 
stejnou pracovní jednotku třem různým uživatelům a minimálně od dvou musí obdržet 
stejné výsledky. 
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Princip Hadoop architektury se liší ve filosofii přenosu dat, která se zaměřuje na 
přenášení zdrojového kódu za daty. Klient posílá pouze MapReduce program, který je velký 
přibližně několik kilobajtů, tedy řádově menší než jsou data k zpracování. Na rozdíl od 
MapReduce je projekt SETI@home velmi závislý na výkonu procesoru a to ho předurčuje pro 
běh na stovkách nebo tisících počítačů na celém světě, ale čas na přenos pracovní jednotky 
je v porovnání se samotným výpočtem zanedbatelný. Dárci výpočetních prostředků tedy 
přispívají výkonem procesoru, ale ne přenosovým pásmem a datovým úložištěm. 
MapReduce je naopak navržený pro běh úloh v jednotkách minut nebo hodin na ověřeném, 
dedikovaném hardware běžícím v jediném datovém centru s velice rychlým datovým 
propojením. Přenos dat za výpočetní částí by byl neefektivní z důvodu jejich extrémní 
velikosti (až PB). Proto pokud je to možné, běží výpočet na stanici, kde jsou data uložena. 
 
Obr. 2.1: Struktura Hadoop architektury 
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2.3 Struktura Hadoop architektury 
 
 
Obr. 2.2: Struktura Hadoop architektury 
 
2.3.1 NameNode 
Hadoop využívá pro distribuovaný souborový systém a distribuované výpočty architektury 
typu master/slave. Souborový systém se nazývá Hadoop File System neboli HDFS. 
NameNode slouží jako úložiště pro metadata sdíleného souborového systému, která v sobě 
zahrnují důležité informace o struktuře souborů a adresářů nebo informaci, které DataNodes 
obsahují kopii datového bloku jako část z jednoho celku dat. Stanice, na které běží 
NameNode instance se také nazývá HDFS master, protože podřízeným stanicím DataNode 
zadává příkazy pro vykonávání základních I/O operací. Zajišťuje také primární uživatelské 
rozhraní pro přístup k HDFS a rovněž uchovává metadata, která jsou uložená trvale na 
lokálním disku ve formě image a editačního logu. Stanice, na které běží NameNode zpravidla 
neobsahuje žádná data pro zpracování a neprovádí se na ní výpočetně náročné úlohy. 
V clusteru tak běží vždy pouze jediná instance NameNode. Je to jediné místo, kvůli kterému 
může dojít k selhání Hadoop clusteru.  
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2.3.2 Secondary NameNode 
Secondary NameNode (SNN) je záložní instance pro monitorování stavu souborového 
systému HDFS. Stejně jako NameNode, každý Hadoop cluster obsahuje jeden SNN, který běží 
na samostatné stanici z důvodu možnosti obnovy při výpadku. Na rozdíl od NameNode, SNN 
v reálnem čase nedostává ani neukládá žádné informace o změnách v souborovém systému 
HDFS. SNN pravidelně komunikuje s NameNode kvůli vytvoření zálohy metadat v časovém 
intervalu, který je možno nastavit v konfiguraci clusteru. Jak bylo zmíněno dříve, NameNode 
je jediné místo, kvůli kterému může dojít k selhání Hadoop clusteru. SNN slouží k 
minimalizaci trvání výpadku a ztráty dat. Společně s NameNode je to jediné místo, kde se 
vyplatí investovat více prostředků za kvalitní hardware. 
2.3.3 DataNode 
DataNode poskytuje službu ukládání dat pro sdílený souborový systém. Všechny instance 
DataNode spravují určitý blok úložiště pro systém HDFS. NameNode koordinuje ukládání a 
načítání jednotlivých datových bloků řízených DataNode a periodicky od něj obdržuje zprávu 
se seznamem bloků dat, které ukládá. Existuje pouze jedna instance DataNode v HDFS 
systému na stanici. DataNodes mezi sebou vzájemně komunikují, dochází k replikaci dat na 
ostatní uzly. Tímto způsobem je zajištěn bezproblémový provoz v případě výpadku stanice. 
2.3.4 JobTracker 
JobTracker zajišťuje přímé spojení mezi uživatelskou aplikací a Hadoop clusterem. Po zaslání 
MapReduce úlohy do clusteru, provádí JobTracker kompletní řízení a plánování. Určuje, která 
data budou zpracovávána, přiřadí úlohy jednotlivým stanicím a zároveň monitoruje jejich 
průběh.  V případě selhání nebo jiného problému JobTracker automaticky úlohu restartuje a 
spustí na jiné stanici, která je v pořádku. Počet opakování je předdefinován v konfiguraci 
clusteru. Existuje pouze jedna instance tohoto serveru v clusteru a zpravidla běží na stejné 
stanici společně s NameNode. JobTracker se také nazývá MapReduce master. 
2.3.5 TaskTracker 
Instance pro samotné provádění distribuovaných výpočtů využívají master/slave 
architekturu, stejně jako instance pro zpracování dat. V tomto případě je řídicím prvkem 
JobTracker, který dohlíží na vyřízení MapReduce úloh jako celku. TaskTracker řídí plnění 
jednotlivých úkolů na jednotlivých stanicích. Každý TaskTracker, který běží na všech 
podřízených stanicích má na starost spouštění individuálních úkolů, které mu přiřadil 
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JobTracker. TaskTracker také pravidelně informuje JobTracker, zasíláním zpráv o aktuálním 
postupu, který tyto zprávy o každém provedeném úkolu uchovává. Pokud zpracování úlohy 
selže, JobTracker znovu naplánuje provedení úkolu na jiném funkčním TaskTrackeru. Existuje 
vždy pouze jedna spuštěná instance na stanici. 
 
 
Obr. 2.3: Interakce mezi JobTracker a TaskTracker 
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3   DISTRIBUOVANÝ SOUBOROVÝ SYSTÉM HDFS  
HDFS (Hadoop Distributed File System) je distribuovaný souborový systém navržený pro běh 
MapReduce úloh s velkým množstvím vstupních dat na běžně dostupném a levném 
hardwaru. Není ale ideální pro náhodný přístup a interaktivní změny těchto dat. Vysoká 
spolehlivost je jednoduše zajištěna replikací, tedy zrcadlením dat na ostatní uzly v HDFS 
clusteru.  Běh HDFS služeb zajišťují dva procesy, NameNode a DataNode. HDFS sdílí mnoho 
podobných rysů s jinými distribuovanými souborovými systémy, ale v principu se v mnohém 
odlišuje. 
3.1 Hlavní výhody 
Pokrytí velkého objemu dat: 
Velkým objemem dat se v tom smyslu považuje velikost stovek gigabytů nebo terabytů. 
Podporuje správu deseti miliónů souborů pro jedinou instanci. V dnešní době existují 
Hadoop clustery, které spravují petabajty dat. 
Použití levného hardwaru: 
HDFS systém je velmi odolný vůči výpadkům nebo poruchám a to právě na levném 
hardwaru, nevyžaduje tedy specifické, velmi drahé fault-tolerant komponenty. Výhodou je 
také snadná přenositelnost mezi různými platformami. 
Streamování datového přístupu: 
Systém HDFS je založen na myšlence, že je mnohem efektivnější pracovat s daty 
provedením minimálního počtu zápisů a co nejvyššího počtu čtení. Datová kolekce je 
nejčastěji generována nebo kopírována ze zdroje a následně se v průběhu času provádí její 
offline analýza. Ta zahrnuje větší nebo kompletní část celkové kolekce dat a tak je čas pro 
čtení těchto dat mnohem důležitějším parametrem než odezva pro čtení prvního záznamu. 
HDFS je tedy spíše navržené pro dávkové zpracování než pro interaktivní použití. 
Efektivní využití datové sítě: 
Zpracování výpočetní úlohy vyžádané aplikací je mnohem efektivnější pokud k jejímu 
provedení dojde v blízkosti dat, se kterými pracuje. Je tedy založené na myšlence, že je 
levnější a výhodnější přenést výpočetní úlohu za daty, než přenášet velký objem dat na 
místo, kde běží zpracování úlohy a tak zamezit potenciálnímu zahlcení datové sítě. 
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3.2 Hlavní nevýhody 
Nemožnost okamžitého přístupu k datům: 
Souborový systém HDFS není vhodný pro aplikace, které vyžadují okamžitý přístup k datům 
v jednotkách desítek milisekund. Důvodem je optimalizace pro co nejvyšší přenosové 
rychlosti, která přináší nevýhodu větší odezvy a nemožnost interaktivní úpravy. Pro tento 
druh použití je vhodnější systém HBase. 
Limity pro operace s malými soubory: 
Limit pro maximální počet souborů nacházejících se v souborovém systému vyplývá 
z omezené kapacity operační paměti uzlu s instancí NameNode. Ta do ní provádí ukládání 
metadat souborového systému. Každý soubor, složka nebo blok dat zabere přibližně 150 
bajtů. V případě použití velkého počtu souborů v jednotkách milionů, by bylo nutné 
investovat také velké prostředky na hardware, který by uložení umožnil. 
Absence podpory více uživatelů pro změny v souborech: 
Změny souborů v HDFS mohou být prováděny pouze jedinou aplikací nebo uživatelem. Nové 
záznamy je možné přidávat vždy na konec souboru. Tato opatření jsou ale nutné pro vysokou 
efektivitu a jednoduchost. 
3.3 Organizace dat v HDFS 
3.3.1 Bloky dat v HDFS 
Blok je souvislý úsek dat, se kterým disk operuje, jako s nejmenším možným celkem. 
Souborové systémy s využitím jednoho disku pracují s údaji v alokačních blocích, které jsou 
celočíselným násobkem velikosti diskového bloku. Typická velikost alokačního bloku 
souborového systému je v jednotkách až desítkách kilobajtů, zatímco velikost diskového 
bloku je běžně 512 bajtů. 
Distribuovaný souborový systém HDFS využívá také koncepci bloků, ale minimální 
jednotka má mnohem větší velikost, ve výchozím nastavení typicky 64MB. Důvodem větší 
velikosti bloku je minimalizace vyhledávací doby a při přenosu dat se tedy více uplatní 
přenosová rychlost. Soubory jsou rovněž rozděleny na bloky a ukládají se jako nezávislé 
jednotky. Soubor v HDFS menší než jeden blok, na rozdíl od jiných souborových systémů, 
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nezabere automaticky jeho celou velikost a tak nedochází ke zbytečnému plýtvání kapacity 
disku. 
Abstrakce bloků v souborovém systému přináší různé výhody. Jednou z nich je možnost 
správy souborů větších, než je kapacita disku jakékoliv stanice v síti, protože není nutné, aby  
se všechny bloky souboru nacházely na jediném disku. Další výhodou, která vyplývá 
z abstrakce datového bloku je, naprostá jednoduchost úložného podsystému. Ta je 
v distribuovaných souborových systémech klíčová, z důvodu možného výskytu poruch. 
Úložný podsystém, tak díky fixní délce bloku snadno určí jejich zbývající počet, který je 
možné uložit na disk. 
 
Obr. 3.1: Bloky dat v HDFS 
3.3.2 Postup vytvoření dat 
V případě požadavku na vytvoření souboru, nedochází automaticky k přímému kontaktování 
serveru NameNode, ale k uložení dat na lokální disk do místa, pro dočasná data pomocí 
HDFS klienta. Aplikace, která provádí zápis, je tedy transparentně přesměrována na toto 
místo až do doby kdy, uložená data přesáhnou velikost jednoho HDFS bloku. Následně klient 
kontaktuje server NameNode, který vloží jméno souboru do hierarchie souborového 
systému a přidělí mu datový blok. Poté NameNode odešle klientovi informace o identifikaci 
DataNode a cílovém bloku dat. Na konci souboru klient vyprázdní místo pro uložení 
dočasných dat a musí informovat server NameNode o uzavření souboru. V tomto bodě 
NameNode označí vytvoření dat jako trvalou změnu. Pokud by server NameNode zprávu o 
uzavření neobdržel nebo sám selhal, došlo by ke ztrátě souboru. 
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3.3.3 Přístup k datům 
K HDFS lze přistupovat z aplikací mnoha různými způsoby. Nativně HDFS poskytuje API 
rozhraní pro aplikace napsané v jazyku JAVA a pomocí rozšíření také pro jazyk C. Kromě toho, 
je možné také využít přístup pomocí webového prohlížeče. Hlavní přístup je realizován 
pomocí rozhraní příkazového řádku nazvaného FS Shell. Syntaxe příkazů je obdobná jako u 
jiných skriptovacích jazyků.  
3.3.4 Mazání a obnova dat 
Při smazání souboru uživatelem, nebo aplikací nedojde k jeho okamžitému odstranění 
z HDFS systému. Prvně HDFS klient soubor přejmenuje a uloží do adresáře koš. Tento adresář 
je stejný jako každý jiný a obsahuje pouze poslední kopii souboru, který byl odstraněn. 
Soubor lze tedy rychle obnovit, dokud se pořád nachází v koši. Doba, po kterou zůstávají 
odstraněné soubory v koši, je standardně nastavena na šest hodin. Po uplynutí této doby 
NameNode odstraní záznam o souboru ve jmenném systému HDFS a rovněž se uvolní bloky 
spojené s tímto souborem.  
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3.4 Struktura HDFS 
 
Obr. 3.2: Struktura HDFS 
 
3.4.1 NameNodes a DataNodes 
Základem systému HDFS je architektura typu master/slave. HDFS cluster sestává z jediného  
NameNode, tedy hlavního serveru, který spravuje systém souborů a reguluje přístup k těmto 
souborům klienty. Kromě toho existuje celá řada instancí DataNode, typicky jedna na každé 
podřízené stanici v clusteru. Ty spravují úložiště připojené k uzlům. HDFS používá názvový 
souborový systém a umožňuje uživateli ukládat data v souborech. Vnitřně je soubor 
rozdělený do jednoho nebo více bloků, které jsou uloženy na disku DataNodes.  
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NameNode vykonává operace jako otevírání, zavíraní a přejmenování souborů nebo 
složek. Jak NameNode tak DataNode je software optimalizovaný pro běh na levném běžně 
dostupném hardwaru. Tyto stanice jsou ve většině případů vybaveny operačním systémem 
Linux. HDFS je napsáno v programovacím jazyku JAVA, a proto je každá stanice podporující 
toto rozhraní schopna mít funkci NameNode nebo DataNode. 
3.4.2 Hierarchická organizace souborového systému 
HDFS podporuje tradiční hierarchické uspořádání souborů. Uživatel nebo aplikace může 
vytvářet adresáře a ukládat v nich soubory. HDFS zatím ale nemá implementovanou podporu 
pro uživatelské kvóty. NameNode udržuje systém těchto souborů v chodu a zaznamenává 
jakékoliv provedené změny v záznamech nebo nastaveních.  
3.4.3 Perzistence metadat v HDFS 
Kolekce názvů souborů a dat je uložena na serveru NameNode. Ten využívá záznam všech 
operací, který se nazývá EditLog pro trvalé zaznamenávaní všech úprav spojených s metadaty 
souborového systému. Například při vytvoření nebo smazání souboru se v tomto EditLogu 
vytvoří záznam. Ukládají se i další záznamy, jako změny replikace a jiné. Tento EditLog ukládá 
NameNode v lokálním souborovém systému hostitelského OS. Celá kolekce názvů souborů a 
složek, včetně mapování bloků a vlastností souborového systému, je uložena v souboru 
s názvem FsImage, který se rovněž nachází v lokálním souborovém systému. 
3.4.4 Komunikační protokoly v HDFS  
Všechny komunikační protokoly pracují v nejvyšší vrstvě TCP/IP protokolu. Klient navazuje 
spojení pomocí ClientProtocolu na TCP portu nastaveném na NameNode stanici. Pro 
komunikaci DataNode s NameNode slouží DataNode protokol. Volání vzdálené procedury 
RPC (Remote Procedure Call) se postará o abstrakci těchto protokolů jako jednoho celku. 
Podle logiky systému NameNode nikdy nespouští inicializaci jakékoliv RPC, ale pouze reaguje 
na požadavky vydané DataNode nebo klienty. 
  
26 
 
3.5 Replikace dat 
Distribuovaný souborový systém HDFS je navržen tak, aby spolehlivě uchovával velmi velké 
soubory napříč stanicemi (uzly) v jednom velkém clusteru. Ukládá každý soubor jako 
posloupnost bloků, které mají až na ten poslední shodnou velikost. Tyto bloky jsou 
replikovány na ostatní uzly z důvodu zajištění odolnosti vůči výpadkům nebo chybám. 
Aplikace může specifikovat počet replikací vybraných souborů, které má HDFS provést. Počet 
kopií souboru se nazývá faktorem replikace. Tento faktor bývá specifikován v době vytvoření 
souboru, ale může byt změněn kdykoliv později. Informace o těchto replikacích jsou uložené 
v NameNode.  
Soubory v HDFS se zapisují pouze jednou a může k nim přistupovat nebo je měnit 
striktně vždy pouze jeden uživatel nebo aplikace. Server NameNode činí veškerá rozhodnutí 
týkající se replikace bloků a pravidelně dostává od DataNode tzv. Heartbeat zprávu, která 
oznamuje, že DataNode pracuje korektně. Dále také dostává zprávu BlockReport se 
seznamem všech bloků v jednotlivých DataNode. 
 
Obr. 3.3: Replikace datových bloků v HDFS 
27 
 
4   METODA PRO PARALELNÍ ZPRACOVÁNÍ 
MAPREDUCE 
MapReduce je softwarová platforma pro snadné psaní aplikací, které zpracovávají paralelně 
obrovské objemy dat (kolekce TB) běžící na velkém clusteru složeného z velkého množství 
počítačů sestavených z běžně dostupného hardwaru metodou odolnou vůči selhání. 
Úloha MapReduce rozdělí vstupní kolekci dat na samostatné části, které jsou dále 
zpracovány mapovací úlohou zcela paralelně. MapReduce třídí výstup z mapovací funkce, 
který vstupuje do redukční funkce. Vstup a výstup úlohy je prakticky vždy uložen v 
souborovém systému. MapReduce má na starosti také plánování úloh, jejich monitorování a 
v případě selhání jejich opětovné spuštění.  
Ve většině případů tvoří výpočetní uzel (běží na něm MapReduce) a úložní stanici 
(obsahující distribuovaný souborový systém HDFS) stejný stroj. Tato konfigurace přináší 
efektivní plánování úloh na stanicích, kde se již nacházejí zdrojová data. Díky tomu nedochází 
ke zbytečnému zatěžování sítě. 
Platforma MapReduce se skládá z jediné hlavní instance JobTracker a jedné instance 
TaskTracker na uzel v clusteru. JobTracker řídí plánování úloh na uzlech s instancí 
NameNode, jejich monitorování a znovuspuštění v případě selhání. NameNode zpracovávají 
úlohy podle zadání JobTrackeru. 
Aplikace specifikuje vstupní/výstupní lokaci a podporu mapovací a redukční funkce 
prostřednictvím implementace vhodných rozhraní nebo abstrakcí tříd. Tyto parametry mimo 
jiné zahrnují konfiguraci úlohy. Hadoop klient poté odešle úlohu s konfigurací JobTrackeru, 
který zajišťuje distribuci software a konfigurace na uzly s instancí DataNode. 
Přestože je platforma Hadoop napsána v jazyce Java, MapReduce aplikace nemusí být 
napsány výhradně v něm. 
Hadoop Streaming je nástroj, který umožňuje uživateli vytvořit a spustit úlohu s jakýmkoliv 
spustitelným souborem, jako mapovací nebo redukční funkci. 
Hadoop Pipes implementuje do rozhraní MapReduce API C++. 
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4.1 Vstupní a výstupní data 
MapReduce proces rozdělujeme na dvě hlavní fáze: 
• Mapovaní 
• Redukce 
 
MapReduce pracuje pouze s páry typu <klíč, hodnota>, které následně vstupují do úlohy 
jako kolekce těchto párů. Na výstupu je opět sada různých typů párů <klíč, hodnota>. 
(vstup) <k1, h1> -> Mapovací fáze -> <k2, h2> -> Kombinační fáze -> <k2, h2> -> Redukční 
fáze -> <k3, h3> (výstup). 
 
 
Obr. 4.1: Struktura MapReduce 
 
Příkladem může být program pro zpracování dat o počasí. Senzory meteorologických 
stanic, ukládají data každou hodinu na více lokacích na zemi a tím pádem vzniká velké 
množství zaznamenaných dat. Soubor v ASCII formátu obsahuje na každém řádku jeden 
záznam z roku 1901 - 2001. V tomto souboru je uložených mnoho údajů pro každý rok. 
Úkolem MapReduce programu bude vyhledat nejvyšší naměřenou teplotu pro daný rok. 
Vstupem do mapovací fáze jsou tedy netříděná data. 
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Mapovací funkce: 
Z daných se vyberou pouze informace o roku a teplotě, ostatní data se ignorují. Mapovací 
funkce je v tomto případě fáze pro přípravu dat, se kterými dokáže pracovat redukční 
funkce. 
Ukázka dat před vstupem do mapovací funkce tvořící dvojice (klíč, hodnota): 
 
(0, 0067011990999991950051507004...9999999N9+00001+99999999999...) 
(106, 0043011990999991950051512004...9999999N9+00221+99999999999...) 
(212, 0043011990999991950051518004...9999999N9-00111+99999999999...) 
Klíče v tomto zápisu jsou pro uživatele nedůležité. Mapovací funkce pouze vytáhne 
informace o roku a teplotě. Výstupem mapovací funkce budou dvojice: 
 
(1950, 0) 
(1950, 22) 
(1950, −11) 
(1949, 111) 
(1949, 78) 
 
MapReduce Framework: 
 
Následně knihovní funkce Hadoop vytvořené přechodné hodnoty přiřazené ke stejnému klíči 
seskupí a předá je redukční funkci. Vstupem do samotné redukční funkce tedy bude: 
(1949, [111, 78]) 
(1950, [0, 22, −11]) 
 
Redukční funkce: 
 
Každý rok obsahuje velký počet záznamů. Redukční funkce pouze projde celý záznam a najde 
nejvyšší hodnotu. Výstupem tedy bude: 
(1949, 111) 
(1950, 22) 
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5   INSTALACE A KONFIGURACE HADOOP  
5.1 Informace o použitých verzích softwaru a hardwaru 
Pro účely testování a realizaci jednoduchého příkladu bylo zvoleno prostředí programu 
Oracle VirtualBox ve verzi 4.1.6, který je zdarma dostupný na stránkách výrobce. Program 
dokáže plně simulovat chování Hadoop platformy v reálném nasazení a tím značně 
zjednodušit ladění chyb nebo konfiguraci, protože jednotlivé virtuální stanice běží na 
jediném hostitelském stroji.  
Použitý operační systém nainstalovaný na stanicích byl Ubuntu Server ve verzi 10.04 LTS 
s prodlouženou podporou na pět let. Hadoop distribuce, se kterou se pracovalo, byla stabilní 
beta verze 0.20.203.0 odstraňující velké množství chyb, jenž vykazuje poslední oficiální verze 
0.20.2 v době psaní této práce.  
Ladění MapReduce aplikací a správu distribuovaného souborového systému HDFS, je 
možné provádět vzdáleně z rozhraní vývojového prostředí Eclipse pro vývoj Java aplikací. 
Bohužel oficiální plugin, který je nutný pro vzájemnou kooperaci nepracoval korektně. Dle 
oficiálních stránek pro podporu Hadoop bude chyba odstraněna v nové verzi. 
 Práci s HDFS systémem je ale možné provádět přímo na serveru s instancí NameNode 
manuálně, pomocí příkazů nebo programovatelně s využitím API HDFS. Ukázková data pro 
zpracování byla uložena na serveru Apache, který byl nainstalován na hostitelském 
operačním systému. Ze serveru je možné data jednoduše stáhnout na hlavní stanici 
NameNode a poté přenést do HDFS systému. Pro realizaci serveru byl použit volně dostupný 
balíček XAMPP ve verzi 1.7.4, který v sobě obsahuje nakonfigurovaný webový server s 
různými doplňky. Obdobně je možné pracovat v příkazovém řádku s vytvořenými 
MapReduce programy, které je potřeba zkompilovat do formátu jar a poté spustit. 
Hostitelským operačním systémem pro virtuální stanice byl Microsoft Windows 7 
Professional v 64 bitové verzi. Hardwarová výbava testovacího serveru tvořila čtyřjádrový 
procesor Intel Core i7 3,2GHz s podporou technologie Hyper-Threading (využití až 8 logických 
procesorů) a VT-x (hardwarová virtualizace), 12GB operační paměti a pevný disk o velikosti 
1TB. 
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5.2 Základní požadavky pro spuštění Apache Hadoop 
Platforma Hadoop vyžaduje pro svůj běh operační systém typu Linux, na kterém musí být 
korektně nainstalované rozhraní Java ve verzi minimálně 1.5, doporučeno je však použití 
poslední verze 1.6. Následně je nutno vytvořit uživatele s plnými právy, který bude 
instalovat, konfigurovat a spouštět všechny služby. 
 Hadoop vyžaduje SSH přístup ke správě jednotlivých stanic v clusteru. Pro tyto účely se 
generuje RSA klíč s prázdným heslem, aby při každé interakci Hadoopu se stanicí nebylo 
vyžadováno heslo. Poté je nutné stáhnout distribuci Hadoop ze serveru firmy Apache a 
následně stažený soubor rozbalit. Základní konfigurace se provádí změnou parametrů v 
souborech „core-site.xml“, „mapred-site.xml“ a „hdfs-site.xml“. Před prvním spuštěním je 
důležitým krokem naformátování souborového systému na serveru s instancí NameNode. 
5.3 Podporované režimy 
Hadoop podporuje spuštění a konfigurací ve třech základních režimech. Prvním je implicitně 
nastavený samostatný režim (standalone mode), kde Hadoop běží jako jediný java proces. 
Tento režim nepodporuje práci se souborovým systémem HDFS, protože nekomunikuje s 
ostatními stanicemi. Je vhodný zejména pro vytváření a ladění jednoduchých MapReduce 
aplikací.  
Dalším režimem je pseudo-distribuovaný režim, kde Hadoop pracuje pouze s jednou 
stanicí, která zajišťuje funkci výpočetního uzlu a datového úložiště zároveň. Jsou na ní 
spuštěné všechny potřebné instance: NameNode, Secondary NameNode, JobTracker,  
DataNode, TaskTracker. V tomto případě je možné provádět prakticky všechny možné 
operace.  
Poslední možností je plně distribuovaný režim, který odpovídá úplné konfiguraci 
Hadoop clusteru. Obsahuje tedy master stanici s instancí NameNode a JobTracker, další 
stanici na které je spuštěna instance Secondary NameNode a podřízené stanice s instancí 
DataNode a TaskTracker, které zajišťují uložení dat a výpočetní výkon. 
Tato práce se zabývá popisem instalace pouze pro pseudo a plně distribuovaný režim, 
protože umožňují demonstraci všech důležitých vlastností platformy Hadoop. 
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5.4 Sestavení Hadoop clusteru v pseudo-distribuovaném režimu  
5.4.1 Vytvoření virtuálního počítače 
Pomocí programu VirtualBox je možné plně simulovat chování Hadoop platformy v reálném 
nasazení a tím značně zjednodušit konfiguraci nebo ladění chyb. Pro další postup je nutné 
vytvořit virtuální počítač, se kterým se bude dále pracovat jako s fyzickou stanicí. 
V hlavním okně programu VirtualBox se kliknutím na tlačítko „Nový“ spouští průvodce 
pro vytvoření nového virtuálního počítače. V průběhu vytváření je nutno definovat jeho 
název, velikost operační paměti, pevného disku a způsob alokace místa na lokálním disku 
hostitelského počítače. 
 
 
Obr. 5.1: Hlavní okno programu VirtualBox 
 
Po vytvoření počítače je potřebné klepnout na tlačítko „Nastavení“. V záložce „Systém“ 
se odebere nepotřebná disketová mechanika a síť z pořadí bootování. Dále se v záložce 
„Úložiště“ vybere jako CD/DVD zařízení obraz disku s instalací operačního systému Linux. 
Poté je nutné povolit druhou síťovou kartu v záložce „Síť“ a nastavit pro připojení pouze 
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s hostem. Volitelně je možné zakázat nevyužitelné položky jako zvuková karta, nebo USB 
ovladač. Po nastavení všech parametrů se virtuální počítač zapne klepnutím na tlačítko 
„Spustit“. 
5.4.2 Instalace Ubuntu serveru 
Pro běh Hadoop platformy je nutné na vytvořený virtuální počítač nainstalovat operační 
systém Linux. 
 
Obr. 5.2: Hlavní nabídka pro instalaci serveru 
 
Po spuštění virtuálního počítače se vybere jazyk instalátoru a následně v zobrazeném 
menu potvrdí volba pro instalaci serveru. V dalším kroku se zvolí jazyk výsledného systému, 
region a rozložení klávesnice. Jako primární síťové rozhraní je nastaveno ethernet 0. Definuje 
se Hostname pro virtuální počítač, v tomto případě U01. Metoda pro rozdělení disku je 
ponechána na implicitně nastavenou možnost (bez šifrování). 
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Následně se vybere disk pro rozdělení (nově vytvořený virtuální oddíl) a potvrdí zápis 
změn. Definuje se velikost, která bude použita pro vytvoření oddílu (maximum) a opět je 
nutné potvrdit povolení pro změnu. Vybere se jméno pro uživatelský účet a uživatele a 
následně heslo. Možnost šifrovaní kořenového adresáře zůstane nepovolena a nastavení 
proxy serveru je ignorováno. 
  Ve výběru doplňkového software je nutno vybrat možnost instalace OpenSSH serveru. 
Následně je potřebné povolit instalaci bootovacího zavaděče GRUB do MTB a potvrdit 
dokončení instalátoru. Poté dojde k restartování virtuálního počítače. 
5.4.3 Instalace Java Framework 
Softwarová platforma Hadoop je napsána v jazyce JAVA a pro svůj běh vyžaduje 
nainstalované JAVA rozhraní ve verzi 1.6. 
Po ukončení instalace z předchozí části dojde ke startu operačního systému Linux 
Ubuntu. Přihlásit se je možné pomocí údajů, které se definovali při instalaci. Pro instalování 
aplikací a provádění změn v systému je nutné mít nejvyšší práva uživatele root. Musí se 
vytvořit heslo pro příkaz „sudo“, který umožnuje dočasně tyto práva získat. To je možné 
provést pomocí příkazu „sudo passwd“. Následně se zadá heslo a poté znovu potvrdí. 
Pomocí příkazu „su root“ se přepíná na uživatele root. 
V Ubuntu 10.04 LTS byl z archívu vypuštěn balíček obsahující java6-jdk. Proto je nutné 
přidat odkaz na zdroj od externího partnera. Pomocí příkazu „vi etc/apt/sources.list“ se 
otevře soubor se seznamem zdrojů. Do dokumentu je nutno vložit řádek: „deb 
http://archive.canonical.com/ lucid partner“ a změny uložit. Pro aktualizaci těchto změn  se 
musí obnovit seznam zdrojů pomocí příkazu „apt-get update“. 
 Nyní je možné pomocí příkazu „apt-get install sun-java6-jdk“ stáhnout a nainstalovat 
Java Framework. Po stažení balíčku je nutné potvrdit licenční podmínky. Příkazem „update-
java-alternatives –s java-6-sun“ se nastaví Sun Java rozhraní jako výchozí a pomocí příkazu 
„java –version“  je možné zjistit verzi tohoto nainstalovaného balíčku. 
5.4.4 Vytvoření uživatele Hadoop 
Pro běh Hadoop je vhodné použít zvlášť vyhrazeného uživatele z důvodu oddělení instalace 
Hadoop od jiných softwarových aplikací a účtů, které běží na stejné stanici. Nejprve se 
vytvoří nová skupina hadoop příkazem „addgroup hadoop“.  
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Do této skupiny se vloží nově vytvořený uživatel hadoop pomocí příkazu „adduser –
ingroup hadoop hadoop“ a zadá se heslo pro účet. Následně je možné vyplnit podrobnější 
údaje a poté potvrdit změny.  
Příkazem „vi /etc/passwd“ se otevře soubor obsahující nastavení základních atributů 
uživatelů. Odstraněním druhého atributu „x“ uživatele hadoop, který odpovídá heslu, 
nebude nutné zadávat toto heslo vždy při přepínání mezi stanicemi nebo uživatelem root. 
Výsledné nastavení odpovídá „hadoop::1001:1001:,,,:/home/hadoop:/bin/bash“. 
Následně se pomocí příkazu „visudo“ otevře soubor obsahující seznam uživatelů s právy 
root. Přidáním řádku „hadoop ALL=(ALL) ALL“ do seznamu získá uživatel hadoop plná práva. 
5.4.5 Konfigurace SSH 
Hadoop vyžaduje SSH přístup ke správě jednotlivých stanic v clusteru. Pro sestavení clusteru 
v pseudo-distribuovaném režimu je v tomto případě nutné nakonfigurovat SSH přístup 
k localhost (na kterém běží hadoop) pro uživatele hadoop. 
Příkazem „su – hadoop“ se provede přepnutí na uživatele hadoop. Pomocí příkazu „ ssh-
keygen –t rsa –P ““ “ se vytvoří RSA klíč s prázdným heslem. Potvrdí se uložení klíče do složky 
„/home/hadoop/.ssh/id_rsa“ a následně se zobrazí vygenerovaný otisk klíče v alfanumerické 
a obrázkové podobě. Pro přidání do seznamu autorizovaných klíčů na localhost se používá 
příkaz: „cat $HOME/.ssh/id_rsa-pub >> $HOME/.ssh/authorized_keys“. 
Finálním krokem je otestování SSH připojením uživatele hadoop na localhost, při kterém 
také dojde k přidání otisku klíče localhosta do souboru známých hostů uživatele hadoop. 
Výše uvedené se provede příkazem „ssh localhost“. Připojení se po otestování ukončí 
příkazem „exit“. 
5.4.6 Instalace Hadoop 
Pro instalaci Hadoop je nutné přepnout se na uživatele root. Stažení distribuce Hadoop se 
provede příkazem: „wget http://apache.communilink.net/hadoop/core/hadoop-
0.20.203.0/hadoop-0.20.203.0rc1.tar.gz“ a soubor se rozbalí pomocí „tar -xvf hadoop-
0.20.203.0rc1.tar.gz“. 
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Uživateli a skupině hadoop je nutné nastavit práva vlastníka pro všechny soubory 
pomocí „chown -R hadoop:hadoop hadoop-0.20.203.0“. 
 Následně se vytvoří alternativní odkaz na složku s rozbalenou distribucí hadoop: „ln -s 
hadoop-0.20.203.0/ hadoop“. Již nepotřebný stažený balíček je možno odstranit příkazem:  
„rm -rf hadoop-0.20.203.0rc1.tar.gz“. 
5.4.7 Konfigurace síťového rozhraní 
Příkazem „vi /etc/hosts“ se otevře soubor obsahující DNS záznamy a stanici u01 se přidělí 
místo localhost nová IP adresa vložením řádku „192.168.56.101   u01“. V konfiguračním 
souboru síťových rozhraní, který se otevře pomocí příkazu „vi /etc/network/interfaces“  je 
nutné nastavit výše uvedenou IP adresu pro rozhraní ethernet 1 vložením řádků: 
 
„auto eth1 
iface eth1 inet static 
address 192.168.56.101 
netmask 255.255.255.0“ 
Následně je podmínkou reinicializovat síťová rozhraní pro aplikování změn příkazem 
„/etc/init.d/networking restart“. Ověření nastavení se provede pomocí příkazu „ifconfig –a“. 
5.4.8 Konfigurace Hadoop 
Všechny změny se provádí pod uživatelem hadoop. Nejprve je nutné definovat lokální 
proměnnou JAVA_HOME. Ve složce „usr/local/hadoop“ se otevře soubor „hadoop-env.sh“ 
pomocí příkazu „vi conf/hadoop-env.sh“. Do tohoto souboru je nutno přidat řádek „export 
JAVA_HOME=/usr/lib/jvm/java-6-sun“. Rovněž se v tomto dokumentu zakáže použití IPv6 
přidáním řádku „ export HADOOP_OPTS="-Djava.net.preferIPv4Stack=true" “. 
 Následně je nutné vytvořit složku "single" pro ukládání vstupních a výstupních dat 
příkazem „mkdir single“. Práva vlastníka pro tuto složku se uživateli a skupině hadoop 
nastaví pomocí „chown hadoop:hadoop /home/hadoop/single“. 
Poté se otevře konfigurační soubor „core-site.xml“, kde se musí definovat složka pro 
soubory vytvářené Hadoopem, název souborového systému a cestu, která obsahuje jméno 
hosta a port. Soubor se otevře příkazem „vi conf/core-site.xml“ a přidají se řádky: 
„<configuration> 
<property> 
  <name>hadoop.tmp.dir</name> 
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  <value>/home/hadoop/single/hadoop-${user.name}</value> 
  </property> 
<property> 
  <name>fs.default.name</name> 
  <value>hdfs://u01:9000</value> 
</property> 
</configuration>“ 
V souboru „mapred-site.xml“ se definuje host a port na kterém běží instance 
JobTracker. V tomto případě bude spouštěn pouze jeden proces s jedinou mapou a redukční 
úlohou. Soubor se otevře příkazem „vi conf/mapred-site.xml“ a přidají se řádky: 
„<configuration> 
<property> 
  <name>mapred.job.tracker</name> 
  <value>u01:9001</value> 
  </property> 
</configuration>“ 
Nyní se definuje počet replikací v souboru „hdfs-site.xml“. Implicitně nastavená hodnota 
faktoru replikace je 1 (žádná replikace), která se nastaví v této konfiguraci také, protože se 
používá pouze jedna stanice. Soubor se otevře příkazem „vi conf/ hdfs-site.xml“ a přidají 
řádky: 
„<configuration> 
<property> 
  <name>dfs.replication</name> 
  <value>1</value> 
  </property> 
</configuration>“ 
Příkazem „vi conf/masters“ se otevře soubor, který obsahuje jméno hosta, na kterém 
běží instance Secondary NameNode. Výchozí nastavení obsahuje localhost, který je nutné 
změnit na jméno stanice (u01). Obdobná změna se provede v souboru „slaves“, který 
obsahuje názvy všech stanic, na kterých běží instance TaskTracker a DataNode. 
5.4.9 Spuštění Hadoop 
Před prvním spuštěním je nutné souborový systém HDFS naformátovat. Formátování se 
provádí příkazem „bin/hadoop namenode –format“. Poté se spustí všechny služby pomocí 
příkazu „bin/start-all.sh“ a potvrdí připojení. Výpis běžících služeb je možné vypsat příkazem 
„jps“. Pokud je vše spuštěné korektně zobrazí se výpis (s jiným PID) : 
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„2287 TaskTracker 
2149 JobTracker 
1938 DataNode 
2085 SecondaryNameNode 
2349 Jps 
1788 NameNode“ 
Pomocí příkazu „bin/hadoop dfsadmnin –report“  se dají zjistit informace o dostupných 
stanicích (v tomto případě pouze jedna) a velikosti kapacity HDFS. Zobrazí se obdobný výpis: 
„Datanodes available: 1(1 total, 0 dead) 
Name: 192.168.56.101:50010 
Decommission Status: Normal 
Configured Capacity: 7765438464 (7.23GB) 
DFS Used: 24576 (24KB) 
Non DFS Used: 1506004992 (1.4GB) 
DFS Remaining: 6259408896 (5.83GB) 
DFS Used%: 0% 
DFS Remaining%: 80.61%“ 
5.4.10  Spuštění ukázkové úlohy 
Pro názornou ukázku v pseudo-distribuovaném režimu je možné využít zkušební program 
„WordCount“, který spočte četnost slov ve vstupním textovém souboru. Tento program je 
dostupný přímo v kompilaci Hadoop verze 0.20.203.0 použité v této práci. 
Nejprve je nutné vytvořit složku pro vstupní data pomocí „fs -mkdir input“. Příkazem „vi 
text.txt“ se vytvoří textový soubor, do kterého se napíše jednoduchý text např. „Fakulta 
elektrotechniky a komunikacnich technologii se nachazi v technologickem parku v Brne. 
V Brne se mimo jinych take nachazi i fakulta informacnich technologii a fakulta 
podnikatelska.“ 
Vytvořený soubor se přesune do vstupní složky pomocí příkazu „fs -put text.txt input/“. 
Příkazem „bin/hadoop jar hadoop-examples-0.20.203.0.jar wordcount input output“ se úloha 
spustí. Výstupem programu je soubor se seznamem četností jednotlivých slov: 
Brne 1 
Brne. 1 
Fakulta 1 
V 1 
a 2 
elektrotechniky 1 
fakulta  2 
i 1 
informacnich 1 
jinych 1 
komunikacnich 1 
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mimo 1 
nachazi 2 
parku 1 
podnikatelska. 1 
se 2 
take 1 
technologickem 1 
technologii 1 
technologii. 1 
v     2 
 
Po ukončení zpracované úlohy se zobrazí výpis: 
 
Obr. 5.3: Výpis informací po ukončení úlohy 
 
Z výpisu je možné vyčíst počet mapovacích úloh (v tomto případě pouze jedna), velikost 
vytvořeného souboru nebo počet záznamů před a po redukci. Pro ukončení všech 
spuštěných služeb slouží příkaz „bin/stop-all.sh“. 
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5.4.11 Modifikace ukázkového programu 
Program "WordCount" použitý v ukázkové úloze obsahuje několik nedostatků, které je 
možné odstranit vhodnou úpravou zdrojového kódu. Tokenizace textu, tedy rozložení na 
základní jednotky (v tomto případě slova) je založena pouze na prázdném znaku neboli 
mezeře. Výstupní soubor programu s četností jednotlivých slov tedy obsahuje "Brne" a 
"Brne." jako separátní slova. Problém rovněž tvoří stejná slova s velkým nebo malým 
počátečním písmenem. Slova jako "Fakulta" a "fakulta" se berou jako odlišná. Poslední 
vyžadovanou úpravou bude pouze zobrazení slov, která se ve vstupním souboru nacházejí 
alespoň dvakrát. 
Pro úpravu poslouží původní program "WordCount", který je obsažen v použité 
kompilaci hadoop 0.20.203.0. Nejprve je nutné vytvořit na master stanici NameNode 
pracovní adresáře pro další postup. To se provede pomocí příkazů: 
"mkdir workplace 
mkdir workplace/src 
mkdir workplace/classes" 
 
Následně se do nově vytvořené složky "src" nakopíruje soubor se zdrojovým kódem 
programu "WordCount.java" pomocí příkazu: 
"cp src/examples/org/apache/hadoop/examples/ WordCount.java 
workplace/src/WordCount.java" 
Před samotnou úpravou se tato nezměněná kopie zkompiluje a spustí v rozhraní 
Hadoop : 
" javac -classpath hadoop-core-0.20.203.0.jar:lib/commons-cli-1.2.jar -d workplace/classes 
workplace/src/WordCount.java 
jar -cvf workplace/wordcount.jar -C workplace/classes/ . " 
Pro ověření funkčnosti se nově zkompilovaný program spustí : 
"bin/hadoop jar workspace/wordcount.jar org.apache.hadoop.examples.WordCount Input/"  
Výstup programu by měl obsahovat stejná slova jako v předchozím případě, protože se v 
zdrojovém kódu neprovedli žádné změny. 
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Částečný výpis původního programu: 
 
public class WordCount { 
 
  public static class TokenizerMapper  
       extends Mapper<Object, Text, Text, IntWritable>{ 
     
    private final static IntWritable one = new IntWritable(1); 
    private Text word = new Text(); 
       
    public void map(Object key, Text value, Context context 
                    ) throws IOException, InterruptedException { 
      StringTokenizer itr = new StringTokenizer(value.toString()); 
      while (itr.hasMoreTokens()) { 
        word.set(itr.nextToken()); 
        context.write(word, one); 
      } 
    } 
  } 
   
  public static class IntSumReducer  
       extends Reducer<Text,IntWritable,Text,IntWritable> { 
    private IntWritable result = new IntWritable(); 
 
    public void reduce(Text key, Iterable<IntWritable> values,  
                       Context context 
                       ) throws IOException, InterruptedException { 
      int sum = 0; 
      for (IntWritable val : values) { 
        sum += val.get(); 
      } 
      result.set(sum); 
      context.write(key, result); 
    } 
  } 
public static void main(String[] args) throws Exception { 
    Configuration conf = new Configuration(); 
    String[] otherArgs = new GenericOptionsParser(conf, 
args).getRemainingArgs(); 
    if (otherArgs.length != 2) { 
      System.err.println("Usage: wordcount <in> <out>"); 
      System.exit(2); 
    } 
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Program "WordCount" využívá standardní Java metodu "StringTokenizer" bez 
dodatečných parametrů, která pracuje pouze s prázdnými mezerami. Pro ignoraci 
interpunkčních znamének se vloží jako parametr pro oddělovače (delimiters). Původní řádek 
se nahradí: 
 StringTokenizer itr = new StringTokenizer(value.toString()," 
\t\n\r\f,.:;?![]'"); 
Při běhu programu v mapovací části jsou základní prvky (slova) převedeny na objekt 
typu "Text" pomocí "word.set(itr.nextToken());". Pro ignoraci rozlišení slov s počátečním 
velkým nebo malým písmen, je možné všechny převést na malá písmena ještě předtím, než 
budou převedena na zmíněné objekty typu "Text".  Původní řádek se nahradí: 
word.set(itr.nextToken().toLowerCase()); 
Poslední úpravou bude zobrazení pouze těch slov, které vstupní soubor obsahuje 
nejméně dvakrát. Modifikace se provede vytvořením podmínky "if" před vytvoření výstupní 
kolekce "context.write(key, result);". Původní řádek se nahradí: 
if (sum > 1) context.write(key, result); 
Následně po provedení všech uvedených úprav zdrojového kódu, je soubor 
"WordCount.java" potřebné znovu zkompilovat pomocí příkazů, uvedených výše.  
Výstupem upraveného programu je soubor, který obsahuje výpis četnosti slov ve 
vstupním souboru: 
a 2 
brne 2  
fakulta  3 
nachazi 2 
se 2 
technologii 2 
v 3 
 
Kompletní zdrojový kód upraveného programu "WordCount" je uveden na přiloženém 
DVD disku. 
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5.5 Sestavení Hadoop clusteru v plně distribuovaném režimu 
Zkušební hadoop cluster pracující v plně distribuovaném režimu byl sestaven z pěti 
samostatných virtuálních stanic. Na první, již nakonfigurované stanici (U01), je spuštěna 
instance NameNode, JobTracker a z důvodu lepšího využití výpočetních prostředků kvůli 
malému počtu stanic i instance DataNode a TaskTracker.  
Jako podřízené stanice, které zajišťují funkci datového úložiště a výpočetní kapacity, 
slouží tři stanice U02, U03 a U04. Na těchto stanicích jsou spuštěny instance DataNode a 
TaskTracker.  
Poslední stanice U05 slouží pro instanci Secondary NameNode, kterou je obzvláště 
vhodné mít na samostatné stanici mimo NameNode. V případě selhání je pak možné obnovit 
NameNode z poslední obdržené kopie, která je uložená na Secondary NameNode a snížit tak 
dobu výpadku nebo zamezit ztrátě dat. 
 
 
Obr. 5.4: Použitý virtualizovaný cluster v plně distribučním režimu 
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5.5.1 Vytvoření klonů z existujícího virtuálního počítače 
Z předchozí části se disponuje vytvořenou plně nakonfigurovanou stanici, kterou je možné 
dále využít. Program VirtualBox umožňuje vytvořit plný klon z již vytvořeného virtuálního 
počítače se zachováním všech nastavení.  
V hlavním okně programu se po klepnutí pravým tlačítkem myši na ikonku prvního 
virtuálního počítače vybere možnost „Klonovat“ a pomocí průvodce se vytvoří další počítač. 
V průběhu vytváření se musí zatrhnout možnost reinicializace MAC adresy. Následně  se 
definuje jeho název a typ klonu (plný). 
Vytvořením klonu by mělo dojít k přenesení všech nastavení (velikost operační paměti, 
disku, nastavení síťových karet). V jiném případě  se nakonfiguruje naklonovaný stroj dle 
prvního počítače. 
Tímto způsobem se vytvoří čtyři nové virtuální stanice, které se musí pro další použití 
postupně korektně nakonfigurovat. 
5.5.2 Konfigurace síťového rozhraní 
Nejprve je nutné přihlásit se na první nově vytvořený klon (U02) pomocí přihlašovacích údajů 
z prvního počítače (U01). Příkazem „vi /etc/hosts“ se otevře soubor obsahující DNS záznamy 
a stanicím se přidělí odpovídající hostname vložením řádků: 
 „192.168.56.102   u02 
192.168.56.103   u03 
192.168.56.104   u04 
192.168.56.105   u05“ 
Na dalších nově vytvořených stanicích  se postupuje analogicky. 
V konfiguračním souboru síťových rozhraní, který se otevře pomocí příkazu „vi 
/etc/network/interfaces“ se nastaví výše uvedené IP adresy pro rozhraní ethernet 1. Na 
stanici U02 se tak vloží řádky: 
„auto eth1 
iface eth1 inet static 
address 192.168.56.102 
netmask 255.255.255.0“ 
Pro další stanice (U03, U04, U05) se  do pole "address"  vloží jejich odpovídající IP 
adresa. 
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Pomocí příkazu „vi hostname“  se otevře na jednotlivých stanicích soubor s názvem 
hosta, který je nutno změnit z „u01“ na „u02“ resp. na "u03","u04" nebo "u05" dle stanice. 
Následně se musí vymazat soubor se zálohou síťových nastavení, který se nachází v adresáři 
„/etc/udev/rules.d“, jinak by po restartu došlo k obnovení původních nastavení. 
 Výše uvedené je nutné provést na každé nově vytvořené stanici příkazem „rm 70-
persistent-net.rules“. Pro aplikování změn stanice se příkazem „reboot“ restartují. 
5.5.3 Konfigurace Hadoop 
Všechny změny se provádí pod uživatelem hadoop na master stanici U01.  Vytvoření 
složky pro ukládání vstupních a výstupních dat se provede příkazem „mkdir quad“. Práva 
vlastníka pro tuto složku se uživateli a skupině hadoop nastaví pomocí „chown 
hadoop:hadoop /home/hadoop/quad“. 
Poté se otevře konfigurační soubor „core-site.xml“, kde se musí definovat složka pro 
soubory vytvářené Hadoopem, název souborového systému a cestu, která obsahuje jméno 
hosta a port. Soubor se otevře příkazem „vi conf/core-site.xml“ a přidají se řádky: 
„<configuration> 
<property> 
  <name>hadoop.tmp.dir</name> 
  <value>/home/hadoop/quad/hadoop-${user.name}</value> 
  </property> 
<property> 
  <name>fs.default.name</name> 
  <value>hdfs://u01:9000</value> 
</property> 
</configuration>“ 
Nyní se definuje počet replikací v souboru „hdfs-site.xml“. Implicitně nastavená hodnota 
je 1 (žádná replikace). V clusteru budou použité čtyři podřízené stanice a tak se faktor 
replikace nastaví na hodnotu 3. Vyšší hodnoty mají smysl pouze při použití velmi vysokého 
počtu stanic v clusteru.  
Soubor se otevře příkazem „vi conf/ hdfs-site.xml“ a původní obsah se nahradí řádky: 
„<configuration> 
<property> 
  <name>dfs.replication</name> 
  <value>3</value> 
  </property> 
</configuration>“ 
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Příkazem „vi conf/slaves“ se otevře soubor, který obsahuje názvy všech stanic, na 
kterých běží služba TaskTracker a instance DataNode. K záznamu „u01“ se přidají „u02“,  
„u03“, „u04“. Tímto nastavením se definuje běh instance DataNode na čtyřech vybraných 
stanicích. 
Obdobně se pomocí příkazu „vi conf/masters“ otevře soubor, který obsahuje název 
stanice, na které bude spuštěna instance Secondary NameNode. Původní záznam "u01" je 
nutné nahradit "u05". Instance SNN tedy bude spuštěna na samostatné stanici U05. 
Nyní se musí zkopírovat konfigurační soubory „hdfs-site.xml", „core-site.xml" a soubor 
„slaves" na další stanice (musí být v chodu). Pro stanici U02 se operace provedeme pomocí 
příkazů: 
„scp conf/hdfs-site.xml u02:/usr/local/hadoop/conf/hdfs-site.xml“  
„scp conf/hdfs-site.xml u02:/usr/local/hadoop/conf/core-site.xml“ 
„scp conf/slaves u02:/usr/local/hadoop/conf/slaves“ 
Pro přenos konfiguračních souborů na další stanice se bude postupovat analogicky. 
Následně se na stanicích ověří korektní přenos prohlédnutím konfiguračních souborů 
příkazem „cat conf/slaves“ a obdobně pro další soubory. 
Na podřízených stanicích  se vytvoření složky pro ukládání vstupních a výstupních dat 
provede příkazem „mkdir quad“. Práva vlastníka pro tuto složku se uživateli a skupině 
hadoop nastaví pomocí „chown hadoop:hadoop /home/hadoop/quad“. 
5.5.4 Spuštění Hadoop 
Před prvním spuštěním je na stanici U01 nutné naformátovat souborový systém HDFS. 
Formátování se  provádí příkazem „namenode –format“. 
Všechny služby se spustí pomocí příkazu „bin/start-all.sh“. Výpis běžících služeb na první 
stanici provede příkazem „jps“. Pokud je vše spuštěné korektně obdržíme výpis (s jiným PID): 
„1687 TaskTracker 
1523 JobTracker 
1297 DataNode 
1740 Jps 
1136 NameNode“ 
Obdobně je možné zadat příkaz i na stanicích U02, U03 a U04, které zajišťují běh 
instance DataNode a TaskTracker: 
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„1245 TaskTracker 
1113 DataNode 
1306 Jps“ 
Po zadání příkazu "jps" na stanici U05, která zajišťuje běh instance Secondary 
NameNode se zobrazí následující výpis (s jiným PID): 
„1263 Secondary NameNode 
1311 Jps“ 
Pomocí příkazu „bin/hadoop dfsadmnin –report“  se dají zjistit informace o dostupných 
podřízených stanicích (v tomto případě běží čtyři) a velikosti kapacity HDFS. Zobrazí se 
obdobný výpis: 
 
„Datanodes available: 4(4 total, 0 dead) 
Name: 192.168.56.102:50010   Name: 192.168.56.101:50010 
Decommission Status: Normal   Decommission Status: Normal 
Configured Capacity: 7765438464 (7.23GB)  Configured Capacity: (7.23GB) 
DFS Used: 126976 (124KB)    DFS Used: 126976 (124KB) 
Non DFS Used: 1651646464 (1.54GB)  Non DFS Used: (1.54GB) 
DFS Remaining: 6113665024 (5.69GB)  DFS Remaining: (5.69GB) 
DFS Used%: 0%     DFS Used%: 0% 
DFS Remaining%: 78.73%    DFS Remaining%: 78.71% 
 
Name: 192.168.56.104:50010   Name: 192.168.56.103:50010 
Decommission Status: Normal   Decommission Status: Normal 
Configured Capacity: 7765438464 (7.23GB)  Configured Capacity: (7.23GB) 
DFS Used: 126976 (124KB)    DFS Used: 126976 (124KB) 
Non DFS Used: 1651376128 (1.53GB)  Non DFS Used: (1.54GB) 
DFS Remaining: 6113935360 (5.69GB)  DFS Remaining: (5.7GB) 
DFS Used%: 0%     DFS Used%: 0% 
DFS Remaining%: 78.73%    DFS Remaining%: 78.75%“ 
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5.5.5 Spuštění ukázkové úlohy 
Pro demonstraci možností nově vytvořeného clusteru, v plně distribuovaném režimu, byla 
použita data ve formě CSV dokumentu, který obsahuje záznamy z let 1975 až 1999 o citování 
již existujících patentů nově vytvořenými patenty. Tyto data jsou veřejně dostupná na 
stránkách americké organizace NBER, která se zabývá výzkumy v ekonomické oblasti. 
Použitý soubor "Patenty.txt" je velký přibližně 250MB a obsahuje více než 16 milionů 
řádků se záznamy o citacích. Jejich struktura je následující: 
3858241,956203 
3858241,1324234 
3858241,3398406 
3858241,3557384 
3858241,3634889 
3858242,1515701 
3858242,3319261 
3858242,3668705 
3858242,3707004 
 
Z výpisu je patrné, že patent s číslem "3858241" cituje celkem pět starších patentů 
(956203, 1324234, 3398406, 3557384, 3634889). Soubor obsahuje patenty, které nejsou 
citovány vůbec nebo naopak i více než stokrát. 
Pro potřebu úpravy těchto dat byl vytvořený jednoduchý MapReduce program, který 
záznamy o citacích invertuje. Ke každému patentu přiřadí skupinu nových patentů, které ho 
citují. Ukázka z výstupu programu je následující: 
1000033 4190903,4975983 
1000043 4091523 
1000044 4082383,4055371 
1000045 4290571 
1000046 5918892,5525001 
1000049 5996916  
1000067 5312208,4944640,5071294 
1000070 4928425,5009029 
. 
. 
. 
3858241 956203,1324234,3398406,3557384,3634889 
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Částečný výpis vytvořeného programu "DataSelect": 
public class DataSelect extends Configured implements Tool { 
     
    public static class MapClass extends Mapper<LongWritable, Text, Text, 
Text> { 
         
        public void map(LongWritable key, Text value, Context context) 
throws IOException, InterruptedException { 
                         
            String[] citace = value.toString().split(","); 
            context.write(new Text(citace[1]), new Text(citace[0])); 
        } 
    } 
     
    public static class Reduce extends Reducer<Text, Text, Text, Text> { 
         
        public void reduce(Text key, Iterable<Text> values, Context 
context) throws IOException, InterruptedException { 
                            
            String csv = ""; 
            for (Text val:values) { 
                if (csv.length() > 0) csv += ","; 
                csv += val.toString(); 
            } 
             
            context.write(key, new Text(csv)); 
        } 
    } 
 
Kompletní zdrojový kód programu "DataSelect" je uveden na přiloženém DVD disku. 
Soubor "DataSelect.java" obsahující zdrojový kód programu je nutné nejprve 
zkompilovat pomocí příkazů: 
" javac -classpath hadoop-core-0.20.203.0.jar:lib/commons-cli-1.2.jar -d workplace/classes 
workplace/src/DataSelect.java 
jar -cvf workplace/DataSelect.jar -C workplace/classes/ . " 
Testovací soubor "Patenty.txt", je uložen ve sdílené složce "htdocs" na apache serveru, 
který běží na hostitelském počítači. 
 Pomocí příkazu "sudo wget http://192.168.1.10/DataSelect.java" se soubor s daty 
stáhne na lokální souborový systém hlavní stanice NameNode do používaného pracovního 
adresáře "usr/local/hadoop". 
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Následně je nutné soubor přesunout do distribuovaného souborového systému HDFS. 
To se provede pomocí příkazu: „bin/hadoop fs -put Patenty.txt input2/". 
Pro samotné zpracování dat se program spouští pomocí příkazu: "bin/hadoop jar 
workspace/DataSelect.jar DataSelect input2 output2". 
 
 
Obr. 5.5: Postup zpracování úlohy 
 
Po úspěšném dokončení zpracování úlohy je možné se podívat na výstupní data pomocí 
příkazu: "bin/hadoop fs -tail output2/part-r-00000", který zobrazí poslední kilobajt souboru. 
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5.6 Webový přístup  
Vytvořený Hadoop cluster podporuje webový přístup z těchto adres: 
• http://192.168.56.101:50030/ – webové rozhraní pro MapReduce JobTracker 
• http://192.168.56.101:50060/ – webové rozhraní pro TaskTracker 
• http://192.168.56.101:50070/ – webové rozhraní pro HDFS NameNode 
Rozhraní pro MapReduce JobTracker poskytuje informace o obecných statistikách 
běžících a již provedených úloh v Hadoop clusteru. Obsahuje také log obsahující historii úloh 
a chyb.  
 
Obr. 5.6: Webové rozhraní pro JobTracker 
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Rozhraní pro TaskTracker poskytuje informace o běžících úlohách.  
 
Obr. 5.7: Webové rozhraní pro TaskTracker 
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Webové rozhraní pro NameNode slouží pro zobrazení všech základních údajů o 
souborovém systému HDFS (celková, zbývající kapacita atd.), počet běžících nebo 
nefunkčních stanic a jiné. 
 
Obr. 5.8: Webové rozhraní pro správu NameNode a HDFS 
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ZÁVĚR 
Tato práce se zabývala škálovatelným předzpracováním dat prostřednictvím nástroje 
Hadoop, který umožňuje zpracovávat a uchovávat velké množství vstupních dat. 
Platforma Hadoop je vytvořená pro použití na velkých počítačových clusterech 
sestavených z běžně dostupného hardwaru, jehož předností je nízká cena. Jednotlivé 
pracovní jednotky jsou naprosto nezávislé a díky tomu lze do clusteru libovolně přidávat 
stanice z důvodu zvýšení kapacity, nebo je naopak automaticky odebírat pomocí Hadoop 
rozhraní při selhání hardware. Podstatou této open source platformy je, využít existující 
nestrukturovaná data a vytvořit datový prostor pro jejich neustále narůstající objem a získat 
z nich pro nás důležité informace. 
Hlavním přínos této práce spočíval v představení zcela nové platformy Hadoop, kterou 
je možné využít pro zpracování dat, které by na jedné stanici nebylo možné provést v 
přijatelné době nebo zcela vůbec. Ve virtuálním prostředí programu VirtualBox byla 
provedena úplná realizace pseudo i plně distribuovaného režimu včetně vytvoření, 
modifikace a spuštění ukázkového příkladu. S využitím tohoto funkčního clusteru je možné 
jednoduše spouštět vytvořené programy pro metodu MapReduce a sledovat průběh běžících 
úloh pomocí webového rozhraní na hostitelském počítači virtuálního prostředí. 
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SEZNAM POUŽITÝCH ZKRATEK 
API  Application Programming Interface - Rozhraní pro programování aplikací 
ASCII  American Standard Code for Information Interchange -  Kódování znaků  
C/C++  Programovací jazyk 
CD  Compact Disc - Přenosové médium využívající optický zápis 
DFS  Distributed File System - Distribuovaný souborový systém 
DNS  Domain Name System - Hierarchický systém doménových jmen 
DVD  Digital Video Disc - Přenosové médium využívající optický zápis 
GFS  Google File System - Distribuovaný souborový systém společnosti Google 
HDFS  Hadoop Distributed File System - Distribuovaný souborový systém v Hadoop 
I/O  Input/Output - Vstupní a výstupní rozhraní 
IP  Internet Protocol - Základní komunikační protokol 
IT  Information technology - Informační technologie 
LTS  Long Term Support - Verze software s garancí dlouhodobé podpory 
MAC  Media Access Control - Fyzická adresa síťového zařízení 
MB  Mega Byte - Jednotka množství dat 
MTB  Master Boot Record - Hlavní spouštěcí záznam obsahující zavaděč systému 
MW  Mega Watt - Jednotka elektrického výkonu 
NDFS  Nutch Distributed File System - Distribuovaný souborový systém v Nutch 
OS  Operating System - Operační systém 
PC  Personal Computer - Osobní počítač 
PFLOPS Peta Floating-point Operations Per Second - Počet operací v plovoucí řádové 
  čárce za sekundu 
PID  Process Identifier - Unikátní identifikační číslo procesu 
RPC  Remote Procedure Call - Vzdálené volání procedury 
SMP  Symmetric Multiprocessor System -  Propojení dvou nebo více procesorů 
SSH  Secure Shell - Zabezpečený komunikační protokol 
TB  Tera Byte - Jednotka množství dat 
TCP  Transmission Control Protocol - Protokol pro spolehlivý přenos dat 
USB  Universal Serial Bus - Univerzální sériová sběrnice pro připojení periferií 
XML  Extensible Markup Language - Obecný značkovací jazyk 
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OBSAH PŘILOŽENÝCH DVD 
 
DVD 1 
Adresářová struktura: 
Bakalářská práce: obsahuje elektronickou verzi této bakalářské práce 
Zdrojové kódy: obsahuje kompletní zdrojové kódy všech programů uvedených v této práci 
    (Wordcount, DataSelect) 
Software: obsahuje instalační balíčky všech použitých programů v této práci (Oracle VM 
       VirtualBox, XAMPP) 
Virtuální počítače: obsahuje exportovaný balíček vytvořených virtuálních stanic (U01, U02, 
           U03) v souborech vhodných pro import a další využití 
 
DVD 2 
Adresářová struktura: 
Virtuální počítače: obsahuje exportovaný balíček vytvořených virtuálních stanic (U04, U05) 
          v souborech vhodných pro import a další využití 
 
 
