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Abstract
Let A be an AH algebra, that is, A is the inductive limit C∗-algebra of
A1
φ1,2−−→A2 φ2,3−−→A3 −→ · · · −→An −→ · · ·
with An =⊕tni=1 Pn,iM[n,i](C(Xn,i))Pn,i , where Xn,i are compact metric spaces, tn and [n, i] are positive
integers, and Pn,i ∈ M[n,i](C(Xn,i)) are projections. Suppose that A has the ideal property: each closed
two-sided ideal of A is generated by the projections inside the ideal, as a closed two-sided ideal. Suppose
that supn,i dim(Xn,i ) < +∞. (This condition can be relaxed to a certain condition called very slow di-
mension growth.) In this article, we prove that if we further assume that K∗(A) is torsion free, then A is
an approximate circle algebra (or an AT algebra), that is, A can be written as the inductive limit of
B1 −→ B2 −→ · · · −→ Bn −→ · · · ,
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2120 G. Gong et al. / Journal of Functional Analysis 258 (2010) 2119–2143where Bn =⊕sni=1 M{n,i}(C(S1)). One of the main technical results of this article, called the decomposi-
tion theorem, is proved for the general case, i.e., without the assumption that K∗(A) is torsion free. This
decomposition theorem will play an essential role in the proof of a general reduction theorem, where the
condition that K∗(A) is torsion free is dropped, in the subsequent paper Gong et al. (preprint) [31]—of
course, in that case, in addition to space S1, we will also need the spaces TII,k , TIII,k , and S2, as in Gong
(2002) [29].
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1. Introduction
An AH algebra is a nuclear C∗-algebra of the form A = lim−→(An,φn,m) with An =⊕tn
i=1 Pn,iM[n,i](C(Xn,i))Pn,i , where Xn,i are compact metric spaces, tn and [n, i] are posi-
tive integers, M[n,i](C(Xn,i)) are algebras of [n, i]× [n, i] matrices with entries in C(Xn,i)—the
algebra of complex-valued continuous functions on Xn,i—, and finally Pn,i ∈ M[n,i](C(Xn,i))
are projections (see [1]). For the special case that Xn,i are the single point space {pt}, the
algebra A is called an AF algebra, approximately finite dimensional algebra. AF algebras
were completely classified by G. Elliott [13] after the work of Glimm [24] and Bratteli [3].
Nowadays the classification of AH algebras is an important ingredient of Elliott’s classification
project.
Successful classification results have been obtained for the two classes of AH algebras. On
one hand is the classification of real rank zero AH algebras with slow dimension growth (see
[14,50,37,36,38,22,21,17,18,6,7,25,28,26,27,23,9,12,8]; the final paper [8] contains the general
classification result, and [18] contains perhaps the most important breakthrough in this direction).
On the other hand is the classification obtained in [29,20] for the class of simple AH algebras with
very slow dimension growth (also, see [15,16,33–35,39,52]). (There are also some interesting
classification results of AI algebras involving other invariants (see [51,4]).) As a unification of
the AH algebras of real rank zero and of the simple AH algebras, it seems most natural to study
the AH algebras with the ideal property: each closed two-sided ideal of the algebra is generated
by the projections inside the ideal, as closed two-sided ideals.
There are many C∗-algebras naturally arising from C∗-dynamical systems which have the
ideal property. For example, if (A,G,α) is a C∗-dynamical system such that G is a discrete
amenable group and the action of G on Â is essentially free, that is, for every G-invariant closed
subset F ⊂ Â, the subset {x ∈ F : gx = x for all g ∈ G\{1}} is dense in F , then A α G has
the ideal property provided that A has the ideal property (use [48, Theorem 1.16]). Many of
these C∗-algebras are neither simple nor of real rank zero. Even if we assume, in the above
class of examples, that A is the commutative C∗-algebra C(X) with dim(X) = 0 and G = Z,
it is not known whether A α G is of real rank zero (it is known that A α G is not simple
if α is not minimal). However, it follows from the above result or from [45] that C(X) α Z
has the ideal property. Hence, it is important and natural to extend the classification of simple
C∗-algebras and the classification of real rank zero C∗-algebras to C∗-algebras with the ideal
property.
In a sequence of papers [43,44,42,41] (notably [43]), the fourth author Pasnicu obtained sev-
eral important results (including the characterization theorem) for AH algebras with the ideal
property (see also [46,47]). In the study of simple AH algebras [34], the third author Li proved
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approximately factored through a direct sum of matrix algebras over C[0,1]. This factorization
is essential for the classification of simple AH algebras (see [35,29,20]). Fortunately, Li’s result
can be generalized to the case of the AH algebras with the ideal property, by combining the char-
acterization theorem in [43] and techniques in [34]. Furthermore, the decomposition theorem of
Gong (the first author) for simple AH algebras (see [29]) is based on such factorization. There-
fore, we can generalize Gong’s decomposition theorem to the case of AH algebras with the ideal
property (see Section 2 of this paper). Based on this decomposition theorem, we are able to prove
the reduction theorem for AH algebras with the ideal property which unifies and generalizes the
reduction theorem for real rank zero AH algebras due to Dadarlat and Gong (see [6,7,26,27,8])
and the reduction theorem for simple AH algebras due to Gong (see [29]). To make the main idea
of our proof clear and to keep this article at a reasonable length, we will only prove the reduc-
tion theorem for the case when K∗(A) is torsion free. The proof of the reduction theorem in the
general case will appear in a subsequent paper [31], which essentially uses the decomposition
theorem of this paper. For the special case when K∗(A) is torsion free, we will prove that A can
be written as an inductive limit of finite direct sums of matrix algebras over C(S1), C[0,1] or C.
That is, all the spaces Xn,i can be replaced by S1, [0,1] or {pt}. (Note that, the spaces [0,1] and
{pt} can be replaced by S1, if one does not require the connecting homomorphisms φn,m to be
injective.) This result is certainly an important step in the classification of AH algebras with the
ideal property.
The paper is organized as follows. In the rest of this section, we will introduce some notation
and collect some known results. Most of them can be found in Sections 1.1 and 1.2 of [29].
In Section 2, we will prove the decomposition theorem. In Section 3, we will prove the main
theorem.
1.1. If A and B are two C∗-algebras, we use Map(A,B) to denote the space of all linear, com-
pletely positive ∗-contractions from A to B . If both A and B are unital, then Map(A,B)1 will
denote the subset of Map(A,B) consisting of unital maps. By word “map”, we shall mean a lin-
ear, completely positive ∗-contraction between C∗-algebras, or else we shall mean a continuous
map between topological spaces, which one will be clear from the context.
By a homomorphism between C∗-algebras, will be meant a ∗-homomorphism. Let
Hom(A,B) denote the space of all the homomorphisms from A to B . Similarly, if both A
and B are unital, let Hom(A,B)1 denote the subset of Hom(A,B) consisting of all the unital
homomorphisms.
Definition 1.2. Let G ⊂ A be a finite set and δ > 0. We shall say that φ ∈ Map(A,B) is G–δ
multiplicative if ∥∥φ(ab)− φ(a)φ(b)∥∥< δ
for all a, b ∈G.
1.3. In the notation for an inductive system (An,φn,m), we understand that φn,m = φm−1,m ◦
φm−2,m−1 ◦ · · · ◦ φn,n+1, where all φn,m :An →Am are homomorphisms.
We shall assume that, for any summand Ain in the direct sum An =
⊕tn
i=1 Ain, necessarily,
φn,n+1(1Ain) = 0, since, otherwise, we could simply delete Ain from An without changing the
limit algebra.
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i-th block Ain of An to the j -th block A
j
m of Am.
1.5. By 2.3 of [1] and Theorem 2.1 of [19], we know that any AH algebra can be written as
an inductive limit A = lim−→(An =
⊕tn
i=1 Pn,iM[n,i](C(Xn,i))Pn,i , φn,m), where Xn,i are finite
simplicial complexes and φn,m are injective. In this article, we will always assume that Xn,i
are (path) connected finite simplicial complexes and φn,m are injective in any inductive sys-
tem.
It is well known that, for any connected finite simplicial complex X, there is a metric d on
X with the following property: for any x ∈ X and η > 0, the η-ball centered in x, Bη(x) =
{x′ ∈ X | d(x′, x) < η} is path connected. So in this article, we will always assume that the
metric on a connected simplicial complex has this property. (The metric with such property
can be defined by identifying each simplex with the regular simplex of sides of length 1, and
define the distance between two points to be the length of the shortest path connecting these two
points, where a path should be broken into several pieces with each piece being inside a single
simplex and then the length of the path is measured as the sum of the lengths of pieces of the
path.)
1.6. In this article, we will assume that the inductive system satisfies the very slow dimension
growth condition: for any n, there is a positive integer M such that
lim
m−→∞ mindim(Xm,j )>M
rank(φn,m(Pn,i )) =0
{
rankφi,jn,m(Pn,i)
(dimXm,j + 1)3
}
= +∞.
(We use the convention that the minimum of an empty set is +∞.) This is a strengthened form
of the condition of slow dimension growth in [27] (see also [2])—we replace dimXm,j + 1 in
the condition of slow dimension growth by (dimXm,j + 1)3. Without this condition, the main
theorem of this article does not hold as shown by a counterexample of Villadsen [53]. We leave
the following problem open: Does the main theorem of this article hold if one replaces the very
slow dimension growth by the slow dimension growth?
1.7. By Lemma 1.3.3 of [29], any AH algebra
A= lim−→
(
An =
tn⊕
i=1
Pn,iM[n,i]
(
C(Xn,i)
)
Pn,i , φn,m
)
is isomorphic to a limit corner subalgebra (see Definition 1.3.2 of [29] for this concept) of A˜ =
lim−→(An =
⊕tn
i=1 M{n,i}(C(Xn,i)), φ˜n,m)—an inductive limit of full matrix algebras over Xn,i .
Once we prove that A˜ is an AT algebra, then A itself is also an AT algebra. Therefore, in
this article, we will assume A itself is an inductive limit of finite direct sums of full matrix
algebras over Xn,i . That is Pn,i = 1M[n,i](C(Xn,i )). Even in this case, one is still forced to consider
the cut-down of M[n,i](C(Xn,i)) by a projection, since the image of a trivial projection under
homomorphism φn,m may not be trivial (see 1.8 below for the definition of a trivial projection).
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k  k1. For each y, there is a unitary uy ∈Mk1(C) (depending on y) such that
P(y)= uy
⎛⎜⎜⎜⎜⎜⎜⎝
1
. . .
1
0
. . .
0
⎞⎟⎟⎟⎟⎟⎟⎠u
∗
y,
where there are k 1’s on the diagonal. If the unitary uy can be chosen to be continuous in y, then
P is called a trivial projection.
It is well known that any projection P ∈Mk1(C(Y )) is locally trivial. That is, for any y0 ∈ Y ,
there is an open set Uy0 
 y0, and there is a continuous unitary-valued function
u :Uy0 →Mk1(C)
such that the above equation holds for u(y) (in place of uy ) for any y ∈Uy0 .
If P is trivial, then PMk1(C(X))P ∼=Mk(C(X)).
1.9. Let X be a compact metrizable space and ψ : C(X) → PMk1(C(Y ))P be a unital homo-
morphism. For any given point y ∈ Y , there are points
x1(y), x2(y), . . . , xk(y) ∈X,
and a unitary Uy ∈Mk1(C) such that
ψ(f )(y)= P(y)Uy
⎛⎜⎜⎜⎜⎜⎜⎜⎝
f (x1(y))
. . .
f (xk(y))
0
. . .
0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
U∗y P (y) ∈ P(y)Mk1(C)P (y)
for all f ∈ C(X). Equivalently, there are k rank one orthogonal projections p1,p2, . . . , pk with∑k
i=1 pi(y)= P(y) and x1(y), x2(y), . . . , xk(y) ∈X, such that
ψ(f )(y)=
k∑
i=1
f
(
xi(y)
)
pi(y), ∀f ∈ C(X).
Let us denote the set {x1(y), x2(y), . . . , xk(y)}, counting multiplicities, by SPψy . In other
words, if a point is repeated in the diagonal of the above matrix, it is included with the same
multiplicity in SPψy . We shall call SPψy the spectrum of ψ at the point y (see also [40]). Let
us define the spectrum of ψ , denoted by SPψ , to be the closed subset
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⋃
y∈Y
SPψy
(
=
⋃
y∈Y
SPψy
)
⊂X.
Alternatively, SPψ is the complement of the spectrum of the kernel of ψ , considered as a closed
ideal of C(X). The map ψ can be factored as
C(X)
i∗−→ C(SPψ) ψ1−→ PMk1
(
C(Y )
)
P
with ψ1 an injective homomorphism, where i denotes the inclusion SPψ ↪→X.
Also, if A = PMk1(C(Y ))P , then we shall call the space Y the spectrum of the algebra A,
and write SPA= Y(= SP(id)).
1.10. In 1.9, if we group together all the repeated points in {x1(y), x2(y), . . . , xk(y)}, and sum
their corresponding projections, we can write
ψ(f )(y)=
l∑
i=1
f
(
λi(y)
)
Pi (l  k),
where {λ1(y), λ2(y), . . . , λl(y)} is equal to {x1(y), x2(y), . . . , xk(y)} as a set, but λi(y) = λj (y)
if i = j ; and each Pi is the sum of the projections corresponding to λi(y). If λi(y) has multiplic-
ity m (i.e., it appears m times in {x1(y), x2(y), . . . , xk(y)}), then rank(Pi)=m.
1.11. Set P k(X) = X ×X × · · · ×X︸ ︷︷ ︸
k
/∼, where the equivalence relation ∼ is defined by
(x1, x2, . . . , xk)∼ (x′1, x′2, . . . , x′k) if there is a permutation σ of {1,2, . . . , k} such that xi = x′σ(i),
for each 1 i  k. A metric d on X can be extended to a metric on P k(X) by
d
([x1, x2, . . . , xk], [x′1, x′2, . . . , x′k])= minσ max1ik d(xi, x′σ(i)),
where σ is taken from the set of all permutations, and [x1, . . . , xk] denotes the equivalence class
in P k(X) of (x1, . . . , xk).
1.12. Let X be a metric space with metric d . Two k-tuples of (possibly repeating) points
{x1, x2, . . . , xk} ⊂X and {x′1, x′2, . . . , x′k} ⊂X are said to be paired within η if there is a permu-
tation σ such that
d
(
xi, x
′
σ(i)
)
< η, i = 1,2, . . . , k.
This is equivalent to the following. If one regards (x1, x2, . . . , xk) and (x′1, x′2, . . . , x′k) as two
points in P k(X), then
d
([x1, x2, . . . , xk], [x′1, x′2, . . . , x′k])< η.
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ψ∗ : y → SPψy
defines a map Y → P k(X), if one regards SPψy as an element of P k(X). This map is continuous
(compare with 3.2 and 3.3 in [40]). In terms of this map and the metric d , let us define the spectral
variation of ψ :
SPV(ψ) := the diameter of the image of ψ∗.
Definition 1.14. We shall call the projection Pi in 1.10 the spectral projection of φ at y with
respect to the spectral element λi(y). For a subset X1 ⊂X, we shall call∑
λi(y)∈X1
Pi
the spectral projection of φ at y corresponding to the subset X1 (or with respect to the
subset X1).
In general, for an open set U ⊂X, the spectral projection P(y) of φ at y corresponding to U
does not depend on y continuously. But the following two lemmas are well-known facts (see 1.3
in [11] and 1.2.9 and 1.2.10 of [29]).
Lemma 1.15. Let X be a finite simplicial complex, let X1 ⊂ X be a closed subset, and let
φ : C(X) → Mn(C(Y )) be a homomorphism. For any y0 ∈ Y , if SPφy0 ∩ X1 = ∅, then there
is an open set W 
 y0 such that SPφy ∩X1 = ∅ for any y ∈W .
Another equivalent statement is the following. Let U ⊂X be an open subset. For any y0 ∈ Y ,
if SPφy0 ⊂U , then there is an open set W 
 y0 such that SPφy ⊂U for any y ∈W .
Lemma 1.16. Let U ⊂ X be an open subset. Let φ : C(X) → Mn(C(Y )) be a homomorphism.
Suppose that W ⊂ Y is an open subset such that
SPφy ∩ (U\U)= ∅, ∀y ∈W.
Then the function
y → spectral projection of φ at y corresponding to U
is a continuous function on W . Furthermore, if W is connected then #(SPφy ∩ U) (counting
multiplicity) is the same for any y ∈ W , and the map y → SPφy ∩ U ∈ P lX is a continuous
map on W , where l = #(SPφy ∩ U). Here #(S) denotes the number of elements in the set S
counting multiplicity.
1.17. Let φ : Mk(C(X)) → PMl(C(Y ))P be a unital homomorphism. Set φ(e11) = p, where
e11 is the canonical matrix unit corresponding to the upper left corner. Set
φ1 = φ|e M (C(X))e : C(X)−→ pMl
(
C(Y )
)
p.11 k 11
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φ = φ1 ⊗ idk .
Let us define
SPφy := SP(φ1)y,
SPφ := SPφ1,
SPV(φ) := SPV(φ1).
Suppose that X and Y are connected. Let Q be a projection in Mk(C(X)) and
φ : QMk(C(X))Q → PMl(C(Y ))P be a unital map. By the Dilation lemma (2.13 of [18]),
there are an n, a projection P1 ∈Mn(C(Y )), and a unital homomorphism
φ˜ :Mk
(
C(X)
)−→ P1Mn(C(Y ))P1
such that
φ = φ˜|QMk(C(X))Q.
(Note that this implies that P is a subprojection of P1.) We define:
SPφy := SP φ˜y,
SPφ := SP φ˜,
SPV(φ) := SPV(φ˜).
(Note that these definitions do not depend on the choice of the dilation φ˜.)
1.18. Let φ :Mk(C(X))−→ PMl(C(Y ))P be a (not necessarily unital) homomorphism, where
X and Y are connected finite simplicial complexes. Then
#(SPφy)= rankφ(1k)
rank(1k)
, for any y ∈ Y,
where again #(.) denotes the number of elements in the set counting multiplicity. It is also true
that for any nonzero projection p ∈Mk(C(X)), #(SPφy)= rankφ(p)rank(p) .
1.19. Let X be a compact connected space and let Q be a projection of rank n in MN(C(X)).
The weak variation of a finite set F ⊂QMN(C(X))Q is defined by
ω(F)= sup
Π1,Π2
inf
u∈U(n)maxa∈F
∥∥uΠ1(a)u∗ −Π2(a)∥∥,
where Π1,Π2 run through the set of irreducible representations of QMN(C(X))Q into Mn(C).
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set F ⊂⊕i QiMni (C(Xi))Qi , define the weak variation ω(F) to be maxi ω(πi(F )), where
πi : ⊕j QjMnj (C(Xj ))Qj → QiMni (C(Xi))Qi is the natural projection map onto the i-th
block.
The set F is said to be weakly approximately constant to within ε if ω(F) < ε. Another
description of this concept can be found in [18, 1.4.11] (see also [7, 1.3]).
1.20. The following notations will be frequently used in this article.
(a) As in 1.16 and 1.18 above, we use the notation #(.) to denote the cardinal number of the set
counting multiplicity.
(b) For any metric space X, any x0 ∈X and any c > 0, let
Bc(x0) :=
{
x ∈X ∣∣ d(x, x0) < c}
denote the open ball with radius c and centre x0.
(c) Suppose that A is a C∗-algebra, B ⊂ A is a sub-C∗-algebra, F ⊂ A is a (finite) subset and
let ε > 0. If for each element f ∈ F , there is an element g ∈ B such that ‖f − g‖ < ε,
then we shall say that F is approximately contained in B to within ε, and denote this by
F ⊂ε B .
(d) Let X be a compact metric space. For any δ > 0, a finite set {x1, x2, . . . , xn} is said to be
δ-dense in X, if for any x ∈X, there is xi such that dist(x, xi) < δ.
(e) We shall use • to denote any possible positive integer. To save notation, a1, a2, . . .
may be used for a finite sequence if we do not care how many terms are in the se-
quence. Similarly, A1 ∪ A2 ∪ · · · or A1 ∩ A2 ∩ · · · may be used for a finite union or
a finite intersection. If there is a danger of confusion with an infinite sequence, union
or intersection, we will write them as a1, a2, . . . , a•, A1 ∪ A2 ∪ · · · ∪ A•, A1 ∩ A2 ∩
· · · ∩A•.
(f) In this paper, we often use 1 to denote the units of different unital C∗-algebras. In particular,
if 1 appears in φ(1), where φ is a homomorphism, then 1 is the unit of the domain algebra.
For example for a homomorphism φ :⊕ri=1 Ai −→ B , then 1 in φ(1) means 1⊕ri=1 Ai and
1 in φi(1) means 1Ai .
(g) For any two projections p,q ∈ A, we use the notation [p] [q] to denote that p is unitarily
equivalent to a sub projection of q . And we use p ∼ q to denote that p is unitarily equivalent
to q .
2. The decomposition theorem
2.1. Let X be a finite simplicial complex with simplicial structure σ . In the usual sense, a sub-
complex Y is a union of a collection of simplices of σ such that if a simplex is in the collection,
then all its faces are in the collection. In this paper, we will call a closed subspace Y ⊂ X a sub-
complex of X if there is a subdivision τ of the simplicial structure σ such that Y is a subcomplex
of (X, τ) as in the above usual sense (in such a way, we will not always mention the subdivision τ
of σ ).
First, let us use the characterization theorem of the AH algebras with the ideal property
(see [43]) to prove the following theorem.
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⊕tn
i=1 M[n,i](C(Xn,i)), φn,m) be an AH algebra with the
ideal property. Then for any An and η > 0, there is an m and there are subcomplexes
X1n,i ,X
2
n,i , . . . ,X
tm
n,i ⊂Xn,i for each Xn,i such that the following hold:
(1) SP(φi,jn,m)⊂Xjn,i .
(2) For any point x0 ∈ Xjn,i and any y ∈ Xm,j , SP(φi,jn,m)y ∩ Bη2 (x0,X
j
n,i) = ∅, where
Bη
2
(x0,X
j
n,i)= {x ∈Xjn,i | dist(x, x0) < η2 }.
Proof. Applying Lemma 2.9 of [43] (with η2 in place of δ), there is an m such that for any closed
set F ⊂Xn,i and any j ∈ {1,2, . . . , tm}, the map φi,jn,m satisfies either
SP
(
φ
i,j
n,m
)
y
∩ F = ∅, for all y ∈Xm,j
or
SP
(
φ
i,j
n,m
)
y
∩Bη
4
(F ) = ∅, for all y ∈Xm,j .
Let Fj = {x: Bη4 (x)∩ SP(φ
i,j
n,m)y = ∅, ∀y ∈Xm,j } ⊇ SP(φi,jn,m)=⋃y∈Xm,j SP(φi,jn,m)y .
We can find a subdivision τ of the simplicial complex Xn,i such that each simplex has diam-
eter smaller than η4 . Define the subcomplex X
j
n,i as the union of all the simplices  (and their
faces) of (Xn,i , τ ) with ∩Bη4 (Fj ) = ∅ (consequently, X
j
n,i ⊇ Bη4 (Fj )). It is straightforward to
verify the conditions (1) and (2) of the theorem. 
2.3. Let Xjn,i be the finite simplicial complex as defined in the proof of Theorem 2.2. We can
write Xjn,i as disjoint union of Z1 ∪ Z2 ∪ · · · ∪ Z•, where Zk are connected subsimplicial com-
plexes of Xjn,i . We will prove the following lemma.
Lemma 2.4. Let η and Zk be as the above. For any x ∈ Zk , y ∈Xm,j , SP(φi,jn,m)y ∩Bη(x,Zk) =
∅.
Proof. Note that Zk ⊂Xjn,i . If x ∈ Zk , then there is a simplex  
 x (of Zk) such that
∩Bη
4
(Fj ) = ∅.
Let x′ ∈ ∩Bη
4
(Fj ). Then x and x′ can be connected by a path in Xjn,i (since  ⊂ Xjn,i is path
connected). Since x′ ∈ Bη
4
(Fj ), there is a point x′′ ∈ Fj , such that dist(x′, x′′) < η4 . From the
general assumption in 1.5, Xn,i itself is a path connected simplicial complex whose open ball
Bη
4
(x′′) is also path connected. Note that from the definition of Xjn,i in the proof of Theorem 2.2,
X
j
n,i ⊃ Bη4 (Fj ). Hence Bη4 (x′′) ⊂ X
j
n,i . So x′ and x′′ can be connected by a path in X
j
n,i . For
any y ∈Xm,j , since Bη (x′′)∩SP(φi,jn,m)y = ∅, there is a point x′′′ ∈ Bη (x′′)∩SP(φi,jn,m)y ⊂Xj .4 4 n,i
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4
(x′′) ⊂ Xjn,i . So x and x′′′ can be connected by a path in
X
j
n,i . Hence x
′′′ ∈ Zk . The lemma follows from
dist
(
x, x′′′
)
 dist
(
x, x′
)+ dist(x′, x′′)+ dist(x′′, x′′′) 3η
4
< η. 
Lemma 2.5. Let A = lim−→(An =
⊕tn
i=1 M[n,i](C(Xn,i)), φn,m) be an AH algebra with the ideal
property. For any η > 0, there is m > n such that for each pair of indices
i ∈ {1,2, . . . , tn}, j ∈ {1,2, . . . , tm}, φi,jn,m : Ain −→ Ajm can be written as a composition
Ain
π−→⊕s Bi,j,s ⊕φs−−→ Ajm, with Bi,j,s =⊕M[n,i](C(Y j,si )), where Y j,si ⊂ Xn,i are connectedfinite simplicial complexes, π is defined by
π(f )= (f |
Y
j,1
i
, f |
Y
j,2
i
, . . . , f |
Y
j,•
i
) ∈
⊕
s
Bi,j,s ,
and φs : Bi,j,s −→Ajm satisfies that for any y ∈ Ym,j , SP(φs)y is η-dense in Y j,si , that is,
SP
(
φs
)
y
∩Bη
(
x0, Y
j,s
i
) = ∅
for all y ∈ Ym,j and x0 ∈ Y j,si .
Proof. For each i, j from Theorem 2.2, φi,jn,m factors as
M[n,i]
(
C(Xn,i)
) π−→M[n,i](C(Xjn,i))−→Ajm.
Let Y j,si = Zs as in 2.3, then Xjn,i =
⋃
s Y
j,s
i . Hence M[n,i](C(X
j
n,i))=
⊕
s M[n,i](C(Y
j,s
i )). Let
φs = φi,jn,m|M[n,i](C(Y j,si )). This ends the proof. 
2.6. The following terminology is quoted from 4.26 of [29] (see also [33,34]): For any η > 0,
δ > 0, a unital homomorphism φ : PMk(C(X))P −→ QMk′(C(Y ))Q is said to have the prop-
erty sdp(η, δ) (spectral distribution property with respect to η and δ) if for any η-ball Bη(x) and
any point y ∈ Y ,
#
(
SPφy ∩Bη(x)
)
 δ#(SPφy)
(
= δ rank(Q)
rank(P )
)
counting multiplicity. Any homomorphism
φ :
⊕
i
PiMki
(
C(Xi)
)
Pi −→
⊕
j
QjMlj
(
C(Yj )
)
Qj
is said to have the property sdp(η, δ) if each partial map
φi,j : PiMk
(
C(Xi)
)
Pi −→ φi,j (Pi)Ml
(
C(Yj )
)
φi,j (Pi)i i
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property defined in [29] and it is weaker than the corresponding property defined in [20] (see 2.1
of [20]).) Note that by definition, a nonunital homomorphism φ : Mk(C(X)) −→ Ml(C(Y )) has
the property sdp(η, δ) if and only if the corresponding unital map
φ :Mk
(
C(X)
)−→ φ(1k)Ml(C(Y ))φ(1k)
has the property sdp(η, δ).
Lemma 2.7. Let φ : ⊕si=1 Mki (C(Xi)) −→ ⊕ti=1 Mli (C(Yi)) and ψ : ⊕ti=1 Mli (C(Yi)) −→⊕u
i=1 Mmi (C(Zi)) be homomorphisms. If φ satisfies the following dichotomy condition:
(∗): for each pair i, j , the homomorphisms
φi,j :Mki
(
C(Xi)
)−→Mlj (C(Yj ))
either has the property sdp(η, δ) or is the zero homomorphism, then the composition ψ ◦ φ
also satisfies the dichotomy condition: for each pair i, j the partial map
(ψ ◦ φ)i,j =
t⊕
i′=1
ψi
′,j ◦ φi,i′ :Mki
(
C(Xi)
)−→Mnj (C(Zj ))
either has the property sdp(η, δ) or is the zero homomorphism.
Proof. For each z ∈Zj ,
SP(ψ ◦ φ)i,jz =
t⋃
i′=1
⋃
y∈SPψi′,jz
SPφi,i′y .
Since φ satisfies the dichotomy condition, for any η-ball Bη(x) and i′, we know that
#
(
SP
(
φi,i
′)
y
∩Bη(x)
)
 δ rankφ
i,i′(1ki )
rank(1ki )
.
(Note that if φi,i′ = 0, then both sides of the above inequality are zero, so the inequality still
holds.) Also, from 1.18
#
(
SP
(
ψ
i′,j
z
))= rankψi′,j (p)
rank(p)
for any nonzero projection p ∈ Mli′ (C(Yi′)). For each triple i, i′, j , with φi,i
′
(1ki ) = 0, let
φi,i
′
(1k )= p, theni
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(
SP
(
ψi
′,j ◦ φi,i′)
z
∩Bη(x)
)= ∑
y∈SPψi′,jz
#
(
SPφi,i′y ∩Bη(x)
)
 rankψ
i′,j (φi,i
′
(1ki ))
rankφi,i′(1ki )
δ
rankφi,i′(1ki )
rank(1ki )
= δ rankψ
i′,j (φi,i
′
(1ki ))
rank(1ki )
.
Hence
#
(
SP(ψ ◦ φ)i,jz ∩Bη(x)
)=∑
i′
#
(
SP
(
ψi
′,j ◦ φi,i′)
z
∩Bη(x)
)
 δ
∑
rankψi′,j (φi,i′(1ki ))
rank(1ki )
= δ rank(ψ ◦ φ)
i,j (1ki )
rank(1ki )
. 
Lemma 2.8. Let A = lim−→(An =
⊕tn
i=1 M[n,i](C(Xn,i)), φn,m) be an AH algebra with the ideal
property. For An and any η > 0, there exist a δ > 0, a positive integer m > n, connected finite
simplicial complexes Z1i ,Z2i , . . . ,Z•i ⊂Xn,i , i = 1,2, . . . , tn, and a homomorphism
φ : B =
tn⊕
i=1
⊕
s
M[n,i]
(
C
(
Zsi
))−→Am
such that
(1) φn,m factors as An π−→ B φ−→Am, where π is defined by
π(f )= (f |Z1i , f |Z2i , . . . , f |Z•i ) ∈
⊕
s
M[n,i]
(
C
(
Zsi
))⊂ B,
for any f ∈M[n,i](C(Xn,i)).
(2) The homomorphism φ satisfies the dichotomy condition (∗): for each Zsi , the partial map
φ(i,s),j :M[n,i]
(
C
(
Zsi
))−→Ajm
either has the property sdp( η32 , δ) or is the zero map. Furthermore for any m′ > m, each
partial map of φm,m′ ◦ φ satisfies the dichotomy condition (∗): either it has the property
sdp( η32 , δ) or it is the zero map.
Proof. Once we prove the conclusion for m, the conclusion for m′ >m follows from Lemma 2.7.
For any η > 0, apply Lemma 2.5 to η32 (in place of η) to obtain m, connected finite simplicial
complexes Y j,s (for each pair i, j with φi,jn,m = 0) and homomorphismsi
2132 G. Gong et al. / Journal of Functional Analysis 258 (2010) 2119–2143φs :M[n,i]
(
C
(
Y
j,s
i
))−→Ajm
as described in Lemma 2.5. Choose
δ = min 1
rank(φs(1
M[n,i](C(Y j,si ))
))
.
From Lemma 2.5, φn,m :An −→Am factors through as
An
π−→
tn⊕
i=1
tm⊕
j=1
⊕
s
M[n,i]
(
C
(
Y
j,s
i
)) ⊕i⊕j ⊕s φs−−−−−−−−→Am.
Order the spaces Y 1,1i , Y
1,2
i , . . . , Y
2,1
i , Y
2,2
i , . . . , and rename them as Z
1
i ,Z
2
i , . . . ,Z
t
i , . . . ,Z
•
i . Let
B =
tn⊕
i=1
⊕
t
M[n,i]
(
C
(
Zti
))= tn⊕
i=1
tm⊕
j=1
⊕
s
M[n,i]
(
C
(
Y
j,s
i
))
and φ =⊕tni=1⊕tmj=1⊕s φs . Then for each Zti and Ajm, either the partial map
φ(i,t),j :M[n,i]
(
C
(
Zti
))−→Ajm
is zero (when Zti = Y j1,si with j1 = j ) or SP(φ(i,t),j )y is η32 dense in Zti for any y ∈ Xm,j when
Zti = Y j,si . In the second case, for any y ∈ Xm,j , the η32 -ball B η32 (x) ⊂ Zti contains at least one
element in SP(φ(i,t),j )y . So
#
(
SP
(
φ(i,t),j
)
y
∩B η
32
(x)
)
 1 δ
(
#
(
SP
(
φ(i,t),j
)
y
))
since
#
(
SP
(
φ(i,t),j
)
y
)= rankφ(i,t),j (1M[n,i](C(Zki )))
rank(1M[n,i](C(Zki )))
 rank
(
φ(i,t),j (1M[n,i](C(Zki )))
)
(see the definition of δ). Hence φ(i,t),j has the property sdp( η32 , δ). 
The following lemma is a modification of Lemma 2.11 of [43].
Lemma 2.9. (Cf. [43].) Let A = lim−→(An =
⊕tn
i=1 M[n,i](C(Xn,i)), φn,m) be an AH algebra with
the ideal property and with very slow dimension growth. For any An, finite set Fn =⊕F in ⊂An,
ε > 0, and positive integers L1 and L2, there is an Am, such that for each pair (i, j), one of the
following conditions holds:
(i) rank(φ
i,j
n,m(1Ain ))
rank(1 i )  L1(L2 + dimXm.j )3, orAn
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ψ :Ain −→ φi,jn,m(1Ain)A
j
mφ
i,j
n,m(1Ain)
with finite dimensional image such that ‖φi,jn,m(f )−ψ(f )‖< ε for all f ∈ F in.
Proof. From the definition of the very slow dimension growth condition 1.6, there is an M > 0,
such that
lim
m−→∞ mindim(Xm,j )>M
rank(φn,m(1Ain )) =0
rank(φi,jn,m(1Ain))
(dimXm,j + 1)3 = +∞.
Therefore there is an N such that for m>N , for each block Ajm, either dim(Xm,j )M or
rankφi,jn,m(1Ain) L1(L2)
3(dimXm,j + 1)3 rank(1Ain)
 L1(L2 + dimXm,j )3 rank(1Ain).
Now applying Lemma 2.10 of [43] to the integer G = L1(L2 + M + 1)3 maxi{rank(1Ain)}, one
can obtain an m > N such that either φi,jn,m is at least G-large (see [10] for the definition of
L-large, where L is a positive integer) or∥∥φi,jn,m(f )−ψ(f )∥∥< ε, ∀f ∈ F in
for a homomorphism
ψ :Ain −→ φi,jn,m(1Ain)A
j
mφ
i,j
n,m(1Ain)
with finite dimensional image. Now we can verify that Am is as desired as the follows. If
rank
(
φ
i,j
n,m(1Ain)
)
<L1(L2 + dimXm,j )3 rank(1Ain),
then dim(Xm,j )M . Therefore
rank
(
φ
i,j
n,m(1Ain)
)
<L1(L2 +M + 1)3 rank(1Ain)G.
That is, φi,jn,m cannot be G-large. Hence the condition (ii) of the lemma holds. 
2.10. Suppose that F ⊂ Mk(C(X)) is a finite set and ε > 0. Let F ′ ⊂ C(X) be the finite set
consisting of all the entries of the elements in F and ε′ = ε
k
, where k is the order of the matrix
algebra Mk(C(X)).
It is well known that, for any k × k matrix a = (aij ) ∈ Mk(B) with entries aij ∈ B , ‖a‖ 
kmaxij ‖aij‖. This implies the following two facts.
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),Fact 1. If φ1,ψ1 ∈ Map(C(X),B) are (completely positive) linear ∗-contraction (as the notation
in 1.1) which satisfy ∥∥φ1(f )−ψ1(f )∥∥< ε′, ∀f ∈ F ′,
then φ := φ1 ⊗ idk ∈ Map(Mk(C(X)),Mk(B)) and ψ := ψ1 ⊗ idk ∈ Map(Mk(C(X)),Mk(B))
satisfy ∥∥φ(f )−ψ(f )∥∥< ε, ∀f ∈ F.
Fact 2. Suppose that φ1 ∈ Map(C(X),M•(C(Y ))) is a (completely positive) linear ∗-contraction.
If φ1(F ′) is weakly approximately constant to within ε′, then φ1 ⊗ idk(F ) is weakly approxi-
mately constant to within ε.
Suppose that a homomorphism φ1 ∈ Hom(C(X),B) has a decomposition as follows.
There exist mutually orthogonal projections p1,p2 ∈ B with p1 + p2 = 1B and ψ1 ∈
Hom(C(X),p2Bp2) such that∥∥φ1(f )− p1φ1(f )p1 ⊕ψ1(f )∥∥< ε′, ∀f ∈ F ′.
Then there is a decomposition for φ := φ1 ⊗ idk :∥∥φ(f )− P1(φ(f ))P1 ⊕ψ(f )∥∥< ε, ∀f ∈ F,
where ψ :=ψ1 ⊗ idk and P1 = p1 ⊗ 1k .
In particular, if B =M•(C(Y )) and ψ1 is described by
ψ1(f )(y)=
∑
f
(
αi(y)
)
qi(y), ∀f ∈ C(X),
where qi ∈ B are projections with ∑qi = p2 and αi : Y → X are continuous maps, then ψ can
be described by
ψ(f )(y)=
∑
qi(y)⊗ f
(
αi(y)
)
, ∀f ∈Mk
(
C(X)
)
,
regarding Mk(M•(C(Y ))) as M•(C(Y ))⊗Mk .
From the above, we know that to decompose φ ∈ Hom(Mk(C(X)),M•(C(Y ))), one only
needs to decompose φ1 := φ|e11Mk(C(X))e11 ∈ Hom(C(X),φ(e11)M•(C(Y ))φ(e11)).
The following proposition is Theorem 4.35 of [29] (see also [5,30,18,35]).
Proposition 2.11. (Cf. [29].) Let X be a connected finite simplicial complex, and ε > η > 0.
For any δ > 0, there is an integer L> 0 such that the following holds.
Suppose that F ⊂ C(X) is a finite set such that dist(x, x′) < 2η implies |f (x) − f (x′)| < ε3for all f ∈ F .
If φ : C(X)→Mk(C(Y )) is a homomorphism with the property sdp( η32 , δ), and rank(φ(1))
2J ·L2 · 2L(dimX+ dimY + 1)3, where Y is a connected finite simplicial complex and J is any
fixed positive integer, then there are three mutually orthogonal projections Q0,Q1,Q2 ∈Mk(C(Y )
G. Gong et al. / Journal of Functional Analysis 258 (2010) 2119–2143 2135a map φ0 ∈ Map(C(X),Q0Mk(C(Y ))Q0)1 and two homomorphisms φ1 ∈
Hom(C(X),Q1Mk(C(Y ))Q1)1 and φ2 ∈ Hom(C(X),Q2Mk(C(Y ))Q2)1 such that
(1) φ(1)=Q0 +Q1 +Q2;
(2) ‖φ(f )− φ0(f )⊕ φ1(f )⊕ φ2(f )‖< ε for all f ∈ F ;
(3) The homomorphism φ2 factors through C[0,1] as
φ2 : C(X) ξ1−→ C[0,1] ξ2−→Q2Mk
(
C(Y )
)
Q2.
Furthermore, if Y = {pt}, then ξ2 is injective;
(4) The set (φ0 ⊕ φ1)(F ) is approximately constant to within ε;
(5) Q1 = p1 + · · · + pn, with J [Q0]  [pi] (i = 1,2, . . . , n), φ0 is defined by φ0(f ) =
Q0φ(f )Q0, and φ1 is defined by
φ1(f )=
n∑
i=1
f (xi)pi, ∀f ∈ C(X),
where p1, . . . , pn are mutually orthogonal projections and {x1, x2, . . . , xn} ⊂ X is an ε-
dense subset of X. (Again by J [p]  [q], we mean that p ⊕ p ⊕ · · · ⊕ p︸ ︷︷ ︸
J
is (unitarily)
equivalent to a subprojection of q .)
Furthermore, we can choose any two of the projections Q0,Q1,Q2 to be trivial, if we wish. If
φ(1) is trivial, then all of them can be chosen to be trivial projections.
The following theorem is one of the main results of this article. It will be used in Section 3
and in [31].
Theorem 2.12. Let A= lim−→(An =
⊕tn
i=1 M[n,i](C(Xn,i)), φn,m) be an AH algebra with the ideal
property and with very slow dimension growth condition. For any An, finite set F =⊕tni=1 F in ⊂
An, positive integer J and ε > 0, there exists m and there exist projections Q0,Q1,Q2 ∈ Am
with Q0 + Q1 + Q2 = φn,m(1An), a unital map ψ0 ∈ Map(An,Q0AmQ0)1 and two unital ho-
momorphisms ψ1 ∈ Hom(An,Q1AmQ1)1, ψ2 ∈ Hom(An,Q2AmQ2)1, such that the following
statements are true.
(1) ‖φn,m(f )− (ψ0(f )⊕ψ1(f )⊕ψ2(f ))‖< ε, for all f ∈ F .
(2) The set (ψ0 ⊕ψ1)(F ) is weakly approximately constant to within ε.
(3) The homomorphism ψ2 factors through C—a finite direct sum of matrix algebras over
C[0,1] or C as
ψ2 :An ξ1−→ C ξ2−→Q2AmQ2,
where ξ1 and ξ2 are unital homomorphisms.
(4) Let ψi,j0 : Ain −→ ψi,j0 (1Ain)A
j
mψ
i,j
0 (1Ain) and ψ
i,j
1 : Ain −→ ψi,j1 (1Ain)A
j
mψ
i,j
1 (1Ain) be the
corresponding partial maps of ψ0 and ψ1. For each pair (i, j), one of the following is true:
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(ii) ψi,j1 is a homomorphism with finite dimensional image and for each nonzero projection
e ∈An (including any rank one projection)
[
ψ
i,j
1 (e)
]
> J
[
ψ
i,j
0 (1Ain)
]
(∈Am).
Furthermore, we can assume that Qj0 , Q
j
1 are trivial projections in Ajm.
Proof. Fixed An, a finite set F =⊕tni=1 F in ⊂An, and ε > 0. Let ε′ = εmax1itn {[n,i]} . Let F ′ i ⊂
C(Xn,i) be the finite set consisting of all the entries of the elements in F in(⊂ M[n,i](C(Xn,i))).
Let η > 0 (η  ε) be such that if x, x′ ∈ Xn,i (i = 1,2, . . . , tn) and dist(x, x′) < 2η, then
|f (x)− f (x′)|< ε′3 , for all f ∈ F ′ i .
Applying Lemma 2.8 to An and η, there exist an m1 > n, connected finite simplicial complex
Z1i ,Z
2
i , . . . ,Z
•
i ⊂ Xn,i , i = 1,2, . . . , tn and a homomorphism φ′ :
⊕
i
⊕
s M[n,i](C(Zsi )) −→
Am1 satisfying the following conditions:
(1) φn,m1 = φ′ ◦ π , where π :An −→
⊕
i
⊕
s M[n,i](C(Zsi )) is the restriction map, and
(2) φ′ satisfies the dichotomy condition (∗): for each Zsi and Ajm1 , the partial map
φ′(i,s),j : M[n,i](C(Zsi )) −→ Ajm1 either has the property sdp( η32 , δ) or is the zero map. Let
B =⊕i⊕s M[n,i](C(Zsi )). Let L > 0 be the number in Proposition 2.11 corresponding to
ε′, η and δ. Set F (i,s) = π(F in) ⊂ M[n,i](C(Zsi )) and F ′ (i,s) = π(F ′ i ) ⊂ C(Zi), where π is
restriction map either from M[n,i](C(Xn,i)) to M[n,i](C(Zi)) or from C(Xn,i) to C(Zi). Set
Λ = maxi,s dimZsi , T = maxi[n, i]. Now applying Lemma 2.9, there is m > m1, such that
each partial map
φ(i,s),j :M[n,i]
(
C
(
Zsi
))−→Ajm1
of φ := φm1,m ◦ φ′ : B −→Am satisfies one of the following two conditions.
(a) There is a unital homomorphism with finite dimensional image
ψ
(i,s),j
2 :M[n,i]
(
C
(
Zsi
))−→ φ(i,s),j (1)Ajmφ(i,s),j (1)
such that ‖φ(i,s),j (f )−ψ(i,s),j2 (f )‖<  for all f ∈ F (i,s).
(b) φ(i,s),j is 2JTL22L(Λ+ dimXm,j + 1)3-large.
For each partial map φ(i,s),j satisfying (a), let ψ(i,s),j0 = 0 and ψ(i,s),j1 = 0, and let ψ(i,s),j2 be
the homomorphism appeared in the condition (a).
For each partial map φ(i,s),j satisfying condition (b), we will define ψ(i,s),j0 , ψ(i,s),j1 and
ψ
(i,s),j
2 as below. Let P = φ(i,s),j (1) and p = ψ(i,s),j (e11), where e11 is the matrix unit corre-
sponding to the upper left corner in M[n,i](C(Zsi )). Set
φ
(i,s),j := φ(i,s),j ∣∣ s : C(Zsi )−→ pAjmp.1 e11M[n,i](C(Zi ))e11
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has property sdp( η32 , δ). Recall
F ′ (i,s) = {f |Zsi : f ∈ F ′ i}, F (i,s) = {f |Zsi : f ∈ F i}⊂M[n,i](C(Zsi )).
Note that Zsi is a subspace of Xn,i with the induced metric. So for any function f ∈ F ′ (i,s), if
dist(x, x′) 2η, then |f (x)− f (x′)|< ε′3 . Applying Proposition 2.11 (and note that L is chosen
as in the proposition) to
φ
(i,s),j
1 : C
(
Zsi
)−→ pAjmp,
we obtain ψ ′ (i,s),j0 , ψ
′ (i,s),j
1 and ψ
′ (i,s),j
2 as in the proposition. That is, the following are true.
(1) ‖φ(i,s),j1 (f )− (ψ ′ (i,s),j0 ⊕ψ ′ (i,s),j1 ⊕ψ ′ (i,s),j2 )(f )‖< ε′, for all f ∈ F ′ (i,s).
(2) ψ ′ (i,s),j2 factors through C[0,1] or C.
(3) The set (ψ ′ (i,s),j0 ⊕ψ ′ (i,s),j1 )(F ′ (i,s)) is weakly approximately constant to within ε′.
(4) ψ ′ (i,s),j1 is a homomorphism with finite dimensional image and if ψ ′ (i,s),j0 = 0, then[
ψ
′ (i,s),j
1 (1)
]
 JTψ ′ (i,s),j0 (1),
where 1 is the unit of C(Zsi ).
Let A be the set of all s such that each φ(i,s),j satisfies condition (a), and B be the complement
of A. Hence for any s ∈ B , φ(i,s),j satisfies condition (b). Let
ψ
i,j
0 =
⊕
s∈B
(
ψ
′ (i,s),j
0 ⊗ id[n,i]
) ◦ πi,s,
ψ
i,j
1 =
⊕
s∈B
(
ψ
′ (i,s),j
1 ⊗ id[n,i]
) ◦ πi,s,
ψ
i,j
2 =
(⊕
s∈B
(
ψ
′ (i,s),j
2 ⊗ id[n,i]
) ◦ πi,s)⊕(⊕
s∈A
ψ
(i,s),j
2 ◦ πi,s
)
,
where πi,s : M[n,i](C(Xn,i)) −→ M[n,i](C(Zsi )) is the restriction map. Then by 2.10,
(ψ
i,j
0 ⊕ψi,j1 )(F ) is weakly approximately constant to within ε and∥∥ψi,jn,m(f )− (ψi,j0 ⊕ψi,j1 ⊕ψi,j2 )(f )∥∥< ε,
for all f ∈ F ′ (i,s). Let ψ0, ψ1 and ψ2 be the maps with partial maps ψi,j0 ,ψi,j1 and ψi,j2 . Evi-
dently, all the requirements of the theorem are satisfied. 
Corollary 2.13. We use the notation in Theorem 2.12. For any An, any projection P =⊕
P i ∈⊕Ain, any finite set F =⊕F i ⊂⊕P iAinP i = PAnP , any positive integer J , and
any number ε > 0, there are an Am, mutually orthogonal projections Q0,Q1,Q2 ∈ Am with
2138 G. Gong et al. / Journal of Functional Analysis 258 (2010) 2119–2143Q0 + Q1 + Q2 = φn,m(1An) a unital map ψ0 ∈ Map(An,Q0AmQ0)1 and two unital homo-
morphisms ψ1 ∈ Hom(An,Q1AmQ1)1, ψ2 ∈ Hom(An,Q2AmQ2)1, such that for each pair
(i, j), ψ
i,j
0 (Pi) and ψ
i,j
0 (1Ain − Pi) are mutually orthogonal projections and the approximate
decomposition of φ′n,m := φn,m|PAnP as direct sum of ψ ′0 := ψ0|PAnP , ψ ′1 := ψ1|PAnP and
ψ ′2 :=ψ2|PAnP , satisfies the following conditions:
(1) ‖ψ ′n,m(f )− (ψ ′0 ⊕ψ ′1 ⊕ψ ′2)(f )‖< , for all f ∈ F .
(2) ψ ′2 factors through a finite direct sum of matrix algebras over C[0,1] or C.
(3) If ψ ′ i,j0 = 0, then for any nonzero projection e ∈ P iAinP i , [ψ ′ i,j1 (e)]> J [ψ ′ i,j0 (P ′)](∈Ajm).
(4) ψ ′0 is F − ε multiplicative.
Proof. The proof of the corollary without (4) is completely the same as the proof of Corol-
lary 4.39 of [29]. (4) follows from 4.40 of [29] combined with (1) with a modified set F and
positive number ε. 
3. The main theorem
The following proposition is what was proved in the proof of Theorem 2.6 of [43] (see p. 168
of [43]), though the statement is a little different from the theorem in [43].
Proposition 3.1. (Cf. [43].) Let A = lim−→(An,φn,m) be an AH algebra with the ideal property
and with slow dimension growth (see [27]). There exist a sequence of positive integers l1 < l2 <
l3 < · · · and a sequence of homomorphisms ψn,n+1 : Aln −→ Aln+1 such that each φln,ln+1 is
homotopic to ψn,n+1 and such that B = lim−→(Aln,ψn,m) is of real rank zero.
Remark 3.2. In Proposition 3.1, if we further assume that K∗(A) is torsion free, then K∗(B) is
torsion free. By the classification of the real rank zero AH algebras in [8], B is isomorphic to
an inductive limit of direct sums of matrix algebras over C(S1). That is, B is an AT algebra.
In particular by 4.3 of [14], for any finite set F ⊂ Aln , there are an m, a circle algebra A0—a
finite direct sum of matrix algebras over C(S1) and a homomorphism ξ : A0 −→ Alm such that
ψn,m(F )⊂ε ξ(A0).
Lemma 3.3. Let A = lim−→(An =
⊕tn
i=1 M[n,i](C(Xn,i)), φn,m) be an AH algebra with the ideal
property, with slow dimension growth, and with torsion free K-group K∗(A). Then for any
projection R ∈ An, finite set F ⊂ RAnR and ε > 0, there exist an Am, a unital homomor-
phism ψ : RAnR −→ φn,m(R)Amφn,m(R) and a circle algebra A0 with a homomorphism
ξ :A0 −→ φn,m(R)Anφn,m(R) such that
(1) φn,m|RAnR ∼h ψ , and
(2) ψ(F)⊂ ξ(A0).
Proof. Apply Remark 3.2 and Proposition 3.1 to the inductive limit lim−→(A
′
l = φn,l(R)Alφn,l(R),
φl,m|A′l ) beginning with A′n =RAnR. 
The following proposition was stated in Theorem 1.6.9 of [29] (see also Theorem 2.29
of [18]).
G. Gong et al. / Journal of Functional Analysis 258 (2010) 2119–2143 2139Proposition 3.4. (Cf. [29,18].) Suppose that A = ⊕si=1 Mki (C(Xi)) and F ⊂ A is weakly
approximately constant to within ε, where Xi are finite CW complexes. Suppose that C is a
C∗-algebra and that the homomorphisms φ and ψ ∈ Hom(A,C) are homotopic to each other.
There are a finite set G⊂ C, a number δ > 0, and a positive integer L> 0 such that the following
is true:
If B is a unital C∗-algebra, p ∈ B is a projection, λ0 ∈ Map(C,pBp) is G–δ multiplicative,
λ1 ∈ Hom(C, (1−p)B(1−p)) is a homomorphism with finite dimensional image satisfying that
for each i ∈ {1,2, . . . , s}, [(λ1 ◦ φ)(ei11)]  L · [p], where ei11 is the matrix unit (of upper left
corner) of the i-th block, Mki (C(Xi)), of A, then there is a unitary u ∈ B such that∥∥(λ ◦ φ)(f )− u(λ ◦ψ)(f )u∗∥∥< 8ε, ∀f ∈ F,
where λ ∈ Map(A1,B) is defined by λ= λ0 ⊕ λ1.
Lemma 3.5. Let C be a finite direct sum of matrix algebras over C(S1), and ξ : C −→ A be a
homomorphism, and F ⊂A be a finite set with F ⊂a ξ(C), where a is a positive number. For any
ε > 0, there exist a finite set G ⊂ A and δ > 0 such that if φ : A −→ A′ is a G–δ multiplicative
map, then there is a homomorphism ξ ′ : C −→A′ such that φ(F )⊂a+ε ξ ′(C).
Proof. Since F ⊂a ξ(C), there is a finite set F1 ⊂ C such that F ⊂a ξ(F1). It is well known
(see [14] or Lemma 1.6.1 of [29]) that there exist a finite set G1 ⊂ C and δ > 0 such that if a
map τ : C −→ A′ is a G1–δ multiplicative, then there is a homomorphism τ ′ : C −→ A′ such
that ‖τ ′(f ) − τ(f )‖ < ε for all f ∈ F1. Let G = ξ(G1). If φ : A −→ A′ is G–δ multiplica-
tive, then φ ◦ ξ is G1–δ multiplicative, then there is a homomorphism ξ ′ : C −→ A′ such that
‖ξ ′(f ) − φ ◦ ξ(f )‖ < ε for all f ∈ F1. It follows that φ ◦ ξ(F1) ⊂ε ξ ′(F1). Combining with
φ(F )⊂a (φ ◦ ξ)(F1), we obtain φ(F )⊂a+ε ξ ′(F1)(⊂ ξ ′(C)). 
The following theorem is the main result of this article.
Theorem 3.6. Let A = lim−→(An =
⊕tn
i=1 M[n,i](C(Xn,i)), φn,m) be an AH algebra with the ideal
property and with very slow dimension growth. Suppose that K∗(A) is torsion free. Then A is an
AT algebra—i.e. an inductive limit of finite direct sums of matrix algebras over C(S1).
Proof. By Theorem 4.3 of [14], it is sufficient to prove that for any finite set F ⊂ An and
ε > 0, there is a subalgebra A0 ⊂ A which is a finite direct sum of matrix algebras over
C(S1) (or quotients of C(S1)) such that F ⊂ε A0. Note that both C and C[0,1] are quotients
of C(S1).
We will construct A0 in a certain Am for a large integer m. That is, we will construct A0 ⊂Am
such that φn,m(F )⊂ε A0.
Step 1. Applying Theorem 2.12 to F ⊂ An, ε32 , there exist m1 > n, orthogonal projections
Q0,Q1,Q2 ∈ Am1 with Q0,Q1 trivial and Q0 + Q1 + Q2 = φn,m1(1An), a unital com-
pletely positive map ψ0 ⊕ ψ1 : An −→ (Q0 ⊕ Q1)Am1(Q0 ⊕ Q1) and a unital homomorphism
ψ2 :An −→Q2Am1Q2 such that
(i) ‖φn,m1(f )− (ψ0 ⊕ψ1)(f )⊕ψ2(f )‖< ε32 < ε4 , for all f ∈ F .(ii) (ψ0 ⊕ψ1)(F ) is weakly approximately constant to within ε in (Q0 ⊕Q1)Am (Q0 ⊕Q1).32 1
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An −→ B ψ
′
2−→Q2Am1Q2.
It follows that
φn,m1(F )⊂ ε4 (ψ0 ⊕ψ1)(F )⊕ψ2(F )
(⊂ (ψ0 ⊕ψ1)(F )⊕ψ ′2(B)). (∗)
Step 2. By Lemma 3.3 applied to Am1, ε8 , R := Q0 + Q1 and F1 := (ψ0 ⊕ ψ1)(F ) ⊂ RAm1R,
there exist an m2 > m1, a C∗-algebra C—a finite direct sum of matrix algebras over C(S1),
a homomorphism β : RAm1R −→ φm1,m2(R)Am2φm1,m2(R) and a homomorphism ξ : C −→
φm1,m2(R)Am2φm1,m2(R), such that
(i) β(F1)= β((ψ0 ⊕ψ1)(F ))⊂ 8 ξ(C).(ii) φm1,m2 |RAm1R ∼h β .
Write W := φm1,m2(R) as W =
⊕tm2
j=1 Wj ∈
⊕
A
j
m2 .
Step 3. Considering ε32 , F1 ⊂ RAm1R, which is weakly approximately constant to within ε32 ,
and the homotopic homomorphisms
β and φm1,m2 |RAm1R :RAm1R −→WAm2W,
there exist a finite set G⊂WAm2W , a number δ > 0, and a positive integer J > 0 as in Proposi-
tion 3.4. That is, if A is a unital C∗-algebra, p ∈ A is a projection, λ0 ∈ Map(WAm2W,pAp) is
a G–δ multiplicative map, and λ1 ∈ Hom(WAm2W,(1 − p)A(1 − p)) is a homomorphism with
finite dimensional image, satisfying the following condition: λ0(Wi) are projections, and for any
nonzero projection e ∈WiAim2Wi , [λ1(e)] J [λ0(Wi)], then there is a unitary u ∈A such that∥∥((λ0 ⊕ λ1) ◦ φm1,m2)(f )− u(((λ0 ⊕ λ1) ◦ β)(f ))u∗∥∥< 8 ε32 = ε4 ,
for all f ∈ F1 ⊂RAm1R.
Applying Lemma 3.5 to ξ : C −→ φm1,m2(R)Am2φm1,m2(R), β(F1) ⊂a ξ(C) with a = ε8
and ε8 (in place of ε), by making G larger and δ smaller (if necessary), we can further assume
that there is a homomorphism ξ ′ : C −→A such that
(λ0 ⊕ λ1)
(
β(F1)
)⊂ ε
8 + ε8 ξ
′(C).
Step 4. By Corollary 2.13 applied to WAm2W , min( ε4 , δ) and the finite set
F2 := φm1,m2(F1)∪G⊂WAm2W,
there exist an m > m2, orthogonal projections P0,P1,P2 ∈ φm2,m(W)Amφm2,m(W) with
P0 +P1 +P2 = φm2,m(W) and λ0 ∈ Map(WAm2W,P0AmP0)1, λ1 ∈ Hom(WAm2W,P1AmP1),
λ2 ∈ Hom(WAm W,P2AmP2)1 such that2
G. Gong et al. / Journal of Functional Analysis 258 (2010) 2119–2143 2141(i) ‖φm2,m(f )− λ0(f )⊕ λ1(f )⊕ λ2(f )‖< 4 for all f ∈ F2.(ii) λ2 factors through D—a finite direct sum of matrix algebras over C and C[0,1] as
WAm2W −→D
λ′2−→ P2AmP2.
(iii) λ1 has finite dimensional image and for any nonzero projection e ∈WiAim2Wi ,[
λ1(e)
]
 J
[
λ0
(
Wi
)]
(∈Am).
(iv) λ0 is G–δ multiplicative.
As a consequence of Step 3, there is a unitary u ∈ (P0 ⊕ P1)Am(P0 ⊕ P1) such that
(v) ‖(λ0 ⊕ λ1)(φm1,m2(f ))− u(λ0 ⊕ λ1)(β(f ))u∗‖< ε4 , for all f ∈ F1 = (ψ0 ⊕ψ1)(F ). Also
there is a homomorphism ξ ′ : C −→ (P0 ⊕ P1)Am(P0 ⊕ P1) (as in Step 3) such that
(λ0 ⊕ λ1)
(
β(F1)
)⊂ 
4
ξ ′(C). (∗∗)
Step 5. From (ii) of Step 4, (λ2 ◦ φm1,m2 ◦ (ψ0 ⊕ψ1))(F ) ⊂ λ′2(D). Combining this with (i) of
Step 4, we have(
φm2,m ◦ φm1,m2 ◦ (ψ0 ⊕ψ1)
)
(F )⊂ 
4
(
(λ0 ⊕ λ1) ◦ φm1,m2 ◦ (ψ0 ⊕ψ1)
)
(F )⊕ λ′2(D).
That is,
φm1,m
(
(ψ0 ⊕ψ1)(F )
)⊂ 
4
(
(λ0 ⊕ λ1) ◦ φm1,m2 ◦ (ψ0 ⊕ψ1)
)
(F )⊕ λ′2(D). (∗∗∗)
From (∗∗), we have ((λ0 ⊕ λ1) ◦β ◦ (ψ0 ⊕ψ1))(F )⊂ ε4 ξ ′(C). Combining with (v) of Step 4,(
(λ0 ⊕ λ1) ◦ φm1,m2 ◦ (ψ0 ⊕ψ1)
)
(F )⊂ ε
4 + ε4
(
Adu ◦ ξ ′)(C). (∗∗∗∗)
Combining (∗∗∗) and (∗∗∗∗), we have(
φm1,m ◦ (ψ0 ⊕ψ1)
)
(F )⊂ ε
4 + ε2
(
Adu ◦ ξ ′)(C)⊕ λ′2(D). (∗∗∗∗∗)
From (∗) in Step 1, we have φn,m(F )⊂ ε4 (φm1,m ◦ (ψ0 ⊕ψ1))(F )⊕ (φm1,m ◦ψ ′2)(B).
Combining this with (∗∗∗∗∗), we have
φn,m(F )⊂ 3ε
4 + ε4
(
Adu ◦ ξ ′)(C)⊕ λ′2(D)⊕ (φm1,m ◦ψ ′2)(B).
Let A0 = (Adu ◦ ξ ′)(C)⊕ λ′2(D)⊕ (φm1,m ◦ψ ′2)(B)⊂Am.
Since B , C, D are finite direct sums of matrix algebras over C(S1), C[0,1] and C and
Adu ◦ ξ ′, λ′2 and φm1,m ◦ ψ ′2 are homomorphisms, we know that A0 is a finite direct sum of
matrix algebras over C(S1) (or quotients of C(S1)).
By Theorem 4.3 of [14], the limit algebra A is an inductive limit of finite direct sums of matrix
algebras over C(S1). 
2142 G. Gong et al. / Journal of Functional Analysis 258 (2010) 2119–2143The following theorem follows from 1.7 and the above main theorem.
Theorem 3.7. Let A = lim−→(An =
⊕tn
i=1 Pn,iM[n,i](C(Xn,i))Pn,i , φn,m) be an AH algebra with
the ideal property and with very slow dimension growth. Suppose that K∗(A) is torsion free.
Then A is an AT algebra.
Remark 3.8. If in addition to the condition that K∗(A) is torsion free, we also assume that
K1(A) = 0, then A is an AI-algebra—an inductive limit of finite direct sums of matrix algebras
over C[0,1]. With two extra restrictions: (1) A is unital and (2) A is approximately divisible, this
class of C∗-algebras A (with the ideal property) has been classified in Steven’s thesis [49] using
an invariant consisting of K-theory and tracial state data. Recently, Kui Ji and Chunlan Jiang (the
second author) have generalized this classification theorem to include all the AI-algebras with the
ideal property—that is, both above restrictions (of being unital and approximately divisible) have
been removed (see [32]).
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