Abstract: Given a polynomial f 2 k x], k a number eld, we consider bounds on the number of cyclotomic factors of f appropriate when the number of non-zero coe cients of the polynomial, N(f), is substantially less than than its degree. In particular we obtain bounds which (apart from a small degree dependence) are only polynomial in N(f). These results arise from variants of Mann's theorem on linear relations between roots of unity.
Introduction
Let k be an algebraic number eld and F(x) a polynomial in k x] with degree @(F) and F(0) 6 = 0. In 5] we considered the problem of estimating the number of irreducible factors of F in k x] in terms of @(F) and of the height H(F) of the vector of coe cients of F. As is already clear from earlier work of Schinzel 6] and Dobrowolski 1] , it is natural in problems of this type to give separate estimates for the number of cyclotomic factors and for the number of noncyclotomic factors. In the present paper we estimate the number of irreducible, cyclotomic factors of F in terms of @(F) and of the number N(F) of monomials which occur in F. In particular our bounds do not depend on the coe cients of F and they depend only minimally on @(F). Here we suppose that each factor n;s is monic and irreducible in k x]. If n is a primitive n th root of unity then each factor n;s has degree k( n ) : k]. As Here each e(n; s) is a nonnegative integer, e(n; s) = 0 for all but nitely many pairs fn; sg, n = 1; 2; : : : , 1 s (k; n), and G has only noncyclotomic factors. Then the number of cyclotomic factors of F counted with multiplicity is P 1 n=1 P (k;n) s=1 e(n; s), and the number of distinct cyclotomic factors of F counted without multiplicity is P 1 n=1 P (k;n) s=1 minf1; e(n; s)g. Let Here the constant implied by the Vinogradov symbol " depends only on " and not on k. By a result of Haj os 2] (see also 4], Lemma 2) we have e(n; s) minf1; e(n; s)gN(F) ;
and therefore (1.3) follows from (1.4).
It should be noted when counting distinct cyclotomic factors that degree considerations give us a trivial estimate of the form This is of course much weaker than Theorem 1 (it follows from any bound with only polynomial growth in N(F)). We record it primarily for comparison with an inequality of Schinzel 6] Since log N(F) 2 log H(F) (as in (2.8) of 5]), our result con rms Schinzel's prediction that the log log @(F) in his bound could be replaced by log @(F).
It would be surprising if our bounds are sharp since, as we shall see in the next section, (1.4) is really a bound on the number of cyclotomic polynomials which occur as factors of some polynomial with given exponents but arbitrary coe cients in k. We conjecture that the bound (1.3) can be improved to
e(n; s) ";k @(F) " N(F) ;
and that the bound (1.4) can be improved to
minf1; e(n; s)g ";k @(F) " N(F) 1=2 : If these estimates are correct then the exponents on N(F) would be best possible. This can be seen by considering the polynomials (x n ? 1) L and Q L =1 (x n`? 1), respectively, for large values of L.
We actually prove a more precise form of Theorem 1 in which the factor @(F) " is expressed explicitly in terms of the number of divisors of di erences of pairs of exponents.
The simple example x n ? x m suggests the appropriateness of such parameters. We give several bounds in which the complexity of this term is contrasted against the degree of dependence on N(F): Theorem 2. Let F(x) in k x] satisfy F(0) 6 = 0, factor in k x] as in (1:2), and let
Then the number of distinct cyclotomic factors
minf1; e(n; s)g can be bounded by the following three quantities:
(i) For any exponent n I , the expression (1:8) is at most
where (N(F)) denotes the number of primes less than or equal to N(F), and (n) is the number of positive divisors of n. Moreover, the factor log log N(F) may be ommitted for any pairs n I , n J with a I =a J not a root of unity.
It is clear that Theorem 1 follows easily from (1.11) and is the most that can be obtained from these bounds when little is known about the exponents.
Linear forms in roots of unity
In this section we describe the main technical results of the paper. These extend in various ways the work of H.B. where n;s ( n ) = 0. If ( m ) m2M is a vector in k jMj then it is clear that (2.1) holds for one root of n;s (x) if and only if (2.1) holds for all roots of n;s (x). The situation is further clari ed by the following result, which we prove in section 3.
Lemma 3. Let n;s (x) and n;t (x) be distinct irreducible cyclotomic polynomials in k x]. If there exists a vector (
m ) m2M in k jMj such that (2:1) is satis ed for each root of n;s , then there exists a vector ( (t) m ) m2M in k jMj such that (2:1) is satis ed for each root of n;t .
We de ne Z(L; M) f1; 2; 3; : : : g to be the set of positive integers n such that there exists a primitive n th root of unity n and a vector ( m ) m2M in k jMj such that Although we have not concerned ourselves here with estimates which depend on the coe cients, it is worth noting that the awkward case (ii) of Theorem 6 does not occur except in the special case that m 1 = m 2 is a 2(n; J) th root of unity in the relation (2.2) assumed for n . We comment further on this in the proof of (1.11).
Next we de ne
In view of Lemma 3, S(L; M) is exactly the number of distinct, irreducible cyclotomic polynomials n;s (x) in k x] for which there exists a vector ( m ) m2M in k jMj satisfying the conditions in (2.2). A similar interpretation applies to S(M). Since (k; n) = (k 0 ; n) and k 0 Q( J ), it follows (see Lemma 8) that (k; n) = (k; (n; J)). Thus the factorizations given in the previous theorems lead to estimates for these sums. Let 
We note that (2.6) also provides an estimate for S(fm 1 g; M). Proof. We rst observe that K = Q( n ) \ Q( m ) = Q( (n;m) ). This follows directly from the familiar fact that Q( n ) : Q] = (n), the more easily seen relation Q( n ; m ) = Q( n;m] ) and, since the extensions are Galois, K : Q( (n;m) )] = (n) ((n; m)) Q( n ) : K] = (n) ((n; m)) Q( n;m] ) : Q( m )] = (n) (m) ((n; m)) ( n; m]) = 1: Now for each n we have k( n ) : k] = (n) (k; n) where, by the de nition of J,
= k \ Q( (n;J) ) : Q] = (k; (n; J)):
In all the above cases we have (mp i+1 ; J) = (mp i ; J and this veri es the conclusion (ii).
Next we assume that either p j J or p 2 j n, and again we write n = n 0 p. We change our previous notation and set n 0 = p n because p n is a primitive n 0 th root of unity in this case. Then (3.2) can be written as denote the jGj jMj matrix in which in G indexes rows and m in M indexes columns.
The determinant of any square submatrix of U( n ) is a polynomial with integer coecients evaluated at n . Therefore is an jGj jMj matrix with entries in k. From the matrix identity
we conclude that
is constant on primitive n th roots of unity.
Let X(n; s; M) denote the k-subspace of k jMj containing all vectors x such that
x m m n = 0 ; where n;s ( n ) = 0. Applying in G to (3.8) we see that X(n; s; M) is the null space of U( n ) and so also the null space of V ( n ). As V ( n ) has entries in k, (3.6) implies that (3.9) s ?! dimfX(n; s; M)g is constant for 0 s (k; n). If the right hand side of (3.9) is zero the result is trivial, hence we may assume that this dimension is positive. For each`in L let X`(n; s; M)
be the subspace of vectors x in k jMj such that X m2M
x m m n = 0 ; x`= 0 ; where n;s ( n ) = 0. In a similar manner we nd that x m m n = 0 and x`6 = 0 for all`in L ; where n;s ( n ) = 0. Recall that an in nite vector space cannot be a nite union of proper subspaces. If (3.11) is empty for some s 0 then there exists`0 in L such that (3.12) dimfX(n; s 0 ; M)g = dimfX`0(n; s 0 ; M)g :
We conclude from (3.9) and (3.10) that dimfX(n; s; M)g = dimfX`0(n; s; M)g for all s, 1 s (k; n). Thus (3.11) is empty for one s if and only if it is empty for all s, 1 s (k; n), and this veri es the lemma.
Proof of Theorems 4 and 5
Let (n) denote the number of prime divisors of n counted with multiplicity. We begin by proving Theorem 4 under the stronger hypothesis that n belongs to Y (M). We argue by induction on (n=(n; J)). If (n=(n; J)) = 0 then the result is obvious with a = b = 1. Assume then that p is a prime divisor of n=(n; J) and write n = n 0 p. We note that (n 0 ; J) = (n; J).
As n belongs to Y (M) we can apply Lemma 9. In case (i) we have m 1 in M(m 1 ; p) and therefore n 0 belongs to Y (M(m 1 ; p) ). It The proof of Theorem 5 is identical to the proof of Theorem 4 except in the treatment of case (ii). We assume that n belongs to Y (M) and that p is a prime divisor of n=(n; J). Then we apply Lemma 9. In case (ii) we have that n 0 = n=p belongs to Y (M(r 1 ; r 2 ; p)) whenever r 1 6 r 2 mod p. We select r 1 and r 2 in Z=pZ so that r 1 The bound (2.7) follows by choosing U = jMj 1=3 . The bounds (1.9), (1.10) and (1.11) in Theorem 2 follow easily from Theorems 4, 5 and 6 respectively, on counting the number of a and b satisfying the given conditions. In (1.11) the estimates are almost identical to those in the proof of Corollary 7 except we use the more precise estimate We also make the observation that case (ii) of Theorem 6, and hence the necessity of the log log N(F) in (1.11), never occurs unless a I =a J is a root of unity. To see this observe that the induction process employed in Lemmas 9 and 10 constructs a relation of the form (2.2) for n=p from the assumed relation for n using a subset of the coe cients altered by at most a sign change. In particular case (ii) of Theorem 6 will not arise unless the induction terminates in a two term relation a I n I m a J n J m = 0; for some integer m. It is perhaps also worth remarking that the proof of Theorem 6 (i) actually shows that a j (m 1 ? m 2 ) or (m 1 ? m 3 ), so that the squares are not required on all the factors in (1.11).
For (1.10) we also need the following lemma to estimate the number of square-free a with a (a)jMj.
Lemma 11. For all x 3 we have Proof. We rst recall some elementary properties of the divisor function (n). We have (n) e c log n= log log 3n for some constant c > 0, and Here (6.3) is a straightforward consequence of the estimate P n x (n) = x log x + O(x) and partial summation.
Next we use the estimate log n = log x(1+O(1= log log x)), which holds for all n such that x= log x n x (n). Using p to denote primes, we can write
