In a wireless sensor network, some nodes may act selfishly and noncooperatively, such as not forwarding packets, in response to their own limited resources. If most of the nodes in a network exhibit this selfish behavior, the entire network will be paralyzed, and it will not be able to provide normal service. This paper considers implementing the idea of evolutionary game theory into the nodes of wireless sensor networks to effectively improve the reliability and stability of the networks. We present a new model for the selfish node incentive mechanism with a forward game node for wireless sensor networks, and we discuss applications of the replicator dynamics mechanism to analyze evolutionary trends of trust relationships among nodes. We analyzed our approach theoretically and conducted simulations based on the idea of evolutionary game theory. The results of the simulation indicated that a wireless sensor network that uses the incentive mechanism can forward packets well while resisting any slight variations. Thus, the stability and reliability of wireless sensor networks are improved. We conducted numerical experiments, and the results verified our conclusions based on the theoretical analysis.
Introduction
A wireless sensor network (WSN) is a wireless network that is constructed via the self-organization of a large number of sensor nodes. Considering the network security problems that exist today, at present, there is a significant amount of research being done on the security of wireless sensor networks from different perspectives with the aim of ensuring that the networks are operating effectively. In terms of security issues, the problems encountered by wireless sensor networks and traditional wireless networks differ greatly and are determined by the characteristics of the individual networks.
Since the resources of sensor nodes are limited, processing power, storage space, energy, and other factors prevent direct application of mature and effective security protocols and algorithms to wireless sensor networks.
Sensor nodes are often deployed in some harsh environments, and, once deployed, they are rarely maintained, and this increases the possibility of nodes being captured. Security issues faced by the wireless sensor network included physical security of nodes, security issues in the link layer, and security issues in the network layer [1] [2] [3] [4] [5] [6] [7] .
Sensor nodes are usually deployed in numerous unattended nodes; being captured is a security issue, so it is important to discuss how to prevent nodes from being captured in the physical layer. Thus, the main security threats that wireless sensor networks can incur are the interference of the capture [2] and the wireless communication of noise. Once the nodes are captured and become malicious insider nodes, the attacker will transform the nodes and disguise them as legitimate nodes and add them to the wireless sensor network. Then, these malicious nodes can provide services for the attacker, such as intercepting messages, falsifying data, and modifying data. The interference of wireless communication is mainly blocking [3] [4] [5] [6] [7] [8] , because the sensor nodes of a wireless communication signal spectrum are usually in a frequency band. If an attacker is using the intrusion of external malicious nodes in this band to constantly send useless signals, the node in its transmission radius cannot normally receive data from other nodes. That is to say, only when the 2 International Journal of Antennas and Propagation malicious node stops blocking can the nodes in the wireless sensor network transmit normal signal communication.
The main security threat that the link layer can incur is the destruction of data packets in the transmission process, and this can include, for example, collision conflicts, unfair competition, and denial-of-service attacks. The collision conflict [9] occurs mainly when two adjacent sensor nodes send data at the same time; the data will become superimposed and cannot be separated, and the data will be discarded, leading to a decrease in the efficiency of transmission. Unfair competition to the denial-of-service attacks [5] is when attackers modify the priority of the message and then continue to send some high priority messages to occupy the channel. This will prevent normal use of the channel by other nodes and lead to data retention. Because there is no independent routing device in wireless sensor networks, the sensor nodes are used directly for routing. In terms of data-forwarding equipment, there are no special security measures, which makes the security issues associated with any network layer more severe. Security threats faced by the network layer include selective forwarding [6] , Sybil attacks [4] , black hole attacks [10] , and flooding attacks [11] . Selective forwarding attacks mainly refer to malicious nodes of data packets that have the choice of discarding or forwarding, thus reducing the possibility of being found and prolonging the latent time. Witch attacks [4] mainly refer to attackers disguised as malicious nodes with the identity of multiple working false nodes. In this case, the other nodes in the network are mistaken for legitimate nodes, so packets are sent to these nodes, but, in fact, data are collected by the malicious nodes.
Sheng et al. [12] evaluated simulations to demonstrate that protocols provide incentives for nodes to forward packets, and they also discussed the challenging issues in designing incentive-compatible protocols in ad hoc networks; the challenges are overdue to be addressed. At present, solving the problem of selfish nodes in wireless sensor networks mainly includes reputation-based mechanisms and payment mechanisms. However, the existing model primarily concerns the idea of classical game theory to predict node behavior, which is built on a completely rational hypothesis suggested by the participants based on the analysis of the problem and the assumption of fully rational requirements of all participants with rational consciousness, analytic reasoning and recognition judgment ability, memory ability, and accurate behavior, such as the ability to perfect requirements.
Classical game theory emphasizes that participants do not make mistakes in the process of the game; other participants also do not make mistakes and pay attention to the static equilibrium results.
Therefore, the present incentive model has the following disadvantages [12] [13] [14] [15] :
(1) It is unable to complete an accurate description of the dynamic evolution of the node strategy, making it impossible to determine the robustness and stability of these mechanisms due to the lack of analysis based on strict mathematical theories.
(2) Current mechanisms assume that every node must have and maintain a global information network, which requires that each node must have a strong cognitive ability and memory space resources. Obviously, this assumption is generally not realistic in wireless sensor networks.
(3) The current mechanism enhances the performance of the system to achieve its best performance, but it cannot guarantee that each node can achieve the best benefit, so the node is still likely to appear to exhibit selfish behavior.
For these reasons, in this paper, we have presented a new model of a selfish node incentive mechanism with a forward game node for wireless sensor networks. The research focused on the selfish nodes in the wireless sensor network that are caused by security issues. Because the nodes that participate and cooperate in the process require the expenditure of energy, storage space, and resources, due to limited resources and selfish behavior, some nodes are not always cooperative. According to game theory analysis, the packet forwarding process is a typical prisoner's dilemma. In the end, all nodes will choose to be noncooperative and refuse to forward packets. Therefore, a conditional cooperation strategy is added to the strategic space of nodes to establish the incentive game model of node forwarding packets, and then the incentive game model is established using evolutionary game theory. To ultimately achieve a good state of cooperation over the whole network, dynamic analysis was performed concerning the stability of stressed nodes through continuous learning in the game, imitation, and trial and error to adjust their strategies to find the most suitable strategy for their own interest. Numerical analysis is used to verify the correctness of our theoretical analysis.
Preparation Knowledge of Game Theory
Game theory is a theory that specializes in game strategies and is also known as "theory of games." It is a discipline based on mathematics, and it deals with how a participant will plan to obtain the maximum benefit in a game. One standard game includes nine basic elements, which are as follows:
(1) Participant, also known as "player," means the decision-making body that has the independent decision-making right, independently takes the consequences, and selects the action by self-benefit maximization in a game. The decision-making body can be an individual, but it also can be other groups or organizations. The game with only two players is called a "two-player game." The game with more than two players is called a "multiplayer game." The goal of each player is to maximize self-benefit.
(2) The rules of the game are a set of specifications of the game. They include, for example, the stipulation of participants' action sequences, information obtained when some participant acts, what kind of action can be selected, and what result will be achieved.
(3) Game behavior means the set of all possible strategies or actions of players.
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(5) Game strategies are the set of all actions that the players can select. Thus, each player can make a decision by stipulating a method, practice in order to ensure maximized self-benefit and guide the actions of the player.
(6) Sequence of game is the continuous sequences that a player chooses during the strategy selections. During all kinds of actual decision activities, all players, or multiple players, sometimes are required to make decisions at the same time so that there are no differences in the sequences. To ensure fair and reasonable play, when a player makes a decision, he or she does not know the decisions of other players.
(7) Earnings of game are the results obtained by the decisions made by a player in the game. It is the function of all players' strategies or actions, and it is the most significant element to each player. All rational players hope that their own earnings can be maximized.
(8) Results are the set of elements in which the analysts of a game are interested.
(9) Equilibrium refers to the combination of optimum strategies and actions of all players. In the equilibrium of game theory, Nash equilibrium, one type of strategy combination is a situation faced by all players when other players do not change their strategies because they have found the best strategy to use.
Incentive Gaming Model for Selfish Behaviors of Nodes

Problem Descriptions of Selfish Nodes.
Wireless sensor networks provide normal network services through cooperation among nodes, but in the process of cooperation, the nodes consume energy, storage space, and other resources. Therefore, some nodes will choose selfish, noncooperative behavior due to limited resources, which will seriously affect the performance of the entire network. In order to analyze the problem of selfish nodes, we make the following assumptions about wireless sensor networks:
(1) Wireless sensor networks are composed of nodes; each node has a routing and a forwarding function.
(2) Each node has a selection of two strategies; one is cooperatively forwarding data packets, and the other is noncooperative in that data packets are not forwarded.
(3) All packets have the same size, and the energy consumed by the node forwarding a packet is equal. (4) If the nodes are selected to cooperatively forward packets, they will get units of profit and consume units of resources; if the nodes are selected for noncooperative forwarding of packets, the profit is 0; if one node is selected for a cooperative strategy and another node is selected for a noncooperative strategy, the node selected for the cooperative strategy has a profit of 0 and consumes units of resources. The profit obtained by selecting the nodes for noncomparative strategy will be , and > 2 . From the above assumptions, we can obtain the profit matrix shown in Table 1 .
Establishment of the Incentive Model.
The packet forwarding process of a node is a typical prisoner's dilemma. Ultimately, all nodes choose the strategy of not forwarding the data packets, which will paralyze the network. Therefore, we propose a new conditional cooperation strategy to encourage nodes to be cooperative, and the game model of incentive is made as follows.
(1) Participants in the Game. The nodes and the population that has nodes between nodes describe a symmetric game. That is, all nodes have the same strategy space, and the profit matrix is the same.
(2) Participants of the Strategy Space. Each node has three strategies, that is, cooperative ( ), noncooperative ( ), and conditional cooperative ( ). The cooperative strategy can be understood as a selfless node that will always forward packets for other nodes that have noncooperative strategies. In the conditional cooperative strategy, nodes are qualified for cooperation with other nodes that have been working together. Based on the conditions of cooperative strategy, a cooperative node carries forward packets, while a noncooperative node does not forward packets. in profit matrix shows the cost for a node with strategy and the specific profit matrix, as shown in Table 2 .
Analysis of Incentive Mechanism Based on the Evolutionary Game
Dynamic Analysis of Incentive Mechanism.
We assume that the nodes in wireless sensor networks adopt strategies , , and for , , and , respectively, where + + = 1. It seems that 1 + 2 + 3 = 1. In order to facilitate the following analysis, strategies , , and , are referred to as strategies 1, 2, and 3; thus, , , and are recorded as 1 , 2 , and 3 , respectively. The strategy distribution of the whole population at a certain time is denoted as follows:
(1) Expected profit of node :
(2) Average profit of populations:
(3) Replicator dynamics equation:
In accordance with the analyses above, the replicator dynamics equation of each strategy is calculated as follows:
(1) Expected profit of strategy 1 ( ):
(2) Expected profit of strategy 2 ( ):
(3) Expected profit of strategy 3 ( ):
(4) Expected profit of populations:
(5) Replicator dynamics equation of strategy 1 ( ):
(6) Replicator dynamics equation of strategy 2 ( ):
(7) Replicator dynamics equation of strategy 3 ( ):
Stability Analysis of Incentive Mechanism.
First, according to the characteristics of wireless sensor networks, the incentive game model of node forwarding packets is established. Second, using evolutionary game theory to analyze the dynamics and stability of the incentive game model and for networks to achieve good collaboration, emphasis is placed on nodes of the game through continuous learning, imitation, and trial and error to find the most suitable strategy that meets their interest and the demands of the strategy.
Theorem 1. In a wireless sensor network consisting of N nodes, when lower cost and mutation probability approach zero based on the condition of cooperation strategies, strategy D is considered as evolutionarily stable.
Proof. According to the theorem of evolutionary stability, if a strategy is evolutionary stable, then it must meet the following two conditions: (1) > and (2) if = , then > for arbitrary condition ̸ = . The profit matrix in Table 2 suggests that strategy requires 22 > 12 and 22 > 32 to meet the definition of an evolutionary game, so strategy is evolutionary stable and exhibits a strict Nash equilibrium.
According to the previous analysis, we can obtain the following lemmas. 
Modeling and Analysis
Modeling and simulation experiments were performed using the MATLAB mathematical tool. The assumptions about the wireless sensor network are as follows. Due to different measurement standards for the profit and cost of nodes, all participant parameters were standardized with values in the range of [0, 1]. Given = 1.0 and = 0.4, a mathematical model was produced according to (8)- (10). (1) The simulation results of the state of the wireless sensor population when = 0.1 for = (0.5, 0.5, 0) and = (0.5, 0.5-0.0001, 0.0001) are shown in Figures 1 and 2 , respectively. Figures 1 and 2 . The simulation results in Figure 1 indicate that nodes of the wireless sensor network chose strategy after an evolutionary game was performed for a period of time. In Figure 2 , the system's population can manage slight variation and sustain a stable state.
For the statistical analysis of all data in Figures 1 and 2 , the statistics are provided in Tables 3 and 4 Figures 3 and 4 , respectively. From the results in Figure 3 , when all of the values of the nodes strategy conditional cooperation ( ) were zero, and in Figure 4 was able to resist small variations, we see that all nodes of the wireless sensors network (WSN) have chosen strategy , and when the values of average-medium values in Figure 5 show that, in the system after a period of time for evolution, the nodes of the wireless sensor network will choose strategy , whereas Figures 5 and 6 show that a node in the population system will choose strategy . Figure 6 indicates that the population is not stable in this state as long as there is little variation in the node. The node then selects strategy , which eventually chooses strategy . At this point, the group continues to be in a stable state. The corresponding statistics of all data in Figures 5 and 6 are provided in Tables 5 and 6 , respectively.
Figures 5 and 6. The simulation results in
For the statistical analysis of all data in Figures 5 and 6 , the respective statistics are provided in Tables 5 and 6 .
From the statistical analysis of all values in Tables 5 and 6 , we used these experiments in 0/100/46.98/47.85/0/31.27/100 and 0/100/47.97/51.73/0/26.54/100 rows to get more meaningful data, which are presented in Figures 7 and 8 , respectively.
In Figure 7 , when all of the values of the nodes ( ) were zero, the nodes ( ) in Figure 8 were able to resist small International Journal of Antennas and Propagation 7 Figure 9 show that, after a period of time for evolution, the system and the nodes of a wireless sensor network will select strategy . Figure 10 indicates that the population in this state is unstable as long as there is a small variation in the nodes. Then, the nodes will select strategy , which will choose strategy and then choose strategy . Eventually, all nodes in a population are grouped in strategy , and this group will sustain a steady state. Statistical analyses of the data in Figures 9 and 10 are shown in Tables 7 and 8, respectively. From the statistical analyses of all of the values in Tables 7 and 8 , in this case, we can see the range in Table 8 , increasing up to 300 rows, and we used these experiments in 0/100/36.64/24.53/0/30.02/100 and 0/300/130.2/139.4/0/86.78/300 rows to get more meaningful data, which are presented in Figures 11 and 12 .
Based on Figures 11 and 12 , when all values of the nodes ( ) were zero, as well as the nodes ( ) in Figure 12 , in this case, the range value increased to 300 and was able to resist small variation; we see that all nodes of WSN in Figure 11 chose the strategy and then , and in Figure 12 after an evolutionary game of the system is performed for a period of time. Figure 14 suggests that the nodes choose strategy as long as there is a slight variation in the system population, so, subsequently, strategy is chosen, and, finally, all of the nodes choose strategy . Statistical analyses of the data in Figures 13 and 14 are presented in Tables 9 and  10, respectively. From the statistical analyses in Tables 9 and 10 , we used these experiments in 0/100/45.98/40.59/0/24.3/100 and 0/100/45.52/40.75/0/25.36/100 rows to get more meaningful data, which are presented in Figures 15 and 16 , respectively.
From Figures 15 and 16 , when all values of the nodes ( ) in Figure 15 were zero, we see that all nodes of WSN in each case have chosen strategy , so the deviation in this case increased to 0.279 of 0.254 in , and this group will sustain a steady state. These conclusions were verified in Figures 13  and 14 , respectively, and Lemma 4 (2) was also verified.
(5) When = 0.1 and = (0, 0.857, 0.142) and (0.0001, 0.857-0.0001, 0.142), the simulation results of the state wireless sensor population are displayed in Figures 17 and 18 , respectively. Figure 17 suggest that nodes of the wireless sensor network can choose strategy after an evolutionary game of the system is performed for a period of time. Figure 18 shows that nodes that chose strategy can choose strategy as long as there is any slight variation in the system population, so, subsequently, strategy is the chosen profit, and, finally, all nodes choose strategy . Statistical analyses of the data in Figures 17 and 18 are presented in Tables 11 and 12, respectively. From the statistical analyses in Tables 11 and 12 , we used these experiments in 0/100/53.64/55/0/30.97/100 and 0/100/50.08/50.87/0/33.37/100 rows to get more meaningful data, which are presented in Figures 19 and 20 , respectively. Based on Figures 19 and 20 , when all values of the nodes ( ) in Figure 19 were zero and the nodes ( ) in Figure 20 were able to resist small variation, we see that all nodes of WSN in each case have chosen strategy , so the group will continue to maintain a stable state. These observations were verified in Figures 17 and 18 , and Lemma 4 (3) was also verified. From the statistical analyses in Tables 13, 14 , and 15, in each case, we can see the range in Tables 13, 14 rows to get more meaningful data, which are presented in result of the deviation was small in nodes strategy , only 0.095, but in the same case, in the nodes strategies and , it is not a better result, since the deviation values were 0.263 and 0.265. Second, when the deviations were = 288.7, = 294.7 in Figures 25 and 26 , the results of the deviation were small in nodes strategy , 0.006 and 0.004, and in the same case, in the nodes strategies and , it is also a better result, given that the deviation values in each case were only 0.031 and 0.036, and in the same case, the average and medium values of nodes strategies and were only 0.003 and 0.74. So, the values in Figures 25 and 26 were smooth and steady. These statements are verified in Figures 21, 22 , and 23, respectively, and Lemma 6 was also verified.
Figures 17 and 18. The simulation results in
Discussion
In Figures 24, 25 , and 26, when the average and medium values are smooth and steady, the malicious node attack noncooperative behavior occurs and leads to all of the nodes having the safety problem of noncooperative behavior. First, according to the characteristics of wireless sensor networks, the incentive game model of node forwarding packets was established. Second, evolutionary game theory was used to analyze the dynamics and stability of the incentive game model, with emphasis on nodes of the game through continuous learning, imitation, and trial and error to adjust their strategies to find the one most suited to their own interest and demands of the strategy, finally resulting in the network's achieving good collaboration. There are many limitations in the current approaches [13] [14] [15] to wireless sensor network systems. Most of the nodes in a network exhibit selfish behavior. Also, current approaches are unable to complete an accurate description of the dynamic evolution of the node strategy, making it impossible to determine the robustness and stability of these mechanisms due to the lack of analysis based on strict mathematical theories. Our research results indicated that our approach is faster and the best among all International Journal of Antennas and Propagation 13 recent papers in that it added a new condition of cooperation between the nodes of the WSN and that these nodes can be cooperative and can then forward packets efficiently and resist small variations. Our analyses were the first among all recent papers to indicate that the performance of the WSN could be enhanced due to its stability and reliability; in the same case, the deviations of only 0.031 and 0.036 existed in nodes strategy noncooperation and nodes strategy conditional cooperation, respectively, as shown in Figures 25  and 26 . Thus, the time is much shorter because the deviation is very small.
Conclusion
In this paper, we proposed a dynamic cooperative incentive mechanism that is suitable for wireless sensor networks based on the evolutionary game theory, simulation, and trial and error. According to the characteristics of wireless sensor networks, the mechanism can be used to determine strategies that are consistent with their own requirements. As indicated by the simulation results, the wireless sensor network uses an incentive mechanism that allows network nodes to forward data packets efficiently. The system is able to resist any slight variations so that the network maintains good operating conditions, meaning that the stability and reliability of wireless sensor networks have been improved.
