Abstract. The intranuclear cascade model is generally considered to be valid when the incident particle has a sufficiently small de Broglie wavelength to interact with individual nucleons. On this basis, a lower limit of 200 MeV is usually quoted for the incident energy in nucleon-induced reactions. Here this statement is questioned. A pragmatic approach is used, which compares the predictions of the Liège intranuclear cascade model with available data at incident energy between 40 and 250 MeV. It is found that this model gives surprisingly good results at energies well below the limit mentioned above. Results are also compared with the predictions of other models commonly used in this energy range.
Introduction
The intranuclear cascade (INC) model has been proven to be very successful in the description of the main features of nucleus-nucleus, proton-nucleus and antiproton-nucleus reactions in the GeV range [1] [2] [3] . In fact this model provides a good description of the first stage of the reaction process, characterized by hard nucleon-nucleon (or, more generally, baryon-baryon) scatterings, and predicts satisfactorily the high-energy part of particle spectra. In general, the INC model should be supplemented by an evaporation (after-burner) model to account for the later stage of the reaction, when softer processes take place, leading to the low-energy (evaporation-like) part of particle spectra.
The basic premise of the INC model considers the reaction process as a succession of binary collisions, well separated in time and space. This picture is generally justified by the mere comparison of the de Broglie wavelength λ − B with the average distance d between nucleons, an argument first proposed by Serber some fifty years ago [4] . It is only recently that a sounder argument appeared, although some indication could already be found in works on Glauber's theory. Several authors have shown how to derive, starting from Schrödinger, Liouville or KadanoffBaym equations, a transport equation exhibiting a collision term [5] [6] [7] [8] . The INC model does not solve this transport equation directly, but amounts to evaluating the collia e-mail: cugnon@plasma.theo.phys.ulg.ac.be b e-mail: P.Henrotte@ulg.ac.be sion term by a stochastic method [9] . Whatever the starting point, all derivations rely on a basic assumption in order to arrive at the collision term: the scattering wave for the relative motion of two nucleons should be asymptotic before another collision involving one of these nucleons takes place. In other words, a collision should be over before the next one begins. Separation of collisions thus requires
where v is the average relative velocity and t coll is the time span during which the relative motion wave packet is not asymptotic, in some sense the collision time. Furthermore, the INC model relies on classical trajectories. Therefore, to be valid, λ − B should be much smaller than the range of interaction r 0 . The quantity t coll is at least equal to r 0 /v, the time of passage. Altogether, the presumed condition of validity of the INC model can be written as
On this basis, it has been considered for a long time that the INC model could not be valid for collisions induced by projectiles with a kinetic energy per nucleon of less than 250 MeV. Occasional applications of the INC model at lower energy produced however satisfactory agreement with experimental data. In particular, it has recently been shown that many properties of particle spectra in heavyion reactions at less than 100 MeV incident kinetic energy per nucleon can result from the collision regime as embodied by INC models [10, 11] .
It is hard to establish the lower limit of validity by relying solely on the present theoretical knowledge. Condition (2) should be considered as a sufficient, but not a necessary condition. Furthermore, the quantity v in eq. (2) does not only correspond to the initial conditions but also to the subsequent collisions.
In this paper, we will try to investigate the lower limit of validity of the INC model for nucleon-induced reactions on a purely empirical basis, just by comparing INC predictions with experimental data for various systems and various energies. More precisely, we want: i) to assess the validity of the INC model for decreasing incident energy; ii) to investigate the reasonable modifications of the model which are able to improve its predictive power at low energy. We will use the version of the Liège INC model described in sect. 2. Whenever necessary, we will add the evaporation model of Dresner [12] .
In sect. 2, we recall the most prominent features of our INC model. Section 3 is devoted to an extensive comparison with experimental data and to an evaluation of the predictive power of the model. Section 4 contains a discussion of the influence of the implementation of the Pauli blocking on the number of collisions in the INC model and on its predictions. It also compares our results with those of the alternative models used for nucleon-induced reactions in the energy range under interest. We give our conclusions in sect. 5, which also contains some remarks on the use of INC models at low energy in transport codes.
The Liège INC model
In this paper we consider the INC model as it is ordinarily used in transport calculations of particles in thick targets, a task which is of uttermost importance for the conception and design of accelerator-driven systems (ADS) and of modern powerful neutron spallation sources (see, for instance, ref. [13] for a review). In other words, we do not consider the INC model as predicting the total reaction cross-section (which in the above-mentioned calculations is taken from another model or from experiment [14] ), but as a tool to describe the collision process in the proper impact parameter range.
We use the Liège INC model as cast in the numerical code INCL3. It differs from the version INCL2 described in ref. [2] by a single feature that is explained below. A complete description can be found in ref. [15] and in references cited therein. It is sufficient here to recall that the collision mechanism is assumed to proceed from a succession of binary collisions well separated in space and time. The fate of all particles is followed as time evolves. The particles travel along straight-line trajectories until two of them reach their minimum distance of approach, in which case they can be scattered provided the value of this distance is small enough, or until they hit the border of the potential well, supposed to describe the nuclear target mean field. Additional features are: 1) initial positions of target nucleons are taken at random in the spherical nuclear target volume with a sharp surface; 2) initial momenta are generated stochastically in a Fermi sphere; 3) relativistic kinematics is used; 4) isospin degrees of freedom are introduced for all types of particles and isospin symmetry is respected; 5) Pauli principle is enforced by means of statistical blocking factors; 6) spectator nucleons are not allowed to collide 1 . The INCL3 version differs from the INCL2 one by a single feature: simulation runs are stopped when the excitation energy vanishes. Let us elaborate a bit on this point. For a reaction induced by a nucleon of incident kinetic energy T lab , energy conservation implies
In this equation, K ej is the kinetic energy of the ejectiles, W π is the total energy of the produced pions, E * is the excitation energy of the remnant and S is the separation energy, i.e. the minimum energy necessary to remove the ejected nucleons. Within the INC model, the quantities in eq. (3) can be evaluated at any time. Furthermore, ejectiles are considered as the particles located outside the potential well and E * can be expressed in terms of the kinetic energy of the particles in the remnant, as explained in ref. [2] . We just quote the result
In this relation T j is the actual kinetic energy of nucleon j in the remnant, T 0 j is the initial kinetic energy, A rem is the number of nucleons inside the target volume, N ej is the number of ejected nucleons and T F is the Fermi kinetic energy. Pauli blocking requires that particles cannot reach occupied states in the Fermi sea, guaranteeing that E * remains always positive. In our standard INC model, we use a stochastic implementation of the Pauli principle (see ref. [2] ). Furthermore, the initial state is also generated stochastically, introducing fluctuations in the Fermi sphere occupancy. These features allow occasionally particles to overpopulate the Fermi sphere, which sometimes leads to negative E * (eq. (3)). In the INCL3 version, the latter unphysical effect is avoided by stopping a run when E * , checked at any collision, becomes vanishingly small. Here, we will also investigate the implementation of the strict Pauli blocking, which forbids collisions leading to nucleons with momentum smaller than the Fermi momentum p F . This prevents the Fermi sphere from being overpopulated. On the other hand, it does not accommodate the possible repopulation of the depleted parts of the Fermi sphere [2] . In the low-energy range, this depletion is quite small. We can anticipate on the discussion of sect. 4 and state that the results are generally better with the strict Pauli blocking.
The cascade stage develops until a time t stop , determined according to a criterion described in ref. [2] , unless of course E * has vanished before. The necessary parameters (E * , charge and mass of the target remnant) are then transmitted to an evaporation module (here the Dresner code [12] ), which simulates the subsequent de-excitation of the remnant. shown below, more than 200000 runs have been accumulated. For double differential cross-sections, this means an average statistical uncertainty of about 7% on the average. Of course, the accuracy can be worse when the phase space is scarcely populated (see fig. 4 below for large angles).
Proton-induced reactions
We start with neutron emission. We display in fig. 1 the results of our calculation of the neutron spectrum for the lowest incident energy considered here, namely 25 MeV. As expected, the results are not very good, although the main feature, namely the presence of a "pre-equilibrium" component in addition to the evaporative component (here for neutron energy E n smaller than ∼ 7 MeV), is roughly reproduced. The presence of peaks in the high-energy part of the experimental neutron spectrum, which correspond to coherent scattering (to low-lying states and to the isobaric analog resonance), is of course not reproduced by our model, which incorporates only incoherent processes. The end point of the neutron spectrum is also misplaced, because the Q-value for a (p, xn) reaction vanishes in our model, whereas the experimental value is equal to −1.8 MeV for a 92 Zr target. In addition, the magnitude of the cross-section is overestimated at large neutron energy. Figure 2 shows our results for the same quantity along with experimental data, concerning proton-induced reactions on three targets at 45 MeV. It can be seen that the results of the model compare reasonably well with the data, except for the lightest target, where the cross-section is underestimated, especially at large neutron energy. We are taken from ref. [17] and are compared with the predictions of our model (histograms) and with those of the GDH model, the quantity λ + (see eq. (5)) being defined in terms of the nucleon-nucleon cross-section (×) or in terms of the imaginary part of the optical-model potential (+). See the text for details.
disregard of course coherent scattering, whose importance anyway decreases rapidly with increasing incident energy. The top panel of fig. 3 shows that the same kind of agreement is achieved at 80.5 MeV on a Pb target.
A more detailed comparison is provided by the bottom panel of fig. 3 , which shows the predicted neutron double differential cross-section for the p(80.5 MeV) + Pb system. As a rule in this article and for the sake of clarity, double differential cross-sections are displayed after multiplication by 10 0 , 10 −1 , 10 −2 , etc., for successive angles in increasing order. One can see from fig. 3 that the agreement is rather good in the whole range of neutron energy above 20 MeV, i.e. the pre-equilibrium component, except for the smallest and the largest angle, for which the crosssection is slightly underestimated. We have to mention that the authors of ref. [20] acknowledged that their measurements between 82
• and 106
• are underestimated by a factor lying between 1.5 and 2 (a conclusion derived from continuity arguments). They nevertheless published their uncorrected data, which we reproduced here (this is also true for figs. 4 and 5). As a consequence, the agreement between our calculations and the experimental data is actually slightly less good than shown in fig. 3 for 95
• . A similar comparison performed at higher energy is displayed in fig. 4 for a Zr target. Similar remarks are in order. The cross-section is nicely reproduced except at the smallest and the largest angles, for which the cross-section is underpredicted. Note that the smallest angle in this case is smaller than in the previous case and for such a small angle, the shape of the neutron spectrum is not well reproduced. Note also that the experimental curve at 95 [20] . On the bottom panel, the end of the experimental spectra (above 70 MeV) containing the pure elastic peak and the coherent excitation peaks to some low-lying states, is not shown. For the sake of clarity, the double differential cross-sections are displayed after multiplication by 10 0 , 10 −1 , 10 −2 , etc., for angles in increasing order (same convention for the following figures). On the top panel, data are compared with the predictions of our model (histograms) and with those of the Hybrid (H) and Geometry-Dependent Hybrid (GDH), as quoted in ref. [20] . These are indicated by the + and the × symbols, respectively. On the bottom panel, data are compared with the predictions of our model (histograms) and with the ones of the Multi-Step Direct (MSD) model of ref. [48] (continuous lines, as quoted in ref. [20] ). The experimental data at 95
• are underestimated by a factor between 1.5 and 2.
should be increased by a factor ∼ 1.5, which would improve the agreement shown in fig. 4 . Going still higher in energy, we report in fig. 5 on our calculations at 160 MeV. We prefer to display the results for the angular distributions, which are usually considered as a more sensitive test than the shapes of the particle spectra. Although indeed the agreement between our predictions and the data is not as good as in the two previous figures, the main features
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Fig. 4. Double differential neutron cross-section for protoninduced reactions on
90 Zr at 120 MeV. Data (dots, experimental uncertainty of about 20%) are taken from ref. [25] and are compared with the predictions of our model (histograms). The experimental data at 95
• are underestimated by a factor ∼ 1.5. [25] and are compared with the predictions of our model (lines) and with those of the GDH model (lines with crosses, as quoted in ref. [25] ). The experimental data between 82
• and 102
• are marred by a systematic error. They should be multiplied by a factor between 1.5 at small energies and unity at large energies.
of the angular distributions are satisfactorily reproduced except at small angles (∼ 10
• ) for neutron energy above ∼ 60 MeV and, to a smaller extent, at large angles (above 120
• ) for neutron energy below ∼ 80 MeV. Finally, for the sake of comparison, we give in fig. 6 the results obtained at 256 MeV, close to the commonly accepted lowest energy for the validity of the INC model. In conclusion, 54 Fe at 39 MeV. Data (dots, experimental uncertainties of ∼ 20%) are taken from ref. [18] and are compared with the predictions of our model (histograms) and with the predictions of the GDH model, as quoted in ref. [17] , using a mean free path related to the imaginary part of the optical model (+) or to the nucleon-nucleon cross-section (×).
one can see that the degree of agreement met by our model is smoothly deteriorating as the incident energy is decreasing, but is largely acceptable at much lower energy than 256 MeV. We will come back to this point.
We now turn to proton emission. We start at low energy. Our results for the energy differential cross-section for the (p, xp) reaction on a 54 Fe target at 39 MeV are displayed in fig. 7 , along with the experimental data of ref. [17] . One can see that the agreement is not really good, especially at high outgoing proton energy. This is a constant feature of the (p, xp) results: the coherent scattering leading to low-lying target states is more intense than the coherent scattering in (p, xn) reactions at the same incident energy. Note that this coherent scattering occurs at small emission angle only. Interestingly, the measurements of ref. [17] extend to the evaporation domain. It can be seen that our model gives reasonable, though not really good, results for this part. Figure 8 shows how the situation evolves when going to a somewhat higher energy, for the double differential proton cross-section this time. The agreement is not very good, and should be contrasted with the one obtained in figs. 2-3. In this energy range, our results turn out to be noticeably less good for (p, xp) reactions than for (p, xn) reactions. The comparison is getting better when the incident energy is increased up to 90 MeV (see fig. 9 ). Disregarding the experimental peaks at large energy, which arise from coherent scattering, the overall agreement is rather satisfactory. However, one can detect a systematic discrepancy: the experimental data are overestimated by our model at the largest angles quoted in the figure and underestimated at small angles. As a consequence, a good agreement is obtained for some intermediate angles, which turn out to be around 30
• for the two targets considered in fig. 9 .
In fig. 10 , we move to higher incident energies. Here one sees that the agreement has very much improved. There are some tendencies: i) the agreement is increasing with incident energy, being excellent at 200 MeV; ii) the performances of the model are rather bad for the smallest [21] and are compared with the predictions of our model (histograms) and those of ref. [34] (crosses). The experimental uncertainty is of the order of 10%.
angle (15
• ); iii) at this angle, the cross-section is substantially underestimated for energies of the emitted protons lying around half the incident energy; iv) there is also a slight overestimation for 50
• and 70
• when the energy of the emitted protons is just above the evaporation range. We have very similar results for the Au target at the same incident energies.
Neutron-induced reactions
Extensive data are even more scarce than for protoninduced reactions. In fig. 11 , results for the n + 93 Nb system at 15 MeV incident energy are displayed, along with the data. The agreement is surprisingly good, which is perhaps accidental. We have no justification for it, at least. More extensive and reliable data have been obtained recently at 62.7 MeV [29] : they refer to proton production and are displayed in fig. 12 . Globally, the agreement with data is similar to, but slightly less good than the one prevailing in proton-induced reactions at the same inci- [29] . They are compared with the predictions of our model (histograms) and those of the TALYS code system [35] (continuous lines with crosses, taken from ref. [36] ).
is a systematic overestimation of the cross-section around 15-20 MeV. This feature seems to come from a too high Coulomb barrier in the cascade, which is accompanied by a probably too low barrier in the Dresner evaporation model (responsible for the small peaks around 6 MeV in some of the proton spectra). The lack of data for low-energy produced particles did not allow us to investigate a possible removal of this deficiency. In fig. 13 , we investigate the (n, xn) reaction on a 54 Fe target at about the same inci-
σ/dΩdE n (mb/sr MeV) Fig. 13 . Double differential neutron cross-section for neutroninduced reactions on 54 Fe at 65 MeV. Data (dots) are taken from ref. [31] . They are compared with the predictions of our model (histograms) and with those of the model from ref. [50] (lines with crosses, as quoted in ref. [31] ). The experimental uncertainties are about 25% for 21
• and 15% for the other angles. dent energy. The overall agreement is very similar, except, of course, for the experimental rise at large detected neutron energy, which comes from coherent processes, as we already mentioned for other systems.
Finally, we show in fig. 14 the comparison between our predictions and the data for a higher incident energy, namely 97 MeV. For angles above 15
• , the agreement is rather good and similar to the one observed for proton-induced reactions (see figs. 4,9-10). The emission at 11
• is slightly underpredicted around 60 MeV, like in proton-induced reactions (see fig. 4 ). Interestingly, in this case, one has measurements for very small angles, for which our model largely underpredicts the yields around 80 MeV. We will come back to this point.
Summary
We have shown in many cases that the INC model yields surprisingly good results well below the often quoted lowest incident energy where it could be valid. The agreement looks sometimes a little bit erratic (compare, for instance, the bottom panels of figs. 3 and 9), pointing to a possible dependence of the data on the detail of the structure of the target nuclei (of course, an erratic dependence upon the target mass or upon the energy cannot come from our model where both the description of the initial target state and the elementary cross-sections are smooth functions). But, these "accidents" are small fluctuations on a smooth variation. Trying to summarize the general trend, one can say our model gives good results for (p, xn) reactions above 45 MeV. The agreement improves with increasing incident energy and with increasing target mass. It is also generally better for intermediate angles than for forward and backward angles. For (p, xp) reactions, the trends are the same, but a little bit more pronounced: when varying the parameters mentioned above, the agreement worsens faster than in the (p, xn) case. For neutron-induced reactions, the number of cases investigated is much lower and does not really entitle to draw precise conclusions, but presumably the same trends are present, with a systematically slightly less good agreement.
Discussion

Analysis of our INC results
We will mainly discuss two features: the effect of the Pauli blocking and the number of collisions. As we already mentioned, we presented results with a "strict" Pauli blocking, allowing only collisions when the momenta of the two outgoing nucleons are larger than the Fermi momentum p F . In the INCL3 model, originally designed for higher energies, a statistical Pauli blocking is implemented: when two nucleons i and j are going to suffer a collision at positions r i(j) leading to a final state with momenta p i(j) , the phasespace occupation probabilities f i are evaluated by counting nearby nucleons in a small phase-space volume centered on the point (r i(j) ,p i(j) ) and the collision is allowed or forbidden following the result of the comparison of a random number with the product (1 − f i )(1 − f j ). A comparison between the results using the two implementations of the Pauli blocking on a typical case is provided by figs. 3 and 15. There are two main effects on the cascade component (above ∼ 20 MeV) of the neutron spectra. First, the statistical Pauli blocking produces an enhancement of the cross-section at the high-energy edge of the spectra, especially at forward angles (less than ∼ 60 • ). Second, it generates a general increase at large angles (here larger than 
∼ 90
• ). The first effect is easily attributed to the fluctuations in the filling of the initial Fermi sphere, which leave some free space in the phase space volume. As a result of the statistical implementation of the Pauli blocking, collisions are then able to fill these unphysical holes in the Fermi sea. Although the global effect on the neutron multiplicity is small (see table 2), it nevertheless produces a systematic distortion of the spectra in the so-called quasifree region. That is why we presented results obtained with the strict Pauli blocking, which in this region is undoubtedly better. The second effect of the statistical Pauli blocking is the increase of the cross-section at backward angles, in particular for particles ejected with high energy. This effect is less easy to understand, as (high-energy) backward neutrons are expectedly produced after a few hard collisions, not so sensitive to Pauli blocking.
We observed that the strict Pauli blocking is globally better than the statistical one for the double differential cross-section in all cases studied here. The difference between the results obtained with the different implementations is almost vanishing at 150-200 MeV and increases when the incident energy decreases, as expected. In fact, we found that even better results are obtained with a "mixed" implementation, in which we impose the strict Pauli blocking for the first collision and the statistical implementation of the Pauli blocking for the remaining part of the events. With this choice, the spurious peak close to the incident energy at small angles is largely erased (as for the strict Pauli blocking) and the cross-section at large angles is enhanced (as in the statistical implementation). We do not discuss this point further, leaving it for a future work, but it seems to emphasize the necessity of taking , with three different implementations of the Pauli blocking. The mixed one corresponds to a strict application until the first collision is over, after which the statistical implementation is adopted. The quantities are the frequencies of absorption events (no ejected particle at the end of the cascade) and of transparent events (no collision), in percent, the average numbers of ejected neutrons and protons, the average excitation energy (in MeV), the average number of collisions (N coll ), the average number of blocked collisions (N bl ) and the average number of blocked collisions in which the incident nucleon is involved (N It is interesting to analyze the results of our calculations in terms of n a , which we call the activation number and which indicates whether a nucleon participating in the cascade process has been activated early or late in the arborescent structure of the collision process (see fig. 16 ). At the beginning, n a = 0 for all nucleons. After the first collision, n a is put equal to unity for the two nucleons involved. Later on, in a collision between a participant (n a = 0) and a spectator (n a = 0), the activation number of the participant is increased by one unit and the one of the former spectator is given the same value. It is easy to see from fig. 16 that n a labels the bifurcations of the graph representing the successive collisions. It may happen, however, that branches of the graph coalesce, which occurs through collisions between two participants. After such a collision, the lowest activation number is increased by one unit and the same resultant value is set for the other one. Let us add that the activation number is not modified by the reflection of the nucleons on the nuclear surface. We finally recall that spectator nucleons are not allowed to collide with each other in the INCL3 model.
The average distribution of the activation number of the emitted particles (in the cascade stage) is given in fig. 17 , both for the statistical and the strict Pauli blockings. The average value of n a is smaller for the strict Pauli blocking, which expectedly suppresses more collisions than the statistical Pauli blocking. Similarly, the number of transparent events is indeed more important with the strict Pauli blocking 2 (see table 2 ). Nevertheless, the average number of emitted nucleons remains the same, but the one of emitted neutrons (protons) slightly decreases (increases). The first result indicates that, very likely, the strict Pauli blocking essentially removes rather soft collisions involving nucleons with small energy. The hard collisions, presumably more efficient to eject nucleons, are essentially not more suppressed by the strict Pauli blocking than by the statistical one. The second result needs a more subtle explanation. The number of collisions increases when passing from the strict to the statistical implementation, involving more and more participant nucleons and thus more and more neutrons as the latter are more numerous in the target. Conversely, going from the strict to statistical implementation reduces the importance of the protons in the collision process. Note that neutron and proton multiplicities are proportionally less modified when going up in energy. Finally, it is remarkable that the differences between the statistical and strict Pauli blockings concerning multiplicities are rather minute, whatever the incident energy is, at least in the range spanned by table 2, while, on the other hand, the shapes of the differential cross-section are noticeably different at low energy (see figs. 3 and 15), but very similar to each other at 256 MeV, as shown in refs. [2] and [37] .
An often debated issue is related to how phase space is populated: can some part of this space be populated only by early emitted particles? This question is partly answered, for our model, by fig. 18 . The latter shows the splitting of the energy spectra in contributions coming from emitted particles with different activation numbers. As expected, the high-energy part of the spectra is overwhelmingly dominated by the n a = 1 particles. Let us recall that these particles are emitted after the first collision. The top panel of fig. 18 shows that they are more numerous at low than at high outgoing energy. This can be interpreted as follows: in the first collision, the most energetic particle has more chance to re-interact than its partner, simply because the possible collisions of the slowest particle are more efficiently blocked by the Pauli principle. At small angle (central panel of fig. 18 ), n a = 1 particles are mainly emitted with large energy. This can easily be understood by the kinematics of quasi-free scattering. Let us forget Fermi motion for a moment. The first collision is elastic at this incident energy and generates two nucleons emitted in perpendicular directions. The most forward nucleon is the most energetic one. Thus a narrow peak is expected on the high-energy part of the nucleon spectrum. The low-energy side should be very much depleted, since the low-energy particle produced in the elastic collision would always be emitted at larger angle. However, this particle may be reflected before being emitted at a small angle. This is responsible for the small component of the energy spectrum of n a = 1 particles emitted at 10
• . Fermi motion broadens the high-energy component considerably. At large angles (above ∼ 10
• ), after the first collision, the two particles are emitted with about the same energy (if Fermi motion is disregarded) and at 69
• the situation is largely reversed.
The n a = 2 component of the energy spectra is globally as large as the n a = 1 component, and peaks at small energy (almost irrespective of the emission angle). The importance of the other components decreases rapidly as n a increases. Furthermore, the shapes of these components are very similar to each other and close to the shape of the n a = 2 component.
The comparison between the central panel of fig. 18  and fig. 14 reveals that at very small angles, either the theoretical n a = 1 component or the n a = 2 one (or both) does not have the appropriate shape for the physical case of fig. 14. This might indicate that the target momentum distribution is not realistic in our model or that some quantum interferences manifest themselves in this kinematical region.
Another look at the decomposition in various n a components is provided by fig. 19 , which focuses on the angular distribution of the emitted particles. The n a = 1 component has a maximum around 50
• (40 • ) for the strict (statistical) implementation of the Pauli blocking 3 . The 3 We are just interested here in the relative importance of the components, but in the dσ/dΩ distribution, the maximum of the na = 1 component occurs at 33
• and 15
• , respectively.
other components are much broader and tend progressively toward an isotropic (∝ sin θ) pattern. The importance of the successive components decreases with increasing n a much faster for the strict Pauli blocking than for the statistical one, in agreement with fig. 17 . It is remarkable that emission at very forward angles is dominated by the n a = 2 component (a little more so for the strict Pauli blocking). Emission at large backward angles is dominated by the n a = 2 and 3 components for the strict Pauli principle and by the n a = 3 and 4 components for the statistical one. We have checked that emission of fast backward particles (with more than ∼ 40 MeV kinetic energy) requires at least 3 collisions on the average, irrespective of the implementation of the Pauli blocking, but the probability for this emission is much decreased with the strict Pauli blocking, as we already said.
Comparison with other models
Several models have been proposed for nucleon-induced reactions in the energy range (∼ 40 MeV-200 MeV) under consideration in this paper. The most important ones are the Harp-Miller-Berne model [38] , the Griffin exciton model [39] [40] [41] 43] (in its various versions) and the Feshbach-Kerman-Koonin theory [44] . A review of these models can be found in ref. [45] . The common feature of these models is that the nucleus is viewed as a Fermi gas in a constant average potential well, which can be excited through the creation of particle-hole pairs by the successive nucleon-nucleon collisions and de-excited by emission of particles. The models differ mainly by the sophistication of their respective description of the transition probabilities. We will not compare here with modern sophisticated models, like the BUU/VUU/BNV model (see refs. [46, 47] for a review), mainly because the latter have not been very much tested for nucleon-nucleus collisions, at least at low energy. In addition, these models are numerically much more time-consuming, because of their dynamical treatment of the nuclear mean field. This aspect is of uttermost importance in heavy-ion physics, to which these models are usually applied, but of minor importance in nucleon-nucleus collisions at low energy. Furthermore, the INC model is more suited to handle exclusive observables, like the distribution of particle multiplicities. Therefore the INC model keeps its attractiveness, especially for intensive applications to particle transport calculations.
Many calculations have been made with the Hybrid (H) and Geometry-Dependent Hybrid (GDH) exciton models. Roughly speaking, in these models, the incident particle creates particle-hole pairs (excitons) from which particles can be emitted to the continuum. The energy spectra are then determined by the transition probability to go from the n-exciton states to the (n + 2)-exciton states and by the probability to emit a particle from the n-exciton states. The probability for the first process is supposed to be a function of the densities of these respective states. The probability to emit a particle from the nexciton states is generally calculated from the transition state method. The expression for the (energy) differential cross-section can be written as [40] 
where σ R is the reaction cross-section, the sum runs over the number of excitons, ρ n (E * ) is the density of n-exciton states at excitation energy E * ,ρ n (E * , ε) is the density of n-exciton states at excitation energy E * with an exciton having precisely energy ε, λ c (ε) ≈ σ(ε)εm/h 2 (with σ(ε) being the inverse capture cross-section for a nucleon of energy ε) is related to the emission rate into the continuum of particles with energy ε, λ + is the nucleon mean free path for generating in the target a transition from n-exciton to (n + 2)-exciton states and where D n is the survival probability of the n exciton states (see ref. [40] for details). In the H model, this formula is applied directly, with parameters representing the average conditions, whereas in the GDH model, it is applied for each impact parameter with the conditions (σ(ε), λ + and D n ) pertaining to the (linear) trajectory of the incident particle for this impact parameter. A summation over the latter is performed. The quantity λ + is usually calculated in terms of the nucleon-nucleon cross-section, corrected for Pauli blocking according to the Kikuchi-Kawai prescription [51] . It has also been tentatively related to the imaginary part (W ) of the nucleon optical-model potential (λ + ≈hv/W ), where v is the average velocity. We refer to refs. [40, 41] for more details.
We present in the top panel of fig. 3 a comparison of the predictions of the H and GDH models with our results for a typical case. As often quoted in the literature [20] , the GDH model is generally better than the H model, especially for the high-energy part of the spectrum. This is expected since the corresponding particles are mainly produced in quasi-elastic collisions which are more represented in the peripheral collisions. Figure 3 also shows that our INC model gives a reasonable agreement, similar to the one achieved by the exciton model. We also compared our predictions with the GDH model in figs. 1-2 for neutron energy differential cross-sections in protoninduced reactions. At low energy ( fig. 1 ), the GDH model is definitely better than the INC model, but at 45 MeV ( fig. 2) , the two models produce similarly reasonable results. The INC model is better than the GDH model for heavy targets whereas the converse is true for light targets. The results of the GDH model used in ref. [17] are evaluated with the two choices mentioned above for the quantity λ + . The use of the optical model seems slightly better. We also compared our results with a version of the GDH model which is adapted to the prediction of the double differential cross-sections. In short, this version introduces angular distributions which are supposed to characterize the emission pattern of the various exciton states: the free nucleon-nucleon cross-section is taken for the n = 1 exciton state, a folding of two such distributions is taken for n = 3, and so on. Often, empirical distributions are used. Such a comparison is provided by fig. 5 , where angular distributions for given outgoing energies are displayed. Except for the small angles (less than ∼ 15
• ), the predictions of the INC model are noticeably better than those of the GDH model. The GDH model seems to predict a steep drop in the various angular distributions, which is not observed experimentally. This feature is probably induced by too crude assumptions for the angular distributions pertaining to the emission from the various n exciton states.
In figs. 7-8, we display a comparison with the GDH model for proton emission in proton-induced reactions. At low energy ( fig. 7 ), the energy differential cross-section is definitely better reproduced with the GDH model, but at 62 MeV, the difference is less pronounced.
Some authors [52, 42, 43, 17] noticed that the most important contributions come from low exciton numbers. As a consequence, it is reasonable to consider that probabilities to excite these exciton states should not be determined by phase space only, but also by the properties of the nucleon-nucleon collisions. Therefore, angular distributions should be taken as close as possible to those dictated by the successive collisions. Following these considerations, Smith and Bozoian [49] have built a model where the lowest contribution of the GDH model is replaced by a quasi-free scattering (QFS) contribution, calculated microscopically, with some "effective" nucleon number. This model gives better results than the standard GDH model, as shown in fig. 8 , except at small angles and high-energy loss, similarly to our INC results. It is also interesting to compare the various contributions of this model and those of ours. They are given in fig. 5 of ref. [49] and fig. 18 , respectively. The shape of the QFS contribution is similar to the n a = 1 contribution of our model. The shapes of the 3p-2h, 4p-3h, . . . contributions are rather similar to each other and quite similar to the shapes of the n a = 2, 3, . . . contributions in our model. This more or less confirms that the activation number n a can be closely related to the exciton number. We have to stress, however, that the relative importance of the QFS contribution of ref. [49] is substantially larger than the n a = 1 contribution in our model.
A step further was taken by Chiang and Hüfner [34] (and, independently, by Wu [53] ). They assumed that the double differential cross-section can be decomposed into three terms, corresponding, respectively, to single (1), double (2) scattering and compound-nucleus (c) formation and decay:
where N α gives the number of nucleons after step α, the σ α 's are the cross-sections for single, double scattering and compound nucleus, the functions F α are the angular distributions for particle emission during the successive steps and where ε 0 is the incident energy. The quantities σ α are evaluated by simple Glauber formulae. The angular distribution F 1 is taken from the parametrization of the angular distribution following nucleon-nucleon elastic scattering in nuclear matter, as calculated in ref. [51] . The angular distribution F 2 is a folding of F 1 by itself, both in angle and energy, and the angular distribution F c is isotropic. In other words, the authors postulate that only two collisions contribute to the pre-equilibrium emission, the third one leading already to the formation of an equilibrated system. Of course, this statement can be true only if the incident energy is low enough. Chiang and Hüfner argue that it holds up to ∼ 100 MeV. This conjecture is supported to some extent by fig. 19 : the components for n a ≥ 3 are indeed close to be isotropic. A comparison between the predictions of our model and those of Chiang and Hüfner is provided by fig. 9 . They are very similar, although a slightly better agreement with experiment can be noticed for our INC model, especially for large and small angles. This is perhaps not surprizing as the average number of collisions in the cascade stage (see table 2) lies about 2. It seems that the "one, two, infinity" approach is close to reality. This approach, which was introduced in a pragmatic way, using plausibility arguments about mean free path, energy loss, Pauli blocking, etc., is supported by our model, where all these elements are treated equally by the INC dynamics.
In more recent years, attempts have been made to describe the nuclear reactions with more elaborated tools, derived from the Feshbach-Kerman-Koonin theory. For the energy range under interest here, the multi-step direct (MSD) model is the most appropriate one. We refer to ref. [48] for a description of the method. Let us just say here that it can be viewed as an exciton model with an elaborate way to calculate the transition probabilities, based on some statistical DWBA methods. Figure 3 shows the results of such a calculation (for three angles). They give a near perfect agreement, owing to a fit of the interaction strength and to some assumptions about the (average) spectroscopic factors. Furthermore, it seems that this strength should be adjusted differently when changing the incident energy. It is gratifying to see that a simple model like our INC model can yield results of comparable (but definitely slightly lower) quality as these elaborated approaches.
Recently, a very complex tool for calculating the nuclear cross-sections, namely the TALYS code system, has been built [35] . It incorporates many models (Hauser-Feshbach, compound-nucleus, MSD, DWBA to discrete low-lying states and to giant resonances, etc.). An example of the results provided by this elaborate model is illustrated by fig. 12 . As expected, these results are much better than ours, but one has to keep in mind that some amount of parameter fitting allows this kind of agreement. It should be noticed that our INC model reproduces the general trends of the cross-sections, in spite of its simplicity.
In summary, the INC model produces quite reasonable results in view of its simplicity, of its lack of free parameters and of the poor fulfillment of the theoretical conditions of validity (eq. (2)). The predictions seem to be better when the incident energy increases, when the target mass increases and for angles that are intermediate. Nonetheless, our model can compete reasonably well with most other popular models.
Possible improvements
This last remark opens the prospect of future improvements of our model in the 40-200 MeV range. Two features have been touched upon in this paper. The introduction of a "mixed" Pauli blocking, perhaps hard to justify theoretically, can anyway be quite efficient, as we have indicated. Another possibility is provided by the introduction of in-medium elementary cross-sections, which seems to improve the results of the GDH model. Another possible improvement would consist in introducing more realistic momentum distributions. We have also investigated several other modifications, like the modification of the angular distribution in nucleon-nucleon elastic scattering, the introduction of refraction for particles leaving the nuclear volume, the variation of the potential depth. Results will be published elsewhere [54] , but none of them brings substantial improvement. Finally, we mention that a feature lacking in our approach is the production of composites, which is experimentally important in this energy range, unlike what happens at higher incident energy.
Conclusion
We have investigated the low-energy limit of validity of the INC model by comparing the predictions of the Liège model (INCL3 version) to experimental data and to predictions by other models. Contrary to what is generally believed, the predictions of our INC model are often reasonably good, well below the commonly accepted limit of validity, i.e. ∼ 250 MeV incident energy. There are however systematic variations of the agreement as explained in sect. 3. We have seen also that the predictions of our model are comparable with and sometimes better than those of the exciton model or of its more elaborated versions like the GDH model and even those of the MSD model. This may not be after all so surprising: all these models carry the same basic physics, i.e. the physics of a Fermi gas lying in a potential well and subject to excitation by collisions and de-excitation by emission of particles. Only the methods for evaluating the different transition probabilities for the various steps of this complex process are different. The INC model presents this advantage that all transition probabilities are automatically fixed by the handling of collisions, giving it the unity which is somehow lacking in other models, where different methods are used for evaluating the various probabilities. The remaining main difference in the physics between the INC model and the other ones is the fact that the single-particle spectrum is continuous in the INC model, whereas it is discrete in the other models. This is perhaps the reason why the INC model has been discarded for the low-energy domain, in spite of earlier results obtained by some authors [55] . Our results seem to show that the discrete nature of the singleparticle spectrum has no obvious effect. A possible explanation may lie in the fact that in reality, single-particle excitations in nuclei have some width, which may wash out the discrete structure [56] .
We want to recall that we use the INC model for describing the dynamics in the impact parameter range. We do not use it for the total reaction cross-section (in fact our predictions for this quantity are too small, by a factor between one and two). This is the way INC codes are often used in transport codes.
The agreement that we obtain in this work would allow our model to be introduced in such transport codes for a large domain of energy. This is an important point: the simplicity of the INC model and the subsequent fastness of the associated numerical codes make it particularly appropriate for the modeling of nucleon-nucleus reactions in extensive applications. This plainly justifies the present investigation. The accuracy of our results is admittedly not perfect and may sometimes be considered as insufficient, depending upon the application of the model. That is why we do not provide a definite figure for the lower limit of validity of the INC. But for transport codes which have to handle a series of complex processes with many different energy scales, the accuracy reached by the INC model in the MeV range is very promising and the perspective of having a simple model in a large energy domain is certainly an attractive one.
