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Abstract. We describe an explicit morphism of complexes that
induces the cycle-class maps from (simplicially described) higher
Chow groups to rational Deligne cohomology. The reciprocity laws
satisfied by the currents we introduce for this purpose are shown
to provide a clarifying perspective on functional equations satisfied
by complex-valued di- and trilogarithms.
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1. Introduction
Abel-Jacobi maps for higher Chow groups
(1.1) AJp,nX : CHp(X, n)Q → H2p−nH (XanC ,Q(p))
were introduced (for smooth quasi-projective X over k ⊂ C) in [Ke1,
KLM] via an extension of Griffiths’s formula for n = 0 to a quasi-
isomorphic subcomplex of the cubical Bloch complex Zp(X, •)Q. To-
gether with their extension to motivic cohomology H2p−nM (X,Q(n)) in
the singular case [KL], these AJ-maps have been used (for example)
to interpret limits of normal functions of geometric origin [GGK], to
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2 BURGOS GIL, KERR, LEWIS, AND LOPATTO
study toric and Eisenstein symbols on families of Calabi-Yau varieties
[DK], to compute a family of Feynman integrals [BKV], and to study
torsion in CHp(X, n) [Pe] (though an integral moving lemma is still
missing for this to work in general).
Summary. The main purpose of this paper is to give an alternate for-
mula (Theorem 3.2) for (1.1) on the simplicial Bloch complex Zp∆(X, •)Q,
sending a precycle1 Z to a triple of currents (T∆Z ,Ω∆Z , R∆Z ) (cf. (3.3)) on
X. (We shall restrict for simplicity to the smooth projective case, so
that the absolute Hodge cohomology in (1.1) is just Deligne cohomol-
ogy; the generalization to quasi-projective is exactly as in §3 of [KL].)
This had been a goal of the authors of [KLM], but seemed out of reach
at the time. The basic currents on Pn we develop for this purpose in
§2 (see (2.2), (2.6), and (2.7)) lead to two “simplicial” reciprocity laws
(Theorems 4.5 and 4.8) for their integrals over subvarieties of projec-
tive space, which are applied to directly recover functional equations
for complex-valued di- and tri-logarithms in §§5-6. The second of these
laws takes a very intriguing form, and leads to a more straightforward
proof of the Kummer-Spence relation (6.1) than for the real-valued
trilogarithm in [Go3]. This paper is written in such a way that the
reader interested only in these applications can skip §3 entirely.
The AJ formulas of [KLM] were based on the cubical higher Chow
complex for several reasons, including the greater ease of construct-
ing good currents on n (not to mention explicit cycles in the cubical
complex), the availability of bounding membranes (to provide a link
to the extension class definition of AJ), and the greater naturality of
cup-products in the cubical setting. On the other hand, the simpli-
cial formulation of higher Chow groups allows for linear higher cycles,
which provide direct links to the seminal work of Goncharov on polylog-
arithms (cf. [Go1]-[Go4]) and to the cohomology of the general linear
group [dJ]. These special features make a compelling argument for
revisiting [KLM] from the simplicial point of view.
Moreover, we point out that, up to this point, there has not even been
a correct real regulator formula on the simplicial level. While it was
checked in §3.1 of [Ke1] that Goncharov’s currents in [Go1] yield the
real regulator (i.e., composition of AJp,nX with piR : H
2p−n
H (X,Q(p)) →
H2p−nH (X,R(p))) on the cubical complex, it turns out that the simplicial
version constructed in §6.1 of [Go1] (or §2 of [Go2]) is neither well-
defined nor a map of complexes. The main problem is that Zp∆(X, n)Q
is a subgroup of Zp(X × Pn)Q/Zp(X × Hn)Q, where Hn ⊂ Pn is the
1We use the term “precycle” for an element of Bloch’s complex, and “[higher
Chow] cycle” for an element of CHp(X, n)Q (equivalence class of a closed precycle).
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hyperplane defined by X0 + · · ·+Xn = 0,2 and the currents of [op. cit.]
do not vanish on Zp(X× Hn)Q. For more details, see Remark 3.4.
Some motivation. On any Pm, with coordinates [Y0 : · · · : Ym] (and
yi := Yi/Y0), one has a natural dlog-form
Ω∆m(Y0 : . . . : Ym) := Ωm
(
Y1
Y0
, . . . , Ym
Y0
)
:= dy1
y1
∧ · · · ∧ dym
ym
and real m-chain (see (2.4) for orientation)
T∆m (Y0 : · · · : Ym) := {y1, . . . , ym ∈ R+};
we may regard both as m-currents. The constructions of this paper
center around the existence of sequences of (m− 1)-currents
Rm ∈ Dm−1(Pm) (m ≥ 1)
satisfying two properties. To motivate the first property ((1.3) below),
consider the family
Xs :=
{ 2n∏
i=0
Xi − s
2n∑
i=0
X2n+1i = 0
}
⊂ P2n
of Calabi-Yau (2n − 1)-folds,3 and let Pn ∼= Pt ⊂ P2n be a family
of linear n-planes4 with ∂Γt = Pt − P0 (Γt = (2n + 1)-chain). Setting
Zs,t := Pt·Xs, we have 0 = [Zs,t−Zs,0] ∈ CHn(Xs); in particular, writing
ωs := ResXs
(
F−1s
∑2n
i=0(−1)idX0 ∧ · · · ∧ d̂Xi ∧ · · · ∧ dX2n
)
, the Grif-
fiths Abel-Jacobi integrals
´
Γt·Xs ωs vanish. Taking s → 0 and writing
X0 = ∪Xj0, where Xj0 = {Xj = 0} ∼= P2n−1 ↪→ρj P
2n, we obtain
(1.2) 0 =
ˆ
Γt·X0
ω0 =
2n∑
j=0
(−1)j
ˆ
Γt·Xj0
Ω∆2n−1
(
X0 : · · · : X̂j : · · · : X2n
)
.
Now suppose that for each m
(1.3) d[Rm] = Ω∆m − (2pii)mδT∆m + 2pii
m∑
j=0
(−1)jρj∗Rm−1
holds. Then on X0, ω0 ≡ d[∑(−1)jρj∗R2n−1] modulo Z(2n− 1)-valued
currents, and by Stokes’s theorem (1.2) gives
0 =
2n∑
j=0
(−1)j
ˆ
Zj0,t−Zj0,0
R2n−1
2The Roman script X and Y are used throughout to denote varieties, while X,Y
denote projective coordinates; this convention is not followed for other letters.
3We shall ignore the fact that this family is not semistable at s = 0.
4Think of t as varying in some neighborhood of 0 in a CM , with Γt the union of
{Pt} over a radial segment −→0.t.
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(where Zj0,t := Z0,t · Xj0), which shows that
(1.4)
2n∑
j=0
(−1)j
ˆ
Zj0,t
R2n−1 is constant.
In fact, according to the first of the “reciprocity laws” in §4, this con-
stant belongs to Z(2n−1), and the proof is simpler than the argument
just given. (The second of the two laws, however, is more subtle.) If
n = 1 and the Pt are lines, (1.4) is just log(x)− log(y)+log(y/x) ≡
Z(1)
0.
To motivate the second property, suppose we would like to have lifts
ε˜n ∈ H2n−1meas (GLn(C),C/Z(n)) of the Borel classes
εn ∈ H2n−1cont (GLn(C),R) := H2n−1
{
Cont
(
GLn(C)×(•+1)
)GLn(C)
, δ
}
(e.g., ε1(g0, g1) ∝ log |g1/g0| and
ε2(g0, g1, g2, g3) ∝ D(CR([g0v], [g1v], [g2v], [g3v])),
where D is the Bloch-Wigner function and v ∈ C2 is fixed). For in-
stance, one might use such lifts to detect elements (particularly tor-
sion ones) of H2n−1(GLn(F),Z) or to construct complex lifts of hyper-
bolic volume. Recall that Bloch’s higher Chow complexes were orig-
inally defined in their simplicial formulation: writing ∆n := Pn\Hn,
∂∆n := ∪nj=0ρj (Pn−1\Hn−1), (∂)∆nX := X × (∂)∆n, the subgroups
Zp∆(X, n) ≤ Zp(∆nX) = Z
p(X×Pn)
Zp(X×Hn) (generated by subvarieties meeting
faces of ∂∆nX properly) form a complex Z
p
∆(X, •)Q under ∂ =
∑(−1)jρ∗j
with homology CHp(X, n)Q. The relevant case is where X = Spec(C)
is a point.
If the {Rm} satisfy the additional property
(1.5) Rm|Hm = 0,
then we can use them to induce Abel-Jacobi maps
(1.6) CHn(Spec(C), 2n− 1) AJ∆−→ C/Z(n)
by integrating (2pii)n−1R2n−1 over a cycle Z. Composing this with the
map
H2n−1 (GLn(C),Z) −→ CHn (Spec(C), 2n− 1)
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defined by5 fixing v ∈ Cn and sending a tuple g := (g0, . . . , g2n−1) ∈
GLn(C)×2n (in general position) to
Zg :=

 ↑ ↑g0v · · · g2n−1v
↓ ↓


X0
...
X2n−1
 = 0
 ⊂ ∆2n−1,
we apparently obtain a candidate for ε˜n. In fact, this is a bit glib as
AJ∆ is not defined on all of Z2n−1∆ (Spec(C), •), but only on a sub-
complex Z2n−1∆,R (Spec(C), •) of precycles well-behaved with respect to
the currents. So far we only know this subcomplex is rationally quasi-
isomorphic (Proposition 3.1), and so (1.6) only maps to C/Q(n). Nev-
ertheless, the direct formula
ε˜n(g) := (2pii)1−n
ˆ
Zg
R2n−1
appears to give a measurable cohomology class with C/Z(n) coeffi-
cients, which should be investigated further.
Finally, to give the reader a flavor of what sort of concrete compu-
tation is possible with our AJ formula in the simplest case, where X is a
point over a number field, consider the element Z ∈ Z2∆ (Spec(Q(ζ)), 3)Q
(ζ = e 2pii3 ) defined by Z := Z1 + Z2 :=[
−Z(Z − ζ2W )2 : W (Z − ζW )(Z − ζ2W ) : −W 3 : Z3
]
[Z:W ]∈P1
+
[
−3Z(Z + ζ2W ) : 3Z2 : −W 2 : W 2
]
[Z:W ]∈P1 .
We have ∂Z = −[3ζ : −1 : 1] + [3ζ : −1 : 1] = 0,6 and so this defines
a higher Chow cycle [Z], whose image under the (simplicially defined)
map
AJ2,3X : CH2 (Spec(Q(ζ)), 3)→ C/Q(2)
is computed by integrating the 2-current
R := 12piiR3
(
X1+X2+X3
−X0 ,
X2+X3
−X1 ,
X3
−X2
)
5See [dJ] for details of this construction.
6See (3.1). Note that the intersections with coordinate hyperplanes which lie
inside H3 do not count, since ρ∗jH3 = H2 and Z2∆(X, 2) ≤ Z2(X× P2)/Z2(X×H2).
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on P3 (cf. (2.2)) over Z. Since −X3
X2
≡ 1 on Z2, we have
AJ([Z]) =
ˆ
Z1
R
= 12pii
ˆ
P1
R3
(
Z3−W 3+W (Z−ζW )(Z−ζ2W )
Z(Z−ζ2W )2 ,
W 3−Z3
W (Z−ζW )(Z−ζ2W ) ,
Z3
W 3
)
= 12pii
ˆ
P1
R
(
t−ζ
t−ζ2 , 1− t, t3
)
= 3
ˆ ζ2
ζ
log(1− t)dlog(t)
= 3
(
Li2(ζ2)− Li2(ζ)
)
= −3√3L (χ−3, 2) .
Remark. Throughout this paper, all cycle groups are taken with ra-
tional coefficients; henceforth, we drop the subscript Q used above.
This choice reflects the fact that we do not yet know how to prove
Propositions 3.1 and 3.5 (or some substitute) integrally. (This will be
necessary to enjoy the real benefits of the simplicial AJ map when X
is the spectrum of a number field, since in this case the main point
of lifting from R(n − 1) to C/Z(n) is probably to extract torsion in-
formation.) Also note that in sections 3 and 6 we have relegated to
appendices those technical details which we judged to interrupt the
main line of argument (proofs of moving lemmas, etc.)
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Council of Canada (J.L.), and from Washington University’s Office of
Undergraduate Research (P.L.). Much of this paper was written while
M.K. was a member of the Institute for Advanced Study, and he thanks
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2. Two classes of simplicial currents
The explicit formulas for Abel-Jacobi maps for higher Chow groups
in [KLM] were enabled by the construction of triples (Rn,Ωn, Tn) of
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currents on each (P1)n with the telescoping property
(2.1) d[Rn] = Ωn−(2pii)nδTn +2pii
n∑
j=1
(−1)j
(
(ı0j)∗Rn−1 − (ı∞j )∗Rn−1
)
,
where ıj : (P1)n−1 ↪→ (P1)n are the inclusions of the coordinate hyper-
planes zj = . We briefly recall their definition: let Tf := f−1(R<0)
be oriented so that ∂Tf = (f), and log(·) denote the discontinuous
function with arg ∈ (−pi, pi]. Writing ε := (−1)n−12pii, we set
(2.2)
Rn := Rn(z1, . . . , zn) :=
∑n
j=1 ε
j−1 log(zj)dzj+1zj+1 ∧ · · · ∧ dznzn · δTz1∩···∩Tzj−1 ∈ Dn−1 ((P1)n) ,
(2.3) Ωn := Ωn(z1, . . . , zn) :=
dz1
z1
∧ · · · ∧ dzn
zn
∈ Dn,0
(
(P1)n
)
,
and
(2.4) Tn := Tn(z1, . . . , zn) := Tz1 ∩ · · · ∩ Tzn ∈ Cntop
(
(P1)n
)
.
Roughly speaking, (2.1) follows from d[log zj] = dzjzj − 2piiδTzj and
d
[
dzj
2piizj
]
= δ(zj) = d
[
δTzj
]
.
The key point is (2.2), which was arrived at in [Ke1, Ke2] by formally
applying P. Griffiths’s formula for AJ [Gr] to relative cycles on the
Cartesian product of a smooth projective d-fold X with
(n, ∂n) :=
(
(P1\{1})n,∪j,ıj
(
(P1\{1})n−1
))
.
Writing pj(z1, . . . , zn) := (z1, . . . , ẑj, . . . , zn) ∈ n−1, the cubical higher
Chow precycles
Zp(X, n) ⊂ Zp(X×n)/
degenerate cycles︷ ︸︸ ︷∑
j
p∗jZ
p(X×n−1)
are the algebraic cycles meeting arbitrary intersections of the X ×
ıj(n−1) properly, i.e. in the expected dimension (or less). The good
precycles ZpR(X, n) ⊂ Zp(X, n) are those which meet Tz1 , Tz1 ∩ Tz2 , . . .,
Tz1 ∩ · · · ∩ Tzn and their arbitrary intersections with the X × ıj(n−1)
properly as well [KL]. Given Z ∈ ZpR(X, n), the convergence ofˆ
X
RZ ∧ ω :=
ˆ
Z˜
Rn(z) ∧ pi∗Xω
for arbitrary ω ∈ A2d−2p+n+1(X) defines a current RZ ∈ D2p−n−1(X);
indeed, this holds on the level of summands of (2.2). Similarly, one
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defines ΩZ ∈ F pD2p−n(X) and
TZ := (piX)∗ {(X× Tn) ∩ Z} ∈ C2p−ntop (X;Q),
and according to [KLM]
(2.5) d [RZ] = ΩZ − (2pii)nδTZ − 2piiR∂BZ.
In particular, given f1, . . . , fn ∈ O∗alg(U) (U ⊂ X Zariski open) for
which the Zariski closure of
Γf := {(x, f1(x), . . . , fn(x)) |x ∈ U} ⊂ X×n
is a good precycle, each term of R(f1, . . . , fn) defines an (n−1)-current
on X.
The relative dearth of coordinate hypersurfaces in projective space
makes defining a telescoping sequence of currents a greater challenge
than in the cubical case. Writing X0 : · · · : Xn for the projective
coordinates, the closure of Γ(X1
X0
,··· ,Xn
X0
) is not even a precycle. On
its own this is not necessarily a problem, but the non-integrability
of (log x)dx
x
δTx against 1 on D(0) means that along the hyperplane at
infinity, certain terms of R
(
X1
X0
, · · · , Xn
X0
)
(for n ≥ 3) fail individually to
yield currents on Pn. This must be corrected if any sort of computation
or manipulation is to take place. Moreover, it is not at all clear how to
generalize the construction of a bounding membrane in [Ke1, Ke2].
To get around the termwise-nonconvergence problem, there are two
natural choices on Pn:
(2.6) S∆n := S∆n (X0 : · · · : Xn) := Rn
(
−X1
X0
,−X2
X1
, . . . ,− Xn
Xn−1
)
and
(2.7)
R∆n := R∆n (X0 : · · · : Xn) :=
Rn
(
− (X1+···+Xn)
X0
,− (X2+···+Xn)
X1
, . . . ,− Xn
Xn−1
)
,
with Rn(· · · ) as in (2.2), interpreted in the sense of
´
Pn Rn(· · · )∧ ω :=
lim→0
´
Pn\U Rn(· · · )∧ω for U a tubular neighborhood of the singular
set of Rn(· · · ). The first version can be more convenient for reciprocity
laws, but the second is essential for defining Abel-Jacobi maps, as we
shall discover below.
Lemma 2.1. Each term of S∆n and R∆n belongs to Dn−1(Pn).
Proof. For S∆n , we remark that no Xi appears more than twice in any
term, and that occurrences are always adjacent. This produces sin-
gularities of the form (log z)δT−z and (log z)dzz (which are integrable
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against smooth forms), and exterior products of such, while prohibit-
ing dz
z
δT−z and (log z)dzz δT−z .
While R∆n appears to be more complicated, it turns out to be even
better behaved. Consider the cycle
(2.8) Γf [n] ∈ Zn(Pn ×n)
where
f [n] := f [X0 : · · · : Xn] :=
(
−X1 + · · ·+Xn
X0
,−X2 + · · ·+Xn
X1
, . . . ,− Xn
Xn−1
)
.
Its intersections with Pn × ı∞j (n−1) (j = 1, . . . , n) and Pn × ı0n(n−1)
are Γ
f [X0:···:X̂k:···:Xn] for some k. Those with P
n × ı0j(n−1) for j =
1, . . . , n − 1 are concentrated over the loci Pj−1 ∼= {Xj = · · · = Xn =
0} Ij↪→ Pn, since away from this set, Xj + · · · + Xn = 0 =⇒ one
of −Xj+1+···+Xn
Xj
, . . . , − Xn
Xn−1
equals 1. In fact these intersections are
proper and yield degenerate cycles, of the form
(
Ij × ı0j
)
∗ p
∗
j,...,nΓf [j−1] .
We conclude that Γf [n] is a precycle.
Moreover, writing xi := XiX0 , it meets (C
∗)n × Tz1 , (C∗)n × (Tz1 ∩
Tz2), . . ., (C∗)n × Tn over the subsets of (C∗)n defined by: (x1 + · · · +
xn) > 0; x1, (x2 + · · · + xn) > 0; x1, x2, (x3 + · · · + xn) > 0; . . .;
x1, . . . , xn > 0. The intersections with Γf [X0:···:X̂k:···:Xn] in (C
∗)n−1 ⊂
{Xk = 0} behave similarly, and so we conclude that Γf [n] ∈ ZnR(Pn, n).
It follows immediately that (term for term) R∆n = RΓf [n] is a current.

To complete either (2.6) or (2.7) to a triple, the currents
(2.9) Ω∆n :=
dx1
x1
∧ · · · ∧ dxn
xn
, T∆n := (R>0)
×n.
on Pn will be needed.
Lemma 2.2. We have T∆n = Tn
(
−X1
X0
, . . . ,− Xn
Xn−1
)
= Tn
(
f [n]
)
and
Ω∆n = Ωn
(
−X1
X0
,−X2
X1
, . . . ,− Xn
Xn−1
)
= Ωn
(
f [n]
)
.
Proof. For the chains the first equality is clear, and T∆n = Tn(f [n])
follows from the proof of 2.1. To illustrate the latter point for n = 3:
in T3(f [3]) = T−(x1+x2+x3) ∩ T− (x2+x3)
x1
∩ T−x3
x2
, we have x1 + x2 + x3 = a,
x2 + x3 = bx1, and x3 = cx2 where a, b, c > 0. Hence x1 = a1+b > 0,
x2 = b1+cx1 > 0, and x3 = cx2 > 0. The reverse inclusion is clear.
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The two equalities of (n, 0)-currents follows, via the dlog map from
symbols to forms, from the following computation in Milnor K-theory
of C(x1, . . . , xn):{
−(X1 + · · ·+Xn)
X0
,−(X2 + · · ·+Xn)
X1
, . . . ,−(Xn−1 +Xn)
Xn−2
,− Xn
Xn−1
}
={
−X1
X0
(
1 + X2
X1
(
1 + X3
X2
(1 + · · · )
))
,−X2
X1
(
1 + X3
X2
(1 + · · · )
)
, . . .
. . . ,−Xn−1
Xn−2
(
1 + Xn
Xn−1
)
,− Xn
Xn−1
}
={
−X1
X0
,−X2
X1
(
1 + X3
X2
(1 + · · · )
)
,−X3
X2
(1 + · · · ) , . . . ,− Xn
Xn−1
}
= · · · ={
−X1
X0
,−X2
X1
,−X3
X2
, . . . ,− Xn
Xn−1
}
= · · · =
{
−X1
X0
,−X2
X0
, . . . ,−Xn
X0
}
,
where we have used in particular the relations {. . . , a, . . . ,−a, . . .} =
1 = {. . . , a, . . . , 1− a, . . .}. 
This brings us to the main point. Writing ρj [ξ0 : · · · : ξn−1] :=
[ξ0 : · · · : ξj−1 : 0 : ξj : · · · : ξn−1] for the inclusion of {Xj = 0} in Pn,
we have
Proposition 2.3. Let Rn stand for R∆n or S∆n . Then d [Rn] = Ω∆n −
(2pii)nδT∆n + 2pii
∑n
j=0(−1)j(ρj)∗Rn−1.
Proof. The computation of Γf [n] ·(Pn × ık (n−1)) in the proof of Lemma
2.1 implies
∂BΓf [n] =
∑
(−1)j(ρj)∗Γf [n−1] ,
which together with (2.5) gives the result for R∆n .
For S∆n , the correct residues are suggested by the corresponding tame
symbols in Milnor K-theory:{
−X1
X0
, . . . ,− X`
X`−1
,−X`+1
X`
, . . .− Xn
Xn−1
}
=
{
−X1
X0
, . . . ,− X`
X`−1
,−X`+1
X`−1
, . . . ,− Xn
Xn−1
}
Tame(X`)7−→
{
−X1
X0
, . . . ,−X`+1
X`−1
, . . . ,− Xn
Xn−1
}
.
Since Γ(−X1
X0
,...,− Xn
Xn−1
) isn’t a precycle, we must compute explicitly:
S∆n (X0 : · · · : Xn) =
S∆`−1 (X0 : . . . : X`−1) ∧ Ω∆n−`+1 (X`−1 : X` : · · · : Xn)
+(−2pii)`−1δT∆
`−1(X0:···:X`−1)·S
∆
2 (X`−1 : X` : X`+1)∧Ω∆n−`−1 (X`+1 : · · · : Xn)
+(−2pii)`+1δT∆
`+1(X0:···:X`:X`+1) · S
∆
n−`−1 (X`+1 : · · · : Xn) ,
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(−1)`Res(X`) of which is
S∆`−1 (X0 : · · · : X`−1) ∧ Ω∆n−` (X`−1 : X`+1 : · · · : Xn)
+(−2pii)`−1δT∆
`−1(X0:···:X`−1) · log
(
−X`+1
X`−1
)
Ω∆n−`−1 (X`+1 : · · · : Xn)
+(−2pii)`δT∆
`
(X0:···:X`−1:X`+1) · S∆n−`−1 (X`+1 : · · · : Xn) .
= S∆n−1
(
X0 : · · · : X̂` : · · · : Xn
)
. Here the residue of Ω∆n−`+1 follows
from the K-theory computation, and the boundary of T∆`+1(X0 : · · · :
X`+1) from the fact that it is just the closure of {x1, . . . , x`+1 ∈ R>0}.
Finally, using the fact that log
(
f
g
)
= log(f) − log(g) where g ∈ R>0,
we have S∆2 (X0 : X1 : X2) =
log (−x1) dx2
x2
+
{
− log (−x1) dx1
x1
+ 2pii log (x1) δT−x1
}
−2pii log (−x2) δT−x1 .
One checks that d of the bracketed current is zero, and so the only
contribution to Res(X1) (namely, − log (−x2)) comes from the last term.

For a dose of concreteness, here is a simple computation involving
S∆5 .
Example 2.4. Let Z ⊂ P5 be the P2 obtained by projectivizing the
row space of  −1 0 1 0 0 10 1 −1 1 0 0
a −1 0 0 1 0
 ,
with coordinates [Y0 : Y1 : Y2]. Writing z := Y1Y0 , w :=
Y2
Y0
, the pullback
of R5
(
−X1
X0
,−X2
X1
,−X3
X2
,−X4
X3
,−X5
X4
)
to Z takes the form
R5
(
z − w
1− aw,
z − 1
z − w,
z
z − 1 ,−
w
z
,− 1
w
)
.
T z−w
1−aw
∩ T z−1
z−w
is a triangular membrane bounding on z = w, z = 1 and
w = 1
a
, and for a /∈ [1,∞) we have T z−w
1−aw
∩T z−1
z−w
∩T z
z−1 = ∅. Hence the
last two terms are zero on Z, as are the first two by Hodge type, and
1
(2pii)2
ˆ
Z
S∆5 =
ˆ 1
a
w=1
ˆ w
z=1
log
(
z
z − 1
)
dlog
(
w
z
)
∧ dlog
( 1
w
)
.
Substituting u = 1
z
, v = 1
w
, the above
= −
ˆ a
v=1
ˆ v
u=1
log(1− u)dlog(u) ∧ dlog(v)
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=
ˆ a
v=1
(Li2(v)− Li2(1)) dlog(v)
= Li3(a)− Li3(1)− log(a)Li2(1)
= Li3(a)− ζ(3)− pi
2
6 log(a).
3. Abel-Jacobi maps for simplicial higher Chow groups
Let X be a smooth projective variety. The complex
C•D(X;Q(p)) := C•top (X; (2pii)pQ)⊕ F pD•(X)⊕D•−1(X)
of abelian groups with differential
D (T,Ω, R) := (−∂T,−d[Ω], d[R]− Ω + δT )
computes the Deligne cohomology
H∗D (X;Q(p)) := H∗ {C•D (X;Q(p))} .
These latter spaces are the targets for the AJ (rational regulator) maps,
whose explicit construction on the simplicial higher Chow complex is
the subject of this section.
The idea is to replace (n, ∂n) in the KLM-construction by
(∆n, ∂∆n) :=
Pn\Hn, n⋃
j=0
ρj
(
Pn−1\Hn−1
)
where Hn is the special hyperplane cut out by X0 + · · ·+Xn = 0. We
then define precycles (resp. good precycles)
Zp∆,R(X, n) ⊂ Zp∆(X, n) ⊂ Zp(X×∆n)
to be those cycles meeting arbitrary intersections of the X× ρj(∆n−1)
(resp. of these and the TX1+···+Xn
−X0
, TX1+···+Xn
−X0
∩TX2+···+Xn
−X1
, etc.) properly.
The Bloch boundary map
(3.1) ∂BZ :=
n∑
j=0
(−1)jρ∗jZ
makes these into quasi-isomorphic complexes:
Proposition 3.1. Hn
(
Zp∆,R(X, •)
) ∼= Hn (Zp∆(X, •)) ∼= CHp(X, n).7
7The proof is deferred to the first Appendix to this section so as not to interrupt
the main flow of ideas.
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We shall define a morphism
(3.2) Zp∆,R(X,−•)
A˜J
p,−•
∆,X−→ C2p+•D (X;Q(p)),
which then automatically induces (simplicial) AJ maps
(3.3) AJp,n∆,X : CHp(X, n) −→ H2p−nD (X,Q(p)).
Namely, writing pi∆, piX for projections from the desingularization Z˜ to
∆n, X, we set
R∆Z := (piX)∗(pi∆)∗R∆n , Ω∆Z := (piX)∗(pi∆)∗Ω∆n ,
T∆Z := (piX)∗
{
(X× T∆n ) ∩ Z
}
,
and
(3.4) A˜Jp,n∆,X(Z) := (2pii)p−n
(
(2pii)nT∆Z ,Ω∆Z , R∆Z
)
.
Theorem 3.2. A˜Jp,−•∆,X is a well-defined morphism of complexes. The
induced maps AJp,n∆,X recover Bloch’s cycle-class maps (in the sense of
Definition 3.6 below).
The proof is simple but somewhat formal, and so we shall pref-
ace it with a (probably more helpful) direct argument that (3.3) in-
duces a map of complexes. First there is the question of whether it is
well-defined, which splits into “algebraic” and “analytic” parts. The
latter issue, of whether R∆Z and Ω∆Z are actually in D2p−n−1(X) resp.
F pD2p−n(X) (since pullbacks pi∗∆ need not preserve currents), is implic-
itly resolved in the proof below (by the relation to the cubical KLM
currents). For reference, we have also included an explicit argument
that R∆Z is a current in the second appendix to this section.
Now Zp(X×∆n) = Zp(X×Pn)/Zp(X×Hn), and the “algebraic” well-
definedness refers to the requirement that A˜Jp,n∆,X vanish on admissible
precycles with support in X × Hn. In fact it suffices to check the
following, writing Z ∈ Zp(X×Pn+1) for the closure of Z ∈ Zp(X×∆n+1).
Given j ∈ {0, . . . , n + 1}, Z ∈ Zp∆,R(X, n + 1), and W an irreducible
component of ρ∗jZ sitting inside X×Hn, we must have R∆W,Ω∆W, T∆W all
zero. But on Hn we have X0 + · · ·+Xn ≡ 0, and onW we cannot have
all Xi ≡ 0. If (say) X0|W ≡ · · · ≡ Xk−1|W ≡ 0 but Xk is not identically
zero, then −Xk+1+···+Xn
Xk
|W ≡ 1 and the currents are trivial as desired.
To verify that A˜Jp,−•∆,X is a morphism of complexes, we use the formula
in Proposition 2.3. This gives for each Z ∈ Zp∆,R(X, n)
d[R∆Z ] = Ω∆Z − (2pii)nδT∆Z + 2pii
n∑
j=0
(−1)jR∆ρ∗jZ
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(3.5) = Ω∆Z − (2pii)nδT∆Z + 2piiR
∆
∂BZ,
while {
∂T∆n =
∑n
j=0(−1)j−1ρj
(
T∆n−1
)
d[Ω∆n ] = 2pii
∑n
j=0(−1)j−1(ρj)∗Ω∆n−1
=⇒
{
∂T∆Z = −T∆∂BZ
d[Ω∆Z ] = −2piiΩ∆∂BZ
,
and so
D
(
(2pii)nT∆Z ,Ω∆Z , R∆Z
)
= 2pii
(
(2pii)n−1T∆∂BZ,Ω
∆
∂BZ, R
∆
∂BZ
)
which yields D ◦ A˜J = A˜J ◦ ∂B as needed.
As mentioned in the Introduction, the simplicial AJ formula will be
particularly natural for linear higher Chow cycles derived from elements
of H2n−1(GLn(K),Z) (K a number field). While we won’t pursue this
application in the present paper, here is an example of what this will
look like on an irreducible component of such a cycle.
Example 3.3. Let α ∈ C\R≤0, and consider the linear precycle Z :={
[αZ −W : Z : −Z : W ] | [Z : W ] ∈ P1(C)
}
∈ Z2∆,R(Spec C, 3),
for α ∈ C\[1,∞). It has boundary ∂Z = [1 : −1 : α]− [α : 1 : −1], and
should be thought of as a simplicial analogue of the Totaro (pre)cycle.
Writing z := Z
W
for the coordinate on P1, R∆Z ∈ Ext1MHS(Q(0),Q(2)) ∼=
C/Q(2) is computed byˆ
Z
R∆3 =
ˆ
P1
R
(
− W
αZ −W ,−
W − Z
Z
,− W−Z
)
=
ˆ
P1
R
( 1
1− αz , 1−
1
z
,
1
z
)
.
Since T 1
1−αz
=
(
1
α
,∞
)
:=
{
r
α
|r ∈ R>0
}
(oriented from 1
α
to ∞) and
T 1
1−αz
∩ T1− 1
z
= ( 1
α
,∞) ∩ (0, 1) = ∅, this
=
ˆ
T 1
1−αz
log
(
1− 1
z
)
dlog
(
1
z
)
= Li2(α).
Remark 3.4. The currents S∆n are closer than the R∆n to being invariant
with respect to scaling the coordinates, which apparently makes them
more suitable for studying reciprocity laws and functional equations of
polylogarithms. However, they fail to yield well-defined AJ maps, as
they do not vanish on Hn.
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The real (n−1)-currents rn of [Go1] more dramatically illustrate the
problem, as they are actually invariant under scaling of coordinates,
and are prevented by this property from vanishing on Hn, and hence
from defining simplicial AJ maps as claimed in [op. cit.]. That they
do nevertheless produce AJ maps on the cubical level, coinciding with
the real or imaginary part of Bloch’s invariants, was checked in [Ke1,
sec. 3.1.1].
It is instructive to demonstrate the issue for r3. Let a ∈ C\R.
According to [Go1, Thm. 3.6],ˆ
P1
r3 (z, 1− z, z − a) = 12piiD2(a)
where D2 is the Bloch-Wigner function.8 By [Go1, Prop. 3.2], this
=
ˆ
P1
r3 (z, 2− 2z, z − a) =
ˆ
P1
r3
(
z
a− 2 ,
2− 2z
a− 2 ,
z − a
a− 2
)
=
ˆ
Za
r3(x1, x2, x3),
where Za = {[a− 2 : z : 2− 2z : z − a] | z ∈ P1} . But (a−2) + z+ (2−
2z) + (z− a) ≡ 0 =⇒ Za ⊂ H3 =⇒ Za = 0 ∈ Z2(C, 3). So Z 7→
´
Z
r3
does not induce a well-defined map r˜ : Z2(C, 3)→ R(1).
If one tries to make r˜ well-defined by insisting that it be “zero on
zero”, another problem emerges: we do not obtain a map of complexes
· · · → Z2(C, 4) → Z2(C, 3) → Z2(C, 2) → · · ·
↓ ↓ r˜ ↓
· · · → 0 → R(1) → 0 → · · · .
If we take Z˜ :=
{[V : (a− 2)(W + V ) : Z − V : 2(W − Z) : Z − aW ]}[V :W :Z]∈P1
in Z2(C, 4), then ∂Z˜ = ∑4j=1(−1)jρ∗j Z˜ since ρ∗0Z˜ = Za = 0. But the
reciprocity properties of r3 imply
∑4
j=0(−1)j
´
ρ∗j Z˜
r3 = 0, which gives
r˜(∂Z˜) =
4∑
j=1
(−1)j
ˆ
ρ∗j Z˜
r3 = −
ˆ
ρ∗0Z˜
r3 = − 12piiD2(a) 6= 0.
So apparently, the only way to fix the problem is to replace r3 =
r3
(
X1
X0
, X2
X0
, X3
X0
)
by something like r3
(
−X1+X2+X3
X0
,−X2+X3
X1
,−X3
X2
)
, which
affects its properties and calls into question (for example) the known
8In fact, for our purposes it suffices to know that the integral is nonzero. This
reduces to nonvanishing of
´
P1 log |z − a|dlog|z| ∧ dlog|1 − z|, which follows from
that of
´
R2
y log |z−a|
|z|2|1−z|2 dA for a /∈ R.
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proof9 that linear higher Chow groups of number fields surject onto the
usual higher Chow cycles.
Proof of Theorem 3.2. We shall need the subcomplexes of normal-
ized precycles
Np∆(X, n) :=
n−1⋂
j=0
ker ρ∗j ⊂ Zp∆(X, n)
Np∆,R(X, n) := N
p
∆(X, n) ∩ Zp∆,R(X, n)
and the following “moving lemma” (verified in the first appendix to
this section):
Proposition 3.5. Hn(Np∆,R(X, •)) ∼= Hn(Np∆(X, •)) ∼= Hn(Zp∆(X, •)).
With this, we may define the Bloch cycle-class map:
Definition 3.6. Let ξ ∈ CHp(X, n) (n ≥ 1) have normalized repre-
sentative Z ∈ ker(∂B) ⊂ Np∆(X, n); that is, all ρ∗jZ = 0. Denoting
X×∆n =: ∆nX, etc., the localization sequence for
(U∆, ∂U∆) := (∆nX\ |Z| , ∂∆nX\ {|Z| ∩ ∂∆nX})
leads to an extension (with Q(p)-coefficients)
(3.6) H2p−n−1(X)   // E∆ _

// // Q(−p) = 〈Z〉 _

H2p−1 (∆nX, ∂∆nX)
  // H2p−1(U∆, ∂U∆) // // H2p|Z| (∆
n
X, ∂∆nX)
◦
We define
cB(ξ) ∈ Ext1MHS
(
Q(0), H2p−n−1(X,Q(p))
) ∼= H2p−nD (X,Q(p))
to be the extension class of the top sequence.
The proof of the Theorem will now proceed in the three steps:
Step 1 : The cube-to-simplex map. Recall that Γf [n] (cf. (2.8)) is the
restriction to Pn ×n of the correspondence in Pn × (P1)n given by
(3.7)

λ1 σ1 σ1 · · · σ1 σ1
0 λ2 σ2 · · · σ2 σ2
0 0 λ3 · · · σ3 σ3
... ... ... . . . ... ...
0 0 0 · · · λn σn

︸ ︷︷ ︸
A(λ,σ)

X0
X1
...
Xn
 =

0
0
...
0

9cf. Prop. 16 in [dJ]; we do expect that this can be fixed.
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where [σj : λj] are projective coordinates on P1zj (zj =
λj
σj
). Observe
that the (n+ 1)× (n+ 1) matrix B(λ, σ), obtained by adding a row of
ones to A(λ, σ), has
(3.8) detB(λ, σ) =
n∏
j=1
(σj − λj).
Now (3.8) implies that
• A(λ, σ) has maximal rank, so that Γf [n] induces a well-defined
morphism from n to Pn; and
• B(λ, σ)[X] = [0] has no nonzero solution, so that the image of
this map avoids the hyperplane Hn (where X0 + · · ·+Xn = 0).
We shall write
Fn : n → ∆n
for this morphism and Γn ∈ Zn(∆n×n) for the associated correspon-
dence. The explicit formula
(3.9) Fn ([σ1 : λ1], . . . , [σn : λn]) = [σ1(σ2 − λ2) · · · (σn − λn) :
− λ1σ2(σ3 − λ3) · · · (σn − λn) : λ1λ2σ3(σ4 − λ4) · · · (σn − λn)
: · · · : (−1)n−1λ1 · · ·λn−1σn : (−1)nλ1 · · ·λn
]
makes it clear that Fn(∂n) ⊂ ∂∆n. The induced map
(Fn)∗ : Hn(n, ∂n)→ Hn(∆n, ∂∆n)
is an isomorphism since it sends representatives Tn 7→ T∆n , Ωn 7→ Ω∆n .
(This is essentially the same computation as in Lemma 2.2.) Hence for
any (smooth projective) X, denoting X×n =: nX, etc.,
F ∗X,n : Hm(∆nX, ∂∆nX)→ Hm(nX, ∂nX)
is an isomorphism for any m.
Step 2 : Simplicial to cubical precycles. The morphism Fn is the
composition of an inclusion (of n into a larger open subset of (P1)n)
with a sequence of blow-ups at the smooth centers: X1 = · · · = Xn = 0;
and (successive proper transforms of) X2 = · · · = Xn = 0, . . ., Xn−1 =
Xn = 0. Its positive-dimensional fibers are contained in ∪n−1j=1 ı0j(n−1)
and are degenerate in the sense that one or more zi’s (in fact, zj+1 thru
zn) are arbitrary. For cycles on X × ∆n meeting the blow-up centers
properly (which includes Zp∆(X, n)), the pullback under idX × Fn :
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X×n → X×∆n is well-defined.10 This yields a map
Γ∗X,n : Z
p
∆,R(X, n) → Zp(X×n)
Z 7→ Z
which we claim factors through ZpR(X, n).
Let τ be one of the real chains Tz1∩· · ·∩Tzk∩ıJ(n−|J |), say of (real)
codimension c. Inspection of (3.7) and (3.9) shows that τ∆ := Fn(τ)
is one of the real chains TX1+···+Xn
−X0
∩ · · · ∩ TX`+···+Xn
−X`−1
∩ ρI(∆n−|I|), of
codimension c∆ ≥ c. Since |Z| ∩ (X × τ) ⊂ F−1n
(
|Z| ∩ (X× τ∆)
)
, we
have
dimR (|Z| ∩ (X× τ)) ≤ (c∆ − c) + dimR
(
|Z| ∩ (X× τ∆)
)
.
Moreover, as Z ∈ Zp∆,R(X, n), we have codim|Z|R
(
|Z| ∩ (X× τ∆)
)
≥ c∆;
it follows that codim|Z
|
R
(
|Z| ∩ (X× τ)
)
≥ c. Since τ was arbitrary,
Z ∈ ZpR(X, n).
Next we claim that
Γ∗X,• : Z
p
∆,R(X, •)→ ZpR(X, •)
is a map of complexes, i.e. that
(3.10) Γ∗X,n−1(∂BZ) =
n∑
j=0
(−1)jΓ∗n−1ρ∗jZ
and
(3.11) ∂B(Γ∗X,nZ) =
− n∑
j=1
(−1)j(ı∞j )∗Z + (−1)n(ı0n)∗Z

+
n−1∑
j=1
(−1)j(ı0j)∗Z.
agree. Inspection of (3.9) shows that Fn restricts to Fn−1 on the facets
ı∞j (n−1) (→ ρj−1(∆n−1)) (for j = 1, . . . , n) and ı0n(n−1) (→ ρn(∆n−1)),
so that the right-hand side of (3.10) coincides with the square-bracketed
term in (3.11). The restrictions of Fn to the other facets map ı0j(n−1)→
ψj
ρ{j,...,n}(∆j−1) (with degenerate fibers as mentioned above) for any
j = 1, . . . , n − 1. Since Z meets these X × ρ{j,...,n}(∆j−1) properly (in
complex codim. ≥ n−j+1), Z meets X×ı0j(n−1) in the ψj-preimage,
10That is, the “preimage” (pi13)∗(pi∗12Z · pi∗23Γn) of an irreducible Z (where piij
are the projections on X×∆n ×n) already yields the proper transform, without
having to throw out “exceptional” components contained in ∪n−1j=1 ı0j (n−1).
SIMPLICIAL ABEL-JACOBI MAPS AND RECIPROCITY LAWS 19
which is degenerate. So the remaining terms on the right-hand side of
(3.11) are zero in ZpR(X, n).
Step 3 : AJ∆ and Bloch’s map. Let
A˜J
p,−•
X : Z
p
R(X,−•)→ C2p+•D (X;Q(p))
be the map of complexes defined by sending a precycleW ∈ ZpR(X, n) to
(2pii)p−n ((2pii)nTW ,ΩW , RW) [KLM].11 We claim that the composition
ZpR,∆(X,−•)
Γ∗X−→ ZpR(X,−•)
A˜J
p
X−→ C2p+•D (X;Q(p))
is none other than the A˜Jp∆,X of (3.4), proving the first statement
of Theorem 3.2. The point is that from Lemmas 2.1-2.2 we have
Γ∗n(Tn,Ωn, Rn) = (T∆n ,Ω∆n , R∆n ) so that(
T∆n ,Ω∆n , R∆n
)
= (Z)∗ (Tn,Ωn, Rn)
= Z∗Γ∗ (Tn,Ωn, Rn)
= Z∗
(
T∆n ,Ω∆n , R∆n
)
=
(
T∆Z ,Ω∆Z , R∆Z
)
(where the pullbacks of currents are well-defined by those lemmas and
by [KLM]).
Finally we let Z be a normalized (simplicial) precycle as in Definition
3.6, with class ξ. By the analysis in Step 2, we have that Z := Γ∗X,nZ ∈
ZpR(X, n) belongs to
⋂
j, ker(ı∗j). Note that we may have Z 6= 0 but Z =
0. In this case, ΓX,n yields a map from (nX, ∂nX)→
(
U∆, ∂U∆
)
, which
produces a splitting E∆ → H2p−1(nX, ∂nX) = H2p−n−1(X). Hence
cB(ξ) = 0 = [A˜J
p
X(0)] = [A˜J
p
∆,X(Z)], finishing the proof in this case.
So assume that Z is nonzero. Writing
(U, ∂U) :=
(
nX\|Z|, ∂n\{|Z| ∩ ∂nX}
)
,
we get an extension
(3.12) H2p−n−1(X)   // E _

// // Q(−p) = 〈Z〉 _

H2p−1 (nX, ∂nX)
  // H2p−1(U, ∂U) // // H2p|Z| (nX, ∂nX)
◦
analogous to (3.6). In fact, ΓX,n restricts to a map from U → U∆
sending ∂U → ∂U∆, hence induces a map from the bottom row of
(3.6) to the bottom row of (3.12). By the end of Step 1, this is an
11See the beginning of §2 for TW ,ΩW , RW .
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isomorphism on the left-hand terms. Since Z = Γ∗X,nZ, it also sends
the Q(0) to the Q(0) and so gives an isomorphism of the top rows.
Hence cB(ξ) is the extension class also of the top row of (3.12), which
by [KLM, Thm. 7.1] is computed by AJp,nX (Z). Since AJ
p,n
∆,X(Z) =
AJp,nX (Z), we are done.
Remark 3.7. A (much longer) direct proof of Theorem 3.2 could also
be given, basically by repeating the argument in §5.8 and §7 of [KLM]
in the simplicial setting.
Appendix I to §3: proof of moving lemmas 3.1, 3.5. We preface
the actual proof with some simplicial algebra. Recall the face maps
ρi : ∆n−1 ↪→ ∆n and define degeneracy maps σi : ∆n+1 → ∆n by
[X0 : · · · : Xn+1] 7→ [X0 : · · · : Xi−1 : Xi +Xi+1 : Xi+2 : · · · : Xn+1].
For all i = 0, . . . , n, set
∂i := (idX × ρi)∗ : Zp∆(X, n)→ Zp∆(X, n− 1)
(so that ∂ = ∑ni=0(−1)i∂i) and
si := (idX × σi)∗ : Zp∆(X, n)→ Zp∆(X, n+ 1).
One has the relations
(3.13)
∂i∂j = ∂j−1∂i if i < j
∂isj = sj−1∂i if i < j
∂isj = Id if i = j or i = j + 1
∂isj = sj∂i−1 if i > j + 1
sisj = sj+1si if i ≤ j
Also recall the normalized complex with terms
Np∆(X, n) := ∩n−1i=0 ker(∂i) ⊂ Zp∆(X, n).
We introduce a filtration:
Zp∆(X, •) ⊃ F0Zp∆(X, •) ⊃ F1Zp∆(X, •) ⊃ · · · ⊃ Np∆(X, •)
as follows: for ` ≥ 0, put
F `Zp∆(X, n) =
{
ξ ∈ Zp∆(X, n)
∣∣∣ ∂iξ = 0, ∀ 0 ≤ i < min(n, `)}.
Let
λ` : F `+1Zp∆(X, •) ⊂ F `Zp∆(X, •)
be the inclusion of chain complexes.
Lemma 3.8. λ` is a quasi-isomorphism.
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Proof. Introduce
(3.14) κ` : F `Zp∆(X, •)→ F `+1Zp∆(X, •),
by the formula
(3.15) κ`(ξ) =
ξ if ` > nξ − s`∂`(ξ) if ` ≤ n .
We claim that (3.14) is a morphism of complexes.
To see this, first observe that κ` is the identity for ` > n, so it suffices
to assume that ` ≤ n. Let ξ ∈ F `Zp∆(X, n). We must show that12
κ`∂ξ = ∂κ`ξ,
i.e. that
(3.16)
m∑
j=`
(−1)j
(
∂jξ − s`∂`∂jξ
)
=
m∑
j=`+1
(−1)j
(
∂jξ − ∂js`∂`ξ
)
.
For j ≥ `+ 2, we have
s`∂`∂j = s`∂j−1∂` = ∂js`∂`
from (3.13). Thus with regard to (3.16), we are reduced to showing
that
(−1)`
[
∂`ξ − s`∂`∂`ξ
]
+ (−1)`+1
[
∂`+1ξ − s`∂`∂`+1ξ
]
=
(−1)`+1
[
∂`+1ξ − ∂`+1s`∂`ξ
]
.
Using ∂`+1s` = Id, this is reduced to the equation ∂`∂` − ∂`∂`+1 = 0,
which follows from (3.13). The claim is established.
Next observe that κ` ◦ λ` is the identity on F `+1Zp∆(X, •). For ξ ∈
F `Zp∆(X, n) we introduce the homotopy operator T` : F `Zp∆(X, n) →
F `Zp∆(X, n+ 1) by the formula
T`(ξ) =
0 if ` > n(−1)`s`(ξ) if ` ≤ n .
We will check that
(3.17) ∂T`(ξ) + T`∂(ξ) = ξ − (λ` ◦ κ`)(ξ),
which obviously implies that λ` ◦ κ` is homotopic to the identity on
F `Zp∆(X, n). Firstly, from (3.15), the right-hand side of (3.17) is given
by
(3.18) ξ − (λ` ◦ κ`)(ξ) = s`∂`ξ.
12Obviously both sides are zero if ` > n.
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(Both sides of (3.18) are zero if ` > n.) Next, the left-hand side of
(3.17) is
(3.19) (−1)`[∂s` + s`∂](ξ).
But as s` : Zp∆(X, n) → Zp∆(X, n + 1), for ` ≤ n, using (3.13) (and
ξ ∈ F `) gives
(−1)`∂s`(ξ) = (−1)`
n+1∑
j=0
(−1)j∂js`(ξ) =
(−1)`
`−1∑
j=0
(−1)j∂js`(ξ) + [∂` − ∂`+1]s`(ξ) + (−1)`
n+1∑
j=`+2
(−1)j∂js`(ξ) =
(−1)`
n+1∑
j=`+2
(−1)js`∂j−1(ξ) = (−1)`
n∑
j=`+1
(−1)j−1s`∂j(ξ).
Next, and again using ξ ∈ F `,
(−1)`s`∂(ξ) = s`∂`(ξ) + (−1)`
n∑
j=`+1
(−1)js`∂j(ξ).
Then (3.19) becomes s`∂`(ξ), as required. 
Lemma 3.8 has the following corollary. Let κ : Zp∆(X, •)→ Np∆(X, •)
be the map of complexes defined by letting κ(n) : Zp∆(X, n)→ Np∆(X, n)
be the composite κn−1◦κn−2◦· · ·◦κ0. Then the inclusion λ : Np∆(X, •) ⊂
Zp∆(X, •) induces an isomorphism on homology with inverse induced by
κ; moreover, κ ◦ λ is the identity on Np∆(X, •). So we get Zp∆(X, •) ∼=
Np∆(X, •)⊕ kerκ, where
kerκ = Dp∆(X, •) :=
n−1∑
i=0
si (Zp∆(X, n− 1)) ,
and Dp∆(X, •) is acyclic.
Turning to the proofs of our moving lemmas, we consider the com-
mutative diagram
Np∆,R(X, •)
i1 //
i2

Zp∆,R(X, •)
i3

Np∆(X, •)
i4 // Zp∆(X, •),
where Np∆,R(X, •) := Zp∆,R(X, •) ∩ Np∆(X, •). We have seen that i4 is a
quasi-isomorphism.
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We claim that i1 is a quasi-isomorphism. To see this, let
τ = τn+1k,J := TX1+···+Xn+1
−X0
∩ · · · ∩ TXk+1+···+Xn+1
−Xk
∩ ρJ(∆n+1−|J |)
be one of the real chains in ∆n+1. Then one checks that σi(τ) ⊂
∆n is contained in a τnk′,J ′ of the same real dimension (as σi(τ), not
τ). Reasoning as in Step 2 of the Proof of Theorem 3.2, we have
that s` restricts to a map Zp∆,R(X, n) → Zp∆,R(X, n + 1). By (3.15), it
follows that κ` and T` also preserve “subscript R”, so that the proof of
Lemma 3.8 goes through with the real-intersection conditions, proving
the claim.
It remains to show that i2 is a quasi-isomorphism. The argument in
[KL, Appendix to 8.2] (cf. part (a)) proves exactly the same thing in the
cubical context. Replacing cubes with simplices and T n by the iterated
double T n∆ := D
(
∆nX; ρ0(∆n−1X ), . . . , ρn(∆n−1X )
)
,13 the same proof (using
ideas of Levine [Lv]) goes through mutatis mutandis. To give a flavor of
the proof, we summarize the steps for showing i2 is “quasi-surjective”.
The idea is that any normalized cycle Z ∈ ker(∂) ⊂ Np∆(X, n) can, up
to ∂Np∆(X, n+1), be described as the alternating pullback of a cycle on
T n∆ . This cycle in turn may be obtained by intersecting with a cycleW
on a homogeneous space for GLn(K), where K is the field of definition
of X. Applying g∗ (g ∈ GLn(L), L ⊃ K) to W and pulling back to
X yields a cycle Z′ ∈ Np∆(XL, n) which still only differs from Z by an
element of ∂Np∆(XL, n+ 1). By a variant of Kleiman transversality (cf.
[Lv]), one may choose g so that Z′ ∈ Np∆,R(XL, n); a norm argument
then produces Z′′ ∈ Np∆,R(X, n) in the same class as Z.
Appendix II to §3: verification that R∆Z ∈ D2p−n−1(X). We con-
sider progressively more general cases, with Z ⊂ X × Pn always irre-
ducible and giving an element of Zp∆,R(X, n):
Case 1: p = n, with piX(Z) = X and Z generically of degree 1 over
X. Writing
f = (f1, . . . , fn) := Z∗
(
−X1 + · · ·+Xn
X0
, . . . ,− Xn
Xn−1
)
,
we define subvarieties
Hf := |Z∗ ((X0 + · · ·+Xn))| ,
13This is a singular variety (resembling the union of facets of a polytope) with
irreducible components all isomorphic to ∆nX, and indexed by subsets of {0, . . . , n}.
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Yf :=
n⋃
j=1
|(1− fj)0| , and Df :=
n⋃
j=1
|(fj)|
of X. Let ω ∈ A2 dim(X)−n+1(X) be a C∞ test form; we must show that
(3.20)
ˆ
X
R(F ) ∧ ω := lim
→0
ˆ
X\N(Df )
R(f) ∧ ω
is finite (where N(·) denotes a small tubular neighborhood). Write
Ef,ω for the union of irreducible components W of Df along which
every term of R(f) ∧ ω has a factor of dw, dw¯, w, or w¯, where w is
an algebraic (and locally holomorphic) function with W in its zero-set.
More precisely, if JW := {j ∈ {1, . . . , n} ||(fj)| ⊃ W } = {j1, . . . , jk},
then Rf∧ω breaks into terms log fj`dlogfj`+1∧· · ·∧dlogfjk ·δTfj1∩···∩Tfj`−1
with α a monomial C∞ (dim(X) − k + 1)-form in coordinates {z1 =
w, . . . , zn}, and we require that α contain a w, w¯, dw, or dw¯.
First assume that Df is a normal crossing divisor. In that event,
it will suffice to bound (3.20) in a neighborhood of a general point of
each irreducible component of Df , since the bounds near intersection
(higher codimension) points will break into products of codimension-1
bounds. The only possibilities for nonconvergence along W are terms
of the form
(3.21)
ˆ
Twa
log(wb)dlog(wc) ∧ C∞ and
ˆ
Twa
dlog(wb) ∧ C∞.
where without loss of generality one can take the integers a, b, c to be
1. Evidently the presence of a dw, dw¯, w, or w¯ in each monomial term
of the C∞ expression makes (3.21) converge, so that we only need to
worry about W * Ef,ω. But Hf ⊂ Yf ⊂ Ef,ω, and Yf also contains
every W along which the numerator of f1, f2, . . . , or fn−1 vanishes,
while outside Hf only one of X0, . . . , Xn can vanish in codimension
one. Consequently, each component of Df\Ef,ω can only be contained
in one |(fj)| and (3.21) cannot occur.
If Df does not have normal crossings, consider an embedded resolu-
tion
X˜ β // // X
D˜f ∪ Eβ
?
OO
// // Df
?
OO
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where D˜f is the proper transform and Eβ the exceptional divisor (with
union a NCD). By a simple computation, Eβ∗f,β∗ω ⊃ β−1(Ef,ω) and we
only need to consider componentsW =
loc
{w′ = 0} of Eβ in the preimage
of X\Yf . But then by the proper intersection conditions on Z, |JW ′| is
bounded by c := codimX(β(W ′)). In particular, if w1 = · · · = wc = 0
locally cuts out β(W ′), we have in each term of R(f) ∧ ω a dwi, dw¯i,
wi, or w¯i factor (i ∈ {1, . . . , c}), hence in each term of R(β∗f) ∧ β∗ω a
dw′, dw¯′, w′, or w¯′ factor. Conclude that W ′ hence Eβ is contained in
Eβ∗f,β∗ω, proving convergence.
Case 2: Remove the degree-1 assumption (so Z is simply finite over
X). The above argument goes through for the branches of Z, when one
considers that the expressions in (3.21) are not essentially different if
we take a, b, c ∈ Q, and that codimension in Z is codimension in X.
Case 3: p > n and Z generically finite over a subvariety V of X. At
first glance, one has to worry about the failure of proper intersection
conditions for the base-change of Z under a desingularization V˜  V .
(Otherwise, we are reduced to Case 2.) But as in the end of Case 1,
away from the sets Z∩(V ×{Xj + · · ·+Xn = 0}) (j = 0, . . . , n−1), the
number of singular δT or dlog factors is bounded by the codimension
of the corresponding subvariety of Z (hence V ), and then a similar
argument holds.
Case 4: general case. Working locally, there is a finite projection of
Z to V × Pk for some k < n, and we are done by Case 3.
4. Milnor reciprocity laws
The telescoping property (Prop. 2.3) of the simplicial currentsR∆n , S∆n
makes them particularly suitable for the study of reciprocity laws aris-
ing from subvarieties of projective space. We shall begin, however, from
a more general and “intrinsic” perspective, which is independent of the
choice of simplicial vs. cubical.
Let X be a smooth complete curve over C, and f, g ∈ C(X)∗. Writing
(4.1)
 Tamep : K
M
2 (C(X))→ KM1 (C) ∼= C∗
{f, g} 7→ limx→p(−1)νp(f)νp(g) f(x)
νp(g)
g(x)νp(f)
for p ∈ X(C), Weil reciprocity states that the (finite) product∏
p∈X(C)
Tamep{f, g} = 1.
This result gives rise to several other reciprocity laws in higher dimen-
sion. For example, Parshin [resp. bilocal] reciprocity (cf. [Ho]) on an
algebraic surface S is obtained by applying Weil recirocity on a curve
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X ⊂ S to TameXξ [resp. {TameXµ,TameXη}] for ξ ∈ KM3 (C(S)) [resp.
µ ⊗ η ∈ KM2 (C(S))⊗2]. Suslin reciprocity (cf. [Ke3]) generalizes Weil
to higher K-theory, replacing (4.1) by Tamep : KM3 (C(X))→ KM2 (C).
The generalizations we pursue here take a different direction, and
begin from the
Proposition 4.1. Let D = {p1, . . . , pr} ⊂ X and X∗ := X\D; then for
each p ≥ 2, the composition
CHp(X∗, 2p− 2) ⊕αRespα−→ ⊕αCHp−1(C, 2p− 3) AJ−→ ⊕αC/Z(p− 1)
has image in the kernel of the augmentation map ⊕αC/Z(p − 1)
∑
→
C/Z(p− 1).
This is easily proved from the localization sequence and its com-
patibility with the AJ map, or using Reciprocity Law A below. The
case p = 2 is Weil reciprocity, while p = 3 [resp. 4, . . . ] is related to
the dilogarithm [resp. trilogarithm, . . . ] at algebraic arguments and
more generally special values of L-functions. So for polylogarithmic
functional equations with variable arguments, this is not the way to
go.
At the next stage of generalization, where X/C is any smooth projec-
tive variety, we encounter an unpleasant reality when dim X =: d > 1.
Consider a codimension-one subvariety D ⊂ X with irreducible com-
ponents {Dα} and smooth locus ∪D∗α, and write X∗ := X\D. Taking
p > d, for any α the composition
CHp(X∗, 2(p−d)) Resα−→ CHp−1(D∗α, 2(p−d)−1) AJ−→ H2(d−1)(D∗α,C/Z(p−1))
is zero unless D∗α = Dα, so that integrating the image current does not
give a well-defined number in C/Z(p− 1). So we are forced to work on
the level of precycles, which yields
Proposition 4.2. Let p > d ≥ 1, n := 2(p−d), and14 Z ∈ ZpR(,∆)(X, n)
be a precycle with ∂BZ supported on D. Then writing ∂BZ =:
∑
ıDα∗ ResαZ
(with ResαZ ∈ Zp−1R(,∆)(Dα, n− 1)), we have∑
α
ˆ
Dα
R
(∆)
ResαZ ≡ 0 mod Z(n− 1).
Proof. Note that R(∆)ResαZ is a current of top degree 2(p−1)−(n−1)−1 =
2(d− 1) on Dα. Since p > d, F pD2d(X) = {0} and Ω(∆)Z = 0. So (3.5)
14The parentheses (∆) mean that we may work in either the simplicial or the
cubical setting.
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becomes
d[R(∆)Z ] = −(2pii)nδT (∆)
Z
+ 2pii
∑
α
ıDα∗ R
(∆)
ResαZ,
from which the result follows by Stokes’s theorem. 
Restricting to the case n = p = 2d, suppose F0, . . . , Fn ∈ Γ(X,OX(k))
is an n-tuple of homogeneous functions such that
ΓF := {(x, [F0(x) : · · · : Fn(x)])|x ∈ X(C)} ∈ ZnR,∆(X, n).
Writing ∑mijDij := (Fi), one obtains
∂BΓ∆F =
n∑
i=0
(−1)i∑
j
mijı
Dij∗ Γ∆[F0:···:F̂i:···:Fn],
which together with Proposition 4.2 gives the
Corollary 4.3. We have
n∑
i=0
(−1)i∑
j
mij
ˆ
D∗ij
R∆(X0 : · · · : X̂i : · · · : Xn) ≡
Z(n−1)
0.
We leave to the reader the obvious analogue for the cubical Milnor
regulator currents R(f1, . . . , f̂i, . . . , fn). Note that the n = 2 case of this
is Weil reciprocity for functions f1, f2 ∈ C(X)∗ with |(f1)| ∩ |(f2)| = ∅.
The Corollary has a natural “extrinsic” analogue for algebraic cycles
in even-dimensional projective space. We lose no generality by stating
this result, which is our first main point, for subvarieties.
Definition 4.4. We shall say that a subvariety of PM is in general
position if it properly intersects all chains of the form ıJ∗ (T−X1
X0
∩ · · · ∩
T− Xk
Xk−1
) where ıJ : PM−|J | ↪→ PM sends [Z0 : · · · : ZM−|J |] to the
projective (M + 1)-tuple obtained by inserting zeroes at the positions
j1, . . . , j|J |.
Theorem 4.5. (Reciprocity Law A) Let Rm stand for R∆m or S∆m,
and X ⊂ P2d be an irreducible subvariety of dimension d, with Yi :=
X · (Xi) for i = 0, . . . , 2d. Assuming that X is in general position, we
have
2d∑
j=0
(−1)j
ˆ
Y∗
j
1
(2pii)d−1R2d−1
(
X0 : · · · : X̂j : · · · : X2d
)
≡
Z(d)
0.
Proof. The general position assumption allows us to pull back the result
of Proposition 2.3. Noting that by Hodge type we have ı∗XΩ∆2d = 0, this
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gives
d[ı∗XR2d] + (2pii)2dδX·T∆2d = 2pii
2d∑
j=0
(−1)jı∗X(ρj)∗R2d−1.
Dividing by (2pii)d and integrating over X gives the result. 
We have written it in this form because the first term of (say)
S2d−1(X1 : · · · : X2d) whose pullback to Y∗0 does not vanish, is
(2pii)d−1δT
−X2
X1
∩···∩T
− Xd
Xd−1
log
(−Xd+1
Xd
)
dlog
(
Xd+2
Xd+1
)
∧ dlog
(
X2d
X2d−1
)
.
For X ∼= Pd a linear subvariety, one expects Theorem 4.5 to translate
into functional equations for (a variant of) Lid. It turns out that the
S∆m version of the result, which allows for more singular integrals, is
much more suited to making this connection.
There is also a natural “projective dual” to Theorem 4.5, which we
shall only state for the S∆m. (We do not know if an analogue of Lemma
4.7 holds for the R∆m.) In first approximation, one would expect a
statement of the following form: given X ⊂ P2d general of dimension
d− 1, the alternating sum
2d∑
j=0
(−1)j
ˆ
X
1
(2pii)d−1S
∆
2d−1
(
X0 : · · · : X̂j : · · · : X2d
)
is zero mod Z(d). (Note that this morally involves projecting X to
the coordinate hyperplanes in P2d, rather than intersecting with them.)
This turns out to require correction terms, essentially because complex-
valued regulator currents cannot be made exactly alternating multilin-
ear in their arguments.
In order to make the corrections, we shall require two lemmas. In-
troduce the notation
Skalt :=
k+2∑
j=0
(−1)jS∆k+1
(
X0 : · · · : X̂j : · · · : Xk+2
)
∈ Dk(Pk+2),
Ik+2∗ :=
k+2∑
j=0
(−1)jρj∗ : D∗−2(Pk+1)→ D∗(Pk+2),
where we recall ρj : Pk+1 ↪→ Pk+2 is the inclusion of the jth coordinate
hyperplane. Note that I`+1∗ ◦ I`∗ = 0. For k odd, let Pk denote a fixed
P k+52 ⊂ Pk+2. To motivate the first lemma, observe that on P2
S0alt = log
(
−X2
X1
)
− log
(
−X2
X0
)
+ log
(
−X1
X0
)
=: piiδΓ012
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takes values ±pii, making Γ012 an integral 4-chain (or Z-valued 0-
current). A computation shows that S1alt =
R2
(
−X2
X1
,−X3
X2
)
−R2
(
−X2
X0
,−X3
X2
)
+R2
(
−X1
X0
,−X3
X1
)
−R2
(
−X1
X0
,−X2
X1
)
= d
{
pii log
(
−X3
X2
)
δΓ012
}
− 12(2pii)
2δT
−X1
X0
∩Γ123 ,
which forms the base case for
Lemma 4.6. There exists a sequence of currents Ξk ∈ Dk(Pk+3) (k =
0, 1, 2, . . .) and constants α1, α3, α5, . . . ∈ C such that for each k ≥ 0
(4.2) Sk+1alt + 2piiIk+3∗ Ξk−1 ≡
{
dΞk, k even
dΞk + αkδIk+3∗ Pk , k odd
modulo Ck+2 := 12Z(k + 2)-valued chains.
Proof. By Proposition 2.3 and the fact that
n+3∑
j=0
(−1)jΩ∆n+2
(
X0 : · · · : X̂j : · · · : Xn+3
)
= 0
on Pn+3, we have for each n
dSn+1alt ≡ −2piiIn+3∗ Snalt (mod Cn+2).
Inductively assuming (4.2) for k = n− 1, this gives
dSn+1alt ≡ −2piiIn+3∗ {−2piiIn+2∗ Ξn−2 + dΞn−1 [+αn−1δIn+2∗ Pn−1 ]︸ ︷︷ ︸
if n even
}
≡ −2piid
{
In+3∗ Ξn−1
}
=⇒ Sn+1alt + 2piiIn+3∗ Ξn−1 is closed (mod Cn+2).
If n is even, we are done since Hn+1(Pn+3) = {0}. Otherwise, noting
that [In+3∗ Pn] = [P
n+5
2 ] ∈ Hn+1(Pn+3), there exist α ∈ C and Ξn ∈
Dn(Pn+3) such that
Sn+1alt ≡ −2piiIn+3∗ Ξn−1 + dΞn + αδIn+3∗ Pn (mod Cn+2).

In fact, a more detailed computation reveals that with the right
choices of the {Ξk}, the {αk} may be taken to be 0:
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Lemma 4.7. One has for each k ≥ 0
(4.3) Sk+1alt + 2piiIk+3∗ Ξk−1 ≡ dΞk (mod Ck+2),
where
Ξk = pii
k∑
`=0
(−2pii)`δΓ` log
(
−X`+3
X`+2
)
dlog
(
X`+4
X`+3
)
∧ · · · ∧ dlog
(
Xk+3
Xk+2
)
and the codimension-` chain15
Γ` =
∑`
j=0
Γj,j+1,j+2T−X1
X0
∩ · · · ∩ T̂−Xj+1
Xj
∩ T̂−Xj+2
Xj+1
∩ · · · ∩ T−X`+2
X`+1
.
Proof. (Sketch) The main step is to show directly that Sk+1alt =
k+1∑
`=0
(−2pii)`
{
δT `
alt
log
(
−X`+2X`+1
)
+
(−1)`piiδT `∩Γ`,`+1,`+2
}
dlog
(
X`+3
X`+2
)
∧ · · · ∧ dlog
(
Xk+3
Xk+2
)
,
where T ` := T `[0 : · · · : `] = T−X1
X0
∩ · · · ∩ T− X`
X`−1
and
T `alt :=
`+1∑
j=0
(−1)jT `[0 : · · · : ĵ : · · · : `].
(Note that the term in braces is just piiδΓ012 for ` = 0.) To verify (4.3),
one then uses the formula 12∂Γ
` = −T `+1alt +{boundary terms}, the first
case of which is
1
2∂Γ
0 = 12∂Γ012 = T−X2X0
− T−X1
X0
− T−X2
X1
= −T 1alt,
and Γ`−1∩T−X`+2
X`+1
+T `∩Γ`,`+1,`+2 = Γ`.Details are left to the reader. 
We can now state
Theorem 4.8. (Reciprocity Law B) Let X ⊂ P2d be an irreducible
subvariety of dimension d − 1, with Yi := X · (Xi) for i = 0, . . . , 2d.
Assuming that X and its projections to the coordinate hyperplanes are
in general position, we have
0 ≡
2d∑
j=0
(−1)j
ˆ
X
1
(2pii)d−1S
∆
2d−1
(
X0 : · · · : X̂j : · · · : X2d
)
+
2d∑
j=0
(−1)j
ˆ
Yj
1
(2pii)d−2 Ξ
2d−4 (X0 : · · · : X̂j : · · · : X2d)
modulo 12Z(d).
Proof. Follows immediately from Lemma 4.7 with k = 2d− 3. 
15The widehats mean that those two T ’s are omitted from the intersection.
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The correction terms
´
Yj Ξ
2d−3(· · · ), as we shall see, may be thought
of as “lower-weight” in the context of linear subvarieties and polylog-
arithms. In essence, one is trading off the formal simplicity of Reci-
procity Law A for greater algebraic simplicity in the arguments of the
expected Lid terms
´
X S
∆
2d−1(· · · ).
5. Functional equations for Li2
To illustrate the different strengths of the two reciprocity laws of the
last section, we shall apply both to obtain different forms of the 5-term
relation for the dilogarithm
Li2(z) = −
ˆ
0
log(1− z)dz
z
.
Reciprocity Law A involves intersecting an Xd ⊂ P2d with the coordi-
nate hyperplanes. Taking d = 2, let X be the P2 ⊂ P4 obtained by
projectivizing the row-space of 1 1 −1 0 01x 1 0 −1 01
y
1 0 0 −1
 .
The intersections Yi (i = 0, . . . , 4) are given by projectivizing the sub-
row-spaces with Xi = 0 (and deleting the ith column):
(5.1)

(
x−1
x
1
x
−1 0
y−1
y
1
y
0 −1
)
i = 0( 1−x
x
1 −1 0
1−y
y
1 0 −1
)
i = 1( 1
x
1 −1 0
1
y
1 0 −1
)
i = 2(
1 1 −1 0
1
y
1 0 −1
)
i = 3(
1 1 −1 0
1
x
1 0 −1
)
i = 4
Let Y be the P1 ⊂ P3 given by
1
−t
(
a c −1 0
b d 0 −1
)
,
where the notation means that t parametrizes Y by t 7→ [a−bt : c−dt :
−1 : t]. On P3, we have 12piiS∆3 (X0 : X1 : X2 : X3) =
1
2pii log
(
−X1
X0
)
dlog
(
X2
X1
)
∧dlog
(
X3
X2
)
+log
(
−X2
X1
)
dlog
(
X3
X2
)
δT
−X1
X0
32 BURGOS GIL, KERR, LEWIS, AND LOPATTO
+2pii log
(
−X3
X2
)
δT
−X1
X0
∩T
−X2
X1
.
Only the middle term survives the pullback to Y, since dlog∧dlog = 0
and T− c−dt
a−bt
∩ Tc−dt is the closure of the intersection of two open arcs
that do not meet. So we must compute
1
2pii
ˆ
Y
S∆3 = −
ˆ
T− c−dt
a−bt
log(c− dt)dlog(t)
= −
ˆ c
d
a
b
{
log c+ log
(
1− d
c
t
)}
dlog(t)
= Li2(1)− Li2
(
ad
bc
)
+ log(c) log
(
ad
bc
)
.
Taking the alternating sum over the 5 matrices (5), Theorem 4.5 gives
the Abel-Spence relation16
(5.2)
0 = Li2(x)− Li2(y) + Li2
(
y
x
)
− Li2
(
y(1− x)
x(1− y)
)
+ Li2
(
1− x
1− y
)
− Li2(1) + log(x) log
(
1− x
1− y
)
.
For a demonstration of Reciprocity Law B, we will need the integral
of 12piiS
∆
3 over the most general form
(5.3) t1
(
a0 a1 a2 a3
b0 b1 b2 b3
)
of Y ∼= P1 ⊂ P3. Using the substitution v = −a3t+b3a2t+b2 and denoting the
minor aibj − ajbi by |ij|, this isˆ
T
−a1t+b1
a0t+b0
log
(
−a2t+ b2
a1t+ b1
)
dlog
(
−a3t+ b3
a2t+ b2
)
=
ˆ − |13||12|
− |03||02|
log
( −|23|
|12|v + |13|
)
dlog(v) =
− log
(
−|23||13|
)
log
( |12||03|
|13||02|
)
− Li2
( |12||03|
|13||02|
)
+ Li2(1)
=: L {0123}.
Writing ti := − biai , note that
|12||03|
|13||02| =
(t0−t3)(t1−t2)
(t0−t2)(t1−t3) =: CR(t0, t1, t2, t3).
16combine (1.22) (with x 7→ 1− x) and (1.11) (with z = x) in [Le]
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Now consider a general X ∼= P1 in P4 given by
(5.4) z1
(
A0 A1 A2 A3 A4
B0 B1 B2 B3 B4
)
,
with projections to the coordinate P3’s (obtained simply by deleting a
column) of the form (5.3). To apply Theorem 4.8, we will also have
to evaluate the correction terms, or find some way to eliminate them.
Again writing |ij| for the minors, {yj} = Yj = X · (Xj), and recalling
that on P3 Ξ0 (X0 : X1 : X2 : X3) = pii log
(
−X3
X2
)
δΓ012 , we find that
4∑
j=0
(−1)jΞ0(yj) =
4∑
j=0
(−1)jΞ0
(
|j0| : · · · : |̂jj| : · · · : |j4|
)
=: K {01234} ∈ C
is anti-invariant under the permutation σ := (04)(13) “flipping” (5.4).
On the other hand, noting that (03)(12) fixes z := |12||03||13||02| , and
|23||10|
|13||20| = 1− z, we have
L˜ {0123} := 12 (L {0123}+L {3210})
= Li2(1)− Li2(z)− 12 log(1− z) log(z)
=: L2(z)
which is a version of the Rogers dilogarithm. Adding 12 of
0 = 12pii
ˆ
X
S2alt +
ˆ
X
I4∗Ξ0
=
4∑
j=0
(−1)jL {0 · · · ĵ · · · 4}+K {01234}
to σ∗ of itself therefore gives, with zj := z(yj) = −BjAj ,
(5.5) 0 =
4∑
j=0
(−1)jL2 (CR(z0, . . . , ẑj, . . . , z4))
which is the other classic form of the 5-term relation.
Remark 5.1. The {fj(X) := CRX(z0, . . . , ẑj, . . . , z4)} define 5 rational
functions on Gr(2, 5). Pulling them back to a suitable open U ⊂ C2
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via
g : U → Gr(2, 5)
(x, y) 7→ span
{
(y−1, 1,−1, 0, 1)
(1, x,−1, 1, 0)
}
produces the functions {Fj := fj ◦ g} =
x , y , y
x
, y(1−x)
x(1−y) ,
1−x
1−y ,
whose level sets yield the Bol 5-web B5.17 Clearly (5.5) pulls back to
the variant
(5.6) 0 =
4∑
j=0
(−1)jL2 (Fj(x, y))
of (5.2), which is the most interesting of the 6 independent abelian
relations of B5. Moreover, the terms of (5.6) are described by
(5.7)
2piiL2 (Fj(x, y)) =
ˆ
[g(x,y)]
S∆3
(
· · · X̂j · · ·
)
+
ˆ
σ[g(x,y)]
S∆3
(
· · · X̂j · · ·
)
.
6. A functional equation for Li3
Turning to the trilogarithm
Li3(z) =
ˆ
0
Li2(z)
dz
z
,
we will show that the Kummer-Spence relation18
(6.1) − Li3
(
ab−b+1
ab2
)
− Li3
(
ab−b+1
a
)
− Li3 (a(ab− b+ 1))
+ 2 {Li3(a) + Li3(b) + Li3(−ab) + Li3(ab− b+ 1)− Li3(1)
+Li3
(
ab−b+1
−b
)
+ Li3
(
ab−b+1
ab
)}
= log2(a) log(−ab)−pi23 log(a)−13 log3(a)
essentially follows from Reciprocity Law B. The “essentially” means
that we will work modulo degenerate terms (i.e. products of log and
Li2 in rational-function arguments) and assume the relations
(6.2) Li3(y) = Li3( 1y ) + 2ζ(2) log(y)− 16 log3(y)− ipi2 log2(y)
(6.3) Li3(x) + Li3(1− x) + Li3( xx−1) =
Li3(1) + Li2(1) log(1− x)− 12 log(−x) log2(1− x) + 16 log3(1− x)
17See [He] for basic material on webs.
18This form of the relation is obtained from [Le, p. 177] by substituting u =
ab−b+1
ab+1 , v =
1
ab+1 ; it is the complex-valued version of [Go3, (1.17)].
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from [Le, pp. 154-5]. We shall denote Li3(z) =: [z], so that (6.2) and
(6.3) become [y] ≡ [y−1] and
(6.4) [x] + [1− x] + [1− 1
x
] ≡ [1]
modulo degenerates.
In contrast to the situation (of a P1 in P4) worked out in §5, the
direct application of Reciprocity Law B to
X := a completely general P2 in P6
seems somewhat intractable. Working modulo degenerates allows us
to eliminate the
´
P1 Ξ
2 integrals, which (by Lemma 4.7) take the same
form as the S∆3 integrals worked out in §5. At this point we can relax
the notion of general position in Definition 4.4 to proper intersections
for k ≥ 2:
Lemma 6.1. Let U ⊂ Gr(3, 7) be the analytic open on which X and
its projections to the coordinate hyperplanes are general in this sense.
(This is the complement of a real codimension-1 subset.) Then writing
S∆5,jˆ := S
∆
5
(
X0 : · · · : X̂j : · · ·X6
)
, the integrals
´
X S
∆
5,jˆ are (complex)
analytic as a function of X ∈ U .
With this relaxed notion, the projectivized row space Xa,b,c(∼= P2) of
(6.5)
1
x
y
 1 0 c −1 0 0 1a 1 0 −1 0 1 0
0 b 1 −1 1 0 0

is general in P6 for sufficiently general (a, b, c) ∈ C3. By Lemma 6.1,
the seven integrals
(6.6) Ij(a, b, c) :=
1
(2pii)2
ˆ
Xa,b,c
S∆5,jˆ , j = 0, . . . , 6
are each analytic on the complement Uj ⊂ C3 of some real codimension-
1 subset. (This is just the locus where the projection of Xa,b,c to P5jˆ is
general.) Since we do not know if ∩Uj ⊆ U := U ∩C3 is connected, and
we prefer to evaluate the Ij in different regions, we have to consider
the “jumps” in the Ij as we cross over C3\Uj.
Lemma 6.2. The jumps in the {Ij} (across real codimension-1 com-
ponents of C3\Uj) are degenerate.
Lemmas 6.1 and 6.2 are proved in the first appendix to this section.
The upshot of this discussion is that we have
(6.7)
6∑
i=0
(−1)jIj ≡ 0
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modulo degenerates, and that (in (6.7)) we may evaluate each Ij any-
where in Uj and analytically continue the results to a common neigh-
borhood in U . To apply Reciprocity Law B in this form, we shall begin
by choosing real subloci Aj ⊂ Uj ∩ R3 on which the integrand Ij has
only one nonvanishing term:
A0 :=
{
a ∈ R; b ∈ (12 , 1); c ∈ ( 11−b ,∞)
}
A1 :=
{
a ∈ (0, 12); b ∈ R; c ∈ (−∞, 1− 1a)
}
A2 :=
{
a ∈ (0, 1); b ∈ (1, 11−a); c ∈ R
}
A3 = · · · = A6 := {a, b, c ∈ R<0; |abc| > 1} .
For example, I0 is the integral (on P2) of
1
(2pii)2S
∆
5 ( x+ by : c+ y : −(1 + x+ y) : y : x : 1
X1 X2 X3 X4 X5 X6
) =
log
(
y
1+x+y
)
dlog
(−x
y
)
∧ dlog
(−1
x
)
· δT− c+y
x+by
∩T 1+x+y
c+y
+ {· · · } · δ
T− c+y
x+by
∩ T 1+x+y
c+y
∩ T y
1+x+y
and the boxed intersection is empty on A0.
More uniformly, writing
τ0 := T− c+y
x+by
∩ Tx+y+1
c+y
,
τ1 := T− c+y1+ax ∩ Tx+y+1c+y ,
τ2 := T− x+by1+ax ∩ Tx+y+1x+by ,
τ3 = · · · = τ6 := T− x+by1+ax ∩ T− c+yx+by ,
we have that
τi ∩ T y
x+y+1
= ∅ on Ai (i = 0, 1, 2)
τ3 ∩ T −y
c+y
= ∅ on A3
τi ∩ T y
x+y+1
= ∅ on Ai (i = 4, 5, 6).
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Hence theIj are integrals of log(·)dlog(·)∧dlog(·)-forms on the (positively-
oriented) regions:
=. . .=
x=−by
x=−y=1
y=−c
y=−c
x=−1/a
x=−y−1
x=−1/a y=−x−1
y=−x/b
y=−c
x=−1/a x=−by
τ τ
τ τ
0 1
2 3 τ6
1/(b−1)
(1−a)/a
b/(1−b)
1/ab
x
y
x
x
y
x
y
y
Namely, we have
(6.8) I0 = −
ˆ 1
b−1
y=−c
ˆ −y−1
x=−by
log(y)− log(x+ y + 1)
xy
dx dy,
(6.9) −I1 =
ˆ −c
y= 1−a
a
ˆ − 1
a
x=−y−1
log(y)− log(x+ y + 1)
xy
dx dy,
(6.10) I2 = −
ˆ − 1
a
x= b1−b
ˆ −x
b
y=−x−1
log(y)− log(x+ y + 1)
xy
dx dy,
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and
−I3 +I4 −I5 +I6 =
ˆ
τ3
{
− log
( −y
c+y
)
dlog
(−x
y
)
∧ dlog
(−1
x
)
+ log
(
x+y+1
c+y
)
dlog
(
x
x+y+1
)
∧ dlog
(−1
x
)
− log
(
x+y+1
c+y
)
dlog
(
y
x+y+1
)
∧ dlog
(−1
y
)
+ log
(
x+y+1
c+y
)
dlog
(
y
x+y+1
)
∧ dlog
(−x
y
)}
(6.11) =
ˆ −c
y= 1
ab
ˆ −by
x=− 1
a
log(y)− log(x+ y + 1)
xy
dx dy.
Evaluating these integrals as described in the second appendix below
yields (mod degenerates)
I0 ≡ [b]− [1− b] + 2[c] + [1− c]−
[
bc−c+1
b
]
+ [bc− c+ 1] +
[
bc−c+1
bc
]
− [1]
−I1 ≡ [a]− [1− c]−
[
ac−a+1
c
]
+
[
ac−a+1
ac
]
+ [ac− a+ 1]
I2 ≡ [a]−
[
1− 1
b
]
−
[
ab−b+1
a
]
+
[
ab−b+1
ab
]
+ [ab− b+ 1]
−I3 +I4
−I5 +I6
}
≡ 2[−ab]− 2[c]−
[
ab−b+1
ab2
]
+
[
ab−b+1
ab
]
+ 2
[
ab−b+1
−b
]
+
[
bc−c+1
b
]
− [bc− c+ 1]−
[
bc−c+1
bc
]
− [a(ab− b+ 1)]
+[ab− b+ 1] +
[
ac−a+1
c
]
−
[
ac−a+1
ac
]
− [ac− a+ 1].
Adding these and making use of (6.4), all the terms involving c cancel
and we have
0 ≡ 2[a] + 2[b] + 2[−ab]− 2[1] + 2
[
ab−b+1
ab
]
+ 2
[
ab−b+1
−b
]
+2[ab− b+ 1]−
[
ab−b+1
a
]
−
[
ab−b+1
ab2
]
− [a(ab− b+ 1)],
which recovers the Li3 terms in (6.1).
Remark 6.3. (a) If we take (a, b, c) equal in (6.8)-(6.11), they are just
the integrals of log
(
y
x+y+1
)
dx
x
∧ dy
y
over a sum of four canceling triangles.
This gives a quicker proof of (6.1), but of course there is something to
the fact that Reciprocity Law B produces the right combination of
triangles.
(b) For fixed c, (6.5) gives a map G from U ⊂ C2 to Gr(3, 7) analo-
gous to g in Remark 5.1. In contrast to the Bol 5-web situation, there is
clearly no nice relationship between the leaves of the Kummer-Spence
9-web [Pi] and the
´
[G(a,b)] S
∆
5,jˆ integrals (of which there are only 7).
One could still ask whether the functions a, b, −ab, ab−b+1
ab
, ab−b+1−b ,
ab− b+ 1, ab−b+1
a
, ab−b+1
ab2 , a(ab− b+ 1) are G-pullbacks of some natural
functions on Gr(3, 7), perhaps related to the higher cross-ratios (of 6
points on P2) of Goncharov [Go4].
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(c) The cancellation of all terms involving c was a surprise to the
authors. We do expect that some variant of (6.5) should lead to a
similar proof of Goncharov’s 22-term relation [Go3], but leave this as
a problem for others.
Appendix I to §6: Proof of Lemmas 6.1 and 6.2. Write Uj ⊂
Gr(3, 7) for the region on which the projection of X to P5
jˆ
is general
in the weaker sense. Note that the I˜j(X) :=
´
X S
∆
5,jˆ are equisingular
hence continuous for X ∈ Uj.19 We will show that the restriction of
I˜j to P ∩ Uj is holomorphic, for P ⊂ Gr(3, 7) an arbitrary P1 (with
coordinate t). Let µ ⊂ P ∩ Uj be a small disk with boundary ∂µ =: γ.
By Morera’s theorem, it will suffice to check that
¸
X∈γ I˜j(X)dt = 0.
Pulling S∆5,jˆ back to the total space ∪X∈UjX =: X˜j
p˜ij→ Uj, we compute
using Proposition 2.3ˆ
pi−1(γ)
S∆
5,jˆ
(2pii)2 ∧ dt =
ˆ
pi−1(µ)
d
[
S∆
5,jˆ
(2pii)2
]
∧ dt
(6.12) =
∑
j′ 6=j
(±1)
ˆ
pi−1(µ)
(ρ′j)∗
S∆
4,ĵj′
2pii ∧ dt.
(Here we also use the fact that equisingularity =⇒ T∆5,jˆ ∩pi−1(µ) = ∅.)
The terms of (6.12) take the form
1
2pii
ˆ
µ×P1
R4
(
−f1
f0
,−f2
f1
,−f3
f2
,−f4
f3
)
∧ dt,
where the fi are linear forms algebraic in t ∈ µ (and the P1 corresponds
to X ∩ P5
jˆ
). By Hodge type, the
´
µ×P1 log ·dlog ∧ dlog ∧ dlog ∧ dt and´
µ×P1∩T log ·dlog∧ dlog∧ dt terms vanish; while the µ×P1 ∩ T ∩ T ∩ T
vanish by equisingularity. In fact, the µ×P1∩T− f1
f0
∩T− f2
f1
vanish also,
by equisingularity and linearity of the fi (so that T− f1
f0
∩ X ∩ P5
jˆ
and
T− f2
f1
∩ X ∩ P5
jˆ
are open segments in P1 ∼= X ∩ P5
jˆ
meeting only at an
endpoint). Hence (6.12) is zero and Lemma 6.1 is proved.
The proof of Lemma 6.2 is similar. Pulling S∆5,jˆ back to the total
space ∪Xa,b,c := X pi→ C3 ⊂ Gr(3, 7), we have for p, q ∈ Ujˆ
pi−1(p)
S∆
5,jˆ
(2pii)2 −
ˆ
pi−1(q)
S∆
5,jˆ
(2pii)2 =
ˆ
pi−1( ~qp)
d
[
S∆
5,jˆ
(2pii)2
]
19We don’t need to worry about the properness of intersection X∩T−X1X0 because
the terms
´
X∩T log ·dlog ∧ dlog ∧ dlog vanish by Hodge type.
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≡
Q(3)
∑
j′ 6=j
(±1)
ˆ
pi−1( ~qp)
(ρj′)∗
S∆
4,ĵj′
2pii
by Proposition 2.3. The only possible contributions to a jump arise
when a δT -term in S∆4 lies over a component of C3\Uj crossed by ~qp,
and then the contribution is a combination of (2pii)
´
P1 log ·dlog ·δT and
(2pii)2
´
P1 log ·δT · δT integrals, which are obviously degenerate.
Appendix II to §6: Evaluating (6.8)-(6.11). In the course of the
computation, we must frequently evaluate integrals of the form
(6.13)
ˆ log(a− x) log(b− x)
x
dx,
(6.14)
ˆ
Li2
(
1
a(1 + x)
)
dx
x
.
Begin by rewriting (6.13) as
(6.15)
ˆ
log2(a−x)+log2(b−x)
2x dx−
ˆ
log2
(
a−x
b−x
)
2x dx.
The first integral may be done by parts twice (e.g. u = log2(a − x)
and dv = dx
x
; then substitute t = a − x and take u = log t, dv =
log(a− t)dt
t
= (log a)dt
t
− d(Li2( ta))), which yields
− Li3
(
1− x
a
)
+ Li2
(
1− x
a
)
log(a− x) + 12 log(xa) log2(a− x)
− Li3
(
1− x
b
)
+ Li2
(
1− x
b
)
log(b− x) + 12 log(xb ) log2(b− x)
For the second integral in (6.15), substituting y = a−x
b−x gives
−12(a− b)
ˆ
log2(y)
(1−y)(a−yb)dy,
whereupon repeated integration by parts (starting with u = log2 y,
dv = dy/((1− y)(a− yb))) yields
− Li3(y) + Li3( bya )− log(y)Li2( bya )
− 12 log2(y) log(1− yba ) + Li2(y) log(y) + 12 log(1− y) log2(y).
The Li3 terms from (6.13) are therefore[
b(a−x)
a(b−x)
]
−
[
a−x
b−x
]
−
[
1− x
a
]
−
[
1− x
b
]
.
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For (6.14), taking u = Li2
(
1
a(1+x)
)
and dv = dx
x
gives
log(x)Li2
(
1
1+x
)
−
ˆ
log
(
1
x+1
)
log(x)
x+1
whereupon substituting t = x + 1 puts the last integral in the form
(6.13). This yields (6.14)≡
−
[
ax+a−1
x
]
+
[
ax+a−1
ax
]
+ [1− a(x+ 1)] + [−x] + [x+ 1].
So for example, I0 breaks into
−
ˆ 1
b−1
y=−c
ˆ −y−1
x=−by
log(y)
xy
dx dy ≡ [c]−
[
1
1−b
]
,
which is straightforward, and
ˆ 1
b−1
y=−c
ˆ −y−1
x=−by
log(x+y+1)
xy
dx dy =
ˆ 1
b−1
y=−c
−ζ(2)+log(−1−y) log(1+y)−log(−by) log(1+y)+Li2( by1+y )
y
dy.
A substitution brings the second and fourth terms of the last integral
into the forms (6.13) and (6.14) respectively, and the other two terms
are easy.
Appendix: On a modification of Goncharov’s regulator
by Josï¿œ Ignacio Burgos-Gil
As we have seen in Remark 3.4, the map denoted as P•(n) (Gon-
charov regulator) in [Go2] fails to be a morphism of complexes, hence
it does not define a regulator map. By contrast, the cubical version of
the same map is a morphism of complexes and does define a regulator
map.
In the paper [BFT] it is proved that the cubical version of Goncharov
regulator is compatible with Beilinson regulator. In the same paper it
is also stated that the simplicial version of Goncharov regulator is com-
patible with Beilinson regulator. The proof in loc. cit. is based on the
assumption that Goncharov map is a morphism of complexes. Since
this is not the case, [BFT, Theorem 7.12] is not true. The aim of
this appendix is to show that, following the ideas of the present paper,
one can define a variant of the simplicial version of Goncharov regu-
lator that is actually a morphism of complexes and that the resulting
regulator is compatible with Beilinson’s one.
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Before we continue, a consumer warning. Being this text a special
inclusion, most of the arguments are either sketched or just pointers to
the literature where similar arguments are used, except for the crucial
point that the map in question is a morphism of complexes - that being
the main point of this appendix.
As in the previous sections we restrict ourselves to the case of smooth
projective schemes. We start by fixing notation. We will use pro-
jective coordinates (X0 : · · · : Xn) in Pn and projective coordinates
((Y1 : Z1), . . . , (Yn : Zn)) of (P1)n. Recall that Hn ⊂ Pn denotes the
hyperplane of equation ∑iXi = 0. We write ∆n = Pn \ Hn and let
∆ denote the cosimplicial scheme (∆n)n≥0 with the usual faces and
degeneracies. We denote 1 = P1 \ {(1 : 1)} and n = (1)n. These
schemes form a cocubical scheme  = (n)n≥0.
Recall from from [BKK] that to each Dolbeault complex A∗ we can
associate a Deligne complex D∗A(∗) and if A is a Dolbeault algebra, then
D∗A(∗) has an algebra structure that is associative up to homotopy and
commutative. The main examples are:
• A = E∗(X), the complex of smooth complex valued differential
forms on a smooth complex variety X. This is a Dolbeault alge-
bra and the corresponding Deligne algebra is denoted D∗(X, ∗).
• A = D∗(X), the complex of currents on X. This is a Dol-
beault complex and the corresponding Deligne complex is de-
noted D∗D(X, ∗).
If X is equidimensional of dimension d, the current associated to
every differential form gives a quasi-isomorphism of Deligne complexes
(6.16) D∗(X, p) [·]−→ D∗D(X, p), α 7→ [α],
where [α] is the current
[α](ω) = 1(2pii)d
ˆ
X
ω ∧ α.
In [Bu] it is proved that, when X is projective, the complexesD∗(X, ∗)
and D∗D(X, ∗) compute Deligne cohomology of X. Moreover, there are
explicit formulas for the differential dD , for the product • on the Deligne
algebra and for homotopy equivalences between these complexes and a
real variant of the complex C•D(X;Q(p)) of Section 3.
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If u1, . . . , um are smooth functions on an open subset of a complex
variety, following [Wa], for i = 1, . . . ,m, we write
(6.17) S im(u1, . . . , um) =
(−2)m ∑
σ∈Sm
(−1)|σ|uσ(1)∂uσ(2) ∧ · · · ∧ ∂uσ(i) ∧ ∂¯uσ(i+1) ∧ · · · ∧ ∂¯uσ(m),
and
(6.18) Tm(u1, . . . , um) =
1
2m!
m∑
i=1
(−1)iS im(u1, . . . um).
We also write T0 = 1.
If f1, . . . , fn ∈ C(X)× are rational functions, we write
Tm(f1, . . . , fm) = Tm
(−1
2 log f1f 1, . . . ,
−1
2 log fnfn
)
Since Tm is a multilinear alternate function, Tm(f1, . . . , fm) only de-
pends on the class
f1 ∧ · · · ∧ fm ∈ ΛmC(X)×.
Hence we use also the notation
Tm(f1 ∧ · · · ∧ fm) = Tm(f1, . . . , fm).
Thanks to the fact that Tm is multilinear and alternate, the differen-
tial form Tm(f1, . . . , fm) is always locally integrable as a singular form
on X. In fact, in order for a non-locally integrable term to appear
in the expansion of Tm we need that the divisors of the functions fi
have common components. But this case can always be avoided using
multilinearity and antisymmetry. We denote by [Tm(f1, . . . , fm)] the
associated current on X.
Recall that, if Z ⊂ X is a codimension one point of X, the valuation
of Z induces a map ResZ : ΛmC(X)× → Λm−1C(Z)×. For instance, if
ordZ(f2) = · · · = ordZ(fm) = 0,
then
ResZ(f1 ∧ · · · ∧ fm) = ordZ(f1)(f2 ∧ · · · ∧ fm)|Z .
This property and the fact that it is multilinear and alternate determine
ResZ .
We now define the current ([Tm−1] ◦ Res)(f1 ∧ · · · ∧ fm) on X by
([Tm−1] ◦ Res)(f1 ∧ · · · ∧ fm) =
∑
Z∈X(1)
(ιZ)∗[Tm−1 (ResZ(f1 ∧ · · · ∧ fm))],
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where X(1) is the set of irreducible closed subvarieties of codimension
one on X and ιZ : Z˜ −→ X is the composition of a resolution of singu-
larities of Z with the natural map to X.
The Deligne differential of Tm(f1 ∧ · · · ∧ fm) is described as follows
([Go2, Proposition 2.8], and [BFT, Proposition 5.16]):
Proposition 6.4. Let f1, . . . , fm ∈ C(X)×. Then, as differential forms
on X with logarithmic singularities
(6.19) dDTm(f1 ∧ · · · ∧ fm) = 0.
As currents on X
(6.20) dD [Tm(f1 ∧ · · · ∧ fm)] = −([Tm−1] ◦ Res)(f1 ∧ · · · ∧ fm).
Of particular interest for us are the forms
rn = Tn
(
X1
X0
, . . . ,
Xn
X0
)
,
r′n = Tn
((X1 + · · ·+Xn)
−X0 ,
(X2 + · · ·+Xn)
−X1 , . . . ,
Xn
−Xn−1
)
,
wn = Tn
(
Z1
Y1
, . . . ,
Zn
Yn
)
The form rn is, up to a normalization factor the form considered by
Goncharov in [Go2], the form r′n is a modification of rn that satisfies
the additional property
(6.21) r′n|Hn = 0.
This is the main difference between rn and r′n. The forms wn where
considered by Wang in [Wa] and have been used to construct the cu-
bical version of Goncharov regulator. The forms rn and r′n are locally
integrable forms on Pn and wn is locally integrable in (P1)n. We denote
the associated currents as [rn], [r′n] and [wn].
We denote by ρi : Pn−1 → Pn, n ≥ 0, 0 ≤ i ≤ n the maps given by
ρi(X0 : · · · : Xn−1) = (X0 : · · · : Xi−1 : 0 : Xi : . . . , Xn−1).
There is a commutative diagram
∆n−1   //
ρi

Pn−1
ρi

∆n   // Pn
where ρi are the faces in the cosimplicial structure of ∆. Analogously
we write δij : (P1)n−1 → (P1)n, n ≥ 1, 1 ≤ i ≤ n, j = 0, 1 the maps
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given by
δ
i
0((Y1 : Z1), . . . , (Yn−1 : Zn−1))
= ((Y1 : Z1), . . . , (Yi−1 : Zi−1), (1 : 0), (Yi : Zi), . . . , (Yn−1 : Zn−1)),
δ
i
1((Y1 : Z1), . . . , (Yn−1 : Zn−1))
= ((Y1 : Z1), . . . , (Yi−1 : Zi−1), (0 : 1), (Yi : Zi), . . . , (Yn−1 : Zn−1)).
Again, there is a commutative diagram
n−1   //
δij

(P1)n−1
δ
i
j

n   // (P1)n
where δij are the faces in the cocubical structure of .
Using Proposition 6.4, we can compute the Deligne differential of the
previous forms and currents.
Proposition 6.5. The following formulas hold.
(6.22) dDrn = dDr′n = dDwn = 0
dD [rn] =
n∑
i=0
(−1)i(ρi)∗[rm−1],(6.23)
dD [r′n] =
n∑
i=0
(−1)i(ρi)∗[r′m−1],(6.24)
dD [wn] =
n∑
i=0
(−1)i((δi0)∗[wm−1]− (δi1)∗[wm−1]).(6.25)
Proof. We prove only equation (6.24). For i = 0, . . . , n, let Di, be the
divisor of equation Xi = 0 and for i = 1, . . . , n−1, let Ei be the divisor
of equation Xi + · · ·+Xn = 0. For i < n, We have
ResDi
((X1 + · · ·+Xn)
−X0 ∧ . . . ∧
Xn
−Xn−1
)
= (−1)i+1
((X1 + · · ·+Xn)
−X0 ∧· · ·∧
̂(Xi+1 + · · ·+Xn)
−Xi ∧. . .∧
Xn
−Xn−1
)∣∣∣∣
Di
,
where the symbol ̂ means that the term is omitted. For i = n,
ResDn
((X1 + · · ·+Xn)
−X0 ∧ . . . ∧
Xn
−Xn−1
)
= (−1)n−1
((X1 + · · ·+Xn−1)
−X0 ∧ · · · ∧
Xn−1
−Xn−2
)∣∣∣∣
Dn
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Moreover, for i = 1, . . . , n− 1,
ResEi
((X1 + · · ·+Xn)
−X0 ∧ . . . ∧
Xn
−Xn−1
)
= (−1)i
((X1 + · · ·+Xn)
−X0 ∧ · · · ∧
̂(Xi + · · ·+Xn)
−Xi−1 ∧ . . . ∧
Xn
−Xn−1
)∣∣∣∣
Ei
= 0
because the restriction of the function (Xi+1 + · · ·+ Xn)/(−Xi) to Ei
is one. Note that this is the key point that makes this form work.
Finally, for a divisor Z ∈ (Pn)(1) different form the previous ones, we
have
ResZ
((X1 + · · ·+Xn)
−X0 ∧ . . . ∧
Xn
−Xn−1
)
= 0.
From these formulas and Proposition 6.4 the equation (6.24) follows.

Let X be a smooth projective variety over a field k ⊂ C. We de-
note by Zp∆(X, n)0 and Z
p
(X, n)0 the normalized simplicial and cubical
Bloch’s higher Chow complexes. In the simplicial case this is the group
denoted Np∆(X, n) before Proposition 3.5 and in the cubical case is de-
fined for instance in [BFT, Section 4.2]. By [Lv] we know that both
complexes have the same homology groups: the higher Chow groups
CHp(X, n). We recall the argument in [Lv] to prove that the simplicial
and cubical versions of Bloch’s higher Chow groups agree.
Let Zp,∆(X, n,m) denote the group of codimension p cycles in X ×
n × ∆m that meet properly all the proper faces of X × n × ∆m.
Then Zp,∆(X, ·, ·) is a cocubical-cosimplicial abelian group. We denote
by Zp,∆(X, ∗, ∗)0 the associated normalized double complex and by
Zp,∆(X, ∗)0 the corresponding simple complex. Then [Lv, Theorem
4.7] states that both natural inclusions
Zp∆(X, ∗)0 → Zp,∆(X, ∗)0 and Zp(X, ∗)0 → Zp,∆(X, ∗)0
are quasi-isomorphisms.
Since the family of currents ([r′m])m≥0 is singular along the hyper-
planes Ei introduced in the proof of Proposition 6.5, in order to use
it to define a regulator map, we need to restrict the class of cycles we
use. We denote by L the hyperplane arrangement
L = E1 ∪ · · · ∪ En−1
and by Zp∆,L(X,n) the group of codimension p cycles of X ×∆n that
intersect properly all the finite intersections among the divisors X×Di,
i = 0, . . . , n andX×Ej, j = 1, . . . , n−1. These groups form a simplicial
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complex and we write Zp∆,L(X, ∗)0 for the normalized complex. It is a
subcomplex of Zp∆(X, ∗)0.
Using the same argument as in the proof of [KL, Lemma 8.14] (see
also the proof of [Lv, Theorem 2.7]) one can prove
Lemma 6.6. The inclusion of complexes Zp∆,L(X, ∗)0 ↪→ Zp∆(X, ∗)0 is
a quasi-isomorphism.
We now denote by Zp,∆,L(X, n,m) the group of codimension p cycles
in X×n×∆m that meet properly all the finite intersections among the
faces and the divisors X×n×Ej. Again it is a cocubical-cosimplicial
abelian group and we denote by Zp,∆,L(X, ∗, ∗)0 the associated nor-
malized double complex and by Zp,∆,L(X, ∗)0 the corresponding simple
complex. Combining the arguments of [Lv, Theorem 4.7] and of with
[KL, Lemma 8.14] one can prove that the natural inclusions
i∆ : Zp∆,L(X, ∗)0 → Zp,∆,L(X, ∗)0 and i : Zp(X, ∗)0 → Zp,∆,L(X, ∗)0
are quasi-isomorphisms.
As in [Go2], the forms rn, wn and r′n determine, for each p, n ≥ 0,
maps
P∆ : Zp∆(X,n)0 → D2p−nD (X, p),
P : Zp(X,n)0 → D2p−nD (X, p),
P ′∆ : Zp∆,L(X,n)0 → D2p−nD (X, p).
We just give the definition of P ′∆ the others already having been defined
in the literature. For instance P∆ is, up to a normalization factor, the
map denoted P•(n) in [Go2]. Let Y be an irreducible subvariety of
X×Pn that is not contained in any of the divisors X×Di, i = 0, . . . , n,
or X×Ej, j = 1, . . . , n−1, and Y˜ a resolution of singularities of Y . Put
ι : Y˜ → X and q : Y˜ → Pn for the maps induced by the two projections.
Then q∗r′n is a differential form, on an open subset of Y˜ , that is locally
integrable on Y˜ . Since the map ι is proper, we obtain a well defined
current
P ′∆(Y ) = ι∗[q∗r′n] ∈ D2p−nD (X, p).
If Y is an irreducible subvariety of X × ∆n of codimension p, such
that the cycle [Y ] belons to Zp∆,L(X,n), we write Y for the closure of
Y in X× Pn and define
P ′∆([Y ]) = P ′∆(Y ).
The map P ′∆ is extended by linearity to the whole Zp∆,L(X,n) and then
restricted to Zp∆,L(X,n)0 to give the desired map.
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We have seen in Remark 3.4 that, for a fixed p, the maps P∆ do not
form a morphism of complexes. Nevertheless we have
Theorem 6.7. For every integer p ≥ 0, the maps
P : Zp(X, ∗)0 → D2p−∗D (X, p), and P ′∆ : Zp∆,L(X, ∗)0 → D2p−∗D (X, p)
are morphisms of complexes.
Proof. We give the proof for P ′∆ being the other one analogous. Let
Y be an irreducible subvariety of X ×∆n of codimension p, such that
the cycle [Y ] belongs to Zp∆,L(X,n). In particular Y is not contained
in any of the divisors X ×Di or X × Ej. Let ∂ denote the differential
in the complex Zp∆,L(X, ∗) and write
∂[Y ] =
n∑
i=0
(−1)iρ∗i [Y ].
This is a cycle on X × Pn−1. Note that ∂[Y ] is the restriction of ∂[Y ]
to X×∆n−1, that is,
∂[Y ] = ∂[Y ]
∣∣∣
X×∆n−1 .
We decompose ∂[Y ] = A + B, where the cycle A gathers all the com-
ponents of ∂[Y ] not contained in Hn−1 and B gathers the components
contained in Hn−1. Thus
A = (∂[Y ])
is the closure of ∂[Y ] in X×Pn−1. Proposition 6.5 implies readily that
dDP ′∆([Y ]) = P ′∆(∂[Y ]) = P ′∆(A) + P ′∆(B).
The key point, that fails for the family of currents (rn)n≥0 is that, since
r′n−1 vanishes on Hn−1, then P ′∆(B) = 0. Thus
dDP ′∆([Y ]) = P ′∆(A) = P ′∆(∂[Y ])
proving the result for P ′∆. The proof for P is similar. 
Thanks to Theorem 6.7 and Proposition 6.5, we obtain morphisms
P,P ′∆ : CHp(X,n) −→ H2p−nD (X,R(p)).
By [BFT, Theorem 7.8] we know that the map P is compatible
with Beilinson regulator. To prove that P ′∆ is also compatible with
Beilinson regulator we compare P and P ′∆. To this end we introduce
the locally integrable forms
Mn,m = Tn+m
(
Z1
Y1
, . . . ,
Zn
Yn
,
(X1 + · · ·+Xn)
−X0 , . . . ,
Xn
−Xn−1
)
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on (P1)n×Pn, that are a hybrid between the forms wn and r′m. Following
the same steps used to define P ′∆ and to prove Theorem 6.7, we obtain
Proposition 6.8. The family of forms (Mn,m)n,m induce a morphism
of complexes
P ′,∆ : Zp,∆,L(X, ∗)0 → D2p−∗D (X, p).
Now we can state and prove the main result of this appendix.
Theorem 6.9. The maps
P,P ′∆ : CHp(X,n) −→ H2p−nD (X,R(p))
agree. In consequence, the map P ′∆ is compatible with Beilinson regu-
lator.
Proof. A direct computation shows that the diagram
Zp,∆,L(X, ∗)0
P ′,∆
''
Zp(X, ∗)0
P

ioo
Zp∆,L(X, ∗)0 P ′∆
//
i∆
OO
D2p−∗D (X, p)
is commutative. Then the theorem follows from the fact that i and
i∆ are quasi-isomorphisms. 
Remark 6.10. We remark that the simplicial regulator P ′∆ just de-
scribed also agrees with the composite
(6.26) CHp(X, n)Q
AJp,n∆,X−→ H2p−nH (XanC ,Q(p)) piR−→ H2p−nH (XanC ,R(p)) ,
where (as X is smooth projective)
H2p−nH (XanC ,R(p)) '
H2p−n (XanC ,C)
F pH2p−n (XanC ,C) +H2p−n (XanC ,R(p))
pip−1 '−−−−→ H
2p−n (XanC ,R(p− 1))
pip−1F pH2p−n (XanC ,C)
,
with pip−1 induced by the canonical projection
C = R(p)⊕ R(p− 1)→ R(p− 1).
Indeed, any class in CHp(X,n) has a representative Z ∈ ker(∂) ⊂
Zp∆(X,n)0 ∩ Zp∆,R(X,n), and we have P(Z) = P ′∆(Z) (by Theorem
6.9) and AJp,nX (Z) = AJ
p,n
∆,X(Z) (by the proof of Theorem 3.2). So
the assertion reduces to the coincidence of piR ◦ AJp,nX wih the cubical
Goncharov regulator P, which was verified in §3.1.1 of [Ke1].
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