ABSTRACT Most imaging systems have a limited depth-of-field in the sensor networks that consist of multiple visual sensors. Due to different object distances, not every object can be clearly imaged by a single sensor. This paper proposes a multi-focus image fusion algorithm in sensor networks. The algorithm combines the advantages of multi-scale analysis and image phase analysis. It uses dynamic window and phase stretch transform (PST) to extract the focused regions of each image accurately and performs multi-resolution analysis of images through the non-sub-sampled shearlet transform. Then, the images are fused according to the local standard deviation of PST feature maps. The results of the simulation experiments prove that our algorithm is effective and outperforms some state-of-the-art algorithms.
I. INTRODUCTION
Sensor networks play an important role in the new generation of information technology [1] , [2] . It can collect plenty of information that needs to be connected, supervised or interacted in real time through various sensing devices, and combine them with the Internet to form a huge network. Sensor networks can realize the connection between objects, people and networks, so as to facilitate object identification, information management and control [3] , [4] . In the perception layer of sensor networks, information acquisition is mainly realized by different kinds of sensing devices, among which vision sensors have been widely used. The main subject of vision sensor application is machine vision, which is commonly applied to object recognition, 3D positioning, target tracking, industrial measurement and so on. Most of the applications of machine vision are based on a clear and all-in-focus image. Because every image sensor has a limited depth-of-field, only the objects within a certain distance can be clearly imaged. The objects which are closer or farther than that often appear out-of-focus. In order to obtain a clear all-in-focus image, different objects in the scene need to be focused separately by different image sensors, and then be fused together by an image processing method. Therefore, the multi-focus image fusion technology has gradually become an important research content in the networks of vision sensors.
Multi-focus image fusion is an important branch in the field of multi-source image fusion. It needs to register multiple images of the same scene, then use some method to extract the clear regions of each image, and integrate them into an all-in-focus image. Therefore, one of the difficulties is to judge the focused regions from different images accurately. Multi-focus image fusion can be carried out on three different levels: pixel level, feature level and decision level. Pixel level image fusion is the foundation of the others. It is a hot issue in the field of image fusion, and it is also the topic of this paper. The advantage of pixel level image fusion is that it can keep the original information of the source image as much as possible and obtain rich and accurate image details. The fusion accuracy of pixel level image fusion is the highest among the three. However, its processing time is longer and it also requires higher registration accuracy. At present, the algorithms used in pixel level multi-focus image fusion mainly include: principal component analysis [5] , support vector machine [6] , neural network [7] , image segmentation, multi-scale analysis and so on, and many new algorithms are also emerging in an endless stream. Bai et al. [8] proposed a multi-focus image fusion algorithm through gradientbased decision map construction and mathematical morphology. Yang et al. [5] present a novel multi-focus image fusion framework based on non-subsampled contourlet transform and sparse representation. Yang et al. [9] proposed a fusion scheme based on block-matching and 3D multi-scale transform.
In this paper, a multi-focus image fusion algorithm based on Non-subsampled Shearlet Transform (NSST) multi-scale analysis and Phase Stretch Transform (PST) feature extraction is proposed. NSST is a new multi-resolution analysis transform developed in recent years. It has been widely used in the field of image processing. In our previous study, NSST has been successfully applied to compressive image fusion and image enhancement [10] , [11] . Most existing transform domain image fusion algorithms pay much attention to the amplitude of image decomposition coefficients. However, the phase information of image also plays a very important role in image interpretation and recognition. Image phase information analysis has been widely used in image registration, mosaic and other fields. In this paper, the image phase information is used as the reference for extracting features of images. The focused regions of the source images are accurately judged by the Local Standard Deviation (LSD) of PST feature maps, and then the coefficients of each scale are fused accordingly. Experiments show that the extraction of the focused regions is accurate and effective.
II. DESIGN OF THE ALGORITHM

A. NSST MULTISCALE ANALYSIS
NSST is a new multi-scale and multi-directional analysis tool. The NSST decomposition procedure is shown briefly in Fig. 1 . According to the principle of NSST, the source image will be decomposed into low frequency coefficients and high frequency coefficients after Non-down-sampling Pyramid Decomposition (NSP), and then NSP decomposition of each layer will iterate on the low frequency component of the former layer. The band-pass images and a low pass image can be obtained after decomposition. Since there is no downsampling in the NSST process, these images are of the same size as the original image. 
B. FEATURE EXTRACTION WITH PST
PST is a new signal transform proposed in these years. It performs well in image feature extraction, especially edge extraction [12] . The process of PST feature extraction includes multiple steps: First of all, smooth the image with low-pass filtering so as to remove noise. Furthermore, let the image pass through a non-linear frequency dependent transfer function which is called PST kernel. The output of the transform is the phase in space domain. The applied phase is frequency dependent with the original image, that is higher amount of phase is applied to higher frequency component. Finally, find image sharp transitions by thresholding the phase and apply binary morphological post-processing, so as to enhance the features and clear the transformed image. PST is defined as (1) in frequency domain [13] . 
C. IMAGE FUSION SCHEME
The image fusion method proposed in this paper is based on the multi-scale decomposition of NSST. PST is applied to extract the details of each original image. Then we form different size of windows on the PST feature map for different scales of coefficients in order to justify the clarity of the local area, so the focused region of each image can be extracted gradually. After that, the coefficients are fused based on the fusion rule in focused area, transition area, and out-of-focus area. And finally the inverse NSST are used to reconstruct the final fused image.
1) FEATURE EXTRACTION
Texture is a kind of typical image feature. In the focused regions of images, texture is usually clear and intact. Therefore, our algorithm takes the extraction of image texture feature as an important step of judging the focused areas of multi-focus images. PST algorithm has obvious advantages in image edge and texture extraction. It has been proved that PST can extract image features accurately at low contrast or visually impaired images. In this paper, PST is used to extract the features of original images. The output image with texture features is called PST feature map. Fig. 2 is the result of PST feature extraction of multi-focus images. Fig. 2(a) and Fig.2 (b) are the original images of Pepsi image set. Fig.2 (c) is the feature map of Fig.2 (a) , while Fig.2 (d) is the feature map of Fig.2(b) . We can see that the textures of the focused area are clear and rich, in comparison, the textures of the defocused area are fuzzy and blurry. Therefore, the change of the local area contrast of the feature map can be considered as the reference for judging the focused areas. 
2) EXTRACTION OF THE IMAGE FOCUSED REGIONS
The PST feature map contains the texture information of the original image. It can be seen from Fig. 2 that the focused areas and the out-of-focus regions of the original images can be roughly judged by subjective observation of human eyes. The main basis of our judgment is the contrast change of the feature map. The part where the contrast changes brightly in the feature map always corresponds to the focused area of the original image, whereas the part where the contrast change is gentle often corresponds to the blurred area. For machine vision, there are many ways to judge the contrast change. Among them, the most commonly used and effective method is to calculate the LSD of the image. The LSD reflects the contrast variation in an image by a local window centered at the current pixel. The gray value of the image has a large fluctuation in the place where the LSD is large; on the other hand, if the LSD is small, the change of the gray scale of the image will be slow and gentle. In this paper, a local window is sliding on the PST feature map to calculate the standard deviation in the local area of each pixel, and the focused area of the image is judged according to the value of LSD. However, the value depends not only on the features of the image itself, but also on the size of the local window. Commonly, the window size is set to be (2n + 1) * (2n + 1), where n is an integer. The larger the n values, the more pixels will be used to calculate the LSD, and the longer the process will take; the smaller the n values, the shorter the process will take, but the LSD only reflects the change of gray scale in a small range.
This algorithm uses NSST to decompose the image into different scales, and the image coefficients of various scales have different features. Fig. 3 shows the coefficients of each layer after NSST three-scale-decomposition (each layer is decomposed into 8 directions) of image Pepsi. By contrast, it is found that with the increase of decomposition scale, the image information embodied in each layer's components is gradually refined. Therefore, the window size for calculating LSD should also be adjusted accordingly.
In order to select the appropriate window size to calculate LSD for each scale, a focused area extraction experiment was proposed. The main steps are as follows:
(1) Divide a rectangle region from image Lena artificially, as shown in Fig. 4 . Then add defocus blur in the area around the graph, as is shown in Fig.4(a) . In Fig.4(b) , add defocus blur in the rectangle region in the middle of Lena.
(2) Decompose the two images into three scales by NSST, and get the PST feature map of each image separately, as shown in Fig. 5 . 3) The NSST image coefficients are compared layer by layer according to the order of low scale to high scale so as to extract the focused areas. The comparison is based on the LSD of the PST feature map, as shown in (2) .
where N l indicates the size of the local window for layer l that used to calculate the LSD of PST feature map. LSD N l 1(i, j) represents the value of the LSD in the PST feature map at the location of (i,j) of the first image, while LSD N l 2(i, j) represents the value of the LSD in the PST feature map of the second image. , and the final focused region extraction graph I is formed. Fig. 6 is the focused region extraction graphs calculated by different size of local window. The black parts in each graph represent the focused areas of Fig. 4 (a) , and the white parts indicate the focused areas of Fig. 4 (b) . N1 is the size of the local window for the first layer; N2 is the size of the local window for the second layer, while N3 represents the size of the local window for the third layer. Through comparison of the above graphs, it can be seen that when the sizes of the local windows are different, the extraction effects of the focused regions are various (as shown in the red boxes in the pictures), especially for the focus transition regions and the edges of the images. From Fig.6(a) to Fig.6 (c) , the local window size increases gradually. The number of isolated and scattered mis-extraction pixels reduces obviously, but meanwhile the errors at the edges of images and the transition regions are more serious. Fig.6 (d) uses different local window size for different layer, which makes a good compromise between the two trends, and the focused areas extraction is more complete and accurate. So in our algorithm, the local window used to calculate the LSD of PST feature map is variable-sized, that is smaller size corresponds to higher frequency components.
3) IMAGE FUSION RULE
The image fusion rule of our algorithm is based on the extraction of the focused regions. The NSST decomposition coefficients of each layer are fused according to the fusion rule, and the fused image is composed by the NSST inverse transform. The image fusion rule is shown as (3):
where
is the NSST coefficient of the second image. This algorithm follows the fusion rule of taking the maximun LSD of the PST feature map. When the LSDs of the PST feature maps of the source images are equal, the coefficient of the fused image is set to be the mean value of the coefficients of the source images.
III. EXPERIMENTS AND DATA ANALYSIS A. EXPERIMENT SETTINGS
In order to test the fusion effects of our method, two groups of experiments are designed: The first one is the reference image fusion evaluation experiment, and the test images are two sets of Lena and Radar images with artificial division areas that added with defocus blur. The second one is the non-reference image fusion evaluation experiment. The test images are two sets of the standard images which are commonly used for multi-focus image fusion, they are Pepsi and Lab image sets. We compare our method with three other representative fusion algorithms. They are bandelet-based image fusion (BND) [14] , image fusion based on energy of Laplacian detection (ELD) [15] and gradient domain wavelet-based image fusion (GWL) [16] .
B. REFERENCE IMAGE FUSION EVALUATION EXPERIMENT
The image fusion performances are shown in Fig. 7-9 . Fig. 7(a)-(b) and Fig. 9(a)-(b) are the images to be fused of each group. They all incorporate artificial defocus blur in some areas, and the defocused regions of the two images in the same group complement each other. Fig. 7(c) and Fig. 9 (c) are the original standard images, which are used VOLUME 6, 2018 as reference images for objective evaluation. The enlarged images of the boundary regions in Fig.7 are shown in Fig.8 . From visual comparison, it can be found that some algorithms have a little blur at the boundary between the focused and defocused regions, while the proposed method provides intact edges without artifacts and obtains satisfying contrast.
In order to evaluate the fusion performances objectively, Peak Signal to Noise Ratio (PSNR), Structural Similarity Index (SSIM) and Normalized Mutual Information (NMI) are used as image fusion quality measures [17] . The larger value indicates the better performance of the fusion algorithm. It can be seen from Tab.1-2 that our algorithm outperforms other methods being compared.
C. NON-REFERENCE IMAGE FUSION EVALUATION EXPERIMENT
The image fusion results are shown in Fig. 10-13 . Fig. 10(a)-(b) and Fig. 13(a)-(b) are the images to be fused mainly focused on the right side. In order to facilitate subjective evaluation, the differences between the fused image of each algorithm and the original images in Pepsi image set are displayed in Fig.11-12 at the same time. The areas in the red boxes in Fig.11-12 (a)-(b) indicate the blurry regions of the fused images. Fig. 11(c) and Fig. 12(c) show that the contrast of the fused image is quite different from that of the original VOLUME 6, 2018 images. The results prove that our algorithm can keep the contrast of the original images, and fuse the focused regions exactly.
Three different objective measures including edge information based metirc Q AB/F p , information theory based metric Q NMI and image feature based metirc Q FMI are used to evaluate the performance of the fusion algorithms [18] . The results presented in Tab. 3-4 show that our algorithm outperforms the competing image fusion methods in the quality metrics. 
IV. CONCLUSION
In this paper, a multi-focus image fusion algorithm is proposed, which is used to synthesize images from multiple visual sensors into a fully focused image in sensor networks. PST feature map is used as the reference to determine the focused regions. Then decompose the images by NSST and fuse them according to the LSD of the PST feature maps. Experiments show that our algorithm can extract the focused areas of different source images exactly and fused them without introducing any artifacts. The boundaries between the focused regions are smooth and natural. The contrast of the original images can be well preserved.
