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GREEN KERNEL AND MARTIN KERNEL OF SCHRO¨DINGER
OPERATORS WITH SINGULAR POTENTIAL AND APPLICATION TO
THE B.V.P. FOR LINEAR ELLIPTIC EQUATIONS
KONSTANTINOS T. GKIKAS AND PHUOC-TAI NGUYEN
Abstract. Let Ω ⊂ RN (N ≥ 3) be a C2 bounded domain and K ⊂ Ω be a compact, C2
submanifold in RN without boundary, of dimension k with 0 ≤ k < N − 2. We consider
the Schro¨dinger operator Lµ = ∆+µd
−2
K in Ω\K, where dK(x) = dist (x,K). The optimal
Hardy constant H = (N −k−2)/2 is deeply involved in the study of −Lµ. When µ ≤ H
2,
we establish sharp, two-sided estimates for Green kernel and Martin kernel of −Lµ. We
use these estimates to prove the existence, uniqueness and a priori estimates of the solution
to the boundary value problem with measures for linear equations associated to −Lµ.
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1. Introduction
Let Ω ⊂ RN (N ≥ 3) be a C2 bounded domain and K ⊂ Ω be a compact, C2 submanifold
in RN without boundary, of dimension k with 0 ≤ k < N − 2. Denote d(x) = dist (x, ∂Ω)
and dK(x) = dist (x,K). In this paper, we study the Schro¨dinger operator
Lµ = L
Ω,K
µ := ∆ +
µ
d2K
(1.1)
in Ω \K, where µ ∈ R is a parameter. Here µ/d2K is a singular potential.
1
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Our first purpose is to deal with the question of two-sided estimates on the Green kernel
associated to −Lµ in Ω \K.
It is well known that in the free potential case in Ω, i.e. µ = 0 and L0 = ∆ in Ω,
this question has been completely treated and sharp estimates, up to boundary, have been
obtained in (see, e.g., [26]). See also [4, 23] for relevant estimates.
The special case µ 6= 0, k = 0 and K = {0} ⊂ Ω has attracted a lot of attention
since in this case Lµ is a singular operator involving Hardy-Leray potential µ|x|−2. Global
upper estimate and local lower estimate (i.e. in compact subsets of Ω) on the Green kernel
associated to −Lµ was derived by Chen, Quaas and Zhou in [7, Lemma 4.1 and Remark
4.1] due to the two-sided estimate on the corresponding heat kernel established by Filippas,
Moschini and Tertikas in [15].
The general case is more challenging and less understood. In this case, the analysis is
more intricate and relies strongly on the geometrical properties of the set K and Ω, which
is closely linked to the optimal Hardy constant
CΩ,K := inf
ϕ∈H1
0
(Ω)
∫
Ω |∇ϕ|2dx∫
Ω d
−2
K ϕ
2dx
.
It is well known that CΩ,K ∈ (0,H2] (see e.g. Da´vila and Dupaigne [11, 12] and Barbatis,
Filippas and Tertikas [3]) where
H :=
N − k − 2
2
. (1.2)
When K = {0} ⊂ Ω, it is classical that CΩ,{0} =
(
N−2
2
)2
. In general, CΩ,K = H2 provided
that −∆d2+k−NK ≥ 0 in the sense of distributions in Ω \K or Ω = Kβ with β small enough
(see [3]), where
Kβ := {x ∈ RN \K : dK(x) < β}.
For µ ≤ H2, let α− and α+ are the roots of the algebraic equation α2 − 2Hα+ µ = 0, i.e.
α− := H −
√
H2 − µ, α+ := H +
√
H2 − µ. (1.3)
Note that α− ≤ H ≤ α+ < 2H and α− ≥ 0 if and only if µ ≥ 0.
For any µ ≤ H2, it follows from [11, Lemma 2.4 and Theorem 2.6] and [12, page 337,
Lemma 7, Theorem 5] that
λµ := inf
{∫
Ω
(
|∇u|2 − µ
d2K
u2
)
dx : u ∈ C1c (Ω),
∫
Ω
u2dx = 1
}
> −∞ (1.4)
and the corresponding eigenfunction φµ, with normalization ‖φµ‖L2(Ω) = 1, satisfies two-
sided estimate φµ ≈ d d−α−K in Ω \K (see subsection 2.2 for more detail). A combination
of this estimate for the eigenfunction and results of Filippas, Moschini and Tertikas in [14,
Proposition 2.8 and Theorem 1.3], leads to the existence, as well as two-sided estimate, of
a heat kernel h(t, x, y) associated to ∂t − Lµ when λµ > 0. Set
Gµ(x, y) =
∫ ∞
0
h(t, x, y)dt, x, y ∈ Ω \K, x 6= y. (1.5)
Theorem 1.1 (Green kernel). Assume 0 ≤ k < N − 2, µ ≤ H2 and λµ > 0.
I. Existence of the minimal Green kernel. Gµ is the minimal Green kernel of
−Lµ in Ω \K, i.e. for any y ∈ Ω \K, Gµ(·, y) is the minimal solution of
− Lµu = δy in Ω \K, (1.6)
in the sense of distributions, where δy denotes the Dirac measure concentrated at y.
II. Two-sided estimates.
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(i) If µ <
(
N−2
2
)2
then for any x, y ∈ Ω \K, x 6= y,
Gµ(x, y) ≈ |x− y|2−N
(
1 ∧ d(x)d(y)|x− y|2
)(
1 ∧ dK(x)dK(y)|x− y|2
)−α−
. (1.7)
(ii) If k = 0, K = {0} and µ = (N−22 )2 then for any x, y ∈ Ω \K, x 6= y,
Gµ(x, y) ≈ |x− y|2−N
(
1 ∧ d(x)d(y)|x− y|2
)(
1 ∧ |x||y||x− y|2
)−N−2
2
+ (|x||y|)−N−22
∣∣∣∣ln(1 ∧ |x− y|2d(x)d(y)
)∣∣∣∣ .
(1.8)
Here the notation ”≈” is introduced in the list of notations at the end of this section.
The implicit constants in (1.7) and (1.8) depend on N,Ω,K, µ.
Remark 1.2. (i) We note that, uniqueness may not hold true for (1.6). Therefore, in the
sequel, by Green kernel we mean the minimal Green kernel Gµ, which is defined in (1.5).
(ii) Note that, in Theorem 1.1 (i), the critical case k > 0 and µ = H2 is included.
(iii) One of the main assumptions in this paper is λµ > 0, which is fulfilled for instance
if µ < CΩ,K . In the critical case µ = H2, λH2 > 0 if −∆d2+k−NK ≥ 0 in the sense of
distributions in Ω \K. Finally, if Ω = Kβ then −∆d2+k−NK ≥ 0 provided β is small enough.
See [3] for the proof of these results as well as for other domains satisfying −∆d2+k−NK ≥ 0.
(iii) Estimates (1.7) and (1.8) cover the ones in [6, 7] for the case k = 0, K = {0} and
are sharper than the estimate in [11, Corollary 7.3].
Let β0 be the constant in (2.3). Let ηβ0 be a smooth function such that 0 ≤ ηβ0 ≤ 1,
ηβ0 = 1 in K β0
4
and supp ηβ0 ⊂ Kβ0
2
. We define
W (x) :=
{
dK(x)
−α+ , if µ < H2,
dK(x)
−H | ln dK(x)|, if µ = H2,
x ∈ Ω \K, (1.9)
and
W˜ := 1− ηβ0 + ηβ0W in Ω \K. (1.10)
Let Gµ be the Green operator, i.e.
Gµ[τ ](x) =
∫
Ω\K
Gµ(x, y)τ(y), τ ∈M(Ω \K).
As it can be seen in Lemma 5.3, the Green operator is a crucial tool in solving nonhomo-
geneous linear equation associated to −Lµ with “zero datum” on ∂(Ω\K) = ∂Ω∪K. More
precisely, for f ∈ L∞(Ω), Gµ[f ] solves equation −Lµu = f in Ω \ K with zero boundary
condition in the sense
lim
dist (x,F )→0
Gµ[f ](x)
W˜ (x)
= 0, ∀ compact F ⊂ ∂Ω ∪K.
To study linear equations with more general boundary data on ∂(Ω \K) = ∂Ω ∪K, we
use the Lµ-harmonic measures which is given below. Let z ∈ Ω \K and h ∈ C(∂Ω ∪ K)
and denote Lµ,z(h) := vh(z) where vh is the unique solution of the Dirichlet problem (see
Lemma 5.7) {
Lµv = 0 in Ω \K
v = h on ∂Ω ∪K. (1.11)
Here the boundary value condition in (1.11) is understood in the sense that
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lim
x∈Ω\K, x→y∈∂Ω∪K
v(x)
W˜ (x)
= h(y) uniformly w.r.t. y ∈ ∂Ω ∪K.
The mapping h 7→ Lµ,z(h) is a linear positive functional on C(∂Ω ∪K) (see Lemma 3.4).
Thus there exists a unique Borel measure on ∂Ω∪K, called Lµ-harmonic measure in ∂Ω∪K
relative to z and denoted by ωz, such that
vh(z) =
∫
∂Ω∪K
h(y)dωz(y).
Let x0 ∈ Ω \ K be a fixed reference point. By Harnack inequality, the measures ωx
and ωx0 are mutually absolutely continuous for any x ∈ Ω \ K, hence we can define the
Radon-Nikodym derivative
Kµ(x, ξ) :=
dωx
dωx0
(ξ), ωx0 − a.e. ξ ∈ ∂Ω ∪K. (1.12)
Let us now give a definition of kernel functions of −Lµ at ξ which plays an important
role in the sequel.
Definition 1.3. A function K defined in (Ω \K)× (∂Ω ∪K) is called a kernel function of
−Lµ with pole at ξ ∈ ∂Ω ∪K and with basis at x0 ∈ Ω \K if
(i) K(·, ξ) is Lµ-harmonic in Ω \K,
(ii) K(·,ξ)
W˜ (·)
can be extended as a continuous function on Ω \ {ξ} and for any P ∈ (∂Ω ∪
K) \ {ξ},
lim
x∈Ω\K, x→P
K(x, ξ)
W˜ (x)
= 0,
(iii) K(x, ξ) > 0 for every x ∈ Ω \K and K(x0, ξ) = 1.
Using main properties of the Lµ-harmonic measures, which are established in Section
6, we prove the existence and uniqueness of the kernel function K (see Proposition 6.6).
Furthermore, we will show that (see Proposition 6.8) the following convergence holds
Kµ(x, ξ) = lim
Ω\K∋y→ξ
Gµ(x, y)
Gµ(x0, y)
∀ξ ∈ ∂Ω ∪K, (1.13)
which means that Kµ is the Martin kernel of −Lµ in Ω \K.
Let us present the main properties of the Martin kernel.
Theorem 1.4 (Martin kernel). Assume 0 ≤ k < N − 2, µ ≤ H2 and λµ > 0.
I. Continuity. For any x ∈ Ω\K, the function ξ 7→ Kµ(x, ξ) is continuous on ∂Ω∪K.
II. Two-sided estimates.
(i) If µ <
(
N−2
2
)2
then
Kµ(x, ξ) ≈

d(x)dK(x)
−α−
|x− ξ|N , if x ∈ Ω \K, ξ ∈ ∂Ω
d(x)dK(x)
−α−
|x− ξ|N−2−2α− , if x ∈ Ω \K, ξ ∈ K.
(1.14)
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(ii) If k = 0, K = {0} and µ = (N−22 )2 then
Kµ(x, ξ) ≈

d(x)|x|−N−22
|x− ξ|N , if x ∈ Ω \K, ξ ∈ ∂Ω,
d(x)|x|−N−22
∣∣∣∣ln |x|DΩ
∣∣∣∣ , if x ∈ Ω \K, ξ = 0,
(1.15)
where DΩ := 2 supx∈Ω |x|.
Estimates (1.14), (1.14) are novel and show distinct behaviours of Martin kernel, accord-
ing to whether ξ ∈ ∂Ω or ξ ∈ K.
It is interesting to note that two-sided estimates of the Green kernel and Martin kernel
were also studied for Schro¨dinger operators of the form −LµV = −∆ − µV where the
potential V may blowup on the boundary ∂Ω. When V (x) = d(x)−2, the existence, as well
as sharp estimates, of the Green kernel was obtained by Filippas, Moschini and Tertikas [15]
via the study of the respective parabolic problem, while the existence of the Martin kernel
of −Lµ was established by Ancona [2] in the subcritical case, i.e µ < 14 , and by Gkikas-
Ve´ron [16] in the critical case µ = 14 . In [18], Marcus dealt with a more general potential
V satisfying |V (x)| ≤ c d(x)−2 and obtained two-sided estimates on the Green kernel and
Martin kernel in terms of the first eigenfunction. In the case V (x) = dF (x)
−2, where F ⊂ ∂Ω
is a submanifold of dimension 0 ≤ k ≤ N − 2, these bounds were then exploited by Marcus
and Nguyen [22] to derive estimates of Green and Martin kernel on layers near the boundary
∂Ω, which are in turn used to study respective linear and semilinear elliptic equations. Very
recently, Marcus [19] has established two-sided estimates for positive LµV -subharmonic and
LµV -superharmonic functions with V satisfying |V (x)| ≤ cd(x)−2 and provided a theory of
linear equations associated to LµV which cover several results in [21, 22]. The case 0 ∈ ∂Ω
and V (x) = |x|−2 was treated by Chen and Ve´ron in [9] where they constructed a Poisson
kernel vanishing at 0 and a singular kernel with a singularity at 0. Relevant works on
semilinear elliptic equations involving −LµV can be found in [16, 21, 20, 22, 23, 8, 10].
Next we provide the Representation theorem which states that there is a (1-1) correspon-
dence between the class of positive Lµ-harmonic functions in Ω\K and the set M+(∂Ω∪K)
of positive bounded measures on ∂(Ω \K) = ∂Ω ∪K.
Theorem 1.5 (Representation Theorem). For any ν ∈ M+(∂Ω ∪K), the function Kµ[ν]
is a positive Lµ-harmonic function (i.e. LµKµ[ν] = 0) in the sense of distributions in
Ω \K. Conversely, for any positive Lµ-harmonic function u (i.e. Lµu = 0) in the sense of
distributions in Ω\K, there exists a unique measure ν ∈M+(∂Ω∪K) such that u = Kµ[ν].
In general, in order to characterize the behavior of a function on ∂Ω ∪K, we introduce
a notion of boundary trace which is defined in a dynamic way.
Definition 1.6 (Boundary trace). A function u possesses a boundary trace if there exists
a measure ν ∈M(∂Ω∪K) such that for any smooth exhaustion {On} of Ω \K, there holds
lim
n→∞
∫
∂On
φudωx0On =
∫
∂Ω∪K
φdν ∀φ ∈ C(Ω). (1.16)
The boundary trace of u is denoted by tr(u).
This notion allows to describe the boundary behavior of the Green kernel and Martin
kernel, which can be seen in the following proposition.
Proposition 1.7 (Boundary trace of Green kernel and Martin kernel).
(i) For any ν ∈M(∂Ω ∪K), tr(Kµ[ν]) = ν.
(ii) For any τ ∈M(Ω \K;φµ), tr(Gµ[τ ]) = 0.
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Theorem 1.5 and Proposition 1.7 are key ingredients in obtaining the following properties
of Lµ-subharmonic and Lµ-superharmonic functions.
Theorem 1.8. (i) Let u be a positive Lµ-superharmonic function in the sense of distribu-
tions in Ω\K. Then u ∈ L1(Ω;φµ) and there exist τ ∈M+(Ω\K;φµ) and ν ∈M+(∂Ω∪K)
such that
u = Gµ[τ ] +Kµ[ν]. (1.17)
In particular, u ≥ Kµ[ν] in Ω \K and tr(u) = ν.
(ii) Let u be a positive Lµ-subharmonic function in the sense of distributions in Ω \K.
Assume that there exists a positive Lµ-superharmonic function w such that u ≤ w in Ω\K.
Then u ∈ L1(Ω;φµ) and there exist τ ∈M+(Ω \K;φµ) and ν ∈M+(∂Ω ∪K) such that
u+Gµ[τ ] = Kµ[ν]. (1.18)
In particular, u ≤ Kµ[ν] in Ω \K and tr(u) = ν.
We are ready to study the boundary value problem for linear equations.
Definition 1.9. Let τ ∈ M(Ω \ K;φµ) and ν ∈ M(∂Ω ∪ K). We say that u is a weak
solution of {
−Lµu = τ in Ω \K,
tr(u) = ν,
(1.19)
if u ∈ L1(Ω;φµ) and it satisfies
−
∫
Ω
uLµζ dx =
∫
Ω\K
ζ dτ −
∫
Ω
Kµ[ν]Lµζ dx ∀ζ ∈ Xµ(Ω \K), (1.20)
where the space of test function Xµ(Ω \K) is defined by
Xµ(Ω \K) := {ζ ∈ H1loc(Ω \K) : φ−1µ ζ ∈ H1(Ω;φ2µ), φ−1µ Lµζ ∈ L∞(Ω)}. (1.21)
Theorem 1.10. Assume 0 ≤ k < N − 2, µ ≤ H2 and λµ > 0.
I. Existence and uniqueness. For any τ ∈M(Ω \K;φµ) and ν ∈M(∂Ω ∪K), there
exists a unique weak solution u of (1.19). The solution u can be decomposed as in (1.17).
In particular, Gµ[τ ] is the weak unique solution of (1.19) with ν = 0 and Kµ[ν] is the unique
weak solution of (1.19) with τ = 0.
II. A priori estimates. There exists a positive constant C = C(N,Ω,K, µ) such that
‖u‖L1(Ω;φµ) ≤
1
λµ
‖τ‖M(Ω\K;φµ) + C‖ν‖M(∂Ω∪K). (1.22)
In addition, for any ζ ∈ Xµ(Ω \K) and ζ ≥ 0, the following estimates are valid
−
∫
Ω
|u|Lµζ dx ≤
∫
Ω\K
ζd|τ | −
∫
Ω
Kµ[|ν|]Lµζ dx, (1.23)
−
∫
Ω
u+Lµζ dx ≤
∫
Ω\K
ζdτ+ −
∫
Ω
Kµ[ν+]Lµζ dx. (1.24)
Estimates on the Green and Martin kernels and the theory for linear equations associated
to −Lµ are crucial tools in the study of respective semilinear elliptic equations which will
be presented in a forthcoming paper.
Organization of the paper. In Section 2, we introduce main assumptions on K and
present the background of the eigen pair of −Lµ. In section 3, we construct local sub and
super Lµ-harmonic functions and prove Harnack type inequality. Section 4 is devoted to
the proof of Theorem 1.1. In section 5, we establish the solvability and a priori estimate for
GREEN KERNEL AND MARTIN KERNEL OF SCHRO¨DINGER OPERATORS 7
linear equations with continuous boundary data. In section 6, we demonstrate Theorems
1.4 and 1.5. Finally, in section 7, we prove Proposition 1.7 and Theorems 1.8 and 1.10.
Notations.
• The notation A & B (resp. A . B) means A ≥ cB (resp. A ≤ cB) where the
implicit c is a positive constant depending on some initial parameters. If A & B
and A . B, we write A ≈ B. Throughout the paper, most of the implicit constants
depend on some (or all) of the initial parameters such as N,Ω,K, k, µ and we will
omit these dependences in the notations (except when it is necessary).
• Let φ be a positive continuous function in Ω \K. Denote by M(Ω \K;φ) the space
of Radon measures τ in Ω \ K such that ∫Ω\K φd|τ | < ∞ and by M+(Ω \ K;φ)
its positive cone. We also denote by M(∂Ω ∪K) the space of Radon measures on
∂Ω ∪K and by M+(∂Ω ∪K) its positive cone.
• For a, b ∈ R, denote a ∧ b = min{a, b}, a ∨ b = max{a, b}.
• For β > 0, Ωβ = {x ∈ Ω : d(x) < β}, Kβ = {x ∈ RN \K : dK(x) < β}.
• We denote by c, c1, C... the constants which depend on initial parameters and may
change from one appearance to another.
Acknowledgements. P.-T. Nguyen is supported by Czech Science Foundation, project
GJ19 – 14413Y. Part of this research was carried out by P.-T. Nguyen during a visit at
the Hausdorff Research Institute for Mathematics (HIM), through the Trimester Program
“Evolution of Interfaces”. P.-T. Nguyen gratefully acknowledges the support of the HIM.
The authors wish to thank Professor L. Ve´ron for many useful comments which help to
improve the manuscript.
2. Preliminaries
2.1. Assumptions on K. Throughout this paper, we assume that K ⊂ Ω is a C2 compact
submanifold in RN without boundary, of dimension k, 0 ≤ k < N − 2. When k = 0 we
assume that K = {0} ⊂ Ω.
For x = (x1, ..., xk, xk+1, ..., xN ) ∈ RN , we write x = (x′, x′′) where x′ = (x1, .., xk) ∈ Rk
and x′′ = (xk+1, ..., xN ) ∈ RN−k. For β > 0, we denote by Bkβ(x′) the ball in Rk with center
at x′ and radius β. For any ξ ∈ K, we set
Kβ := {x ∈ RN \K : dK(x) < β},
V (ξ, β) := {x = (x′, x′′) : |x′ − ξ′| < β, |xi − Γξi (x′)| < β, ∀i = k + 1, ..., N}, (2.1)
for some functions Γξi : R
k → R, i = k + 1, ..., N .
Since K is a C2 compact submanifold in RN without boundary, we may assume the
existence of β0 such that the followings hold.
• K6β0 ⋐ Ω and for any x ∈ K6β0 , there is a unique ξ ∈ K satisfies |x− ξ| = dK(x).
• dK ∈ C2(K4β0), |∇dK | = 1 in K4β0 and there exists g ∈ L∞(K4β0) such that
∆dK(x) =
N − k − 1
dK(x)
+ g(x) in K4β0 . (2.2)
(See [25, Lemma 2.2] and [13, Lemma 6.2].)
• For any ξ ∈ K, there exist C2 functions Γξi ∈ C2(Rk;R), i = k + 1, ..., N , such
that (upon relabeling and reorienting the coordinate axes if necessary), for any
β ∈ (0, 6β0), V (ξ, β) ⊂ Ω and
V (ξ, β) ∩K = {x = (x′, x′′) : |x′ − ξ′| < β, xi = Γξi (x′), ∀i = k + 1, ..., N}. (2.3)
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• There exist ξj, j = 1, ...,m0, (1 ≤ m0 ∈ N) and β1 ∈ (0, β0) such that
K2β1 ⊂ ∪m0i=1V (ξi, β0) ⋐ Ω. (2.4)
Now set
δξK(x) :=
(
N∑
i=k+1
|xi − Γξi (x′)|2
) 1
2
, x = (x′, x′′) ∈ V (ξ, 4β0). (2.5)
Then we see that there exists a constant C = C(N,K) such that
dK(x) ≤ δξK(x) ≤ C‖K‖C2dK(x), ∀x ∈ V (ξ, 2β0), (2.6)
where ξj = ((ξj)′, (ξj)′′) ∈ K, j = 1, ...,m0, are the points in (2.4) and
‖K‖C2 := sup{||Γξ
j
i ||C2(Bk
5β0
((ξj)′)) : i = k + 1, ..., N, j = 1, ...,m0} <∞. (2.7)
Moreover, β1 can be chosen small enough such that for any x ∈ Kβ1 ,
B(x, β1) ⊂ V (ξ, β0), (2.8)
where ξ ∈ K satisfies |x− ξ| = dK(x).
2.2. Eigenvalue of −Lµ. We recall that 0 ≤ k < N − 2 and
H =
N − k − 2
2
, α− := H −
√
H2 − µ, α+ := H +
√
H2 − µ.
We summarize below main properties of the first eigenfunction of the operator −Lµ in
Ω\K from [11, Lemma 2.4 and Theorem 2.6] and [12, page 337, Lemma 7 and Theorem 5].
(i) For any µ ≤ H2, it is known that
λµ := inf
{∫
Ω
(
|∇u|2 − µ
d2K
u2
)
dx : u ∈ C1c (Ω),
∫
Ω
u2dx = 1
}
> −∞. (2.9)
(ii) If µ < H2, there exists a minimizer φµ of (2.9) belonging to H
1
0 (Ω). Moreover, it
satisfies −Lµφµ = λµφµ in Ω \K and
φµ ≈ d−α−K in Kβ0 . (2.10)
(iii) If µ = H2, there is no minimizer of (2.9) in H10 (Ω), but there exists a nonnegative
function φH2 ∈ H1loc(Ω) such that −LH2φH2 = λH2φH2 in the sense of distributions in Ω\K
and
φH2 ≈ d−HK in Kβ0 . (2.11)
In addition, the function ψH2 = d
−H
K φH2 belongs to H
1
0 (Ω; d
−2H
K ).
From (2.10) and (2.11) we deduce that
φµ ≈ d d−α−K in Ω \K. (2.12)
2.3. Weighted Sobolev spaces on Ω\K. It is known that if p < N−k thenW 1,p0 (Ω\K) =
W 1,p0 (Ω) (see e.g. [3]). Next we give some properties of the spaces of test functions.
Proposition 2.1. (i) H10 (Ω \K; d2d−2α−K ) = H1(Ω; d2d−2α−K ). In particular, C∞0 (Ω \K) is
dense in H1(Ω; d2d−2α−K ).
(ii) H10 (Ω \K; d−2α−K ) = {u ∈ H1(Ω; d−2α−K ) : u|∂Ω = 0}, where u|∂Ω denotes the Sobolev
trace of u on ∂Ω.
Proof. (i) By applying [14, Theorem 3.6] with d1 = d, α1 = 1, dn−k = dK , αn−k = −α− and
αi = 0 for all i = 1, n, i 6= 1, n− k, we can prove (i).
(ii) In view of the proof of [14, Theorem 3.6] and (i), we obtain the desired result. 
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3. Lµ-sub and super harmonic functions
In the sequel, we assume that 0 ≤ k < N − 2 and µ ≤ H2. In this subsection, we
construct Lµ-subharmonic and Lµ-superharmonic functions which are defined in a “small”
neighborhood of K. Let us give first the definition of Lµ-harmonic function.
Definition 3.1. Let G ⊂ Ω \K be open. We say that a function u is Lµ-subharmonic in
G if u ∈ H1loc(G) ∩ C(G) and∫
G
∇u · ∇ψdx− µ
∫
G
uψ
d2K
dx ≤ 0 ∀ψ ∈ H1c (G), ψ ≥ 0 (3.1)
where H1c (G) denotes the subspace of H
1(G) of functions with compact support in G.
Similarly, a function u is Lµ-superharmonic in G if u ∈ H1loc(G) ∩ C(G) and u satisfies
(3.1) with with “ ≤ ” replaced by “ ≥ ”.
A function u is Lµ-harmonic in G if u is Lµ-subharmonic and Lµ-superharmonic in G.
Lemma 3.2 (Local Lµ-subharmonic functions and Lµ-superharmonic functions). Let 0 <
ε < 1. Then there exists β = β(K,N, µ, ε) > 0 small enough such that the followings hold
in Kβ .
(i) If µ ∈ (−∞,H2) then
ηα−,ε := d
−α−
K − d−α−+εK ≥ 0, ζα−,ε := d−α−K + d−α−+εK ,
−Lµηα−,ε ≥ 0, − Lµζα−,ε ≤ 0.
(3.2)
(ii) If µ ∈ (−∞,H2) and ε ∈ (0,min{1, 2
√
H2 − µ}) then
ηα+,ε := d
−α+
K + d
−α++ε
K , ζα+,ε := d
−α+
K − d−α++εK ≥ 0,
−Lµηα+,ε ≥ 0, − Lµζα+,ε ≤ 0.
(3.3)
(iii)
ζ+,ε := (− ln dK)d−HK − d−H+εK ≥ 0, ζ−,ε := (− ln dK)d−HK + d−H+εK ,
−LH2ζ+,ε ≥ 0, − LH2ζ−,ε ≤ 0.
(3.4)
Proof. For b 6= 0, by (2.2) and by taking into account that |∇dK | = 1 in K3β0 , we have
− Lµ(dbK) = −(b2 + 2bH + µ)db−2K − bdb−1K g in K3β0 . (3.5)
In particular, since α− and α+ are the roots of the equation α
2 − 2Hα+ µ = 0, we obtain
−Lµ(d−α−K ) = α−d−(α−+1)K g, −Lµ(d−α+K ) = α+d−(α++1)K g,
−Lµ(d−α−+εK ) = −ε(2H − 2α− + ε)d−(α−−ε+2)K + (α− − ε)d−(α−−ε+1)K g,
−Lµ(d−α++εK ) = −ε(2H − 2α+ + ε)d−(α+−ε+2)K + (α+ − ε)d−(α+−ε+1)K g.
(3.6)
(i) Let ηα−,ε = d
−α−
K − d−α−+εK then by (3.6) we obtain
−Lµηα−,ε ≥ ε(2H − 2α− + ε)d−(α−−ε+2)K − d−(α−+1)K [α− − (α− − ε)dεK ]‖g‖L∞(K3β0 ).
Since α− < H, for any ε ∈ (0, 1), there exists β = β(K,N, µ, ε) such that ηα−,ε ≥ 0 in Kβ
and −Lµηα−,ε ≥ 0 in Kβ.
Next let ζα−,ε = d
−α−
K + d
−α−+ε
K . From (3.6), we derive
−Lµζα−,ε ≤ −ε(2H − 2α− + ε)d−(2+α−−ε)K + d−(2+α−−ε)K + d−(α−+1)K [α− + (α− − ε)dεK ]||g||L∞(K3β0 ).
10 KONSTANTINOS T. GKIKAS AND P.T. NGUYEN
Since α− < H, we deduce that for any 0 < ε < 1 there exists β = β(K,N, µ, ε) such that
−Lµζα−,ε ≤ 0 in Kβ.
(ii) We use a similar argument as above and the fact that α+ > H to obtain (3.3).
(iii) Assume that µ = H2. Let 0 < β < min{β0, 12} then dK(x) < 12 for any x ∈ Kβ. Set
ζ˜ = (− ln dK)d−HK . Then by straightforward calculations we have
∆ζ˜ = −H2(− ln dK)d−H−2K − (1 +H(− ln dK))d−H−1K g.
By the above equality and (3.5), we have
−LH2ζ+,ε = ε2d−(2+H−ε) + g((1 +H(− ln dK))d−H−1K − (H − ε)d−(H−ε+1)K ) ≥ 0, (3.7)
provided 0 < ε < 1 and β are small enough. The rest of the proof is similar to that of
statements (i),(ii) and we omit it. 
Let W and W˜ be as in (1.9) and (1.10) respectively. Let us state now the boundary
Harnack inequality.
Lemma 3.3. Let β > 0 be the constant in Lemma 3.2, ξ ∈ ∂Ω ∪ K and 0 < r < β2 .
We assume that u ∈ H1loc(Br(ξ) ∩ (Ω \K)) ∩ C(Br(ξ) ∩ (Ω \K)) is an Lµ-subharmonic in
Br(ξ) ∩ (Ω \K) and
lim
dist (x,F )→0
u+(x)
W˜ (x)
= 0, ∀ compact F ⊂ Br(ξ) ∩ (∂Ω ∪K), (3.8)
where u+ = max{0, u}. Let η be a smooth function such that 0 ≤ ηr ≤ 1, supp η ⋐ B r
2
(ξ),
ηr = 1 on B r
4
(ξ). Then
ηru+
φµ
∈ H10 (Ω \K;φ2µ), (3.9)
and
sup
x∈B r
4
(ξ)∩(Ω\K)
u+(x)
φµ(x)
≤ C, (3.10)
where C = C(u,Ω,K, r) > 0. Furthermore, if u is nonnegative Lµ-harmonic then there
exists c = c(Ω,K,N, k) > 0 such that
u(x)
φµ(x)
≤ c u(y)
φµ(y)
, ∀x, y ∈ B r
16
(ξ) ∩ (Ω \K). (3.11)
Proof. We will only consider the case µ < H2 and ξ ∈ K, Br(ξ) ⊂ Ω since the proof in the
other cases is very similar and we omit it.
For l > 0, set wl = (u − lηα+,ε)+ where ηα+,ε is the supersolution constructed in (3.2).
Then by Kato’s inequality we deduce −Lµwl ≤ 0 in Br(ξ) \ K. Set vl := wl/φµ, then
straightforward calculations lead to
− div(φ2µ∇vl) + λµφ2µvl ≤ 0 in Br(ξ) \K. (3.12)
We note here that vl = 0 if u ≤ lηα+,ε, thus by the assumptions we can easily obtain that
vl ∈ H1(B r
2
(ξ);φ2µ). In view of the proof of [14, Theorem 3.7], we can prove the existence
of a constant rβ0 and C = C(K) > 0 such that for any r
′ ≤ min{ r2 , rβ0} and p ≥ 1 the
following inequality holds
sup
B r′
2
(ξ)\K
vl ≤ C
(∫
Br′ (ξ)\K
φ2µdx
)−1 ∫
Br′(ξ)\K
|vl|pφ2µdx

1
p
. (3.13)
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From (3.8) and the definition of wl, we have wl ≤ u+ ≤ cW˜ = cd−α+K in B r2 (ξ) \K. This
and (2.12) imply that∫
Br′(ξ)\K
|vl|φ2µdx =
∫
B r
2
(ξ)\K
|wl|φµdx .
∫
B r
2
(ξ)\K
d−2HK dx <∞,
since 2H = N − k− 2 < N − k. Thus by (3.13) and the above inequality we deduce vl ≤ C1
in B r′
2
(ξ), where C1 > 0 does not depend on l. Thus wl ≤ C1φµ in B r′
2
(ξ) \K. By letting
l → 0, we derive u+ ≤ C1φµ in B r′
2
(ξ) \ K. Thus by a covering argument we can find a
constant C2 > 0 such that
u+ ≤ C2φµ in B r
2
(ξ) \K. (3.14)
This implies v0 =
u+
φµ
< C2 in B r
2
(ξ) \K.
If we use η2rvl as a test function in (3.12) we can easily obtain∫
B r
2
(ξ)\K
|∇(ηrvl)|2φ2µdx+ λµ
∫
B r
2
(ξ)\K
|ηrvl|2φ2µdx ≤ C(|∇ηr|)
∫
B r
2
(ξ)\K
|vl|2φ2µdx.
By (3.14), letting l → 0, we obtain that ηrv0 ∈ H1(Ω;φ2µ), which in turn implies that
ηru+
φµ
∈ H1(Ω;φ2µ) = H10 (Ω \K;φ2µ).
Finally, by combining an argument as in the proof of [16, Proposition 2.11, page 480] and
Harnack inequality [14, Theorem 3.7], we obtain boundary Harnack inequality (3.11). 
The next result provides the maximum principle for Lµ-subharmonic function.
Lemma 3.4. Assume λµ > 0. Let u ∈ H1loc(Ω\K)∩C(Ω\K) be Lµ-subharmonic in Ω\K.
Assume that
lim sup
dist (x,F )→0
u(x)
W˜ (x)
≤ 0, ∀ compact F ⊂ ∂Ω ∪K. (3.15)
Then u ≤ 0 in Ω \K.
Proof. First we note that u+ = max{u, 0} ∈ H1loc(Ω \K)∩C(Ω \K) and it is a nonnegative
Lµ-subharmonic function in Ω \K. Moreover, u+ satisfies (3.8). Set w = u+/φµ then from
(3.9), we deduce that w ∈ H10 (Ω \K;φ2µ). By straightforward calculations we have
− div(φ2µ∇w) + λµφ2µw ≤ 0 in Ω \K. (3.16)
Since v ∈ H10 (Ω \K;φ2µ), we can use it as a test function for (3.16) and obtain∫
Ω\K
|∇w|2φ2µdx+ λµ
∫
Ω\K
|w|2φ2µdx ≤ 0.
Since λµ > 0, we deduce w = 0 and hence the result follows straightforward. 
4. Green kernel
In this section we prove the existence and sharp two-sided estimates of the Green kernel
of −Lµ in Ω \K. Hereinafter, we assume that 0 ≤ k < N − 2, µ ≤ H2 and λµ > 0.
Proposition 4.1 (Existence and two-sided estimates of Green kernel). For any y ∈ Ω \K,
there exists a minimal Green kernel Gµ(·, y) of −Lµ in Ω \K, i.e. Gµ(·, y) is the minimal
solution of (1.6) in the sense of distributions. Furthermore, the following estimates hold.
(i) If µ <
(
N−2
2
)2
then for any x, y ∈ Ω \K, x 6= y,
Gµ(x, y) ≈ |x− y|2−N
(
1 ∧ d(x)d(y)|x− y|2
)( |x− y|
dK(x)
+ 1
)α− ( |x− y|
dK(y)
+ 1
)α−
. (4.1)
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(ii) If k = 0, K = {0} and µ = (N−22 )2 then for any x, y ∈ Ω \K, x 6= y,
Gµ(x, y) ≈ |x− y|2−N
(
1 ∧ d(x)d(y)|x− y|2
)( |x− y|
|x| + 1
)N−2
2
( |x− y|
|y| + 1
)N−2
2
+ (|x||y|)−N−22
∣∣∣∣ln(1 ∧ |x− y|2d(x)d(y)
)∣∣∣∣ .
(4.2)
Proof. Existence. We see from [14, Proposition 2.8] that there exists a heat kernel, denoted
by h(t, x, y), associated to ∂t − Lµ. By [14, Theorem 1.3], for any u0 ∈ L2(Ω), there exists
a unique solution u(t, x) of
∂tu− Lµu = 0 in (0,∞) × (Ω \K)
u(t, x) = 0 in (0,∞) × ∂(Ω \K)
u(0, x) = u0(x) in Ω \K.
Furthermore, u(t, x) =
∫ t
0 h(s, x, y)u0(y)dy.
Next, by applying [14, Theorem 1.3] d1 = d, dN−k = dK , α1 = 1, αN−k = −α− and
αi = 0 for all i 6= 1, N − k, we deduce that there exist positive constants c1 < c2 and T
depending on N,Ω,K, µ such that the following estimates are valid
c1
( √
t
d(x)
+ 1
)−1( √
t
d(y)
+ 1
)−1( √
t
dK(x)
+ 1
)α− ( √
t
dK(y)
+ 1
)α−
t−
N
2 e−
c2|x−y|
2
t ≤ h(t, x, y)
≤ c2
( √
t
d(x)
+ 1
)−1( √
t
d(y)
+ 1
)−1( √
t
dK(x)
+ 1
)α− ( √
t
dK(y)
+ 1
)α−
t−
N
2 e−
c1|x−y|
2
t ,
(4.3)
for all t ∈ (0, T ), x, y ∈ Ω \K and
c1
d(x)d(y)
dK(x)α−dK(y)α−
e−λµt ≤ h(t, x, y) ≤ c2 d(x)d(y)
dK(x)α−dK(y)α−
e−λµt, (4.4)
for all t ≥ T, x, y ∈ Ω \K.
Set
Gµ(x, y) =
∫ ∞
0
h(t, x, y)dt, x, y ∈ Ω \K, x 6= y.
Since λµ > 0, by the standard argument and (4.3) and (4.3), we can show that Gµ is a
Green kernel of −Lµ in Ω \K.
Minimality. Assume u is a nonnegative solution of (1.6) in the sense of distributions.
Set v = Gµ(·, y)−u then v is an Lµ-harmonic function in Ω \K and hence by the standard
elliptic theory, v ∈ H1loc(Ω \ K) ∩ C(Ω \ K). Moreover v ≤ Cyφµ in Ω \ K. Therefore
v+ = max{v, 0} is a nonnegative Lµ-subharmonic function and v+ ∈ H1loc(Ω\K)∩C(Ω\K)
and 0 ≤ v+ ≤ Cyφµ in Ω \K. This implies v+ satisfies (3.8). Since λµ > 0, using Lemma
3.4, we derive v+ = 0 and hence Gµ(x, y) ≤ u(x) for all x ∈ Ω \K.
Estimate on Gµ.
From (4.3), (4.4), we can show that there exist Ci = Ci(Ω,K, µ,N) > 0, i = 1, 2, such
that
C1
(
1 ∧ d(x)d(y)
t
)( √
t
dK(x)
+ 1
)α− ( √
t
dK(y)
+ 1
)α−
t−
N
2 e−
C2|x−y|
2
t ≤ h(t, x, y)
≤ C2
(
1 ∧ d(x)d(y)
t
)( √
t
dK(x)
+ 1
)α− ( √
t
dK(y)
+ 1
)α−
t−
N
2 e−
C1|x−y|
2
t ,
(4.5)
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for all t ∈ (0, T ), x, y ∈ Ω \K and
C1
d(x)d(y)
dK(x)α−dK(y)α−
e−λµt ≤ h(t, x, y) ≤ C2 d(x)d(y)
dK(x)α−dK(y)α−
e−λµt, (4.6)
for all t ≥ T, x, y ∈ Ω \K.
We write
Gµ(x, y) =
∫ T
0
h(t, x, y)dt +
∫ ∞
T
h(t, x, y)dt. (4.7)
To deal with the first term on the right hand side of (4.7), we use (4.5). By change of
variable s = |x−y|
2
t
, we obtain for i = 1, 2,∫ T
0
(
1 ∧ d(x)d(y)
t
)( √
t
dK(x)
+ 1
)α− ( √
t
dK(y)
+ 1
)α−
t−
N
2 e−
Ci|x−y|
2
t dt
= |x− y|−(N−2)
∫ ∞
|x−y|2
T
Ii(s)ds,
(4.8)
where
Ii(s) =
(
1 ∧ sd(x)d(y)|x− y|2
)( |x− y|√
sdK(x)
+ 1
)α− ( |x− y|√
sdK(y)
+ 1
)α−
s
N
2
−2e−Cis.
Put D = diam (Ω)2. By straighforward calculations, we obtain, for any i = 1, 2,∫ ∞
1∨ 2D
T
Ii(s)ds ≈
(
1 ∧ d(x)d(y)|x− y|2
)( |x− y|
dK(x)
+ 1
)α− ( |x− y|
dK(y)
+ 1
)α−
. (4.9)
We will only consider the case k = 0, K = {0} and µ = (N−22 )2 since the proof in the
other cases is similar. In this case α− =
N−2
2 and dK(x) = |x|.
For the lower bound, we write∫ ∞
|x−y|2
T
I2(s)ds =
∫ 1∨ 2D
T
|x−y|2
T
I2(s)ds +
∫ ∞
1∨ 2D
T
I2(s)ds. (4.10)
The first term on the right hand side of (4.11) can be estimated from below as∫ 1∨ 2D
T
|x−y|2
T
I2(s)ds &
( |x− y|2
|x||y|
)N−2
2
∫ 1∨ 2D
T
|x−y|2
T
(
1 ∧ sd(x)d(y)|x− y|2
)
s−1ds
&
( |x− y|2
|x||y|
)N−2
2
∣∣∣∣ln(1 ∧ |x− y|2d(x)d(y)
)∣∣∣∣ .
(4.11)
Thus the lower bound in (4.2) follows from (4.5), (4.8)–(4.11).
For the upper bound, we have∫ 1∨ 2D
T
|x−y|2
T
I1(s)ds . (|x||y|)−
N−2
2
∫ 1∨ 2D
T
|x−y|2
T
(
1 ∧ sd(x)d(y)|x− y|2
)
|x− y|N−2s−1e−C1sds
+ (|x||y|)−N−22
∫ 1∨ 2D
T
|x−y|2
T
(
1 ∧ sd(x)d(y)|x− y|2
)(√
s|x− y|(|x|+ |y|) + s|x||y|)N−22 s−1e−C1sds.
(4.12)
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Note that ∫ 1∨ 2D
T
|x−y|2
T
(
1 ∧ sd(x)d(y)|x− y|2
)
s−1e−C1sds ≤
∫ 1∨ 2D
T
|x−y|2
T
(
1 ∧ sd(x)d(y)|x− y|2
)
s−1ds
.
(
1 ∧ d(x)d(y)|x− y|2
)
+
(
1 ∧ d(x)d(y)|x− y|2
) ∣∣∣∣ln(1 ∧ |x− y|2d(x)d(y)
)∣∣∣∣ . (4.13)
We can also estimate∫ 1∨ 2D
T
|x−y|2
T
(
1 ∧ sd(x)d(y)|x− y|2
)(√
s|x− y|(|x|+ |y|) + s|x||y|)N−22 s−1e−C1sds
.
(
1 ∧ d(x)d(y)|x− y|2
)
((|x− y|+ |x|) (|x− y|+ |y|))N−22 .
(4.14)
Combining (4.5), (4.6), (4.8)–(4.10), (4.12)–(4.14) yields the upper bound of (4.2). 
Proof of Theorem 1.1. The existence of the minimal Green kernel is proved in Proposi-
tion 4.1. The estimates (1.7) and (1.8) follows from (4.1), (4.2) and the estimate
dK(x)dK(y)
(|x− y|+ dK(x))(|x − y|+ dK(y)) ≈ 1 ∧
dK(x)dK(y)
|x− y|2 . (4.15)
The proof is complete. 
5. Linear equations
The aim of this subsection is to prove the existence and uniqueness of the solution of
−Lµu = f with prescribed smooth boundary data. Let us first define the weak solutions.
Definition 5.1. Let f ∈ L1loc(Ω \K). We say that u is a weak solution of equation
− Lµu = f in Ω \K (5.1)
if u ∈ H1loc(Ω \K) and u satisfies∫
Ω
∇u · ∇ψdx− µ
∫
Ω
uψ
d2K
dx =
∫
Ω
fψdx ∀ψ ∈ C1c (Ω \K). (5.2)
In the next lemma we give the first existence and uniqueness result.
Lemma 5.2. For any f ∈ L2(Ω) there exists a unique weak solution u of (5.1) such that
φ−1µ u ∈ H1(Ω;φ2µ). Furthermore, there holds∫
Ω
|∇u|2dx− µ
∫
Ω
u2
d2K
dx .
∫
Ω
|f |2dx. (5.3)
Proof. We first observe that u is a weak solution of (5.1) if and only if v = u
φµ
satisfies∫
Ω
φ2µ∇v · ∇ζdx+ λµ
∫
Ω
φ2µvζdx =
∫
Ω
φµfζdx (5.4)
for any ζ ∈ C1c (Ω \K).
We define the inner product 〈, 〉 and the functional Tf on H10 (Ω \K;φ2µ) respectively by
〈ζ, ζ˜〉 =
∫
Ω\K
φ2µ(∇ζ · ∇ζ˜ + λµζζ˜)dx, ζ, ζ˜ ∈ H10 (Ω \K;φ2µ),
Tf (ζ) =
∫
Ω\K
φµfζdx, ζ ∈ H10 (Ω \K;φ2µ).
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We see, by using Ho¨lder inequality and the fact that f ∈ L2(Ω), that Tf is a bounded linear
functional on H10 (Ω \ K;φ2µ). Therefore by Riesz’s representation theorem, there exists a
unique function v ∈ H10 (Ω \K;φ2µ) satisfying
〈v, ζ〉 = Tf (ζ) ∀ζ ∈ H10 (Ω \K;φ2µ). (5.5)
Furthermore, by choosing ζ = v in (5.5) and then using Young’s inequality, we obtain∫
Ω
φ2µ|∇v|2dx+ λµ
∫
Ω
φ2µv
2dx .
∫
Ω
|f |2dx. (5.6)
By Proposition 2.1 and (2.12), we see that v ∈ H1(Ω;φ2µ). Putting u = φµv, we obtain
from the above observation that u satisfies (5.2).
Conversely, by the uniqueness of v and the standard density argument, we see that every
weak solution u of (5.1) such that φ−1µ u ∈ H1(Ω;φ2µ) can be constructed in this way, and
hence the uniqueness for (5.1) follows. Finally, (5.3) follows from (5.6). 
In the following lemma we prove the existence, as well as pointwise estimates, of the
solutions for the equation −Lµu = f , with “zero boundary data”.
Lemma 5.3. Let f ∈ L∞(Ω). Then there exists a unique solution u of (5.1) such that
φ−1µ u ∈ H1(Ω;φ2µ) and
lim
dist (x,F )→0
u(x)
W˜ (x)
= 0, ∀ compact F ⊂ ∂Ω ∪K. (5.7)
The solution can be written as u = Gµ[f ] and there holds
|u(x)| . ||f ||L∞(Ω)d(x)dK(x)−α− , ∀x ∈ Ω \K. (5.8)
Proof. By Lemma 5.2, there exists a unique solution u of (5.1) such that φ−1µ u ∈ H1(Ω;φ2µ).
Furthermore, by the standard argument, we can show that u = Gµ[f ].
Next if we put v = u/φµ then v ∈ H1(Ω;φ2µ) and it satisfies (5.4). Since f ∈ L∞(Ω),
by using a Moser iteration argument similar to the one in [15, Theorem 2.12] (see also
[14, Theorem 3.7]) we can show that there exists a positive constant C > 0 depending
on N,Ω,K, µ, ‖f‖L∞(Ω) such that supx∈Ω\K |v(x)| ≤ C, which implies u(x)| ≤ Cφµ(x) for
every x ∈ Ω \K. This in turn yields (5.8) due to (2.12). Combining (5.8) and (1.9) yields
(5.7). 
Remark 5.4. If we choose f = 1 then we derive from (5.8) and (2.12) that
Gµ[1](x) . φµ(x) ∀x ∈ Ω \K. (5.9)
In order to treat more general data, we need the following result.
Lemma 5.5. Let 0 < α < γ < N and α < N − k. Then
sup
z∈Ω
∫
Ω\K
|y − z|−N+γdK(y)−αdy . 1. (5.10)
The implicit constant in (5.5) depends on N,Ω,K, α and γ.
Proof. First we consider z ∈ Kβ1 where β1 is the constant in(2.4). We write∫
Ω\K
|y−z|−N+γdK(y)−αdy =
∫
Ω\Kβ1
|y−z|−N+γdK(y)−αdy+
∫
Kβ1
|y−z|−N+γdK(y)−αdy.
(5.11)
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Since α > 0 and γ > 0, we have∫
Ω\Kβ1
|y − z|−N+γdK(y)−αdy < β−α1
∫
Ω\Kβ1
|y − z|−N+γdy . 1. (5.12)
Next, we deal with the second term in (5.11). For λ > 0 and x ∈ Kβ1 , set
Aλ(x) :=
{
y ∈ Kβ1 \ {x} : |x− y|−N+γ > λ
}
, mλ(x) :=
∫
Aλ(x)
dK(y)
−αdy.
For x ∈ Kβ1 , there is a unique ξ ∈ K satisfies |x − ξ| = dK(x) ≤ β1. Furthermore, there
exist C2 functions Γξi : R
k → R, i = k+1, ..., N , such that (upon relabeling and reorienting
the coordinate axes if necessary) (2.3) holds.
We write
mλ(x) =
∫
Aλ(x)∩{|x−y|<dK(y)}
dK(y)
−αdy +
∫
Aλ(x)∩{|x−y|≥dK(y)}
dK(y)
−αdy. (5.13)
Since Aλ(x) ⊂ B(x, λ−
1
N−γ ), the first term on the right hand side of (5.13) is estimated as∫
Aλ(x)∩{|x−y|<dK(y)}
dK(y)
−αdy ≤
∫
B(x,λ
− 1
N−γ )
|x− y|−αdy . λ−N−αN−γ . (5.14)
Next we treat the second term on the right hand side of (5.13). From (2.8), if λ ≥ β−(N−γ)1
then Aλ(x) ⊂ B(x, β1) ⊂ V (ξ, β0). Consequently, by (2.6), δξK(y) ≤ C‖K‖C2dK(y) for every
y ∈ Aλ(x), where δξK be defined in (2.5). Therefore∫
Aλ(x)∩{|x−y|≥dK(y)}
dK(y)
−αdy .
∫
Aλ(x)∩{|x−y|≥dK(y)}
δξK(y)
−αdy
.
∫
{|ζ′′|<cλ
− 1
N−γ }
|ζ ′′|−α
∫
{|ζ′|<λ
− 1
N−γ }
dζ ′dζ ′′
. λ
−N−α
N−γ .
(5.15)
Here in the second estimate we have used the change of variable ζ ′ = y′ and ζi = yi −
Γξi (y
′), ∀i = k + 1, ..., N . Combining (5.13)–(5.15) yields
mλ(x) . λ
−N−α
N−γ (5.16)
for all λ ≥ β−(N−γ)1 . Since α < N − k, we can deduce that (5.16) holds true for all λ > 0.
Therefore we can apply [4, Lemma 2.4] with H(x, y) = |x − y|−N+γ , Ω = Kβ1 , η = d−αK
and ω = δz, where δz is the Dirac measure concentrated at z, to obtain
‖H(z, ·)‖
L
N−α
N−γ
w (Kβ1 ;d
−α
K
)
. 1,
where Lpw (p > 1) denotes the weak Lp space or Marcikiewicz space (see e.g. [23]). Hence∫
Kβ1
|y − z|−N+γdK(y)−αdy . 1.
This, together with (5.11) and (5.12), yields∫
Ω\K
|y − z|−N+γdK(y)−αdy . 1 ∀z ∈ Kβ1 . (5.17)
GREEN KERNEL AND MARTIN KERNEL OF SCHRO¨DINGER OPERATORS 17
If z ∈ Ω \Kβ1 then∫
Ω\K
|y − z|−N+γdK(y)−αdy
≤
(
2
β1
)N−γ ∫
K β1
2
dK(y)
−αdy +
(
2
β1
)α ∫
Ω
|y − z|−N+γdx . 1.
(5.18)
Combining (5.17) and (5.18) leads to (5.10). 
Lemma 5.6. Let 0 < b < α+ + 2 and f ∈ L∞(Ω). Then there exists a unique solution
u ∈ H1loc(Ω \K) ∩ C(Ω \K) satisfying (5.7) of
− Lµu = fd−bK in Ω \K, (5.19)
in the sense of Definition 5.1. Moreover, for any γ ∈ [α−,∞) ∩ (b− 2,∞), there holds
|u(x)| . ||f ||L∞(Ω)d(x)dK(x)−γ , x ∈ Ω \K. (5.20)
Here the implicit constant in (5.20) depends on N, k, µ,Ω,K, b.
Proof. We consider only the case 0 < µ < H2 since the proof in other cases is similar with
some minor modifications. In this case α− > 0.
Assume that f ≥ 0. Set fn = min{fd−bK , n}. Then by Lemma 5.3, there exists a unique
solution un of −Lµv = fn in Ω \K satisfying (5.7). Morever this solution can be written
as un = Gµ[fn]. Let x ∈ Kβ0 where β0 is the constant (2.3). By (4.1), we have
un(x) .
∫
Ω\K
|x− y|−N+2
(( |x− y|
dK(x)
)α−
+ 1
)(( |x− y|
dK(y)
)α−
+ 1
)
fn(y)dy
= J1 + J2 + J3 + J4,
where
J1 = dK(x)
−α−
∫
Ω\K
|x− y|−N+2+2α−dK(y)−α−fn(y)dy,
J2 = dK(x)
−α−
∫
Ω\K
|x− y|−N+2+α−fn(y)dy,
J3 =
∫
Ω\K
|x− y|−N+2+α−dK(y)−α−fn(y)dy,
J4 =
∫
Ω\K
|x− y|−N+2fn(y)dy.
First we note that if dK(y) ≤ 14dK(x) then |x− y| ≥ 34dK(x). Thus, since 0 < b < α+ +2,
we have, for any γ ∈ [α−,∞) ∩ (b− 2,∞),
J1 ≤ ||f ||L∞(Ω)dK(x)−α−
∫
Ω\K
|x− y|−N+2+2α−dK(y)−α−−bdy
. ||f ||L∞(Ω)dK(x)−γ
∫
(Ω\K)∩{dK(y)≤
1
4
dK(x)}
|x− y|−N+2+α−+γdK(y)−α−−bdy
+ ||f ||L∞(Ω)dK(x)−γ
∫
(Ω\K)∩{dK (y)≥
1
4
dK(x)}
|x− y|−N+2+2α−dK(y)−2α−−b+γdy
. ||f ||L∞(Ω)dK(x)−γ ,
where in the last inequality we have used Lemma 5.5.
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Similarly, since 0 < b < α+ + 2, for any γ ∈ [α−,∞) ∩ (b− 2,∞), we can show that
J2 + J3 + J4 . dK(x)
−γ .
Combining the above estimates, we deduce that for any γ ∈ [α+,∞) ∩ (b− 2,∞),
0 ≤ un(x) . ||f ||L∞(Ω)dK(x)−γ , ∀x ∈ Kβ0 . (5.21)
This implies that
0 ≤ un(x) . ||f ||L∞(Ω)d(x)dK(x)−γ , ∀x ∈ Ω \K, (5.22)
where the implicit constant depends on N,µ,Ω,K, b, γ.
By (5.22) and Lemma 3.4, un ր u locally uniformly in Ω \ K and in H1loc(Ω \ K).
Furthermore, by the standard elliptic theory u ∈ C1(Ω \K), and satisfies
0 ≤ u(x) . ||f ||L∞(Ω\K)d(x)dK(x)−γ ∀x ∈ Ω \K. (5.23)
This implies
0 ≤ u(x)
W˜ (x)
. ‖f‖L∞(Ω)d(x)dK(x)α+−γ ∀x ∈ Ω \K.
Therefore, by choosing γ ∈ [α−, α+) ∩ (b− 2, α+), we derive (5.7).
For the general case, let u1 and u2 are solutions of (5.19) in Ω \K with f replaced by
f− and f+ respectively. Then u1 (resp. u2) satisfies (5.7) and (5.20) with f replaced by f−
(resp. by f+). Set u = u2 − u1 then u is a solution of (5.19) and satisfies (5.7), (5.20).
The uniqueness follows from (5.7) and Lemma 3.4. Thus the proof in the case 0 < µ < H2
is completed. 
The following lemma is the main result of this subsection.
Lemma 5.7. For any h ∈ C(∂Ω ∪ K), there exists a unique Lµ-harmonic function u ∈
H1loc(Ω \K) ∩ C(Ω \K) satisfying
lim
x∈Ω\K, x→y∈∂Ω∪K
u(x)
W˜ (x)
= h(y) uniformly w.r.t. y ∈ ∂Ω ∪K. (5.24)
Furthermore, ∣∣∣∣∣∣∣∣ uW˜
∣∣∣∣∣∣∣∣
L∞(Ω)
. ||h||C(∂Ω∪K). (5.25)
Proof. The uniqueness is a consequence of Lemma 3.4.
Existence. First we assume that h ∈ C2(Ω). If u ∈ C2(Ω\K) is an Lµ-harmonic function
in Ω \K then v = u− W˜h satisfies
− Lµv = −Lµ(W˜h) = h(−LµW˜ )− 2∇W˜∇h− W˜∆h in Ω \K. (5.26)
Thus it is enough to find a solution of (5.26).
In view of the proof of Lemma 3.2, we derive |LµW˜ | . d−1K W˜ in Ω \ K. Hence we can
write (5.26) as follows
− Lµv = fd−(α++1)K in Ω \K, (5.27)
for some f ∈ L∞(Ω) with ‖f‖L∞(Ω) . ‖h‖C2(Ω). By Lemma 5.6, there exists a unique
solution v of (5.26) that satisfies
|v(x)| . ||h||C2(Ω)d(x)dK(x)−γ ∀x ∈ Ω \K (5.28)
for any γ ∈ [α−, α+) ∩ (α+ − 1, α+). Thus∣∣∣∣ u(x)W˜ (x) − h(x)
∣∣∣∣ . ||h||C2(Ω)d(x)dK(x)α+−γ ∀x ∈ Ω \K. (5.29)
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This implies (5.24) and (5.25).
If h ∈ C(∂Ω ∪K) then we can find a sequence {hn}∞n=1 of smooth functions in ∂Ω ∪K
such that hn → h in L∞(∂Ω ∪K). Then we can find a function Hm ∈ C2(Ω) with value hn
on ∂Ω ∪K, and ||Hn||L∞(Ω) ≤ C||hn||L∞(∂Ω∪K) for some constant C independent of n. By
the previous case there exists a unique Lµ-harmonic function un satisfying∣∣∣∣un(x)W˜ (x) −Hn(x)
∣∣∣∣ . ||Hn||C2(Ω)d(x)dK(x)α+−γ ∀x ∈ Ω \K, (5.30)
where the implicit constant is independent of n. Thus un → u locally uniformly in C2(Ω\K).
By (5.29) and Lemma 3.4, we can easily show that∣∣∣∣un(x)− um(x)W˜ (x)
∣∣∣∣ . ||hn − hm||L∞(∂Ω∪K) ∀x ∈ Ω \K.
Now, let y ∈ ∂Ω ∪K. Then∣∣∣∣ u(x)W˜ (x) − h(y)
∣∣∣∣ ≤ ∣∣∣∣u(x)− un(x)W˜ (x)
∣∣∣∣+ ∣∣∣∣un(x)W˜ (x) − hn(y)
∣∣∣∣+ |hn(y)− h(y)| .
The result follows by letting successively x→ y and n→∞. 
6. Martin kernel
In this section, several results can be obtained by using similar arguments as in [16, 5,
17] with minor modifications, hence we will point out only precise references where the
arguments can be found instead of providing detailled proofs. When the adaptation is not
trivial, we offer detailled demonstration.
6.1. Lµ-harmonic measure. Let x0 ∈ Ω \ K be a fixed reference point and x ∈ Ω \ K.
Let ωx0 and ωx the Lµ-harmonic measures in ∂Ω∪K relative to x0 and x respectively (the
definition of Lµ-harmonic measure is given after Definition 1.3). Thanks to the Harnack
inequality, the measures ωx and ωx0 , where x0, x ∈ Ω \K, are mutually absolutely contin-
uous. For every fixed x ∈ Ω \K, we denote the Radon-Nikodyn derivative by Kµ(x, y) as
in (1.12).
Let ξ ∈ ∂Ω ∪K. We set ∆r(ξ) = (∂Ω ∪K) ∩ Br(ξ) and xr = xr(ξ) ∈ Ω \ K such that
d(xr) = |xr − ξ| = r if ξ ∈ ∂Ω or dK(xr) = |xr − ξ| = r if ξ ∈ K. Also, if ξ ∈ ∂Ω then
xr(ξ) = ξ − rnξ where nξ is the unit outward normal vector to ∂Ω at ξ. We recall that
β0 > 0 is the constant given in (2.3).
Lemma 6.1. For any 0 < r ≤ β04 and ξ ∈ ∂Ω ∪K, there holds
ωx(∆r(ξ))
W˜ (x)
& 1 ∀x ∈ (Ω \K) ∩B r
2
(ξ). (6.1)
Proof. We consider only the case µ = H2 and ξ ∈ K since the proof in the other cases is
very similar. Let 0 ≤ h ≤ 1 be a smooth function with compact support in ∆r(ξ) such that
h = 1 on ∆ 3r
4
(ξ). Let vh be the unique solution of (1.11) and v1 is the solution with h = 1.
Then v1 ≥ vh and
lim
x∈Ω\K, x→x0
v1(x)− vh(x)
W˜ (x)
= 0 ∀x0 ∈ (Ω \K) ∩B 3r
4
(ξ).
By Lemma 3.3 and the fact that φµ ≈ d−α−K , it follows
dK(x)
α−(v1(x)− vh(x)) . dK(y)α−(v1(y)− vh(y)) ∀x, y ∈ (Ω \K) ∩B r
2
(ξ).
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By (5.25), we have
0 ≤ dHK(x)(v1(x)− vh(x)) . dHK(y)(v1(y)− vh(y)) . | ln dK(y)|,∀x, y ∈ (Ω \K) ∩B r
2
(ξ).
Thus, combining the above estimates, we have that
dHK(x)v1(x)
| ln dK(x)| −
1
c′
| ln dK(y)|
| ln dK(x)| ≤
dHK(x)vh(x)
| ln dK(x)| .
Now in view of the proof of Lemma 5.7, there exists ε0 > 0 such that
dHK(x)v1(x)
| ln dK(x)| >
1
2
∀x ∈ Kε0 .
Thus if we choose y such that d(y) = r4 , there exists a constant D0 = D0(β0, c
′, ε0) > 0 such
that
1
c′
| ln dK(y)|
| ln dK(x)| =
1
c′
| ln r4 |
| log dK(x)| ≤
1
c′
| ln r4 |
| ln r
D0
| ≤
1
4
∀x ∈ K r
D0
and
dHK(x)
vh(x)
| ln dK(x)| ≥
1
4
∀x ∈ B r
2
(ξ) ∩K r
D0
. (6.2)
In particular
(a∗r)H
vh(xa∗r(ξ))
| ln(a∗r)| ≥
1
4
, (6.3)
where a∗ = (max{2,D0})−1. If D0 ≤ 2 we obtain the claim. If D0 > 2, set k∗ = E[D02 ] + 1
(we recall that E[x] denotes the largest integer less than or equal to x). If x ∈ B r
2
(ξ)∩(K r
D0
)c
there exists a chain of at most 4k∗ points {zj}j0j=0 such that zj ∈ B r2 (ξ) ∩ Ω, dK(zj) ≥ a∗r,
z0 = xa∗r(ξ), zj0 = x and |zj − zj+1| ≤ a
∗r
4 . By Harnack inequality (applied j0 times)
vh(xa∗r(ξ)) ≤ cvh(x). (6.4)
Since dK(xa∗r(ξ)) = a
∗r ≤ dK(x), we obtain finally
1
4
≤ (a∗r)H vh(xa∗r(ξ))| ln(a∗r)| ≤ c
ωx(∆r(ξ))
W˜ (x)
∀x ∈ (Ω \K) ∩B r
2
(ξ). (6.5)

Lemma 6.2. For any ξ ∈ ∂Ω ∪K and 0 < r ≤ s ≤ β04 ,
ωx(∆r(ξ))
W˜ (x)
.
ωxs(ξ)(∆r(ξ))
W˜ (xs(ξ))
∀x ∈ (Ω \K) \Bs(ξ). (6.6)
Proof. Let h ∈ C(∂Ω ∪K) with compact support in ∆r(ξ), h = 1 in ∆ r
2
(ξ) and 0 ≤ h ≤ 1.
Let vh be the unique solution of (1.11). By Lemma 5.7, for any 0 < r < β0,
vh(x)
W˜ (x)
≤ ω
x(∆r(ξ))
W˜ (x)
≤ ω
x(∂Ω ∪K)
W˜ (x)
. 1 ∀x ∈ Ω \K. (6.7)
By Lemma 5.7 , there holds
lim
min{d(x),dK (x)}→0
v1(x)
W˜ (x)
= 1. (6.8)
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Thus we can replace W˜ by v1 (the unique solution of (1.11) with h ≡ 1) in (6.6). Since
wh =
vh(x)
v1(x)
is Ho¨lder continuous in Ω and satisfies
−div(v21∇wh) = 0 in (Ω \K) \Bs(ξ)
0 ≤ wh ≤ 1 in (Ω \K) \Bs(ξ)
wh = 0 in (∂Ω ∪K) \Bs(ξ),
(6.9)
the maximum of wh is achieved on (Ω \K) ∩ ∂Bs(ξ), therefore it is sufficient to prove the
Carleson estimate
wh(x) ≤ Cwh(xs(ξ)) ∀x ∈ (Ω \K) ∩ ∂Bs(ξ).
If x such that |x− ξ| = s is “far” from ∂Ω ∪K, wh(x) is “controlled” by wh(xs(ξ)) thanks
to Harnack inequality, while if it is close to ∂Ω ∪K, wh(x) is “controlled” by the fact that
it vanishes on (∂Ω ∪K) ∩ ∂Bs(ξ).
The rest of the proof is very similar to the proof of [16, Lemma 2.20] and we omit it.

Theorem 6.3. Assume µ ≤ H2. For any 0 < r ≤ β04 and ξ ∈ K, the followings hold.
(i) If µ = H2 and ξ ∈ K then
ωx(∆r(ξ)) ≈ rN−2−H | ln r|GH2(xr(ξ), x) ∀x ∈ (Ω \K) \B4r(ξ). (6.10)
(ii) If µ < H2 and ξ ∈ K then
ωx(∆r(ξ)) ≈ rN−2−α+Gµ(xr(ξ), x) ∀x ∈ (Ω \K) \B4r(ξ). (6.11)
(iii) If µ ≤ H2 and ξ ∈ ∂Ω then
ωx(∆r(ξ)) ≈ rN−2Gµ(xr(ξ), x) ∀x ∈ (Ω \K) \B4r(ξ).
Proof. The proof can be proceeded as in the proof of [16, Theorem 2.22] with minor modi-
fications, hence we omit it. 
As a consequence of Theorem 6.3 and the Harnack inequality, Lµ-harmonic measures
possess the doubling property.
Theorem 6.4. Let µ ≤ H2. For any 0 < r ≤ β04 , there holds
ωx(∆2r(ξ)) . ω
x(∆r(ξ)) ∀x ∈ (Ω \K) \B4r(ξ).
Lemma 6.5. Let 0 < r ≤ β0 and ξ ∈ ∂Ω∪K. Assume u is a positive Lµ-harmonic function
in Ω \K such that u
W˜
can be extended as a continuous function on C(Ω \Br(ξ)) and
lim
x∈Ω\K,x→z
u(x)
W˜ (x)
= 0 uniformly with respect to z ∈ (∂Ω ∪K) \Br(ξ).
Then
u(x) ≈ u(xr(ξ))
W˜ (xr(ξ))
ωx(∆r(ξ)) ∀x ∈ (Ω \K) \B2r(ξ).
Proof. It follows from Lemma 3.3 that
u(x)
ωx(∆r(ξ))
≈ u(x2r(ξ))
ωx2r(ξ)(∆r(ξ))
∀x ∈ (Ω \K) ∩ ∂B2r(ξ).
Applying Harnack inequality between x2r(ξ) and xr(ξ) we obtain
u(x)
ωx(∆r(ξ))
≈ u(xr(ξ))
ωxr(ξ)(∆r(ξ))
∀x ∈ (Ω \K) ∩ ∂B2r(ξ).
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Also by Harnack inequality we have that ωxr(ξ)(∆r(ξ)) & ω
x r
2
(ξ)
(∆r(ξ)) & W˜ (xr(ξ)) where
in the last inequality above we have used Lemma 6.1.
On the other hand, from (6.7), we have ωxr(ξ)(∆r(ξ)) . W˜ (xr(ξ)). Combining the above
inequalities, we derive
u(x) ≈ u(xr(ξ))
W˜ (xr(ξ))
ωx(∆r(ξ)) ∀x ∈ (Ω \K) ∩ ∂B2r(ξ).
The result follows by an argument similar to step 3 in Lemma 6.2. 
6.2. Martin kernel of −Lµ. We first give the existence and uniqueness of the kernel
function of −Lµ which is defined in Definition 1.3.
Proposition 6.6. There exists one and only one kernel function for −Lµ with pole at ξ
and with basis at x0.
Proof. The proof is similar to that of [5, Theorem 3.1] and hence we omit it. 
In view of the proof of Proposition 6.6 (in fact from [5, Theorem 3.1]) and by the unique-
ness, the function Kµ defined in (1.12) is the unique kernel function of −Lµ and
Kµ(x, ξ) = lim
r→0
ωx(∆r(ξ))
ωx0(∆r(ξ))
for ωx0 − a.e. ξ ∈ ∂Ω ∪K.
Proposition 6.7. For any x ∈ Ω \K, the function ξ 7→ Kµ(x, ξ) is continuous on ∂Ω∪K.
Proof. The proof is similar to the one of [5, Corollary 3.2] and hence we omit it. 
We can now identify the Martin boundary and topology with their classical analogues.
We begin by recalling the definitions of the Martin boundary and related concepts.
For x, y ∈ Ω \K, we set
Kµ(x, y) := Gµ(x, y)
Gµ(x0, y)
.
Consider the family of sequences {yk}k≥1 of points of Ω\K without cluster points in Ω\K
for which Kµ(x, yk) converges in Ω\K to a harmonic function, denoted by Kµ(x, {yk}). Two
such sequences {yk} and {y′k} are called equivalent if Kµ(x, {yk}) = Kµ(x, {y′k}) and each
equivalence class is called an element of the Martin boundary Γ. If Y is such an equivalence
class (i.e., Y ∈ Γ) then Kµ(x, Y ) will denote the corresponding harmonic limit function.
Thus each Y ∈ (Ω \ K) ∪ Γ is associated with a unique function Kµ(x, Y ). The Martin
topology on (Ω \K) ∪ Γ is given by the metric
ρ(Y, Y ′) =
∫
A
|Kµ(x, Y )−Kµ(x, Y ′)|
1 + |Kµ(x, Y )−Kµ(x, Y ′)|dx Y, Y
′ ∈ (Ω \K) ∪ Γ,
where A is a small enough neighborhood of x0. Kµ(x, Y ) is a ρ − continuous function of
Y ∈ (Ω \K) ∪ Γ for x ∈ Ω \K fixed, (Ω \K) ∪ Γ is compact and complete with respect to
ρ, (Ω \K) ∪ Γ is the ρ-closure of Ω \K and the ρ-topology is equivalent to the Euclidean
topology in Ω \K. We have the following results.
Proposition 6.8. There is a one-to-one correspondence between the Martin boundary of
Ω\K and the Euclidean boundary ∂(Ω\K) = ∂Ω∪K. If Y ∈ Γ corresponds to ξ ∈ ∂Ω∪K
then Kµ(x, Y ) = Kµ(x, ξ). The Martin topology on (Ω\K)∪Γ is equivalent to the Euclidean
topology on (Ω \K) ∪ (∂Ω ∪K).
Proof. The proof is similar to the one of [17, Theorem 4.2] and we omit it. 
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Proof of Theorem 1.4. From Proposition 6.8, we see that (1.13) holds, it means Kµ is
the Martin kernel of −Lµ in Ω\K. The continuity ofKµ is obtained in Proposition 6.7, while
two-sided estimates (1.14) and (1.15) follow from (1.13) and estimates (1.7) and (1.8). 
Let us now prove some Lp estimates for the Martin kernel.
Proposition 6.9. Assume µ ≤ H2 and p > 1.
(i) If y ∈ ∂Ω then
Kµ(·, y) ∈ Lp(Ω;φµ)⇐⇒ p < N + 1
N − 1 . (6.12)
Moreover, if p < N+1
N−1 then ∫
Ω
Kµ(x, y)
pφµ(x)dx ≈ 1. (6.13)
Here the similarity constants in (6.13) depend only on N,Ω,K, µ, p.
(ii) If y ∈ K then
Kµ(·, y) ∈ Lp(Ω;φµ)⇐⇒ p < N − α−
N − 2− α− . (6.14)
Moreover, if p < N−α−
N−2−α−
, then (6.13) holds.
Proof. We prove only (ii) since (i) can be obtained by a similar argument. Assume y ∈ K.
Case 1: 0 < µ <
(
N−2
2
)2
. From (2.12) and (1.14), we obtain
φµ(x)Kµ(x, y)
p ≈ d(x)p+1dK(x)−α−(p+1)|x− y|−p(N−2−2α−). (6.15)
If p < N−α−
N−2−α−
then by Lemma 5.5, we obtain∫
Ω
φµ(x)Kµ(x, y)
pdx .
∫
Ω
d(x)p+1dK(x)
−α−(p+1)|x− y|−p(N−2−2α−)dx . 1. (6.16)
Therefore
p <
N − α−
N − 2− α− =⇒ Kµ(·, y) ∈ L
p(Ω;φµ). (6.17)
On the other hand, for x ∈ Kβ0 , we have d(x) & 1 and dK(x) ≤ |x− y|. Therefore,∫
Ω
φµ(x)Kµ(x, y)
pdx &
∫
Kβ2
|x− y|−α−(p+1)−p(N−2−2α−)dx. (6.18)
This implies
Kµ(·, y) ∈ Lp(Ω;φµ) =⇒ p < N − α−
N − 2− α− . (6.19)
Combining (6.16) and (6.19) yields (6.14). Moreover, we derive (6.13) from (6.16) and
(6.18).
Case 2: µ ≤ 0. If p < N−α−
N−2−α−
, since dK(x)
−α−(p+1) ≤ |x− y|−α−(p+1), it follows that∫
Ω
φµ(x)Kµ(x, y)
pdx .
∫
Ω
d(x)p+1dK(x)
−α−(p+1)|x− y|−p(N−2−2α−)dx . 1. (6.20)
Consequently, (6.17) holds.
On the other hand, for x ∈ V (y, β12 ), estimate (2.6) holds. This leads to∫
Ω
φµ(x)Kµ(x, y)
pdx &
∫
V (y,
β1
2
)
dK(x)
−α−(p+1)−p(N−2−2α−)dx
&
∫
BN−k(0,
β1
8
)
|z′′|−α−(p+1)−p(N−2−2α−)dz′′.
(6.21)
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Therefore (6.19) holds and we obtain (6.14). Moreover, (6.13) follows from (6.20) and (6.21).
Case 3: k = 0, K = {0} and µ = (N−22 )2. By proceeding as above, using (2.12) and
(1.15), we derive (6.14)and (6.13). 
Corollary 6.10. Assume µ ≤ H2.
(i) If 1 < p < N+1
N−1 then for any ν ∈M(∂Ω∪K) with compact support on ∂Ω, there holds
‖Kµ[ν]‖Lp(Ω;φµ) . ‖ν‖M(∂Ω). (6.22)
(ii) If 1 < p < N−α−
N−2−α−
then for any ν ∈ M(∂Ω ∪K) with compact support on K, there
holds
‖Kµ[ν]‖Lp(Ω;φµ) . ‖ν‖M(K). (6.23)
(iii) If 1 < p < min
{
N+1
N−1 ,
N−α−
N−2−α−
}
then for any ν ∈M(∂Ω ∪K), there holds
‖Kµ[ν]‖Lp(Ω;φµ) . ‖ν‖M(∂Ω∪K). (6.24)
The implicit constants depend on N,Ω,K, µ, p.
Proof. By using Proposition 6.9 and Jensen’s inequality, we obtain easily (i)–(iii). 
6.3. Representation theorem. Let us give a lemma that we will use to prove the repre-
sentation formula.
Lemma 6.11. Let F ⊂ ∂Ω∪K and D be an open smooth neighborhood of F . Assume that
if F ⊂ K then D ⋐ Ω and if F ⊂ ∂Ω then Ω ∩ D ⊂ (Ω \ Kβ) for some β > 0. Let u be
a positive Lµ-harmonic function in Ω \K. Then there exists Lµ-superharmonic function V
such that
V (x) =
{
v(x) in (Ω \K) \D
u(x) in (Ω \K) ∩D,
where v satisfies 
Lµv = 0 in (Ω \K) \D
lim
x∈Ω\K, x→y
v(x) = u(y) ∀y ∈ ∂D ∩ (Ω \K)
lim
x∈Ω\K, x→y
v(x)
W˜ (x)
= 0 ∀y ∈ (∂Ω ∪K) \D.
(6.25)
Proof. Let F ⊂ K. Note that u ∈ C2(Ω \ K) since it is Lµ-harmonic. We assume that
{rn}∞n=0 is a decreasing sequence such that rn ց 0 and r1 < β016 . Set
Drn := {ξ ∈ ∂D ∩ Ω : d(ξ) > 2rn}.
Let 0 ≤ ηn ≤ 1 be a smooth function such that ηn = 1 in Drn with compact support in
D rn
2
. In view of the proof of Lemmata 5.7 and 5.2, for m > n, there is a unique solution
vn,m of 
Lµv = 0 in (Ω \K rm
2
) \D
lim
x→y
v(x) = ηn(y)u(y) ∀y ∈ ∂D ∩ (Ω \K rm
2
)
lim
x→y
v(x) = 0 ∀y ∈ (∂Ω ∪ ∂K rm
2
) \D.
(6.26)
Furthermore, by the comparison principle, we have 0 ≤ vn,m ≤ u for m > n and hence
vn,m ≤ vn,m+1. In addition, there exists a constant cn = cn(||u||L∞(D rn
2
), infx∈D rn
2
φµ) such
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that 0 ≤ vn,m(x) ≤ min{u(x), cnφµ(x)} for all x ∈ Ω \ (D ∪ Krm) and n,m ∈ N. Thus
vn,m → vn locally uniformly in Ω \ (D ∪K) as m→∞ and hence
0 ≤ vn(x) ≤ min{u(x), cnφµ(x)} ∀x ∈ Ω \ (D ∪K) and ∀n ∈ N. (6.27)
For all ξ ∈ K \D, by (6.27) and (3.11) there exists r0 < dist (ξ,∂D)4 such that
vn(x)
φµ(x)
.
vn(y)
φµ(y)
.
u(y)
φµ(y)
, ∀x, y ∈ B r0
4
(ξ) ∩ (Ω \K).
Thus vn → v and the desired result follows if we set V = u ∧ v.
If ξ ∈ ∂Ω the proof is similar and simpler and thus we omit it. 
We recall that x0 ∈ Ω \K is a fixed reference point. Let {Ωn} be an increasing sequence
of bounded open smooth domains such that
Ωn ⊂ Ωn+1, ∪nΩn = Ω, HN−1(∂Ωn)→ HN−1(∂Ω). (6.28)
Let {Kn} be a decreasing sequence of bounded open smooth domains such that
K ⊂ Kn+1 ⊂ Kn+1 ⊂ Kn ⊂ Kn ⊂ Ωn, ∩nKn = K. (6.29)
Set On = Ωn \Kn for each n and assume that x0 ∈ O1. Such a sequence {On} will be called
a smooth exhaustion of Ω \K.
Then −Lµ is uniformly elliptic and coercive in H10 (On) and its first eigenvalue λOnµ in On
is larger than its first eigenvalue λµ in Ω \K.
For h ∈ C(∂On), the following problem{−Lµv = 0 in On
v = h on ∂On,
(6.30)
admits a unique solution which allows to define the Lµ-harmonic measure ω
x0
On
on ∂On by
v(x0) =
∫
∂On
h(y)dωx0On(y). (6.31)
Proposition 6.12. For every φ ∈ C(Ω), there holds
lim
n→∞
∫
∂On
φ(x)W˜ (x)dωx0On(x) =
∫
∂Ω∪K
φ(x)dωx0(x). (6.32)
Proof. Let n0 ∈ N be such that dist(∂Kn,K) < β016 for all n ≥ n0. For n ≥ n0, let wn be
the solution of {−Lµwn = 0 in On
wn = W˜ on ∂On.
(6.33)
In view of the proof of Lemma 5.7, there exists a positive constant c = c(Ω,K, µ) such that∥∥∥∥wnW˜
∥∥∥∥
L∞(On0 )
≤ c ∀n ≥ n0.
Furthermore
wn(x0) =
∫
∂On
W˜ (x)dωx0On(x) < c. (6.34)
We extend ωx0On as a Borel measure on Ω by setting ω
x0
On
(Ω \On) = 0, and keep the notation
ωx0On for the extension. By (6.34), the sequence {W˜ωx0On} is bounded in the space Mb(Ω) of
bounded Borel measures in Ω. Thus there exists a subsequence, still denoted by {W˜ωx0Ωn},
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which converges narrowly to some positive measure, say ω˜ which is clearly supported on
∂Ω ∪K and satisfies ‖ω˜‖Mb(∂Ω∪K) ≤ c due to (6.34). For any φ ∈ C(Ω) there holds
lim
n→∞
∫
∂On
φ(x)W˜ (x)dωx0On(x) =
∫
∂Ω∪K
φ(x)dω˜(x).
Set ζ := φ⌊∂Ω∪K and z(x) :=
∫
∂Ω∪K Kµ(x, y)ζ(y)dω
x0(y). Then
lim
Ω\K∋x→y
z(x)
W˜ (x)
= ζ(y) ∀y ∈ ∂Ω ∪K and z(x0) =
∫
∂Ω∪K
ζ(y)dωx0(y).
By Lemma 5.7, z
W˜
∈ C(Ω). Since z
W˜
⌊∂On→ ζ uniformly as n→∞, there holds
z(x0) =
∫
∂On
z⌊∂Ondωx0On =
∫
∂On
W˜
z⌊∂On
W˜
dωx0On →
∫
∂Ω∪K
ζdω˜ as n→∞.
It follows that ∫
∂Ω∪K
ζdω˜ =
∫
∂Ω∪K
ζdωx0 ∀ζ ∈ C(∂Ω ∪K).
Consequently dω˜ = dωx0 . Because the limit does not depend on the subsequence it follows
that the whole sequence {W˜dωx0On} converges weakly to ωx0 . This implies (6.32). 
Proof of Theorem 1.5. (i) It can be seen that, for any ν ∈ M+(∂Ω ∪ K), Kµ[ν] is an
Lµ-harmonic function in Ω \K.
Conversely, let u be a positive Lµ-harmonic function in Ω \K. We will show that there
exists a unique measure ν ∈ M+(∂ ∪K) such that u = Kµ[ν]. To do that, we will adapt
the ideas in [17, Theorem 4.3]. Let B be a relatively closed subset of Ω \K, we define
RBu (x) := inf{ψ(x) : ψ is nonnegative supersolution in Ω \K with ψ ≥ u on B}.
For a closed subset F of ∂Ω ∪K, we define
νx(F ) := inf{R(Ω\K)∩Gu (x) : F ⊂ G, G open in RN}.
The set function νx defines a regular Borel measure on ∂Ω ∪K for each fixed x ∈ Ω \K.
Since νx(F ) is a positive Lµ-harmonic function in Ω \ K, the measures νx are absolutely
continuous with respect to νx0 by Harnack’s inequality. Hence,
νx(F ) =
∫
F
dνx(F )(y) =
∫
F
dνx(F )
dνx0(F )
dνx0(y).
We assert that
dνx(F )
dνx0(F )
= Kµ(x, y) for ν
x0-a.e. y in ∂Ω ∪K. (6.35)
Indeed, by Besicovitch’s theorem,
dνx(F )
dνx0(F )
= lim
r→0
νx(∆r(y))
νx0(∆r(y))
,
for νx0-a.e. y in ∂Ω ∪K. By Lemma 6.11 and in view of the proof of Proposition 6.6 we
have that dν
x(F )
dνx0(F ) is a kernel function, and by uniqueness of the Martin kernel, the assertion
(6.35) follows. Hence νx(A) =
∫
A
Kµ(x, y)dν
x0(y) for all Borel A ⊂ ∂Ω∪K and in particular
u(x) = νx(∂Ω ∪K) =
∫
∂Ω∪K
Kµ(x, y)dν
x0(y).
Suppose now u(x) =
∫
∂Ω∪K Kµ(x, y)dν(y) for a Borel measure ν on ∂Ω∪K. For a closed
set F ⊂ K we will show that ν(F ) = νx0(F ).
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Choose a sequence of open sets {Gn} in RN such that ∩∞n=1Gn = F and
νx(F ) = lim
n→∞
R(Ω\K)∩Gnu (x).
Since RBu (x) ≤ RAu (x) if B ⊂ A, we can choose Gn such that Gn+1 ⊂ Gn, ∀n ≥ 1 and
Ω\Gn to be a C2 domain for all n ≥ 1. In view of the proof of Lemma 6.11, we may assume
that R
(Ω\K)∩Gn
u (x) = Vn where Vn is the Lµ-superharmonic in Lemma 6.11 for D = Gn.
Furthermore we have that R
(Ω\K)∩Gn
u (x) = u(x) in Gn ∩ (Ω \K) and R(Ω\K)∩Gnu (x) ≤ u(x)
for all x ∈ Ω \K.
Let {Ωn} and {Kn} be sequences satifying (6.28) and (6.29) respectively. We may assume
that Gn ⋐ Kn for any n ∈ N. SetOn = Ωn\Kn and denote by ωx0On the Lµ-harmonic measure
in ∂On (see (6.30)-(6.31)). Let n > ℓ and vn be the unique solution of Lµv = 0 in On and
vn = R
(Ω\K)∩Gℓ
u (x) on ∂On. Since R
(Ω\K)∩Gℓ
u (x) is supersolution in Ω \ K, we have that
R
(Ω\K)∩Gℓ
u (x) ≥ vn(x) for any x ∈ On. Hence
R(Ω\K)∩Gℓu (x0) ≥ vn(x0) =
∫
∂On
R(Ω\K)∩Gℓu (y)dω
x0
On
(y) ≥
∫
∂On∩Gℓ
R(Ω\K)∩Gℓu (y)dω
x0
On
(y).
Now, by Lemma 6.11,∫
∂On∩Gℓ
R(Ω\K)∩Gℓu (y)dω
x0
On
(y) =
∫
∂On∩Gℓ
u(y)dωx0On(y)
≥
∫
Fm
∫
∂On∩Gℓ
Kµ(y, ξ)dω
x0
On
(y)dν(ξ),
where Fm ⊂ F, ∪Fm = F and dist (Fm,K \ F ) > 1m . If ξ ∈ Fm we have
1 = Kµ(x0, ξ) =
∫
∂On∩Gℓ
Kµ(y, ξ)dω
x0
On
(y) +
∫
∂On\Gℓ
Kµ(y, ξ)dω
x0
On
(y).
But Kµ(y, ξ) ≤ c(n)d−α−K (y) for all y ∈ ∂On \Gℓ, thus by Proposition 6.12 we have that
lim
n→∞
∫
∂On\Gℓ
Kµ(y, ξ)dω
x0
On
(y) = 0.
Combining the above inequalities and Lebesgue’s dominated convergence theorem yields
R(Ω\K)∩Gℓu (x0) ≥ lim
n→∞
∫
Fm
∫
∂On∩Gℓ
Kµ(y, ξ)dω
x0
On
(y)dν(ξ) = ν(Fm).
Hence, letting ℓ→∞ and m→∞ successively, we obtain νx0(F ) ≥ ν(F ).
For the reverse inequality, let m > ℓ. Then
R(Ω\K)∩Gℓu (x0) =
∫
∂Oℓ
R(Ω\K)∩Gℓu (y)dω
x0
Oℓ
(y)
=
∫
∂Oℓ∩Gm
R(Ω\K)∩Gℓu (y)dω
x0
Oℓ
(y) +
∫
∂Oℓ\Gm
R(Ω\K)∩Gℓu (y)dω
x0
Oℓ
(y).
In view of the proof of Lemma 6.11, we deduce R
(Ω\K)∩Gℓ
u (x) ≤ Cd−α−K (x) for all x ∈ Ω\Gm.
Thus by Proposition 6.12 we have
lim
m→∞
∫
∂Oℓ\Gm
R(Ω\K)∩Gℓu (y)dω
x0
Oℓ
(y) = 0,
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∂Oℓ∩Gm
R(Ω\K)∩Gℓu (y)dω
x0
Oℓ
(y) ≤
∫
∂Oℓ∩Gm
u(y)dωx0Oℓ(y)
=
∫
∂Ω∪K
∫
∂Oℓ∩Gm
Kµ(y, ξ)dω
x0
Oℓ
(y)dν(ξ).
If ξ ∈ (∂Ω ∪K) \Gm, we infer again from Proposition 6.12 that
lim
ℓ→∞
∫
∂Oℓ∩Gm
Kµ(y, ξ)dω
x0
Oℓ
(y) = 0.
If ξ ∈ ∂Ω ∩Gm, then ∫
∂Oℓ∩Gm
Kµ(y, ξ)dω
x0
Oℓ
(y) ≤ Kµ(x0, ξ) = 1.
Combining all the above inequalities, we obtain
νx0(F ) = lim
ℓ→∞
R(Ω\K)∩Gℓu (x0) ≤
∫
(∂Ω∪K)∩Gm
Kµ(x0, ξ)dν(ξ) = ν((∂Ω ∪K) ∩Gm),
which implies νx0(F ) ≤ ν(F ). Thus we get the desired result in case F ⊂ K.
If F ⊂ ∂Ω the proof is very similar and we omit it. 
7. Boundary value problem for linear equations
7.1. Boundary trace. We first examine the boundary trace of Kµ[ν].
Lemma 7.1. For any ν ∈M(∂Ω ∪K), tr(Kµ[ν]) = ν.
Proof. The proof is the same as the proof of Lemma 2.2 in [24] and we omit it. 
Lemma 7.2. Assume τ ∈ M(Ω \ K;φµ) and put u = Gµ[τ ]. Then u ∈ W 1,ploc (Ω \ K) for
every 1 < p < N
N−1 and tr(u) = 0.
Proof. By [23, Theorem 1.2.2], u ∈ W 1,ploc (Ω \ K) for every 1 < p < NN−1 . Let {On} be a
smooth exhaustion of Ω \K (see (6.28) and (6.29)) and vn be the unique solution of{
LOnµ v = 0 in On
v = u on ∂On.
We note here that vn(x0) =
∫
∂On
u(y)dωx0On(y). We first assume that τ ≥ 0. Let GOnµ be
the Green kernel of −Lµ in On, then GOnµ (x, y)ր Gµ(x, y) for any x, y ∈ Ω \K and x 6= y.
Put τn = τ |On and un = GOnµ [τn] then un ր u a.e. in Ω \K. By uniqueness we have that
u = un + vn a.e. in On. In particular, u(x0) = un(x0) + vn(x0). This implies, by sending n
at infinity, that limn→∞ vn(x0) = 0. Consequently, tr(u) = 0.
In the general case, the result follows by the linearity. 
Proof of Proposition 1.7. The results follow from Lemma 7.1 and Lemma 7.2. 
Proof of Theorem 1.8. (i) Since −Lµu ≥ 0 in the sense of distributions in Ω \K, there
exists a nonnegative Radon measure τ in Ω \ K such that −Lµu = τ in the sense of
distributions. By [23, Lemma 1.5.3], u ∈W 1,ploc (Ω \K).
Let {On} be a smooth exhaustion of Ω \K (see (6.28) and (6.29)). Denote by GOnµ and
POnµ the Green kernel and the Poisson kernel of −Lµ in On respectively (recalling that
POnµ = −∂nGOnµ ). Then u = GOnµ [τ ] + POnµ [v], where GOnµ and POnµ are the Green operator
and the Poisson operator in {On} respectively.
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Since τ and POnµ [v] are nonnegative and G
On
µ (x, y) ր Gµ(x, y) for any x 6= y and x, y ∈
Ω \K, we obtain 0 ≤ Gµ[τ ] ≤ u a.e. in Ω \K. In particular, 0 ≤ Gµ[τ ](x0) ≤ u(x0) where
x0 ∈ Ω \K is a fixed reference point. This, together with the estimate Gµ(x0, ·) & φµ a.e.
in Ω \K, implies τ ∈M(Ω \K;φµ).
Moreover, we see that u− Gµ[τ ] is a nonnegative Lµ-harmonic function in Ω \K. Thus
by Theorem 1.5, there exists a unique ν ∈M+(∂Ω ∪K) such that (1.17) holds.
(ii) Since−Lµu ≤ 0 in the sense of distributions in Ω\K, there exists a nonnegative Radon
measure τ in Ω \ K such that −Lµu = −τ in the sense of distributions. By [23, Lemma
1.5.3], u ∈ W 1,ploc (Ω \K). Let On and POnµ be as in (i). Then u + GOnµ [τ ] = POnµ [v]. This,
together with the fact that u ≥ 0 and Pµ[u] ≤ w, implies GOnµ [τ ] ≤ w. By using a similar
argument as in (i), we deduce that τ ∈ M(Ω \ K;φµ) and there exists ν ∈ M+(∂Ω ∪ K)
such that (1.18) holds. 
7.2. Boundary value problem for linear equations. We recall thatXµ(Ω\K) is defined
in (1.21). The following result provides an estimate for functions in Xµ(Ω \K).
Lemma 7.3. For any ζ ∈ Xµ(Ω \K), there holds |ζ| . φµ in Ω \K.
Proof. Let ζ ∈ Xµ(Ω \K) then there exists f ∈ L∞(Ω) such that −Lµζ = fφµ in Ω \K.
By using Lemma 5.6 with b = α− and (2.12), we derive |ζ| . φµ in Ω \K (in fact we choose
γ = α− in (5.20)). 
Lemma 7.4. Let τ ∈ M(Ω \K;φµ). Then there exists a unique weak solution u of (1.19)
with ν = 0. Furthermore u = Gµ[τ ] and there holds
‖u‖L1(Ω;φµ) ≤
1
λµ
‖τ‖M(Ω\K;φµ). (7.1)
Proof. A priori estimate. Assume u ∈ L1(Ω;φµ) is a weak solution of (1.19). Let ζ ∈
Xµ(Ω \K) be such that −Lµζ = sign(u)φµ. By Kato’s inequality,
−Lµ|ζ| ≤ −sign(ζ)Lµζ ≤ φµ = −Lµ
(
1
λµ
φµ
)
.
Hence by Lemma 3.4 we can easily deduce that |ζ| ≤ 1
λµ
φµ in Ω \K. This, combined with
(1.20), implies (7.1). (Here we note that ν = 0 in (1.20).)
Uniqueness. The uniqueness follows directly from (7.1).
Existence. Assume τ = fdx with f ∈ L∞(Ω). The existence follows by Lemma 5.2.
Since f ∈ L∞(Ω), using a Moser iteration argument similar to the one in [15, Theorem
2.12] (see also [14, Theorem 3.7]) we can show that there exists a positive constant C > 0
such that supx∈Ω\K |v| ≤ C, which implies |u(x)| ≤ Cφµ(x) for all x ∈ Ω \K.
Next we will show that u = Gµ[f ]. Set w = Gµ[f ] then we can easily show that w satisfies
−Lµw = f in the sense of distributions in Ω \K and by Lemma 5.3, there exists a positive
constant C such that |w(x)| ≤ Cφµ(x) for all x ∈ Ω \K. Therefore,
lim
dist (x,F )→0
|u(x)− w(x)|
W˜ (x)
≤ C lim
dist (x,F )→0
φµ(x)
W˜ (x)
= 0
for all compact set F ⊂ ∂Ω ∪K. Furthermore, we note that |u − v| is Lµ-subharmonic in
Ω \K. Hence from Lemma 3.4, we deduce that |u− w| = 0, i.e. u = w in Ω \K.
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Now assume that τ = fdx with f ∈ L1(Ω;φµ). Let fn ∈ L∞(Ω) such that fn → f in
L1(Ω;φµ). Put un := Gµ[fn] then
−
∫
Ω
unLµζ dx =
∫
Ω
fnζ dx ∀ξ ∈ Xµ(Ω \K). (7.2)
By (7.1) we can easily prove that un = Gµ[fn]→ Gµ[f ] := u in L1(Ω;φµ). Then by letting
n→∞ and using Lemma 7.3, we deduce the desired result when f ∈ L1(Ω;φµ).
Assume τ ∈ M(Ω \ K;φµ). Let {fn} be a sequence in L1(Ω;φµ) such that fn ⇀ τ in
Cφµ(Ω \ K), where Cφµ(Ω \ K) denotes the space of functions ζ ∈ C(Ω \ K) such that
φµζ ∈ L∞(Ω). Then proceeding as above we can prove that un = Gµ[fn] → Gµ[τ ] := u in
L1(Ω;φµ) and u satisfies (1.20) with ν = 0. 
Theorem 7.5. Let τ, ρ ∈ M(Ω \K;φµ), ν ∈ M(∂Ω ∪K) and f ∈ L1(Ω;φµ). Then there
exists a unique weak solution u ∈ L1(Ω;φµ) of (1.19). Furthermore
u = Gµ[τ ] +Kµ[ν]. (7.3)
There exists a positive constant C = C(N,Ω,K, µ) such that
‖u‖L1(Ω;φµ) ≤
1
λµ
‖τ‖M(Ω\K;φµ) + C‖ν‖M(∂Ω∪K) ζ ∈ Xµ(Ω \K) (7.4)
In addition, if dτ = fdx+ dρ then, for any ζ ∈ Xµ(Ω \K) and ζ ≥ 0, there hold
−
∫
Ω
|u|Lµζ dx ≤
∫
Ω
sign(u)fζ dx+
∫
Ω\K
ζd|ρ| −
∫
Ω
Kµ[|ν|]Lµζ dx, (7.5)
−
∫
Ω
u+Lµζ dx ≤
∫
Ω
sign+(u)fζ dx+
∫
Ω\K
ζ dρ+ −
∫
Ω
Kµ[ν+]Lµζ dx, (7.6)
−
∫
Ω
u−Lµζ dx ≤
∫
Ω
sign−(u)fζ dx+
∫
Ω\K
ζ dρ− −
∫
Ω
Kµ[ν−]Lµζ dx. (7.7)
Proof. Existence. The existence and (7.3) follow from Lemma 7.4 and Theorem 1.5.
A priori estimate (7.4). By Corollary 6.10, ‖Kµ[|ν|]‖L1(Ω;φµ) . ‖ν‖M(∂Ω∪K). This, together
with (7.1) and (7.3), implies (7.4).
Uniqueness. The uniqueness follows from (7.4).
Proof of estimates (7.5)–(7.7). Assume dτ = fdx+dρ and let {On} be a smooth exhaustion
of Ω \K and . Let vnτ be the solution of{
−LOnµ v = 0 in On
v = Gµ[τ ] on ∂On,
and wν = Kµ[ν]. Then by the uniqueness, u = G
On
µ [τ |On ] + vτ +wν and |u| ≤ Gµ[|τ |] +w|ν|
HN−1-a.e. on ∂On (here on HN−1 denotes the Hausdorff measure on ∂On).
For any nonnegative η ∈ C20 (On), by [23, Proposition 1.5.9],
−
∫
On
|u|Lµη ≤
∫
On
sign(u)fηdx+
∫
On
sign(u)ηd|ρ| −
∫
∂On
|u| ∂η
∂nn
dS (7.8)
where nn is the unit outer normal vector on ∂On.
Since |u| ≤ Gµ[|τ |]+w|ν| a.e. on ∂On and ∂η∂nn ≤ 0 on ∂On, by using integration by parts,
we obtain
−
∫
∂On
|u| ∂η
∂nn
dS ≤ −
∫
∂On
(Gµ[|τ |] + w|ν|)
∂η
∂nn
dS = −
∫
On
(vn|τ | + w|ν|)Lµηdx.
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Hence
−
∫
On
|u|Lµηdx ≤
∫
On
sign(u)fηdx+
∫
On
sign(u)ηd|ρ| −
∫
On
(vn|τ | + w|ν|)Lµηdx. (7.9)
Let ζ ∈ Xµ(Ω \K), ζ > 0 in Ω \K. Let zn and ζn be respectively solutions of{−Lµzn = −Lµζ in On
zn = 0 on ∂On,
{−Lµζn = −sign(zn)Lµζ in On
ζn = 0 on ∂On.
By Kato’s inequality, −Lµ|zn| ≤ −sign(zn)Lµzn in the sense of distributions in On. Hence
by a comparison argument, we have that |zn| ≤ ζn in On. Furthermore it can be checked
that zn → ζ and ζn → ζ in L1(Ω;φµ) and locally uniformly in Ω \K.
Now note that (7.9) is valid for any nonnegative solution η ∈ C20 (On). Thus we can use
ζn as a test function in (7.9) to obtain
−
∫
On
|u|sign(zn)Lµζdx ≤
∫
On
sign(u)fζndx+
∫
On
sign(u)ζnd|ρ|
−
∫
On
(vn|τ | + w|ν|)sign(zn)Lµζdx.
(7.10)
Also, since Gµ[|τ |] = GOnµ [|τ ||On ] + vn|τ | a.e. in On, we deduce that vn|τ | → 0 in L1(Ω;φµ)
as n→∞. Letting n→∞ in (7.10), we obtain (7.5) since ζ > 0 in Ω \K. Estimates (7.6)
and (7.7) follow by adding (7.5) and (1.20). Thus the proof is complete when ζ is positive.
If ζ is nonnegative we set ζε = ζ + εφµ. Then estimates (7.5)–(7.7) are valid for ζε for
any ε > 0. The desired result follows by sending ε→∞. 
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