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FOGALMAK, M¶ODSZEREK
P¶AROS ÄOSSZEHASONL¶IT¶ASOKON ALAPUL¶O
RANGSOROL¶ASI M¶ODSZEREK1
CSAT¶O L¶ASZL¶O
MTA-BCE ,,LendÄulet" Strat¶egiai Interakci¶ok Kutat¶ocsoport
A p¶aronk¶ent Äosszehasonl¶³tott alternat¶³v¶ak rangsorol¶as¶anak probl¶em¶aja egy-
ar¶ant felmerÄul a szavaz¶aselm¶elet, a statisztika, a tudom¶anymetria, a pszi-
chol¶ogia ¶es a sport terÄulet¶en. A nemzetkÄozi szakirodalom alapj¶an r¶eszletesen
¶attekintjÄuk a megold¶asi lehet}os¶egeket, bemutatjuk a gyakorlati alkalmaz¶asok
sor¶an fell¶ep}o k¶erd¶esek kezel¶es¶enek, a val¶os adatoknak megfelel}o matematikai
kÄornyezet fel¶ep¶³t¶es¶enek m¶odjait. Kiemelten t¶argyaljuk a p¶aros Äosszehasonl¶³t¶asi
m¶atrix megad¶as¶at, az egyes pontoz¶asi elj¶ar¶asokat ¶es azok kapcsolat¶at. A ta-
nulm¶any elm¶eleti szempontb¶ol vizsg¶alja a Perron-Frobenius t¶etelen alapul¶o
invari¶ans, fair bets, PageRank, valamint az ir¶any¶³tott gr¶afok cs¶ucsainak rang-
sorol¶asra javasolt internal slackening ¶es poz¶³ci¶os er}o m¶odszereket. A kÄozÄulÄuk
tÄort¶en}o v¶alaszt¶ashoz az axiomatikus megkÄozel¶³t¶est aj¶anljuk, ennek keret¶eben
bemutatjuk az invari¶ans ¶es a fair bets elj¶ar¶asok karakteriz¶aci¶oj¶at, ¶es kit¶erÄunk
a m¶odszerek vitathat¶o tulajdons¶agaira.
Kulcsszavak : preferenci¶ak aggreg¶al¶asa, p¶aros Äosszehasonl¶³t¶as, rangsorol¶as,
karakteriz¶aci¶o
1 Bevezet¶es
A sportrajong¶ok sz¶amtalanszor tal¶alkozhatnak azzal h¶³rrel, hogy a kÄovetkez}o
h¶etf}ot}ol ¶erv¶enyes vil¶agranglist¶at egy adott teniszez}o vezeti. De elgondol-
kodtunk-e m¶ar azon, vajon milyen sz¶am¶³t¶asok, megfontol¶asok ¶allhatnak a
,,hivatalos" sorrend mÄogÄott? A feladat megold¶asa meglehet}osen neh¶eznek
t}unik, amennyiben nem tal¶alunk olyan j¶at¶ekost, aki a vizsg¶alt id}oszakban
egy¶ertelm}u fÄol¶enyben volt, egyetlen ellenfel¶et}ol sem szenvedett veres¶eget,
m¶arpedig legtÄobbszÄor ez a helyzet. A rangsor fel¶all¶³t¶as¶ahoz tÄobb szempontot
1A kutat¶as a T¶AMOP 4.2.4.A/1-11-1-2012-0001 azonos¶³t¶o sz¶am¶u Nemzeti Kiv¶al¶os¶ag
Program { Hazai hallgat¶oi, illetve kutat¶oi szem¶elyi t¶amogat¶ast biztos¶³t¶o rendszer kidol-
goz¶asa ¶es m}ukÄodtet¶ese orsz¶agos program c¶³m}u kiemelt projekt keret¶eben zajlott. A projekt
az Eur¶opai Uni¶o t¶amogat¶as¶aval, az Eur¶opai Szoci¶alis Alap t¶ars¯nansz¶³roz¶as¶aval val¶osul
meg. A szerz}o kÄoszÄonetet mond az OTKA K-77420 p¶aly¶azat p¶enzÄugyi t¶amogat¶as¶a¶ert.
H¶al¶aval tartozom Boz¶oki S¶andornak a k¶ezirat elolvas¶as¶ert ¶es fontos ¶eszrev¶etelei¶ert, va-
lamint k¶et anonim b¶³r¶al¶onak hasznos tan¶acsaik¶ert. Be¶erkezett: 2013. j¶ulius 16. E-mail:
laszlo.csato@uni-corvinus.hu.
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szÄuks¶eges ¯gyelembe vennÄunk. Melyik m¶erk}oz¶esek eredm¶enyei alapj¶an dol-
gozunk? Ez egyszerre jelenthet id}obeli ¶es / vagy t¶erbeli (melyik torn¶akat
vizsg¶aljuk) lehat¶arol¶ast. A k¶erd¶esre adott v¶alasz megadja a vizsg¶aland¶o
teniszez}ok kÄor¶et: olyan sorrendet kell tal¶alnunk, melyben minden, az elemzett
m¶erk}oz¶esek valamelyik¶en r¶esztvev}o j¶at¶ekos szerepel. Az el}obbiek eredm¶enye
hordoz inform¶aci¶ot a k¶et teniszez}o egym¶assal val¶o kapcsolat¶ar¶ol, ez¶ert biz-
tosan sz¶am¶³t¶asba kell venni. R¶aad¶asul ez egy tÄobbdimenzi¶os v¶altoz¶o: egy-
szerre kÄulÄonbÄozhet a m¶erk}oz¶esek sz¶ama ¶es azok kimenetele. L¶enyeg¶eben egy
olyan fÄuggv¶eny de¯ni¶al¶asa v¶alik szÄuks¶egess¶e, amely tetsz}oleges, egym¶as el-
leni teniszmeccs alapj¶an k¶epes a j¶at¶ekosok teljes¶³tm¶eny¶enek ¶ert¶ekel¶es¶ere, azok
rangsorol¶as¶ara.
Az ehhez hasonl¶o komplex, tÄobbszempont¶u dÄont¶esek meghozatala sor¶an
gyakran nem lehets¶eges az alternat¶³v¶ak egyetlen, objekt¶³v sk¶al¶an tÄort¶en}o
¶ert¶ekel¶ese. Amennyiben m¶egis szÄuks¶eg van ezek rangsorol¶as¶ara, ez sokszor,
mint a fenti tenisz vil¶agranglist¶an¶al, p¶aronk¶enti Äosszehasonl¶³t¶asuk alapj¶an
tehet}o meg.
Az ut¶obbi id}oben hazai szerz}okt}ol tÄobb, hasonl¶o t¶em¶aj¶u cikk szÄuletett
(K¶oczy ¶es Strobel, 2010; Csendes ¶es Antal, 2010; London ¶es Csendes, 2013;
Telcs et al., 2013), ugyanakkor eddig nem szÄuletett magyar nyelv}u (ebben
a szerkezetben m¶asmilyen sem) t¶argyal¶as err}ol a terÄuletr}ol. Nem ismerÄunk
olyan ¶attekint¶est sem, amelyben egym¶as mellett szerepeln¶enek az itt t¶argyalt
invari¶ans, fair bets, internal slackening ¶es poz¶³ci¶os er}o m¶odszerek, valamint az
ezekkel kapcsolatos kritik¶ak. Az egys¶eges t¶argyal¶as kÄovetkezt¶eben lehet}os¶e-
gÄunk ny¶³lik n¶eh¶any, eddig nem formaliz¶alt gondolat megfogalmaz¶as¶ara: ilyen
Slutzki ¶es Volij (2005) Äotlete nyom¶an a m¶odszerek du¶alis v¶altozat¶anak beveze-
t¶ese, vagy az elj¶ar¶asok r¶eszletes elemz¶ese a K¶oczy ¶es Strobel (2010) ¶altal beve-
zetett monotonit¶as ¶es a megford¶³that¶os¶ag tekintet¶eben; el}obbi eset¶en n¶eh¶any
probl¶ema m¶eg megold¶asra v¶ar. V¶egÄul { tudom¶asunk szerint el}oszÄor { r¶amu-
tatunk az egyik elj¶ar¶as, a legkisebb n¶egyzetek m¶odszer¶enek tÄobb, egym¶as-
t¶ol fÄuggetlen ,,felfedez¶es¶ere": ¶Eltet}o ¶es KÄoves (1964) statisztikai, Gulliksen
(1956) pszichol¶ogiai vagy Boz¶oki et al. (2010) matematikai-dÄont¶eselm¶eleti t¶e-
m¶aj¶u tanulm¶any¶ara.
A cikk egyszerre tartalmaz irodalmi ¶attekint¶est ¶es bizonyos m¶odszerek
r¶eszletes t¶argyal¶as¶at, emellett n¶eh¶any alkalmaz¶asi lehet}os¶eget is bemutat.
Ez¶ert bizony¶ara lesznek olyan olvas¶ok, akik valamelyik r¶eszt t¶uls¶agosan hosz-
sz¶unak, unalmasnak tartj¶ak, m¶³g egy m¶asikban a r¶eszletes kifejt¶est hi¶anyolj¶ak;
az ebb}ol fakad¶o negat¶³v ¶erz¶eseket a megadott hivatkoz¶asok m¶ers¶ekelhetik. A
mindenre kiterjed}o t¶argyal¶as m¶ar terjedelmi okokb¶ol is lehetetlennek t}unik,
r¶aad¶asul a szerz}o sem ¶all¶³thatja mag¶ar¶ol, hogy mindegyik terÄuletnek szak-
¶ert}oje lenne. Ez¶ert a tanulm¶any egyik legf}obb c¶elja, hogy egyszerre ny¶ujtson
t¶ampontot a m¶odszertani h¶att¶er ir¶ant ¶erdekl}od}o elm¶eleti, ¶es a felhaszn¶al¶asra
tÄorekv}o, gyakorlati probl¶em¶akkal foglalkoz¶o kutat¶oknak.
T¶argyal¶asunk menete a kÄovetkez}o. A 2. fejezetben bemutatjuk a p¶aros
Äosszehasonl¶³t¶ason alapul¶o rangsorol¶as egy modellj¶et, de¯ni¶aljuk a feladat
megold¶as¶ara szolg¶al¶o pontoz¶asi elj¶ar¶ast, ¶es ezek bizonyos tulajdons¶agait. A
3. fejezet { axiomatikus megkÄozel¶³t¶esb}ol { ¶attekint¶est ad az irodalomban java-
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solt m¶odszerekr}ol, ¶es r¶eszletesen t¶argyalja az invari¶ans, fair bets, PageRank,
internal slackening, valamint a poz¶³ci¶os er}o elj¶ar¶asokat. Kit¶erÄunk az alkal-
maz¶asuk mÄogÄott megh¶uz¶od¶o gondolatokra, az ismert karakteriz¶aci¶okra, ¶es a
m¶odszerek vitathat¶o pontjaira. A modell felhaszn¶al¶as¶anak terÄuleteit a 4. fe-
jezet ismerteti, ahol n¶eh¶any tan¶acsot is megfogalmazunk a m¶odszertan gya-
korlati alkalmaz¶asa ir¶ant ¶erdekl}od}ok sz¶am¶ara. Eredm¶enyeinket ¶es a tov¶abbi
kutat¶asi ir¶anyokat az 5. fejezetben ÄosszegezzÄuk.
2 A rangsorol¶asi probl¶ema ¶es megold¶asa
A feladat megold¶as¶ahoz szÄuks¶egÄunk lesz a vizsg¶alt alternat¶³v¶ak (objektumok)
halmaz¶ara, azok p¶aros Äosszehasonl¶³t¶asainak eredm¶enyeire, illetve egy olyan
elj¶ar¶asra, mely a fentiek ismeret¶eben megadja az objektumok sorrendj¶et. Az
els}o alfejezet a probl¶ema de¯ni¶al¶as¶aval, a m¶asodik a rangsorol¶as v¶egrehajt¶as¶a-
val foglalkozik, m¶³g a harmadik az ut¶obbira haszn¶alt elj¶ar¶asokkal kapcsolatos
tulajdons¶agokat fogalmaz meg.
2.1 A p¶aros Äosszehasonl¶³t¶asi m¶atrix
Az alternat¶³v¶ak halmaz¶at jelÄolje N = fX1;X2; . . . ;Xng; n 2 IN . A ren-
delkez¶esre ¶all¶o inform¶aci¶okat egy R 2 IRn£n+ p¶aros Äosszehasonl¶³t¶asi m¶atrixba
tÄomÄor¶³tjÄuk.2 Ennek rij eleme az Xi alternativa Xj elleni teljes¶³tm¶eny¶et,
rij + rji pedig az Äosszehasonl¶³t¶asaik sz¶am¶at mutatja, ¶³gy rij=(rij + rji) egy
lehets¶eges ¶ertelmez¶ese, hogy az el}obbi ekkora es¶ellyel bizonyul jobbnak az
ut¶obbin¶al. A m¶atrix f}o¶atl¶oj¶aban szerepl}o elemek a feladat megold¶asa szem-
pontj¶ab¶ol l¶enyegtelenek. Ez a modell a kÄovetkez}o jelens¶egek le¶³r¶as¶ara alkal-
mas:
1. DÄontetlenek lehet}os¶ege (rij = rji): a dÄont¶eshoz¶o nem k¶epes kÄulÄonbs¶eget
tenni k¶et alternat¶³va kÄozÄott;
2. Elt¶er}o preferenciaintenzit¶as (rij ¸ 0 tetsz}oleges): a p¶aros Äosszehason-
l¶³t¶asok eredm¶enye nem bin¶arisan (jobb/rosszabb) adott, hanem p¶eld¶aul
gyakoris¶agi alapon { az Xi alternat¶³va az esetek 80%-¶aban bizonyult
jobbnak Xj-n¶el;
3. Hi¶anyz¶o Äosszehasonl¶³t¶as (rij + rji = 0): k¶et alternat¶³va egym¶as elleni
teljes¶³tm¶enye ismeretlen;
4. TÄobbszÄorÄos Äosszehasonl¶³t¶as (rij + rji > 1): egyes alternat¶³vap¶arok vi-
szonya tÄobb alkalommal kerÄult meghat¶aroz¶asra (p¶eld¶aul k¶et teniszez}o
tÄobb m¶erk}oz¶est j¶atszott egym¶assal), esetleg kÄulÄonbÄozhet az Äosszehason-
l¶³t¶asok megb¶³zhat¶os¶aga;
Ugyanakkor k¶et lehet}os¶eget nem k¶epes megjelen¶³teni:
2Ezt az angol terminol¶ogia a paired comparison matrix n¶evvel illeti, ami nem ugyanaz,
mint az AHP (Analytic Hierarchy Process) m¶odszertanban haszn¶alt p¶aros Äosszehasonl¶³t¶as
m¶atrix, azaz pairwise comparison matrix (Saaty, 1980).
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1. Nem szimmetrikus eredm¶enyek: k¶et alternat¶³va p¶aros Äosszehasonl¶³t¶asa-
kor nem lehet eltekinteni ennek ir¶any¶at¶ol.
2. ,, ÄOnmag¶aval" vett Äosszehasonl¶³t¶as.
A fenti esetek egy gr¶af seg¶³ts¶eg¶evel szeml¶eltethet}ok, melynek minden cs¶u-
csa egy-egy alternat¶³v¶anak, az ¶elek pedig a kÄoztÄuk lev}o Äosszehasonl¶³t¶asoknak
felelnek meg. Amennyiben az el}oz}oekben eml¶³tett komplik¶aci¶ok egyike sem
¶all fenn, olyan teljes ir¶any¶³tott gr¶afr¶ol besz¶elhetÄunk, ahol az ¶elek ir¶any¶³t¶asa a
szigor¶u preferenciarel¶aci¶ot ¶³rja le. DÄontetlenek eset¶en k¶et cs¶ucs kÄozÄott oda-
vissza ir¶any¶u ¶elek keletkezhetnek. KÄulÄonbÄoz}o intenzit¶asok mellett s¶ulyozott
ir¶any¶³tott gr¶afot kapunk. Hi¶anyz¶o p¶arok eset¶en a gr¶af nem teljes. TÄobbszÄorÄos
Äosszehasonl¶³t¶asokn¶al k¶et cs¶ucsot tÄobb (ak¶ar s¶ulyozott) ¶el is ÄosszekÄothet. Nem
szimmetrikus eredm¶enyek kÄovetkezt¶eben a k¶et cs¶ucs kÄozÄotti ¶elek s¶ulya elt¶er}o
lehet att¶ol fÄugg}oen, melyik ir¶anyba mutatnak, m¶³g az ,,Äonmag¶aval" vett
Äosszehasonl¶³t¶asok hurok¶elekk¶ent jelenhetnek meg.
A nem szimmetrikus eredm¶enyek be¶ep¶³t¶ese meglehet}osen neh¶ez ¶es ritka,
b¶ar j¶ol ismert, hogy p¶eld¶aul a sportban komoly jelent}os¶ege lehet. A fenti
keret szinte az Äosszes, szakirodalomban ismert p¶aros Äosszehasonl¶³t¶as de¯n¶³ci¶ot
mag¶aban foglalja, tal¶an az egyetlen kiv¶etel a s¶ulyozott ir¶any¶³tott gr¶af esete,
mely megengedi az egyes cs¶ucsokhoz tartoz¶o pozit¶³v s¶uly¶u hurok¶eleket (Her-
ings et al., 2005). A 4. fejezetben bemutatott tudom¶anymetriai probl¶em¶akra
ez nem felt¶etlenÄul igaz, ott az Äonhivatkoz¶asoknak is lehet jelent}os¶ege.
2.1. De¯n¶³ci¶o. A rangsorol¶asi probl¶ema egy (N;R) p¶ar, ahol N =
fX1; X2; . . . ; Xng az alternat¶³v¶ak halmaza, R 2 IRn£n pedig a p¶aros Äossze-
hasonl¶³t¶asi m¶atrix.
Bizonyos esetekben, els}osorban a kÄonnyebb ¶ertelmez¶es ok¶an c¶elszer}u lehet
a p¶aros Äosszehasonl¶³t¶asok sz¶am¶at ¶es kimenetel¶et egyar¶ant mag¶aba foglal¶o R
m¶atrix k¶et r¶eszre bont¶asa: ekkor azok kimenetele a ferd¶en szimmetrikus A
eredm¶enym¶atrixba (A> = ¡A) kerÄul az aij = 2(rij ¡ rji) transzform¶aci¶oval,
m¶³g az Äosszehasonl¶³t¶asok sz¶am¶at a szimmetrikus M m¶erk}oz¶esm¶atrix tartal-
mazza, teh¶atmij = rij+rji (Csat¶o, 2013b). Az¶³gy kapottA eredm¶enym¶atrix
azonos a Saaty-f¶ele p¶aros Äosszehasonl¶³t¶as m¶atrixszal (Saaty, 1980), amennyi-
ben az ut¶obbi elemenk¶enti logaritmusait vesszÄuk (Csat¶o, 2012). A 4. feje-
zetben t¶argyalt alkalmaz¶asok egy r¶esze ezt a formalizmust haszn¶alja (Csat¶o,
2012; Temesi et al., 2012).
Az M m¶erk}oz¶esm¶atrix kÄolcsÄonÄosen egy¶ertelm}uen megfeleltethet}o a rang-
sorol¶asi probl¶em¶ahoz tartoz¶o G = (V;E) Äosszehasonl¶³t¶asi (multi)gr¶a®al, ahol
a cs¶ucsok halmaza V = N , m¶³g az E ¶elhalmaz ¶ugy kaphat¶o, hogy az Xi ¶es
Xj cs¶ucs kÄozÄotti ¶elek sz¶ama mij = mji.
2.2 Rangsorol¶as
Az R p¶aros Äosszehasonl¶³t¶asi m¶atrix de¯ni¶al¶asa ut¶an a kÄovetkez}o feladatot az
alternat¶³v¶ak sorba rendez¶ese jelenti. A rangsor egy, az N halmazon ¶ertelme-
zett teljes, tranzit¶³v ¶es re°ex¶³v bin¶aris rel¶aci¶o. Egyfajta inform¶aci¶otÄomÄor¶³t¶es
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v¶alik szÄuks¶egess¶e: az n objektum n(n¡ 1)=2 kÄolcsÄonÄos ,,t¶avols¶ag¶at" kellene
megfelel}oen le¶³rni a megold¶ask¶ent kapott rangsorb¶ol ad¶od¶o n¡1 kÄulÄonbs¶eggel.
Ez n = 2 eset¶en tÄok¶eletesen reproduk¶alhat¶o, k¶et alternat¶³va eset¶en a p¶aros
Äosszehasonl¶³t¶as kimenetele minden inform¶aci¶ot megad a sorrendr}ol. Ha vi-
szont ezek sz¶ama legal¶abb h¶arom, m¶ar felmerÄulhet a Condorcet-paradoxonb¶ol
ismer}os intranzitivit¶as probl¶em¶aja, amikor X1 jobbnak bizonyul X2-n¶el, X2
megveri X3-at, X3 viszont legy}ozi X1-et.
Moulin (1986) tan¶acs¶at kÄovetve c¶elszer}u elkÄulÄon¶³tve vizsg¶alni a gy}oztes
megad¶as¶anak, illetve egy teljes rangsor fel¶all¶³t¶as¶anak k¶erd¶es¶et. B¶ar Bouyssou
(2004) k¶³s¶erletet tett a k¶et megkÄozel¶³t¶es egyes¶³t¶es¶ere a legjobb alternat¶³va
kiv¶alaszt¶as¶anak sorozatos alkalmaz¶asa r¶ev¶en, eredm¶enyei arra utalnak, hogy
az ¶³gy de¯ni¶alt elj¶ar¶asok szinte mindig megs¶ertenek valamilyen monotonit¶asi
tulajdons¶agot, ez¶ert a probl¶ema megold¶as¶ara ink¶abb a kÄozvetlen rangsorol¶o
elj¶ar¶asok aj¶anlottak.
Ezek szint¶en k¶et csoportba sorolhat¶ok: egy f(R) 2 IRn fÄuggv¶eny form¶aj¶a-
ban adott pontoz¶asi m¶odszer , vagy a rangsorol¶as diszkr¶et optimaliz¶al¶asi prob-
l¶emak¶ent val¶o felfog¶asa (Kemeny, 1959; Slater, 1961). Az ut¶obbi megkÄozel¶³t¶es
gyakran matematikai szempontb¶ol sz¶ep ¶es m¶ely kombinatorikus k¶erd¶esekhez,
illetve bonyolult algoritmikus probl¶em¶akhoz vezet (Hudry, 2009), de tÄobb
szempontb¶ol kifog¶asolhat¶o:
1. Nem teljes (hi¶anyos) Äosszehasonl¶³t¶asok eset¶en a line¶aris rendez¶est gyenge
rendez¶essel c¶elszer}u felv¶altani, de m¶eg ez sem biztos¶³tja egyes elv¶arhat¶o
tulajdons¶agok, p¶eld¶aul az Äonkonzisztens monotonit¶as (self-consistent
monotonicity) teljesÄul¶es¶et (Chebotarev ¶es Shamis, 1997);
2. A kapott sorrend gyakran nem egy¶ertelm}u, tÄobbszÄorÄos optimumok l¶e-
tezhetnek. Ez nem csak a kism¶eret}u, kev¶es alternat¶³v¶at tartalmaz¶o
esetekben k¶epzelhet}o el, a gyakorlati alkalmaz¶asok sor¶an is komoly
probl¶em¶at jelent (Pasteur, 2010);
3. Neh¶ez az ilyen m¶odszerek normat¶³v tulajdons¶againak vizsg¶alata (Bouys-
sou, 2004).
A fenti probl¶em¶ak ellen¶ere k¶ets¶egtelenÄul vonz¶o egy valamilyen szempontb¶ol
optim¶alis megold¶as megad¶asa. A bin¶aris, csak gy}ozelmeket ¶es veres¶egeket
megenged}o esetben p¶eld¶aul k¶ezenfekv}o v¶alaszt¶as azon Äosszehasonl¶³t¶asok sz¶a-
m¶anak minimaliz¶al¶asa, ahol a rangsorban h¶atr¶ebb tal¶alhat¶o alternat¶³va jobb-
nak bizonyult egy n¶ala el}okel}obb helyen szerepl}on¶el; ez a minimum violations
n¶even ismert (Ali et al., 1986).
2.3 Pontoz¶asi elj¶ar¶asok tulajdons¶agai
2.3.1 Megoldhat¶os¶ag
Egyel}ore tekintsÄuk az ¶altal¶anos esetet, amikor az R p¶aros Äosszehasonl¶³t¶asi
m¶atrixra semmilyen megkÄot¶es sincs. JelÄolje R a v¶eges N µ IN objektumhal-
mazzal rendelkez}o rangsorol¶asi probl¶em¶ak oszt¶aly¶at.
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2.2. De¯n¶³ci¶o. A pontoz¶asi elj¶ar¶as egy f : R! IRn fÄuggv¶eny.3
Az f : R! IRn ¶es g : R! IRn pontoz¶asi m¶odszerek ar¶anyosak, f(R) /
g(R), ha minden R 2 R eset¶en 9· > 0 : f(R)i = ·g(R)i minden Xi 2 N -re.
Bizonyos esetekben rem¶enytelennek t}unik egy teljes rangsor fel¶all¶³t¶asa:
amennyiben k¶et objektum kÄozÄott sehogyan sem tal¶alhat¶o kapcsolat, akkor
lehetetlen meg¶allap¶³tani sorrendjÄuket.4 A megold¶as egy¶ertelm}us¶ege az¶ert
k¶³v¶anatos, mert a dÄont¶eshoz¶ok nehezen tudn¶anak ¶ertelmezni tÄobb, egym¶ast¶ol
elt¶er}o sorrendet { b¶ar a fejezet elej¶en eml¶³tett inform¶aci¶otÄomÄor¶³t¶esi ¶ertelmez¶es
alapj¶an n nÄoveked¶es¶evel egyre nagyobb val¶osz¶³n}us¶eggel fordulhat el}o, hogy
az alternat¶³v¶ak teljes¶³tm¶enye nem m¶erhet}o egyetlen dimenzi¶oban. Ez az ¶erv
szint¶en a diszkr¶et optimaliz¶al¶asi probl¶emak¶ent tÄort¶en}o kezel¶es ellen sz¶ol.
A pontoz¶asi elj¶ar¶asok ¶altal szolg¶altatott egy¶ertelm}u megold¶as l¶etez¶ese te-
kintet¶eben alapvet}oen h¶arom el}ofelt¶etelt kÄulÄonbÄoztethetÄunk meg:5
1. Az R p¶aros Äosszehasonl¶³t¶asi m¶atrix irreducibilit¶asa. Ekkor az rij=(rij+
rji) h¶anyados val¶osz¶³n}us¶egi interpret¶aci¶oj¶aban egy tetsz}oleges objektum
pozit¶³v es¶ellyel gy}ozheti le a tÄobbiek b¶armelyik¶et, amennyiben a nem
Äosszehasonl¶³tottak kÄozÄott tetsz}oleges objektuml¶ancon keresztÄul teremt-
het}o kapcsolat. Ez a szÄuks¶eges ¶es el¶egs¶eges felt¶etel a maximum like-
lihood (Zermelo, 1929; Bradley ¶es Terry, 1952), az invari¶ans ¶es a fair
bets m¶odszer (Daniels, 1969; Moon ¶es Pullman, 1970) eset¶en.
2. Az M m¶erk}oz¶esm¶atrix irreducibilit¶asa, azaz k¶et tetsz}oleges objektum
kÄozvetlenÄul vagy kÄozvetve Äosszehasonl¶³that¶o. M¶as szavakkal, a G Äossze-
hasonl¶³t¶asi (multi)gr¶afnak ÄosszefÄugg}onek kell lennie. Ez az el}oz}on¶el
gyeng¶ebb felt¶etel szÄuks¶eges ¶es el¶egs¶eges a legkisebb n¶egyzetek m¶odszer
megold¶as¶anak egy¶ertelm}us¶eg¶ehez.
3. Az elj¶ar¶as az eg¶eszR halmazon j¶ol de¯ni¶alt. Ez a helyzet a pontsz¶am ¶es
az ¶altal¶anos¶³tott sorÄosszeg m¶odszerekn¶el, a maximum likelihood kiter-
jesztett v¶altozat¶an¶al (Conner ¶es Grant, 2000), vagy a PageRankn¶el
(Brin ¶es Page, 1998).
A h¶arom kÄozÄul intuit¶³v alapon a m¶asodik t}unik legvonz¶obbnak. Egyr¶eszt,
ha k¶et alternat¶³va egy¶altal¶an nem hasonl¶³that¶o Äossze, akkor alaptalannak
t}unik b¶armit is mondani a relat¶³v teljes¶³tm¶enyÄukr}ol. C¶elszer}ubb a G Äosszeha-
sonl¶³t¶asi (multi)gr¶af ÄosszefÄugg}o komponenseit kiv¶alasztani, ¶es a rangsorol¶ast
csak ezeken elv¶egezni. M¶asr¶eszt, az irreducibilit¶as megkÄovetel¶ese ar¶anytalanul
korl¶atozza az egym¶assal Äosszevethet}o elemek halmaz¶at. Bizonyos m¶ert¶ekben
az e halmazon ¶ertelmezett pontoz¶asi elj¶ar¶asok is ¶altal¶anos¶³that¶ok a kÄovetkez}o
szakaszban bemutatott elj¶ar¶assal (Zermelo, 1929).
3A meghat¶aroz¶as n¶emileg pontatlan, mert n ¶ert¶eke fÄugg a konkr¶et (N;R) rangsorol¶asi
probl¶em¶at¶ol, azonban nem akartuk tov¶abb bonyol¶³tani a jelÄol¶eseket.
4Gondoljunk p¶eld¶aul arra, hogyan hasonl¶³tan¶ank Äossze k¶et orsz¶ag labdar¶ug¶o bajnoks¶a-
g¶anak gy}ozteseit, ha nem lenn¶enek nemzetkÄozi versenysorozatok, a Bajnokok Lig¶aja ¶es az
Eur¶opa Liga.
5Nem eml¶³tve a j¶at¶ekelm¶eletben javasolt m¶odszereket, melyek ¶altal¶aban a digr¶afok D
halmaz¶an ¶ertelmezettek.
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2.3.2 A karakteriz¶aci¶ohoz szÄuks¶eges axi¶om¶ak
Az invari¶ans ¶es fair bets m¶odszerek t¶argyal¶as¶ahoz szÄuks¶eges az ¶ertelmez¶esi
tartom¶any megszor¶³t¶asa.
Azt mondjuk, hogy Xi kÄozvetve vagy kÄozvetlenÄul legy}ozi Xj-t, azaz Xi !
Xj, ha l¶etezik olyan Xi = Xk0 ; Xk1 ; . . . ;XkT = Xj v¶eges sorozat, melyreQT¡1
t=0 akt;kt+1 > 0. Xi ¶esXj azonos lig¶aba tartozik , haXi $ Xj, vagyisXi !
Xj ¶esXj ! Xi is fenn¶all. $ ekvivalencia-rel¶aci¶o, azN alternat¶³vahalmaz egy
part¶³ci¶oj¶at adja (Slutzki ¶es Volij, 2005). Az ekvivalenciaoszt¶alyok lig¶ak , azXi
objektumot tartalmaz¶o liga jelÄol¶ese [Xi]. Az (N;R) rangsorol¶asi probl¶ema
pontosan akkor ¶all egyetlen lig¶ab¶ol, ha az R m¶atrix irreducibilis. Az ilyen
probl¶em¶ak halmaza legyen RN .
Az Xi objektum lig¶aja er}osebb Xj-¶en¶el, teh¶at [Xi]! [Xj], ha Xi ! Xj ,
mikÄozben Xj 6! Xi. K¶et liga Äosszehasonl¶³thatatlan, ha egyik sem er}osebb
a m¶asikn¶al, ¶³gy egy lig¶akon ¶ertelmezett irre°ex¶³v, tranzit¶³v, ¶es nem teljes
rel¶aci¶ot kapunk. A k¶es}obbiekben szÄuks¶eg lesz m¶eg egy oszt¶alyra, amikor a
probl¶ema tÄobb lig¶ab¶ol is ¶allhat, de ezek kÄozÄott l¶etezik egyetlen leger}osebb
(unique top cycle). Ezen feladatok halmaza legyen R1. Nyilv¶anval¶oan RN µ
R1 µ R. Minden Xi 2 N-re az adott objektumot tartalmaz¶o r¶esz rang-
sorol¶asi probl¶ema
¡
[Xi] ;R[Xi]
¢
, ahol R[Xi] az R m¶atrix [Xi]-beli objek-
tumokra korl¶atozott alm¶atrixa.
2.3. De¯n¶³ci¶o. Egy (N;R) rangsorol¶asi probl¶ema kiegyens¶ulyozott (bal-
anced), ha ri¤ = r¤i minden Xi 2 N -re (Slutzki ¶es Volij, 2006).
2.4. De¯n¶³ci¶o. Egy (N;R) kiegyens¶ulyozott rangsorol¶asi probl¶ema szab¶alyos
(regular), amennyiben ri¤ = rj¤ minden Xi; Xj 2 N-re (Slutzki ¶es Volij,
2006).
Teh¶at egy sportbajnoks¶ag kiegyens¶ulyozott, ha minden j¶at¶ekos gy}ozel-
meinek ¶es veres¶egeinek sz¶ama megegyezik. Ha ez az ¶ert¶ek mindegyikÄukn¶el
azonos, akkor a probl¶ema szab¶alyos. Slutzki ¶es Volij (2005) ezt a tulaj-
dons¶agot er}osen kiegyens¶ulyozott (strongly balanced) n¶even eml¶³ti.
2.1. P¶elda [Slutzki ¶es Volij (2005) alapj¶an]. Legyen N = fX1; X2;X3; X4,
X5g ¶es
R =
2
6666
4
0 1 1 1 0
0 0 2 0 0
0 1 0 3 0
0 1 2 0 0
0 0 1 1 0
3
7777
5
:
A rangsorol¶asi probl¶ema h¶arom lig¶ab¶ol ¶all: [X1] = fX1g, [X2] = [X3] =
[X4] = fX2; X3;X4g, valamint [X5] = fX5g, teh¶at nem l¶etezik egyetlen
leger}osebb liga, a probl¶ema nem R1-beli. Az [X1] ¶es [X5] lig¶ak er}osebbek
[X2]-n¶el, m¶³g [X1] ¶es [X5] nem Äosszehasonl¶³that¶o. Az
¡
[X2] ;R[X2]
¢
2 RN
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r¶esz rangsorol¶asi probl¶em¶aban
R[X2] =
2
4
0 2 0
1 0 3
1 2 0
3
5 ;
ahol a p¶aros Äosszehasonl¶³t¶asi m¶atrix m¶ar irreducibilis. Az (fX2;X3; X4g;
R[X2]) rangsorol¶asi probl¶ema kiegyens¶ulyozott, hiszen minden objektum u-
gyanannyi gy}ozelemmel ¶es veres¶eggel rendelkezik, viszont nem szab¶alyos,
mert ezek sz¶ama (sorrendben) 2, 4 ¶es 3.
2.1. Lemma. Egy (N;R) rangsorol¶asi probl¶ema akkor ¶es csak akkor ki-
egyens¶ulyozott, ha minden lig¶aja kiegyens¶ulyozott ¶es nem Äosszehasonl¶³that¶o
(Slutzki ¶es Volij, 2005).
A kÄovetkez}okben az ¶ertelmez¶esi tartom¶anyt az irreducibilisR p¶aros Äossze-
hasonl¶³t¶asi m¶atrixszal jellemezhet}o rangsorol¶asi probl¶em¶ak RN oszt¶aly¶ara
sz}uk¶³tjÄuk.
2.5. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer egys¶eges (uniform),
ha minden (N;R) 2 RN szab¶alyos rangsorol¶asi probl¶em¶ara fi(R) = 1=n
minden Xi 2 N eset¶en (Slutzki ¶es Volij, 2006).
Az egys¶egess¶eg szerint, amennyiben minden j¶at¶ekos ugyanannyi gy}oze-
lemmel ¶es veres¶eggel rendelkezik, akkor a rangsorban sem teszÄunk kÄoztÄuk
kÄulÄonbs¶eget.
2.6. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer er}osen egys¶eges
(strongly uniform), ha minden (N;R) 2 RN kiegyens¶ulyozott rangsorol¶asi
probl¶em¶ara fi(R) = 1=n minden Xi 2 N eset¶en (Slutzki ¶es Volij, 2006).
Ez a felt¶etel szigor¶ubb, mint az egys¶egess¶eg. Az alternat¶³v¶ak megkÄu-
lÄonbÄoztethetetlens¶eg¶enek akkor is fenn kell ¶allnia, ha a pozit¶³v ¶es negat¶³v
kimenetelek ar¶anya azonosan egy.
2.7. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer kÄozÄombÄos6 (neutral),
ha minden (N;R) 2 RN szab¶alyos rangsorol¶asi probl¶em¶ara ¶es olyan Q 2
IRn£n szimmetrikus m¶atrixra, amelynek minden diagon¶alis eleme 0 ¶es (N;R+
Q) 2 RN is rangsorol¶asi probl¶ema, fi(R) = 1=n fenn¶all¶asakor fi(R+Q) =
1=n (Slutzki ¶es Volij, 2006).
Vagyis, ha egy szab¶alyos feladatban az alternat¶³v¶ak ¶ert¶ekel¶ese teljesen
azonos, ¶es ezt ¶ugy m¶odos¶³tjuk, hogy az ¶uj Äosszehasonl¶³t¶asoknak minden ob-
jektum ¶eppen a fel¶et nyeri meg, akkor tov¶abbra is egyenl}oen lesznek rang-
sorolva.
2.1. ¶All¶³t¶as. Egy f : RN ! IRn pontoz¶asi m¶odszer akkor ¶es csak akkor
er}osen egys¶eges, ha egys¶eges ¶es kÄozÄombÄos (Slutzki ¶es Volij, 2006).
6A neutral kifejez¶es szok¶asos magyar ford¶³t¶asa semleges. Itt az¶ert nem ezt haszn¶alom,
mert a rangsorol¶asi irodalomban sz¶amos m¶as helyen kÄulÄonbÄoz}o jelent¶essel jelenik meg ez
a fogalom (Chebotarev ¶es Shamis, 1999), ¶es a magyarul c¶elszer}unek tartottam elt¶er}oen
elnevezni ezeket.
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2.8. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer gyeng¶en addit¶³v
(weakly additive), ha minden (N;R) 2 RN szab¶alyos rangsorol¶asi probl¶em¶ara
¶es olyan Q szimmetrikus m¶atrixra, amelynek minden diagon¶alis eleme 0 ¶es
(N;R + Q) 2 RN is rangsorol¶asi probl¶ema, fi(R) ¶es (ri¤) ar¶anyoss¶ag¶ab¶ol
[fi(R) / (ri¤)] kÄovetkezik fi(R+Q) ¶es (ri¤+ qi¤) ar¶anyoss¶aga [fi(R+Q) /
(ri¤ + qi¤)] (Slutzki ¶es Volij, 2006).
A gyenge additivit¶as szerint, ha egy szab¶alyos rangsorol¶asi probl¶em¶aban
az alternat¶³v¶ak ¶ert¶ekel¶ese a gy}ozelmeik sz¶am¶aval azonos, ¶es n¶eh¶any p¶aros¶³-
t¶asban ¶uj, dÄontetlen kimenetel}u m¶erk}oz¶eseket j¶atszanak le, akkor azok relat¶³v
viszony¶at tov¶abbra is a gy}ozelmek ar¶anya hat¶arozza meg.
2.9. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer invari¶ans a referencia
intenzit¶asra (invariant to reference intensity), ha minden (N;R) 2 RN rang-
sorol¶asi probl¶em¶ara ¶es ¤ 2 IRn£n pozit¶³v diagon¶alis elemekkel rendelkez}o
diagon¶alis m¶atrixra f(R) = f(R¤) (Slutzki ¶es Volij, 2006).
A referencia intenzit¶asra val¶o invariancia ¶ertelm¶eben az objektumok vere-
s¶egeinek ar¶anyos (de a vizsg¶alt alternat¶³v¶at¶ol fÄugg}o) v¶altoztat¶asa nem befo-
ly¶asolja azok sorrendj¶et. P¶eld¶aul weblapok rangsora nem v¶altozik, amennyi-
ben valamelyik oldal az Äosszes, ¶altala megadott referencia sz¶am¶at konstans-
szoros¶ara v¶altoztatja.
2.10. De¯n¶³ci¶o. Egy f : RN ! IRn pontoz¶asi m¶odszer ford¶³tottan ar¶anyos
a veres¶egekkel (inversely proportional to losses), ha minden (N;R) 2 RN
kiegyens¶ulyozott rangsorol¶asi probl¶em¶ara ¶es ¤ 2 IRn£n pozit¶³v diagon¶alis
elemekkel rendelkez}o diagon¶alis m¶atrixra fi(R¤)=fj(R¤) = ¸jj=¸ii minden
Xi;Xj 2 N eset¶en (Slutzki ¶es Volij, 2006).
A veres¶egekkel val¶o ford¶³tott ar¶anyoss¶ag azt kÄoveteli meg, hogy egy, az
alternat¶³v¶ak kÄozÄotti sorrend meghat¶aroz¶as¶ara alkalmatlan kiegyens¶ulyozott
rangsorol¶asi probl¶em¶aban a veres¶egek sz¶am¶at konstansszoros¶ara v¶altoztatva
az objektumok ¶ert¶ekel¶ese ezzel ford¶³tott ar¶anyban v¶altozik. Egyetlen pon-
toz¶asi elj¶ar¶as sem lehet egyszerre invari¶ans a referencia intenzit¶asra ¶es for-
d¶³tottan ar¶anyos a veres¶egekkel, hiszen a veres¶egek sz¶am¶anak ar¶anyos m¶o-
dos¶³t¶asa elt¶er}o kÄovetkezm¶enyekkel j¶ar a k¶et tulajdons¶ag eset¶en, b¶ar ut¶obbi
felt¶etelei szigor¶ubbak.
2.3.3 Az ¶ertelmez¶esi tartom¶anyt kiterjeszt}o tulajdons¶agok
A kÄovetkez}o tulajdons¶agok lehet}ov¶e teszik az irreducibilis p¶aros Äosszeha-
sonl¶³t¶asi m¶atrixot eredm¶enyez}o, RN -beli rangsorol¶asi probl¶em¶ak halmaz¶an
¶ertelmezett pontoz¶asi m¶odszerek kiterjeszt¶es¶et a teljes R oszt¶alyra.
Legyen PN az N -en ¶ertelmezett lehets¶eges rangsorok, azaz re°ex¶³v ¶es
tranzit¶³v (de nem felt¶etlenÄul teljes) bin¶aris rel¶aci¶ok halmaza. A rangsorol¶asi
m¶odszer egy º: R! PN fÄuggv¶eny, minden (N;R) 2 R rangsorol¶asi probl¶e-
m¶ahoz egy N -en ¶ertelmezett ºR rangsort rendel. Az egyszer}us¶eg kedv¶e¶ert,
ha ez nem okoz f¶elre¶ert¶est, a feladatra utal¶o R als¶o indexet elhagyjuk. º
egyben meghat¶arozza az al¶abbi rel¶aci¶okat:
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1. Xi Â Xj , azaz Xi jobb Xj -n¶el, ha Xi º Xj ¶es Xj 6º Xi;
2. Xi » Xj , azaz Xi ¶es Xj azonos er}oss¶eg}u, ha Xi º Xj ¶es Xj º Xi;
3. Xi ? Xj , azazXi ¶es Xj nem Äosszehasonl¶³that¶o, ha Xi º Xj ¶es Xj º Xi
egyike sem ¶all fenn.
2.1. Megjegyz¶es. Minden f : R ! IRn pontoz¶asi elj¶ar¶as meghat¶aroz
egy ºf : R ! PN rangsorol¶asi m¶odszert az f(R)i ¸ f(R)j ) Xi ºf Xj
de¯n¶³ci¶oval. A kapott rangsor egy¶ertelm}u ¶es teljes, Xi ?f Xj nem lehets¶eges.
Ar¶anyos pontoz¶asi elj¶ar¶asok ugyanazt a rangsorol¶asi m¶odszert gener¶alj¶ak.
2.11. De¯n¶³ci¶o. Egy º2 PN rangsor egyenletes (°at), ha Xi »Xj minden
Xi;Xj 2 N -re (Slutzki ¶es Volij, 2005).
2.12. De¯n¶³ci¶o. Egy º2 PN rangsor kv¶azi egyenletes (quasi-°at), ha Xi »
Xj vagy Xi ?Xj minden Xi;Xj 2 N -re (Slutzki ¶es Volij, 2005).
2.13. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer domin¶ans (domi-
nant), ha minden (N;R) 2 R rangsorol¶asi probl¶em¶ara ¶es Xi; Xj 2 N objek-
tumra [Xi]! [Xj] eset¶en Xi ºR Xj (Slutzki ¶es Volij, 2005).
Eszerint egy er}osebb lig¶aba tartoz¶o objektum biztosan megel}ozi az Äosszes
gyeng¶ebb lig¶aban szerepl}ot.
2.14. De¯n¶³ci¶o. Egy º: R! PN rangsorol¶asi m¶odszer kv¶azi teljes (quasi-
complete), ha minden (N;R) 2 R rangsorol¶asi probl¶em¶ara ¶es Xi;Xj 2 N
objektumraXi 6! Xj ¶es Xj 6! Xi akkor ¶es csak akkor, ha Xi ?R Xj (Slutzki
¶es Volij, 2005).
Vagyis k¶et objektum pontosan akkor nem hasonl¶³that¶o Äossze, ha k¶et, az
er}osebb rel¶aci¶o szerint egym¶assal kapcsolatban nem ¶all¶o lig¶aban tal¶alhat¶ok.
Amennyiben legal¶abb az egyik kÄozvetve legy}ozte a m¶asikat, m¶ar sorrendbe
kell ¶all¶³tani }oket. A dominancia ¶es a kv¶azi teljess¶eg megkÄovetel¶es¶evel a re-
ducibilit¶as¶ert felel}os lig¶ak rendez¶ese egy¶ertelm}uen elv¶egezhet}o.
A harmadik axi¶oma egy ¶ujabb l¶ep¶est tesz abba az ir¶anyba, hogy mik¶ent
kell rangsorolni egy adott liga szerepl}oit. Egy adott ºR rangsor eset¶en jelÄolje
ºR j [Xi] annak az [Xi] halmazra val¶o sz}uk¶³t¶es¶et.
2.15. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer sz¶etv¶alaszthat¶o
(separability), ha minden (N;R) 2 R rangsorol¶asi probl¶em¶ara ¶es Xi 2 N
objektumra ºR j [Xi] =ºR[Xi] (Slutzki ¶es Volij, 2005).
Teh¶at egyfajta fÄuggetlens¶eget t¶etelezÄunk fel: az adott lig¶aban ¶erv¶enyes
rangsor nem fÄugg a tÄobbi liga l¶et¶et}ol, elhelyezked¶es¶et}ol. Ennek megfelel}oen
egy domin¶ans, kv¶azi teljes ¶es sz¶etv¶alaszthat¶o rangsorol¶asi m¶odszert elegend}o
az irreducibilis rangsorol¶asi probl¶em¶ak R1 oszt¶aly¶an de¯ni¶alni, ezt kÄovet}oen
term¶eszetes m¶odon kiterjeszthet}o a teljes R halmazra (Slutzki ¶es Volij, 2005).
Adott (N;R) 2 R rangsorol¶asi probl¶ema ¶es ¾ : N ! N permut¶aci¶o eset¶en
legyen (N;¾R) az a rangsorol¶asi probl¶ema, melyben (¾R)ij = R¾(i);¾(j).
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2.16. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer n¶evtelen (ano-
nymity), ha minden (N;R) 2 R rangsorol¶asi probl¶em¶ara ¶es ¾ : N ! N
permut¶aci¶ora ¾(i) ºR ¾(j) eset¶en i º¾R j (Slutzki ¶es Volij, 2005).
A n¶evtelens¶eg vagy anonimit¶as a szavaz¶aselm¶eletben gyakran haszn¶alt
tulajdons¶ag, amely azt ¶³rja el}o, hogy a m¶odszer eredm¶enye ne fÄuggjÄon a
szavaz¶ok, alternat¶³v¶ak, j¶at¶ekosok stb. nev¶et}ol.
A kÄovetkez}o axi¶oma k¶et, azonos objektumhalmazzal rendelkez}o probl¶ema
aggreg¶al¶as¶aval kapcsolatos. Az (N;R) ¶es (N;Q) rangsorol¶asi probl¶em¶ak
Äosszeg¶et jelÄolje (N;R+Q).
2.17. De¯n¶³ci¶o. Egy º: R! PN rangsorol¶asi m¶odszer teljes¶³ti kv¶azi egyen-
letess¶eg }orz¶es (quasi-°atness preservation) axi¶om¶at, ha minden (N;R) 2 R
¶es (N;Q) 2 R rangsorol¶asi probl¶em¶ara, ahol ºR kv¶azi egyenletes, ºQ akkor
¶es csak akkor kv¶azi egyenletes, ha ºR+Q kv¶azi egyenletes (Slutzki ¶es Volij,
2005).
Teh¶at, ha k¶et kÄulÄonbÄoz}o probl¶ema egyik¶eben sem tehet}o kÄulÄonbs¶eg az al-
ternat¶³v¶ak kÄozÄott (azaz egyenl}oen rangsoroltak vagy nem Äosszehasonl¶³that¶ok),
akkor ez az aggreg¶alt probl¶em¶ara is igaz. Megford¶³tva, amennyiben legal¶abb
az egyik rangsorol¶asi probl¶em¶aban l¶etezik szigor¶u rel¶aci¶o k¶et objektum kÄozÄott,
akkor ez a kett}o Äosszeg¶ere szint¶en teljesÄulni fog.
Az utols¶o, hatodik tulajdons¶ag m¶ar ismer}os lehet 2.3.2. alfejezetb}ol.
2.18. De¯n¶³ci¶o. Egy º: R ! PN rangsorol¶asi m¶odszer teljes¶³ti negat¶³v
reakci¶o a veres¶egekre (negative responsiveness to losses) axi¶om¶at, ha minden
(N;R) 2 R1 irreducibilis rangsorol¶asi probl¶em¶ara, ahol ºR egyenletes, ¶es
¤ = diag (¸i)i2N diagon¶alis m¶atrixra, ahol (¸i)i2N pozit¶³v ¶es (N;R¤) 2 R,
i ºR¤ j akkor ¶es csak akkor, ha ¸i < ¸j (Slutzki ¶es Volij, 2005).
A negat¶³v reakci¶o alapj¶an, ha egy egyenletes rangsort eredm¶enyez}o p¶aros
Äosszehasonl¶³t¶asi m¶atrixban az alternat¶³v¶ak veres¶egeit egy-egy pozit¶³v kons-
tanssal megszorozzuk, a kialakul¶o sorrendet ford¶³tott ar¶anyoss¶ag r¶ev¶en ennek
nagys¶aga fogja meghat¶arozni. Az Äotlet azon alapul, hogy a m¶odos¶³t¶as nem
befoly¶asolja sem egy objektum gy}ozelmeinek sz¶am¶at, sem pedig veres¶egeinek
eloszl¶as¶at. Azaz, amennyiben a m¶odszer egy adott objektum gy}ozelmeit az
}ot megver}o alternat¶³v¶ak kÄozÄott a veres¶egek ar¶any¶aban osztja sz¶et, akkor az
elszenvedett kudarcok ¸i-vel szorz¶asa nem befoly¶asolja a tÄobbi objektum re-
lat¶³v rangsor¶at. Ennek megfelel}oen csak az Xi objektum relat¶³v poz¶³ci¶oja
v¶altozik, m¶egpedig a szorz¶o konstanssal ford¶³tott ar¶anyban.
2.3.4 Manipul¶aci¶o ¶es megford¶³that¶os¶ag
Sz¶amos olyan helyzet van, ahol a rangsoroland¶o objektumok maguk is k¶epesek
befoly¶asolni a meg¯gyelt eredm¶enyeket. Ilyenkor ¶erdemes megvizsg¶alni, vajon
a rangsorol¶asi m¶odszer t¶enyleg min¶el jobb teljes¶³tm¶eny el¶er¶es¶ere ÄosztÄonzi-e a
r¶esztvev}oket. A sportban p¶eld¶aul szokatlan, ha egy j¶at¶ekos sz¶and¶ekosan vere-
s¶egre j¶atszik; elrettent}o p¶eldak¶ent szolg¶alhat a londoni olimpia n}oi p¶aros tol-
laslabdaversenye (Pauly, 2013). A tudom¶anyos ¶eletben szint¶en nemk¶³v¶anatos
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kÄovetkezm¶enyekkel j¶arhat, amikor egy kutat¶o vagy foly¶oirat a kedvez}obb
tudom¶anymetriai mutat¶ok megszerz¶ese ¶erdek¶eben befoly¶asolni pr¶ob¶alja az
¶altala megadott hivatkoz¶asokat vagy a cikkek terjedelm¶et. Itt is felmerÄult m¶ar
a manipul¶aci¶o gyan¶uja (Smith, 1997). Az Äonhivatkoz¶asokt¶ol eltekintve en-
nek legegyszer}ubb esete, a tov¶abbi, felesleges referenci¶ak elhelyez¶ese, melyek
ut¶olagos ellen}orz¶ese, felÄulvizsg¶alata meglehet}osen neh¶ezkesnek t}unik.
TekintsÄuk azt azR p¶aros Äosszehasonl¶³t¶asi m¶atrixot, ahol rij aXj foly¶oirat
Xi-re val¶o hivatkoz¶asait adja meg (hiszen egy addicion¶alis referencia az Xi
¶ujs¶ag sz¶am¶ara kedvez}o). Az Äonhivatkoz¶asokkal nem foglalkozunk, a m¶atrix
f}o¶atl¶oj¶anak nincs jelent}os¶ege. Azt mondjuk, hogy egy rangsorol¶asi elj¶ar¶as
monoton, ha egy addicion¶alis hivatkoz¶as nem jav¶³tja az ezt megad¶o foly¶oirat
helyez¶es¶et ¶es a m¶asik¶et sem rontja.
2.19. De¯n¶³ci¶o. Legyen (N;R) 2 R ¶es (N;R0) 2 R k¶et rangsorol¶asi
probl¶ema, melyekre r0ij > rij valamely (Xi;Xj) p¶arra, de rk` = r
0
k` minden
(Xk; X`) 6= (Xi;Xj) eset¶en. Egy º: R ! [NµINPN rangsorol¶asi m¶odszer
gyeng¶en (er}osen) monoton, ha minden Xk 2 N -re Xi ºR Xk eset¶en Xi ºR0
Xk (Xi ÂR0 Xk) ¶es minden Xk 2 N-re Xk ºR Xj eset¶en Xk ºR0 Xj
(Xk ÂR0 Xj) (K¶oczy ¶es Strobel, 2010).
Ehhez hasonl¶o monotonit¶asi tulajdons¶agokat m¶ar kor¶abban is megfogal-
maztak, ezek azonban csak az els}o,Xi ºR0 Xk (Xi ÂR0 Xk) rel¶aci¶o fenn¶all¶as¶at
kÄovetelt¶ek meg az Äosszehasonl¶³t¶asok sz¶am¶anak v¶altozatlans¶aga, ¶alland¶o rij+
rji mellett (Rubinstein, 1980; Bouyssou, 1992).
Az ir¶any¶³tott gr¶afok eset¶en term¶eszetes m¶odon merÄul fel az a k¶erd¶es, hogy
mi tÄort¶enik a rangsorral, amikor minden p¶aros Äosszehasonl¶³t¶as ir¶any¶at meg-
ford¶³tjuk. Ekkor ¶erthet}o az al¶abbi felt¶etel megkÄovetel¶ese.
2.20. De¯n¶³ci¶o. Legyen (N;R) egy tetsz}oleges rangsorol¶asi probl¶ema. Egy
º: R ! PN rangsorol¶asi m¶odszer megford¶³that¶o (inversion), ha Xi ºR Xj
fenn¶all¶asakor Xi ¹R> Xj minden Xi;Xj 2 N -re (Chebotarev ¶es Shamis,
1998).
Teh¶at az Äosszes eredm¶eny megford¶³t¶as¶aval az alternat¶³v¶ak sorrendje pon-
tosan az ellenkez}oj¶ere v¶altozik. Chebotarev (1994, Property 7) ezt az axi¶om¶at
n¶emileg er}osebb form¶aban, pontoz¶asi elj¶ar¶asokra megfogalmazva, transzpo-
n¶alhat¶os¶ag (transposability) n¶even vezeti be.
A megford¶³that¶os¶ag r¶ev¶en megadhat¶o egy tetsz}oleges pontoz¶asi m¶odszer
p¶arja, amit a line¶aris programoz¶as anal¶ogi¶aj¶ara, Slutzki ¶es Volij (2005) nyo-
m¶an, az elj¶ar¶as du¶alj¶anak nevezÄunk.
2.21. De¯n¶³ci¶o. Egy tetsz}oleges f : R ! IRn pontoz¶asi elj¶ar¶as du¶al ja az
a g : R ! IRn pontoz¶asi m¶odszer, amire g(R)i = f(R>)i minden R 2 R
eset¶en.
Egy pontoz¶asi elj¶ar¶as du¶alj¶anak du¶alja ¶eppen az eredeti m¶odszer.
2.2. Megjegyz¶es. A g fÄuggv¶eny szempontj¶ab¶ol a kisebb ¶ert¶ek a kedvez}obb,
ez¶ert az ¶altala meghat¶arozott ºg : R ! PN rangsorol¶asi m¶odszer: g(R)i ·
g(R)j ) Xi ºg Xj .
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Vagyis egy pontoz¶asi elj¶ar¶as ¶altal meghat¶arozott ºf rangsorol¶asi m¶odszer
eset¶en ¶ertelmezhetjÄuk ennek ºg du¶alj¶at is.
2.1. KÄovetkezm¶eny. Egy f : R ! IRn pontoz¶asi elj¶ar¶as ¶altal gener¶alt
ºf : R ! PN rangsorol¶asi m¶odszer akkor ¶es csak akkor megford¶³that¶o, ha
minden (N;R) 2 R eset¶en a g : R! IRn du¶al pontoz¶asi elj¶ar¶as ¶altal gener¶alt
ºg: R! PN rangsorol¶asi m¶odszerrel azonos eredm¶enyt ad.
2.2. ¶All¶³t¶as. Az ºf : R ! PN rangsorol¶asi elj¶ar¶as akkor ¶es csak akkor
megford¶³that¶o, ha ºg: R! IRn du¶al megfelel}oje is az.
Bizony¶³t¶as. Ha ºf megford¶³that¶o, akkor Xi º
f
R Xj ) Xj ¹
f
R> Xi,
azaz f(R)i ¸ f(R)j ) f(R>)i · f(R>)j minden Xi;Xj 2 N ¶es R 2 R
mellett. Mivel f(R)i ¸ f(R)j , g(R)i · g(R)j ¶es f(R>)i · f(R>)j ,
g(R>)i ¸ g(R>)j, valamint g(R)i · g(R)j ) Xi ºg Xj, ebb}ol ¶eppen a
k¶³v¶ant Xi º
g
R Xj ) Xj ¹
g
R>
Xi implik¶aci¶o ad¶odik minden Xi; Xj 2 N ¶es
R 2 R eset¶en. A m¶asik ir¶any abb¶ol kÄovetkezik, hogy a du¶al du¶alja az eredeti
m¶odszer. 2
Egy pontoz¶asi elj¶ar¶as ¶altal gener¶alt rangsorol¶asi m¶odszer monotonit¶asa
kapcsolatba hozhat¶o annak du¶alis¶aval, ahogy azt az al¶abbi eredm¶eny szem-
l¶elteti.
2.3. ¶All¶³t¶as. Egy ºf : R ! PN megford¶³that¶o rangsorol¶asi elj¶ar¶as akkor ¶es
csak akkor gyeng¶en (er}osen) monoton, ha ºg: R! [NµINPN du¶al megfele-
l}oje is az.
Bizony¶³t¶as. A 2.1. kÄovetkezm¶enyb}ol ad¶odik. A bizony¶³t¶asban kulcsszere-
pet j¶atszik ºf megford¶³that¶os¶aga, mert ez garant¶alja az
³
Xi º
g
R Xk , Xi º
f
R Xk
´
)
³
Xi ¹
f
R> Xk , Xi ¹
g
R Xk
´
¶es a tÄobbi, hasonl¶o jelleg}u implik¶aci¶o fenn¶all¶as¶at. 2
2.3.5 ÄOnkonzisztens monotonit¶as
Az Äonkonzisztens monotonit¶as (self-consistent monotonicity) (Chebotarev ¶es
Shamis, 1997) azt kÄoveteli meg, hogy a rangsorban a nem rosszabb alter-
nat¶³v¶ak ne h¶atr¶ebb, a biztosan jobbak pedig szigor¶uan el}or¶ebb kerÄuljenek.
Mikor lehet k¶et objektum kÄozÄott ilyen kapcsolatot tal¶alni? El}oszÄor is, a velÄuk
Äosszehasonl¶³tott objektumok erej¶et kell Äosszevetni, amit ¶eppen a vizsg¶alt
rangsorol¶asi m¶odszer biztos¶³t (erre utal az Äonkonzisztens elnevez¶es). M¶asr¶eszt,
az egyik objektum akkor lesz legal¶abb olyan j¶o, mint a m¶asik, ha nem rosz-
szabb ellenfelei ellen legal¶abb olyan eredm¶enyes volt, mint a m¶asik. El}o-
fordulhat, hogy ellenfeleik egym¶assal val¶o Äosszehasonl¶³t¶asa nem szÄuks¶eges,
mert a p¶aros Äosszehasonl¶³t¶as kimenetele valamelyik extr¶emumot veszi fel,
azaz rij > 0 ¶es rji = 0 vagy ford¶³tva.
A kÄorÄulm¶enyes form¶alis de¯n¶³ci¶o helyett a r¶eszletek ir¶ant ¶erdekl}od}o olvas¶o
¯gyelm¶ebe aj¶anljuk a Chebotarev ¶es Shamis (1999) ¶es a Gonz¶alez-D¶³az et al.
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(2014) cikkeket. Csat¶o (2013c) magyar nyelven, r¶eszletesen t¶argyalja ezt
az axi¶om¶at. Az al¶abbi p¶elda illusztr¶alja az Äonkonzisztens monotonit¶as ¶altal
el}o¶³rt felt¶eteleket.
2.2. P¶elda (Chebotarev ¶es Shamis, 1999). A feladat jobb ¶attekinthet}os¶ege
¶erdek¶eben c¶elszer}u az eredm¶enyek vizu¶alis megjelen¶³t¶ese; az 1. ¶abr¶an sze-
repl}o gr¶afban az ir¶any¶³tott ¶elek a gy}oztest}ol a vesztes fel¶e haladnak. Ezt a
megold¶ast a k¶es}obbiekben is haszn¶alni fogjuk.
1. ¶abra. A 2.2. p¶elda rangsorol¶asi probl¶em¶aja
Az Äonkonzisztens monotonit¶as ¶altal megkÄovetelt n¶eh¶any felt¶etel:
1. X6 ºX7 ) X2 ºX3 ¶es X7 º X6 ) X3 º X2
X2 ¶es X3 egyar¶ant kikapott X1-t}ol, ¶es azonos m¶ert¶ekben gy}ozte le X6-
ot, illetveX7-et. Ez azt jelenti, hogy az ut¶obbi objektump¶ar rangsorbeli
viszonya egy¶ertelm}uen eldÄonti az el}obbi¶et.
2. X6 ºX7 ) X4 ÂX5
X4-nek k¶et legal¶abb olyan er}os ellenfele volt, mint X5-nek, mindket-
ten veres¶eget szenvedtek X1-t}ol, X4 viszont nem gyeng¶ebb alternat¶³v¶at
gy}ozÄott le, emellett X5-Äot is megverte.
3. (X2 º X3 ¶es X4 ºX5)) X6 º X7
X6 ¶es X7 egyar¶ant legy}ozte X1-et, ¶es kikaptak m¶asik k¶et objektumt¶ol,
ezek azonban X6 eset¶en (X2 ¶es X4) legal¶abb olyan er}osek voltak, mint
X7-n¶el (X3 ¶es X5).
4. A fenti implik¶aci¶ok szigor¶u form¶aban is fel¶³rhat¶ok:
X6 ÂX7 ) X2 ÂX3 ¶es X7 Â X6 ) X3 Â X2
(X2 º X3 ¶es X4 ÂX5)) X6 ÂX7
(X2 Â X3 ¶es X4 ºX5)) X6 ÂX7.
Vagyis X6 » X7, ez¶ert X2 »X3 sem lehets¶eges, mert X6 » X7 ) (X2 »
X3 ¶es X4 Â X5) ) X6 Â X7, ami ellentmond¶as. Az Äonkonzisztens mono-
tonit¶as ugyanakkor nem mond semmit X2 ¶es X3, X6 ¶es X7, vagy X2 ¶es X6
viszony¶ar¶ol, j¶ollehet ¶ugy ¶erezzÄuk, a X6 Â X7 sorrend logikusabbnak t}unik.
 
 
 
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Ennek oka, hogy a gr¶af k¶et izomorf r¶eszre bonthat¶o az fX1;X2;X4; X6g,
illetve fX1;X3; X5;X7g cs¶ucsokkal ¶es a kÄoztÄuk lev}o ¶elekkel, amib}ol csak
a X4 ! X5 ir¶any¶³tott ¶el marad ki, ez pedig az els}o r¶eszgr¶af, illetve az
egym¶asnak megfelel}o poz¶³ci¶oj¶u objektumok fÄol¶eny¶et (X2 Â X3, X4 Â X5
¶es X6 ÂX7) sugallja.
3 N¶eh¶any pontoz¶asi elj¶ar¶as
3.1 Axiomatikus szempont¶u ¶attekint¶es
A 2.2. alfejezetben felsorolt ¶ervek alapj¶an Bouyssou (2004) tanulm¶any¶anak
v¶eg¶en azt aj¶anlja, ¶erdemes lenne elkezdeni a pontoz¶asi m¶odszerek alapos vizs-
g¶alat¶at. Az ez ir¶any¶u kutat¶asok egyel}ore kezdeti szakaszban vannak, semmi-
k¶eppen sem tekinthet}ok lez¶artnak. Leg¶³g¶eretesebbnek egyfajta axiomatikus
megkÄozel¶³t¶es alkalmaz¶asa t}unik: n¶eh¶any k¶³v¶anatos vagy elv¶art tulajdons¶ag
de¯ni¶al¶as¶aval j¶ol l¶athat¶ov¶a v¶alnak azok ellentmond¶asai, kÄolcsÄonÄos kapcsola-
tai, illetve az egyes m¶odszerek elt¶er¶esei. Ez hasonl¶³t a kooperat¶³v j¶at¶ekelm¶elet
eloszt¶asi koncepci¶oi eset¶en kÄovetett megkÄozel¶³t¶eshez: a 2012-ben kÄozgazdas¶a-
gi Nobel-d¶³jat nyert Lloyd S. Shapley nev¶ehez f}uz}od}o Shapley-¶ert¶ekre (Shap-
ley, 1953) m¶ar sz¶amos axiomatiz¶aci¶o szÄuletett, nem is eml¶³tve a kÄulÄonbÄoz}o
j¶at¶ekoszt¶alyokon meg¯gyelhet}o elt¶er¶eseket (Pint¶er, 2009).
Az els}o, kÄozvetlenÄul ad¶od¶o megold¶asi lehet}os¶eg a sorÄosszegek alapj¶an tÄor-
t¶en}o rangsorol¶as (Borda, 1781; Copeland, 1951). A m¶odszert Rubinstein
(1980) karakteriz¶alta bajnoks¶agokban (tournament), ahol minden Äosszeha-
sonl¶³t¶as kimenetele ismert ¶es az egyik alternat¶³va egy¶ertelm}uen jobbnak bi-
zonyult a m¶asikn¶al, nincsenek dÄontetlenek vagy elt¶er}o preferenciaintenzit¶a-
sok. Amennyiben az Äosszehasonl¶³t¶asok sz¶ama minden (Xi; Xj) alternat¶³va-
p¶ar eset¶en azonos, azaz rij + rji = rk` + r`k tetsz}oleges Xi; Xj ;Xk;X` 2 N
objektumn¶egyes mellett, akkor kÄorm¶erk}oz¶eses (round-robin) probl¶em¶ar¶ol be-
sz¶elhetÄunk. A szavaz¶asi modellekkel foglalkoz¶o irodalomban legal¶abb h¶arom
axiomatiz¶aci¶o l¶etezik a sorÄosszeg m¶odszerre ebben az esetben (Young, 1974;
Hansson ¶es Sahlquist, 1976; Nitzan ¶es Rubinstein, 1981; Bouyssou, 1992).
Ezek az itt t¶argyalt ¶altal¶anos esetben nem ¶erv¶enyesek, r¶aad¶asul hi¶anyz¶o ¶es
tÄobbszÄorÄos Äosszehasonl¶³t¶asok mellett alkalmaz¶asa er}osen vitathat¶o (Gonz¶alez-
D¶³az et al. 2014) de p¶eld¶aul a hi¶anyz¶o Äosszehasonl¶³t¶asok dÄontetlenk¶ent val¶o
kezel¶es¶evel ez a neh¶ezs¶eg elvileg feloldhat¶o (Telcs et al., 2013). Ezzel azonban
elt¶erÄunk az eredeti feladatt¶ol, ¶³gy kÄulÄonbÄoz}o megold¶asokat kaphatunk.
A p¶aros Äosszehasonl¶³t¶asi m¶atrix bizonyos transzform¶altjain ¶es a Perron-
Frobenius t¶etelen (mely szerint egy nemnegat¶³v, val¶os, n¶egyzetes ¶es irre-
ducibilis m¶atrixban a domin¶ans saj¶at¶ert¶ekhez tartozik az egyetlen, szigor¶uan
pozit¶³v saj¶atvektor) alapul az invari¶ans ¶es a fair bets (Daniels, 1969; Moon ¶es
Pullman, 1970), vagy az el}obbi egy perturb¶alt v¶altozat¶anak megfelel}o Page-
Rank m¶odszer (Brin ¶es Page, 1998). Ezeket az elj¶ar¶asokat, valamint Slutzki
¶es Volij (2005) ¶es Slutzki ¶es Volij (2006) karakteriz¶aci¶oit r¶eszletesen bemu-
tatjuk a 3.2. ¶es a 3.3. szakaszban, az invari¶ans m¶odszer gr¶afelm¶eleti, ordin¶alis
tulajdons¶agokon alapul¶o axiomatiz¶aci¶oj¶aval (Altman ¶es Tennenholtz, 2005)
170 Csat¶o L¶aszl¶o
azonban nem foglalkozunk.
A j¶at¶ekelm¶eleti irodalomban hasonl¶o feladatk¶ent merÄul fel egy ir¶any¶³tott
gr¶af cs¶ucsainak rangsorol¶asa. Ebben a kÄornyezetben kÄonnyen ¶erthet}o a lok¶alis
¶es glob¶alis pontoz¶asi elj¶ar¶asok megkÄulÄonbÄoztet¶ese: el}obbiek az ir¶any¶³tott gr¶af
helyi strukt¶ur¶aj¶at vizsg¶alj¶ak (a cs¶ucsok ¶ert¶ekel¶es¶en¶el csak azok kÄozvetlen
kapcsolatait, a bemen}o ¶es kimen}o ¶elek sz¶am¶at veszik ¯gyelembe), ut¶obbiak
viszont az eg¶esz gr¶afot tekintik (Herings et al., 2005). Ez egy¶uttal egy j¶ol
ismert axi¶oma, az irrelev¶ans Äosszehasonl¶³t¶asokt¶ol val¶o fÄuggetlens¶eg megjele-
n¶es¶et induk¶alja (Rubinstein, 1980; Gonz¶alez-D¶³az et al., 2014). Rubinstein
(1980) eredm¶eny¶enek ¶altal¶anos¶³t¶as¶ara van den Brink ¶es Gilles (2003) tanul-
m¶anya tett k¶³s¶erletet. A sz¶amos megold¶asi javaslat kÄozÄul ¶erdemes megeml¶³teni
az invari¶ans ¶es fair bets m¶odszerekkel szoros kapcsolatban ¶all¶o ¸ elj¶ar¶ast
(Borm et al., 2002), ¶es a poz¶³ci¶os er}ot (positional power) (Herings et al.,
2005); ezeket a 3.4.1. ¶es a 3.4.2. alfejezetekben t¶argyaljuk.
A kÄulÄonbÄoz}o pontoz¶asi elj¶ar¶asokra de¯ni¶al¶asa mellett viszonylag kevesebb
az egyszerre tÄobb m¶odszert axiomatikus megkÄozel¶³t¶essel vizsg¶al¶o munka.
Laslier (1997), a lehets¶eges karakteriz¶aci¶okra is kit¶erve, sz¶amos megold¶asi
koncepci¶ot r¶eszletesen elemez, ugyanakkor vizsg¶alat¶at kÄorm¶erk}oz¶eses bajnok-
s¶agokra korl¶atozza, ez¶ert jelen cikk szempontj¶ab¶ol kev¶esb¶e relev¶ans. Chebo-
tarev ¶es Shamis (1998) cikke kiv¶al¶o ¶attekint¶est ny¶ujt az ismert axioma-
tiz¶aci¶okr¶ol, tÄobb szempont szerint csoportos¶³tja az ezekhez szÄuks¶eges tulaj-
dons¶agokat (Äosszesen tÄobb mint 40 m¶odszert t¶argyal). Altman ¶es Tennenholtz
(2008) pedig bel¶atja, hogy az ir¶any¶³tott gr¶afokra nem l¶etezik olyan pontoz¶asi
elj¶ar¶as, amely egyszerre rendelkezne j¶o lok¶alis ¶es glob¶alis tulajdons¶agokkal.
Chebotarev ¶es Shamis (1999) az Äonkonzisztens monotonit¶as (Chebotarev
¶es Shamis, 1997) szempontj¶ab¶ol vizsg¶alja a pontoz¶asi elj¶ar¶asok k¶et oszt¶aly¶at,
bizony¶³tva, hogy minden gy}ozelem-veres¶eg kombin¶al¶as¶an (win-loss combin-
ing) alapul¶o elj¶ar¶as megs¶erti azt. Ebbe a csoportba tartozik az invari¶ans
¶es fair bets elj¶ar¶as, illetve a j¶at¶ekelm¶eleti irodalomban haszn¶alt m¶odszerek
tÄobbs¶ege. Ugyanakkor tal¶alhat¶o n¶eh¶any olyan, gy}ozelem-veres¶eg egyes¶³t}o
(win-loss unifying) elj¶ar¶as, amely teljes¶³ti ezt a felt¶etelt. KÄozÄulÄuk kiemelkedik
az egyik klasszikus m¶odszer, a maximum likelihood (Zermelo, 1929; Bradley
¶es Terry, 1952). Az elj¶ar¶as sz¶eles kÄorben ismert ¶es elterjedt, az¶ota is szÄuletnek
ezzel kapcsolatos ¶uj eredm¶enyek: Conner ¶es Grant (2000) a m¶odszer kiter-
jeszt¶es¶ere tesz k¶³s¶erletet, m¶³g Conner ¶es Grant (2009) egy ¶uj monotonit¶asi
tulajdons¶agr¶ol mutatja meg, hogy az ¶altal¶anos¶³tott elj¶ar¶as teljes¶³ti azt.
Az axiomatikus megkÄozel¶³t¶es a pontoz¶asi elj¶ar¶asok ¶altal meghat¶arozott
rangsorol¶asi m¶odszerek Äosszehasonl¶³t¶as¶ara is alkalmazhat¶o (Gonz¶alez-D¶³az
et al., 2014). Az eredm¶enyek alapj¶an kiemelked}oen teljes¶³t a Zermelo-f¶ele
maximum likelihood, amely azonban egy bonyolult nemline¶aris egyenletrend-
szer megold¶as¶at k¶³v¶anja, ez¶ert sz¶am¶³t¶asi szempontb¶ol nem tekinthet}o tÄok¶eletes
v¶alaszt¶asnak. Egy m¶asik, elm¶eleti szempontb¶ol vonz¶o elj¶ar¶as az ¶altal¶anos¶³tott
sorÄosszeg (generalized row sum) m¶odszer (Chebotarev, 1989, 1994). Ez pon-
toz¶asi elj¶ar¶asok egy olyan parametrikus csal¶adja, mely egyik hat¶ar¶ert¶ekk¶ent a
sorÄosszeget, m¶asikk¶ent pedig a legkisebb n¶egyzetek (least squares) m¶odszer¶et
(Horst, 1932; Mosteller, 1951; Morrissey, 1955; Gulliksen, 1956; Kaiser ¶es
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Serlin, 1978) adja. Kisz¶am¶³t¶asa egy line¶aris egyenletrendszer megold¶as¶aval
tÄort¶enik, ennek kÄoszÄonhet}oen bizonyos esetekben egy megfelel}oen v¶alasztott
gr¶afon is ¶ertelmezhet}o (Shamis, 1994).
B¶ar a legkisebb n¶egyzetek m¶odszere szint¶en megs¶erti az Äonkonzisztens
monotonit¶as axi¶om¶aj¶at, egyszer}us¶ege ok¶an m¶egis sz¶eles kÄorben haszn¶alj¶ak.
Bel¶athat¶o, hogy az elj¶ar¶as ekvivalens a nem teljesen kitÄoltÄott p¶aros Äossze-
hasonl¶³t¶as m¶atrixok eset¶en alkalmazott LLSM m¶odszerrel (Boz¶oki et al.,
2010; Csat¶o, 2012), illetve a statisztik¶aban haszn¶alt EKS-elj¶ar¶assal.7 ¶Ugy
t}unik, a p¶arhuzamosan foly¶o kutat¶asok eddig nem nagyon ismert¶ek fel ezt az
azonoss¶agot, a megold¶as egy¶ertelm}us¶eg¶enek k¶et fÄuggetlen bizony¶³t¶asa is l¶ete-
zik (Kaiser ¶es Serlin, 1978; Boz¶oki et al., 2010). Ez azonban egy¶altal¶an nem
tekinthet}o rendk¶³vÄulinek. Az invari¶ans m¶odszer legal¶abb h¶arom kÄulÄonbÄoz}o
alkalommal kerÄult bevezet¶esre (Daniels, 1969; Moon ¶es Pullman, 1970; Pin-
ski ¶es Narin, 1976), a maximum likelihood eset¶en ugyancsak k¶et alapm}uvet
szok¶as eml¶³teni (Zermelo, 1929; Bradley ¶es Terry, 1952). K¶oczy ¶es Nichifor
(2013) sem eml¶³ti, hogy az invari¶ans m¶odszer hib¶ainak korrig¶al¶as¶ara javasolt
elj¶ar¶as azonos a kor¶abbr¶ol ismert fair bets m¶odszerrel, ¶³gy a szerz}ok val¶osz¶³-
n}us¶³thet}oen m¶as ¶uton jutottak erre a kÄovetkeztet¶esre. Hasonl¶o esetek m¶as tu-
dom¶anyterÄuleten sem ismeretlenek: a stabil h¶azass¶ag probl¶ema megold¶as¶ara
szolg¶al¶o Gale-Shapley algoritmust (Gale ¶es Shapley, 1962) a gyakorlati fel-
haszn¶al¶ok m¶ar a m¶odszer publik¶al¶asa el}ott felfedezt¶ek.
A kÄozelm¶ultban { Gonz¶alez-D¶³az et al. (2014) ¶uttÄor}o tanulm¶any¶at¶ol elte-
kintve { a legkisebb n¶egyzetek m¶odszere m¶egis viszonylag kev¶es ¯gyelmet ka-
pott, holott az ¶altal¶anos¶³tott sorÄosszeg m¶odszerrel val¶o szoros kapcsolata azt
sugallja, kedvez}o axiomatikus tulajdons¶agokkal b¶³rhat. KÄozeli rokons¶agban
van a j¶at¶ekelm¶eleti poz¶³ci¶os er}o fogalm¶aval is, emellett a sz¶am¶³t¶as menete, a
PageRank m¶odszerhez hasonl¶oan, szeml¶eletesen ¶ertelmezhet}o gr¶afokon (Csa-
t¶o, 2013b).
T¶em¶ank r¶eszben ¶erintkezik a tudom¶anymetri¶aban haszn¶alt elj¶ar¶asok iro-
dalm¶aval, noha Slutzki ¶es Volij (2006), illetve Gonz¶alez-D¶³az et al. (2014)
¶ovatoss¶agra int az eredm¶enyek egym¶asra tÄort¶en}o ¶atvihet}os¶ege tekintet¶eben
(l¶asd a 3.2.1. szakasz utols¶o bekezd¶es¶et). Mindenesetre ¶erdemes eml¶³t¶est tenni
Palacios-Huerta ¶es Volij (2004) karakteriz¶aci¶os eredm¶enyeir}ol, illetve K¶oczy
¶es Strobel (2010) axiomatikus t¶argyal¶as¶ar¶ol; az ut¶obbi ¶altal bevezetett egyik
tulajdons¶agot, a monotonit¶ast mi is haszn¶alni fogjuk.
3.2 Az invari¶ans ¶es fair bets m¶odszerek
3.2.1 Az elj¶ar¶asok matematikai h¶attere
JelÄolje az R p¶aros Äosszehasonl¶³t¶asi m¶atrix
P
j rij sorÄosszegeit ¶es
P
i rij osz-
lopÄosszegeit, vagyis az j objektum gy}ozelmeinek, illetve veres¶egeinek sz¶am¶at,
ri¤ ¶es r¤j . Legyen C az oszlopÄosszegekb}ol k¶epzett diagon¶alis m¶atrix.
3.1. De¯n¶³ci¶o. Az I(R) invari¶ans m¶odszer (Daniels, 1969; Moon ¶es Pull-
7Ut¶obbir¶ol b}ovebben a 4. fejezetben olvashatunk.
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man, 1970; Pinski ¶es Narin, 1976) a
vi =
nX
j=1
rij
r¤j
vj minden Xi 2 N -re;
m¶atrixjelÄol¶esekkel v = RC¡1v egyenletrendszer (irreducibilis R m¶atrix mel-
lett normaliz¶al¶ast¶ol eltekintve egy¶ertelm}u) I(R) = v megold¶asa.
3.2. De¯n¶³ci¶o. Az F (R) fair bets m¶odszer (Daniels, 1969; Moon ¶es Pull-
man, 1970) a
nX
j=1
rjivi =
nX
j=1
rijvj ; vagy vi =
nX
j=1
rij
r¤i
vj minden Xi 2 N-re;
azaz a Cv = Rv egyenletrendszer (irreducibilis R m¶atrix eset¶en normaliz¶a-
l¶ast¶ol eltekintve egy¶ertelm}u) F (R) = v megold¶asa.
L¶athat¶o, hogy mindkett}on¶el szÄuks¶eg van a v¶egs}o vi s¶ulyok normaliz¶al¶as¶ara,
erre leggyakoribb a
Pn
i=1 vi = 1 v¶alaszt¶as. Tetsz}oleges (N;R) rangsorol¶asi
probl¶em¶ara I(R) / CF (R), vagyis a k¶et vektor az alternat¶³v¶ak ugyanazon
sorrendj¶et eredm¶enyezi. Irreducibilis R mellett mindk¶et vektor pozit¶³v, I(R)
az RC¡1, m¶³g F (R) a C¡1R m¶atrix 1 saj¶at¶ert¶ek¶ehez tartoz¶o jobboldali
saj¶atvektor.
A fair bets m¶odszer neve a kÄovetkez}o megfontol¶asb¶ol ad¶odik. A v =
(v1; v2; . . . ; vn) ¶ert¶ekeket tekintsÄuk fogad¶asi t¶etek egy sorozat¶anak ¶ugy, hogy
az Xi alternat¶³v¶ara kÄotÄott fogad¶as eset¶en vj Äosszeg nyerhet}o, amennyiben Xi
legy}ozi Xj -t, ¶es vi Äosszeget kell ¯zetni akkor, ha Xi veres¶eget szenved Xj -t}ol
(teh¶at ez ut¶obbi fÄuggetlen a gy}oztes kil¶et¶et}ol). Ekkor az F (R) vektorral a
fogad¶as igazs¶agos, mert a v¶arhat¶o
Pn
j=1 rjivi ki¯zet¶es pontosan megegyezik
a v¶arhat¶o
Pn
j=1 rijvj vesztes¶eggel. Az invari¶ans m¶odszer eset¶en pedig vi az
az Äosszeg, amit ez az igazs¶agos fogad¶as ¯zet az Xi alternat¶³va gy}ozelmekor.
Tov¶abbi interpret¶aci¶ok tal¶alhat¶ok a Chebotarev ¶es Shamis (1999), illetve a
Slutzki ¶es Volij (2006) tanulm¶anyokban.
¶Erdemes m¶as szempontb¶ol is megvizsg¶alni a k¶et elj¶ar¶ast. Az invari¶ans
m¶odszern¶el az Xi alternat¶³va vi pontsz¶ama att¶ol fÄugg, mennyi juttat¶ast (p¶el-
d¶aul hivatkoz¶ast) kap a tÄobbit}ol. Ez weblapok, cikkek rangsorol¶as¶an¶al lehet
el}onyÄos, ahol a referenci¶ak megad¶asa ingyen van: ha egy foly¶oirat tÄobbet
hivatkozik egy m¶asikra, a r¶a val¶o hivatkoz¶asok sz¶ama nem csÄokken. Ezzel
szemben a fair betsn¶el az objektumok gy}ozelmeinek ¶es veres¶egeinek sz¶ama
kiegyens¶ulyozott, mint egy sportbajnoks¶agban, ahol a kett}o egym¶ast kiz¶ar¶o
lehet}os¶eg.
Ennek megfelel}oen Slutzki ¶es Volij (2006) az invari¶ans m¶odszer alkalma-
z¶as¶at aj¶anlja foly¶oiratok, weblapok ¶es cikkek rangsorol¶as¶an¶al (gyakorlatilag
a tudom¶anymetri¶aban), mivel ¶³gy az ¶ert¶ekel¶es csak az adott objektumra vo-
natkoz¶o hivatkoz¶asok sz¶am¶at¶ol fÄugg, tov¶abbi referenci¶ak megad¶asa nem ¶erinti
negat¶³van azt. Az Xi alternat¶³va Xj -vel szembeni jobb teljes¶³tm¶enye, azaz
rij nÄoveked¶ese biztosan kedvez}o Xi sz¶am¶ara, azonban a tudom¶anymetri¶aban,
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ahol ez a Xj ¶altal adott, Xi-re vonatkoz¶o hivatkoz¶asok sz¶am¶anak nÄoveked¶es¶et
jelenti, nem felt¶etlenÄul ¶erinti h¶atr¶anyosan Xj -t (Gonz¶alez-D¶³az et al., 2014).
Ezzel szemben a K¶oczy ¶es Nichifor (2013) ¶altal { tÄobbek kÄozÄott az invari¶ans
m¶odszer helyett { javasolt elj¶ar¶as ¶eppen a fair bets-szel azonos, b¶ar ezt a cikk
nem mondja ki.
3.2.2 Karakteriz¶aci¶o irreducibilis esetben
Az el}oz}o alfejezet alapj¶an m¶ar l¶athat¶o, mi¶ert jelent neh¶ezs¶eget a rangsorol¶asi
elj¶ar¶asok kÄozÄotti v¶alaszt¶as. Els}o r¶an¶ez¶esre ugyanis egy¶altal¶an nem vil¶agos,
mi alapj¶an tekinthet}o jobbnak az invari¶ans vagy a fair bets m¶odszer: mind-
kett}o egy-egy igazs¶agoss¶agi koncepci¶ot k¶epvisel, melyek kÄozÄul objekt¶³v szem-
pontb¶ol egyik sem t}unik a m¶asikn¶al rosszabbnak. Ilyen k¶erd¶esek eldÄont¶es¶eben
ny¶ujthat seg¶³t az axiomatikus t¶argyal¶as, melynek sor¶an olyan tulajdons¶agokat
keresÄunk, melyek lesz}uk¶³tik az el}o¶³r¶asuk mellett sz¶oba jÄohet}o elj¶ar¶asok kÄor¶et.
Ez a csÄokken¶es n¶eha olyan m¶ert¶ek}u, hogy v¶egeredm¶enyk¶ent az Äures halmazt
kapjuk, p¶eld¶aul az Arrow-f¶ele lehetetlens¶egi t¶etelben (Arrow, 1951). Opti-
m¶alis esetben ¶eppen egyetlen m¶odszer marad (karakteriz¶aci¶o).
Az invari¶ans ¶es fair bets m¶odszerek karakteriz¶aci¶oj¶aval kapcsolatos els}o
kih¶³v¶as az ¶ertelmez¶esi tartom¶any megv¶alaszt¶asa. A rangsorol¶asi probl¶em¶ak
egy adott oszt¶aly¶an ¶erv¶enyes axiomatiz¶aci¶o nem felt¶etlenÄul igaz egy sz}ukebb
vagy b}ovebb halmazon, a kiv¶alasztott tulajdons¶agok pedig kivezethetnek a
megengedett ¶ertelmez¶esi tartom¶anyb¶ol.
TekintsÄuk az RN halmazt; itt mind az invari¶ans, mind a fair bets m¶odszer
j¶ol de¯ni¶alt. A 2.3.1. szakaszban bemutatott tulajdons¶agok vonatkoz¶as¶aban
a kÄovetkez}oket tudjuk:
3.1. Lemma. Az invari¶ans ¶es a fair bets m¶odszer egys¶eges (Slutzki ¶es Volij,
2006).
3.2. Lemma. A fair bets m¶odszer er}osen egys¶eges (Slutzki ¶es Volij, 2006).
3.1. KÄovetkezm¶eny. A fair bets m¶odszer kÄozÄombÄos (Slutzki ¶es Volij, 2006).
3.3. Lemma. Az invari¶ans m¶odszer gyeng¶en addit¶³v (Slutzki ¶es Volij, 2006).
3.4. Lemma. Az invari¶ans m¶odszer invari¶ans a referencia intenzit¶asra
(Slutzki ¶es Volij, 2006).
3.5. Lemma. A fair bets m¶odszer ford¶³tottan ar¶anyos a veres¶egekkel (Slutzki
¶es Volij, 2006).
A fenti axi¶om¶ak m¶ar elegend}oek ahhoz, hogy mindk¶et elj¶ar¶ast karak-
teriz¶alhassuk. JelÄolje RN (N) a rÄogz¶³tett N alternat¶³vahalmazzal rendelkez}o
irreducibilis rangsorol¶asi probl¶em¶ak halmaz¶at.
3.1. T¶etel. Legyen n ¸ 2. Az invari¶ans m¶odszer az egyetlen olyan R! IRn
pontoz¶asi elj¶ar¶as, ami egys¶eges, gyeng¶en addit¶³v ¶es invari¶ans a referencia
intenzit¶asra (Slutzki ¶es Volij, 2006).
3.2. T¶etel. Legyen n ¸ 2. A fair bets m¶odszer az egyetlen olyan R ! IRn
pontoz¶asi elj¶ar¶as, ami egys¶eges, kÄozÄombÄos ¶es ford¶³tottan ar¶anyos a veres¶egekkel.
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A t¶etelekben szerepl}o h¶arom-h¶arom tulajdons¶ag fÄuggetlen, azaz kÄozÄulÄuk
b¶armely kett}ot kiv¶alasztva tal¶alhat¶o olyan, az invari¶ans, illetve a fair bets
elj¶ar¶ast¶ol kÄulÄonbÄoz}o pontoz¶asi m¶odszer, ami mindkett}ot kiel¶eg¶³ti (¶³gy a har-
madikat ¶ertelemszer}uen megs¶erti).
A fair bets elj¶ar¶asnak l¶etezik egy alternat¶³v karakteriz¶aci¶oja is, melyben az
N alternat¶³vahalmaz nem rÄogz¶³tett. Ez azon alapul, hogy a tÄobb objektum-
mal rendelkez}o rangsorol¶asi probl¶em¶ak { alkalmas felt¶etelek megkÄovetel¶es¶evel
{ visszavezethet}ok a k¶etszerepl}os esetre, ahol a megold¶as trivi¶alis (Slutzki ¶es
Volij, 2006).
Az invari¶ans m¶odszer egy m¶asik, gr¶afelm¶eleti axi¶om¶akon alapul¶o karak-
teriz¶aci¶oj¶at adta meg Altman ¶es Tennenholtz (2005).
3.2.3 A fair bets m¶odszer alternat¶³v axiomatiz¶aci¶oja
Az el}oz}oekben l¶atott mindk¶et karakteriz¶aci¶oban szerepel az egys¶egess¶eg kÄo-
vetelm¶enye, ami intuit¶³van kev¶ess¶e vonz¶o, t¶uls¶agosan er}osnek t}un}o tulajdon-
s¶ag, mert egy¶ertelm}uen megmondja, milyen ¶ert¶ekel}ovektort kell kapni egy
szab¶alyos rangsorol¶asi probl¶ema eset¶en (Slutzki ¶es Volij, 2005). Ez egy sokkal
term¶eszetesebbnek t}un}o n¶evtelens¶egi kÄovetelm¶ennyel is kiv¶althat¶o, aminek
azonban ¶ara van: az axi¶oma erej¶enek kihaszn¶al¶ashoz ki kell b}ov¶³teni a vizsg¶alt
rangsorol¶asi probl¶em¶ak halmaz¶at, szÄuks¶egess¶e v¶alik a nem Äosszehasonl¶³that¶o-
s¶ag bevezet¶ese. Ez egyben azt is jelenti, hogy a rangsorol¶as a tov¶abbiakban
nem ¶³rhat¶o le egy f : R1 ! IRn ¶ert¶ekel}ofÄuggv¶ennyel, ez ugyanis nem teszi
lehet}ov¶e a nem Äosszehasonl¶³that¶o lig¶ak kezel¶es¶et.
3.3. De¯n¶³ci¶o. A ºfb: R1 ! PN fair bets rangsorol¶asi m¶odszert az F (R)
fair bets pontoz¶asi elj¶ar¶as gener¶alja: Xi º
fb
R Xj , F (R)i ¸ F (R)j minden
(N;R) 2 R1 rangsorol¶asi probl¶em¶ara (Slutzki ¶es Volij, 2005).
A fair bets rangsorol¶asi m¶odszer karakteriz¶aci¶oj¶ahoz a 2.3.3. alfejezetben
bemutatott tulajdons¶agok szÄuks¶egesek.
3.3. T¶etel. ºfb az egyetlen º: R! PN domin¶ans, kv¶azi teljes, sz¶etv¶alaszt-
hat¶o, n¶evtelen, kv¶azi egyenletess¶eg }orz}o ¶es a veres¶egekre negat¶³van reag¶al¶o
rangsorol¶asi m¶odszer (Slutzki ¶es Volij, 2005).
A hat axi¶oma egym¶ast¶ol fÄuggetlen, b¶armelyik ÄotÄot kiv¶alasztva tal¶alhat¶o
olyan m¶odszer, ami ezek mindegyik¶et kiel¶eg¶³ti, de nem azonos a fair bets-szel.
Ha a vizsg¶al¶od¶as kÄor¶et olyan probl¶em¶akra sz}uk¶³tjÄuk, ahol csak egyetlen vagy
tÄobb, nem Äosszehasonl¶³that¶o liga szerepel, teh¶at egyik csoport sem er}osebb
a m¶asikn¶al, akkor az elj¶ar¶as karakteriz¶aci¶oja a dominancia megkÄovetel¶ese
n¶elkÄul is ¶erv¶enyes (Slutzki ¶es Volij, 2005).
Legyen R> a transzpon¶alt p¶aros Äosszehasonl¶³t¶asi m¶atrix, ahol a kor¶abbi
gy}ozelmek veres¶egnek, a veres¶egek gy}ozelmeknek sz¶am¶³tanak.
3.4. De¯n¶³ci¶o. A ºdfb: R1 ! PN du¶al fair bets rangsorol¶asi m¶odszert a
du¶al fair bets pontoz¶asi elj¶ar¶as gener¶alja: Xi º
fb
R Xj , F (R
>)i · F (R>)j
minden (N;R) 2 R1 rangsorol¶asi probl¶em¶ara (Slutzki ¶es Volij, 2005).
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Az elj¶ar¶asra Slutzki ¶es Volij (2005) ad egy lehets¶eges interpret¶aci¶ot. A
fair bets elj¶ar¶as { a jobb oldali saj¶atvektor haszn¶alata kÄovetkezt¶eben { na-
gyobb s¶ulyt ad az er}osebb j¶at¶ekosok elleni gy}ozelemnek, mint a gyeng¶ebbekkel
szembeni veres¶egeknek, mert a
vi =
nX
j=1
rij
r¤i
vj
egyenletben v¶altozatlan r¤i =
Pn
j=1 rji mellett Xi sz¶am¶ara kedvez}o az rij
eredm¶enyek olyan ¶atcsoportos¶³t¶asa, amely a nagyobb vj ¶ert¶ekel¶es}u (jobb)
ellenfelekkel szemben jav¶³tja a Äosszehasonl¶³t¶asok kimenetel¶et. A du¶al fair
bets-n¶el a megfelel}o egyenlet
vi =
nX
j=1
rji
ri¤
vj;
vagyis ¶alland¶o ri¤ =
Pn
j=1 rij mellett Xi-nek az rij eredm¶enyek olyan ¶at-
csoportos¶³t¶asa kedvez, amely az er}osebb, nagyobb vj ¶ert¶ekel¶es}u ellenfelekkel
szemben rontja a Äosszehasonl¶³t¶asok kimenetel¶et. Ilyen ¶ertelemben a fair bets
m¶odszer egyfajta szubjekt¶³v ¶ert¶ek¶³t¶eletet hordoz, melynek haszn¶alata el¶eg
nehezen indokolhat¶o, legfeljebb azzal ¶ervelhetÄunk, hogy ez¶altal { p¶eld¶aul a
sportban { nagyobb az ÄosztÄonz¶es a ,,meglep}o", a pap¶³rform¶at bor¶³t¶o ered-
m¶enyek el¶er¶es¶ere. Ezzel szemben a du¶al fair bets a kisz¶am¶³that¶os¶agot, j¶o
el}orejelezhet}os¶eget d¶³jazza.
A dominancia, kv¶azi teljess¶eg ¶es sz¶etv¶alaszthat¶os¶ag megkÄovetel¶es¶evel a
fair bets ¶es a du¶al fair bets (valamint az invari¶ans ¶es a du¶al invari¶ans)
m¶odszerek egy¶ertelm}uen kiterjeszthet}ok az Äosszes rangsorol¶asi probl¶em¶ara.
A 3.3. t¶etel bizony¶³t¶as¶ab¶ol l¶atszik, de intuit¶³v alapon is v¶arhat¶o, hogy a
veres¶egekre val¶o negat¶³v reakci¶o kÄozponti szerepet j¶atszik a karakteriz¶aci¶oban.
Anal¶og m¶odon de¯ni¶alhat¶o a gy}ozelmekre val¶o pozit¶³v reakci¶o.
3.4. T¶etel. ºdfb az egyetlen º: R! PN domin¶ans, kv¶azi teljes, sz¶etv¶alaszt-
hat¶o, n¶evtelen, kv¶azi egyenletess¶eg }orz}o ¶es a gy}ozelmekre pozit¶³van reag¶al¶o
rangsorol¶asi m¶odszer (Slutzki ¶es Volij, 2005).
Teh¶at a m¶asik Äot tulajdons¶ag megkÄovetel¶ese eset¶en m¶ar nem ¶³rhat¶o el}o
egyszerre mindkett}o, a veres¶egekre tÄort¶en}o negat¶³v ¶es a gy}ozelmekre tÄort¶en}o
pozit¶³v reakci¶o teljesÄul¶ese kiz¶arja egym¶ast, kiv¶eve a trivi¶alis k¶etszerepl}os ese-
tet, ahol a fair bets ¶es du¶alja azonos.
3.3 A PageRank m¶odszer
A Google keres}omotor alapj¶at jelent}o PageRank algoritmus (Brin ¶es Page,
1998) a p¶aros Äosszehasonl¶³t¶ason alapul¶o rangsorol¶as irodalm¶aban is egyre
n¶epszer}ubb: el}obbire a GoogleScholar keres}o szerint tÄobb mint 10 ezer, ut¶ob-
bira pedig tÄobb mint 5 ezer hivatkoz¶as van.
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A PageRank m¶odszer ir¶any¶³tott (multi)gr¶afokon tÄort¶en}o interpret¶aci¶oja
igen szeml¶eletes. Az algoritmus egy ¶atlagos felhaszn¶al¶o viselked¶es¶et mo-
dellezi: kezdetben minden cs¶ucs azonos fontoss¶ag¶u, majd a szÄorfÄol}o a m¶as
cs¶ucsokba mutat¶o ir¶any¶³tott ¶elek ment¶en v¶eletlenszer}uen kattint a weblapon
tal¶alhat¶o linkekre. Ugyanakkor, el}ore megadott d 2 [0; 1] val¶osz¶³n}us¶eggel, az
is megtÄort¶enhet, hogy a linkek mell}oz¶es¶evel azonos val¶osz¶³n}us¶eggel v¶alaszt
egy ¶uj oldalt.
Legyen az ir¶any¶³tott gr¶af cs¶ucsainak halmaza N , G µ N £ N pedig
egy ezen ¶ertelmezett irre°ex¶³v bin¶aris rel¶aci¶o. A G gr¶af legal¶abb gyeng¶en
ÄosszefÄugg}o, vagyis a neki megfelel}o ir¶any¶³tatlan gr¶af ÄosszefÄugg}o. JelÄolje Pi =
fXj 2 N : (Xj ;Xi) 2 Gg az Xi cs¶ucs el}odeinek halmaz¶at, pi = jPij ezek
sz¶am¶at. Hasonl¶oan, legyen Si = fXj 2 N : (Xi;Xj) 2 Gg az Xi cs¶ucs
kÄovet}oinek halmaza, m¶³g si = jSij ezek sz¶ama.
Form¶alisan a
Pi =
d
n
+ (1¡ d)
nX
j=1
wji
sj
Pj minden Xi 2 N-re
egyenletrendszer megold¶as¶at keressÄuk, ahol n = jN j az ir¶any¶³tott gr¶af cs¶u-
csainak sz¶ama, wji a Xj cs¶ucsb¶ol Xi-be mutat¶o ¶el s¶ulya. Alapesetben nincs
sz¶o s¶ulyoz¶asr¶ol, k¶et cs¶ucs kÄozÄott legfeljebb egy ir¶any¶³tott ¶el lehet, azaz wij 2
f0; 1g. Ugyanakkor ennek bevezet¶ese semmilyen neh¶ezs¶eget sem okoz, ¶ugy
kell tekinteni, mintha a k¶et ¶erintett cs¶ucs kÄozÄott tÄobb ¶el lenne. Bizonyos
alkalmaz¶asokban a kimen}o ¶elekkel nem rendelkez}o cs¶ucsokb¶ol v¶eletlenszer}uen
v¶alasztva egy m¶asikba kerÄulÄunk, az egyenlet jobb oldal¶an m¶eg szerepel egy
tov¶abbi (1 ¡ d)
P
j ±(Sj)Pj tag, ahol ±(Sj) = 1 , Sj = 0 ¶es ±(Sj) = 0
egy¶ebk¶ent (Radicchi, 2011).
A PageRank m¶odszer kÄonnyen visszavezethet}o az (N;R) rangsorol¶asi
probl¶em¶ara, egyedÄul arra kell ¯gyelni, hogy ennek de¯n¶³ci¶oj¶aban az (Xi;Xj)
ir¶any¶³tott ¶el l¶etez¶ese Xi-nek kedvez}otlen, m¶³g Xj-nek kedvez}o, azaz rij = wji
¶es rji = wij.
Ha eltekintÄunk az exog¶en param¶etert}ol, azaz d = 0, akkor a PageRank
pontosan megegyezik az invari¶ans m¶odszerrel. d > 0 eset¶en egyr¶eszt nincs
szÄuks¶eg a s¶ulyok normaliz¶al¶as¶ara, m¶asr¶eszt a megold¶as reducibilisRm¶atrixok
eset¶en is l¶etezni fog.
¶Erdemes megjegyezni, hogy m¶as pontoz¶asi elj¶ar¶asoknak is l¶etezik a Page-
Rank-hez hasonl¶o, b¶ar els}o r¶an¶ez¶esre tal¶an kev¶esb¶e vonz¶o gr¶a¯nterpret¶aci¶oja,
p¶eldak¶ent eml¶³thet}o az ¶altal¶anos¶³tott sorÄosszeg (bizonyos esetekben) (Shamis,
1994), vagy a legkisebb n¶egyzetek m¶odszere (Csat¶o, 2013b). Ut¶obbin¶al nem
tÄor}odÄunk az ¶elek ir¶any¶³t¶as¶aval, azok csak a cs¶ucsok kezdeti pontsz¶am¶aban
j¶atszanak szerepet, a PageRank-n¶el viszont ¶eppen ford¶³tva, a kezdeti ¶ert¶e-
kel¶esek lesznek azonosak, ¶es az iter¶aci¶o sor¶an vesszÄuk ¯gyelembe a p¶aros
Äosszehasonl¶³t¶asok kimenetel¶et.
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3.4 Ir¶any¶³tott gr¶afok cs¶ucsainak rangsorol¶asa
Most k¶et olyan elj¶ar¶ast mutatunk be, melyeket a s¶ulyozatlan ir¶any¶³tott gr¶afok
G oszt¶aly¶an de¯ni¶altak. A j¶at¶ekelm¶eleti irodalom jelÄol¶eseivel Äosszhangban {
a PageRank m¶odszer ¶ertelmez¶es¶evel szemben { ez¶uttal az (Xi; Xj) ir¶any¶³tott
¶el l¶etez¶ese az Xi cs¶ucsnak lesz kedvez}o, ¶es a Xj-nek kedvez}otlen, ¶³gy az R
p¶aros Äosszehasonl¶³t¶asi m¶atrix a G ir¶any¶³tott gr¶af szomsz¶eds¶agi m¶atrixa lesz.
A jelÄol¶esek egyszer}us¶³t¶ese ¶erdek¶eben kiz¶ar¶olag az el}obbit haszn¶aljuk. Ennek
megfelel}oen R 2 G akkor ¶es csak akkor, ha rij 2 f0; 1g minden Xi; Xj 2 N-
re. Hasonl¶ok¶epp, GN az irreducilis, G1 pedig az egyetlen leger}osebb lig¶aval
rendelkez}o s¶ulyozatlan ir¶any¶³tott gr¶afok oszt¶alya.
3.4.1 Internal slackening
Slikker et al. (2012) a gr¶af cs¶ucsainak rangsorol¶as¶ara egy iterat¶³v elj¶ar¶ascsa-
l¶adot javasol, a ¸® pontoz¶asi m¶odszer egy ® 2 (0;1) param¶eter fÄuggv¶enye.
Kezdetben minden cs¶ucs s¶ulya azonos, majd azok aktu¶alis pontsz¶ama sz¶et-
oszt¶asra kerÄul az Äosszes, 1 s¶ullyal szerepl}o el}odje (ahonnan ir¶any¶³tott ¶el megy
az adott cs¶ucsba), ¶es az ® s¶ullyal szerepl}o Äonmaga kÄozÄott.
Legyen ¯®;0 = (1=n)e, ahol e 2 IRn ¶es ei = 1 minden Xi 2 N -re, ¶³gy az
iterat¶³v formula:
¯®;t(R)i =
X
j2Si
¯®;t¡1(R)j
pj + ®
+ ®
¯®;t¡1(R)i
pj + ®
minden Xi 2 N -re:
3.5. De¯n¶³ci¶o. A ¸® : G ! IRn internal slackening pontoz¶asi elj¶ar¶as ennek
a sorozatnak a hat¶ar¶ert¶eke, vagyis ¸®(R) = limt!1 ¯®;t(R).
® = 1 eset¶en ez a ¸ pontoz¶asi elj¶ar¶assal egyezik meg (Borm et al., 2002).
Teh¶at ¸® a kÄovetkez}o egyenletrendszer megold¶asak¶ent kaphat¶o a
P
i2N ¸
®
i =
1 normaliz¶al¶as mellett:
¸®(R)i =
X
j2Si
¸®(R)j
pj + ®
+ ®
¸®(R)i
pj + ®
minden Xi 2 N; R 2 G-re:
A feladatnak nemminden ir¶any¶³tott gr¶af eset¶en l¶etezik egy¶ertelm}umegold¶asa,
ez csak akkor biztos¶³tott, ha R 2 GN , a p¶aros Äosszehasonl¶³t¶asi m¶atrix irre-
ducibilis. Ugyanakkor kÄonny}u kiterjeszteni az egyetlen leger}osebb lig¶aval ren-
delkez}o G1 oszt¶alyra; a gyeng¶ebb lig¶ak szerepl}oi automatikusan nulla ¶ert¶ekel¶est
kapnak (Slikker et al., 2012). A m¶odszer sz¶am¶³t¶as¶at seg¶³ti a kÄovetkez}o
eredm¶eny.
3.5. T¶etel (Slikker et al., 2012). Legyen R 2 G1 ¶es ® 2 (0;1). Ekkor
¸®(R) /
µ
¸1(R)i
2 (pi + ®)
(1 + ®) (pi + 1)
¶
i2N
:
3.2. KÄovetkezm¶eny. Ha ¸1(R)i ¸ ¸1(R)j ¶es pi = pj az Xi;Xj 2 N
alternat¶³v¶akra valamilyen R 2 G1 p¶aros Äosszehasonl¶³t¶asi m¶atrix eset¶en, akkor
¸®(R)i ¸ ¸®(R)j tetsz}oleges ® 2 (0;1)-re.
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A 3.5. t¶etel r¶ev¶en lehet}ov¶e v¶alik az elj¶ar¶as kiterjeszt¶ese az ® = 0 ¶es ® !
1 hat¶aresetekre, vagyis a ¸0 : G1 ! IRn ¶es ¸1 : G1 ! IRn m¶odszerek
bevezet¶ese, ahol:
¸0(R)i =
¸1(R)i
2pi
pi+1P
j2N ¸
1(R)j
2pj
pj+1
minden Xi 2 N; R 2 G1-re;
¸1(R)i =
¸1(R)i 2pi+1P
j2N ¸
1(R)j 2pj+1
minden Xi 2 N; R 2 R1-re:
Ha az R szomsz¶eds¶agi m¶atrix irreducibilis (azaz a hozz¶a tartoz¶o G ir¶a-
ny¶³tott gr¶af er}osen ÄosszefÄugg}o), akkor az internal slackening m¶odszer szoros
kapcsolatban ¶all az invari¶ans ¶es fair bets elj¶ar¶asokkal.
3.6. T¶etel. Legyen R 2 GN . Ekkor ¸0(R) = I(R) ¶es ¸1(R) = F (R)
(Slikker et al., 2012).
A 3.2. kÄovetkezm¶enyb}ol ¶es a 3.6. t¶etelb}ol ad¶odik az al¶abbi eredm¶eny.
3.3. KÄovetkezm¶eny. Ha ¸1(R)i ¸ ¸1(R)j ¶es pi = pj az Xi;Xj 2 N
alternat¶³v¶akra valamilyen R 2 GN p¶aros Äosszehasonl¶³t¶asi m¶atrix eset¶en, akkor
I(R)i ¸ I(R)j ¶es F (R)i ¸ F (R)j .
A gr¶af interpret¶aci¶o seg¶³ts¶eg¶evel az internal slackening m¶odszer kiterjeszt-
het}o a teljes G oszt¶alyra, ahol tÄobb leger}osebb liga (multiple top cycles) is
l¶etezhet (Slikker et al., 2012). Ez¶altal kikÄuszÄobÄolhet}o a fair bets (¶es az in-
vari¶ans) m¶odszerek egyik jelent}os h¶atr¶anya, a nem Äosszehasonl¶³that¶o lig¶ak
megjelen¶ese.
A fair bets ¶es invari¶ans m¶odszerekhez hasonl¶oan itt is felmerÄulhet a k¶erd¶es,
mi¶ert az adott alternat¶³v¶at legy}oz}ok kÄozÄott osztjuk sz¶et a pontsz¶am¶at. Anal¶og
m¶odon bevezethet}o a ±¸® : G ! IRn du¶al internal slackening m¶odszer,
±¸®(R) = ¸®(R>), ami a kÄovetkez}o egyenletrendszer megold¶asak¶ent kaphat¶o
a
P
i2N ¸
®
i = 1 normaliz¶al¶as mellett:
±¸®i (R) =
X
j2Pi
±¸®j (R)
sj + ®
+ ®
±¸®i (R)
sj + ®
minden i 2 N; R 2 G-re;
hiszen az el}odÄok ¶es kÄovet}ok szerepe felcser¶el}odik.
Ez¶uttal is kimondhat¶o egy, a 3.5. t¶etelhez hasonl¶o ¶all¶³t¶as, amivel tetsz}o-
leges ®-ra kisz¶am¶³that¶o a du¶al internal slackening m¶odszer ¶ert¶ekel}ovektora.
3.7. T¶etel. Legyen G 2 R1 ¶es ® 2 (0;1). Ekkor
±¸®(R) /
µ
±¸1i (R)
2(si + ®)
(1 + ®)(si + 1)
¶
i2N
:
Itt szint¶en a kisebb ¶ert¶eke kedvez}obb. A 3.6. t¶etel szerint ±¸0(R) =
DI(R) ¶es ±¸1(R) = DF (R), ezeken k¶³vÄul a du¶al lambda elj¶ar¶assal fogunk
foglalkozni (® = 1).
Az invari¶ans ¶es fair bets m¶odszerek anal¶ogi¶aj¶ara az internal slackening
m¶odszer szint¶en kiterjeszthet}o a s¶ulyozott ir¶any¶³tott gr¶afok R oszt¶aly¶ara,
b¶ar ennek lehet}os¶eg¶et Slikker et al. (2012) nem eml¶³ti.
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3.4.2 Poz¶³ci¶os er}o
Az internal slackening m¶odszer R-re kiterjesztett v¶altozata ugyan lehet}ov¶e
teszi a leger}osebb lig¶ak ¶ert¶ekel¶es¶et, a gyeng¶ebb lig¶akon belÄul azonban tov¶abbra
sem ad rangsort. Erre k¶³n¶al egy megold¶ast a poz¶³ci¶os er}o (positional power)
(Herings et al., 2005), ami egyszerre veszi ¯gyelembe az ir¶any¶³tott gr¶af lok¶alis
¶es glob¶alis strukt¶ur¶aj¶at: amennyiben az Xi cs¶ucs domin¶alja j-t, a rÄogz¶³tett
c ¶ert¶ekel¶es mellett az ut¶obbi erej¶enek 1=a h¶anyad¶at is megkapja. Egy kiv¶a-
lasztott cs¶ucs ereje az al¶abbi k¶eplettel sz¶am¶³that¶o:
xi =
X
j2Si
³
c+
1
a
xj
´
minden Xi 2 N -re:
Az eddig t¶argyalt m¶odszerekkel ellent¶etben ez nem egy homog¶en egyenlet-
rendszer, nincs szÄuks¶eg normaliz¶al¶asra. JelÄolje s a kÄovet}ok, az egyes cs¶ucsok-
b¶ol kiindul¶o ¶elek sz¶am¶anak vektor¶at, ami a C m¶atrix f}o¶atl¶oj¶aban szerepl}o
elemekb}ol k¶epzett vektorral azonos. Ekkor a megoldand¶o feladat
(E¡ (1=a)R) x = cs ;
ahol E 2 IRn£n; eii = 1 minden Xi 2 N-re. Az egyenletrendszernek mindig
l¶etezik egy¶ertelm}u megold¶asa, ha a > n¡1, ¶³gy c = 1 mellett a = n v¶alaszt¶asa
maximaliz¶alja a glob¶alis strukt¶ura, a kÄovet}ok ¶ert¶ekel¶es¶enek hat¶as¶at (a!1
eset¶en a megold¶as s-hez konverg¶al, ¶³gy csak a kÄovet}ok sz¶ama sz¶am¶³t) (Herings
et al., 2005).
3.6. De¯n¶³ci¶o. Az x : G ! IRn poz¶³ci¶os er}o az
x(R) = (I¡ (1=n)R)¡1 s
egyenletrendszer x(R) megold¶asa.
Teh¶at a poz¶³ci¶os er}o minden s¶ulyozatlan ir¶any¶³tott gr¶afra egy¶ertelm}u.
A ±x : G ! IRn poz¶³ci¶os gyenges¶eg (positional weakness) az ir¶any¶³tott
gr¶af Äosszes ¶el¶enek megford¶³t¶as¶aval kapott gr¶afra kisz¶am¶³tott poz¶³ci¶os er}ovel
egyezik meg: ±x(R) = p(R>), ahol ism¶et a kisebb ¶ert¶ek lesz kedvez}obb (Her-
ings et al., 2005). Ez a kor¶abbiakhoz hasonl¶oan tekinthet}o a du¶al poz¶³ci¶os
er}onek. A kett}o kÄulÄonbs¶ege az xCp : R ! IRn Copeland poz¶³ci¶os er}o, azaz
xCp(R) = x(R)¡ ±x(R).
A poz¶³ci¶os er}o kiterjeszthet}o olyan s¶ulyozott ir¶any¶³tott gr¶afokra, melyek-
ben tÄobbszÄorÄos hurok¶elek is el}ofordulhatnak (Herings et al., 2005). Ut¶obbiak
megenged¶ese egy ¶uj ir¶anyt jelentene a p¶aros Äosszehasonl¶³t¶asokon alapul¶o rang-
sorol¶asban, azonban a cikkben is csak eml¶³t¶es szintj¶en szerepel, ez¶ert mi sem
t¶argyaljuk.
3.5 P¶elda
Egy p¶eld¶an keresztÄul illusztr¶aljuk a bemutatott m¶odszereket.
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3.1. P¶elda (Slutzki ¶es Volij, 2005; Slikker et al., 2012). Legyen N =
fX1; X2;X3;X4g ¶es
R1 =
2
66
4
0 1 1 0
0 0 1 1
0 0 0 1
1 0 0 0
3
77
5 :
A rangsorol¶asi probl¶ema a 2. ¶abr¶an l¶athat¶o.
2. ¶abra. A 3.1. p¶elda rangsorol¶asi probl¶em¶aja
Az s pontsz¶am m¶odszer alapj¶an az alternat¶³v¶ak rangsora (X1 » X2) Â
(X3 » X4), mert az els}o kett}o 2-2, a tÄobbi pedig 1-1 gy}ozelemmel rendelkezik.
A fair bets ¶ert¶ekel}ovektor F (R1)> = (v1; v2; v3; v4) = (4; 3; 1; 2)=10, teh¶at
a rangsor X1 Â X2 Â X4 Â X3. A transzpon¶alt probl¶ema
P
j2N rijvi =P
j2N rjivj ; 8Xi 2 N egyenletrendszer¶enek megold¶asa v
> = (v1; v2; v3; v4) =
(2; 1; 3; 4)=10, vagyis a du¶al fair bets rangsor X2 Â X1 Â X3 Â X4. Az
elt¶er¶es oka a kÄulÄonbÄoz}o megkÄozel¶³t¶es: a fair bets nagyobb s¶ulyt ad az er}osebb
ellenfelek felett aratott gy}ozelmeknek, mint a gyeng¶ebb ellenfelekkel szem-
beni veres¶egeknek, m¶³g a du¶al fair bets ¶eppen ennek ford¶³tottj¶at ¶³rja el}o.
A p¶eld¶aban a fair bets rangsor X3-mal szemben X4-nek kedvez, mert az X1
(er}os j¶at¶ekos) felett aratott gy}ozelem ¶ert¶ekesebb, mint azX3 (gyenge j¶at¶ekos)
elleni veres¶eg, m¶³g azX3-mal szembeni veres¶eg kev¶esb¶e s¶ulyos, mint azX2-t}ol
elszenvedett. Hasonl¶oan vezethet}o le az X1 Â X2 rel¶aci¶o. A du¶al fair bets
m¶odszer ¶eppen ennek az ellenkez}oj¶et csin¶alja, ott az azonos pontsz¶ammal
rendelkez}o objektumok viszonya az ellenkez}o ir¶anyba d}ol el.
Az invari¶ans m¶odszerrel kapott ¶ert¶ekel}ovektor I(R1)> = (4; 3; 2; 4)=13,
vagyis a rangsor (X1 » X4) Â X2 Â X3. Ez m¶eg jobban fel¶ert¶ekeli azt
az X4 objektumot, amelynek sikerÄult legy}oznie X1-et. P¶eld¶aul foly¶oiratok
rangsorol¶as¶an¶al gondolhatjuk azt, hogy X4-re az¶ert nem hivatkozik X2 ¶es
X3, mert el}obbi annyival magasabban ¶all a k¶epzeletbeli m¶erc¶en, miut¶an a
mindkettejÄukn¶el jobb X1 ¶ujs¶agban szerepel egy referencia X4-re. Ugyanez
a du¶al invari¶ans elj¶ar¶asn¶al DI(R1) = (4; 2; 3; 4)=13, teh¶at a sorrend X2 Â
X3 Â (X1 » X4). Itt X3 is megel}ozi X1-et annak eredm¶enyek¶ent, hogy az
ut¶obbi veres¶eget szenvedett a gyeng¶enek sz¶am¶³t¶o X4 objektumt¶ol: bizonyos
alkalmaz¶asokban c¶elszer}u lehet a du¶al fair betsn¶el jobban bÄuntetni az ilyen
teljes¶³tm¶enyt.
Az internal slackening pontoz¶asi elj¶ar¶as k¶et extrem¶alis pontja a 3.6. t¶etel
¶ertelm¶eben a fair bets ¶es az invari¶ans m¶odszer. ® = 1 eset¶en a ¸ m¶odszer
(Borm et al., 2002) ¶ert¶ekel}ovektora ¸1(R1) = (8; 6; 3; 6)=23, azaz a rangsor
 

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X1 Â (X2 » X4) Â X3. A du¶al ¸ m¶odszer eredm¶enye (6; 3; 6; 8)=23, vagyis
a sorrend X2 Â (X1 » X3) Â X4. Mindkett}o indokolhat¶onak t}unik. A
fair bets-szel szemben a lambda m¶odszern¶el el}obbre kerÄult az X4 objektum,
azonban m¶eg nem ¶ert el az invari¶ans m¶odszerhez hasonl¶o kiemelked}o poz¶³ci¶ot.
Ugyan¶³gy, a du¶alis elj¶ar¶as jobban bÄunteti X1-et, mint a du¶al fair bets, de nem
annyira, mint a du¶al invari¶ans. Ez l¶athat¶o a tÄobbi, a 3.5. t¶etel seg¶³ts¶eg¶evel
sz¶am¶³that¶o ® ¶ert¶ekre is:
¸®(R1) /
³
8 ¢
2 + 2®
2 + 2®
; 6 ¢
2 + 2®
2 + 2®
; 3 ¢
4 + 2®
3 + 3®
; 6 ¢
4 + 2®
3 + 3®
´
=
=
³
8; 6; 3 ¢
4 + 2®
3 + 3®
; 6 ¢ 2 ¢
4 + 2®
3 + 3®
´
Ebb}ol m¶ar kÄonnyen meghat¶arozhat¶ok a kÄulÄonbÄoz}o ® ¶ert¶ekek melletti rang-
sorok:
º¸R1=
8
><
>:
(X1 »X4) Â X2 Â X3; ha ® = 0
X1 Â X4 Â X2 Â X3; ha 0 < ® < 1
X1 Â (X2 » X4) Â X3; ha ® = 1
X1 Â X2 Â X4 Â X3; ha 1 < ® :
Hasonl¶oan, a 3.7. t¶etel r¶ev¶en tetsz}oleges ® ¶ert¶ekre megadhat¶o a du¶al internal
slackening m¶odszer eredm¶enye:
±¸® /
³
6 ¢
4 + 2®
3 + 3®
; 3 ¢
4 + 2®
3 + 3®
; 6 ¢
2 + 2®
2 + 2®
; 8 ¢
2 + 2®
2 + 2®
´
=
=
³
6 ¢
4 + 2®
3 + 3®
; 3 ¢
4 + 2®
3 + 3®
; 6; 8
´
;
amib}ol a kÄulÄonbÄoz}o ® ¶ert¶ekek melletti rangsorok:
º±¸R1=
8
><
>:
X2 Â X3 Â (X1 » X4); ha ® = 0
X2 Â X3 Â X1 Â X4; ha 0 < ® < 1
X2 Â (X1 » X3) Â X4; ha ® = 1
X2 Â X1 Â X3 Â X4; ha 1 < ® :
V¶egezetÄul sz¶amoljuk ki a cs¶ucsok poz¶³ci¶os erej¶et ¶es gyenges¶eg¶et, valamint
a Copeland poz¶³ci¶os er}ot. Ez¶uttal csak a rangsorokat kÄozÄoljÄuk, melyek a
fenti sorrendben a kÄovetkez}ok: X1 Â X2 Â X4 Â X3, X2 Â X1 Â X3 Â X4,
valamint X2 Â X1 Â X4 Â X3. Ut¶obbi ¶ert¶ekel}ovektor¶aval kapcsolatban
¶erdemes megjegyezni, hogy { amint azt Herings et al. (2005) bizony¶³tja {
a Copeland poz¶³ci¶os er}ok Äosszege nulla, r¶aad¶asul a p¶eld¶aban xCp(R1)4 =
¡xCp(R1)1 ¶es xCp(R1)3 = ¡xCp(R1)2, ami egyfajta szimmetrikus viszonyra
utalhat. A poz¶³ci¶os er}o a fair betshez, a poz¶³ci¶os gyenges¶eg a du¶al fair betshez
hasonl¶oan ¶ertelmezhet}o. A kett}o ered}ojek¶ent alakul ki a Copeland poz¶³ci¶os
er}o, n¶emileg furcsa v¶egeredm¶ennyel. MikÄozben X2 jobbnak bizonyul X1-n¶el
a kiegyens¶ulyozottabb teljes¶³tm¶eny ok¶an, ugyanez a mez}ony alj¶an, X3 ¶es X4
viszony¶aban ¶eppen ellenkez}o kÄovetkezm¶enyekkel j¶ar. Ez a megkÄozel¶³t¶es a
sportban vonz¶onak t}unhet: a j¶o j¶at¶ekosokat akkor d¶³jazzuk, ha nem szenved-
nek el v¶aratlan veres¶egeket, m¶³g a gyeng¶ebbeket ink¶abb akkor, amikor sikerÄul
meglepet¶est okozniuk. A vizsg¶alt p¶eld¶ab¶ol kapott intuit¶³v benyom¶as elm¶eleti
al¶at¶amaszt¶asa term¶eszetesen m¶eg tov¶abbi kutat¶ast ig¶enyel.
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3.6 A bemutatott m¶odszerek n¶eh¶any probl¶em¶aja
Ahogy azt a 3.1. p¶elda mutatja, a rangsorol¶asi m¶odszerek kiv¶alaszt¶as¶aban
c¶elszer}u lehet az axiomatikus megkÄozel¶³t¶es alkalmaz¶asa, intuit¶³v alapon neh¶ez
kiv¶alasztani a megfelel}o elj¶ar¶ast. Az el}oz}oekben bemutattuk az invari¶ans ¶es
a fair bets m¶odszerek karakteriz¶aci¶oit, azonban az ehhez szÄuks¶eges tulaj-
dons¶agok { a monotonit¶assal, megford¶³that¶os¶aggal, vagy az Äonkonzisztens
monotonit¶assal szemben {, val¶osz¶³n}uleg ¶eppen az axiomatiz¶aci¶o c¶elj¶ab¶ol let-
tek kital¶alva.8
Ennek megfelel}oen az alfejezetben a 2.3.4. ¶es a 2.3.5. szakaszokban t¶argyalt
tulajdons¶agokkal foglalkozunk, melyek alapj¶an b¶armelyik bemutatott m¶od-
szer kritiz¶alhat¶o. A lista messze nem teljes, a t¶ema ir¶ant ¶erdekl}od}o olvas¶oknak
aj¶anljuk a Chebotarev ¶es Shamis (1998) ¶es a Gonz¶alez-D¶³az et al. (2014)
cikkeket.9 A t¶argyal¶as szinte kiz¶ar¶olag a negat¶³v eredm¶enyekre f¶okusz¶al, ami-
nek alapvet}oen k¶et oka van. Egyr¶eszt szeretn¶enk felh¶³vni a ¯gyelmet a m¶od-
szer korl¶ataira. M¶asr¶eszt ¶ugy v¶eljÄuk, a nem teljesen kitÄoltÄott esetre ismert
karakteriz¶aci¶os eredm¶enyek korl¶atozott sz¶ama miatt c¶elszer}ubb a m¶odszerek
hib¶ai alapj¶an v¶alasztani: amennyiben ezek mindegyik¶er}ol sikerÄul kimutatni,
hogy a konkr¶et alkalmaz¶asban nem okoznak probl¶em¶at, haszn¶alatuk megala-
pozottnak tekinthet}o.
3.6.1 Manipul¶aci¶o
3.1. ¶All¶³t¶as Az invari¶ans m¶odszer nem monoton (K¶oczy ¶es Strobel, 2009).
Bizony¶³t¶as. Ellenp¶eld¶at adunk.
3.2. P¶elda. Legyen N = fX1; X2;X3; X4g, illetve
R2 =
2
664
0 1 1 1
1 0 0 2
1 1 0 0
1 0 1 0
3
775 ¶es R
0
2 =
2
664
0 1 1 3
1 0 0 2
1 1 0 0
1 0 1 0
3
775 :
Az invari¶ans ¶ert¶ekel}ovektor I(R2) = (30; 24; 22; 21)=97, ¶³gy a rangsor
X1 Â X2 Â X3 Â X4, majd a X4 alternat¶³va k¶et ¶ujabb veres¶eget szenved
el X1 ellen. Amennyiben az elj¶ar¶as nem manipul¶alhat¶o, az els}o ¶es utols¶o
helyezetteknek nem szabad v¶altoznia. De I(R02) = (54; 32; 34; 35)=155, teh¶at
X1 Â X4 Â X3 Â X2, az X4 objektum a m¶asodik helyre ugrott el}ore. A
probl¶ema oka, hogy azX1 elleni veres¶egek sz¶am¶anak nÄoveked¶ese az ar¶anyoss¶ag
megtart¶asa miatt csÄokkenti a tÄobbi ¶ert¶ek¶et, a leger}osebbX1 objektum helyze-
t¶enek tov¶abbi javul¶asa pedig ,,mag¶aval h¶uzza" X4-et. S}ot, X4-nek nem csak
8Slutzki ¶es Volij (2005) a tanulm¶any bevezet¶es¶eben megeml¶³ti, hogy a fair bets m¶odszer
karakteriz¶aci¶oj¶aban ¶erdemes lenne a monotonit¶as Rubinstein (1980)-f¶ele, term¶eszetes kÄo-
vetelm¶enyt jelent}o v¶altozat¶at haszn¶alni, ez azonban a szerz}ok bevall¶asa szerint nem seg¶³t
a reprezent¶aci¶os t¶etel megfogalmaz¶as¶aban, ehelyett a n¶emileg k¶ets¶egesebb a nemnegat¶³v
reakci¶o a veres¶egekre tulajdons¶agot v¶alasztj¶ak.
9Terveim szerint k¶eszÄul}o doktori ¶ertekez¶esemben is r¶eszletesen ki fogok t¶erni erre a
t¶em¶ara.
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a relat¶³v ¶ert¶ekel¶ese javul, hanem az abszol¶ut is, mivel 21=97 < 35=155. En-
nek akkor lehet jelent}os¶ege, ha az ¶ert¶ekel¶eseket nem rangsorol¶asra haszn¶aljuk,
hanem valamilyen sz}ukÄos er}oforr¶as eloszt¶as¶ar¶ol sz¶ol¶o dÄont¶esn¶el. 2
3.3. P¶elda. L¶etezik enn¶el kisebb m¶eret}u ellenp¶elda is. Legyen N =
fX1; X2;X3g, illetve
R3 =
2
4
0 1 2
1 0 3
1 1 0
3
5 ¶es R03 =
2
4
0 1 2
2 0 3
1 1 0
3
5 :
Az invari¶ans ¶ert¶ekel}ovektor I(R3) = (14; 16; 15)=45, ¶³gy a rangsor X2 Â
X3 Â X1, majd az X1 alternat¶³va egy ¶ujabb veres¶eget szenved el X2 ellen.
Amennyiben az elj¶ar¶as nem manipul¶alhat¶o, az els}o ¶es utols¶o helyezetteknek
nem szabad v¶altoznia. Ehhez k¶epest I(R03) = (21; 26; 20)=67, teh¶at X2 Â
X1 Â X3, az X1 objektum, rosszabb teljes¶³tm¶enye ellen¶ere, a m¶asodik helyre
ugrott el}ore. A probl¶ema oka hasonl¶o a kor¶abbihoz, ¶es 14=45 < 21=67 kÄovet-
kezt¶eben ism¶et javul X1 abszol¶ut ¶ert¶ekel¶ese is.
3.4. KÄovetkezm¶eny. A PageRank m¶odszer nem monoton.
Teh¶at Slutzki ¶es Volij (2006) aj¶anl¶as¶at ¶erdemes ¶ovatosan kezelni, er}osen
megfontoland¶o az invari¶ans (PageRank) m¶odszer tudom¶anymetriai alkalma-
z¶asa. Ez bizonyos sport¶agakn¶al is gondot okozhat, p¶eld¶aul egy tenisz ÄorÄok-
ranglista eset¶en megtÄort¶enhet az a furcsas¶ag, hogy valaki jobban j¶art volna,
ha tÄobb veres¶eget gy}ujt Äossze egy kiemelked}o j¶at¶ekos ellen (Radicchi, 2011).
Az invari¶ans m¶odszer nem monotonit¶as¶ara { v¶eletlen gener¶alt m¶atrixokkal
{ kÄonny}u ellenp¶eld¶at tal¶alni, a fair bets elj¶ar¶asra ¶es a k¶et du¶alra azonban nem
sikerÄult ilyet adnunk.
1. Sejt¶es. A du¶al invari¶ans, fair bets ¶es du¶al fair bets m¶odszerek mindegyike
monoton.
A monotonit¶as meglehet}osen szoros ÄosszefÄugg¶esben van a nemnegat¶³v re-
ag¶al¶as a gy}ozelemre (nonnegative responsiveness to the beating relation) tu-
lajdons¶aggal, amit a fair bets elj¶ar¶as teljes¶³t, ez is al¶at¶amaszthatja a fenti
sejt¶est (Gonz¶alez-D¶³az et al., 2014).
3.2. ¶All¶³t¶as. A lambda m¶odszer nem monoton.
Bizony¶³t¶as. Bemutatunk egy minim¶alis m¶eret}u, nem t¶ul nagy ¶ert¶ekeket
tartalmaz¶o ellenp¶eld¶at.
3.4. P¶elda. Legyen N = fX1; X2;X3g, illetve
R4 =
2
4
0 2 1
1 0 1
2 1 0
3
5 ¶es R04 =
2
4
0 2 1
2 0 1
2 1 0
3
5 :
A lambda m¶odszer ¶ert¶ekel}ovektora ¸1(R4) = (20; 16; 21)=57, ¶³gy a rangsor
X3 Â X2 Â X1, majd az X1 alternat¶³va egy ¶ujabb veres¶eget szenved el
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X2 ellen. Amennyiben az elj¶ar¶as nem manipul¶alhat¶o, a m¶asodik ¶es harmadik
helyezetteknek nem szabad v¶altoznia. Ehhez k¶epest ¸1(R04) = (25; 24; 24)=73,
teh¶at X1 Â (X2 » X3), az X1 objektum lett a gy}oztes: X1 gyeng¶ebb tel-
jes¶³tm¶eny¶enek hat¶as¶ara X2 helyzete javul, ami negat¶³van hat X3 ¶ert¶ekel¶es¶ere.
Itt azonban X1 abszol¶ut s¶ulya csÄokken, mert 20=57 > 25=73, b¶ar ennek
m¶ert¶eke nyilv¶anval¶oan kisebb, mint X3-¶e. 2
3.5. P¶elda. A 3.4. p¶elda alapj¶an az a gyan¶unk t¶amadhat, hogy a lambda
m¶odszer alkalmaz¶asakor a monotonit¶as r0ij > rij felt¶etele ¶altal (elvileg) ne-
gat¶³van ¶erintett Xi objektum abszol¶ut ¶ert¶ekel¶ese mindig csÄokken (szemben
az invari¶ans elj¶ar¶assal, l¶asd a 3.2. ¶es a 3.3. p¶eld¶akat), ez azonban nem igaz.
Legyen N = fX1;X2; X3g, illetve
R5 =
2
4
0 3 1
1 0 3
4 1 0
3
5 ¶es R05 =
2
4
0 3 1
2 0 3
4 1 0
3
5 :
Itt 2 = (r5)012 > (r5)12 = 1, de ¸
1(R4) = (78; 80; 85)=243 ¶es ¸1(R5) =
(91; 100; 90)=281, azazX3 Â¸
1
R5 X1 ¶esX1 Â
¸1
R05
X3, valamint 78=243 < 91=281.
A 3.2. ¶all¶³t¶as bizony¶³t¶as¶aban ezt a p¶eld¶at is megadhattuk volna, de az ott
szerepl}o egyszer}ubb, kisebb sz¶amokat tartalmaz.
A 3.6. t¶etel szerint szoros kapcsolat ¶all fenn az invari¶ans, lambda ¶es
fair bets m¶odszerek kÄozÄott, ez¶ert az 1. sejt¶es tÄukr¶eben, ¶erdemes megn¶ezni
az eddig vizsg¶alt p¶eld¶akat internal slackening elj¶ar¶as minden ® 2 (0;1)
param¶eter¶ert¶ek¶ere.
3.1. Megjegyz¶es. Az R3 ¶es R03 m¶atrixok mellett ¸
1(R3) = (7; 8; 6)=21 ¶es
¸1(R03) = (28; 39; 24)=91, vagyis p(R3)
> = (2; 2; 5) ¶es p(R3)> = (3; 2; 5)
kÄovetkezt¶eben
¸®(R2) /
³
7 ¢
4 + 2®
3 + 3®
; 8 ¢
4 + 2®
3 + 3®
; 6 ¢
10 + 2®
6 + 6®
´
;
¶es
¸®(R02) /
³
28 ¢
6 + 2®
4 + 4®
; 39 ¢
4 + 2®
3 + 3®
; 24 ¢
10 + 2®
6 + 6®
´
:
Az elj¶ar¶as akkor nem er}osen monoton, ha X1 ¹¸
®
R3 X2, de X1 º
¸®
R3 X2,
vagy X1 ¹¸
®
R2 X3, de X1 º
¸®
R3 X3, vagy X2 º
¸®
R3 X3, de X2 ¹
¸®
R3 X3. Itt
7(4+2®)=(3+3®) · 8(4+2®)=(3+3®) minden ® ¸ 0 eset¶en teljesÄul a 3.2. ¶es a
3.3. kÄovetkezm¶enyek alapj¶an, m¶³g a 28(6+2®)=(4+4®) ¸ 39(4+2®)=(3+3®)
felt¶etel ® ¸ 0 mellett lehetetlen. Ugyanakkor 7(4 + 2®)=(3 + 3®) · 6(10 +
2®)=(6 + 6®), ha ® · 1=4, ¶es 28(6 + 2®)=(4 + 4®) ¸ 24(10 + 2®)=(6 +
6®) tetsz}oleges ® ¸ 0-ra, kÄovetkez¶esk¶epp ® · 1=4 fenn¶all¶asakor (p¶eld¶aul az
invari¶ans m¶odszern¶el) a ¸® pontoz¶asi elj¶ar¶as manipul¶alhat¶o. V¶egÄul 8(4 +
2®)=(3+3®) ¸ 6(10+2®)=(6+6®), amennyiben ® ¸ 1=5, de 39(4+2®)=(3+
3®) · 24(10 + 2®)=(6 + 6®) semmilyen ® ¸ 0 mellett sem teljesÄul.
A fentiek alapj¶an nyitott k¶erd¶es, hogy az internal slackening m¶odszer
pontosan milyen ® ¶ert¶ekek mellett nem monoton: ® = 0 (invari¶ans) ¶es ® = 1
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(lambda) mellett a 3.1. ¶es a 3.2. ¶all¶³t¶asok szerint biztosan nem az, ut¶obbi
viszont val¶osz¶³n}uleg nem ¶eles korl¶at. Az 1. sejt¶es alapj¶an a fair bets m¶odszer,
az ®!1 eset m¶ar monoton.
Az 1. sejt¶es alapj¶an logikusnak t}unik, hogy a du¶al fair bets ¶es du¶al in-
vari¶ans m¶odszerek ,,kÄozÄott" (l¶asd a 3.7. t¶etelt) elhelyezked}o du¶al lambda
m¶odszer is mentes a manipul¶aci¶ot¶ol; itt sem sikerÄult ellenp¶eld¶at tal¶alnunk.
2. Sejt¶es. A du¶al lambda m¶odszer monoton.
Az 1. ¶es a 2. sejt¶esek alapj¶an megfogalmazhat¶o egy ¶ujabb meg¶erz¶es.
3. Sejt¶es. A du¶al internal slackening m¶odszer tetsz}oleges ® ¸ 0 eset¶en
monoton.
Az internal slackening m¶odszert Slikker et al. (2012) kiz¶ar¶olag s¶ulyozatlan
ir¶any¶³tott gr¶afok eset¶en t¶argyalja, ez¶ert ¶erdemes megvizsg¶alni, az RN -n¶el
sz}ukebb GN halmazon tal¶alunk-e ellenp¶eld¶at.
3.3. ¶All¶³t¶as. A lambda m¶odszer az er}osen ÄosszefÄugg}o, s¶ulyozatlan ir¶any¶³tott
gr¶afok GN oszt¶aly¶an sem monoton.
Bizony¶³t¶as. n = 3-ra nem tal¶altunk ellenp¶eld¶at.
(a) Az (N;R6) rangsorol¶asi probl¶ema (b) Az (N;R
0
6) rangsorol¶asi probl¶ema
3. ¶abra. A 3.6. p¶elda rangsorol¶asi probl¶em¶ai
3.6. P¶elda. Legyen N = fX1; X2;X3; X4g, illetve
R6 =
2
664
0 1 1 0
0 0 1 0
0 0 0 1
1 0 1 0
3
775 ¶es R
0
6 =
2
664
0 1 1 0
1 0 1 0
0 0 0 1
1 0 1 0
3
775 :
A k¶et rangsorol¶asi probl¶ema a 3. ¶abr¶an l¶athat¶o. A lambda m¶odszer ¶ert¶eke-
l}ovektora ¸1(R6) = (2; 1; 2; 3)=8, ¶³gy a rangsor X4 Â (X1 » X3) Â X2, majd
X1 veres¶eggel z¶ar X2-vel szemben. Amennyiben az elj¶ar¶as nem manipul¶al-
hat¶o, X1 nem el}ozheti meg X3-at. Ehhez k¶epest ¸1(R06) = (3; 3; 2; 3)=11,
teh¶at (X1 » X2 » X4) Â X3, az X1 objektum (holtversenyben) gy}oztes lett.
R¶aad¶asul X1 abszol¶ut s¶ulya is emelkedik, mert 1=4 < 3=11. 2
M¶ar csak a poz¶³ci¶os er}o monotonit¶as¶anak vizsg¶alata maradt h¶atra.
3.4. ¶All¶³t¶as. A poz¶³ci¶os er}o nem monoton.
Bizony¶³t¶as. n = 3-ra nem tal¶altunk ellenp¶eld¶at.
 

 

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(a) Az (N;R7) rangsorol¶asi probl¶ema (b) Az (N;R
0
7) rangsorol¶asi probl¶ema
4. ¶abra. A 3.7. p¶elda rangsorol¶asi probl¶em¶ai
3.7. P¶elda. Legyen N = fX1; X2;X3; X4g, illetve
R7 =
2
66
4
0 1 0 1
0 0 1 0
0 0 0 1
1 0 1 0
3
77
5 ¶es R
0
7 =
2
66
4
0 1 0 1
1 0 1 0
0 0 0 1
1 0 1 0
3
77
5 :
A k¶et rangsorol¶asi probl¶ema a 4. ¶abr¶an l¶athat¶o. A poz¶³ci¶os er}o ¶ert¶ekel}ovektora
x(R7) = (708; 324; 404; 724)=223 (ez a vektor nem 1-re normaliz¶alt), ¶³gy a
rangsor X4 Â X1 Â X3 Â X2, majd azX1 alternat¶³va veres¶eggel z¶arX2 ellen.
Amennyiben az elj¶ar¶as nem manipul¶alhat¶o, X1 nem l¶ephet el}or¶ebb a rangsor-
ban. Ugyanakkor x(R07) = (48; 44; 24; 44)=13, azaz X1 Â (X2 » X4) Â X3,
az X1 objektum lett a gy}oztes. X1 gyeng¶ebb teljes¶³tm¶eny¶enek hat¶as¶ara X2
helyzete sokat javul, ez pedig negat¶³van hat X4 ¶ert¶ekel¶es¶ere.
Ez a rangsor el¶eg furcs¶anak t}unik, mert az X3 ! X2 ir¶any¶³tott ¶el be-
h¶uz¶as¶aval egy olyan probl¶em¶at kapunk, ahol az objektumok helyzete telje-
sen szimmetrikus. Val¶oban, ekkor p(R007 ) = (4; 4; 4; 4), ami azt sugallja,
hogy R07-ben X2-nek kellene els}onek, X3-nak pedig utols¶onak lennie. A po-
z¶³ci¶os gyenges¶egek ±x(R07) = (44; 24; 44; 48)=13 ¶es ±x(R
00
6 ) = (4; 4; 4; 4), ¶³gy
xCp(R07) = (4; 20; ¡20; ¡4)=13 ¶es x
Cp(R007) = (0; 0; 0; 0). Teh¶at intu¶³ci¶onk-
kal a Copeland poz¶³ci¶os er}o van Äosszhangban. 2
A m¶asik k¶et kapcsol¶od¶o elj¶ar¶as manipul¶alhat¶os¶ag¶at nem tudtuk bizony¶³-
tani.
4. Sejt¶es. A poz¶³ci¶os gyenges¶eg ¶es Copeland poz¶³ci¶os er}o m¶odszerek mono-
tonok.
ÄOsszess¶eg¶eben ¶ugy t}unik, a monotonit¶as miatt az invari¶ans (PageRank)
m¶odszer helyett c¶elszer}ubb a fair bets elj¶ar¶as, vagy a du¶alok haszn¶alata.
Amennyiben m¶egis az el}obbi mellett dÄontÄunk, c¶elszer}u kit¶erni arra, mik¶ent
lehet elkerÄulni az ebb}ol fakad¶o probl¶em¶akat.
3.6.2 Megford¶³that¶os¶ag
3.5. ¶All¶³t¶as. Az invari¶ans (PageRank), fair bets, ¸, internal slackening ¶es
poz¶³ci¶os er}o m¶odszerek nem megford¶³that¶ok.
 

 

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Bizony¶³t¶as. A 3.1. p¶eld¶aban szerepl}o ir¶any¶³tott gr¶afon egyik elj¶ar¶as sem
teljes¶³ti a megford¶³that¶os¶ag 2.1. kÄovetkezm¶enyben megkÄovetelt felt¶etel¶et, mi-
szerint a pontoz¶asi elj¶ar¶as du¶alja azonos rangsort eredm¶enyez. A fair bets
m¶odszerre ezt m¶ar Gonz¶alez-D¶³az et al. (2014, Example 4.4) is bel¶atta. 2
Ebb}ol a 2.2. ¶all¶³t¶as alapj¶an ad¶odik a kÄovetkez}o eredm¶eny.
3.5. KÄovetkezm¶eny. A du¶al invari¶ans, du¶al fair bets, du¶al ¸, du¶al in-
ternal slackening ¶es poz¶³ci¶os gyenges¶eg (du¶al poz¶³ci¶os er}o) m¶odszerek nem
megford¶³that¶ok.
3.6. ¶All¶³t¶as. A Copeland poz¶³ci¶os er}o megford¶³that¶o.
Bizony¶³t¶as. A m¶odszer de¯n¶³ci¶oj¶ab¶ol ad¶odik: xCp(R)i ¸ xCp(R)j ,
x(R)i ¡ ±x(R)i ¸ x(R)j ¡ ±x(R)j , x(R>)i ¡ ±x(R>)i · x(R>)j ¡
±x(R>)j , xCp(R>)i · xCp(R>)j . 2
A fair bets m¶odszer alkalmaz¶asa elleni egyik legjelent}osebb ¶erv a megfor-
d¶³that¶os¶ag hi¶anya Gonz¶alez-D¶³az et al. (2014). A Copeland poz¶³ci¶os er}ohÄoz
hasonl¶o Äotlettel ez kÄonnyed¶en kikÄuszÄobÄolhet}onek t}unik: el¶eg lenne bevezetni
a fair bets ¶es a du¶al fair bets ¶ert¶ekel}ovektorok kÄulÄonbs¶eg¶et.
3.6.3 ÄOnkonzisztens monotonit¶as
Alaposabban tanulm¶anyozva a 3.1. p¶eld¶aban kapott rangsorokat, felt}un}o,
hogy mindegyikben fenn¶all az X2 Â X3 ÄosszefÄugg¶es. Ez nem tekinthet}o
puszta v¶eletlennek, neh¶ez lenne a ford¶³tott sorrend mellett ¶ervelni. Ugyanis
mindk¶et objektum veres¶eget szenvedett X1-t}ol, viszont legy}ozte X4-et, ilyen
tekintetben tÄok¶eletesen azonos teljes¶³tm¶enyt mutatva. Ellenben X2 jobbnak
bizonyultX3-n¶al, ¶³gy logikusnak t}unik szigor¶uan el}or¶ebb rangsorolni. TÄobbek
kÄozÄott ez is egy, az Äonkonzisztens monotonit¶as ¶altal el}o¶³rt kÄovetelm¶eny egy
pontoz¶asi elj¶ar¶as ¶altal adott sorrendre vonatkoz¶oan.
Eszerint a t¶argyalt m¶odszerek bizonyos esetekben teljes¶³tik az Äonkonzisz-
tens monotonit¶ast. ¶Altal¶anosan azonban nem ez a helyzet.
3.8. T¶etel. Az invari¶ans, du¶al invari¶ans, fair bets, du¶al fair bets, lambda,
du¶al lambda, internal slackening, du¶al internal slackening, poz¶³ci¶os er}o, po-
z¶³ci¶os gyenges¶eg ¶es Copeland poz¶³ci¶os er}o m¶odszerek nem Äonkonzisztens mo-
notonok (Chebotarev ¶es Shamis, 1999).
Bizony¶³t¶as. A t¶etelben szerepl}o mindegyik m¶odszer gy}ozelem-veres¶eg
kombin¶al¶o pontoz¶asi elj¶ar¶as, ¶³gy nem teljes¶³thetik az Äonkonzisztens mono-
tonit¶ast (Chebotarev ¶es Shamis, 1999, Theorem 8). A 2.2. p¶eld¶aban az
(Xi;Xj) ir¶any¶³tott ¶elt rij = 1 reprezent¶alhatja, a p¶aros Äosszehasonl¶³t¶asi
m¶atrix tÄobbi eleme pedig 0. Ekkor az invari¶ans elj¶ar¶asra (X6 » X7) Â
(X2 » X3), du¶alj¶ara (X2 » X3) Â X6 Â X7, a fair betsn¶el (X2 » X3) »
(X6 » X7), du¶alj¶an¶al pedig (X2 » X3) Â X6 Â X7. A ¸ m¶odszer eset¶en
(X6 » X7) Â (X2 » X3), du¶alj¶ara (X2 » X3) Â X6 Â X7. p2 = p3 = 1 ¶es
s2 = s3 = 1 alapj¶anX2 ¶es X3 el}odeinek ¶es kÄovet}oinek sz¶ama azonos, valamint
X2 »¸
1
X3 ¶es X2 »±¸
1
X3, ez¶ert a 3.2. kÄovetkezm¶eny szerint X2 »¸
®
X3
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¶es X2 »±¸
®
X3 tetsz}oleges ® > 0-ra. V¶egÄul a poz¶³ci¶os er}o alkalmaz¶asakor
(X6 » X7) Â (X2 » X3), a poz¶³ci¶os gyenges¶egn¶el (X2 » X3) Â X6 Â X7,
m¶³g a Copeland poz¶³ci¶os er}oben (X2 » X3) Â X6 Â X7. Ut¶obbi ¶es az
elj¶ar¶asok du¶al v¶altozatai valamivel jobban teljes¶³tenek, mert az X2 » X3 ¶es
X6 » X7 felt¶etelekb}ol csak az el}obbit s¶ertettek meg, az eredeti v¶altozatok
viszont mindkett}ot. 2
3.2. Megjegyz¶es. Az Äonkonzisztens monotonit¶asra adott ellenp¶elda n¶eh¶any
esetben a szÄuks¶egesn¶el bonyolultabb, p¶eld¶aul a fair bets m¶odszer m¶ar n = 5
eset¶en megs¶erti azt (Gonz¶alez-D¶³az et al., 2014).
A 3.8. t¶etel egyben azt is mutatja, hogy a 3.6.2. szakasz v¶eg¶en eml¶³tett ¶ut,
az eredeti ¶es du¶al ¶ert¶ekel}ovektorok kÄulÄonbs¶eg¶enek k¶epz¶ese csak a megford¶³tha-
t¶os¶ag megteremt¶es¶ere alkalmas, az Äonkonzisztens monotonit¶as megs¶ert¶es¶enek
kikÄuszÄobÄol¶es¶ere nem (ahogy a poz¶³ci¶os er}on¶el is l¶atszik), hiszen mindegyik
m¶odszern¶el fenn¶all az X2 »X3 dÄontetlen viszony.
3.6.4 Az ¶ertelmez¶esi tartom¶any k¶erd¶ese
A 3.2.3. alfejezetben bemutattuk a fair bets m¶odszer egy lehets¶eges kiter-
jeszt¶es¶et reducibilis R p¶aros Äosszehasonl¶³t¶asi m¶atrixokra, ami ¶ertelemszer}uen
megtehet}o az invari¶ans ¶es az internal slackening elj¶ar¶asok, illetve ezek du¶aljai
eset¶en is. Itt k¶et, ezzel kapcsolatos kritikus pontot t¶argyalunk.
A p¶arhuzamos lig¶ak nem Äosszehasonl¶³that¶os¶aga az¶ert vitathat¶o, mert ez
m¶eg nem jelenti azt, hogy a kett}o kÄozÄott semmilyen kapcsolat sem tal¶alhat¶o:
egyG ir¶any¶³tott gr¶af er}os ÄosszefÄugg}os¶eg¶enek hi¶any¶aban ir¶any¶³tatlan v¶altozata
m¶eg lehet ÄosszefÄugg}o. A 2.1. p¶eld¶aban ig¶eny mutatkozhat az [X1] ¶es [X5] lig¶ak
kÄozÄotti kÄulÄonbs¶egt¶etelre, amit az im¶ent t¶argyalt Äonkonzisztens monotonit¶as
kÄovetelm¶enye is t¶amogat, miszerint X1 egy¶ertelm}uen jobbnak tekinthet}o X5-
n¶el, ugyanis mindketten legy}ozt¶ekX3-at ¶esX4-et, de az el}obbiX2-t is. Slikker
et al. (2012) meg is mutatja, hogy az internal slackening m¶odszer kiterjeszt-
het}o az ilyen, tÄobb leger}osebb lig¶at tartalmaz¶o esetekre. Ugyanakkor ezen
¶altal¶anos¶³t¶asok mindegyike a kor¶abbin¶al bonyolultabb t¶argyal¶ast ig¶enyel, je-
lent}os m¶ert¶ekben rontja az ¶attekinthet}os¶eget. ¶Igy, amennyiben ilyen ir¶any¶u
ig¶eny merÄul fel, c¶elszer}u az ¶altal¶anosabb ¶ertelmez¶esi tartom¶anyt megenged}o
elj¶ar¶asokhoz, a poz¶³ci¶os er}ohÄoz, az ¶altal¶anos¶³tott sorÄosszeghez vagy a legkisebb
n¶egyzetek m¶odszer¶ehez fordulni.
A m¶asik k¶erd¶es, hogy minden esetben j¶o megold¶as jelent-e az, ha a gyen-
g¶ebb liga legjobb tagja is h¶atr¶ebb kerÄul, mint az er}osebb leggyeng¶ebb r¶eszt-
vev}oje?
3.8. P¶elda (Conner ¶es Grant, 2000). Legyen N = fX1;X2; X3;X4g ¶es
R =
2
664
0 99 0 1
1 0 0 0
0 0 0 99
0 0 1 0
3
775 :
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Vagyis X1 nagym¶ert¶ekben jobbnak bizonyult X2-n¶el (100-b¶ol 99-szer legy}oz-
te), X3 pedig a X4-n¶el. A k¶et halmaz kÄozÄotti ¶atj¶ar¶ast, az ÄosszefÄugg}os¶eget az
biztos¶³tja, hogy X1 egyszer X4-et is megverte. Ekkor a k¶et liga fX1;X2g ¶es
fX3; X4g, ebben a term¶eszetes sorrendben. Emiatt az X2 alternat¶³va X3 el¶e
fog kerÄulni a rangsorban, ez azonban egyedÄul X1 ¶es X4 Äosszehasonl¶³t¶as¶anak
a m¶asik kett}ohÄoz k¶epest kev¶ess¶e megb¶³zhat¶o kimenetel¶en alapul. Amennyi-
ben ¯gyelembe vesszÄuk az r14 elem er}os bizonytalans¶ag¶at, sokkal logikusabb-
nak t}unik az X1 Â X3 Â X2 Â X4 sorrend fel¶all¶³t¶asa. N¶eh¶any m¶odszern¶el
ez ¶erv¶enyesÄul is, p¶eld¶aul a legkisebb n¶egyzetek ¶altal szolg¶altatott, 0-ra nor-
maliz¶alt ¶ert¶ekel}ovektor (25; ¡24; 24; ¡25).
Chebotarev (1994) ugyancsak ezzel ¶ervel az ¶altal¶anos¶³tott sorÄosszeg hasz-
n¶alata mellett: irreducibilis p¶aros Äosszehasonl¶³t¶asi m¶atrixok eset¶en a kÄulÄon-
bÄoz}o lig¶ak kÄozÄott csak a kÄorm¶erk}oz¶eses esetben l¶etezik egy¶ertelm}u sorrend.
4 Alkalmaz¶asok
4.1 A p¶aros Äosszehasonl¶³t¶asok felhaszn¶al¶as¶anak n¶eh¶any
terÄulete
Orsz¶agok gazdas¶agi teljes¶³tm¶eny¶enek m¶er¶esekor elengedhetetlen az elt¶er}o ¶ar-
sz¶³nvonalb¶ol ad¶od¶o kÄulÄonbs¶egek kisz}ur¶ese. B¶ar az egyes fogyaszt¶asi javak ¶es
szolg¶altat¶asok ¶arai elvben j¶ol m¶erhet}ok, az aggreg¶aci¶o sor¶an nem egy¶ertelm}u,
milyen term¶ekszerkezettel kell azokat Äosszes¶ulyozni. TekintsÄuk a vizsg¶alt
orsz¶agok N = f1; 2; . . . ; ng ¶es a term¶ekekM = f1; 2; . . . ;mg halmaz¶at, legyen
a k 2 M fogyaszt¶asi j¶osz¶ag ¶ara a i 2 N orsz¶agban pik, mennyis¶ege pedig
qik. A leggyakrabban haszn¶alt Fisher-index (Fisher, 1922) az i ¶es j orsz¶ag
¶arsz¶³nvonal¶anak Äosszehasonl¶³t¶as¶ara (a p fels}o index arra utal, hogy az ¶arakat
vetjÄuk Äossze egym¶assal):
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Ez a mutat¶o rendelkezik a reciprocit¶asi tulajdons¶aggal (F pj=i = 1=F
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akkor semmi sem garant¶alja tranzitivit¶as¶at (Fpi=k= F
p
i=j ¢F
p
j=k), a multiplikat¶³v
m¶odon fel¶³rt p¶aros Äosszehasonl¶³t¶as m¶atrix inkonzisztens lehet. Ennek keze-
l¶es¶ere tÄobbnyire a legkisebb n¶egyzetek elj¶ar¶ast haszn¶alj¶ak, ami a v¶as¶arl¶oer}o-
parit¶as sz¶am¶³t¶as¶aban { kidolgoz¶oi nev¶eb}ol { EKS-m¶odszerk¶ent ismert (¶Eltet}o
¶es KÄoves, 1964; Szulc, 1964). Az az¶ota eltelt 50 ¶evben sem m¶odos¶³tottak
¶erdemben a kiindul¶asi alapokon. Itt az egyenl}o s¶ulyoz¶as m¶odos¶³t¶asa jelenthet
¶uj kutat¶asi ir¶anyt, miut¶an a magas szinten aggreg¶alt adatok megb¶³zhat¶os¶a-
g¶ar¶ol sz¶amos inform¶aci¶o ¶all rendelkez¶esre, p¶eld¶aul a
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h¶anyadosok elt¶er¶ese kÄulÄonbÄoz}o ¿2 N orsz¶agokra az egyes orsz¶agok term¶ek-
szerkezet¶enek hasonl¶os¶ag¶at is mutathatja (Rao ¶es Timmer, 2003).
A tudom¶anyos teljes¶³tm¶enyek sz¶amszer}us¶³t¶es¶ere felmerÄul}o ig¶enyek kiel¶eg¶³-
t¶ese gyakran foly¶oiratok / tudom¶anyos kutat¶ok / szakmai m}uhelyek egym¶asra
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val¶o hivatkoz¶asai alapj¶an tÄort¶enik. Ezek a referenci¶ak megadj¶ak egy kiv¶alasz-
tott objektump¶ar Äosszehasonl¶³t¶as¶anak eredm¶eny¶et, melyek seg¶³ts¶eg¶evel k¶epet
kapunk azok jelent}os¶eg¶er}ol. Ehhez m¶eg az sem szÄuks¶eges, hogy a kiv¶alasztott
foly¶oiratok azonos tudom¶anyterÄuletekr}ol sz¶armazzanak: elegend}o lehet, ha
b¶armely kett}o kÄozÄott tal¶alunk olyan l¶ancot, ami alapj¶an felt¶arhat¶o azok re-
lat¶³v fontoss¶aga. Itt azonban megjelenik egy ¶uj t¶enyez}o, a vizsg¶alt id}oszak
alatt megjelent cikkek sz¶ama: egy hosszabb foly¶oiratra ¶ertelemszer}uen na-
gyobb val¶osz¶³n}us¶eggel ¶erkeznek kÄuls}o hivatkoz¶asok.
A j¶ol ismert impakt faktor (Gar¯eld, 1955) egy¶altal¶an nem tesz kÄulÄonbs¶e-
get a hivatkoz¶asok kÄozÄott, amit tÄobben komoly hib¶anak tekintenek (R¶etall¶er
¶es Tasn¶adi, 2013). Pinski ¶es Narin (1976) az invari¶ans m¶odszer egy, a megje-
lent cikkek sz¶am¶aval korrig¶alt v¶altozat¶at vezette be a foly¶oiratok rangsorol¶a-
s¶ara, az ¶altaluk adott elj¶ar¶ast Palacios-Huerta ¶es Volij (2004) karakteriz¶alta.
K¶oczy ¶es Nichifor (2013) megmutatta, hogy mindkett}o ¶erz¶ekeny a cikkek
darabol¶as¶ara, ez¶ert egy ezt kisz}ur}o m¶odos¶³t¶ast javasolt, mely azonos a fair
bets m¶odszerrel. K¶oczy ¶es Strobel (2010) egy m¶asik elj¶ar¶ast, a tournament
m¶odszert aj¶anlja az invari¶ans m¶odszer hib¶ainak kikÄuszÄobÄol¶es¶ere. Ez nem veszi
¯gyelembe a megjelent cikkek sz¶am¶at, ez¶ert { sz¶amos m¶as, a 3.1. alfejezet-
ben eml¶³tett elj¶ar¶as mellett { egyszer}uen beilleszthet}o a mi t¶argyal¶asunkba.
Hasonl¶o k¶erd¶esek merÄulnek fel weblapok rangsorol¶as¶an¶al, ilyen elven alapul
a Google keres}omotorj¶anak m}ukÄod¶ese is (Brin ¶es Page, 1998).
A feladat nem ismeretlen a pszichol¶ogi¶aban sem, az els}ok kÄozÄott bukkant
fel a Thurstone (1927) cikkben. A k¶es}obbiekben tÄobb pszichol¶ogus j¶atszott
¶uttÄor}o szerepet a rangsorol¶asi m¶odszerek kidolgoz¶as¶aban (Gulliksen, 1956;
Kaiser ¶es Serlin, 1978). E terÄuleten az¶ert lehet hasznos a p¶aros Äosszehason-
l¶³t¶asok bevezet¶ese, mert a k¶³s¶erleti alanyok gyakran nem k¶epesek abszol¶ut
sk¶al¶an ¶ert¶ekelni az egyes t¶enyez}oket, csak azok relat¶³v viszony¶anak megb¶³z-
hat¶o le¶³r¶asa v¶arhat¶o t}olÄuk.
Hasonl¶o probl¶em¶ak jelentkezhetnek egy konferenci¶ara be¶erkezett absz-
traktok elfogad¶asakor: mivel egy-egy ¶ert¶ekel¶esre felk¶ert szakember csak az
¶altala kapott dolgozatokat l¶atja, nem tudja meg¶³t¶elni a teljes mez}ony erej¶et.
Ennek kÄovetkezt¶eben az ¶altala adott pontsz¶am nem ritk¶an er}osen szubjekt¶³v,
vannak szigor¶u ¶es enged¶ekeny b¶³r¶al¶ok, az ebb}ol ered}o torz¶³t¶asok kisz}ur¶es¶eben
pedig a p¶aros Äosszehasonl¶³t¶asi m¶odszertan ny¶ujthat seg¶³ts¶eget (Boz¶oki et al.,
2013). A megkÄozel¶³t¶est borszak¶ert}ok ¶ert¶ekel¶es¶ere is alkalmazt¶ak (London ¶es
Csendes, 2013). Ugyanez ¶erv¶enyes a napjainkban egyre n¶epszer}ubb inter-
netes term¶ek¶ert¶ekel}o ¶es -Äosszehasonl¶³t¶o oldalak eset¶eben. Jiang et al. (2011)
a Net°ix prize (http://www.netflixprize.com) adatb¶azist haszn¶alta ¯lmek
rangsorol¶as¶ara, a p¶aros Äosszehasonl¶³t¶asok kimenetel¶et egy-egy kiv¶alasztott
n¶ez}o ¶ert¶ekel¶esei alapj¶an meghat¶arozva, mi¶altal az elj¶ar¶as alkalmas a be¶erkez}o
v¶elem¶enyek kÄulÄonbÄoz}o sk¶al¶az¶as¶anak kikÄuszÄobÄol¶es¶ere.
Sok, tÄobb sz¶azas vagy ezres nagys¶agrend}u, egym¶ast¶ol tÄobb¶e-kev¶esb¶e fÄug-
getlen egy¶eni dÄont¶es alapj¶an nagy biztons¶aggal ¶all¶³that¶ok fel kÄulÄonbÄoz}o sor-
rendek. A m¶odszertant fels}ooktat¶asi int¶ezm¶enyek felv¶eteliz}oi preferenci¶ak
seg¶³ts¶eg¶evel tÄort¶en}o rangsorol¶as¶ara haszn¶alta Avery et al. (2013), egy nemr¶eg
megjelent hazai cikkben is hasonl¶o megkÄozel¶³t¶essel tal¶alkozunk (Telcs et al.,
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2013). Machado et al. (2012) pedig k¶orh¶azak ¶ert¶ekel¶es¶et javasolta az orvos-
rezidensek v¶alaszt¶asainak felhaszn¶al¶as¶aval.
Szavaz¶asi modellekben ezzel anal¶og feladatot jelent a preferenci¶ak aggre-
g¶al¶asa: itt a k¶et, egym¶assal verseng}o alternat¶³v¶ara leadott szavazatok megosz-
l¶asa k¶epviselheti a p¶aros Äosszehasonl¶³t¶as eredm¶eny¶et (Chebotarev ¶es Shamis,
1998).
V¶egÄul az egyik klasszikus alkalmaz¶asi terÄulet a sport. Zermelo (1929)
tanulm¶any¶at sz¶amos olyan cikk kÄovette, mely a gyakorlatban felmerÄul}o kÄu-
lÄonbÄoz}o probl¶em¶ak megold¶as¶ara tett k¶³s¶erletet: Radicchi (2011) p¶eld¶aul egy
tenisz ÄorÄokranglista fel¶all¶³t¶as¶at javasolta a PageRank-m¶odszer alkalmaz¶as¶aval.
M¶as megkÄozel¶³t¶essel ugyanerre tett k¶³s¶erletet Temesi et al. (2012). Csat¶o
(2013a) a sv¶ajci rendszerben10 lebonyol¶³tott 2010-es f¶er¯ (open) sakkolimpi¶an
r¶esztvev}o csapatok rangsorol¶as¶at v¶egezte el egy p¶aros Äosszehasonl¶³t¶asi modell
seg¶³ts¶eg¶evel, megmutatva, hogy az alternat¶³v sorrendek tÄobb szempontb¶ol
kedvez}obb tulajdons¶agokkal b¶³rnak, mint a hivatalos v¶egeredm¶eny. A sport-
beli alkalmaz¶asok el}onyei kÄozÄott eml¶³tend}o a hatalmas mennyis¶egben, kis
ut¶anaj¶ar¶assal el¶erhet}o, kev¶es szubjekt¶³v elemet tartalmaz¶o adatok felhaszn¶a-
l¶as¶anak lehet}os¶ege.
4.2 Megold¶asi keret a gyakorlatban felmerÄul}o probl¶e-
m¶akhoz
Az alkalmaz¶asok sor¶an gyakran k¶erd¶eses, hogy a p¶aros Äosszehasonl¶³t¶asok is-
mert kimenetelei pontosan milyen R m¶atrixot eredm¶enyeznek. TÄobbnyire
az Äosszehasonl¶³t¶asok sz¶am¶anak megad¶asa jelenti a kisebb probl¶em¶at: p¶eld¶aul
egy sv¶ajci rendszer}u versenyn¶el nyilv¶anval¶o, hogy a lej¶atszott m¶erk}oz¶esek
mindegyike azonosan egy s¶ullyal szerepel, m¶³g a tÄobbi alternat¶³vap¶ar eset¶en
az Äosszehasonl¶³t¶asok hi¶anyoznak (Csat¶o, 2013a).
A tÄobbszÄorÄos Äosszehasonl¶³t¶asok, a s¶ulyoz¶as sz¶amos megfontol¶asb¶ol ad¶od-
hat, p¶eld¶aul:
1. Egym¶asra val¶o hivatkoz¶asokn¶al: a vizsg¶alt id}oszak alatt b¶armennyi re-
ferencia szÄulethet egy adott cikkre vagy foly¶oiratra;
2. NemzetkÄozi ¶arsz¶³nvonal-Äosszehasonl¶³t¶asn¶al a k¶et orsz¶ag term¶ekkosar¶a-
nak elt¶er¶ese szolg¶altathat inform¶aci¶ot a Fisher-index megb¶³zhat¶os¶ag¶ar¶ol
(Rao ¶es Timmer, 2003);
3. A sportbajnoks¶agok, szavaz¶asok vagy pszichol¶ogiai vizsg¶alatok gyakran
m sz¶am¶u fordul¶ora bonthat¶ok, melyek mindegyik¶eben egy alternat¶³vap¶ar
legfeljebb egyszer kerÄul Äosszehasonl¶³t¶asra. Ilyenkor logikus v¶alaszt¶asnak
t}unik az ezek kimeneteleit le¶³r¶o R(p); p = 1; 2; . . . ; m m¶atrixok olyan
megv¶alaszt¶asa, hogy r(p)ij + r
(p)
ji = 1 teljesÄuljÄon, amennyiben az Xi ¶es
Xj objektumok Äosszehasonl¶³t¶asra kerÄultek, illetve r
(p)
ij + r
(p)
ji = 0, ha
10A sv¶ajci rendszer gyakori m¶odszere a versenyek lebonyol¶³t¶as¶anak olyan sportokban,
ahol nem kÄorm¶erk}oz¶eses rendszerben j¶atszanak ¶es valahogy Äossze kell p¶aros¶³tani a fordu-
l¶okban az egym¶as ellen j¶atsz¶o j¶at¶ekosokat vagy csapatokat.
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nem. TÄobbnyire azonban ekkor is az ¶altalunk haszn¶alt, aggreg¶alt R =Pm
p=1R
(p) m¶atrixot szok¶as vizsg¶alni (Gonz¶alez-D¶³az et al., 2014). Ez
nem v¶eletlen: Chebotarev ¶es Shamis (1999) bizony¶³tja, hogy egyetlen,
az egy¶eni R(p) m¶atrixokon alapul¶o rangsorol¶o elj¶ar¶as sem el¶eg¶³ti ki a
2.3.5. alfejezetben bemutatott Äonkonzisztens monotonit¶as tulajdons¶agot,
ha az alternat¶³vap¶arok kÄozÄotti Äosszehasonl¶³t¶asok sz¶ama nem azonos.
Temesi et al. (2012) egy tenisz ÄorÄokranglista fel¶all¶³t¶as¶ara tett k¶³s¶erletet
a legjobb j¶at¶ekosok egym¶as elleni m¶erk}oz¶esei alapj¶an. Ut¶obbiak sz¶ama tÄuk-
rÄozheti a p¶aros Äosszehasonl¶³t¶as megb¶³zhat¶os¶ag¶at, a cikk azonban eltekintett
ennek kezel¶es¶et}ol. Az ok els}osorban az adatokban keresend}o: p¶eld¶aul egy
16 : 0-s egym¶as elleni m¶erleg azt jelenten¶e, hogy a s¶ulyozott esetben ¶ori¶asi
jelent}os¶ege lenne ennek a tÄok¶eletes, m¶as j¶at¶ekosok sz¶am¶ara l¶enyeg¶eben meg-
ism¶etelhetetlen dominanci¶anak. Ehelyett (az egyik k¶odol¶asban) az A ered-
m¶enym¶atrixon keresztÄul kerÄult be¶ep¶³t¶esre ez az inform¶aci¶o.
Az Äosszehasonl¶³t¶asok sz¶am¶anak meghat¶aroz¶asa ut¶an m¶eg mindig h¶atravan
azok kimenetel¶enek de¯ni¶al¶asa. Erre sz¶amtalan strat¶egia v¶alaszthat¶o, minden-
esetre c¶elszer}u tÄobb lehets¶eges k¶odol¶ast p¶arhuzamosan vizsg¶alni ¶es egym¶assal
Äosszevetni. Csat¶o (2013a) p¶eld¶aul megmutatja, hogy az eredm¶enyÄul kapott
sorrend nem ¶erz¶ekeny a kÄulÄonbÄoz}o intenzit¶as¶u gy}ozelmek matematikailag
elfogadhat¶o (monoton) transzform¶aci¶oira. Optim¶alis esetben, a rangsorol¶asi
elj¶ar¶asok axiomatikus tulajdons¶againak ¯gyelembev¶etel¶evel, lehet}os¶eg ny¶³lik
a gyakorlati p¶eld¶aban meg¯gyelt eredm¶enyek ¶atk¶odol¶as¶anak elm¶eleti al¶at¶a-
maszt¶as¶ara is (Csat¶o, 2012).
A KÄozgazdas¶agi Szemle m¶arciusi sz¶am¶aban Telcs et al. (2013) a felv¶eteliz}ok
preferenci¶ai alapj¶an v¶egezte el fels}ooktat¶asi int¶ezm¶enyek rangsorol¶as¶at: az
ezek kÄozÄotti p¶aros Äosszehasonl¶³t¶asok kimenetele a beadott jelentkez¶esi lapok
seg¶³ts¶eg¶evel adhat¶o meg. Azonban kor¶antsem egy¶ertelm}u, vajon mikor lehet
k¶et cs¶ucsot ÄosszekÄotni, mikor mondhatjuk azt, hogy az egyik egyetem egy¶er-
telm}uen jobb a m¶asikn¶al. A szerz}ok az al¶abbi felt¶etelez¶esekkel ¶eltek:
1. Nincs kÄulÄonbs¶eg a preferenci¶ak er}oss¶ege kÄozÄott;
2. A kÄozvetett preferenci¶ak is sz¶am¶³tanak (az els}o helyen megjelÄolt int¶ez-
m¶eny jobb a harmadikn¶al, negyedikn¶el stb.);
3. A megjelÄolt szakok prefer¶altak az Äosszes kihagyotthoz k¶epest (,,A nem
megjelÄolt szakok kev¶esb¶e prefer¶altak, mint b¶armelyik megjelÄolt");
4. A nem megjelÄolt szakok egyenrang¶uak, a kÄoztÄuk lev}o viszony dÄontet-
lennek min}osÄul.
Ezek kÄozÄul az els}o kett}o aligha vitathat¶o. A harmadik pont, a meg-
jelÄolt objektumok Äosszes kihagyotthoz k¶epesti el}onyben r¶eszes¶³t¶ese tekin-
tet¶eben m¶ar ink¶abb indokolt az ¶ovatoss¶ag. TÄobb dolog is visszatarthat
egy felv¶eteliz}ot az ¶altala legjobbnak gondolt szak megjelÄol¶es¶et}ol, p¶eld¶aul a
tov¶abbi szakokra tÄort¶en}o jelentkez¶es p¶enzbeli (¶es adminisztr¶aci¶os) kÄolts¶egei,
a magas ponthat¶arok miatt sz¶am¶ara eleve el¶erhetetlen helyek kihagy¶asa,
P¶aros Äosszehasonl¶³t¶asokon alapul¶o rangsorol¶asi m¶odszerek 193
vagy az egyetemre j¶ar¶as j¶arul¶ekos kÄolts¶egeinek (sz¶all¶as, ¶etkez¶es) nagys¶aga.
Ez indokolja, hogy Avery et al. (2013) hasonl¶o vizsg¶alata az int¶ezm¶enyek
kÄozÄotti preferenci¶akat csak a megadott v¶alaszt¶asi halmazon belÄul ¶ertelmezi,
valamelyik szakot akkor tekinti jobbnak egy m¶asikn¶al, ha el}or¶ebb szerepel a
felv¶eteliz}o jelentkez¶esi lapj¶an. V¶egÄul a negyedik feltev¶es, a nem megjelÄolt ob-
jektumok egyenrang¶uk¶ent besorol¶as¶at mell}ozve { a hi¶anyz¶o Äosszehasonl¶³t¶asok
megenged¶es¶evel { c¶elszer}u lehet a k¶et alternat¶³va Äosszehasonl¶³t¶as¶anak ered-
m¶eny¶et ismeretlennek tekinteni, vagyis az r(p)ij = r
(p)
ji = 0;5 helyett az r
(p)
ij =
r(p)ji = 0 megold¶ast alkalmazni.
ÄOsszess¶eg¶eben a gyakorlati alkalmaz¶asok egyik kÄozponti k¶erd¶ese a val¶os¶ag-
b¶ol sz¶armaz¶o meg¯gyel¶esek matematikai nyelvre ford¶³t¶asa, ez¶ert a p¶aros Äosz-
szehasonl¶³t¶asi probl¶em¶ak megold¶asa sor¶an az al¶abbi l¶ep¶esek kÄovet¶es¶et aj¶anl-
juk:
1. A matematikai m¶odszerek alkalmazhat¶os¶ag¶anak ellen}orz¶ese: p¶eld¶aul,
ha a kiv¶alasztott objektumok k¶epesek befoly¶asolni a p¶aros Äosszehason-
l¶³t¶asok eredm¶eny¶et, ÄosztÄonÄozve voltak-e a min¶el jobb eredm¶eny el¶er¶es¶ere
(l¶asd a 3.6. alfejezetet);
2. Az egyes alternat¶³vap¶arokra elv¶egzett Äosszehasonl¶³t¶asok sz¶am¶anak meg-
ad¶asa;
3. A p¶aros Äosszehasonl¶³t¶asok kimenetel¶enek k¶odol¶asa;
4. A rangsorol¶asi elj¶ar¶as kiv¶alaszt¶asa, lehet}os¶eg szerint az axiomatikus
megkÄozel¶³t¶es tÄukr¶eben;
5. A kapott sorrendek ¶erz¶ekenys¶egvizsg¶alata a kiindul¶o hipot¶ezisek szem-
pontj¶ab¶ol;
6. Az eredm¶enyek elemz¶ese, Äosszehasonl¶³t¶asa a m¶ar ismert rangsorokkal,
megold¶asokkal.
A folyamat term¶eszetesen nem egyir¶any¶u, szekvenci¶alis. Az adatok elem-
z¶ese r¶amutathat a kiindul¶o feltev¶es vagy a matematikai k¶odol¶as ¶es a ki-
v¶alasztott rangsorol¶asi m¶odszerek korl¶ataira, r¶aad¶asul az Äosszehasonl¶³t¶asok
s¶ulyoz¶asa sem mindig fÄuggetlen¶³thet}o azok kimenetel¶enek meghat¶aroz¶as¶at¶ol
(Temesi et al., 2012). A keret n¶eha sz}uk¶³thet}o is, statisztikai jelleg}u vizsg¶a-
latokban p¶eld¶aul az els}o l¶ep¶es ¶ertelemszer}uen kimarad.
5 ÄOsszefoglal¶as
Tanulm¶anyunkban a p¶aros Äosszehasonl¶³t¶ason alapul¶o rangsorol¶as egy ¶altal¶anos
modellj¶et ¶es ennek gyakorlati alkalmaz¶asait tekintettÄuk ¶at. R¶eszletesen t¶ar-
gyaltunk n¶eh¶any pontoz¶asi elj¶ar¶ast, az invari¶ans (PageRank), fair bets, in-
ternal slackening ¶es poz¶³ci¶os er}o m¶odszereket. Bemutattuk az internal slack-
ening ¶altal az invari¶ans ¶es fair bets elj¶ar¶asok kÄozÄott teremtett kapcsolatot,
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illetve az ut¶obbiak egy karakteriz¶aci¶oj¶at. Ugyanakkor azt tal¶altuk, hogy m¶as
tulajdons¶agok szempontj¶ab¶ol bizonyos m¶odszerek alkalmaz¶asa vitathat¶o. A
monotonit¶as megs¶ert¶ese miatt az alternat¶³v¶ak ellen¶erdekeltek lehetnek a jobb
teljes¶³tm¶eny el¶er¶es¶eben, ami els}osorban akkor el}onytelen, ha lehet}os¶egÄuk van
a p¶aros Äosszehasonl¶³t¶asok kimenetel¶enek befoly¶asol¶as¶ara. Amegford¶³that¶os¶ag
kÄovetelm¶enye szerint a rangsorol¶asi probl¶ema ,,ellentettj¶et" v¶eve, az alter-
nat¶³v¶ak rangsor¶anak is az ellenkez}oj¶ere kell v¶altoznia. Ezen axi¶oma alapj¶an
bevezettÄuk a pontoz¶asi elj¶ar¶asok du¶alis¶at, ¶es azt tal¶altuk, hogy azok jellem-
z}oen jobban teljes¶³tenek a monotonit¶as szempontj¶ab¶ol, b¶ar itt m¶eg maradt
n¶eh¶any nyitott probl¶ema. Ezt a k¶et tulajdons¶agot egyedÄul a Copeland poz¶³ci¶os
er}o teljes¶³ti, az Äonkonzisztens monotonit¶as ¶altal el}o¶³rt intuit¶³v felt¶etelt vi-
szont, az Äosszes tÄobbihez hasonl¶oan, megs¶erti. A poz¶³ci¶os er}o kiv¶etel¶evel a
tÄobbi m¶odszern¶el neh¶ezs¶eget jelenthet az ¶ertelmez¶esi tartom¶any korl¶atozott
volta is.
A terÄulet egyik legfontosabb k¶erd¶ese az ide¶alis pontoz¶asi elj¶ar¶as meg-
tal¶al¶asa, ebben az axiomatikus t¶argyal¶as k¶³n¶al seg¶³ts¶eget. Sz¶amos elj¶ar¶asnak
egyel}ore nem ismert a karakteriz¶aci¶oja, a meglev}o eredm¶enyek pedig tÄobb
szempontb¶ol vitathat¶ok. Ez¶ert ink¶abb normat¶³v alapon c¶elszer}u dÄonteni: ha
sikerÄul megindokolni, mi¶ert nem jelentenek probl¶em¶at az egyes kritikus tulaj-
dons¶agok, akkor a v¶alaszt¶as kev¶ess¶e kifog¶asolhat¶o. Az ¶ujabb reprezent¶aci¶os
t¶etelek megalkot¶as¶anak neh¶ezs¶ege miatt egyel}ore az elv¶art axi¶om¶ak Äossze-
gy}ujt¶ese, tov¶abbiakkal tÄort¶en}o kieg¶esz¶³t¶ese t}unhet¶³g¶eretesnek (Gonz¶alez-D¶³az
et al., 2014).
Az alkalmaz¶asok szempontj¶ab¶ol tanuls¶agos lehet a kÄulÄonbÄoz}o m¶odszerek
val¶os ¶es szimul¶alt p¶eld¶akon keresztÄul tÄort¶en}o Äosszevet¶ese, amib}ol adott eset-
ben kiderÄulhet, hogy k¶et, l¶atsz¶olag elt¶er}o elj¶ar¶as val¶oj¶aban nem is ¶all olyan
t¶avol egym¶ast¶ol. A rangsorol¶aselm¶elettel foglalkoz¶o kutat¶asok gyakran nem
titkolt c¶elja c¶elja az elm¶eletileg megfelel}oen al¶at¶amasztott m¶odszerek beveze-
t¶ese a napi gyakorlatba, a nem ritk¶an er}osen vitathat¶o heurisztikus elj¶ar¶asok
helyett vagy mellett. Erre ÄosztÄonÄozhet a laikusok sz¶am¶ara fekete dobozk¶ent
viselked}o matematikai formul¶ak kÄoz¶erthet}ov¶e t¶etele, ami p¶eld¶aul a gr¶afinter-
pret¶aci¶okon keresztÄul ¶erhet}o el (Shamis, 1994; Brin ¶es Page, 1998; Slikker
et al. 2012; Csat¶o, 2013b).
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RANKING METHODS BASED ON PAIRED COMPARISONS
The ranking of the alternatives or selecting the best one are fundamental issues
of social choice theory, statistics, psychology and sport. Di®erent solution con-
cepts, and various mathematical models of applications are reviewed based on the
international literature. We are focusing on the de¯nition of paired comparison ma-
trix, on main scoring procedures and their relation. The paper gives a theoretical
analysis of the invariant, fair bets and PageRank methods, which are founded on
Perron-Frobenius theorem, as well as the internal slackening and positional power
procedures used for ranking the nodes of a directed graph. An axiomatic approach
is proposed for the choice of an appropriate method. Besides some known charac-
terizations for the invariant and fair bets methods, we also discuss the violation of
some properties, meaning their main weakness.
Keywords: preference aggregation, paired comparison, ranking, characterization
