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IntrodutionLa simulation numérique de systèmes dynamiques met souvent en évidene la présened'éhelles (ou de strutures) de tailles diérentes ; on note anoniquement Y les grandes stru-tures et Z les petites strutures. Les Y sont assoiés à la partie prinipale de la solution, les
Z à une partie utuente. Dans la simulation de la turbulene, les méthodes LES ou de sous-mailles proposent de traiter es strutures numériquement de maniére diérente, en s'appuyantpar exemple sur une modélisation (relation de fermeture). Au milieu des années 80, et pourdes systèmes dynamiques dissipatifs, les travaux de Temam et al [Tem97℄ ont permis de justi-er mathématiquement la démarhe de séparation des éhelles (théorie des variétés inertielles).D'abord formulés dans un adre spetral, les méthodes de Galerkin non-linéaires (GNL) ontété présentées omme un adre numérique pour mettre en appliation la modélisation des Zpar les Y . La méthode a été étendue par la suite à des situations plus générales, itons Marion-Temam [MT89, MT90℄ pour les éléments nis, Temam [CT91a, CT91b℄ pour les diérenesnies, Goubet [Gou93℄ pour les ondelettes.Dans la pratique, la projetion sur une variété inertielle (approximative) ne permet pasde mettre en avant l'eaité de la démarhe en termes de rédution de temps de alul, ommel'a montré F. Pasal [Pas92℄ en éléments nis.En fait, l'idée prinipale de la démarhe onsiste à traiter diéremment les Y et les Z,'est-à-dire à dénir un shéma numérique diérent pour les Y et pour les Z. Cette approhea donné lieu à de nouveaux types de shémas multiniveaux en temps : itons par exemplesDebusshe-Dubois-Temam [DDT95℄, C. Calgaro et J. Laminie en éléments nis (hiérarhiques)pour les équations de Burgers et de Navier-Stokes [CLT97, CDL98℄, Dubois-Jauberteau-Temamen spetral pour la simulation de la turbulene homogène [DJT98℄, Costa-Dettori-Gottlieb-Temam [CDGT01℄ pour Burgers en Fourier et Chebyshev, F. Pouit [Pou98℄, JP. Chehab etB. Costa [CC03, CC04℄ en diérenes nies pour Burgers, A. Debusshe, J. Laminie et E.Zahrouni [DLZ05℄ en ondelettes et éléments nis pour Burgers.Tous les travaux sus-ités s'appuyent sur une déomposition a priori des inonnues entermes de grandes et de petites strutures  les tehniques utilisées à et eet varient suivant leontexte, nous y reviendrons plus tard  et sur un traitement numérique diérenié de elles-i.Cette stratégie se justie par un phénomène aratéristique des systèmes dissipatifs, à savoir letransfert de l'énergie de la solution des hauts vers les bas modes de Fourier, e qui peut se voirégalement omme une propriété de régularisation.La nalité de notre projet ii est d'appliquer ette approhe à des équations d'ondesdispersives ou non et qui présentent des aratéristiques toutes autres. En partiulier, ertainesd'entre elles admettent des solutions loalisées en espae (solitons) ou peuvent présenter desphénomènes d'explosion en temps ni ; dans e dernier as les transferts d'énergie des hautsmodes vers les bas modes ne peuvent avoir lieu.Nous onsidérons ii suessivement quelques équations d'ondes 1D pour lesquelles nousproposons des shémas multiniveaux s'appuyant sur une déomposition de type Y-Z, en Fourier,en inonnues inrémentales en diérenes nies et en interpolettes suivant les as ; l'utilisationdes ondelettes interpolantes est motivée pour le développement de maillages adaptatifs et lealul de solutions explosives très loalisées en espae.Notre travail est organisé omme suit : dans un premier temps nous rappelons quelquesdéompositions en espae / fréquenes (Inonnues inrémentales, Interpolettes, Fourier) quenous utiliserons pour dénir les diérents niveaux d'éhelles. Ensuite, pour un problème mo-3











αiwi = Y + Z.Les Y sont dérits par les petites longueurs d'ondes et, de par la onvergene de la série,ontiennent la majeur part de l'énergie. Les Z sont assoiés aux fréquenes élevées et sontpetits par rapport aux Y . 4
La mise en ÷uvre de ette déomposition s'eetue au moyen de FFT. Néanmoins, ettedéomposition a deux inonvenients, d'une part elle ne s'applique qu'aux onditions aux limitespériodiques et d'autre part les diérentes éhelles ne sont pas du tout loalisées en espae, equi oblige à éetuer des aluls outeux pour apter des phénomènes très loalisés en espae,du type explosion de la solution en temps ni. Cette déomposition est parfaitement loaliséeen fréquene, mais pas du tout en espae.Dans le as non périodique, ou si on veut travailler loalement en espae, les méthodeshiérarhiques orent un ompromis très intéressant pour séparer les éhelles à la fois en fré-quene et en espae. Ces méthodes hiérarhiques (inonnues inrémentales, ondelettes, baseshiérarhiques en éléments nis,...) reposent toutes sur le même shéma de onstrution. Toutd'abord, on onsidère plusieurs grilles de disrétisation en espae et l'on distingue les inonnuesportées par la grille grossière de elles portèes par les grilles omplémentaires : la grille gros-sière ne peut représenter que les basses fréquenes alors que les grilles nes omplèmentairespeuvent apter les modes élevés, en réalisant une séparation en fréquene de la solution. Dansun deuxième temps, on remplae les inonnues de grilles nes omplémentaires par des nouvellesinonnues qui représentent loalement l'erreur d'interpolation. On opère ainsi une séparationdes éhelles en espae. Nous détaillons plus bas dans ette setion les diérentes déompositionsen diérenes nies et en ondelettes.Si l'on ommet pour l'instant un éventuel seuillage numérique, ette déomposition onsisteen un hangement de variables que l'on représente par une matrie de transfert S ; la trans-formation est en eet linéaire en l'absene de seuillage. La matrie S représente aussi bienune FFT, une transformée en ondelettes, qu'une matrie de tranfert de base hiérarhiques oud'inonnues inrémentales.Plus préisément, si U est le veteur ontenant les approximations nodales de la solution,on dénit Û par la relation
U = SÛave Û = (Y,Z)T . Ii, Y orrespond à l'approximation de la solution dans l'espae grossier, Yest don de l'ordre de la solution physique, tandis que Z ontient les orretions à la solutionorrespondants aux erreurs d'interpolation sur les grilles nes suessives.Considérons l'équation d'évolution non linéaire suivante :
{
∂tu(t) = L(t, u) +N(t, u), x ∈]0, τ [, t > 0,
u(0, x) = u0(x), x ∈]0, τ [,
(1.1)où L (resp. N) est un opérateur linéaire (resp. non linéaire). Après disrétisation en espae,nous obtenons le système diérentiel à m inonnues suivant :
dU
dt
− L(h)U = N (h)(U), (1.2)
U(0) = U0 ∈ IRm, (1.3)qui se reérit en système ouplé en Y et Z :
dY
dt
− L(h)11 Y − L
(h)





− L(h)21 Y − L
(h)
22 Z = N
(h)
Z (Y,Z), (1.5)5



























22 ).1.2 En diérenes nies (Inonnues inrémentales)1.2.1 PrinipeLa onstrution des inonnues inrémentales s'eetue en deux étapes :1. Hiérarhisation2. Changement de variables (réursif)1.2.2 La hiérarhisationConsidérons d'abord deux grilles. Soit h le pas de Gh, la grille la plus ne. On supposepour simplier que G2h ⊂ Gh ; ela n'est pas toujours le as mais on peut se ramener à unesituation similaire par oarsening, tel que proposé plus bas pour résoudre le problème de Stokes.La hiérarhisation onsiste à réordonner les inonnues en rangeant d'abord elles de la grille laplus grossière G2h, puis, suessivement, elles des Gh \G2h, j = 1, · · · , d. On illustre i-dessouse réordonnement en dimensions 1 et 2 d'espae.
. o × o × o × o × o .En dimension 2, si Gh est la grille ne omposée des points (ih, jh) , i, j = 1, ..., 2N − 1,alors les points de la grille grossière sont (2ih, 2jh) omme i-dessous
. . . . . . . . .
. o o o o o o o .
. o × o × o × o .
. o o o o o o o .
. o × o × o × o .
. o o o o o o o .
. o × o × o × o .
. o o o o o o o .
. . . . . . . . .1.2.3 Changement de variablesLorsque deux niveaux de grilles sont utilisés, le hangement de variables onsiste à laisserinhangées les inonnues de la grille grossière et à remplaer elles de la grille omplémentaire
Gh \G2h par une erreur d'interpolation :
Z = Uf −R ◦ Y, (1.6)6


















.La matrie S du hangement de variables est appelée matrie de transfert.ExempleDérivons la onstrution des inonnues inrémentales (II) d'ordre 2. En dimension un, soit
Uj , j = 0, ..., 2N − 1 les inonnues nodales sur Gh. On pose
Z2j+1 = U2j+1 −
1
2
(U2j + U2j+2) , j = 0, · · · , N − 1, (1.7)








. (1.9)Les inonnues inrementales (assoiée à des onditions aux limites de Dirihlet homogène) sontdon dénies par
z2i,2j+1 = u2i,2j+1 −
1
2
(u2i,2j + u2i,2j+2) ,
z2i+1,2j = u2i+1,2j −
1
2
(u2i,2j + u2i+2,2j) ,
z2i+1,2j+1 = u2i+1,2j+1 −
1
4



















(xi+1 − xi−1)(yj+1 − yj−1),
δh = Min(δxδy ,
δy
δx ),
δx = Max(xi+1 − xi), δy = Max(yj+1 − yj)et  est une onstante indépendante de la disrétisation.Cela garantit don que les z sont "petits" lorsque h2
δh
→ 0, quand h→ 0, 'est-à-dire quand lemaillage utilisé n'est pas trop anisotropique. C'est le as du maillage de type Chebyshev, utilisépar exemple pour simuler le problème de la avité entrainée en formulation ω − ψ, omme parexemple proposé par J. Shen [She91℄ Ces estimations généralisent elles données dans Chen-Temam [CT91a℄ .Bien entendu, des strutures plus nes peuvent être générées en onsidérant non plus unshéma d'interpolation d'ordre 2 mais d'ordre plus élevé. Dans e as l'utilisation d'un shémaexpliite néessite de prendre en ompte un nombre important d'inonnues pour interpoler lesinonnues prohes du bord. Pour palier à ette diulté, on propose dans [Che98℄ d'utiliserdes shémas ompats. Les shémas ompats (CS) sont des shémas impliites qui ont onnuun regain d'intérêt pour la simulation de la turbulene , la résolution numérique de problèmehyperboliques [CGA91℄ et le alul de hos [CS94℄ ; ils permettent d'atteindre une préisionprohe de elle du spetral en utilisant des diérenes nies, Lele [Lel92℄, et peuvent prendreen ompte des onditions aux limites non périodiques. Ils ont été abondamment utilisés esdernières années pour la simulation de problèmes de méanique des uides numériques, voirpar exemple Liu-Wang [LW04℄.Les shémas ompats approhent un opérateur disret par une fration rationnelle ; ils sontdon impliites, e qui permet de limiter la largeur de bande des points à prendre en omptetout en atteignant une haute préision. On érit l'opérateur disret sous la forme
D = P−1Q (1.10)où P , la partie impliite, est une matrie bande, tri ou penta diagonale, et Q une matriede disrétisation de D à un ordre inférieur, ontenant éventuellement la disrétisation desonditions aux limites ; on renvoie le leteur à [Lel92, CM98℄ pour une onstrution générale.8
Comme proposé dans [Che98℄, on peut adapter la onstrution des II aux onditions aux limitessous-jaentes au problème onsidéré, de sorte à s'aranhir d'eets de bord. Outre les onditionsde type Dirihlet dérites jusqu'à présent, on peut envisager par exemple des onditions de Neumann des onditions périodiques.
















































































































Fig. 2  Compression des données en dimension 1. (a) La fontion
9
1.4 Bases interpolantes et Déomposition multi-éhelles1.4.1 Grilles dyadiques et shéma de subdivisionPour tout entier j ≥ 0, on onsidère la grille formée des points dyadiques,
Gj = {xj,k = k/2j pour k ∈ IN}.
Gj est dite grille de niveau j, réalise une subdivision équidistante de IR et pour tout entier
j ≥ 0, on a
Gj ⊂ Gj+1,
Gj+1 \ Gj = {xj+1,2k+1 = 2k+12j+1 pour k ∈ IN}.On remarque qu'un n÷ud de Gj+1 est soit un n÷ud de Gj soit le milieu de deux n÷uds suessifsde Gj.Donné la solution d'un problème aux limites, elle est interpolée sur les grilles Gj par des fon-tions périodiques et polynmiales par moreaux. Plus préisement, ette solution est approhéepar des fontions de sous espaes de dimension nie engendrés par des fontions périodiques,réguliéres et polynmiales par moreaux. Ces fontions sont générées par des opérations de di-latation et de translation de la périodisé d'une unique fontion ϕ à support ompat, régulière,vériant une 'equation à deux éhelles. De plus ϕ est interpolante sur ZZ,
∀k ∈ ZZ ϕ(k) = δk,0. (1.11)De telle fontions sont onstruites en générale par les méthodes d'analyse multi-résolution. Lafontion ϕ est dite fontion d'éhelle interpolante.Dans notre travail on onsidère des fontions ϕ onstruitent par Deslauriers-Dubu dans[MDD93℄ par le shéma de subdivision dont il est utile de rappeller le prinipe de fontionne-ment. Ce shéma nous servira dans la suite pour réaliser les opérations d'analyse et de synthèsede la solution.Soit f une fontion dénie ontinue sur IR et soit la suite (fj,k)k dénie par fj,k = f(xj,k).Etant donné, un entierM pair, on onstruit la suite (fj+1,k)k approhant f aux points de Gj+1par le shéma suivant :
fj+1,2k = fj,k, fj+1,2k+1 = Pj+1,2k+1(xj+1,2k+1), (1.12)où Pj+1,2k+1 est le polynme d'interpolation de Lagrange déni par
−M
2
+ 1 ≤ l ≤ M
2


























i=0 (i− p2 + 12)
(l − 12)(
p
2 + l − 1)!(
p
2 − l)!
. (1.16)1.4.2 Les fontions d'éhelles et d'ondelettesOn dénit l'opérateur d'interpolation Ij sur la grille Gj , en utilisant une fontion ϕinterpolante que l'on onstruit de prohe en prohe sur les grilles Gj de prohes en prohes àl'aide du shéma de subdivision. Étant donné un entier M pair, on dénit f0,k = ϕ(k) = δk,0.Pour j ≥ 1, les valeurs de ϕ sur Gj sont données par la suite (fj,k) dénie par (1.12). Don, paronstrution on a,






hrϕ(xj,k+r). (1.17)La fontion ϕ ainsi onstruite sur les rationels s'étend d'une manière unique par ontnuité à
IR. En outre ϕ est une fontion d'éhelle interpolante, à support ompat,









1 r = 0,
0 r 6= 0 r est pair,
h r−1
2
r est impair.La fontion ϕ ainsi onstruite est dans Cα, la lasse de régularité de Hölder. La régularité detelle fontion est étudiée dans [DD89℄ et d'une manière générale dans le livre de Daubehies[Dau93℄.
ϕ génére loalement les polynmes de degré ≤M − 1, e qui revient à dire pour tout polynme




pkϕ(.− k).On pose ϕj,k(x) = ϕ(2jx− k). On remarque que
∀k, k′ ∈ ZZ, ϕj,k(xj,k′) = δk,K ′. (1.20)11




u(xj,k)ϕj,k,de manière à e que,
Ij(u)(xj,k) = u(xj,k).A la fontion d'éhelle ϕ est assoiée la fontion
ψ(x) = ϕ(2x − 1)est appelée fontion ondelette. On pose ψj,k(x) = ψ(2jx− k).
∀k, k′ ∈ ZZ ψj,k(xj,k′ ) = 0 (1.21)
∀k, k′ ∈ ZZ ψj,k(xj+1,2k′+1) = δk,k′ . (1.22)Pour dérire les algorithmes d'analyse et de synthèse que nous proure ette famille de fontion,on introduit les suites de sous-espaes vetoriels engendrées par l'adhérene de ses ombinaisonslinéaires nies des ϕj,k et ψj,k,
Vj = Vet {ϕj,k, k ∈ ZZ}L2 ,
Wj = Vet {ψj,k, k ∈ ZZ}L2 .On a alors grâe à (1.19) et (1.21-1.22)
Vj ⊂ Vj+1, Vj+1 = Vj ⊕Wj .Si u ∈ Vj+1 alors on a d'une part,
u(x) =
∑
k αj+1,kϕj+1,k(x) (1.23)et d'autre part,







(1.24)Le passage de (1.23) à (1.24) est dit shéma de déomposition ou d'analyse. On a
u(xj,k) = αj+1,2k,
= αj,k,ar les fontions ψj,k s'annullent aux points de la forme xj+1,2k.
u(xj+1,2k+1) = αj+1,2k+1,
= y(xj+1,2k+1) + z(xj+1,2k+1). (1.25)12
Or la famille ψj,k est interpolante aux points xj+1,2k+1 et don
















(1.26)La olletion des familles
(ϕj0,k)k∈Z
⋃
(ψj,k)j≥j0,k∈Z (1.27)permet de déomposer des fontions ontinues. Tout d'abord, pour haque fontion ontinue f ,on dénit les suites















βj,kψj,k (1.29)ave une onvergene en norme L∞.On rappelle que les espaes de Sobolev Hs(IRd) ne s'injetent dans les espaes des fontionsontinues que pour s > 12 .Pour tout entier M , on note αM l'indie de régularité de la fontion d'éhelle ϕ de Deslaurierset Dubu d'ordre M .Théorème 2 Si le min(α(M),M) > σ > 12 alors




















ψj,k(x− l)On vérie alors que





(x) = ϕperj,k (x).Il en est de même pour les ψperj,k . De plus, il est lair que les fontions ϕperj,k vérient l'équationde dilatation (1.19) et sont interpolantes sur Gj et les fontions ψperj,k s'annullent aux points Gjet sont interpolantes aux Gj+1 \ Gj. On onsidère alors des sous espaes Vj et Wj,
V perj = Vet{ϕj,k, k ∈ {0, · · · , 2j − 1}} ,








j,k )j≥j0,k∈Z (1.31)Pour plus de details onernant les analyses multi-résolutions et les bases d'ondelletes qui s'yrattahent, voir [Mey97℄.
14








= 0, x ∈ Ω, (2.32)
u(x, 0) = u0(x), x ∈ Ω, (2.33)posée sur Ω = IR ou bien ave des onditions aux limites périodiques si le domaine est ni, i.e.
Ω =]0, τ [. On suppose que L est un opérateur linéaire auto adjoint qui ommute ave ∂∂x . Alors
∫
Ω












G(u)(., t) dx =
∫
Ω









,LTu >= − < u, ∂
∂x
(LTu) >= − < ∂
∂x











>= − < ∂F (u)
∂x


































ave F (u) = 1
(p+ 1)(p + 2)
up+2.Nous pouvons établir un résultat analogue pour les équations de type Shrödinger. Nous avons le15






= 0, x ∈ Ω, (2.34)
u(x, 0) = u0(x) x ∈ Ω, (2.35)posée sur Ω = IR ou bien ave des onditions aux limites périodiques si le domaine est ni, i.e.
Ω =]0, τ [. Ii u est à valeurs omplexes. On suppose que L est un opérateur linéaire autoadjointet que F (.) est à valeurs réelles. Alors
∫
Ω












G(u)(., t) dx =
∫
Ω
G(u)(., 0) dx,ave G(u) = 12 < Lu, u > +F (u) où < ., . > désigne le produit salaire hermitien.Preuve. La preuve est analogue à elle du lemme 1.2.1 Disrétisation en espaeLorsque la simulation demande une grande préision, en espae notamment, il est possibled'utiliser plusieurs shémas d'ordre diérent pour disrétiser en espae les termes linéaires etnon linéaires.Pour tout entier j ≥ 0, noté Nj = 2j , on onsidère la grille formée des points dyadiques,
Gj = {xj,k = k/2j pour k = 0, . . . , Nj}.
Gj est dite grille de niveau j, réalise une subdivision équidistante de ]0, τ [ et pour tout entier
j ≥ 0, on a
Gj ⊂ Gj+1,
Gj+1 \ Gj = {xj+1,2k+1 = 2k+12j+1 pour k = 0, . . . , Nj}.On remarque qu'un n÷ud de Gj+1 est soit un n÷ud de Gj soit le milieu de deux n÷uds suessifsde Gj.2.1.1 Diérenes niesOn onsidère alors une solution u = u(t, x) de (1.1) que l'on suppose assez régulière demanière à e qu'il est possible d'approher pour tout t ≥ 0, la solution u(t, x) par Uj(t, xj,k) ∈










(2.36)que l'on obtient en érivant (1.1) aux points (xj,k) et en eetuant des développements deTaylor adéquats. Ii L(j) et N (j) sont les opérateurs L et N disrétisés sur la grille de niveau j.16
2.1.2 Ondelettes interpolantesOn onsidère alors une solution u = u(t, x) de (1.1) que l'on suppose assez régulère demanière à e qu'il est possible d'approher pour tout t ≥ 0, la fontion x 7−→ u(t, x) par unefontion uj(t, .) : Vj → Vj telle que




Uj(t, xj,k)ϕj,k.La fontion approhée uj(t, .) est en fait dénie par le système d'E.D.O. 2.36 que l'on obtienten érivant (1.1) aux points (xj,k) et en eetuant des développements de Taylor adéquats.Pour tout entier i, on dénit une approximation de la dérivée partielle ∂i
∂xi
aux points dela grille dyadique Gj, par un opérateur aux diérenes nies entrées d'ordre M , voir annexe.2.2 Disrétisation en tempsDonnée une disrétisation de l'intervalle de temps de simulation [0, T ], 0 = t0 < t1 <





L(h)(Un + Un+1) =
1
2





L(h)(Un + Un+1) = N (h)(
Un + Un+1
2





L(h)(Un + Un+1) = (F (h)(Un+1) − F (h)(Un))./(Un+1 − Un) (2.39)le symbole ./ désignant la division pontuelle, omposantes par omposantes.Ces trois shémas sont inonditionnellement stables mais Un+1 est déni omme solutiond'un problème non linéaire. Comme proposé dans Bona [Bon, Wor91, BDOM95, BDK86℄, onrésout e système à haque pas de temps par quelques itérations de point xe (2 ou 3 susent).17
Shéma (CN) et point fixePoser v0 = Un, k = 0jusqu'à onvergeneCaluler vk+1 = (Id− kn/2 L(h))−1 ((Id+ kn/2 L(h))Un + kn2 (N (h)(Un) +N (h)(vk)))
k = k + 1Le shéma de point xe pour (DSS) (resp. (DFP)) s'érit de façon similaire, en remplaçant
1
2(N
(h)(Un) +N (h)(vk)) par N (h)(Un + vk2 ) (resp. par (F (h)(vk) − F (h)(Un))./(vk − Un) ).Shéma de Crank-Niholson et SplitiingLa déomposition en grandes et petites éhelles permet de résoudre itérativement es pro-blèmes de point xe en Y et en Z par une méthode de type Gauss-Seidel non-linéaire.Shéma (CN) et point fixe en Y et en ZPoser (Y n, Zn)T = S−1Un, v0 = Y n, w0 = ZnCaluler (nly0, nlz0)T = S−1N (h)(Un)jusqu'à onvergeneCaluler (nlyk, nlzk)T = S−1N (h)(Sûk), ûk = (vk, wk)TCaluler vk+1 = (Id1 − kn/2L(h)11 )−1 ((Id1 + kn/2L(h)11 )Y n + kn2 (nly0 + nlyk + L(h)12 (w0 + wk)))Caluler wk+1 = (Id2 − kn/2L(h)22 )−1 ((Id2 + kn/2L(h)22 )Zn + kn2 (nlz0 + nlzk + L(h)21 (v0 + vk)))
k = k + 1Définir Un+1 = S(vk, wk)TRemarque 1 Sur la onservation numérique des invariants.La moyenne est onservée en Y et en Z respetivement. En eet, prenons-là nulle poursimplier. Nous avons
∑
i


































Zi.Ce résultat reste vrai indépendamment de la dénition de Z, dès que l'on utilise un shémaexpliite, ainsi ∑
Y = O(h2p−1)18
pour des IUs d'ordre 2p.Dans le as des inonnues inrémentales orthogonales (voir annexe) ou des ondelettesorthogonales, on a la relation









dtLa onservation de la norme L2 pourra don être ontrlée niveau de grille par niveau de grille.
< L(h)(U), U >=< L(h)(SS−1U), SS−1U >=< L(h)(SÛ ), SÛ >=< (STL(h)S)Û , Û >= 0.La struture antisymétrique de L(h) est onservée, e n'est pas le as en général où la matrieest (S−1L(h)S) au lieu de (STL(h)S) ii.A la manière des méthodes (pseudo)spetrales le terme non linéaire est évalué dans la base"physique" i.e. nodale.En général le shéma de Crank-Niholson ne permet pas de onserver le deuxième invariant(norme L2) de la solution. En revanhe, dans le shéma de Duràn Sanz-Serna 2.38, on pourradénir l'opérateur non-linéaire disret N (h) de sorte à e que les premiers invariants soientonservés au niveau disret. Nous allons dérire omment onstruire l'opérateur non-linéaire








= 0, x ∈ Ω, (2.40)







































































































< N (h)(W ),1 >= 0, ∀W ∈ IRNj+1,dès que N (h) est une disrétisation du terme non linéaire érit sous forme onservative ; onpourra érire :
N (h)(U) = Dx(DU (F
(h)(U)),étant Dy une approximation de l'opérateur ∂∂y par un shéma aux diérenes, ave y = x ou










































< N (h)(W ),W >= 0, ∀W ∈ IRNj+1.En utilisant les notations préédentes, on a :
< N (h)(W ),W > =< Dx(DW (F
(h)(W )),W >
= − < DW (F (h)(W )),DxW >
= − < DxF (h)(W ),1 >























(L(h)Un+1 + L(h)Un) + (F (h)(Un+1) − F (h)(Un))./(Un+1 − Un)
)
= 0La forme onservative assure la onservation du premier invariant. Pour le troisième, on onsi-dère la produit salaire de e système ave le veteur 12(L(h)Un+1 + L(h)Un) + (F (h)(Un+1) −








































































































6Soit U0 une approximation de la solution initiale u(t = 0, xj,k), alors pour tout n ≥ 0,l'approximation Un+1 de la solution u(tn+1, xj,k) sera alulée par l'un des shémas présentési-dessous.
22
Shéma lassique RK43 Le shéma lassique RK43Poser v1 = UnCaluler nl1 = N (h)(v1)Caluler v2 = (Id− kn/3 L(h))−1((Id+ kn/6 L(h))v1 + kn/2 nl1)Caluler nl2 = N (h)(v2)Caluler v3 = (Id− kn L(h))−1((Id+ kn/2 L(h))v1 − kn L(h)v2 + kn/2 nl2)Caluler nl3 = N (h)(v3)Caluler v4 = (Id− kn/3 L(h))−1(v1 + 2kn/3 L(h)v3 + kn nl3)Caluler nl4 = N (h)(v4)Définir Un+1 = Un + kn/6 (nl1 + nl4 + L(h) (v1 + v4))
+kn/3
(
nl2 + nl3 + L
(h) (v2 + v3)
)Shéma de splitting RK43-RK4 type DrisollDrisoll propose dans [Dri02℄ de séparer l'intégration des Y et des Z : l'idée onsiste à utiliserun shéma RK43 pour l'équation en Y et un shéma RK4 expliite pour l'équation en Z. Nousavons testé e shéma et une variante (plus stable) de elui-i, présentée i-dessous.Le shéma de splitting RK43-RK4 amélioréPoser v1 = Un, (Y n, Zn)T = S−1Un, y1 = Y n, z1 = ZnCaluler (nly1, nlz1)T = S−1N (h)(v1)Caluler y2 = (Id1 − kn/3 L(h)11 )−1((Id1 + kn/6 L(h)11 )y1 + kn/2 (nly1 + L(h)12 z1))Caluler z2 = (Id2 − kn/3 L(h)22 )−1((Id2 + kn/6 L(h)22 )z1 + kn/2 (nlz1 + L(h)21 y2))Poser v2 = S(y2, z2)TCaluler (nly2, nlz2)T = S−1N (h)(v2)Caluler y3 = (Id1 − kn L(h)11 )−1((Id1 + kn/2 L(h)11 )y1 − kn L(h)11 y2 + kn/2 (nly2 + L(h)12 z2))Caluler z3 = (Id2 − kn L(h)22 )−1((Id2 + kn/2 L(h)22 )z1 − kn L(h)22 z2 + kn/2 (nlz2 + L(h)21 y3))Poser v3 = S(y3, z3)TCaluler (nly3, nlz3)T = S−1N (h)(v3)Caluler y4 = (Id1 − kn/3 L(h)11 )−1(y1 + 2kn/3 L(h)11 y3 + kn (nly3 + L(h)12 z3))Caluler z4 = (Id2 − kn/3 L(h)22 )−1(z1 + 2kn/3 L(h)22 z3 + kn (nlz3 + L(h)21 y4))Poser v4 = S(y4, z4)TCaluler (nly4, nlz4)T = S−1N (h)(v4)Définir Y n+1 = Y n + kn/6 (nly1 + nly4 + L(h)11 (y1 + y4) + L(h)12 (z1 + z4))
+kn/3
(
nly2 + nly3 + L
(h)
11 (y2 + y3) + L
(h)
12 (z2 + z3)
)Définir Zn+1 = Zn + kn/6 (nlz1 + nlz4 + L(h)21 (y1 + y4) + L(h)22 (z1 + z4))
+kn/3
(
nlz2 + nlz3 + L
(h)
21 (y2 + y3) + L
(h)
22 (z2 + z3)
)23




n intervient omme un terme soure, en expliite.Le shéma RK43 type multiniveaux GNLPoser v1 = Un, (Y n, Zn)T = S−1Un, y1 = Y nCaluler (nly1, nlz1)T = S−1N (h)(v1)Caluler y2 = (Id1 − kn/3 L(h)11 )−1((Id1 + kn/6 L(h)11 )y1 + kn/2 (nly1 + L(h)12 Zn))Poser v2 = S(y2, Zn)TCaluler (nly2, nlz2)T = S−1N (h)(v2)Caluler y3 = (Id1 − kn L(h)11 )−1((Id1 + kn/2 L(h)11 )y1 − kn L(h)11 y2 + kn/2 (nly2 + L(h)12 Zn))Poser v3 = S(y3, Zn)TCaluler (nly3, nlz3)T = S−1N (h)(v3)Caluler y4 = (Id1 − kn/3 L(h)11 )−1(y1 + 2kn/3 L(h)11 y3 + kn (nly3 + L(h)12 Zn))Poser v4 = S(y4, Zn)TCaluler (nly4, nlz4)T = S−1N (h)(v4)Définir Y n+1 = Y n + kn/6 (nly1 + nly4 + L(h)11 (y1 + y4))
+kn/3
(
nly2 + nly3 + L
(h)














= 0 x ∈ IR, t > 0
u(x, 0) = u0(x) x ∈ IR
(3.42)ave µ > 0 et p ≥ 1. Comme dans [?℄, on prend omme donnée initiale le soliton
u0(x) = Asech
2/p(K(x− x0)),alors la solution exate de (3.42) est :
u(x, t) = A sech2/p(K(x− x0 − Ct)), x ∈ IR, t > 0 ,ave la vitesse C de propagation du soliton :
C =
2Ap
(p + 1)(p + 2)






An de simuler la solution physique qui est posée sur tout IR, on onsidère un domaine












(up+2 − (p + 1)(p + 2)µ
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Fig. 3  Soliton initial et son évolution en temps. A gauhe : simulation jusqu'à t = 50 ave
hj = 2
−6. A droite : simulation jusqu'à t = 100 ave hj = 2−7.Dans le tableau 1 on donne les erreurs relatives E0(t = 15) et E1(t = 15), en omparantla préision de l'algorithme de Crank-Niholson (CN) pour des disrétisations des opérateursd'ordre deux et quatre et pour diérents nombres d'itérations non linéaires kmax. L'initialisa-tion de haque itération de point xe est donnée par la formule d'extrapolation d'ordre deux
v0 = (3U
n − Un−1)/2, sauf pour la première itération pour laquelle on prend v0 = U0 et onfait kmax+ 2 itérations internes. Ii, on xe hj = 2−8 et δt = 0.002.
kmax = 3 kmax = 4 kmax = 10ORDRE 4
E0(t = 15) 7 · 10−7 8 · 10−9 4 · 10−10
E1(t = 15) 0.1158 3 · 10−4 9 · 10−4ORDRE 2
E0(t = 15) 4 · 10−6 3 · 10−6 3 · 10−6
E1(t = 15) 0.0316 0.0324 0.0324Tab. 1  Erreurs relatives E0(t = 15) et E1(t = 15), shéma (CN).On onstate que la onservation numérique du deuxième et troisième invariants est sa-tisfaisante seulement à l'ordre quatre. La gure 4 représente l'évolution en temps de E1(t), enomparant deux disrétisations spatiales (hj = 2−7 et hj = 2−8), deux tests d'arret du pointxe (kmax = 3 et kmax = 4) et diérents valeurs de δt. La onservation du troisième invariants'améliore quand hj et δt diminuent, en faisant un nombre d'itérations non linéaires très faible.3.1.2 Shéma de Duràn Sanz-Serna (DSS)La onservation théorique du deuxième invariant n'est possible que si les opérateurs sontdisrétisés à l'ordre deux. Soit δt = 0.002 donné ; pour hj = 2−8 xé, la partie supérieure dutableau 2 donne les erreurs relatives E0(t = 15) et E1(t = 15) en fontion du nombre d'itérationsinternes kmax, tandis que dans la partie inférieure on xe kmax = 4, et on détermine leserreurs relatives en fontion du pas d'espae hj . Pour obtenir des résultats satisfaisants, eshéma requiert un pas d'espae trés petit et un grand nombre d'itérations internes.26




























































Fig. 4  Evolution en temps de l'erreur du troisième invariant E1(t) pour diérents pas detemps δt, pas d'espae hj et itérations de point xe kmax.
hj = 2
−8 kmax = 3 kmax = 4 kmax = 10
E0(t = 15) 3 · 10−7 2 · 10−9 10−13
E1(t = 15) 0.91 0.91 0.91
kmax = 4 hj = 2
−8 hj = 2
−9 hj = 2
−10
E0(t = 15) 2 · 10−9 5 · 10−9 7 · 10−9
E1(t = 15) 0.91 0.29 0.0796Tab. 2  Erreurs relatives E0(t = 15) et E1(t = 15), shéma (DSS).3.1.3 Shéma lassique RK43Le shéma RK43 ne onserve que le premier invariant, grâe à la forme onservativedes équations. Dans le tableau 3 on donne les erreurs relatives E0(t = 15) et E1(t = 15), enles omparant sur diérentes grilles de disrétisation, ave δt = 0.001 xé et des opérateursdisrétisés à l'ordre 4. La onservation numérique du deuxième invariant est satisfaisante. Celledu troisième invariant est assez bonne, malgré qu'elle est se dégrade par rapport au shémade Crank-Niholson (CN) ave kmax = 4. An de réduire l'erreur relative E1 sur le troisièmeinvariant, il faut raner au même temps le pas d'espae et le pas de temps, omme on peut leonstater en gure 5 qui représente son évolution en temps.
hj = 2
−7 hj = 2
−8 hj = 2
−9
E0(t = 15) 10
−7 10−8 10−8
E1(t = 15) 0.0151 0.0013 0.0364Tab. 3  Erreurs relatives E0(t = 15) et E1(t = 15), shéma (RK43).27































































dt=0.0005Fig. 5  Evolution en temps de l'erreur du troisième invariant E1(t) pour diérents pas detemps δt et pas d'espae hj .3.1.4 Plusieurs shémas en temps ave séparation des éhellesAve une déomposition qui atuellement ne travaille que sur deux grilles, nous avonstesté plusieurs algorithmes en temps assoiés à une analyse par ondelette interpolantes d'ordreélévé. On remarquera, en gure 6, la diérene d'amplitude des oeients des diérents blosdans lequels la matrie de l'opérateur linéaire L(h) est déomposée par la séparation des éhelles
Y et Z.Shéma de Crank-Niholson (CN) et déomposition IULa déomposition en grandes et petites éhelles permet de résoudre itérativement les problèmesde point xe en Y et en Z (voir le shéma (CN) et pt xe en Y et en Z). Neanmoins, e shémaest beauoup moins stable que elui de (CN) lassique. En eet, pour hj = 2−8 et kmax = 4xés, l'algorithme ne onverge qu'à partir d'un δt ≤ 2 · 10−4 et diverge pour δt = 3 · 10−4. Leproblème pratique réside en la mise au point d'algorithmes de point xe eaes en Y et en Z.Shéma de Runge-Kutta (RK43) et seuillageAve une déomposition Un(xj,k) = Y n(xj,k) +Zn(xj,k), à haque itération en temps on onsi-dère un ritère de seuillage sur les oeients ondelettes de typesi pour l = −1, 0,+1 Zn(xj,k+l) < ǫ alors Zn(xj,k) = 0.La préision ǫ est xée au départ et depend du niveau de disrétisation du problème. Il reste àétudier plus en détail la relation entre le seuil ǫ, le pas d'espae hj et le maximum des oe-ients ondelettes. Pour e qui onerne la tehnique de seuillage, on n'élimine pas un oeient28
Fig. 6  Représentation de l'amplitude des oeients matriiels des blos L(h)11 , L(h)12 , L(h)21 , L(h)22 .ondelettes, même si inférieur au seuil xé, lorsqu'il est voisin immédiat d'un oeient de va-leur supérieure au seuil. On pourra tester aussi de garder plusieurs voisins. Par e ritère deseuillage, on elimine plus de 90% des oeients Zn(xj,k). En gure 7 on peut voir que lesoeients Zn(xj,k) non seuillés sont loalisés autour du soliton.Sans le ritère qui prend en ompte les voisins immédiats des oeients sous le seuil
ǫ, la solution alulée n'est plus orrete. On remarque ela en gure 8, non seulement sur legraphique de la solution, mais aussi sur l'erreur ‖u − uex‖2 et sur l'erreur relative E1(t) dutroisième invariant.En éliminant de ette manière des oeients ondelettes, on se ramène à résoudre, àhaque itération en temps et pour haque étape du shéma RK43, un système linéaire de tailleinférieure à elle du problème sur la grille ne. Néanmoins, l'assemblage du terme non linéaire







 U et Y 





−4  Z et Z−non−nul 
Fig. 7  En haut : représentation de la solution Un(x) et Y n(x) ; en bas : représentation de
Zn(x) et des oeients non seuillés. 29































Erreur || u − u
ex
 ||2 , algo=RK43+seuillage
seuillage + 0 voisin
seuillage + 1 voisin


















seuillage + 0 voisin
seuillage + 1 voisinFig. 8  A gauhe : Solution alulée et solution exate à t = 50. A droite : évolution de l'erreursur la solution ‖u − uex‖2 et de l'erreur relative E1(t) pour 0 ou 1 voisin ajouté au ritère deseuillage.est toujours eetué sur la base nodale, à partir de la solution réonstruite après l'étape deseuillage.On xe par la suite le domaine de alul (Ω = (0, 4) pour des simulations jusqu'à t = 50et Ω = (0, 8) pour des simulations jusqu'à t = 100), le pas d'espae hj = 2−8, le pas de temps
δt = 0.002 et le paramètre de seuillage ǫ = 10−7.On ompare d'abord l'inuene de l'ordre d'interpolation hoisie pour eetuer la dé-omposition de la solution Un(xj,k) = Y n(xj,k) + Zn(xj,k). On trae en gure 9 l'evolution del'erreur ‖u−uex‖2 et de l'erreur relative E1(t) sur le troisième invariant pour des interpolationsd'ordre 4 et 6. On remarque immediatement qu'il faut onsidérer des interpolations d'ordresupérieur à elui de disrétisation des opérateurs. En partiulier, une disrétisation à l'ordre 4néessite d'une interpolation au moins d'ordre 6, pour que la solution numérique ait la bonnevitesse de propagation.On ompare ensuite l'inuene du paramètre de seuillage ǫ. En gure 10 on représentel'évolution de l'erreur relative sur le troisième invariant E1(t), en onsidérant diérentes valeursde ǫ. Si on seuille ave des valeurs de ǫ > 10−6, le shéma n'est pas stable. Pour 10−6 ≤ ǫ < 10−7,l'erreur relative ‖u− uex‖2 roît jusqu'à 10−2, mais soit E1(t) devient trop grand, soit il osillebeauoup, 'est qui signie que l'invariant I1(t) n'est pas bien onservé, même si sa valeurn'explose pas mais osille autour de la valeur I1(t = 0). Des valeurs de ǫ égales à 10−7 (resp.
5 · 10−7, 10−8) sont appropriées et permettent en moyenne d'éliminer 488 (resp. 486, 481)oeients sur 512= size(Z).Enn, en gure 11 on présente à gauhe la déomposition de la solution à t = 100, pourremarquer enore une fois que les oeients Zn(xj,k) non seuillés restent loalisés autour dusoliton. Au entre on montre l'évolution de la norme eulidienne relative à la déompositionde la solution et du terme non linéaire. A droite on montre l'évolution de la norme eulidiennedes diérents blos du terme linéaire, la plus part de eux-i étant négligés dans le as dudéranement de maillage.Shémas Drisoll et Drisoll amélioré ave seuillage30

















Erreur || u − u
ex
 ||2 , algo=RK43+seuillage, L=8,  h=2−8, dt=0.002
ordre interp=4
ordre interp=6













,  algo=RK43+seuillage, L=8,  eps=10−7, h=2−8, dt=0.002
ordre interp=4
ordre interp=6
Fig. 9  A gauhe : évolution de l'erreur sur la solution ‖u − uex‖2 ; à droite : évolution del'erreur relative E1(t) pour des interpolations d'ordre 4 et 6.


















eps=10−6Fig. 10  Evolution en temps de l'erreur du troisième invariant E1(t) pour diérentes valeursdu paramètre de seuillage ǫ.Pour ette lasse de shémas, le ritère de seuillage permet des séparer en deux parties lasolution. A haque itération en temps, on onstruit deux tableaux de pointeurs : le premierdonne les points non seuillés, i.e. tous eux de la grille grossière et eux non seuillés appar-tenant à la grille ne ; le deuxième tableau ontient les points orrespondant aux oeientsondelettes que dans le as du déranement auraient été annulés.A partir de ette déomposition des inonnues, on résout à haque étape du RK43 deuxsystèmes ouplés. Celui orrespondant aux oeients Zn(xj,k) < ǫ sera résolu soit par l'al-gorithme proposé par Drisoll [Dri02℄, soit par un algorithme appélé Drisoll amélioré (voir leshéma de splitting RK43-RK4 amélioré). La stabilité des es deux shémas est omparable,mais bien inférieure à elle de l'algorithme type déranement de maillage. Le tableau 3.1.4resume la stabilité des es diérents algorithmes. On eetue les aluls en xant hj = 2−8et éventuellement ǫ = 10−7, On remarque que les pas de temps pour assurer la stabilité sontbeauoup plus petits de eux pour les shémas lassiques ou ave seuillage.
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 U et Y (t=100)









−5  Z et Z−non−nul (t=100)















































Norme L2 A11 * Y









Norme L2 A12 * Z









Norme L2 A21 * Y









Norme L2 A22 * Z
Fig. 11  A gauhe, zoom de la solution nale : en haut représentation de U(x) et Y (x), enbas de Z(x) et des oeients non seuillés. Au entre, en haut : norme des blos Y et Z de lasolution. Au entre, en bas : norme du terme non linéaire, projeté sur les blos Y + Z > ǫ et
Z < ǫ. A droite : déomposition du terme linéaire sur les blos Y + Z > ǫ et Z < ǫ : seul leblo en haut à gauhe intervient dans les aluls.algo δt = 0.001 δt = 0.0004 δt = 0.0003Drisoll NAN NAN stableDrisoll + seuillage Z osillent trop Zn(xj,k) > ǫ dans tout Ω stableDrisoll amélioré NAN NAN stableDrisoll amélioré + seuillage Z osillent trop Zn(xj,k) > ǫ dans tout Ω stableShéma RK43 type multiniveaux GNLLe dernier shéma proposé est un algorithme multiniveaux de type Galerkin Non Linéaire[?℄. Il s'agit de déomposer la solution en deux parties, omme dans le as préédent. Cettefois-i, on résout à haque étape du shéma RK43 un seul système non linéaire, elui relatif aublo des oeients Y et Z non seuillés, pendant que les oeients Z sous le seuil sont gées(i.e. Zn+1(xj,k) = Zn(xj,k) si Zn(xj,k) < ǫ).Cet algorithme présente la même stabilité que l'algorithme de Runge-Kutta (RK43) aveseuillage (aluls eetués ave δt = 0.002). Néanmoins, il ne onserve pas orretement letroisième invariant, omme on peut l'observer dans la gure 12.3.2 L'équation de Benjamin Ono (BO)Considérons l'équation de Benjamin Ono généralisée suivante :
{
ut −H(uxx) + upux = 0 x ∈ IR, t > 0
u(x, 0) = u0(x) x ∈ IR
(3.43)
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Fig. 12  A gauhe : evolution en temps des trois invariants de KDV pour l'algorithme RK43ave seuillage. A droite : evolution en temps des trois invariants de KDV pour l'algorithmeRK43 type multiniveaux GNL.ave p ≥ 1 ; ii H désigne la transformée de Hilbert :










H(ux) + 1p+ 1u
p+1
)
= 0 x ∈ IR, t > 0
u(x, 0) = u0(x) x ∈ IR




































uHuxdx.Nous étudions ii ette équation sur l'intervalle unité ave des onditions aux limites pério-diques. 33
3.2.1 Disrétisation en espaeLa prinipale diulté réside ii dans la disrétisation de la transformée de Hilbert de ladérivée seonde. Nous onsidérons pour ela deux approhesLa première, omme proposée dans [BK04, TM98℄ est basée sur le alul de H(uxx) dansl'espae de Fourier via le symbole de l'opérateur H∂xx : −i|ξ|ξ, où i = √−1. Dans le aspériodique, ela permet d'eetuer eaement le alul au moyen de FFT. Toutefois, ela nes'adresse qu'aux disrétisations d'ordre 2 en espae [TM98℄, pour les diérenes nies où à uneméthode spetrale de Fourier [BK04℄.En approhant la solution u(x, t) par une série de Fourier tronquée















= 0, k = −N2 , · · · ,
N
2 − 1. (3.45)La seonde approhe repose sur l'identité formelle
H∂xx = ∂x
√
−∆que l'on obtient par interprétation du symbole. Cette ériture permet d'envisager la disrétisa-tion de H(uxx) sous la forme










= 0, (3.46)où U(t) est le veteur dont les omposantes sont les approximations de u(x, t) au points xi dela grille en espae et au temps t. Il est à remarquer que si A est Toeplitz, semi dénie positive,il en est de même pour B, néanmoins B est une matrie pleine. Il en déoule que les 3 premiersinvariants de BO sont automatiquement onservés pour l'équation semi-disrétisée en espae.3.2.2 Shémas en tempsNous onsidérons ii le shéma DSS de type Crank-Niolson (qui onservent exatement2 invariants). 34
3.2.3 Résultats numériquesNous nous basons sur le travail de Bona et Kalish [BK04℄ pour valider nos odes.A titre de première illustration, nous onsidérons la simulation d'une travelling wave.L'équation BO possède la solution exate
u(x, t) =
sin(λ)
cosh2(λ2 ) − cos2(x−ct2 )
,ave la vitesse c = 1
tanh(λ)
. Les deux premiers invariants sont parfaitement onservés tandis





invariant 0 : la moyenne




invariant 1 : la norme l2





invariant 2 :  energie










Solution à t=0 et t=1
xFig. 13  Shéma Sanz-Serna. Travelling wave ave p = 1, λ = 1 et c = 1.313, ∆t = 1.e − 4,
N = 512, ordre 2 en espaeque le troisième l'est numériquement ave une très grande préision ; l'erreur relative est infé-rieure à 1.e-3.3.3 L'équation de Kuramoto-Sivashinski (KSE)L'équation de Kuramoto-Sivashinsky dérit la propagation d'un front de amme d'uneombution, sous ertaines hypothèses. En domaine périodique elle s'érit sous la forme




2 = 0, x ∈ IR, t > 0 (3.47)
u(x, 0) = u0(x) (3.48)
∂ju
∂xj
(x+ L, t) =
∂ju
∂xj
(x, t), j = 0, · · · , 3. (3.49)Cette équation omporte un terme dissipatif : elle a été étudiée dans le adre de la théoriedes variétées inertielles [Tem97℄ mais aussi, d'un point de vue numérique, dans l'optique de la35
mise en ÷uvre de méthodes de type Galerkin non linéaire, voir par exemple [JRT01℄. Ce n'estpas notre hoix ii, mais signalons que ertains auteurs onsidèrent l'équation obtenue pardérivation en espae de tous ses termes, sous une forme de type Burgers [JRT01℄ : en posant
v = ∂u∂x ,
vt + vxxxx + vxx + vvx = 0, x ∈ IR, t > 0 (3.50)
u(x, 0) = u0(x) (3.51)
∂jv
∂xj
(x+ L, t) =
∂jv
∂xj
(x, t), j = 0, · · · , 3. (3.52)3.3.1 Disrétisation du problèmeNous dérivons ii les shémas obtenus par disrétisation spatiale en diérenes nies.Nous avons également développés un ode en Fourier, qui donne des résultats numériquesomparables.3.3.2 Disrétisation en espaeOn note Â la matrie de disrétisation de l'opérateur ∂xxxx + ∂xx sur la grille ne. Onintègre alors le système diérentiel
Ût = −S−1ÂSÛ − S−1NL(SÛ ),ave les notations habituelles.3.3.3 Shémas en tempsNous utilisons les 2 shémas suivants :Shéma d'Euler impliiteCaluler un+1 = (un + dtA)−1 (un − dtNL(un))),Shéma d'Euler semi-impliite en Y et en ZCaluler yn+1 = (yn + dtA11)−1 (yn − dt(A12zn +NLy(yn, zn))),aluler zn+1 = (Id+ dt ∗ A22)−1 (zn − dt(A21yn+1 +NLz(yn, zn))).3.3.4 Résultats numériquesLes résultats numériques présentés ii ont été omparés ave eux de Lin Bo Zhang[Zha87℄, obtenus d'une part, ave une disrétisation spatiale par diérenes nies d'ordre 2 et,d'autre part, par une méthode spetrale en Fourier.Inuene de l'ordre du shéma d'interpolationOn observe numériquement que, le shéma semi-impliite est d'autant plus stable que l'ordre36
d'interpolation est élevé, 'est à dire que les omposantes en Z sont petites ; 'est en fait a-ratéristique de l'approhe Y −Z dès que le système est dissipatif. Cette inuene est bien sûrrenforée si le shéma en espae n'est pas susemment préis ou si le pas de temps n'est pasassez petit : la perte de préision, typiquement l'aaissement de la bosse entrale du prol deamme, survient pour des valeurs de Z pas assez petites. C'est un indiateur pour développerdes shémas adaptatifs pour ette équation. Par exemple, il a fallu prendre pour N = 64 (32pts sur la grille grossière) et L = 50, des inonnues d'ordre 8, le pas de temps étant le mêmeque elui de la méthode lassique, à savoir ∆t = 0.01.Validation des résultatsLes omparaisons que nous faisons ave les résultats de Lin-Bo Zhang portent sur l'évolu-tion en temps de la moyenne et sur l'évolution de la onguration du front de amme à destemps donnés, étant évidemment partis de la même ondition initiale :u(x, 0) = cos(2πxL ).Notre ode en Fourier fournit exatement les mêmes résultats que eux de Zhang, il peut servirde référene. C'est lassique mais partiulièrement valable pour KSE, le nombre de points dedisrétisation néessaire pour bien représenter la solution est très fortement lié à la préisionave laquelle les opérateurs diérentiels sont approhés : les shémas en diérenes nies d'ordreélevés, tels les shémas ompats, permettent d'obtenir des résultats omparables ave eux enFourier en utilisant le même nombre de points.Les résultats présenté i-dessous ont été obtenus ave une disrétisation en espae d'ordre 4 etpour les valeurs de L, n et ∆t suivantes : L = 10 ; N = 16, ∆t = 0.1 L = 20 ; N = 32, ∆t = 0.1 L = 50 ; N = 64, ∆t = 0.01 (pour Euler et Euler Y-Z),0.1 pour RK34 L = 100 ; N = 128, ∆t = 0.005pour un jeu de paramètres donné, le nombre de points est le même que elui utilisé dans leode Fourier.Evolution temporelle de la moyenneTous nos odes (dierenes nies, Fourier) fournissent les mêmes résultats qui sont onformesave eux obtenus par Lin-Bo Zhang [Zha87℄.Evolution du front de ammePour L = 50 et N = 64 (Figure 17), on observe un leger aaissement (osillation) dela bosse entrale alors qu'elle devrait-être parfaitement plane, ela est vrai pour KSE nodalomme pour KSE Y-Z. Ce defaut disparaît en prenant plus de points ou en augmentant l'ordrede disrétisation en espae.Pour L = 100 (Figure 18) et N = 128 les résultats de KSE nodal et KSE Y-Zsont omparables.Conernant la rapidité d'exeution : le ode en Y −Z néessite d'inverser à haque étape2 matries de taille N/2 au lieu d'une matrie de taille N pour KSE nodal. On obtient un gainde temps de alul ave l'approhe Y-Z. Bien que les programmes aient été érits en Matlab,ei ouvre une perspetive pour espérer obtenir des odes plus eaes.37
















Fig. 14  KSE : Moyenne en temps de la solution pour L = 10, 20, 50, 100











KSE, L=10, t=0,20, 40, 60, 80 , 100
x
u











KSE−YZ, L=10, t=0,20, 40, 60, 80 , 100
x
u
Fig. 15  KSE : Front de amme au temps 0, 20, 40, 60, 80, 100 pour L = 10, ∆t = 0.01,N = 64a) Euler lassique, b) Euler Y-Z (IU2)IU d'ordre élevéNous omparons ii les résultats pour L = 50 et N = 64 en prenant des disrétisations d'ordre38










KSE, L=20, t=0,20, 40, 60, 80 , 100
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KSE−YZ, L=20, t=0,20, 40, 60, 80 , 100
x
u
Fig. 16  KSE : Front de amme au temps 0, 20, 40, 60, 80, 100 pour L = 20, ∆t = 0.01,N = 64a) Euler lassique, b) Euler Y-Z (IU4)









KSE, L=50, t=0,20, 40, 60, 80 , 100
x
u









KSE−YZ, L=50, t=0,20, 40, 60, 80 , 100
x
u
Fig. 17  KSE : Front de amme au temps 0, 20, 40, 60, 80, 100 pour L = 50, ∆t = 0.01,N = 64a) Euler lassique, b) Euler Y-Z (IU8)élevé en espae (shémas ompats (CS)) et en faisant varier l'ordre des inonnues inrémen-tales. Il apparaît lairement que l'ordre de grandeur des IU inue diretement sur la préision39









KSE, L=100, t=0,20, 40, 60, 80 
x
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KSE−YZ, L=50, t=0,20, 40, 60, 80 
x
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Fig. 18  KSE : Front de amme au temps 0, 20, 40, 60, 80 pour L = 100, ∆t = 0.01,N = 64a) Euler lassique, b) Euler Y-Z (IU8)du shéma. Les résultats du shéma en Y-Z présentés gures 19 et 20 sont omparables à euxdu shéma lassique dès que sont utilisées de IU d'ordre 6.
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KSE−YZ, L=50, t=0,20, 40, 60, 80 
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KSE−YZ, L=50, t=0,20, 40, 60, 80 
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KSE−YZ, L=50, t=0,20, 40, 60, 80 
x
u












Fig. 19  KSE : Front de amme au temps 0, 20, 40, 60, 80 pour L = 50, ∆t = 0.005,N = 64Disr. espae : CS 4 , a) IU2, b) IU4, ) IU6, d) IU8
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KSE−YZ, L=50, t=0,20, 40, 60, 80 
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KSE−YZ, L=50, t=0,20, 40, 60, 80 
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KSE−YZ, L=50, t=0,20, 40, 60, 80 
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Fig. 20  KSE : Front de amme au temps 0, 20, 40, 60, 80 pour L = 50, ∆t = 0.005,N = 64Disr. espae : CS 6 a) IU2, b) IU4, ) IU6, d) IU8
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Remeriements : Ce travail a été réalisé dans le adre du projet CNRS/DGRST, A-tion d'éhanges 2003, ode 03/R 1503, "Simulation multi-éhelle et analyse mathématique deséquations d'ondes dispersives". Il a également bénéié du support du programme Méditerranée3+3 MASOH (Modélisation Analyse Simulation Ondes Hydrodynamiques) de l'INRIA.4 ConlusionA travers e travail, nous avons essayé de mettre en ÷uvre, en les adaptant, des méthodesmultiniveaux empruntant aux idées de GNL. Il ressort de nos simulations que le manque derégularisation, don de transfert d'énergie des hauts vers les bas modes de Fourier, pour KdVet BO, ne permet pas d'adapter diretement la stratégie utilisée pour les équations dissipatives.A ontrario, l'équation de Kuramoto Sivashinki, par ses propriétés dissipatives rend possibleune telle adaptation, e qui permet d'appliquer ave suès les tehniques multiniveaux. Notonstout de même que l'analyse des solutions numériques par des bases hiérarhiques, ondelettes ouinonnues inrémenatles, se présente omme un outil pour développer des maillages adapatatifs,pour apter une solution explosive loalisée par exemple. Elles peuvent également être misesen ÷uvre pour ltrer ertaines fréquenes (seuillage).Les propriétés de régularisation semblent don bien être néessaires à l'appliation d'uneapprohe multiniveaux de type GNL et il serait intéressant de onsidérer les équations faible-ment amorties, telles que KdV ou NLS pour lesquelles les solutions sont régularisées asymptoti-quement en temps. Cei est une situation intermédiaire entre le as dissipatif et elui dispersif.
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5 Annexe5.1 Shémas de disrétisation et d'interpolation5.1.1 Les shémas ompletsOn reprend les notations dde la setion 2. Voii les tableaux pour les shémas d'interpo-lation généraux. La suite (fj+1,k)k approhant f aux points de la grille Gj+1 de niveau j + 1est dénie par le shéma suivant :






hlfj,k+lave Pj+1,2k+1 le polynme d'interpolation dans la base de Lagrange qui nous permet de alu-ler la valeur d'une fontion f au point xj+1,2k+1 = 2k+12j+1 par interpolation de valeurs approhéesde f sur la grille Gj de niveau j. M indique l'ordre de l'interpolation et la somme a été détailléepour le as des point entraux.5.1.2 Formules d'interpolation pour les inonnues inrémentales et les interpo-lettesLes oeients hl pour le bord gauhe et les points entraux sont donnés dans les tableauxsuivant. Les poids sont les mêmes pour le bord droit, mais sont à prendre dans l'ordre inverse. Interpolation d'ordre 4Bord gauhe (k = 0) et points entraux (k > 0).l -1 0 1 2 3k=0 5/16 15/16 -5/16 1/16k>0 -1/16 9/16 9/16 -1/16 Interpolation d'ordre 6Bord gauhe (k = 0, 1) et points entraux (k > 1).l -2 -1 0 1 2 3 4 5k=0 63/256 315/256 -105/128 63/128 -45/256 7/256k=1 -7/256 105/256 105/128 -35/128 21/256 -3/256k>1 3/256 -25/256 75/128 75/128 -25/256 3/256 Interpolation d'ordre 8Bord gauhe (k = 0, 1, 2) et points entraux (k > 2). Il faut diviser les valeurs de latable i-dessous par 2048.l -3 -2 -1 0 1 2 3 4 5 6 7k=0 429 3003 -3003 3003 -2145 1001 -273 33k=1 -33 693 2079 -1155 693 -297 77 -9k=2 9 -105 945 1575 -525 189 -45 5k>2 -5 49 -245 1225 1225 -245 49 -547
Remarque 3 Lorsque les onditions aux limites sont périodiques, les shémas d'interpolations'appliquent en tout point. Pour des onditions de type Dirihlet ou Neumann, par exemple,il faut dénir des shémas partiuliers près des bords ; la omplexité augmente de manièredramatique ave l'ordre.5.1.3 Shémas aux diérenes pour les dérivéesPour tout entier i, on dénit l'approximation de la dérivée partielle ∂i
∂xi
aux points de lagrille dyadique Gj , par un opérateur aux diérenes nies entrées d'ordre M omme suit :
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d(i)s fj,k+s.Les tableaux suivants donnent les oeients d(i)s pour le alul des plusieurs dérivées en espaeet pour plusieurs ordres de préision M . Lorsque les onditions aux limites du problème sontpériodiques, les shémas de disrétisation sont entrés, en revanhe on utilisera des shémasdéentrés pour les points du maillage spatial qui sont près du bord du domaine. Dérivée premièreCoeients d(1)s pour le bord gauhe et les points entraux. Les oeients pour lebord droit sont de signe opposé et pris dans l'ordre inverse.ordre s= -3 -2 -1 0 1 2 3 4M=2 k=0 -3/2 2 -1/2k>0 -1/2 0 1/2M=4 k=0 -25/12 4 -3 4/3 -1/4k=1 -1/4 -5/6 3/2 -1/2 1/12k>1 1/12 -2/3 0 2/3 -1/12M=6 k>2 -1/60 3/20 -3/4 0 3/4 -3/20 1/60 Dérivée seondeCoeients d(2)s pour le bord gauhe et les points entraux. Les oeients pour lebord droit sont pris dans l'ordre inverse.ordre s= -3 -2 -1 0 1 2 3 4 5M=2 k=0 2 -5 4 -1k>0 1 -2 1M=4 k=0 15/4 -77/6 107/6 -13 61/12 -5/6k=1 5/6 -5/4 -1/3 7/6 -1/2 1/12k>1 -1/12 4/3 -5/2 4/3 -1/12M=6 k>2 1/90 -3/20 3/2 -49/18 3/2 -3/20 1/90Dérivée troisième Coeients d(3)s pour le bord gauhe et les points entraux. Lesoeients pour le bord droit sont de signe opposé et pris dans l'ordre inverse.48
ordre s= -4 -3 -2 -1 0 1 2 3 4 5 6 7M=2 k=0 -17/4 71/4 -59/2 49/2 -41/4 7/4k=1 -7/4 25/4 -17/2 11/2 -7/4 1/4k>1 -1/2 1 0 -1 1/2M=4 k=0 -967/120 638/15 -3929/40 389/3 -2545/24 268/5 -1849/120 29/15k=1 -29/15 889/120 -58/5 241/24 -17/3 89/40 -8/15 7/120k=2 -7/120 -22/15 231/40 -25/3 143/24 -12/5 71/120 -1/15k>2 1/8 -1 13/8 0 -13/8 1 -1/8M=6 k>3 -7/240 3/10 -169/120 61/30 0 -61/30 169/120 -3/10 7/240Dérivée quatrième Coeients d(4)s pour le bord gauhe et les points entraux. Lesoeients pour le bord droit sont pris dans l'ordre inverse.ordre s= -3 -2 -1 0 1 2 3 4 5 6 7M=2 k=0 3 -14 26 -24 11 -2k=1 2 -9 16 -14 6 -1k>1 1 -4 6 -4 1M=4 k=0 28/3 -111/2 142 -1219/6 176 -185/2 82/3 -7/2k=1 7/2 -56/3 85/2 -54 251/6 -20 11/2 -2/3k=2 2/3 -11/6 0 31/6 -22/3 9/2 -4/3 1/6k>2 -1/6 2 -13/2 28/3 -13/2 2 -1/6Remarque 4 Reherhe de shémas préservant la hiérarhie. Par ailleurs, nous avons dé-veloppé des odes de alul formel (en Maple) pour onstruire des shémas essentiellementinvariants par hiérarhisation ; 'est à dire que la restrition de la disrétisation de l'opérateurdiérentiel à la grille grossière, dans la base hiérarhique, est proportionnelle à la matrie dedisrétisation du même opérateur, dans la base nodale, à un terme d'ordre inférieur près. Cettepropriété est importante puisqu'elle permet de reonstruire loalement les opérateurs très fai-lement, allégeant ainsi les aluls et les stokages matriiels. Certains opérateurs, d'ordre pairpar exemple, ont ette propriété (typiquement la dérivée seonde en dimension 1). Ce n'est mal-heureusement pas le as pour les shémas de disrétisation de la dérivée troisième. Néanmoins,ette investigation permis de mettre en évidene que la hiérarhisation faisait passer d'une fa-mille de ouplage disrétisation - interpolation à une autre. Nous envisageons de onstruire desfamilles de shémas sous ontrainte, quitte à augmenter la largeur de bande du shéma.5.2 Inonnues Inrémentales ℓ2 orthogonalesComme nous l'avons mentionné dans l'introdution, les méthodes de Galerkin non li-néaires reposent sur l'utilisation d'une loi (exate ou approhée) z = φ(y) dérivant l'inter-ation entre grandes strutures y et des petites strutures z. Ce type de relation a d'abordété proposé dans le adre spetral et s'appuie sur la propriété d'orthogonalité L2 des éhelles,[MT89, MT90, Tem97, DJT98℄, l'adaptation aux ondelettes est proposée dans [Gou93℄. LesInonnues Inrémentales telles qu'introduites dans [Tem90℄ ne jouissent pas de ette propriétésd'orthogonalité. On peut néanmoins onstruire des I.I. en s'inspirant des ondelettes de Haar49
[CT93℄. Ce sont des inonnues d'ordre 1 et il a été proposé des IU orthogonales d'ordre 2 dans[BC98℄. Le prinipe de onstrution en est le suivant (pour une disrétisation sur l'intervalleet pour des onditions aux limites de type Dirihlet). On se donne 2N − 1 points interieurs de
]0, 1[ régulièrement répartis et l'on dénit les espaes
PN = {U ∈ IR2N−1/− U2i−2 + 2U2i−1 − U2i = 0, i = 1, · · · , N},
QN = {U ∈ IR2N−1/U2i−1 + 2U2i + U2i+1 = 0, i = 1, · · · , N − 1}.Nous avons alors dim(Ph) = N−1, dim(Qh) = N et IR2N−1 = (Ph)⊕(Ph), (Ph) ⊥ (Ph) = N .On érit
pi =
1
4 (U2i−1 + 2U2i + U2i+1) , i = 1, · · · , N − 1,
qi =
1
4 (−U2i−2 + 2U2i−1 − U2i) , i = 1, · · · , N,On a alors
u = V T p+W T qave V et W matries orthogonales. En posant T = V V T +WW T , on peut érire
Tu = V p+Wqd'où
u = T−1V p+ T−1Wq (= y + z)Nous représentons i-dessous la déomposition de la fontion u(x) = sin(2πx)exp(−(x−0.5)2/0.01)en inonnues inrémentales orthogonales d'ordre 2, sur deux niveaux de grilles. On remarquerale aratère osillant des z, lié aux propriétés d'orthogonalité, e que l'on ne retrouve pas dansles II lassiques.












Fig. 21  u(x) = sin(2πx)exp(−(x − 0.5)2/0.01), Y et Z50
