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ABSTRACT
This paper considers the problems indicated by Nyquist (1987)
of robust estimation in the simple structural errors-in-variables model
when the intercept term is included. Consistency and asymptotic
normality of the intercept and slope estimators are established. Using
influence curves the asymptotic variances and covariance of these
estimators are given. Extension of Cook's statistic for revealing
influential observations in regression analysis to errors-in-variables
model is also presented. Several M-estimators, including an adaptive
M-estimator, and other proposed robust alternatives to the normal theory
maximum likelihood estimator for estimating the simple structural
errors-in-variables model are investigated in a Monte Carlo simulation
study where measurement errors assume a few classes of distributions.
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The method of least squares (LS) is still a very useful tool
in analyzing data. In the usual linear regression model with normally
distributed disturbances the LS-estimators have nice optimality and
asymptotic properties. In practice, however, a normal linear regression
model is not always appropriate, e.g., the normality assumption is
doubtful or measurement errors in the regressors are present. In the
latter case, we have the errors-in-variables models which have been
extensively studied and we refer to Fuller (1987), Kendall and Stuart
(1979, Chapter 29), Madansky (1959) and Moran (1971) for review
articles.
In the simple errors-in-variables model it is supposed that
two variables,£ and tI, are linearly related as
(1.1)
be rwhere a and jO are unknown parameters. Let
orpoints on the line (1.1), and suppose that the observation
is subject to measurement errors
(1.2)
(1.3)







Relations (1.2) through (1.8) are to hold for i= 1,...,n. The pairs
are independent for different i's and are identically
distributed.
If we regard the pi's as fixed numbers, the model is known as
the functional relation model. If, on the other hand, the Ci's are drawn




the model is known as the structural relation model because the ti's are
now random variables (see Kendall and Stuart, 1979, Chapter 29). In the
econometric literature, either of these specifications are usually
referred to as the univariate errors-in-variables (EV) model. Since the
inferential aspects of these two models are rather different, it is
necessary to study them separately. In this thesis, we deal solely with
the structural relation model, and so (x1,Y1),.... (xn,Yn) can be
regarded as a random sample from a bivariate distribution.
Let F denote the common distribution function of (x1,yi)'. By
,,_ 1nl the mean vector m(F) and covariance matrix E(F) of




§1.1 Identtfiabilitv Problem in Errors-in-Variables Model
It is usually assumed that £, 6 and t are normally distributed
and hence the distribution F involves six parameters
ant . Nevertheless, Lindley (1947) and others have pointed out that
in the classical EV model with normality assumption, the parameters a,
am are not identifiable, i.e., the mapping from the
parameters to the distribution function F is not one-to-one (i alone of
the six parameters is identifiable). Kendall and Stuart (1979, Chapter
29) observed, we must make an assumption about the error variances
[Assuming known....is the classical method of resolving the
identifiability problem. Throughout this article, we assume that
is known. Then, the normal theory maximum likelihood estimator (M.L.E.
of the unknown vector parameter Is ffiven bv
when
(1.1.4
This paper Is structured as follows. In Section 2 the usual
maximum likelihood estimator Is viewed as a method of moments estimator
and asymptotic properties of 0 are examined. In particular, the
influence curve is calculated and used to derive the asymptotic
covariance matrix of the estimator. Estimators of the asymptotic
covariance matrix are also proposed. Section 3 contains an extension of
Cook's (1977) measure of influential observations in linear regression
model to the errors-in-variables model. In Section 4, several M-
estimators, an adaptive procedure based on M-estimators, and two other
estimators of the slope are described. A Monte Carlo simulation study is
conducted in order to make comparison of these estimators. The
conclusions are summarized in the final section.
2. Influence Curves and Asymptotic Properties
Assume that (1.1) - (1.12) and (1.1.1) hold. By (1.11) -




Let be the sample distribution function corresponding to F.









Note that the method of moments estimator ®(Fn) coincides with
the M.L.E. (cf. (1.1.2) and (1.1.3)) under assumption of normality. By
the law of large numbers, a(Fn) and 3(Fn) of (2.5) and (2.6) are
consistent estimators of a and 3, respectively, provided that the
distribution function F has finite second moments (see Appendix (1)).
Employing the definition of influence curve introduced by
Hampel (1974), the influence curve of 9(F), IC(x,y;F,0) = [IC(x,y;F,x) ,





It is easy to find that
as is required by the definition of the influence curve. The sample
influence curve is simply obtained by substituting Ffi for F in (2.7) and
(2.8). In the case where a = 0 the derivation of the influence curve of
p had been done by Nyquist (1987).
Note that the influence curve given by (2.7) and (2.8) is
unbounded in x as well as in y so that an outlier in either x or y might
cause trouble. Robust estimations are required for protection against
outliers in x or y. Under regularity conditions discussed in Huber
(1977,1981) estimators of the forms (2.5) and (2.6) which can be written
as functionals of the sample distribution function Fn are asymptotically
normally distributed with variance equal to expectation of squared
influence curve, that is,
To write down the entries of








By (2.11) - (2.14) we see that the condition for asymptotic
normality of 0(F ) in (2.10) is that F has finite fourth moments.
For the special case where both error distributions are





It follows that the asymptotic variance of C(F,,) depends on
(2.18)
the noise-to-signal ratio for the observable predictor variable x, and
is an increasing function of i.
Under the assumption of normality, the asymptotic variances of
the structural model slope estimator (1.1.2) and the intercept estimator
(1.1.3) have also been derived as follows (see, for example,




which are equivalent to expressions (2.15) and (2.16), respectively.
%2.1 Estimation of the Asymptotic Covariance Matrix
The next problem is the estimation of the standard error of
(2.10) tells us that the asymptotic covariance matrix of
Since the true underlying F is
unknown, we may estimate it by substituting Fn for F. Then we nave the
sample influence curve estimator Er of the asymptotic covariance matrix
where
(2.1.1
The entries of Z. can easily be determined by just replacinj
anc
expressions (2.11) - (2.14)
On the other hand, Tukey (1958) pointed out that
(a finite sample version of E usually is i
good estimator of the covariance matrix of where denote
with ith observation deleted and
(2.1.3
Therefore, we also consider the jackknife estimator Z of the asymptotic
covariance matrix of Jn0 (F ) where_ A n '
(2.1.4)
Efron (1981) showed that these two methods of estimation are
asymptotically equivalent.
When F is bivariate normal, we can simply substitute the
estimates and x in (2.15) - (2.17) to obtain
another estimator Z„ of the asymptotic covariance matrix ofN
3. Assessment of Influence
Cook (1977,1979), Cook and Weisberg (1982) proposed a
statistic, known as the distance statistic, in the case of linear
regression model to measure the influence of the ith data point. The
Cook statistic is
where p is the dimension of the parameter vector 9. Cook (1977) noted
that the normal theory lOO(l-a) confidence ellipsoid for the unknown
vector 9 is given by the set
(3.1)
(3.2)
where is the 1-a probability point of the central
F-distribution with p and n-p degrees of freedom. Reference to (3.1)
suggests that the value of can be converted to a familiar probability
scale by comparing computed value to the F(p,n-p) distribution. A
large value of indicates that the associated ith point has a strong
influence on the estimate of 9. Suppose, for example, that D1 =
F(p,n-p,0.5). Then the removal of the ith data point moves the estimate
of 9 to the edge of a 50 confidence ellipsoid for 9 based on ®(Fn)-
However. D is not distributed as F; this comparison is used only for
l
converting D. to a familiar scale.
An analogy to this can be made in the errors-in-variables
model. In this case, the 100(l-a) asymptotic confidence ellipsoid for 9
is given by
[asym.cov (3.3)
where is the 1-a probability point of the central chi-squared
distribution with p degrees of freedom. Hence, we let
(3.4
it can then be compared to the
V
distribution. If we use 2: as the
estimator of the asvmDtotic covariance matrix of then measure
becomes
(3.5:
Of course and could also be used as estimators of the asymptotic
covariance matrix of We denote the corresponding measures b}
anc respectively
Since is the jackknife estimate of the
influence curve (Huber,1981,pp.13-16), we have an equivalent measure
corresponding tc where
Similarly, equivalent measures corresponding to and
are
respectively denoted by and
Note that or no qH nnlv uhpii F is hivariate
normal.
12
4. Comparative Study of Several X-estimators of Slope
Certainly the method of least squares and its generalizations
have served us well for many years. However, It is recognized that
outliers, which arise from heavy tailed distributions or are simply
bad data points due to errors, have an unusually large influence on the
least squares estimators. That is, the outliers pull the least squares
estimates towards them too much a resulting examination of the
residuals is misleading because then they look more like normal ones.
Accordingly, robust methods have been created to modify least squares
scheme so that the outliers have much less influence on the final
estimates. One of the most satisfying robust procedures is that given by
a modification of the principle of maximum likelihood. It should be
mentioned that Huber (1981) provided excellent materials of many of the
mathematical aspects of robustness.
X4.1 M-estimation
be a random sample that arises from a
Let
distribution with density f (x-9) of the continuous type, where is a
iocation parameter The logarithm of the likelihood function is
(4.1.1)
where p(x)=- in f(x). In the maximum likelihood estimation we wisn to
maximize In L(A) or, in terms of the p runction, mliiiuitc.
Suppose that this minimization can be achieved by differenti¬
ating and solving K'(0) - 0; that is, finding the appropriate 9 that
satisfies
(4.1.2
where The solution of this equation that
minimizes K(9) is called the maximum-likelihood or M-estimator of 9 and
is denoted by 9. To create a scale invariant version of the M-estimator,
we find the solution 9 of
(4. i . 3)
where s is a robust estimate of scale such as the median absolute
deviation about the sample median
(4.1.4
or the sample interquartile range
(4.1.5)
where F is the empirical c.d.f.
n
The form of the function f and the definition of the scale
parameter s determine the properties of 9. An exhaustive analysis of the
location estimation problem by Andrews et al. (1972) and the theoretical
work by Hampel (1971,1974) suggested that critical aspect of an M
estimate is the behavior of (r) over the extremes of its domain.
Estimates with ¥ unbounded in r tend to be non-robust, those with a
bounded but nonzero value for large r's tend to be robust for small
proportions of outliers, while those for which returns to zero display
robustness even with respect to large proportions of very gross
outliers.
Huber (1964) proposed solving for 0 using defined by
(4.1.6
Hampel (in Andrews et al. 1972) suggested a class of estimates for
location based on a function t of the form
(4.1.7:




and s defined by
(4.1.9
This estimate with c = 2.1 will be studied further in this article.
It is useful in practice to define a family of M estimates by
using a function of a single parameter whose value determines the degree
of robustness of the estimate and its efficiency in the Gaussian case. A
well-known example is the L norm estimate
(4.1.10)
which includes the least-squares (p = 2) and least absolute deviations
(p = 1) estimates among its members. As an alternative to L estimates,
the following family will also be considered:
(4.1.11)
The estimates defined by (4.1.11) will be referred to as E estimates.
a
They include the L case (a = 0) but are to be distinguished from the L
d P
class in terms of two features of their influence function (f). First,
it is bounded and reaches its bounds at |z| = 1a. Second, extreme
residuals have a decreasing rather than increasing influence and this
influence eventually reaches negligible proportions. It is also worth
noting that estimates do not require a scale estimate.
4.2 Extension to the Errors-in-Variables Problem
We now go back to our errors-in-variables model.
is known, we can easily rescale the observations so that
Suppose that we attempt to find a line such that the perpendicular
distances from the (x.,yA) on to it are such that the sum of their






which agree with maximum likelihood estimators (1.1.2) and (1.1.3).
Using this principle of least squares, the above results (4.2.2) and
(4.2.3) were also found by Pearson (1901) and Gini (1921). (See Section
4.4.) This estimation procedure is sometimes known as orthogonal
regression.
The M-estimates for location are defined to be solutions of
the equation (4.1.3) where s is determined somehow, perhap:
simultaneously. This is equivalent to finding a local minimum of th
functior ) where In this second form they ma
be extended to errors-in-variables models since x - 9 may be considered
as residual, r. , and s as a scale statistic. The estimate is defined as
the values of parameters for which a function of th
corresponding residuals, attains a local minimum.
A
For the errors-in-variables model, given any 6 the residuals
(4.2.4)
may be formed. The parameter 9 may also be estimated by the location of
local minimum of the function The particular local
minimum found by an iterative optimization program will depend on the
starting value and on the numerical minimization procedure used. To
obtain a robust scale estimate and a start for the iteration process, we
need a preliminary estimate of 9. It is helpful if this is robust and
frequently the least absolute value (1) estimate is used. We denote
this by 9°. A robust measure of spread is
(4.2.5
where F is the empirical c.d.f. based or We are
now required to minimize
(4.2.6
14.3 An Adaptive M-estimator
The approach that achieves robustness by using the data to
make a preliminary decision about the procedure to use for the main
inference is called adaptive inference. Hogg (1974) has provided
summaries and bibliographies for adaptive inference. The adaptive
regression procedure, based on M-estimators and given below, was
suggested by Moberg, Ramberg and Randies (1980). The basic steps in the
adaptive regression procedure are :
(a) Find a reasonably robust preliminary estimator that is not greatly
influenced by outlying observations.
(b) Use the residuals from this preliminary fit to classify the error
distribution according to tail-weight and skewness characteristics,
and to form a scale estimate.
(c) Use the classification from (b) to select a ?() function from a set
of 5 such functions which were constructed so that each individual
function is effective for a specific class of distributions (e.g.,
one that are light-tailed and symmetric) and so that collectively
they covered a board spectrum of possible distributions.
(d) Use the ?{') chosen in (c), with preliminary estimates from (a) as
starting values, and perform iterations toward the M-estimator based
on
Development of the location estimation procedure involves
selecting a distribution family, choosing classification statistics,
defining classification rules, selecting a scale statistic to make the
procedure scale invariant, and developing M-estimating functions to use
in each class. A detailed discussion of these items is given in Moberg,
Ramberg and Randies (1978). Some additional details concerning the
regression procedure, as well as specific descriptions of each of the
four steps described above, are given in the remainder of this
subsection.
The family of distributions chosen for use in this study is
the generalized lambda distribution (GLD) (see Ramberg and Schmeiser,
1972,1974 and Ramberg et al.,1979) which is defined in terms of the
inverse distribution function :
The parameters A and A can be chosen to yield a wide variety ofO
skewness and kurtosis values, ag and respectively, and and Ag can
be adjusted to achieve the desired location and scale values.
The detailed descriptions of the four steps stated below is a
modification of procedures suggested in Moberg, Ramberg and Randies
(1980). The steps in detail are :
(a) Hill and Holland (1974) found that estimates provided good
starting value for M-estimator computations , and we agree with
their recommendation.
(b) This step require an examination of the residuals from the
A o
preliminary fit. Letting e denote the L estimates found in (a), we
form the residuals
(4.3.2)
be ordered residuals from (4.3.2). As




where and are arithmetic means of the smallest
middle and largest nv of the order statistics
respectively (fractional items are used if nv is not an integer).
These measures worked well in previous studies, e.g., Hogg, Fisher
and Randies (1972). The scale estimator we used is a modification of
the interquartile range :
(4.3.5)
where F (•) is the empirical c.d.f. based on r
n
The classification rules are given in Moberg, Ramberg and
Randies (1980,p.215). These rules were developed by generating
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samples from a wide variety of GLD's, examining scatter plots of
(Q3,Q4) values from the samples, clustering similar groups of
distributions, and deriving algebraic equations of lines to separate
the groups.
The sample is classified into one of five classes. Class (1)
corresponds to light-tailed symmetric distributions, Class (2) to
medium-tailed symmetric distributions, Class (3) to distributions
that are heavy-tailed symmetric or slightly skewed to the right,
Class (4) to distributions that are moderately skewed to the right
and moderate in tall-weight, Class (5) to distributions that are
heavily skewed to the right and moderate in tail-weight. If
left-skewed distributions are possible we replace Q3 by Q3= 1/Q3
and create Classes (6) and (7) corresponding to the construction of
(4) and (5) respectively in the above scheme.
(c) The selection of an appropriate w(•) function is determined
according to the classification from (b) and P functions
corresponding to each class are proposed in the same reference
(p.216) where the procedure for development of the q functions is
also given.
(d) The last step In finding the adaptive regression estimates is the
computation of the estimate 9= (a,p) that minimizes
(4.3.6
where p'(t) Equivalently, the estimate may be defined as the
cn1it i nn of two equations
(4.3.7)
(4.3.8)
%4.4 Weighted Least Squares Estimator in Errors-in-Variables Model
Our plan Is to generalize the weighted least squares estimator
for the regression problem to an errors-in-variables estimator,
The weighted least squares estimator for the regression case
is to find a and p such that they minimize
(4.4.1)
where w is a weight that can serve to damp the influence of the ith
yi
point on the estimators to the extent that it is diagnosed as an
outlier.
If in the errors-in-variables model we rescale our vertical
units using the known value of A by transforming
and so that y. becomes then the effective A in the
rescaled space will equal to one. Thus we may assume A = 1 without loss
of generality
With A = 1, a natural generalization of (4.4.1) to errors-in-
variables model would involve superposing two weights, each intended to
down-weight an outlying coordinate of
Hence we are now
required to minimize
(4.4.2
If we assume that
, say, it then can be shown that ir
order to minimize
(4.4.2







It is worth to note that
and have the same forms as the normal theory anrt
of (1.1.2) and (1.1.3) with A = 1, except that t replaces s and
corresponding weighted moments reDlace respec¬
tively; and
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(ii) by letting wi= 1 for i= 1,...,n, aw and /w reduce to a and a of
(4.2.2) and (4.2.3), which minimize the sum of squared distances of
the points in the direction orthogonal to the line.
14.5 An Iterative Algorithm for L1-norm Minimization
As we mentioned before that L1 estimate will be employed as
the starting value for M-estimator computations, this subsection
proposes an iterative procedure for the minimization of absolute
deviations which uses the basic least squares method.
our problem is toLetting
minimize
(4.5.1)
with respect to a and P.
The basic least squares algorithm minimizes the criterion
(4.5.2
where the weighting factors, wi, can be chosen by an investigator to
meet the requirements of the specific system under investigation. By
considering the (k+1)th iteration of a specially constructed iterative
nrnr.PQs this criterion can be written as
(4.5.3)
are determined by the kth





which approximates the desired absolute deviation index. The following
iterative procedure is therefore proposed.
1. Solve the basic least squares problem with the weighting factors, w.
2. With the generated least squares coefficients, a(k) and /3(k),
calculate the residuals, r(k)i, i= 1,...,n.
3. Resolve the least squares problem with the weighting factors, wi=
4_ Repeat Stens 2 and 3 until
When a residual becomes very small in comparison to other
residuals, the corresponding observation is eliminated from the least
squares calculation by setting the weighting factor for that residual to
zero. This is justified since the effect of an almost zero residual on
the total sum will be negligible. If, on any of the following
iterations, the residual for that observation becomes important again
(aianificantly not equal to zero), it is reinstated.
%4.6 Monte Carlo Description and Analysis
In the following Monte Carlo study we focus on estimating the
slope, with less interests in the intercept. The regression procedures
selected for comparison, and the acronyms used to denote them, are
(a) the Andrews' sine estimation (AMT)
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(b) the adaptive regression procedure described in Section 4.3 (ARP)
(c) Ea estimation with a= 0.1 (E0.1
(d) Ea estimation with a= 0.3 (E0.3)
(e) Ea estimation with a= 0.5 (E0.5)
(f) Ea estimation with a= 1.0 (E1.0)
(g) Lp estimation with p= 1 (L1)
(h) Lp estimation with p= 1.5 (L1.5)
(1) Lp estimation with p= 1.8 (L1.8
(j) Lp estimation with p= 2 (L2), equivalent to the normal theory
maximum likelihood estimation or method of moments estimation
(k) the normal theory maximum likelihood estimator (1.1.2) or method
of moments estimator (2.6) with a modification of interquartile
range as robust scale estimates substituting for sx2, sy2, s xy
(IQR)
(1) the normal theory maximum likelihood estimator (1.1.2) or method
of moments estimator (2.6) with a modification of median absolut(
deviation from the median as robust scale estimates substituting
(MED)for
Huber (1981) suggested that the expression
(4.6.1)
be as a robust correlation coefficient between ransom variaoies A anu Y
and robust covariance then can be constructed as
(4.6.2)
ratioro Q iQ a rnbust scale functional and a= i/S(X), b=1/S(Y). If we use
as a robust scale functional and C (X,Y) of (4.6,2) with S of (4.6.3) as
a robust estimate for Cov(X.Y) to estimate p, then we call it the IQR
procedure. Similarly, MED procedure is obtained by employing
A Monte Carlo study is presented to compare the twelve
regression procedures discussed above, using various combinations of
distributions of errors 5 and c . Samples of size n = 50 are generated
for the case where a 1 and £ is normally
distributed with mean fJ ~ 0 and variance Notice that our
choice of parameters implies (a) that A = 1, and (b) that
so there is a large proportion of noise in x
The distributions of the measurement errors 6 and e are both
generated from seven symmetric and positively skewed GLD's, all with
zero mean (or zero median for distributions not possessing first
moment). All GLD's with finite fourth moments are scaled to have unit
variance. For distributions not possessing the appropriate moments, the
distance between the median and the 84th percentile is required to be 1.
(The number 1.0 is the 84th percentile for a standard normal
distribution.) For detail, see Appendix (5). The location parameter A,
the scale parameter hthe shape parameters
the skewness and
kurtosis values for the GLD's used are given in Table 1. Some of
them were suggested by Moberg, Ramberg and Randies (1980). Note that GLD
1 is the uniform distribution, GLD 2 is normal-like, GLD 3 is
Cauchy-like, and GLD 4 is similar to the Student's t-distribution with 5
degrees of freedom. The lambda coefficients are available from Table 4
of Ramberg et al. (1979), Table I of Ramberg and Schmeiser (1972) or
Tables II and III of Ramberg and Schmeiser (1974). Uniform random
numbers are generated by IMSL subroutine GGUBFS and seed values for the
subroutine are taken from a table of random numbers. For each of the
forty-nine combinations of distributions 500 replications are performed.
Computations are in double precision on IBM 4381. All algorithms are
programmed in FORTRAN.
The estimates in this study are calculated using the
algorithm described in Section 4.5. The AMT, ARP, _, E_ _,0.1 0.3 0.5
1 n» an( 1 ft estimates are obtained as the minimization of1 • U 1 . O 1 O
(4.2.6) using the IMSL subroutine ZXCGR, with estimates as starting
values. In fact, in the cases of and the term so(0 ) in
(4.2.6) is ignored because Lp estimates do not require a scale estimate.
The L estimates are directly computed by (1.1.2) or (2.6) whilst the
IQR and MED estimates are obtained by substituting the appropriate
robust scale estimates discussed above in the same expressions.
The principal measure of goodness used in this study is the
mean square error (MSE), which is estimated by
(4.6.5)
where 500, and represents the estimated value of
corresponding to the ith simulated sample (i - 1 k) . The comparisons




Using this notation values greater than 1 indicate improvement over L .
2
The estimated values of MSE are listed in Table 2 and the ratios are
reported in Table 3. In addition, Table 4 shows which of the twelve
procedures is best (i.e., with smallest MSE characteristic) for a
variety of error distributions.
A number of interesting trends are apparent in Tables 3 and 4.
It is helpful to analyze these results by distributional classes since
the behavior of the regression methods differs considerably between
classes.
One very striking feature is the complete dominance of the MED
and IQR in cases where either 5 or t is GLD 3 (Cauchy-like) or both. By
the relative mean square errors criteria, the MED and IQR are better
than all other methods and 280 to 2000 percent as efficient as I2 in
these cases whilst the next best one ARP ranges from 170 to 830 percent
as efficient as L2 in the same cases.
The next obvious characteristic of the statistics is in cases
of distributions other than GLD 3 that L. and L2 are essentially
the better methods, but no clear winner emerges from three of them. When
the measurement errors are GLD1s 4,5,6,7 (heavy-tailed or highly-
skewed), L _ is generally better than Lj g and as evidenced in1 • o
Table 3. However, for both errors being GLD's 1,2 (light-tailed or
normal-like), L2 performs better than Lj g which in turn does better
than L« _.1.5
As expected, is clearly the best method when both errors
are the normal-like distributions in Class (2) (i.e., GLD 2), having
smallest value of MSE statistic. The procedure is at least 90% as
efficient as Lg and the 1 procedure at least 99% while the other
methods are never better than 15% as efficient as L in this case.
For all distributions studied except Involving GLD 3 (Cauchy-
like), it seems that is a good compromise since at worst it is 85%
as efficient as L2 and can do considerably better than when the
underlying distributions of errors are heavy-tailed and when they are
highly-skewed. But for distributions involving GLD 3 the MED and IQR are
superior to all of the other procedures.
There is also a published report on the success of fitting a
straight line in regression problem by minimizing
Forsythe (1972) estimated a and p when the distribution of the error c
is a standard normal contaminated with a normal having mean p and
standard deviation a =4. By Monte Carlo methods, he compared the mean
square errors of the least squares estimators of a and p with those
found using p values of 1.25, 1.50, and 1.75 for contaminations of 0,
2.5, 5, 7.5, and 10 percent. In the symmetric case (p « 0) or the skewed
case (A = 4), a general pattern emerges : as the contamination
increases, lower powers of p are more desirable. The value p = 1.5 seems
to be the best compromise and it provides estimators that are 95%
efficient in case there is no contamination. We could view p - 1.5 as a
compromise value for error laws ranging from the normal (for which p = 2
is optimal) to the double exponential (for which p - 1 is optimal).
5. Conclusions
When estimating the regression parameters in the simple
structural errors-in-variables with intercept model it appears that the
method of moments estimator ( or maximum likelihood estimator under
assumption of normality is sensitive to outliers in
measurement errors of £ as well as q. This has been established by the
influence curve and illustrated in a small simulation experiment. The
principal aim of this article is to devise some estimation procedure
that would perform well over a wide range of symmetric and asymmetric
distributions. Except involving the Cauchy distribution where the MED
and IQR procedures are the champions, the L estimator is superior toJL• O
the other procedures studied when the underlying distributions of
measurement errors are heavy-tailed andor highly skewed and is
competitive with L_ arid L. when the underlying distributions are2 1 . o
light-tailed or normal.
In this article we deal solely with the simple (univariate)





(the are assumed to be independently and identically distributed
random vectors) is much more complicated. For references to the
estimations of («.B). see Amemiya and Fuller (1984). Anderson (1984),
Chan and Mak (1984), Chan (1980), Chan and Mak (1983,1985), Fuller
(1987), and Gleser (1981). If some measurement errors of (0' ,fe')' are
heavy-tailed andor highly skewed, finding an alternative robust
estimator for B is a difficult problem that deserves much more research.
Appendixes
(1) Proof of the consistency of
We demonstrate the consistency of p{$n) by observing that from
the general results, the sample variances and covariance in (2.6)
converge in probability to their expectations. Thus, we have
(Al.l)
Substituting (Al.l) in (2.6), we see that
(A1.2)
which establishes consistency.
(2) Derivation of the influence curve of
The definition of influence curve given by Hampel (1974) is as
follows :
Let ft be a complete separable metric space, let T be a vector-
valued mapping from a subset of the probability measures on ft into the
k-dimensional Euclidean space IRk, and let F lie in the domain of T. Let
C denote the atomic probability measure concentrated in a given wen.
w
Then the vector-valued influence curve of T at F is defined pointwise
by
(A2.1)
if this limit is defined for every
Examples :
(i) The influence curve of mean is given by
(A2.2)
(ii) The influence curve of variance is given by
(A2.3)
(iii) The influence curve of covariance
given by
In fact, the influence curve is a type of derivative (called
Von Mises derivative). By letting we can write
(A2.5)
Now, we first derive the influence curve of fi which is given
in (2.2). Replacing F in (2.2) by where
is the probability measure determined by the point mass 1 in a point
it gives
(A2.6)
By using (A2.3) - (A2.5), we obtain










(3) Derivation of the asymptotic variances and covariance of a(Fn) anc?
P(Fn) under the assumption of normality
Recall that
(A3.1)
and t, 6 and e are mutually independent.








by noting the independence of £, 6 and e .
Similarly, we have
(A3.6)









Therefore, under the assumption of normality
(A3.12
(4) Derivation of the weighted least squares estimator
The M.L.E. a. and fi of (1.1.2) and (1.1.3) are the orthogonal
regression estimators in the rescaled space (i.e., when A = l see
Malinvaud, 1970, Chapters 1 and 10). That is, a and p minimize the sum
of squared residuals taken perpendicular to the estimated line. This
suggests taking as the coordinate of the foot of the
perpendicular projection of (x ,y ) onto the line
(A4.1)
Substituting (A4.1) into (4.4.3), we have
(A4.2)
Setting the partial derivatives of (A4.2) with respect to a and p to
zero vields, after simplifying,
(A4.3;





(5) A method of computing the lambda coefficients for symmetric
distributions not possessing first four moments
For continuous symmetric cases, the generalized lambda
distribution (GLD) is given by
The kth (k 1) moment of GLD exists if and only if (Ramberg
and Schmeiser, 1972]
When the first four moments of a specificed symmetric
distribution exist, the lambda values can be determined using Table 4 of
Ramberg et al. (1979). However, if the first four moments do not exist
(A -0.25), another approach must be taken. One method involves using
the percentile points of the distribution. Choosing the appropriate
41
percentile points is a delicate question. We follow the method in
Ramberg and Schmeiser (1972) that was suggested by Filliben (1969) and
use the .975 and .9975 percentiles. The shape parameter, A 3, then can be
obtained from the nonlinear eauation
(A5.2)
which can be solved by trial and error, and where F-1 is the inverse of
the distribution function being approximated. After solving (A5.2), one
should check that the same low-order moments exist for the lambda
approximation as for the distribution being approximated. (An example,of
Cauchy distribution is given below.)
As required that the distance between the median and the 84th
percentile be 1, A2 can be determined from
(A5.3)
since and is
simply the median (F 1(.5)) of the distribution being approximated.
Examnl e.
The Cauchy density and distribution functions are given by
arctan x, respectively. Afterand
weandobtaining
solve (A5.2) by trial and error, obtaining A3= -.9904. However, the
first moment of the Cauchy distribution does not exist. This implies
that A3 should be less than or equal to -1, and hence we set A3= -1,
which results in An= -5.0595.
Table I - Values used In Monte Carlo study of Section 4.6
GLD Class
2 3 % a3 a4
1 1 o oooo 0.5774 1.0000 1.0000 0.00 1.80
9 2 0.0000 0.1974 0.1349 0.1349 0.00 3.00
9 3 o oooo -5.0595 -1.0000 -1.0000
4 3 0.0000 -0.3203 -0.1359 -0.1359 0.00 9.00
3 -O 1692 -0.4243 -0.1400 -0.1900 1.36 19.2:
4 -0.6597 -0.1375 -0.0200 -0.1000 2.23 13.42
7 5 -0.7308 -O.32R3 -0.0100 -0.2000 4.47 69.54
Table 2 - Mean square error of estimates of slope
GLD 1







































































































































































































































































































fc ~ GLD :
6 ~ GLD -

































































































€ ~ GLD :
n ~ RT.n .=;







































































































































































































































































































Table 3 - Relative mean square error of estimates of slope
GLD
GLD 1
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6 ~ GLD 4
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i - GLD 5

































































































e ~ GLD :
GLD 6




































































































































































































Table 4 - Best procedure based on USE criteria








L1 .8 L1 .8 L1 .8 L1 .5
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