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COMMENTATIONES MATHEMATICAE UNIVERSITATIS CAROLINAE 
29,1 (1988) 
GENERALIZATION OF THE GIRSANOV THEOREM 
Václav SKOKAN 
Abstract. The purpose of this paper is to generalize the Girsanov the-
orem £13. In particular, on a probability space£&,tf,P ] a process $(t)= 
=w(t)+ J x p(t,dx)- L A(s)ds is considered, where w(t), (w(0)=0), is a Viiener 
process and p(t,A) is an integer-valued random measure with a characteristic 
TT(t,A), p(t,A)=p(t,A)-TT(t,A). It is proved that there exists a probability 
measure P, such that P,« P and on the probability space £D-,tfc,P.3it holds 
$(t)=wXt)+Jg x JT(t,dx), where w*(t) is a Wiener process on£.&,*#,P,3 and 
Jl x p(t,dx) is a locally square integrable martingale ont.H,lHf ,P, 3 with the 
same characteristic with respect to P, as well as to P . This result is then 
further generalized. 
Key words; Integer-valued random measure, local martingale, locally 
square integrable martingale, locally square integrable martingale measure, 
natural process, characteristic of a local martingale (of an integer valued 
random measure). 
Classification: 60G57 
1. Introduction. The object of this paper is to generalize the Girsanov 
theorem £13. This theorem was derived in connection with an absolutely conti-
nuous transformation of measures associated with Ito-processes. In particular, 
if the class of the Ito-processes is investigated ontXl,«6f,P 3 then from this 
theorem it follows that there exists a probability measure P, such that 
P,« P and the class of the Ito-processes is the same on£il,^,P,3 as on 
[II ^ P ^ 
Generalizations of this theorem were done in the direction to diffusion 
processes and to processes of diffusion type £2, 3, 4, 53. 
This paper deals with the generalization in another direction, which we 
have not met in the accessible literature. The main results are contained in 
Theorem 1 and Theorem 2 of the paragraph 4. Theorem 1 is an analogue of the 
Girsanov theorem. Theorem 2 is a generalization of Theorem 1. 
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2. Notation and definitions. It is supposed that a probability space 
t H ,*€C,P J with a nondecreasing system of ^-algebras $*= I -Tt,t e<D;T>J, 
(T<+oo, £ c ^ ) , is given, where the {"/-algebras £*, include P -zero sets 
and the system *$ is continuous from the right. By the symbol E r-dimensio-
nal Euclidean space is deno ted . 33 denotes the system of all Borel sets 
from E and 35 the system of all Borel sets from E , the closure of which 
does not include the o r i g i n . 
Definition 1. The function q(t,A) defined on <0;T.XK33 ° X -Q. which ass-
umes non-negative integer values is called an integer-valued random measure, 
if the following assumptions are fulfilled: 1) q(0,A)=0, 2) for fixed 
t€<0;T> and fixed A * # r q(t,A) is a random variable, measurable with res-
pect to # . , 3) for fixed A as a function of t, q(t,A) is nondecreasing, 
4) if \<>$>\ (i=l,2), A 1AA 2=0, then q(t,A-U A2)=q(t,A1)+q(t,A2), 5) if 
6 > 0 , Sfc= IxfcE : \ x \ < 0 , then M tq(T,E -S )J<+co (M denotes the mean 
value with respect to PQ) , 6 ) if I t ] is an arbitrary sequence of Markov 
times on # such that 0 & * £ r n+1=?T, lim r = tr£-T, then M [q(tr ,A)j—> 
— > M £q(* ,A) for each A c-B°. 
Remark 1. The condition 6) of Definition 1 is a necessary and sufficient 
condition for the continuity of the characteristic of the submartingale q(t,A) 
[3, p. 41 , Theorem 13]. If q(t,A) satisfies Definition 1, then for q(t,A) 
the Doob-Meyer's theorem [3, p. 121, Theorem 8 } holds true. 
Remark 2. The integer-valued random measure can be slightly generaliz-
ed if we replace the conditions 5), 6) in Definition 1 by the following condi-
tion: 5a) on $ there exists a sequence of Markov times -tfn3> 0 4T & 
-£ fn+1 -=T and for a.e. <o e SI there exists n (o>) such that for n>no(o>) 
rn(o>)=T and the conditions 5), 6) hold for q (t,A)=q(t A f . A ) , te<0,T>, 
A £ . f t ° for each natural n. 
Also in this case we have for q(t,A) with respect to & and to P the 
decomposition 
(1) q(t,A)=q;(t,A)+TT(t,A) 
but in this case a,(t,A) does not have to be a martingale and TT(t,A) does not 
have to be integrable, but in the set of processes TT(t,A), for which 
Tf(t A J" ,A> are natural processes (Ccfnl is a sequence of Markov times,which 
fully generates cf(t,A)), the preceding decomposition is unique. 
The term Poisson integer-valued random measure is understood according 
to t3, p. 146, Theorem 133. 
About all processes which are further considered, it is supposed that 
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they are measurable with respect to $ and their trajectories are continu-
ous from the right and have a finite limit from the left. 
3. Several auxiliary assertions. In this paragraph we want to derive 
several lemmas, to which we shall refer in the following 
Lemma 1. Let two probability measures be given on £SL, *0t3> where 
P,« P , If a> is their Radon-Nikodym derivative (dP,=jadP ), let the process 
p(t)=M C j / y j , tt(0;T), be a non-negative square integrable martingale 
with continuous trajectories with respect to P . Let q(t,A), t6<0jT>, A € & ° 
be an integer-valued random measure satisfying Definition 1 with respect to 
the measure P . Let us denote its characteristic with respect to P asTT(t,A), 
so that TT(t,A) has continuous t r a j e c t o r i e s . Let M tq (T,A)3<+oo , 
M tTT (T,A)T<+a> for each A e $ ° so that q;(t,A) is an orthogonal square* in-
tegrable martingale measure with respect to P . 
Then q(t,A) is the integer-valued random measure satisfying Definition 1 
with the characteristic TT(t,A) also with respect to P, and cf(t,A)=q(t,A)~ 
-TKt,A) is the orthogonal locally square integrable martingale measure with 
the characteristic TT(t,A) also with respect to P,. Especially, if TT(t,A) 
is non-random, then q(t,A) is the Poisson integer-valued random measure with 
respect to P,, too. 
Proof. First of all we should verify whether q(t,A) satisfies Definiti-
on 1 also with respect to P,. But that follows immediately from the assumpti-
ons of the lemma from the Holder's inequality and from [7, p. 173, Consequen-
ce 3]. 
Hence and according to Remark 1, the decomposition 
(2) q(t,A)=q+(t,A)+Tf(t,A) 
holds for q(t,A) on t^W,?^, too. 
Now we shall prove thatTi (t,A)=TIXt,A). As the decomposition (2) is uni-
que, we shall have q (t,A)=q(t,A), so that T?(t,A) will be an orthogonal loc-
ally square integrable martingale measure also with respect to P,. 
As it follows from Remark 1, the characteristic TT+(t,A) is a natural 
continuous process also with respect to the measure P,. But then according to 
[3, p. 58, Theorem 21 we have forTT,,(t,A) 
(3) TT(t,A)=limJfZ1 M1tq(tk,A)-q(tk_1,A)/rt 1 
and the limit is considered for | <f | — > 0 in the sense of the convergence in 
L,f |cf|=max At. is a norm of a partition cT of the type 0=t < t, <...<t =T. 
Hence we must prove the relation 
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(4) l i m M ^ I ^ M ^ Aq(t k ,A) /^* t 3-7T(t,A)|3 = 0 
We easily obtain 
M ^ I ^ M ^ Aq(tk,A)/rt 3 -n(t,A)|3£M^max |Ay(tk)|(q(t,A)+TT(t,A)3+ 
^ m a x ^ J Ac?(tk)|n(t,A)3+Mott?(T)|ZM0[ATT(tk,A)/rt 3-TT(t,A)|] = 
= S,+S2+S-, 
We shall prove only the relation lim S,=0. The proof of the relations lim Si=0 
for i=2,3 is similar. Obviously, 
(5) P -lim [max | Aa>(t^)|(q(t,A)+TT(t,A))3 =0 
Hence to prove the relation lim S,=0, it is sufficient to show that the vari-
ables 
(6) [max | A f (t,)|(q(t,A)+TT(t,A))3 
are bounded for each partition cT by an integrable random variable. But for 
each partition <f it holds 
(7) [max | Af(t. )|(q(t,A)+TT(t,A))3^2 max <p(sHq(t,A)+TT(t,A)3 
Taking the mean value of both sides in (7) and applying at first the Holder 
and then the Doob inequality, we readily obtain that the variables (6) are 
bounded by an integrable variable and this together with (5) proves the 
relation lim S,=0. 
It remains to prove that q(t,A) is a Poisson integer-valued random mea-
sure also with respect to P, in the case, when TT(t,A) is non-random. But in 
accordance with the preceding, the characteristic of q(t,A) does not change 
when we pass from P to P, and the fact that q(t,A) is a Poisson integer-va-
lued random measure also with respect to P,then follows from [3, p. 146,The-
orem 8.1. The lemma is thus completely proved. 
The following lemma is an analogue of Lemma 1, but the assumptions which 
are set on q(t,A) and £>(t) are not so strong. 
Lawna 2. Let the assumptions of Lemma 1 hold, only the process (&(t)= 
=M [^>/^t3 is now assumed to be a non-negative martingale with continuous 
trajectories with respect to P , and icJ(t,A) is assumed to be an orthogonal 
locally square integrable martingale measure with respect to P . 
Then the assertion of Lemma 1 also holds, but in this case q(t,A) satis-
fies with respect to P, Definition 1 in which the assumptions 5), 6) are 
- 130 -
replaced by the assumption 5a). 
Proof: As it follows from [3, p.121, Theorem 8j, q(t,A) can be written 
in the form 
(8) q(t,A)=c|(t,A)+Tirt,A) 
with respect to P . 
If [6 1 is a sequence of Markov times on $ , which fully generates 
q(t,A) with respect to P , we put 
tfn=inf [t:#>(t)>n], tf*=inf [t:TT(t,Er)>n3, T=inf 0 
Evidently t'tpT is the sequence .of Markov times on & with respect to P as 
well as to P, and for q(tAt ,A), (p(t A f ), the assumptions of Lemma^ 1 are 
fulfilled and so the decomposition 
(10) q(t A rn,A)=^(t ATn,A)+TT(t Ar n,A) 
holds with respect to P,, too. When we pass in (10) to the limit, we obtain 
P and also P1 a.s. 
(11) q(t,A)=q(t,A)+TT(t,A) 
We have still to prove that the decomposition (11) is unique in the set 
of the processes considered in Remark 2. 
It will be so, if we show that q(t,A) satisfies with respect to P, Defi-
nition 1, in which the conditions 5), 6) are replaced by the condition 5a). 
As a sequence of Markov times from the condition 5a) it is considered 
the sequence 1% 1 given by (9). Then we have 
M ^ q a A r ^ - S ^ J -Mo[(;(TAtn)q(TAr,Er-Sg)] £ 
£ n MQ[q(T A tfn,Er-Se)3< + oo 
Now if [ 6*.3 is an arbitrary sequence of Markov times on 9 such that 
0 £ 6f. -* €. , £T, lim &.- &£l, then we obviously have 
PQ-lim (o ( 6^ ATn)q( e'.A rn,A)= j>( 6/ArR)q( G'A'C^A) 
Further 
(12) ^ ( ^ Af n)q(6' jAr n,A)^n q(TAf n,A) 
and the variable on the right hand side of (12) is integrable with respect to 
P,, so that 
lim M,[q( 6", Atrn,A)3 =.lim MnC<p( tf, Atrn)q( &, ATn,A)J = £-*+oo r J n -̂>+<*> o > j n J n 
=M0[ly(e'Atn)q(6'Atn,A)] =M1tq(6'Arn,A)3 
- 131 -
This proves the first part of the lemma. 
It remains to prove that q(t,A) is a Poisson integer-valued random mea-
sure also with respect to P,, if TT(t,A) is nonrandom. As the relation (11) 
holds also in this case, it is sufficient in accordance with [3, p. 146,The-
orem 13] to show that q(t,A) satisfies Definition 1 also with respect to P,. 
Obviously, it is sufficient to prove the validity of the conditions 5), 6) 
of this definition. 
If we take as a sequence of Markov times the sequence (9), the validity 
of the condition 5) follows immediately from the theorem about the convergen-
ce of a nonnegative monotonous sequence. 
Now let te' 3 be an arbitrary sequence of Markov times such that 0 £ tf & 
j&C- .+ i .^T , linl B =G£T. We want to show that 
(13) lim M1[q(6'n,A)] ^ [q( tf ,A)] . 
From the validity of the condition 6) with respect to P it follows 
(14) P1-lim q(£n,A)=q(6\A) 
Further 
q( erR,A)^q(T,A), P ^ a.s. 
and as the condition 5) holds with respect to P, too, q(T,A) is an integrable 
random variable with respect to P,, which together with (14) proves (13). The 
fact that q(t,A) is a Poisson integer-valued measure now follows from 13, p. 
146, Theorem 13]. The lemma is thus proved. 
Remark 3. Lemma 2 can be slightly generalized. We can require that 
q(t,A) satisfies with respect to P only Definition 1 in which the conditions 
5), 6) are replaced by the assumption 5a). The assertion of Lemma 2 will rem-
ain valid except that part where the Poisson integer-valued measure is spoken 
about. According to Remark 2 the decomposition 
' q(t,A)=q(t,A)+TT(t,A) 
holds for q(t,A) with respect to P also in this case, only TT(t,A) does not 
have to be integrable. But the integration of TT(t,A) with respect to P is 
not used in the proof of Lemma 2, so that it holds also in this case. 
Lama 3. Let P ,P,,tjKt) and q(t,A) satisfy the assumptions of Lemma 2, 
only q(t,A) (in accordance with Remark 3) can also satisfy Definition 1 in 
which the conditions 5), 6) are replaced by 5a). Let c(t,x) be a random func-
tion, defined on <0;T>xE x St with values in E , which is &,x;3rKt3fcme-
asurable ( & , is a system of Borel sets of <0;T>), for fixed x being measur-
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able with respect to $ and such that 
(15) f \ |c(s,x)|2TT(ds,dx)<.+oo P -a.s. 
° \ ° 
Let a random process ')j(t) be given by the relation 
(16) ij(t)= fTf c(s,x)q(ds,dx) 
so that ?̂ (t) is a locally square integrable martingale with respect to P . 
Then ^(t) is a locally square integ rable martingale also with respect 
to P,. If r(t,A), t€<0,T>, A 6 & ° denotes the integer-valued random measu-
re associated with the process ^(t), then r(t,A) satisfies Definition 1 in 
which the conditions 5), 6) are replaced by 5a) and 
(17) r(t,A)= J 4/ ^A(c(s,x))q(ds,dx) 
with respect to P as well as to P,. If 3f(t,A) is a cha rac te r i s t i c of 
r(t,A), then 
(18) Y(t,A)= [*[ *.(c(s,x))iT(ds,dx) 
0 E* A 
with respect to P as well as to P,. When TT(t,A) and c(t,x) are non-random, 
then r(t,A) i 
well as to P, 
then r(t,A) is a Poisson in tege r -va lued random measure with respect to P as 
Proof: According to Lemma 2, Remark 3 and with respect to (15), ^(t) 
is immediately obtained to be a locally square integrable mart ingale with 
respect to P as well as to P,. 
Let C("t) be a process given by 
S(t) = f*f x q(ds,dx) 
From the definition of the integer-valued random measure it is then obtained 
for r(t,A) 
r(t,A)= Z l A (6Vs) )= 21 \ A f* \ c(u,x)q(du,dx)J = 
o*A,*t A l o&**t A * : 0 ̂ E,. * - tf/i, 
O&Љét " A ' * JQ J f 
S. гд(c(s,cГJ(s)))= f* f ^д(c(s,x))q(ds,dx) 
tFÇO-OфO -*, 
This relation proves (17) with respect to P as well as to P,. 
Now r(t,A) is v e r i f i e d to satisfy Definition 1 in which the conditions 
5), 6) are replaced by 5a) as well as the validity of (18) with respect to P . 
Then the validity of both with respect to P, will follow from Lemma 2 and Re­
mark 3. 
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Let Ctr J be the sequence of Markov times given by (9) and 
S ^ i n f I t : f*f |cCs,X)|
2Tr(ds,dx)2n], t"n'fn A tf^, 7 n ( t ) = - / ( t A * * ) 
and let r (t,A) be the integer-valued random measure of ^
n
( t ) , T
n
(t,A) its 
characteristic with respect to P . As before it is obtained 








According to D,pp. 117-1213 r
R
(t,A) satisfies with respect to P
Q
 Definition 
1, so that r(t,A) satisfies with respect to P
Q
 Definition 1 in which 5), 6) 













 / fe XA(c(s,x))q(ds,dx) 








(c(s,x))TT(ds,dx), r(t,A)= /*/ st
A
(c(s,x))q(ds,dx) 
" •*-#• 0 £* H 
According to Remark 2, the decomposition (19) is unique and l?(t,A) is an or-
thogonal locally square integrable martingale measure with respect to P . 
This proves (18) with respect to P.According to Lemma 2 and Remark 3 the 
relation (19) holds with respect to P, too, and this implies the validity of 
(18) also with respect to P,. 
If TT(t,A) is nonrandom, q(t,A) must satisfy Definition 1 and according 
to Lemma 2, q(t,A) is a Poisson integer-valued random measure with respect 
to P as well as to P,. When c(t,x) is nonrandom too, then the condition (15) 
can be written as 
M J S І S |c(s,x)|2TT(ds,dx)J<
 +
 < 
and the process (16) is a square integrable martingale. As it follows from 
[3, pp. 117-1213, r(t,A) satisfies Definition 1 with respect to P . f(t,A) 
is obviously nonrandom, too, and from Lemma 2 it is obtained that r(t,A) is 
a Poisson integer-valued measure with respect to P as well as to P,. The 
lemma is proved. 
4. The generalization of the Girsanov theorem. The following theorem 
is an analogue of the Girsanov theorem. 
- 134 -
Theorem 1 . Let A(t)= C A , ( t ) , . . . ,A (t)J be a random function 51 and 
progressively measurable and such that 
/ T | A ( t ) | 2 d t < + oo Pn-a.s. 
*Q O 
Let a process Z 9 CZ(t),tc<0;T>3 be given by the relat ion 
Z(t)=exp[ /*A(s)dw*(s)- \ J*\Ks)\2ósl 
where w(t)= lw,(r),...,wk(t)3, w(0)=0, is a Wiener process ((*) denotes the 
transposition) with respect to P . Let M [ Z(T)1=1 hold, so that Z(t) is a 
martingale with respect to P . Let the measure P, be defined on IJi,^] by 
the relation 
(20) PX(A)= J^Z(T)d Pn, A € HI 
Let p(t,A) be an integer-valued random measure satisfying Definition 1* or 
Definition 1 in which 5), 6) are replaced by 5a), so that its characteristic 
TT(t,A) is a continuous non-decreasing process, TT(0,A)=0 and let 
(21) fjf |x|2TT(ds,dx)< + oo Pn-a.s. 
Let a random process \(t) be given by 
(22) i£(t)= ^ j T x W d s , d x ) 
where p(t,A)=p(t,A)-TT(t,A), t€<0,T>, A ft 3 ° so that ij(t) is a locally squa-
re integrable martingale with respect to P . 
Then on the probability space [il,*Ct,P.J 
(23) w(t)+ t^t)- /0* A(s)ds=w(t)+ %(t) 
where w*(t) is a Wiener process with respect to P, and i£(t) is a locally squ-
are integrable martingale with respect to P,, for which 
(24) ^(t)= f*/ x?(ds,dx), Pra.s. 
" tu 
Proof: Let us denote 
Ş(t)--w(t)-ni<
t
>- JL* ACs)ds 
Applying to Z(t) J
k
(t) (k=l,...,r) the generalized Ito formula [3, p. 143, 















Z(t) f£ ukp(dt,du) 
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Hence and according to [8, p. 102, Theorem 1 j, $ (t) is a locally square 
integrable martingale with respect to P,. But then according to [3, p. 127, 
Consequence] the decomposition 
$(t)=Sc(t)+$d(t)= £c(t)+ £ u q(t,du) 
holds for £(t). Here q(t,A)=q(t,A)- *HT(t,A) and q(t,A) is an integer-valued 
measure associated with the process £(t), Y(t,A) is its characteristic with 
respect to P, and $c(t) is a local martingale with respect to P, with the 
continuous trajectories. Obviously q(t,A) is defined only by the process 
^(t) so that according to Lemma 3 it holds for q(t,A) 
(25) q(t,A)= f4 f *A(u)p(ds,du)=p(t,A) 
and for Y(t,A) 
(26) Y(t,A)= £ 4 £ %A(u)TT(ds,du)=TT(t,A) 
Hence we obtain for $d(t) on CA,*i6t,P,3 the relation 
(27) ^d(t)=^(t)= £ u p(t-du) 
From the decomposition 
?(t)= Jc(t)+ 5d(t)= fc(t)+ J* J u p(ds,du) 
it follows that 
$c(t)=w(t)- £
4A(s)ds 
and using the Girsanov theorem [ 3 , p. 330, Theorem l l j we obtain for the pro-
cess J c ( t ) on t A ^ P p 
(28) Sc(t)=w(t)- £
4A(s)ds=ff(t) 
where 'w(t) is a Wiener process with respect to P,. (27) and (28) prove for 
$(t) ontA,tt,Pj3 the relation 
J(t)=fc(t)+}:d(t)=w(t)+^(t) 
where w(t) is a Wiener process with respect to P, and ijf(t) is a locally squ-
are integrable martingale with respect to P, for which (24) holds. The theo-
rem is proved. 
Consequence 1. Let in Theorem 1 p(t,A) be a Poisson integer-valued 
random measure with respect to P , so that ^(t) is a centered Poisson pro-
cess with respect to P . Then also the process S£(t) is a centered Poisson 
process with respect to P, which is homogeneous, if ij(t) is homogeneous on 
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ISL ,*6I,P03. The process 
|(t)= /0
iA(s)ds+w(t)+il(t) 
is on LXL,T3t>P-3 a process with independent increments and random vectors 
/J A(s)ds+w(t); i^(t) 
are for each tc<0;T> mutually independent on t-Q.,^,?^. 
Proof: The fact that \(t) is a centered Poisson process with respect 
to P, whenever p(t,A) is a Poisson integer-valued random measure with resp-
ect to P , follows from the relations (25),(26),(27). 
Further, if w(t) is a Wiener process with respect to P , then the pro-
cess (-w(t)) is a Wiener process with respect to P , too, and according to 
the Girsanov theorem [3, p. 330, Theorem 113 we have on til,^t,P13 
-w(t)= f * A(s)ds=w+(t) 
where w (t) is a Wiener process with respect to P, and thus the process 
w(t)= -w+(t)=w(t)+ I* A(s)ds 
JD 
is a Wiener process on til , ^ ^ , 3 , too. But then from Theorem 1 it follows on 




where tf(t) is a Wiener process with respect to P, and i£(t) is a centered Po-
isson process with respect to P,. 
Applying now the generalized Ito formula C3, p. 143, Theorem llj to the 
function 
«t)=exp{iCfc|1 ^ k V f c ^ V k
3 -
where \-\(*), y^Ti/*-)* t̂<» \ are arbitrary r.n., we directly see that 
the probability distribution of the random vector C(t)- J(s), considered on 
III ,*0fc,Pi.3 » d°es not depend on the e'-algebra & . But this means that the 
process ^(t), considered on [A,^t,P.3, is a process with independent inc-




(29) M1[I(t)3 = e x p { - A z ^ t J exp <JT l e x p Q Z z ^ ) - ! - iXzkuk3TT(t,du)} 
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The relation (29) proves that the vectors f A(s)ds+w(t); i£(t) consi-
dered on 1X1,9,Pi] are for each tc<0,T> mutually independent. The proof is 
finished. 
Theorem 2. Let B(t)= Cb..(t)]^ k=, be progressively and 5^ measurab-
le random matrix process, defined on CX1,9»P0) and such that 
jJ|B(s)|2ds< + oo V a * s -
and B(t) is a regular matrix for each t and P -a.s. For the random function 
A(t)= C A,(t),...,A (t)3 let the assumptions of Theorem 1 be fulfilled and 
let the inequality 
/T|B"1(s)A*(s)|2ds<+oD Pn-a.s. *0 o 
hold ((*) denotes the transposition). Let M CZ(T)J=1 hold, where Z(t), te 
e<0;T>, is given by the relation 
Z(t)=exp {<^CB"
1(s)A*(s)]* dw*(s)- \ /oi|B"1(s)A*(s)|2dsl 
Here w(t)= C w,(t),...,w (t)3 is a Wiener process with respect to P . Let us 
define on CXl,^CClthe measure P, by the relation 
(30) P1(A)=J^Z(T)d PQ, A£«€* 
Let q(t,A) be an integer-valued random measure and c(t,x) a random function 
for which the assumptions of Lemma 3 hold and the inequality 
(31) f T f |B"1(s)c*(s,x)|2TT(ds,dx)<-f<JD P -a.s. J0 JB^ o 
holds, too. Let a random process ifc(t) be given by (16). 
Then on the probability space CXl,m,P,3 
(32) /* C B(s)dw#(s)}* + ̂ (t)- j£ A(s)ds=/iCB(s)dw*(s)]* + ?(t) 
where tf(t)= CSfUt),...,^ (t)3 is a Wiener process with respect to P, and 
*jf(t) is a locally square integrable martingale with respect to P, which is 
given by (16) and q(t,A) is an integer-valued random measure with the same 
characteristic 7T(t,A) with respect to P, as to P , so that cf(t,A) is the or-
thogonal locally square integrable martingale measure with the same charac-
teristic with respect to P, as well as to P , too. 
Proof: Let us denote 
P(t)= f*t B(s)dw*(s)J* + ţ(t)- Ґ A(s)ds 
0 
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Obviously, P(t) has a stochastic differential and 
dP(t)= [B(t)dw*(t)]* + f c(t,u)q(dt,du)-A(t)dt 
B(t) is for each t€<0;T> and PQ-a.s. regular, so that PQ-a.s. 
J^CB"1(s)dP*(s)]* =w(t)+ j£*£ CB"1(s)c»(s,x)J<f q(ds,dx)-J^ i£B"*1(s)A*(s)J* ds 
Let us put 
C(t)=w(t)+ / * L C B - ^ s j c ^ x ) ] * q(ds,dx)- /* j [B"1 (s)A*(s)J ' t ds 
In the same way as in the proof of Theorem 1 it can be verified that 
^(t) is a locally square integrable martingale with respect to P,, so that 
according to [3, p. 127, Consequence] the decomposition 
£(t)= Jc(t)+£d(t)=£c(t)+ / u?(t,du) 
holds for J(t) on [ . f i ^ P j l . Here v(t,A)=v(t,A)-y(t,A) and v(t,A) is an in-
teger-valued random measure associated with the process f(t); <p(t,A) is its 
characteristic with respect to P, and Jc(t) is a local martingale with resp-
ect to P, with continuous trajectories. By means of Lemmas 2 and 3r in the 
same way as in the proof of Theorem 1 it can be derived that it holds on 
til/tt.P^ 
£d(t)= fff x v(ds,dx)= J*f tB'^ste^s.xfl'Wds-dx) 
H* tV 
where q(t,A) is an orthogonal locally square integrable martingale measure 
with the same characteristic TT(t,A) with respect to P, as well as to P and 
at the same time TT(t,A) is the characteristic of q(t,A) with respect to P, 
as well as to P . From the decomposition 
§(t)= J c(t) + Jd(t)- f c(t)+ f* f^ l B-1(S)c*(S,x)J* qCds.dx) 
it follows that 
Jc(t)=w(t)- j£ I B"1(s)A*(s)]* ds 
is a local martingale with respect to P, with continuous trajectories. As the 
function CB~ (s)A*(s)]* satisfies the assumptions of Theorem 1, it is obtai-
ned in accordance with this theorem and with the Girsanov theorem that 
£c(t)=w(t)- /0* CB"
1(s)A*(s)]* ds=wXt) 
where *F(t) is a Wiener process with respect to P,. But then 
4ttB-1(s)dP*(s)J* - J(t)-«(t)+ ff f [B-^ste^s.x)]* q(ds,dx) 
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Obviously, J(t) has on C.Q.,*6K,P,U a stochastic differential, so that 
d£(t)=Cd P(t)3 B*"*1(t)=c«(t)+ fB c(t,x)B*"1(t)q(dt,dx) 
and so on C.Cl,<W,P13 it really holds 
P(t)= f* CB(s)d W s ) ] * + f* f c(s,x)q(ds,dx) Jo J0 Jg^ 
The theorem is proved. 
Consequence 2. Let ^(t) be a random process, defined on £il,̂ 8f,P 3 
with values in E , measurable with respect to & and such that 
£(t)= J0* A(s)ds+ J^£B(s)dw»(s)3* + f* f c(s,x)q(ds,dx) 
where: 
a) w(t)= Cw,(t),...,w (t)3 is a Wiener process with respect to P 
b) q(t,A), t€<0;T>, A e & ° is a Poisson integer-valued random measure 
with respect to P 
c) B(t)=Tb.. (t)3 (j,k=l,...,r) is a nonrandom matrix function which is 
regular for each t and such that 
/J"|B(s)|2ds< + oo 
d) c(t,x)= Cc,(t,x),...,c (t,x)3 is a nonrandom function such that 
/ T / |c(s,x)|2TT(ds,dx)< + oo 
e) A(t)= I A,(t),...,A (t)3 is a random function satisfying the assump-
tions of Theorem 1. 
Then there exists a probability measure P, such that the process J(t) 
is on LiI,*Ct,P,3 a process with independent increments with respect to & 
and the vectors 
f* A(s)ds+ ftCB(s)dw*(s)3*; / * / c(s,x)q(ds,dx) 
are for each tt<0;T> mutually independent on Cil^jP,!. 
Proof: The proof is similar to the proof of Consequence 1, so that we 
shall not repeat it. 
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