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Abstract
The optical ﬁbre is a ubiquitous transmission medium since it is able to pro-
vide both high speed and low loss. Optical ﬁbre transmission systems carry
99 % of the world’s telecommunication traﬃc. The emergence of new services
and Internet applications gives rise to the exponentially increasing demand
for higher transmission data rates, motivating the search for new methods to
enhance the capacity of optical ﬁbre systems. However, due to the presence of
power-dependent signal degradation eﬀects (the optical Kerr eﬀects) together
with bandwidth limitations constrained by the low-loss region of the ﬁbre, the
current optical ﬁbre communication infrastructure is unable to cope with the
ever-growing demand for data rates. The capacity of an optical ﬁbre channel
remains unknown and is an open research question.
The PhD research described in this thesis aimed to theoretically inves-
tigate the capacity of the nonlinear optical ﬁbre channel using information-
theoretic tools with the view to improving information data rates of optical
ﬁbre networks. The ﬁrst part of the thesis is concerned with a comprehen-
sive study of Kerr nonlinearity-compensated dispersion-unmanaged ultra-wide
bandwidth optical ﬁbre communication systems. The bounds on informa-
tion rate, based on the proposed model, which takes into account the fun-
damental limitations due to nonlinear interactions between optical signal and
ampliﬁer noise, were accurately estimated. The second part deals with the
application of the so-called integrability property (the general ideas based
around nonlinear Fourier transform (NFT)) of a lossless and noiseless non-
linear Schro¨dinger equation (NLSE). A new non-Gaussian channel model for
soliton-based transmission, in which data is assumed to be embedded into the
imaginary part of the nonlinear discrete spectrum was proposed for the ﬁrst
time. New asymptotic semi-analytic approximations for non-decaying capac-
ity bounds have been derived. The theoretical results of this research can be
considered as an important ﬁrst step towards the ultimate capacity limits of
nonlinear optical communication links.
Impact Statement
It is almost impossible to imagine a modern society without Internet network-
ing technologies, which are able to provide a fast, reliable and secure exchange
of information. There is still a common belief that the Internet data are
somehow transmitted by means of satellites; however, this opinion does not
correspond to the reality. In fact, optical ﬁbre communication systems are cur-
rently responsible for the overwhelming majority of global information traﬃc.
These systems have already experienced a relatively long process of improving
their performance from speeds of few gigabits per second in the 1990s to as-
tonishing hundreds of terabit per second today mainly by means of increasing
their engineering complexity and sophistication.
The critical physical phenomenon distinguishing optical ﬁbre communi-
cation systems from either satellite or wireless transmission systems is the
presence of the optical Kerr nonlinearity (i.e., the intensity-dependent refrac-
tive index) in a ﬁbre. This eﬀect has a detrimental impact on the information
capacity (that is, on the maximum error-free transmission information rate),
and ultimately creates formidable obstacles to fulﬁl ever-increasing optical ﬁbre
network capacity demands. Notably, the theoretical analysis of current optical
ﬁbre communication systems keeps exploiting well-established methods of in-
formation theory, which are mostly suitable for linear wireless communication
systems, and hence, cannot be applied to inherently nonlinear communica-
tion systems, such as the optical ﬁbre transmission systems. In addition, the
ongoing rapid growth of world traﬃc demand is restlessly pushing towards a
looming information capacity limit, which is imposed by the Kerr nonlinearity-
induced distortions.
In this thesis, theoretical investigations into the information capacity of
nonlinear optical ﬁbre communication systems were carried out, which have
great potential to be useful and practically implementable in real advanced
optical ﬁbre communication systems. In particular, it was shown that increas-
ing the transmission bandwidth could signiﬁcantly increase system through-
put, and these increases were quantiﬁed. However, it was also shown that
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the nonlinear distortions due to the Kerr-induced interactions between signal
and optical ampliﬁer noise asymptotically reduce the performance of conven-
tional optical ﬁbre systems. These results clearly indicate the need to identify
radically new approaches for the encoding, transmission, and processing of
information, which can account for the nonlinear nature of the optical ﬁbre.
A new communication system where signals would be encoded in such a
way so as to propagate in a linear manner was proposed and analysed. This
consists of a train of noise-perturbed optical solitons addressing the modula-
tion of the discrete eigenvalues associated with the so-called nonlinear Fourier
transform. A perturbative approximation of the channel law (i.e., the discrete-
time input-output relationship) was obtained in closed-form. It was shown that
there exist lower bounds on the capacity of inherently nonlinear optical ﬁbre
channel that monotonically increase with the eﬀective signal-to-noise ratio,
similarly to the linear Gaussian channel. The results are key to overcoming
the “capacity crunch” by means of considering a signiﬁcantly more challenging
problem of the capacity in bit per second per unit bandwidth.
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Chapter 1
Introduction
1.1 A brief history of optical communications
The nature of light propagation in optical ﬁbres relies on the phenomenon
known as total internal reﬂection. In 1841, Swiss physicist Jean-Daniel Col-
ladon ﬁrst demonstrated that, using a water-air interface, it is possible to guide
light with a falling stream of water. This experiment now represents one of
the key principles of modern optical ﬁbre. In 1854, at the Royal Institution,
Irish physicist John Tyndall repeated Colladon’s experiment of the transmis-
sion of light along a water stream arising from a hole in the side of a tank,
introducing the idea of guided light to follow a speciﬁc path. The ﬁrst glass ﬁ-
bres were fabricated in the 1920s for medical applications. However, the use of
such ﬁbres for the purposes of optical communications was entirely infeasible,
owing to their extremely high attenuation (∼ 103 dBkm−1). The year 1962
can be conﬁdently considered as a starting point in modern optical commu-
nications, when electrically-pumped semiconductor lasers were ﬁrst reported
independently by several research groups [3, 4]1. In 1966, for the ﬁrst time, the
dielectric single-mode silica-based ﬁbre was proposed as a waveguide for com-
munications at optical frequencies by Kao and Hockham, and the limitations
due to attenuation were discussed [6]. It was demonstrated that optical ﬁbres
could provide transmission with a relatively low attenuation ∼ 20 dBkm−1,
determined by practical system considerations at the time, at optical carrier
frequency of (ν0 ≈ 193.4 THz). The attenuation of the state-of-the-art single
mode optical ﬁbres has since been greatly reduced by further puriﬁcation of
fused silica that led to the ﬁbre loss to approximately 0.2 dBkm−1 around the
λ0 = 1550 nm spectral region [7].2 Notably, in comparison with microwaves,
1However, the first semiconductor laser operating at room temperature was reported
eight years later in 1970 [5].
2A fibre with the lowest currently recorded attenuation was recently reported by [8, 9].
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Figure 1.1: Submarine optical fibre infrastructure underpins telecommunications
and the Internet, provided and managed by TeleGeography [1].
which enable wireless communications, the frequencies of light that are carried
in ﬁbres are roughly four orders of magnitude higher, therefore, the possible
modulation transmission bandwidth increases accordingly. It is also worth
mentioning that the optical ﬁbre remains unsurpassed, with no other known
medium, which would be able to underpin the immense demands for informa-
tion data rate, reliability as well as energy eﬃciency.
The extremely large bandwidth (up to 400 nm), determined by the low
loss region of the fused silica, between 1300–1700 nm, makes ﬁbre an excellent
medium in terms of transmitting information signals with no required optical
signal ampliﬁcation over fairly long distances (up to 100 km). However, even
with all these advantages a long-haul optical communication system still re-
quires periodic signal ampliﬁcation, which makes optical ampliﬁcation via the
invention of the erbium-doped ﬁber ampliﬁer (EDFA) in the late 1980s hugely
important [10, 11, 12]. This ampliﬁcation approach completely displaced much
more expensive optoelectronic repeaters, which were used to detect optical sig-
nals at short distances, and then re-transmit them at higher power. Indeed,
with the advent and subsequent commercialisation of ultra-wideband optical
ampliﬁers, such as above-mentioned EDFA as well as distributed Raman am-
pliﬁer (DRA)s [13, 14], it became possible to extend the usable ﬁbre bandwidth
up to approximately∼35 nm for EDFA (known as the conventional or C-band),
and up to ∼100 nm for the distributed Raman ampliﬁer or combined EDFA
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20
16
20
17
20
18
20
19
20
20
20
21
110
130
150
170
190
210
230
250
270
290
96.05
121.69
150.91
186.45
228.41
278.11
Year
T
ra
ffi
c
[E
b
y
te
]
Figure 1.2: The past and predicted increase in the total Internet traffic, according
to Cisco Systems, Inc. [2].
(operating over the C- and L-(long) bands), which in conjunction with WDM
enabled the rise of enable multi-user optical communications, and signiﬁcantly
improved the overall data rates (up to tens of terabits per second).
1.2 The capacity “crunch” problem
Currently, optical ﬁbre communications have become ubiquitous in mod-
ern society, since it made it possible to exchange information fast and reliably
over great distances. It has been estimated that about 99 % of the Internet
data traﬃc are carried by means of optical ﬁbres (see, e.g., [15]). The opti-
cal ﬁbre-based networks currently underpin the main part of the national and
international communication infrastructure. Fig. 1.1 clearly demonstrates the
signiﬁcance of optical ﬁbre for transmitting a tremendous amount of informa-
tion data across the continents via established submarine cables. The over-
whelming bulk of the world’s optical ﬁbre telecommunication systems carrying
international traﬃc have undergone a long process of increasing engineering
complexity and sophistication. For instance, the successful implementation
of the “ﬁfth generation” optical transceivers and networks operating with co-
herent optical detection has enabled multilevel signal modulation formats, and
advanced digital signal processing techniques, leading to the possibility of chan-
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nel transmission rates exceeding 100 Gbps [16]. The key to this breakthrough
was the mitigation of linear transmission impairments, such as chromatic and
polarisation mode dispersion. Nonetheless, the key physical effects aﬀecting
the performance of optical ﬁbre communication systems remain largely the
same. These are: chromatic dispersion (i.e., second-order dispersion), ﬁbre
nonlinearity3, which occurs due to the intensity-dependent refractive index
(i.e., third-order optical nonlinear eﬀect), and the additive optical noise due to
ampliﬁed spontaneous emission (ASE) arising from the optical ampliﬁcation
process. Furthermore, the recent advent of bandwidth-hungry applications,
such as high-deﬁnition video streaming, IP-TV, online real-time gaming, peer-
to-peer ﬁle sharing, etc. has quickly spurred demand for higher transmission
rates. The long-range forecast of demand is depicted in Fig. 1.2, which indi-
cates a tremendous increase in the global Internet traﬃc, according to Cisco’s
statistics and predictions.
It is now widely accepted that to accommodate the anticipated growth
of data rates in optical ﬁbre telecommunication systems (see, Fig. 1.2), the
eﬃciency of the available optical ﬁbre bandwidth use (i.e., the spectral eﬃ-
ciency, or the overall capacity) needs to be improved [18]. However, steadily
pushed by the rapidly growing traﬃc demands, the performance of current
coherent multi-channel optical ﬁbre communication systems is now progres-
sively approaching an impending limit on the data rate of single-mode ﬁbre,
which is mainly set by the ﬁbre Kerr nonlinearity [19]. In contrast to a free-
space wireless communication channels (i.e., the linear channels), the optical
ﬁbre communication channel is inherently nonlinear, and thus, the spectral ef-
ﬁciencies usually exhibit a peaky behaviour and decay at high launched power
regime; this is often referred to as the “nonlinear Shannon limit”, i.e., the ap-
parent “limit”, which is imposed by the intensity-dependent refractive index,
also known as the optical Kerr-induced nonlinearity limit. Such a limit has
been suggested to be a major constraint to the information carrying optical
ﬁbre capacity [19, 20]. It is worth emphasising that using the term “Shannon
limit” in the context of a NL channel is not entirely appropriate, since the
existence of such a “limit” has not yet been rigorously proven. Indeed, the
Shannon capacity has been deﬁned under the assumption of a Gaussian chan-
nel law, whilst the statistics of the nonlinear optical ﬁbre channel in the high
launched power regime is no longer Gaussian, and the exact channel model
has yet to be found (see, e.g., [21, Sec. 10] and refs therein).
3Amongst the first who considered the Kerr nonlinearity in an optical fibre were
R. H. Stolen and A. Ashkin [17].
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Although the bandwidth of optical ﬁbre transmission systems is large
(e.g., up to 50 THz at 1550 nm operating wavelength), optical ﬁbre commu-
nication systems are ultimately bandwidth-limited. The bandwidth limitation
combined with diﬃculty in overcoming ﬁbre nonlinearity is expected to result
in a so-called infamous “capacity crunch” problem, that is, the inability of
the current optical ﬁbre network infrastructure to cope with the ever-growing
capacity demand, which caps the rate increase of error-free data transmis-
sion. The term “capacity crunch” was applied to communication networks
and was ﬁrst highlighted by Chraplyvy in 2009 [22], which aroused interest
in developing new approaches to system design, including the use of, for in-
stance, closer channel spacing, denser signal modulation formats, enabled by
coherent detection. Despite the signiﬁcant progress, many aspects related to
the looming “capacity crunch” problem remain as open research questions [23,
Sec. 1], [24, 25]. The research, described in this thesis, addressed two key
challenges. First, an estimation of achievable information rates for ultra-wide
bandwidth optical ﬁbre communication systems considering limitations due
to signal-noise interactions. Also, a new channel model for nonlineal optical
ﬁbre channel are proposed. The lower bounds on channel capacity are analyt-
ically estimated. Even though the true channel capacity, i.e., the maximum
achievable data rate for the nonlinear optical channel is unknown exactly, the
analytical bounds and capacity estimates derived in this thesis can give im-
portant insights into future optical communication system designs.
1.3 Thesis structure
The remainder of the thesis is organised as follows.
Chapter 2 introduces a brief description of the fundamental theoretical
tools needed to understand the mathematical modelling underlying optical
ﬁbre communications. First of all, the chapter gives concise information-
theoretic background required to analyse an information channel capacity.
Secondly, this chapter highlights the physical phenomena that underlie the
linear and nonlinear propagation of an arbitrary optical waveforms in an op-
tical ﬁbre. The most widespread phenomenological analytical and eﬃcient
numerical approaches, which describe a continuous-time optical ﬁbre commu-
nication channel are highlighted. A discrete-time optical ﬁbre communication
system is also described.
Chapter 3 ﬁrst makes an overview of analytical modelling of the most
used optical ampliﬁcation schemes, using lumped erbium-doped ﬁbre ampli-
ﬁers and distributed (both ideal and non-ideal) Raman ampliﬁcation. Then,
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the conventional Gaussian noise models to assess the distortions due to the
presence of optical Kerr eﬀect in a ﬁbre are introduced and comprehensively
reviewed. The ﬁnal part of this chapter is dedicated to a signal-noise interac-
tion process in nonlinearity-compensated optical links. The model was mod-
iﬁed by including the second-order contributions of signal-noise interaction
together with modulation-dependent nonlinear eﬀects. The performance of
multi-channel nonlinearity-compensated optical ﬁbre communication systems
are estimated via proposed analytical approach and numerical simulations.
In Chapter 4, fundamental Kerr nonlinearity limits on achievable in-
formation rates of ultra-wide bandwidth Nyquist-spaced WDM optical ﬁbre
communication systems are analytically evaluated within the framework of
ﬁrst-order perturbation analysis. To approach the estimated limits, advanced
modulation formats in conjunction with probabilistically-shaped signal con-
stellation were considered. In addition, the capacity gains, which might be
potentially achieved by increasing optical signal bandwidths uo to 400 nm are
theoretically analysed.
Chapter 5 is concerned with a new optical ﬁbre communication scheme
in which information is embedded into a train of well-separated (in time) soli-
tons amplitudes, and then eﬀectively detected through the so-called forward
nonlinear Fourier transform. A perturbation-based discrete-time non-Gaussian
channel model is developed, and then used to analytically study lower bounds
on the channel capacity under an average power constraint. Some practically
relevant cases, such as amplitude shift-keying constellations, to approach de-
rived analytical capacity lower bounds, are also numerically analysed.
In Chapter 6, general conclusions on the work carried out are described,
and the questions left for further investigation are highlighted.
Finally, the Appendix supplements the results of Chapter 5 adding de-
tailed proofs of the theorems. The brief description of the used analytical and
numerical methods was also complemented.
1.4 Thesis key contributions
• The inﬂuence of second-order signal-noise interactions on the perfor-
mance of nonlinearity-compensated optical ﬁbre communication systems
in the presence of modulation-format-dependent nonlinearity was inves-
tigated. This comprehensive study (Chapter 3) was published in [26].
• A quasi-Monte Carlo approach to theoretically predict the performance
of wideband Nyquist-spaced optical communication systems using 40 nm
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EDFA and 100 nm DRA was eﬀectively implemented. The impact of
nonlinear compensation together with a signal probabilistic shaping was
analysed (Chapter 4). Some of the results are in [27], and [28].
• A comprehensive study of the impact of chromatic dispersion slope of
the performance metrics of Nyquist-spaced ultra-wide bandwidth optical
communication systems (Sec. 4.2).
• The fundamental upper bounds on the capacity, imposed by the optical
Kerr eﬀect in a ﬁbre, are analytically assessed in Sec. 4.3. To assess to
what extent the achievable capacity of the nonlinear optical ﬁbre channel
can be increased by means of a complete nonlinearity compensation. The
study was included in [29].
• A new generalised discrete-time non-Gaussian channel model based on
the perturbative conditional PDF for soliton amplitudes was developed
(Chapter 5). The exact and approximate capacity lower bounds in bits
per channel use, which show an unbounded growth with the eﬀective SNR
similar to the linear Gaussian channel, were analytically derived. The
thorough research of the proposed channel model with applications to
practically relevant optical soliton amplitude modulation was published
in [30, 31].
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Chapter 2
Mathematical tools for optical
fibre communication
This chapter presents a brief description of the fundamental mathematical
principles, which are essential for the theoretical analysis of ﬁbre-optic com-
munication systems. The basic theoretical concepts described in this chapter
will be used throughout the thesis.
2.1 Information-theoretic background
In 1948, American mathematician and engineer Claude Shannon pub-
lished his pioneering paper, which can be considered as the birth of modern
information and communication theory. One of the main purposes of infor-
mation theory is a precise quantiﬁcation of fundamental limits (benchmarks)
in communication systems reﬂecting the possibility of both transmission and
compression of information. It is worth noting that all modern communica-
tion systems are essentially designed based on the information-theoretic bench-
marks. The main principles of information theory mainly originate from the
Claude Shannon’s ingenious idea of deﬁning and measuring information. The
information theory also ascertains rigorous mathematical relationships between
information capacity, reliability and energy. The following chapter provides a
concise information-theoretic background required for further analysis.
2.1.1 Shannon entropy
A comprehensive deﬁnition of information measure associated with a ran-
dom variable (RV) X with possible outcomes X = x (realisations) in the al-
phabet X and the probability pX(x) has been introduced ﬁrst as the average
value (statistical mean) of the quantity − logpX(x), which is historically called
Shannon entropy [32]
HX ,−E [ logpX(X) ] , (2.1)
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where E [·] denotes the expectation operator taken over all RVs appearing in its
argument. It can be seen that Shannon entropy deﬁned by Eq. (2.1) formally
coincides with the so-called Boltzmann entropy, which is deﬁned, in statistical
physics, as a logarithmic measure of a number of micro-states of the complex
system. Generally speaking, it is also a physical measure of disorder, ambiguity
or uncertainty about the system. For instance, the maximum uncertainty
corresponds to the situation, when it is the most diﬃcult to predict the possible
outcomes, i.e., the minimum information. In its turn, the Shannon entropy can
be treated as a measure of randomness or, in other words, a measure of “self-
information” of a source, i.e., the average amount of information per symbol
of the source. The base of logarithm in Eq. (2.1) denotes the units of Shannon
entropy, e.g., if we chose the natural logarithm, the units of entropyH would be
nats [nat/sym], if it was the common logarithm, the entropy would measure in
Hartley [Hart/sym]. However, it is more common to use the binary logarithm,
which gives Shannon entropy the unit of bits [bit/sym].
Accounting for the deﬁnition of the mathematical expectation, the Shan-
non entropy HX measured in bit per symbol of a discrete RV X with a prob-
ability mass function (PMF) PX(x) , P [X = x], x ∈ X , and the alphabet
X , Supp [PX(x)] is deﬁned as1
HX ,−
∑
x∈X
PX(x) logPX(x). (2.2)
If the elements x ∈ X are equally likely, i.e.,PX(x) = 1|X | , ∀x ∈ X , the entropy
HX is then bounded as follows2
0≤HX ≤ log |X | . (2.3)
The average information, which is contained in the channel input and
output is deﬁned by the joint entropy associated with the joint distribution
PX,Y (x,y) with x ∈ X and y ∈ Y , it reads
HX,Y ,−E
[
logPX,Y (X,Y )
]
, (2.4)
=−∑
x∈X
∑
y∈Y
PX,Y (x,y) logPX,Y (x,y) . (2.5)
The average information we learned from the channel output given the
information we have from the channel input is conveyed by the conditional
1The sum is taken over using the convention that 0log0 = 0.
2HX = 0 if the input is certain, i.e., there exists an element occurring with probability 1.
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probability PY |X(y|x) and is deﬁned as
HY |X(y|x),−E
[
logPY |X(Y |X)
]
, (2.6)
=−∑
x∈X
∑
y∈Y
PX,Y (x,y) logPY |X(y|x). (2.7)
It is worth noting that when the cumulative distribution PX(x) ,
P [X ≤ x] is a continuous function, then the RV X is said to be continuous
as well. The function deﬁned as pX(x), dPX(x)/dx is referred to as the prob-
ability density function (PDF) of RV X if and only if
∫∞
−∞ pX(x)dx=1 (known
as the normalisation condition). Thus, one can deﬁne the diﬀerential Shannon
entropy hX of a continuous RV X with PDF pX(x) as follows
hX ,−
∫
X
pX(x) logpX(x)dx, (2.8)
where X , Supp [pX(x) ] = {x |pX(x)> 0} is the support set (region) of the RV
X. Unlike the entropy HX , the diﬀerential entropy hX can also be negative.
The conditional diﬀerential entropy is deﬁned accordingly
hY |X ,−
∫
X
∫
Y
pX,Y (x,y) logpY |X(y|x)dxdy , (2.9)
where Y , Supp [pY (y)], and the output PDF pY (y) is given by
pY (y) =
∫
X
pY |X(y|x)pX(x)dx, (2.10)
and the conditional PDF pY |X(y|x) is commonly referred to as a channel law.
It should also be emphasised that using bits per symbol as units of en-
tropy has a cogent reason. If we have N = 2q equally likely symbols, i.e., the
probability of each symbol is pi = 1/N = 1/2q ,∀i, therefore, the Shannon en-
tropy is H = −E [ log2 (1/2q) ]. This explicitly means that the entropy of the
self-information of the symbol is precisely equal to the symbol bit length. In
other words, the number of digits of a binary sequence (i.e., codeword) deﬁned
by the source is exactly the entropy of the source.
2.1.2 Relative entropy and mutual information
The relative entropy (distance) between the two PDFs pX(x) and pY (y),
also known as the Kullback-Leibler divergence (or discrimination) is deﬁned
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as [33]
D (pX(x)‖pY (x)), E
[
log
pX(X)
pY (X)
]
. (2.11)
It is important to note that the relative entropy is always nonnegative3, i.e.,
D (pX(x)‖pY (x))≥ 0, (2.12)
with the equality if and only if pX(x) = pY (x) almost everywhere [32].
The common information between two RVs can be quantiﬁed via the so-
called MI. It can be expressed as a relative entropy between the joint distri-
bution pX,Y (x,y) and the product function pX(x)pY (y), therefore, it yields
IX,Y ,D
(
pX,Y (x,y)‖pX(x)pY (y)
)
(2.13)
= E
[
log
pX,Y (X,Y )
pX(X)pY (X)
]
. (2.14)
The MI is, in essence, deﬁned as the reduction of uncertainty of channel input
that we get from the knowledge of channel output and vice versa. In other
words, the value of MI indicates how much on average the realisation y of RV
Y tells us about the realisation x of RV X.
The above-mentioned deﬁnitions of the MI in nats per channel use (or
equivalently, nats per symbol) can be held for continuous RVs as follows
IX,Y ,
∫
X
∫
Y
pX,Y (x,y) log
pX,Y (x,y)
pX(x)pY (y)
dxdy . (2.15)
The MI can also be readily decomposed as follows
IX,Y = hX +hY −hX,Y (2.16)
= hX −hX|Y (2.17)
= hY −hY |X (2.18)
= IY,X , (2.19)
where the joint diﬀerential entropy hX,Y in Eq. (2.16) is appropriately given
by
hX,Y ,−
∫
X
∫
Y
pX,Y (x,y) logpX,Y (x,y)dxdy . (2.20)
3It can be straightforwardly proven by using Jensen’s inequality and the concavity of the
log function.
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The nonnegativity property Eq. (2.12) in conjunction with the deﬁnition
Eq. (2.13) leads to the nonnegativity of the MI
IX,Y ≥ 0 , (2.21)
with the equality if and only if X and Y are statistically independent.
2.1.3 Information channel capacity
It is customary for the implementation of information-theoretic analysis to
characterise a communication channel via the conditional PDF pYk|Xk(yk|xk),
where k ∈ N denotes the discrete time index. Here, the knowledge of the
ﬁnite-dimensional conditional output distribution function pYk|Xk(yk|xk) is ut-
terly vital and is sometimes referred to as an information channel model (or a
“channel law”). The elements (symbols) of input vector Xk = [X1, ...,Xk] and
output vector Yk = [Y1, ...,Yk] can be either real or complex RVs. According
to Shannon theory, the channel capacity can be deﬁned as a maximum rate
for a possible reliable communication. In other words, the channel capacity
gives the highest information rate for which the sequence of codes with vanish-
ing probability of error can be found (see Shannon’s channel coding theorem)
[34, 32]. For the information stable channel [35] with memory (which is the
case of nonlinear channel), this statement reﬂects the general deﬁnition of the
capacity accounting for memory eﬀects, i.e.,
Cmem , lim
k→∞
1
k
sup
Xk
IXk,Yk , (2.22)
where the MI between random vectors Xk and Yk is deﬁned as
IXk,Yk , E
[
log
pYk|Xk(Yk|Xk)
pYk(Yk)
]
. (2.23)
However, if the input symbols are independent identically distributed (IID),
the channel does not introduce any memory eﬀects, and the average PDF is
considered, then, Eq. (2.24) can be simpliﬁed to a memoryless channel capacity,
which is equal to the maximum MI that can be achieved over all possible input
distributions pX(x), i.e.,
C , max
pX(x)
IX,Y ≤ Cmem , (2.24)
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where the multi-dimensional integral IX,Y denotes the MI function, and the
maximisation must fulﬁl at least one constraint equation of the following form
∫
X
dxρ(x)pX(x)≤ P , (2.25)
where ρ(x) denotes a non-negative cost schedule function. Commonly, the
input distribution pX(x) is subject to the average input power P constrained,
which uses a quadratic cost schedule, i.e., ρ(x) = |x|2 so that
E
[
|X|2
]
,
∫
X
dx |x|2 pX(x)≤ P . (2.26)
Note that, in contract to MI, the channel capacity no longer depends on input
distribution functions. In most cases, the capacity is a non-decreasing func-
tion of P , therefore, the inequality in Eq. (2.26) can be safely replaced by an
equality. In spite of the MI functional is proven to be a concave with respect
to pX(x), the optimisation over all possible distributions with respect to (2.26)
remains a highly cumbersome problem. Nonetheless, for a Gaussian channel
with inter-symbol interference (ISI) and average power constrained (2.26), the
capacity (2.22) can be achieved if the input symbolsXk are correlated Gaussian
RVs [36].
Further details about fundamental principles and metrics in information
theory can be readily found in the pioneering work by Shannon [34], and in
the following textbooks on information theory [32, 33, 37].
2.2 Signal propagation in optical fibre
2.2.1 Nonlinear optical susceptibility
Phenomenologically, an optical response of a dielectric material due to the
interaction with electro-magnetic (EM) waves with a given strength E(r, t) can
be eﬀectively accounted by means of introducing an induced polarisation ﬁeld
P(r, t). Assuming weak NL behaviour of the medium, we can use the Tylor
expansion of P(r, t) in power of the electric ﬁeld E(r, t). This, in turn, allows
us to split the induced ﬁeld P(r, t) into its linear part P(lin)(r, t) and NL part
P(nl)(r, t) as follows
P(r, t) =P(lin)(r, t)+P(nl)(r, t), (2.27)
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where r and t stand for the position vector and time, respectively. Within the
dipole approximation, the corresponding time-dependent components can be
deﬁned as follows4
P
(lin)
i (t) = ǫ0
∞∫
−∞
dτ χ
(1)
ij (t− τ)Ej(τ) = ǫ0χ(1)ij (t)∗Ej(t), (2.28)
and
P
(nl)
i (t) = ǫ0
∞∫
−∞
∞∫
−∞
dτ1dτ2 χ
(2)
ijk(t− τ1, t− τ2)Ej(τ1)Ek(τ2)
+ ǫ0
∞∫
−∞
∞∫
−∞
∞∫
−∞
dτ1dτ2dτ3 χ
(3)
ijkl(t− τ1, t− τ2, t− τ3)Ej(τ1)Ek(τ2)El(τ3)
+ ..., P (2)i (t)+P
(3)
i (t)+ ..., (2.29)
where the symbol “∗” denotes a convolution product, ǫ0 is the vacuum permit-
tivity, and P (2)i and P
(3)
i are the contributions of the second- and third-order
NL terms, respectively. All these convolution integrals reﬂect the fact of the
ﬁnite time delay between optical response of the media and variation of the
electric ﬁeld E(r, t). By applying the Fourier transform, these functions can
be re-written in a frequency domain as
P
(lin)
i (ω) = χ
(1)
ij (ω)Ej(ω) , (2.30)
and the second-order NL polarisation vector
P
(2)
i (ω) = F
[
P
(2)
i (t)
]
=
1
2π
∫ ∫
dω1dω2 χ
(2)
ijk(ω1,ω1)Ej(ω1)Ek(ω2)δ(ω−ω1−ω2), (2.31)
and third-order contribution can be expressed as
P
(3)
i (ω) = F
[
P
(3)
i (t)
]
=
1
4π2
∫ ∫ ∫
dω1dω2dω3 χ
(3)
ijkl(ω1,ω1)Ej(ω1)Ek(ω2)El(ω3)
× δ(ω−ω1−ω2−ω3), (2.32)
4Henceforth we use the Einstein summation convention – the repeated indices are im-
plicitly summed over the three Cartesian components, i.e., aijxj ,
∑3
j=1 aijxj .
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where χ(1)ij is the linear optical susceptibility, which makes the prevalent contri-
bution, χ(2)ijk and χ
(3)
ijkl are second- and the third-order NL optical susceptibility
tensors, respectively. The last two tensors characterise the NL response of the
dielectric media under the inﬂuence of applied electric ﬁeld E. Note that the
impacts of both χ(2)ijk and χ
(3)
ijkl are much smaller in comparison to the linear
χ
(1)
ij contribution.
Depending on the initial conditions, i.e., the diﬀerent pulse shapes in-
jected into the optical ﬁbre, the χ(3) nonlinearity gives rise to various NL
optical eﬀects. Speciﬁcally, χ(3) term is responsible for the NL eﬀects, such as
third-order harmonic generation and the optical Kerr eﬀect. The last will be
explained in detail in Sec. 2.2.2. It should be emphasised that in silica-glass
ﬁbre, the second-order term can be neglected due to its inversion symmetry
at the molecular level of SiO2. Excepting for the relatively weak electric-
quadrupole and magnetic-quadrupole moments, there is no second-order NL
eﬀects arising from χ(2) in optical ﬁbre. It can be claimed that χ(3) is the
main source of nonlinearity in SSMF without any loss of generality. Generally
speaking, the 4th -rank tensor χ(3)ijkl has 3
4 = 81 complex components. The
real parts Re
[
χ(3)
]
are responsible for the Kerr eﬀects, whereas its imaginary
parts Im
[
χ(3)
]
are mainly for the NL Raman scattering process. The Raman
scattering eﬀect, however, becomes much more signiﬁcant for shorter pulses,
i.e.,∆τ . 10ps. Thus, we can stress that the most relevant eﬀects appearing
in optical ﬁbre: an NL refraction (i.e., self-focusing) as well as an NL mixing
(i.e., four-wave mixing (FWM)), both are consequently described by the real
components of χ(3).
2.2.2 Optical Kerr effect
The inﬂuence of χ(3) makes the effective refractive index dependent on
the optical intensity I
n(ω,I) = n0(ω)+n2I , (2.33)
where n2 is the optical Kerr coeﬃcient. Taking into account that
I =
〈|E|2〉t
Z
, (2.34)
where Z =
√
µ0 /(ǫ0ǫ) is the so-called wave impedance, µ0 is the vacuum per-
meability, 〈·〉t stands for a time average operator, the equation (2.33) can be
2.2. Signal propagation in optical fibre 33
readily re-written in terms of electric ﬁeld as
n(ω, |E|2) = n0(ω)+ n˜2|E|2 , (2.35)
where the spectrum of linear refractive index n0(ω) is straightforwardly refer-
ring to the spectrum of linear optical susceptibility χ(1)(ω)
n20(ω) = 1+χ
(1)(ω) , (2.36)
and it also can be expressed via the well-known Sellmeier approximation [38,
39]
n20(ω)−1 =
k∑
l=1
Blω
2
ω2−ω2l
, (2.37)
where the summation is taken over all resonances in a ﬁbre, which contribute
to the given frequency range, and the coeﬃcients Bl refer to the strength of
l-absorption resonance at the frequency ωl, and this is usually determined from
experimental data, and called the Sellmeier coeﬃcients. For SSMF, the Sell-
meier coeﬃcients can be obtained by ﬁtting experimentally measured disper-
sion curve with setting k = 3 in Eq. (2.37). For bulk-fused silica at 20 ◦C,
at wavelengths λ1 = 68.4043nm, λ2 = 116.2414nm, and λ3 = 9.896161µm,
the corresponding parameters are found to be equal to B1 = 0.6961663,
B2 = 0.4079426, and B3 = 0.8974794 [40].
The relationship between NL refractive index n2 in (2.33) and n˜2 in (2.35)
is given by
2n˜2
n2
= cǫ0n0 . (2.38)
It should be noted that the NL refractive index n˜2 has a direct connection
with the real part of the aforementioned third-order NL optical susceptibility
χ(3). Assuming a linearly polarised optical electric ﬁeld E, i.e., neglecting the
NL birefringence due to the tensorial nature of the fourth rank tensor χ(3)ijkl,
therefore, only one component χ(3)1111 makes the contribution, i.e.,
n˜2 =
3
8n0
Re
[
χ
(3)
1111
]
. (2.39)
For SSMF, at λ0 = 1550 nm, the linear refraction index n0 = 1.46, and the real
part of the third-order optical susceptibility is 1.56×10−19W−1, therefore,
the value of NL refractive index n2 in Eq. (2.33) is typically of the order of
10−20m2V−2 (see, e.g., [17, 41]). Within the telecommunication window, an
approximate value 2.35×10−20 m2V−2 was measured for pure silica (without
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Figure 2.1: Physical phenomena in optical fibre classified in three groups: non-
linear effects: SFM, XPM, FWM, self-steepening, Raman scattering);
linear effects (chromatic dispersion, dispersion slope); Stochastic ef-
fects (ASE noise, short noise, thermal noise).
doping) ﬁbres [42].
2.2.3 Generalised nonlinear Schro¨dinger equation
The aim of this section is to outline the mathematical description for the
optical ﬁbre waveforms channel. The propagation of electric ﬁeld E in any
dielectric media obeys a NL wave equation, which can be straightforwardly
derived from the system of Maxwell equations assuming the absence of free
charges (i.e.,∇·D = ǫǫ0∇·E = 0) in a non-conducting (i.e.,J = 0) and non-
magnetic (i.e.,M = 0, so that B = µ0H) medium (for details, see [43]). We
then have
E(r, t) =−µ0∂
2P(r, t)
∂t2
, (2.40)
where ,
(
∂2/c2∂t2
)
−△ stands for the d’Alembertian, and △ is the Lapla-
cian, and c is the speed of light in vacuum. Separating the linear and NL parts
the induced polarisation vector (polarisability) P according to (2.27), and then
removing all second-order NL contributions, the dipole moment of P yields
P(r, t)≈ ǫ0
(
χ(1)E(r, t)+χ(3) |E(r, t)|2E(r, t)
)
, (2.41)
where χ(3) is responsible for ﬁbre NL eﬀects (see Eqs (2.35), (2.39)). The
key assumption in derivation of NLSE is that the optical signal bandwidth is
supposed to be small in comparison with the carrier frequency ω0 which, in
turn, gives a permit to make a decomposition into a slowly-varying amplitude
and a highly-oscillating carrier term eıω0t, which is widely known as the slowly
varying envelope approximation (SVEA). For the carrier wavelength λ0 =
1550nm, the SVEA is fulﬁlled for an optical pulse duration & 1ps.
Since the ﬁbre core size is assumed to be greater than the optical wave-
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length, the longitudinal component of the incident electric ﬁeld is suﬃciently
small and can be ignored compared to the transverse components. Thus, we
seek for the solution of Eq. (2.40) in the trial form of a guided wave, i.e.,
E(z, t) = nˆF (x,y)Q(z, t) exp[ı (β0z−ω0t)] , (2.42)
where Q(z, t) is the slowly varying envelope of electric ﬁeld E(z, t), the function
F (x,y) represents the transverse distribution inside the ﬁbre core, β0 = ω0/c
is a mode-propagation (phase) constant, and nˆ is the unit vector (i.e., |nˆ|=1),
which is assumed to be parallel to the vector P(r, t).
Combining Eqs. (2.35), (2.40), (2.42), and assuming that the intensity de-
pendence of n(ω) is frequency independent, we can obtain the following partial
diﬀerential equation of a slowly varying envelope signal, which is referred to
as a scalar NLSE [44, 45]5
ı
∂Q(z, t)
∂z︸ ︷︷ ︸
Spatial signal evolution
+ ı
α
2
Q(z, t)− β2
2
∂2Q(z, t)
∂t2
+ ı
β3
6
∂3Q(z, t)
∂t3︸ ︷︷ ︸
Linear effects: fibre loss and dispersion
+γ |Q(z, t)|2Q(z, t)︸ ︷︷ ︸
Kerr nonlinearity
= 0, (2.43)
where z denotes the propagation distance measured in [km], assuming that the
transmitter is located at z = 0 and the receiver is at z =L, where L is the total
transmission distance; t is the retarded time measured in [s], and deﬁned as
t= t˜−β1z, where α is the ﬁbre loss parameter, β2 and β3 represent the second-
and third-order dispersion coeﬃcients, respectively, and γ is the nonlinearity
parameter (a measure of Kerr nonlinearity in the ﬁbre):
γ =
2π
λ0
n2
Aeff
, (2.44)
where the effective mode area of the ﬁbre is deﬁned as
Aeff =
(∫∞
0
∫∞
0 |F (x,y)|2dxdy
)2
∫∞
0
∫∞
0 |F (x,y)|4dxdy
, (2.45)
which essentially represents the area of the ﬁbre core would have if the optical
power is assumed to be uniformly distributed across the ﬁbre core, for instance,
typically, Aeff ∼ 80µm2 for SSMF. Eq. (2.43) was derived, for the ﬁrst time,
5We do not consider the polarisation evolution of the E(r, t), i.e., the polarisation mode
dispersion (PMD) effect is not considered.
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by Hasegawa and Tappert [46, 47]. The detailed derivations are also provided
in [45].
In the presence of additive ASE noise Eq. (2.43) can be generalised to the
so-called stochastic scalar NLSE6 [48]
ı
∂Q(z, t)
∂z
+ ı
α
2
Q(z, t)− β2
2
∂2Q(z, t)
∂t2
+γ |Q(z, t)|2Q(z, t) =N(z, t), (2.46)
where N(z, t) is the circularly symmetric white (both in space and in time)
Gaussian noise with the following correlation properties
E [N(z, t)] = E
[
N(z, t)N(z′, t′)
]
= 0,
E
[
N(z, t)N∗(z′, t′)
]
= σ20 δ
(
z− z′
)
δ
(
t− t′
)
,
(2.47)
where σ20 is the power spectral density (PSD) of ASE noise per km, E [·] is the
mathematical expectation operator, and δ (·) is the Dirac delta function.
It is worth mentioning that the propagation of an optical pulse with a
duration less than . 1ps gives rise to the additional terms, which are responsi-
ble for the eﬀects of self-steepening and Raman scattering, and the chromatic
dispersion slope, i.e.,
ı
∂Q(z, t)
∂z
+ ı
α
2
Q(z, t)− β2
2
∂2Q(z, t)
∂t2
+ ı
β3
6
∂3Q(z, t)
∂t3
+γ |Q(z, t)|2 Q(z, t)
+ ıγs0
∂
(
|Q(z, t)|2Q(z, t)
)
∂t
−γ TRQ(z, t) ∂ |Q(z, t)|
2
∂t
=N(z, t) , (2.48)
where the term captured by s0 = λ0/(πc) is responsible for the self-steepening
eﬀect of the pulse edge7, where λ0 denotes the optical centre wavelength. The
term with a pre-factor TR is related to the Raman scattering eﬀect, where the
characteristic time TR is connected to to the slope of the Raman gain spec-
trum. The solution of Eq. (2.48) inherently represent the interaction among
the stochastic eﬀects (i.e., noisy term on the right-hand side N(z, t)), the lin-
ear eﬀects (chromatic dispersion captured by β2, the dispersion slope captured
by β3, and the ﬁbre attenuation α), and the ﬁbre nonlinearity (captured by
the term with a pre-factor γ) due to the above-mentioned optical Kerr eﬀect.
All these eﬀects and their interactions are schematically visualised in Fig. 2.1.
These eﬀects can be distinct as well as can inﬂuence each other.
6Here the third-order dispersion effect (i.e., a dispersion slope) as well as higher order
dispersion contributions are omitted.
7In optical communications the effect of self-steepening can be safely neglected.
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2.2.4 Manakov equation
In the previous section, the stochastic NLSE Eq. (2.46) has been intro-
duced as a master model for single polarisation propagation. For dual polar-
isation (DP) case, the propagation of slowly varying transverse components
Qx(z, t) and Qy(z, t) through a ﬁbre obeys the coupled-mode NLSE [49, 50]
ı
∂Qx(z, t)
∂z
+ ı
α
2
Qx(z, t)− β22
∂2Qx(z, t)
∂t2
+γ
(
|Qx(z, t)|2+ 23 |Qy(z, t)|
2
)
Qx(z, t)
+
γ
3
Q2y(z, t)Q
∗
x(z, t) =Nx(z, t) , (2.49)
and
ı
∂Qy(z, t)
∂z
+ ı
α
2
Qy(z, t)− β22
∂2Qy(z, t)
∂t2
+γ
(
|Qy(z, t)|2+ 23 |Qx(z, t)|
2
)
Qx(z, t)
+
γ
3
Q2x(z, t)Q
∗
y(z, t) =Ny(z, t) , (2.50)
Eqs. (2.49) and (2.50) can be re-written in a form of vector equation as
follows [51, Eq. (2)]
ı
∂Q(z, t)
∂z
+ ı
α
2
Q(z, t)− β2
2
∂2Q(z, t)
∂t2
+γ
[
Q(z, t)Q†(z, t)Q(z, t)− 1
3
(
Q†(z, t) σˆyQ(z, t)
)
σˆyQ(z, t)
]
=N(z, t) , (2.51)
where Q(z, t) =

 Qx(z, t)
Qy(z, t)

 is the Jones vector, σˆy =

0 −ı
ı 0

 is one of
the Pauli spin matrices, and N(z, t) = [Nx(z, t),Ny(z, t)]
T, where Nx(z, t) and
Ny(z, t) are independent and identically distributed noise terms, “†” denotes
the Hermitian transpose. Eq. (2.51) is valid in the absence of any birefringence
in a ﬁbre. However, in real optical ﬁbre, the birefringence changes randomly
and cannot be neglected. By averaging over rapidly changing random polari-
sation states, one can obtain the so-called Manakov equation [52, 53]
ı
∂Q(z, t)
∂z
+ ı
α
2
Q(z, t)− β2
2
∂2Q(z, t)
∂t2
+
8γ
9
Q(z, t)Q†(z, t)Q(z, t) =N(z, t) .
(2.52)
It should be noted that, in contrast to coupled NLSEs, both polarisations of
Q(z, t) in Eq. (2.52) have the same NL phase shift.
2.2. Signal propagation in optical fibre 38
2.2.5 Fibre attenuation effect
Accounting for the eﬀect of ﬁbre loss eﬀect only leads a straightforward
integration by using a method of separation of variables. In this particular
case Eq. (2.43) has the following simple form
∂Q(z, t)
∂t
+
α
2
Q(z, t) = 0 , (2.53)
and after the propagation over distance z, the solution can be readily obtained
Q(z, t) =Q(0, t)exp
(
−αz
2
)
, (2.54)
where the envelope of the electric ﬁeld Q(z, t) decays exponentially with dis-
tance, and α represents the attenuation (ﬁbre loss) parameter. Practically,
it is convenient to rewrite Eq. (2.53) in terms of optical power P (z, t) (also
known as the Beer’s law)
∂P (z, t)
∂t
=−αP (z, t) , (2.55)
where P (z, t) , |Q(z, t)|2 is the instantaneous optical power. The solution of
(2.53) is also obvious, so that the ﬁbre loss eﬀect can be easily modelled as
follows
P (z) = P0 e−αz , (2.56)
where Pz , 〈P (z, t)〉t is the power proﬁle, P0,P (z, t)|z=0=P (0, t) denotes the
launched (input) power of the optical signal. It is often convenient to express
units of parameter α in dB per km, i.e.,
α
[
dB
km
]
=−10
L
lg
P (L)
P0
= (10lge) ·α≈ 4.343 α. (2.57)
For SSMF and the wavelengths around λ0 = 1550 nm, α ≈ 0.20 dB/km (see
Fig. 2.2).
Physically speaking, we can distinguish two main attenuation mechanisms
in ﬁbre, such as the infra-red absorption process and the Rayleigh scattering.
These are precisely two eﬀects that determine the minimum loss, which, in
turn, corresponds to the optical wavelength λ0 = 1550 nm. Formally, the pres-
ence of loss implies that a longitudinal component of propagation constant is
no longer a real function, and has an imaginary part. The absorption may
come from both absorption of the material (i.e., in silica) as well as the im-
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Figure 2.2: Fibre attenuation α as a function of wavelength based on the model
in (2.58).
purities in optical ﬁbre. Material absorption can include electronic resonances
in the ultraviolet region and molecular resonances in the far-infra-red region.
Note that, ultraviolet absorption is assumed to be suﬃciently small in the low-
loss window. There is also an absorption peak around the wavelength 1390
nm which is due to the impurities (OH−1 ions) in glasses.
Ignoring all losses, which are due to the imperfections in ﬁbre, the total
attenuation coeﬃcient can be approximately modelled as [54]
α≈ αR+αIR , (2.58)
where αR and αIR represent the contributions of the Rayleigh scattering and
infra-red absorption, respectively.
In silica-based ﬁbres, the attenuation within the wavelength range from
1300 nm to 1600 nm is essentially lower-bounded by Rayleigh scattering pro-
cess, which emerges from microscopic ﬂuctuations in the optical density of the
medium, and thus, sets the fundamental limit. Note that, glasses (or meta-
materials) with attenuation lower than the Rayleigh scattering limits are still
unknown. The Rayleigh scattering term αR of ﬁbre attenuation parameter α
decreases rapidly with increasing optical wavelength λ, and the approximate
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Figure 2.3: A typical SSMF attenuation profile as a function of both wavelength
and frequency.
wavelength dependence can be given by
αR =
A
λ4
, (2.59)
where A stands for the Rayleigh scattering coeﬃcient. The most commonly
used model for the Rayleigh coeﬃcient is given by the following closed-form
expression [55]
A=
8π3
3
n80 p
2βT ·kBTF , (2.60)
where n0 is the linear refractive index, p is the average photo-elastic coeﬃcient,
βT is the isothermal compressibility, TF is the ﬁctive temperature, kB is the
Boltzmann’s constant. The ﬁctive temperature represents the temperature
at which no structural relaxation occurs in glasses and it changes depending
mostly on the glass viscosity. Typical values of these coeﬃcients for pure silica
are given in Tab. 2.1.
For pure silica glass, the Rayleigh scattering coeﬃcient is approximately
given by A≈ 0.8 dBµm4km−1, whereas for a SSMF this value is always slightly
greater A≈ 1.02 dBµm4km−1.
For the wavelengths above 1600 nm, the infra-red absorption becomes
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Table 2.1: Typical property of silica fibre
Parameters Values
n0 1.49
p 0.286
βT 7.25×1011 Pa−1
TF 1433K
Table 2.2: Usable wavelength bands in optical fibre
Band Description Approximate wavelength range
S-band Short band 1460 nm to 1530 nm
C-band Conventional band 1530 nm to 1565 nm
L-band Long band 1565 nm to 1625 nm
relevant. It can be well-described by following model
αIR = C exp
(
−D
λ
)
, (2.61)
where C and D are absorption coeﬃcients which refer to property of the ma-
terial. Typically, for pure silica, C ≈ 6.65×1012dBkm−1 and D ≈ 52.62µm.
It should also be emphasised that the usable bandwidth of optical ﬁbre is
substantially restricted by the bandwidth of available optical ampliﬁers rather
than the bandwidth of silica-based ﬁbre itself. For instance, the bandwidth
availability of modern optical ampliﬁers (e.g.,EDFA, optical Raman ampliﬁer,
Hybrid), one can distinguish three optical bands such as S-band, C-band and
L-band (see Tab. 2.2) within the low-loss region in ﬁbre around a reference
centre wavelength λ0 = 1.55µm.
The C-band is attributed to the conventional EDFAs and provides a
channel bandwidth approximately 5THz, whereas the L-band is currently
being used for high-capacity WDM transmission systems by means of shift-
ing the gain of EDFAs to provide an optical signal ampliﬁcation within this
band. As shown in Fig. 2.3, the total EDFA bandwidth is roughly equal to
∆λEDFA ≈ 90nm.The ampliﬁcation within S-band can be provided by using
Raman ampliﬁers. Some novel ﬁbres have been recently fabricated to open up
the opportunity of using a new low-loss window called E-band (extended band)
with a wavelength range from 1360 nm to 1460 nm. Nevertheless, there are still
no appropriate ampliﬁers have been created to supply an optical ampliﬁcation
within this band.
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2.2.6 Fibre dispersion effect
Neglecting optical Kerr eﬀects in ﬁbre, the equation can be written as
follows
ı
∂Q(z, t)
∂z
− β2
2
∂2Q(z, t)
∂t2
= 0 . (2.62)
Evidently, this equation can be solved straightforwardly by using the conven-
tional Fourier transform. The solution can be analytically represented as a
convolution of envelope of input electric ﬁeld with an impulse response func-
tion of a “dispersion ﬁlter”. Applying Fourier transform, Eq. (2.62) yields
∂U(z,ω)
∂z
= ı
β2ω
2
2
U(z,ω) , (2.63)
where ω = 2πν is the angular frequency, and U(z,ω) , F [Q(z, t)] stands for
the Fourier amplitude. Separating the variable in Eq. (2.63), it yields
U(z,ω) =H(z,ω)U(0,ω) , (2.64)
where H(z,ω) is the z−dependent frequency response of the dispersion ﬁlter,
which is deﬁned as
H(z,ω) = exp
(
ı
β2ω
2
2
· z
)
. (2.65)
Applying the inverse Fourier transform to Eq. (2.64), the solution of Eq. (2.62)
in the time domain is
Q(z, t) = h(z, t)∗Q(0, t) , (2.66)
where ′′ ∗” denotes the convolution, and h(z, t),F−1 {H(z,ω)} is the impulse
response of the dispersive ﬁlter (all-pass ﬁlter), which is given by
h(z, t) =
1√
2πıβ2z
exp
(
− t
2
2ıβ2z
)
. (2.67)
It is easy to see that Eq. (2.67) is essentially a Gaussian function. There-
fore, the eﬀect of chromatic dispersion in ﬁbre can eﬀectively be modelled as
an all-pass Gaussian ﬁlter with the impulse response Eq. (2.67). It should also
be noted that the eﬀect of chromatic dispersion does not change the signal
spectrum amplitude, however, it gives rise to a frequency-dependent phase
shift β2(ω)ω2/2.
Notably, the eﬀect of chromatic dispersion leads to a frequency-
dependence of a group velocity vg (i.e., a speed of pulse envelope). In other
words, diﬀerent frequency components of the optical pulse move with diﬀerent
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group velocities, which is also known as a group velocity dispersion (GVD).
After propagation over distance L, the signal frequency components conse-
quently have a delay L/vg that, in turn, leads a pulse broadening in the time
domain. The pulse broadening ∆T can be readily expressed as
∆T =
d
dω
L
vg
∆ω = β2L∆ω , (2.68)
where ∆ω is the spectral width of the pulse.
Generally speaking, the total electric ﬁeld envelope after propagation
along distance z experiences the a frequency-dependent phase shift β(ω)z,
and is given by
Q(z, t) =
∞∫
−∞
dωU(0,ω)exp
[
− ı(ωt−β(ω)z)
]
, (2.69)
where the propagation constant β(ω) is connected with the refractive index
n(ω) as follows
β(ω) =
ω
c
n(ω) , (2.70)
and can be expanded in a Taylor series about the carrier frequency ω0 as
β(ω) = β0+β1 (ω−ω0)+ β22 (ω−ω0)
2+
β3
3!
(ω−ω0)3+ . . . , (2.71)
with β0 , β(ω0), and with
β1 ,
dβ
dω
=
1
c
d
dω
ωn(ω) =
1
c
(
n+ω
dn
dω
)
. (2.72)
Hence, using Eq. (2.72), the group velocity vg in Eq. (2.68) can be readily
expressed as follows [56]
vg ,
1
β1
=
c
ng
, (2.73)
where ng represents the so-called group refractive index given by
ng , n+ω
dn
dω
. (2.74)
The coeﬃcient β2 characterises the GVD (i.e., second-order dispersion), i.e.,
β2 ,
d2β
dω2
=
1
c
dng
dω
=− 1
v2g
dvg
dω
=
1
c
(
2
dn
dω
+ω
d2n
dω2
)
. (2.75)
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It is customary, especially in the theory of optical communication systems, to
use a wavelength domain, i.e.,
∆ω =−2πc
λ20
∆λ. (2.76)
Hence, a group velocity delay ∆T in (2.68) between two channels with a chan-
nel spacing in wavelength domain ∆λ can be equivalently expressed as follows
∆T =
d
dλ
L
vg
∆λ=DL∆λ, (2.77)
where D is the chromatic dispersion parameter, which is at the centre wave-
length λ0 related to β2 as follows
D ,
(
dβ1
dλ
)
λ=λ0
=
1
c
dng
dλ
=−λ0
c
d2n
dλ2
=−2πc
λ20
β2 , (2.78)
where the group refractive index ng is now expressed in a wavelength domain
as follows
ng = n−λdn
dλ
. (2.79)
Using (2.68) and (2.78), we can obtain a very simple and useful relationship be-
tween the second-order dispersion coeﬃcient β2 and the group delay parameter
D, i.e.,
β2∆ω =D∆λ. (2.80)
Higher order dispersion eﬀects give rise to a dispersion slope S, i.e.,
S ,
(
dD
dλ
)
λ=λ0
=
(2πc)2
λ40
β3+
4πc
λ30
β2 , (2.81)
where the second-order β2 and the third-order β3 dispersion coeﬃcients in
Eq. (2.71) can be expressed in terms of wavelength through
β3 =
λ3
2πc2
d2n
dλ2
, (2.82)
β3 ,
d3β
dω3
=− λ
4
4π2c3
(
3
d2n
dλ2
+λ
d3n
dλ3
)
. (2.83)
Obviously, the dispersion slope has higher impact for transmission in the
region of the zero-dispersion wavelength λZDW at which D = 0. Practically,
such an eﬀect occurs when the material dispersion and wave-guide disper-
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Figure 2.4: Chromatic dispersion parameterD for typical SSMF versus wavelength
based on the approximation Eq. (2.84).
sion cancel each other out. In pure silica, λZDW ≈ 1310nm. Below the zero-
dispersion wavelength λZDW, pulses in optical ﬁbre experience normal chro-
matic dispersion (i.e.,β2 > 0 or D < 0) – longer wavelengths travel faster.
However, in the entire 1550 nm band in SSMF, shorter wavelengths optical
pulses travel faster experiencing anomalous dispersion (i.e.,β2 < 0 or D > 0).
In SSMF for the operating wavelength range 1200 nm to 1600 nm,
the wavelength dependence of the dispersion parameter D measured in[
psnm−1km−1
]
can be approximated by the following empirical relationship
D(λ)≈ S0
4
(
λ− λ
4
ZDW
λ3
)
, (2.84)
where S0 ≤ 0.092psnm−2km−1 represents the zero dispersion slope, and
1302nm≤ λZDW ≤ 1324nm is the zero dispersion wavelength range. Approxi-
mated Eq. (2.84) is plotted in Fig. 2.4.
It should be noted that the overall optical ﬁbre dispersion is determined
by the sum of the material DM and the waveguide dispersion DW (Fig. 2.5),
i.e.,
D =DM +DW , (2.85)
where the material dispersion DM is essentially related to the derivative of the
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Figure 2.5: Chromatic dispersion parameter D for typical SSMF as a function of
wavelength and frequency.The relative contributions of material dis-
persion DM and waveguide dispersion DW are also plotted.
group the group refractive index in the wavelength domain, i.e.,
DM =
1
c
dng
dλ
, (2.86)
whereas the waveguide dispersionDW depends on the core radius and the index
diﬀerence between the core and the cladding. In other words, the waveguide
dispersion can be modiﬁed by changing the refractive index proﬁle. Fig. 2.5
indicates thatDM monotonically decreases with λ and equals 0 at λ≈ 1276 nm,
whilst DW decreases with λ and is always negative.
2.2.7 Fibre nonlinearity effect
Another special case of NLSE is the case of the absence of chromatic
dispersion eﬀect. In this particular case Eq. (2.46) reads
ı
∂Q(z, t)
∂z
+ ı
α
2
Q(z, t)+γ |Q(z, t)|2Q(z, t) = 0 , (2.87)
by setting the transformation
Q(z, t)+ exp(−αz/2)Q(z, t), (2.88)
we have
ı
∂Q(z, t)
∂z
+γ |Q(z, t)|2Q(z, t)e−αz = 0 . (2.89)
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After the propagation distance L, the solution can be expressed as
Q(z, t) =Q(0, t)exp

ıγ |Q(0, t)|2
L∫
0
e−αz
′
dz′

 . (2.90)
Denoting the launched peak power as P0 , |Q(0, t)|2 and introducing the so-
called eﬀective ﬁbre length
Leff ,
L∫
0
e−αz
′
dz′ =
1− e−αL
α
, (2.91)
the solution of (2.89) has the following simple closed-form expression
Q(z, t) =Q(0, t)exp(ıγP0 ·Leff) , (2.92)
which can be interpreted as a NL phase shift. Note, for a long propagation
distance L, i.e.,αL≫ 1, we may use the following expression for asymptotic ef-
fective length L(a)eff = 1/α. Typically, for SSMF with attenuation α= 0.2 dBkm
at wavelength λ0 = 1550nm, the straight estimation of eﬀective length gives
Leff ≈ 21km. Thus, using a long distance approximation, we have
P (t)≈ P0(t) exp(2ıφNL) , (2.93)
where φNL= (γ/α)P0 denotes the phase-shift induced by the optical Kerr eﬀect
which depends on optical signal power. Eq. (2.93) shows that a signal phase
is inherently corrupted due to optical Kerr nonlinearity in ﬁbre, as a result,
the spectrum of the signal broadens and this spectral broadening depends on
the signal power. However, the NL eﬀects in a ﬁbre does not change the signal
amplitude in the time domain.
2.2.8 Numerical solution: SSFT-method
Despite the fact that both the stochastic NLSE Eq. (2.46) and Manakov
equation (ME) Eq. (2.52) describe light propagation through an optical ﬁ-
bre in a suﬃciently accurate way, a general closed form solution including
ﬁbre loss, chromatic dispersion, ﬁbre nonlinearity and ampliﬁer noise does
not exist. Nevertheless, the solution of the NLSE can be eﬀectively approxi-
mated via a pseudo-spectral method, which is known as the split-step Fourier
transform (SSFT) method [57]. This method has become prevalent owing to
the implementation of the fast Fourier transform that signiﬁcantly reduces
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the complexity of the split-step algorithms, and enables a computationally
tractable method to ﬁnd a numerical solution of either NLSE or ME8.
According to this method, decomposing Eq. (2.52) into its linear (disper-
sive) and NL (Kerr eﬀect) constituents9, i.e.,
∂Q(z, t)
∂z
=
(
Dˆ+ Nˆ
)
Q(z, t) , (2.94)
the exact solution can be readily expressed via the exponential operator as
follows
Q(z, t) =Q(0, t)exp
[(
Dˆ+ Nˆ
)
z
]
, (2.95)
where Q(0, t) stands for the input slowly-varying amplitude at z = 0, and the
linear operator Dˆ and NL operator Nˆ are deﬁned as
Dˆ , ı β2
2
∂2
∂t2
, (2.96)
Nˆ , ı 8γ
9
Q†(z, t)Q(z, t)− α
2
. (2.97)
Thus, the so-called split-step type exact solution can be written as
Q(z+∆, t) = exp
[(
Dˆ+ Nˆ
)
∆
]
Q(z, t) , (2.98)
where ∆ is the step size.
One of the key ideas of SSFT is that the action of the sum of two opera-
tors are essentially equivalent to the sum of the actions of the two operators
separately. If the step ∆ is suﬃciently small, we have
Q(z+∆, t)≈ exp
(
Dˆ∆
)
exp
(
Nˆ∆
)
Q(z, t) . (2.99)
The operator on the right-hand side of Eq. (2.99) can be expanded by using
the Baker-Campbell-Hausdorﬀ formula for non-commutative operators [58],
which gives an analytical insight into the accuracy on split-step approximated
8There are other methods to solve propagation equations available, such as the time-
domain finite difference method, the inverse scattering transform (see [45] and refs therein).
9Here the dispersion slope as well the impact of inelastic scattering effects are omitted.
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Figure 2.6: Schematic representation of a SSFT method with the bulk step (a) and
symmetrised (b) schemes; F [·] and F−1 [·] stand for the fast forward
and inverse Fourier transforms, respectively.
solutions
exp
(
Dˆ∆
)
exp
(
Nˆ∆
)
= exp
[
Dˆ∆+ Nˆ∆
+
[
Dˆ , Nˆ
]∆2
2
+
[
Dˆ−Nˆ ,
[
Dˆ , Nˆ
]]∆3
12
+ . . .
]
, (2.100)
where
[
Dˆ , Nˆ
]
, DˆNˆ −Nˆ Dˆ stands for the commutator. It can be seen that if
∆→ 0, the solution given by Eq. (2.99) converges to the exact solution given by
Eq. (2.98). Since the operators Dˆ and Nˆ are not commutative by nature, the
accuracy of the SSFT based on the approximation Eq. (2.99) – the so-called
bulk step method is of the second-order in the step size, i.e.,O
[
∆2
]
.
In order to improve the accuracy of Eq. (2.99), we can resort to an alterna-
tive split-step scheme. This scheme can be realised by applying the dispersion
operator into two equal parts before and after the NL operator [59]
Q(z+∆, t)≈ exp
(
Dˆ∆
2
)
exp
(
Nˆ∆eff
)
exp
(
Dˆ∆
2
)
Q(z, t) , (2.101)
where
∆eff =
z+∆∫
z
dz′ exp
(
−αz′
)
=
(1− exp(−α∆))exp(−αz)
α
. (2.102)
The approximation Eq. (2.101) is recognised as the symmetrised SSFT. Sim-
ilarly, the error term in this scheme can be found via the Baker-Campbell-
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Hausdorﬀ formula as follows
exp
(
Dˆ∆
2
)
exp
(
Nˆ∆
)
exp
(
Dˆ∆
2
)
= exp
(
Dˆ∆+ Nˆ∆
+
[
Nˆ + Dˆ
2
,
[
Nˆ + Dˆ
2
]]
∆3
6
+ . . .
)
. (2.103)
Eq. (2.103) indicates that the dominant error term is proportional to ∆3,
which provides much better accuracy in comparison with the bulk step case,
Eq. (2.99). The block diagrams of the numerical implementation of the SSFT
method for both (a) bulk and (b) symmetrised cases are illustrated in Fig. 2.6.
2.3 Generic fibre-optic communication system
In this section, we provide a brief description of the general structure
of ﬁbre-optic communication systems (a detailed description can be found
in, e.g., [60]). We also brieﬂy introduce the numerical methods for estimating
the key ﬁgure of merit (MI) that characterises the performance of modern op-
tical communication systems (see, e.g., [61, 62, 63, 64]). The main advantage
of employing the MI as a main performance metric relies on its straightforward
applicability to modern coded communication systems. The MI is chosen for
use as a performance metric throughout this thesis.
2.3.1 Coherent fibre-optic communication system
Any ﬁbre-optic communication system consists of a transmitter, a fibre
channel (physical channel) and a receiver. Fig. 2.7 illustrates a general block-
diagram of a coherent ﬁbre-optic communication system. The transmitter
realises a mapping between the input information bits b and the continuous-
time input optical waveforms. During the propagation in a ﬁbre, the signal
waveforms are impaired by the linear additive noise arising from optical ampli-
ﬁers. They also are broadened in the time domain due to the presence of the
chromatic dispersion in a ﬁbre, and distorted by Kerr NL eﬀects. Moreover,
the polarisation state of the signal waveforms are randomly changed, which
stems from random imperfections in a realistic ﬁbre.
Then, a receiver converts the output optical waveforms into electrical base-
band signals via coherent detection, and eventually maps to output bits bˆ. The
DSP block at the receiver in Fig. 2.7 encodes the information bits into a digital
signal providing forward error correction. DAC and ADC realise a conversion
between the digital and the analog domain. An I-Q modulator is commonly
a nested Mach-Zehnder modulator (MZM), which is able to modulate both
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Figure 2.7: Schematic of a generic fibre-optic link with a coherent detection. Laser
commonly implies a semiconductor laser. LO, IQM, Co-D stand for
a local oscillator, an I-Q modulator, and a coherent detector (demod-
ulator), respectively; TxDSP and RxDSP indicate the digital signal
processing blocks at the transmitter (Tx) and at the receiver (Rx)
sides, respectively; DAC and ADC stand for a digital-to-analog and a
analog-to-digital converter, respectively. CM and CM−1 are the coded
modulation and demodulation blocks, respectively (beyond the scope
of this Thesis). IX,Y denotes the mutual information Eq. (2.107) per
symbols in x / symbols out y.
the signal amplitude and the phase covering a complex plane. Speciﬁcally,
the I-Q modulator consisting of two parallel MZMs can be used to generate
quadrature phase-shift keying (QPSK) signal modulation format. Multi-level
driving signals can be used to change modulation format and/or pulse shape.
Thus, these techniques allow the possibility to develop advanced multi-level
signal modulation formats [65]. The propagation of the signal waveform over
the optical ﬁbre channel is comprehensively described in the previous Sec. 2.2.
The received signal is coherently demodulated, acquiring the information of
both amplitude and phase, and then, in a linear manner, transfers this into an
electrical waveform. The coherent receiver usually includes a local oscillator,
which is phase and frequency locked to the signal carrier10. In the case of non-
linearity compensation (NLC) systems, the DSP block also includes either the
electrical dispersion compensation (EDC) [67, 68] or the multi-channel digital
back propagation (DBP) algorithm (i.e., a numerical solution of NLSE/ME
in digital domain in its inverse form by changing the sign of all the propaga-
tion parameters) [66]. Eventually, the output information bits bˆ are retrieved
from the fully processed demodulated digital signal. The MI IX,Y between the
output y and input x random symbols is also indicated in Fig. 2.7.
10The phase and frequency locking is, nowadays, achieved using DSP [66].
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2.3.2 Mutual information computation
The MI has recently become a popular ﬁgure of merit for optical communi-
cation systems. In this section, we intend to clarify the numerical computation
of the MI under the assumption of an additive white Gaussian noise (AWGN)
channel. Such a quantity is highly important as it enables to obtain an infor-
mation rate that can be achieved by a receiver based on Gaussian assumption
[64]. It should also be noted that the MI, which is under that Gaussian memo-
ryless channel assumption is essentially a lower bound on the MI of the channel
with memory, usually found in the analysis of NL optical channel.
Let us assume a complex-input complex-output, discrete-time, memory-
less channel characterised via the channel law PDF pY |X(y|x). We also assume
that the transmitted symbols belongs to a discrete signal constellation with
M = em points, where m = logM is the number of nats per symbol. The
symbols are denoted by xi ∈ C, with i = 1,2, ...,M , and C represents the set
of complex numbers. We assume the symbols are equally likely, i.e., they are
transmitted with equal probabilities, and the PMF for is given by
pX(x), P [X = xi] =
1
M
. (2.104)
The joint probability distribution pX,Y (x,y) (see, Bayes’ theorem) [69]
can be decomposed as
pXY (x,y) = pY |X(y|x)pX(x) . (2.105)
Next, using the MI deﬁnition Eq. (2.14), for equally likely input symbols, the
MI per polarisation can be expressed as follows
IX,Y = E
[
log
pY |X(Y |X)
pY (Y )
]
, (2.106)
using the law of total probability, we have
IX,Y =
1
M
M∑
i=1
∫
C
dy pY |X(y|xi) log
pY |X(y|xi)
1
M
∑M
j=1 pY |X(y|xj)
, (2.107)
expressing the logarithm of a product as a sum of the logarithms, it yields
IX,Y =m+
1
M
M∑
i=1
∫
C
dy pY |X(y|xi)gi(y) , (2.108)
2.3. Generic fibre-optic communication system 53
where we have introduced
gi(y), log
pY |X(y|xi)
1
M
∑M
j=1 pY |X(y|xj)
. (2.109)
Obviously, this MI is a lower bound on the AWGN channel capacity due to
the assumption of a discrete uniform input distribution.
Let us now consider a memoryless AWGN channel, i.e.,
Y =X+Z , (2.110)
where Z is a complex, zero-mean, circularly symmetric Gaussian RV with total
variance σ2z , Var[Z] = E
[
|Z|2
]
= E
[
|Y −X|2
]
, which represents an additive
noise. The average symbol energy is assumed to be equal to σ2x = E
[
|X|2
]
.
Therefore, the signal-to-noise ratio (SNR) is deﬁned by the following ratio
SNR ,
σ2x
σ2z
=
E
[
|X|2
]
E
[
|Y −X|2
] . (2.111)
The corresponding channel law of the AWGN channel is given by the Gaussian
distribution, i.e.,
pY |X(y|x) = pZ(y−x)
=
1
πσ2z
exp
(
−|y−x|
2
σ2z
)
. (2.112)
It is worth emphasising that the channel capacity11 (see Eq. (2.24)) in nats
per symbol of the AWGN Eq. (2.110) under averaged power constrained is
well-known and is given by the famous Shannon formula, i.e.,
C = log(1+SNR) , (2.113)
where SNR is deﬁned by Eq. (2.111).
11The maximum number of bits per symbol that can be reliably transmitted over an
AWGN channel. The AWGN capacity can be achieved by applying the continuous Gaussian
input distribution assuming the input-output relationship Eq. (2.110) and the Gaussian
channel law Eq. (2.112).
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Substituting Eq. (2.112) into Eq. (2.109), we obtain
gi(y) = log
exp
(
− |y−xi|2
σ2z
)
∑M
j=1 exp
(
− |y−xi|2
σ2z
) (2.114)
= log
exp
(
− |zi(y)|2
σ2z
)
∑M
j=1 exp
(
−|zi(y)+dij|
2
σ2z
) , (2.115)
where dij denotes the deference between two symbols xi and xj , and then,
taking into account that |z1+ z2|2 = |z1|2+ |z2|2+2Re[z1z¯2], it reads
gi(y) =− log
M∑
j=1
exp
(
−|dij |
2+2Re[z¯i(y)dij ]
σ2z
)
, (2.116)
where Re[·] stands for a real part of complex-valued RV. Thus, using
Eq. (2.116), the MI in Eq. (2.108) reads
IX,Y =m− 1
M
M∑
i=1
∫
C
dy pY |X(y|xi) log
M∑
j=1
exp
(
−|dij |
2+2Re[z¯i(y)dij ]
σ2z
)
.
(2.117)
Since Zi is a circularly symmetric zero-mean complex Gaussian RV, the com-
plex conjugate of z¯i(y) can be dropped. Moreover, the sub-index i can be
omitted as well, because the statistics of RV Z does not depend on i. Hence,
changing the integration over y to z gives
IX,Y =m− 1
M
M∑
i=1
∫
C
dz pZ(z) log
M∑
j=1
exp
(
−|dij |
2+2Re[z dij ]
σ2z
)
. (2.118)
Formally, the integral in Eq. (2.118) can be numerically computed via the
following Monte-Carlo approximation, i.e.,
∫
C
dr pR(r)g(r)≈ 1
Ns
Ns∑
n=1
g
(
r(n)
)
(2.119)
where R ∈ C is the complex-valued RV, g(r) is an arbitrary real-valued func-
tion, r(n), n= 1,2, ...,Ns are the random samples drawn from the distribution
function pR(r), and Ns is the number of random samples.
Using Eq. (2.119), we have the following ready-to-use Monte-Carlo ap-
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Figure 2.8: MI as a function of SNR for AWGN channel model for two polarisation
states based on Eq. (2.125).
proximation for the integral in Eq, (2.118)
IX,Y ≈m− 1
MNs
Ns∑
n=1
M∑
i=1
log
M∑
j=1
exp
(
−|dij |
2+2Re[z dij ]
σ2z
)
. (2.120)
Alternatively, the integral in Eq. (2.118) can also be numerically calculated
using Gauss-Hermite quadrature, i.e., for any function g(r) with 2Lth -order
bounded derivative, the L-point Gauss-Hermite quadrature is given by
∫
C
dr exp
(
−|r|2
)
g(r)≈
L∑
l1=1
αl1
L∑
l2=1
αl1 g(ξl1+ ıξl2) , (2.121)
where ξk are the kth -root of the Hermite polynomial
HL(x), L!
⌊L/2⌋∑
r=0
(−1)r
r!(L−2r)!(2x)
L−2r, (2.122)
and the weight functions are deﬁned as
αl ,
√
π 2L−1L!
[LHL−1(ξl)]
2 . (2.123)
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If L→∞, the approximation in Eq. (2.121) would be exact. The values of αl
and ξl can be readily found numerically, which determines the trade-oﬀ between
the speed of computation and the precision of quadrature approximation.
Substituting Eq. (2.112) into Eq. (2.118), and making the change of vari-
ables z = σzr, we obtain
IX,Y =m− 1
Mπ
M∑
i=1
∫
C
dr exp
(
−|r|2
)
log
M∑
j=1
exp
(
−|dij |
2+2σzRe[rdij ]
σ2z
)
.
(2.124)
Applying Eq. (2.121) to Eq. (2.124), we obtained the following ready-to-
use approximation of MI
IX,Y ≈m− 1
Mπ
M∑
i=1
L∑
l1=1
αl1
L∑
l2=1
αl2 log
M∑
j=1
exp
(
−|dij |
2+2σzRe[(ξl1+ ıξl2) dij ]
σ2z
)
.
(2.125)
Let us now consider the continuous inform input distribution, which can
be corresponded as a quadrature amplitude modulation (QAM) signalling with
inﬁnite cardinality, i.e., “∞-QAM” signal modulation format. Therefore, the
input pX(x) is given by the PDF
pX(x) =
1
2
√
3σx
, x ∈
[
−σx
√
3 , σx
√
3
]
. (2.126)
Thus, the output of distribution pY (y) in Eq. (2.10) of channel in Eq. (2.112)
is then equal to
pY (y) =
1
4
√
3σx
[
erf
(
σx
√
3+y√
2σz
)
+erf
(
σx
√
3−y√
2σz
)]
, (2.127)
where erf (·) is the Gauss error function.
The conditional diﬀerential entropy Eq. (2.9) has the following closed form
solution
hY |X =
∫
X
dxpX(x)hY |X=x (2.128)
=
1
2
log
(
2πeσ2z
)∫
X
dxpX(x) =
1
2
log
(
2πeσ2z
)
. (2.129)
where we accounted the well-known entropy of the Gaussian distribution
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hY |X=x, which is
hY |X=x ,−
∫
Y
dypY |X(y|x) logpY |X(y|x) (2.130)
=
1
2
log
(
2πeσ2z
)
. (2.131)
The output diﬀerential entropy hY can be approximated via Monte Carlo
integration
hY ,−
∫
Y
dy pY (y) logpY (y) (2.132)
&
1
Ns
Ns∑
n=1
g
(
y(n)
)
, (2.133)
where g
(
y(n)
)
, − log
[
pY
(
y(n)
)]
is the real-valued function, and the ran-
dom samples y(n) are assumed to be drawn from the normal distribution with
n= 1, . . . ,Ns, and Ns is the number of random samples. Thus, by using the de-
composition Eq. (2.18) together with the diﬀerential entropies in Eqs (2.132)
and (2.128), we can numerically evaluate the MI for the input QAM-signal
with inﬁnite cardinality.
The relationship between the MI for M -QAM with cardinalities up to
M ≤ 4069 = 212 (maximum spectral eﬃciency of 2× 12 bits per symbol) and
the SNR for the AWGN channel model is illustrated in Fig. 2.8, where the MI is
numerically computed by using Eq. (2.125). The∞-QAM case is also plotted.
Note that, at high SNR level, the gap between the MI given by∞-QAM input
signal and the capacity of of the AWGN channel Eq. (2.113) is exactly equal
to 6/(πe)≈ 1.53 dB, which is often referred to as ultimate shaping gain (see,
e.g., [70, Sec. IV-B], [71, , Sec. VIII-A], [72, Sec. IV-B]).
2.3.3 Achievable information rate
Assuming the discrete complex input X with an arbitrary ﬁxed PMF
PX(x), and continuous output Y , the MI in Eq. (2.15), i.e., the maximum
achievable rate for a ﬁxed memoryless channel can be expressed as follows
IX,Y =
∑
x∈X
PX(x)
∫
C
dy pY |X(y|x) log
pY |X(y|x)∑
x′∈X pY |X(y|x′)PX(x′)
, (2.134)
where C represents the set of complex numbers. In order to compute
Eq. (2.134) the knowledge of the channel statistics, i.e., a channel law
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pY |X(y|x) is obligatory. In the general case of optical ﬁbre channel, this func-
tion has no exact analytical expression. However, the MI can be lower-bounded
as follows [73]
RX,Y =
∑
x∈X
PX(x)
∫
C
dy pY |X(y|x) log
qY |X(y|x)∑
x′∈X qY |X(y|x′)PX(x′)
≤ IX,Y ≤Cmem,
(2.135)
where qY |X(y|x) is the auxiliary channel law [74, 64], which is an approxi-
mation of the real channel pY |X(y|x), and is commonly taken to be Gaussian
distribution with noise variance σ2, i.e.,
qY |X(y|x) =
1√
2πσ2
exp
(
−(y−x)
2
2σ2
)
. (2.136)
The information rate RX,Y in nats per symbol in Eq. (2.135) can be essentially
achieved by using the optimal receiver for a channel given by qY |X , instead
of using a suboptimal receiver for a true channel law pY |X . Therefore, for
Nyquist-spaced WDM transmission system, the achievable information rate
(AIR) in nats per second can be estimated as
AIR =NpolNchRS ·RX,Y , (2.137)
where Npol is the number of polarisation states, Nch is the number of Nyquist-
space WDM channels, and RS is the symbol rate.
Modelling the channel as the AWGN Eq. (2.110), the channel capacity in
nats per second can be estimated as follows
C =NpolNchRS log (1+SNR) , (2.138)
where the SNR denotes the so-called eﬀective SNR and will be introduced and
discussed in Sec. 3.2.
2.4 Summary
In this chapter, the essential mathematical tools for further theoretical
investigations of coherent ﬁbre-optic communication systems were reviewed.
The discussed theoretical background are vital for thorough understanding
of the results presented in this thesis. The master models, such as NLSE,
coupled-mode NLSE, and ME, which govern the propagation of optical pulses
through a ﬁbre were brieﬂy introduced. The eﬃcient approach for solving
these equations known as the SSFT method was presented. Also, this chapter
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includes some implications of information theory in ﬁbre-optic communications
systems.
Chapter 3
Modelling of fibre-optic
communication system
In this chapter, we review some recently developed heuristic mathematical
approaches commonly used to analytically estimate the performance of modern
ﬁbre-optic communication systems. These models will be used to analyse and
describe some fundamental limits occurring due to the NL interactions process
between the information optical signal and the ASE noise.
3.1 Optical amplification schemes
Despite the ﬁbre loss is being very low (as mentioned in the Introduction
Sec. 1.1), the signal power eventually vanishes with propagation distance. In
this subsection, we reviewed the mathematical modelling of diﬀerent optical
ampliﬁcation schemes. These include lumped EDFA ampliﬁcation as well as
DRA techniques. In the presence of optical ampliﬁcation, the NLSE Eq. (2.46)
can be written as [75, Ch. 2]
ı
∂Q(z, t)
∂z
+ ı
α−g(z)
2
Q(z, t)− β2
2
∂2Q(z, t)
∂t2
+γ |Q(z, t)|2Q(z, t) =N(z, t),
(3.1)
where g(z) denotes the ampliﬁcation factor.
3.1.1 EDFA-amplification
In long-haul ﬁbre links, lumped EDFAs provide broadband ampliﬁcation
of the transmitted optical signals. Lumped optical ampliﬁcation implies a
periodic use of ampliﬁers with a ﬁxed period Ls of the ﬁbre-optic link called
the ﬁbre span length. A schematic of a WDM ﬁbre-optic transmission system
of a single ﬁbre span is illustrated in Fig. (3.1). For multi-span EDFA-ampliﬁed
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Figure 3.1: The scheme of a single fibre spanWDM fibre-optic transmission system
using a lumped EDFA
systems, the ampliﬁcation factor g(z) in Eq. (3.1) is given by
g(z) = αLs
Ns∑
m=1
δ (z−mLs) , (3.2)
where Ls is the ﬁbre span length, Ns is the total number of ﬁbre spans in a
link, δ(·) is the Dirac delta-function. The autocorrelation function of the noise
term N(z, t) in Eq. (3.1) can be expressed as [76]
E
[
N(z, t)N∗(z′, t′)
]
= σ20 δ
(
t− t′
) Ns∑
m=1
δ (z−mLs) , (3.3)
where σ20 is the PSD of ASE noise per unit bandwidth added per EDFA, i.e.,
σ20 = nsp (G−1) ·hν0 , (3.4)
where G is the EDFA gain, hν0 is the average photon energy, ν0 is the opti-
cal carrier frequency, h is the Planck’s constant, and nsp is the spontaneous-
emission factor (the population-inversion factor) deﬁned as [77]
nsp =
N1
N2−N1 ≥ 1 , (3.5)
where N1 and N2 are the atomic populations for the ground and excited states,
respectively. Obviously, the eﬀect of spontaneous emission always adds certain
ﬂuctuations to the ampliﬁed signal. For periodically-spaced discrete EDFAs,
the PSD SASE of linear ASE noise induced by the EDFA ampliﬁer in each span
of the link is nearly constant (white noise) and can be given by the well-known
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expression [78, 79]
SASE(ν) =Npolnsp
[
G(ν)−1
]
·hν0 , (3.6)
where Npol is the number of polarisation states, G(ν) is the gain provided by
the EDFA ampliﬁcation, which is commonly assumed to be precisely equal to
the single ﬁbre span loss, i.e.,G= exp(αLs), where α is the ﬁbre attenuation
(loss) parameter given in linear scale, Ls is the ﬁbre span length.
Thus, the total ASE noise power can be given by integration of Eq. (3.6)
over the total optical bandwidth B, giving
σ2ASE =
B/2∫
−B/2
dν SASE(ν)H(ν)
=Npolnsp ·hν0
B/2∫
−B/2
dν
[
G(ν)−1
]
H(ν) , (3.7)
where H(ν) denotes the response function of the applied matched ﬁlter used
at the receiver usually corresponding to the worst case scenario. Because the
ASE noise is inherently a linear noise, therefore, the noise accumulation occurs
in a linear manner with transmission distance.
Assuming optical gain G provided by each EDFA to be constant within
the reference bandwidth Bref , thus, the total ASE noise power per ﬁbre span
is
σ2ASE =Npolnsp (G−1) ·hν0 ·Bref . (3.8)
The factor nsp is, in turn, directly related to the EDFA noise ﬁgure (NF) as
follows [45]
NF = 2nsp
(
1− 1
G
)
+
1
G
, (3.9)
for relatively high gain G & 10 dB (which is usually always the case), it can
be eﬀectively approximated as follows
nsp ≈ 12 NF . (3.10)
Thus, Eq. (3.8) can be re-written as
σ2ASE ≈
1
2
Npol (G−1) ·NF ·hν0 ·Bref , (3.11)
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Figure 3.2: The scheme of a single fibre span WDM transmission system using the
backward-pump geometry of DRA.
Eq. (3.11) is most commonly used since NF can be experimentally measured.
The range of typical NF values for a practical EDFA is 4–7 dB.
3.1.2 Distributed Raman amplification
The nature of optical Raman ampliﬁcation is essentially related to a phe-
nomena called inelastic scattering (in particular, stimulated Raman scattering)
between an incident light and molecular vibrations in a ﬁbre. The scattered
light (Stokes radiation) always has lower frequencies compared to incident ra-
diation, i.e., it scatters the energy due to this process. In this subsection, we
examine the backward-pumped geometry of optical DRA (see Fig. 3.2). Omit-
ting details, the process of DRA for co-polarised signal and pump beams obeys
the following two coupled ordinary diﬀerential equations


dn
dz
= γRnp (ns+1)−αn,
dnp
dz
= γR np (ns+1)−αpnp ,
(3.12)
where n and np are the photon numbers of the forward-signal and backward-
pump beams, respectively; α and αp are the absorption coeﬃcients of the
signal and pump photons, respectively; γR is the microscopic Raman gain
coeﬃcient. Unfortunately, the system (3.12) in its general form has no closed-
form solution. However, it is possible to easily solve such systems numerically
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by using, for example, the Runge-Kutta method [80].
Under the “small-signal” assumption, i.e., the photons of the pump beam
are assumed to be not depleted by signal photons during the propagation, and
thus, the system (3.12) can be solved analytically. Hence, from the second
equation, the number of the backward-pump photons np yields
np(z) = np(L) exp[αp (z−L) ] , (3.13)
where np(L) denotes the input pump photon number at the distance z = L.
Substituting Eq. (3.13) in the ﬁrst equation of the system (3.12), we end up
with the following non-homogeneous linear ordinary diﬀerential equation of
order one for the forward-signal photon numbers
dn(z)
dz
+[α−γRnp(z) ]n(z) = γRnp(z) . (3.14)
It is obvious that Eq. (3.14) can be integrated straightforwardly via the method
of variation of parameters (Lagrange method). The solution can then be ex-
pressed as
n(L) = n(0)GR+nsp , (3.15)
where the introduced optical gain GDRA provided by DRA is given by
GR = exp
[
αL−γRnp(L) ·Leff,p
]
, (3.16)
where Leff,p is the eﬀective ﬁbre length for a pump beam, i.e.,
Leff,p ,
1− e−αpL
αp
, (3.17)
and nsp in (3.15) stands for the spontaneous emission noise photon number,
which can be expressed in terms of optical launched power Pp of the backward
Raman pump beam as follows [81]
nsp =
(
αp
gRPp
) α
αp
[
Γ
(
1+
α
αp
,
gRPp
αp
e−αpLs
)
−Γ
(
1+
α
αp
,
gRPp
αp
)]
· exp
(
gRPp
αp
)
, (3.18)
where Γ(a, ·) denotes the upper incomplete Gamma function with a com-
plex parameter a, gR is the modal peak Raman gain coeﬃcient measured in[
W−1km−1
]
. Assuming the Raman pumping entirely compensates the ﬁbre
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Figure 3.3: The ASE noise power against the fibre span length for different am-
plification schemes: EDFA Eq. (3.11), DRA Eq. (3.19) and IDRA
Eq. (3.21).
loss, i.e.,GR ≈ 1, then, from Eq. (3.16), the product gRPp ≈ αL/Leff,p.
Thus, the total variance of the ASE noise per ﬁbre span over the reference
bandwidth Bref due to optical counter-pumped ﬁbre Raman ampliﬁcation is
deﬁned as
σ2ASE =NpolKT nsp ·hν0 ·Bref , (3.19)
whereKT denotes the temperature dependent phonon occupancy factor, which
is given by [82]
KT = 1+
1
exp
(
h∆ν
kBT
)
−1 , (3.20)
where ∆ν = νp− ν0 denotes the frequency shift between the Raman pump
frequency νp providing the distributed gain and the central frequency ν0 of
signal beam, kB is the Boltzmann constant, T is the temperature of the ﬁbre
measured in [K]. For Raman ampliﬁed ﬁbre-optical communication systems
the value of KT is typically between 1.1 and 1.3. Note that, since phonons
are bosons, the second term in Eq. (3.20) appropriately represents the Bose-
Einstein statistics. For ideal distributed Raman ampliﬁer (IDRA), the total
ASE variance per ﬁbre span is
σ2ASE =NpolKT αL ·hν0 ·Bref , (3.21)
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Figure 3.4: OSNR as a function of transmitted distance for two amplifier spacings:
80 km and 100 km using different amplifier schemes: EDFA with NF=
4.5 dB, DRA, and IDRA, assuming the fixed launched pump power
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where L stands for the total length of the ﬁbre link. The ampliﬁcation factor
g(z) = α. Note that, the lumped ampliﬁcation asymptotically tends to the
distributed Raman ampliﬁcation when Ls → 0 that makes a perfect physical
sense.
Fig. 3.3 shows how fast ASE noise grows with ﬁbre span length using
diﬀerent ampliﬁcation schemes, such as lumped EDFA, DRA and IDRA. The
ASE noise EDFA displays rapid exponential grows, whilst ASE due to DRA
growth much slower. IDRA grows linearly with ﬁbre span length. In contract
to the distributed ampliﬁcation, the lumped ampliﬁcation adds much more
ASE noise for a ﬁxed span length. This diﬀerence increases with the ampliﬁer
spacing.
Neglecting the inﬂuence of NL eﬀects in a ﬁbre, the linear ASE noise
impairs the so-called optical signal-to-noise ratio (OSNR), which commonly is
deﬁned as follows
OSNR|Bref=0.1[nm] ,
NpolRS
2Bref
SNR
∣∣∣∣∣
Bref=0.1[nm]
, (3.22)
where Bref =0.1 nm indicates the reference bandwidth, which is approximately
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taken to be equal to 12.48 GHz that corresponds to a 0.1 nm resolution band-
width of optical spectrum analysers at 1550 nm optical carrier wavelength
(193.4 THz carrier frequency). Fig. 3.4 illustrates the OSNR degradations
with transmission distance. A shorter ampliﬁer spacing demands a higher
OSNR at the receiver. Evidently, to come up with a longer span ampliﬁer
spacing, the launched signal power needs to be increased. This is doable and
naively easy provided that the NL power-dependent Kerr eﬀect is not under
consideration. It should be emphasised that, in the purely linear regime, the
distributed ampliﬁcation schemes demonstrate better performance than the
EDFA for a ﬁbre-optic system with identical parameters.
3.2 Fibre-optic system analytical models
In this section, the existing analytical models for dispersion unmanaged
coherent ﬁbre-optic communication systems are review. The key idea of mod-
elling such systems is that the joint eﬀect of weak nonlinearity-induced distor-
tions and relatively large accumulated dispersion can be eﬀectively treated as
an additive noise. This nonlinearity-induced noise can be relatively accurately
approximated as a Gaussian noise process with zero-mean, and is commonly
known as nonlinear interference (NLI). The NLI noise is always assumed to be
statistically independent of the linear noise due to the ASE process, i.e., NLI
incoherently combines with ASE noise. The statistics of the power of the
emerging NLI noise cubically grows with the transmitted power. It should
also be emphasised that these noise-like distortions can be treated as a white
Gaussian noise only in ﬁbre-optic systems with no in-line chromatic dispersion
compensation, i.e., dispersion is assumed to be compensated electronically via
digital signal processing at the receiver. Hence, these models can be generally
represented via a discrete-time AWGN model
Yk =Xk+Zk, k ∈ Z (3.23)
where k is the time index, Yk is the sequence of output symbols. The transmit-
ted symbols Xk are assumed to be IID, having the same average transmitted
power P , E
[
XX†
]
, which is a crucial assumption since the optical Kerr ef-
fect has an instantaneous nature. Each symbol in the sequence Zk represents
circularly symmetric complex-valued white Gaussian RV and statistically in-
dependent of input symbols Xk, i.e.,Zk ∼ CN
(
0,σ2eff
)
, where the total noise
variance σ2eff , E
[
ZZ†
]
consists of the contribution of both linear ASE noise
and NLI noise. Notably, the NLI noise circularity assumption fails at low
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symbol rate regime.
3.2.1 Literature review
In recent years, the simple phenomenological analytical models that allow
predictions of ﬁbre-optic system performance degradation due to the optical
Kerr eﬀect have gained considerable popularity. Most of these mathematical
models are based on the approximate solution of propagation equations (either
the NLSE or ME) in the framework of the ﬁrst-order perturbation analysis
[83, 84, 85, 86]. In order to rapidly predict the performance of point-to-point
links [87, 27, 28] as well as to enable eﬃcient system design [88], such analytical
models became of paramount importance since they provide a possibility to
avoid the computational complexity associated with a numerical solution of
the propagation equations. Particularly, this becomes signiﬁcantly relevant
especially in the case of ultra-wideband communications (e.g., up to 1 THz
signal bandwidth and beyond).
The ﬁrst successful attempts to derive analytical closed-form expressions
for estimating the eﬃcacy and the performance of dispersion-uncompensated
multi-span WDM communication systems taking into account optical Kerr
nonlinearity have been made by Splett et al. [89] in 1993. In particular, in
[89], assuming an ideal optical ampliﬁcation, the optimal SNR and the result-
ing system capacity under the assumption of an AWGN channel (i.e., assuming
Gaussian channel law as well as implicitly considering nonlinearity as an ad-
ditive Gaussian noise) as a function of, for instance, the bandwidth (BW)
have been assessed. This means that the peaky behaviour of system perfor-
mance due to the NL interference was tacitly presented. In 2001, the peaky
non-monotonic behaviour of a lower bound on the information capacity has
been shown by Mitra and Stark [90]. In their approach, in contrast to Splett
approach, the Kerr nonlinearity was modelled as a multiplicative noise. For
multi-user (i.e.,WDM) case, the NL interference, owing to the cross-phase
modulation (XPM) eﬀect was argued to be dominant. In the absence of both
self-phase modulation (SPM) and FWM contributions, the XPM term in the
frequency domain was modelled as a potential of Gaussian distribution with
constant ﬁrst and second order moments, linearising the NLSE thereby. The
resulting linearised inhomogeneous NLSE was solved via a method of Green’s
functions, which is widely used in quantum mechanics (details can be found
in [91, 92]). It should also be noted that derived closed-form expressions to esti-
mate the instantaneous power of NL distortions in both Splett and Mitra-Stark
models are not applicable directly for practical systems and remain quantita-
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tively questionable since they were implicitly derived under the assumption of
a ﬂat power proﬁle, i.e., ideal optical ampliﬁcation. However, these two models
gave a clear idea about the qualitative communication system behaviour, as
well as the existence of a power threshold as a consequence of optical Kerr
eﬀect. In 2002, Tang [93] considered a multi-span dense WDM system for
both dispersion and dispersion-free ﬁbres, and the peaky system performance
behaviour was demonstrated. In 2003, the proposed analytical model for a
dense WDM transmission with various system parameters has been numer-
ically veriﬁed by Louchet [94]. In 2010, closed-form analytical expressions
were derived by Chen and Shieh [95] for a densely-spaced coherent orthogonal
frequency-division multiplexing (OFDM) signal.
Later on, similar analytical results were independently obtained and de-
veloped by Poggiolini and Carena [96, 97, 98], and the model has eventu-
ally become widely recognised as the Gaussian noise (GN) model. Johannis-
son, Karlson and Agrell have also independently published detailed analytical
derivations considering wide signal spectrum in a strongly dispersive optical
communication system [99, 100]. It is signiﬁcant to note that this GN model
remains inherently perturbative, i.e., it assumes the smallness of the generated
noise-like interference. This so-called NL interference occurs as a summation
of all the FWM products induced by combinations of optical signal spectral
components across its transmitted spectrum. The crucial assumption of the
GN model is that the input optical signal is a Gaussian random process, which,
in the frequency domain, can be represented as a periodic white Gaussian noise
process of period 1/ν0, with ν0 standing for the centre frequency; i.e., a grid of
Dirac delta functions, and each frequency component is given by statistically
independent Gaussian RVs. Mathematically, using the Karhunen-Loe`ve ex-
pansion [101, Sec. 2.8-2], it yields the following initial condition for the electric
ﬁeld envelope Q(ν) in the ME Eq. (2.52) in the frequency domain
Q(ν) =
√
ν0
∞∑
m=−∞
ζm δ (ν−mν0) , (3.24)
where ζm are the realisations of independent complex vector RVs Zm ∼
N (0,1). The underlying factor of this assumption is that, during the prop-
agation, the Gaussianity of the optical signal is supposed to be maintained
by large accumulated chromatic dispersion in the link as well as the denser
modulation format [102].
The main disadvantage of the conventional GN model is that it is unable
to predict a signal modulation format dependence [20, 103, 61, 102] as well
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as symbol rate dependence [104, 105] and the impact of memory eﬀects [106].
Importantly, the ﬁrst-order perturbation analysis is equivalent to the time-
domain Volterra serious approach for the NL ﬁbre channel. In 2012, Mecozzi
and Essiambre evaluated the third-order Volterra series term [20], which is es-
sentially corresponding to the ﬁrst-order regular perturbation approximation
of the NL distortion coeﬃcient. Using the approach in [20], a more accurate
input signal dependent analytical model was derived and validated by Dar
[102, 107, 108, 109]. The modulation format dependent GN requires numer-
ical integrations, for instance, the Monte-Carlo sampling [110]. However, it
was principally assumed that the XPM has a dominant impact on the perfor-
mance degradation, whilst Carena et al. took into account all NL contributions,
such as SPM, XPM and FWM [111]. An alternative approach also relying on
Mecozzi’s seminal results was proposed by Sarena and Bononi, where the time-
domain autocorrelation function of the NL cross-channel distortions has been
examined and input signal distributions accounted for [112, 113]. However,
this approach does not provide any ready-to-use closed form solutions, and so
the numerical computations are compulsory.
3.2.2 Conventional Gaussian noise modelling
The performance of the WDM transmission systems can be estimated by
introducing an effective SNR that includes both ASE noise and optical Kerr
eﬀect contributions. After coherent detection and EDC1
SNR =
P
σ2eff
≈ P
Nsσ2ASE+Ps−s
, (3.25)
where P is the average optical power per channel, σ2ASE is the overall ASE
noise power, arising from EDFAs at the end of each span in a link, Ns is the
total number of ﬁber spans in a link. The contribution of the deterministic
S-S interactions is described as
Ps−s =N ǫ+1s ηP
3 , (3.26)
where η is the NL distortion coeﬃcient that quantiﬁes the NL interference of
one ﬁbre span, and ǫ ∈ [0,1] denotes the coherence factor, which essentially
characterises the decorrelation of the NL distortions between each ﬁbre span
in a link.
1The signal-ASE noise interaction is omitted in this subsection, and is considered later.
Note that, the contribution of signal-ASE noise interaction is negligible in the presence of
signal-signal NL interference.
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The NL distortion coeﬃcient η corresponding to the centre channel can
be computed by the following double integral
η =
16γ2
27R2S
B/2∫
−B/2
B/2∫
−B/2
dν1dν2 rect
(
ν1+ν2
B
)
|µ(ν1,ν2) |2 , (3.27)
with the total WDM transmission bandwidth being B , Nch ·∆ν, and ∆ν
denoting the channel spacing, RS the symbol rate, and γ the ﬁbre nonlinearity
parameter, and rect(·) the rectangular function. The kernel function can be
factorised as follows
µ(ν1,ν2) = ρ(ν1,ν2) φ(ν1,ν2) , (3.28)
where the so-called phased-array factor φ(ν1,ν2) takes into account the accu-
mulation of NL interaction process over the multi-span transmission system
and can be expressed as
φ(ν1,ν2) =
1− exp( ı∆β(ν1,ν2)NsLs)
1− exp( ı∆β(ν1,ν2)Ls) , (3.29)
and the FWM eﬃciently factor yields
ρ(ν1,ν2) =
Ls∫
0
dzP (z)exp(ı∆β(ν1,ν2)z) , (3.30)
where P (z) deﬁnes the signal power proﬁle along the ﬁbre span, which de-
pends on the applied optical ampliﬁcation scheme, and ∆β is the FWM phase-
mismatch, which can be expressed as follows2 (see, e.g., [114])
∆β(ν1,ν2) = β(ν1+ν2)−β(ν1)−β(ν2)+β(ν0) (3.31)
≈ 4π2 |β2|ν1ν2 , (3.32)
where β(·) denotes the propagation constant as a function of frequency, and
β2 represents the second-order dispersion coeﬃcient. For lumped EDFA, the
signal power in Eq. (3.30) exponentially decays with distance, i.e.,P (z) = e−αz,
therefore, there exists the closed form solution
ρ(ν1,ν2) =
1− exp[−(α+ ı∆β(ν1,ν2))Ls]
α− ı∆β(ν1,ν2) . (3.33)
2The central frequency ν0 in Eq. (3.31) corresponds to zero-frequency.
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In the case of non-ideal backward-pumped DRA, the signal power proﬁle P (z)
can be deﬁned as a solution of a system of two coupled diﬀerential equations,
which govern the Raman process for a single co-polarised pump wavelength and
signal wavelength travelling in the backward direction Eqs (3.12). In terms of
power Eqs (3.12) can be readily re-written as (see, e.g., [115, Eqs (1-2)])


dP
dz
=−αP +gRPPp
−dPp
dz
=−αpPp+
(
νp
ν
)
gRPpP,
(3.34)
where Pp is the pump power, gR is the Raman gain coeﬃcient3 measured in[
W−1km−1
]
, which is normalised by the aﬀective area of the modes in the ﬁbre,
νp is the pump frequency. Neglecting the pump depletion term (i.e., a term
with a pre-factor (νp/ν)), the system Eqs (3.34) can be solved analytically.
The resulting power proﬁle for a backward-pumped DRA can be expressed as
P (z) = exp
{
gRPp [ exp(−αpz)−1]
αp
}
exp(−αz) . (3.35)
Substituting Eq. (3.35) into the integral Eq. (3.30), we have the following
closed form solution
ρ(ν1,ν2) =
Ξ(ν1,ν2)
αp
(
−gRPp
αp
)α−ı∆β(ν1,ν2)
αp
exp
(
−gRPp
αp
)
, (3.36)
where the following function has been introduced
Ξ(ν1,ν2), Γ
(
−α− ı∆β(ν1,ν2)
αp
,−gRPp
αp
exp(αpLs)
)
−Γ
(
−α− ı∆β(ν1,ν2)
αp
,−gRPp
αp
)
, (3.37)
where Γ(a, ·) denotes the upper incomplete Gamma function with a complex
parameter a.
The above-mentioned coherence factor ǫ can be numerically evaluated as
follows
ǫ=
1
ln100
ln
(
η|Ns=100
η|Ns=1
)
−1. (3.38)
3Hereinafter a depolarised pump source and no polarisation dependence of the Raman
gain are assumed. In reality, the Raman gain is polarisation dependent; however, high gain
efficiencies can still be realised with the method described in [116]
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Figure 3.5: The NL distortion coefficient η as a function of number of ideal
Nyquist-spaced WDM channels (i.e., transmitted bandwidth). The
symbol rate RS = 32 GBaud. Black dots correspond to the numer-
ical integration of Eq. (3.27). Poggiolini closed form solution (red
line) is given by Eq. (3.40); Johannisson solution (green line) is given
by Eq. (3.43); Savory closed form approximation (blue line) is given
by Eq. (3.44).
Note that, for EDFA ampliﬁed Nyquist WDM systems, there exists an approx-
imate solution [98, Eq. (23)]
ǫ≈ 3
10
log

1+ 6
αLs asinh
(
π2|β2|
2α B
2
)

 . (3.39)
3.2.3 Closed-form approximations validation
In this subsection, the existing closed form approximations are thoroughly
examined, and then veriﬁed via numerical Monte Carlo integration of a ref-
erence double integral Eq. (3.27). The eﬃciency of NL distortions due to
Kerr nonlinearity is analysed as a function of the number of WDM channels
(i.e., transmitted bandwidth). For the dual polarisation case, lumped EDFA
ampliﬁcation, and (ideal) Nyquist-spaced WDM transmission system4, the NL
distortion coeﬃcient η can be approximated using the following closed-form
4Nyquist criterion is assumed to be fully satisfied, i.e., a width of rectangular spectra is
considered to be exactly equal to the symbol rate.
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solution derived by Poggiolini et al. [98, Eq. (41)]
η =
(2
3
)3 γ2Leff
π|β2|R2S
asinh
(
π2
2
|β2|Leff ·B2
)
, (3.40)
where Leff is the eﬀective ﬁbre lenth deﬁned by Eq. (2.91). Johannisson
et al. drived the following closed form approximation [100, Eq. (16)]
η =
16
27
γ2
π2α|β2|R2S
Im
[
Li2
(
ı
(
B
B0
)2)]
, (3.41)
where Li2(·) is the Spence’s dilogarithm, and the FWM eﬃciency bandwidth
(a walk-oﬀ bandwidth) B0 is given by5
B0 =
1
π
√
α
|β2| . (3.42)
Using the asymptotic expansion of Li2(x) [117], Eq. (3.41) can be approximated
as
η ≈ 16
27
γ2
πα|β2|R2S
ln
[(
B
B0
)2]
, (3.43)
Finally, the following closed form expression was published by Savory [118,
Eq. (12)]
η =
16
27
γ2αL2eff
π|β2|R2S
Ti2
(
2π2|β2|
3α
·B2
)
, (3.44)
where the introduced inverse tangent integral Ti2(·) deﬁned by
Ti2(x),
x∫
0
atan(t)
t
dt . (3.45)
Fig. 3.5 shows that for a single-channel system, an excellent agreement with
numerical integration of the reference integral Eq. (3.27) has been attained by
using the approximated closed form solution given by Eq. (3.44), where the
SPM eﬀect has a dominating contribution. For multi-channel Nyquist-spaced
systems, both solutions Eq. (3.40) and Eq. (3.43) provide suﬃciently accurate
predictions. The observed small discrepancies between those closed form ap-
proximations can be clearly explained as a result of diﬀerent assumptions of
the integration domain. However, throughout this chapter we mainly use the
numerical integration of a reference integral accounting for the NL interference,
5This normalisation bandwidth appears in [95] as well.
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instead of using any approximated solutions given by closed form expressions.
It must be noted that to keep consistency the original notations in all these
closed form expressions were changed accordingly.
3.3 Digital backpropagation
One of the most popular approach to mitigate the NL interaction during
signal propagation in a ﬁbre consists in attempting to undo NL distortions
after signal detection at the receiver in the digital domain by applying the
inverse operators. Since, in the absence of noise, the optical pulse propagation
obeys a deterministic partial diﬀerential equation, its eﬀects can be, in princi-
ple, inverted. In other words, the transmitted electric ﬁeld can be eﬀectively
reconstructed using the coherently-detected ﬁeld at a generic transmission dis-
tance. This ﬁbre nonlinearity mitigation technique is referred to as DBP and
can be applied both to a single channel and to a multi-channel WDM commu-
nication system. The key ideal of DBP is to numerically solve the propagation
equations (either NLSE or ME) in their inverse form, i.e., with the reversed-
sign ﬁbre parameters
α→−α,
β2→−β2 ,
γ→−γ .
(3.46)
In the case when DBP is partially applied over a certain bandwidth, the con-
tribution of deterministic S-S interactions can be evaluated as follows
Ps−s ≈N ǫ+1s
[
η (B)−η (BDBP)
]
P 3 , (3.47)
where BDBP stands for the DBP compensation bandwidth. Obviously, if the
full signal bandwidth is applied to the DBP algorithm (i.e., the so-called
Full-ﬁeld (FF) DBP is applied), the signal-signal NL interactions can be en-
tirely compensated, i.e., Ps−s→ 0. However, in the presence of additive noise
(e.g.,ASE noise), complete reconstruction of the transmitted signal is not fea-
sible due to the NL interaction between the signal and noise, as well as other
stochastic eﬀects, such as polarisation mode dispersion (see, e.g., [119]). Here
it should be noted that the impact of the practically relevant PMD eﬀects
on the performance of DBP is beyond the scope of this chapter. The DBP
implementation accounting for the PMD has been recently considered in [120].
The next sections are devoted to analytical and numerical modelling of
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Figure 3.6: Schematic of S-N noise interactions accumulation process in an opti-
cal communication system using FF DBP, where S and N denote the
signal and the ASE noise power, respectively. The triangles in a link
represent lumped EDFAs, which induce linear ASE noise, whereas the
inverted triangles at the receiver Rx side are ideal DBP amplifiers,
which do not inject any noise. The dotted fibres in a virtual DBP
link at a receiver side depict the fibres with negative parameters (see
Eq. (3.46)). The orange and green dotted lines schematically rep-
resent the distance evolution of first-order SNI power owing to the
signal interaction with noise arising from the first fibre span (with the
orange EDFA amplifier) and the second fibre span (with the green
EDFA amplifier), respectively. The area of filled orange and green tri-
angles depicts the increase of uncompensated first-order SNI products
(i.e., S2⊗N). The length of two-sided orange and green arrows de-
lineates the growth of second-order SNI products (i.e., S2⊗(S2⊗N))
due to the signal interaction with first-order uncompensated SNI noise
coming from previous fibre spans in the a virtual DBP link.
nonlinearity-compensated ﬁbre optic communication systems when DBP is
either partially of fully applied.
3.4 Modelling of signal-noise interaction
Regardless of the speciﬁc scheme, when nonlinearity compensation is ide-
ally operated over the entire transmitted bandwidth, complete suppression of
all deterministic signal-signal interaction (SSI) can be achieved, whilst stochas-
tic NL distortions consisting of signal-noise interaction (SNI) are always left
uncompensated. This leads to an increased optimal SNR and optimal trans-
mitted power compared with conventional receiver compensation schemes, such
as EDC. In addition, operating beyond the optimum power may enable po-
tential advantages, e.g., in submarine transmission and for improved detec-
tion schemes [21, Sec. 10]. Within the range of powers, which are of interest
for nonlinearity-compensated systems, ﬁrst-order perturbation analysis is no
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longer suﬃcient for accurate characterisation of system performance, and thus,
second-order NL eﬀects need to be taken into consideration. For instance,
in [121], it was pointed out that, beyond the optimum power threshold and
in the case of FF DBP, the SNR decreases with a rate of 3 SNR [dB] per
power [dB], rather than 1 SNR [dB] per power [dB] as conventional ﬁrst-order
perturbative analytical models predict [122]. This rapid SNR degradation has
been attributed to second-order SNI. This term arises from the additional
NL mixing process between signal and residual ﬁrst-order SNI, originating in
the previous uncompensated ﬁbre spans within a virtual DBP link. This is
schematically illustrated in Fig. 3.6. This eﬀect has recently been studied in
[121] for single-channel optical transmission systems with a DP QPSK sig-
nal. The analysis was based on analytical closed-form expressions derived for
OFDM transmission, assuming that NL interference has a Gaussian distri-
bution as well as being fully independent of input signal modulation format.
Hence, the dependence on the number of channels as well as the impact of
modulation format on the eﬀective variance of NL distortions have not been
analysed. However, the implementation of a model accounting for number of
channels and modulation format dependency in second-order SNI enables an
accurate investigation of the system AIR, which is the most natural ﬁgure of
merit in coded communication systems [61, 64, 123].
Within the framework of regular perturbation analysis [86], an analytical
model for Nyquist-spaced WDM optical communication systems employing
nonlinearity compensation is developed. Such a model extends the work in
[121] by accounting for the modulation format dependency of second-order S-
N interactions in a multi-channel transmission scenario. Diﬀerent modulation
formats, including DP QPSK, DP 16-QAM, and DP 64-QAM, were theo-
retically investigated. The SNR and optimum launched power for FF DBP
schemes were analysed as a function of transmission distance, accounting for
ﬁrst- and second-order SNI contributions. Finally, the relevance of second-
order SNIs was quantiﬁed for diﬀerent transmission distances and bandwidths.
The developed analytical model allows us to predict the system performance
at optimum power and beyond, which gives rise to further investigations of
AIRs in coded transmission systems.
The performance of a dispersion-unmanaged nonlinearity-compensated
optical communication system can be evaluated by introducing the so-called
effective receiver SNR, which includes the impact of linear ASE noise together
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with NL distortions due to the optical Kerr eﬀect, it reads
SNR ,
P
σ2eff
,
σ2eff ≈Nsσ2ASE+Ps−s+Ps−n ,
(3.48)
where P is the average optical power per channel, σ2ASE is the overall ASE
noise power at the end of each ﬁbre span in a link, which is, in the case of the
EDFA, deﬁned by Eq. (3.11), Ps−s and Ps−n are the NL distortion powers due
to SSI and SNI, respectively. The contribution of the deterministic SSI term
in Eq. (3.48) is given by above-mentioned Eq. (3.26). Note that, in the case
of EDC (solid lines in Figs. 3.7 and 3.8), the contribution of SNI term Ps−n
is suﬃciently small and is assumed to be negligible, whilst, for the DBP case,
following the same approach as in [124], this term can be expressed as follows
Ps−n = 3


Ns∑
n=2

(Ns−n)ǫ+1+

3 η˜P 2 n−1∑
m=1
(Ns−m)ǫ+1+ . . .





σ2ASE η˜P 2
= 3σ2ASE
(
ξ1 η˜P
2+3ξ2 η˜2P 4+ . . .
)
≈ 3ξ1 η˜σ2ASE ·P 2+9ξ2 η˜2σ2ASE ·P 4 , (3.49)
with ξ1 and ξ2 being ﬁrst- and second-order distance-dependent factors, re-
spectively, which account for the accumulation of NL optical distortions due
to SNI process throughput signal propagation. Note that the pre-factor of 3 in
Eq. (3.49) takes into account the assumption of equal contributions of NL scal-
ing factors (the corresponding integrals) given by diﬀerent combinations among
ﬁrst-order SNI products, i.e., S⊗S⊗N = S⊗N⊗S =N⊗S⊗S = S2⊗N,
where S, P and N, σ2ASE (see Fig. 3.6). The distance evolution of ﬁrst-order
SNI is captured by the factor ξ1, which is deﬁned as the following summation
over number of ﬁbre spans [125, Eq. (6)]
ξ1 ,
Ns∑
n=1
nǫ+1 . (3.50)
A suﬃciently accurate approximated closed-form solution of Eq. (3.50), which
relies on the truncation of the Faulhaber’s formula [117] for Ns > 1, is provided
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in [125], [27, Eq. (7)]
ξ1 =
N ǫ+2s
ǫ+2
+
N ǫ+1s
2
+
1
2

 ǫ+1
1

B2N ǫs + 14

 ǫ+1
3

B4N ǫ−2s + . . . (3.51)
≈ N
ǫ+2
s
ǫ+2
+
N ǫ+1s
2
, (3.52)
where

 ·
·

 stands for the binomial coeﬃcient; B2 = 1/6, and B4 = −1/30
are the Bernoulli numbers. The ﬁrst two terms rapidly dominate the high-
order contributions with increasing number of ﬁbre spans Ns. Finally, the
second-order factor ξ2 is deﬁned by the following double sum [26, Eq. (3)]
ξ2 ,
Ns∑
n=2
n−1∑
m=1
mǫ+1 . (3.53)
Eq. (3.53) also has a closed form approximated solution. Here we provide the
detailed derivations. The inner sum in Eq. (3.53) can be expressed in closed
form exactly as in Eq. (3.50), and by truncating to the ﬁrst two terms. Thus,
we have
n−1∑
m=1
mǫ+1 ≈ (n−1)
ǫ+1
2
+
(n−1)ǫ+2
ǫ+2
. (3.54)
Therefore, we have two outer sums
ξ2 = ξ
(1)
2 + ξ
(2)
2 , (3.55)
where each term has the following exact analytical solution
ξ
(1)
2 ,
1
2
Ns∑
n=2
(n−1)ǫ+1
=
1
2
[ζ(−ǫ−1)− ζ(−ǫ−1,Ns) ] ,
(3.56)
and
ξ
(2)
2 ,
1
2
Ns∑
n=2
(n−1)ǫ+2
=
1
ǫ+2
[ζ(−ǫ−2)− ζ(−ǫ−2,Ns) ] .
(3.57)
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Table 3.1: Overview of pre-factors κ4 and κ6 in Eq. (3.60) for different input mod-
ulation formats and distributions
Modulation κ4 κ6
QPSK constellation 1 −4
16-QAM constellation 0.68 −2.08
64-QAM constellation 0.619 −1.797
Continuous uniform distribution
(∞-QAM constellation) 0.6 −1.716
Gaussian distribution 0 0
Hence, the ﬁnal approximated solution reads
ξ2 ≈ ζ(−ǫ−1)− ζ(−ǫ−1,Ns)2 +
ζ(−ǫ−2)− ζ(−ǫ−2,Ns)
ǫ+2
, (3.58)
where ζ(z) and ζ(z,r) denote the Euler-Riemann zeta function and its exten-
sion as the Hurwitz’s generalised zeta function, respectively [117]. Assuming
that all the WDM channels have the same modulation format and launched
power, the NL distortion coeﬃcient in Eq. (3.49) is quantiﬁed by the following
[111]
η˜ = η−η′ , (3.59)
where the ﬁrst term η is deﬁned by the double integral Eq. (3.27) and does
not depend on the signal modulation format because the signal is assumed to
be strongly dispersed, and hence, Gaussian distributed. However, the second
term η′ is modulation format-dependent and includes the corrections needed
for non-Gaussian input signal distribution. Following the model developed in
[102, 111], this modulation-dependent correction can be decomposed as follows
η′ ≈ κ4 η1+κ24 η2+κ6 η3 , (3.60)
where the pre-factors κ4 and κ6 are directly related to the excess kurtosis and
the sixth standardised moment of the input signal constellation, respectively.
Values of κ4 and κ6 for typical signal distributions are provided in Tab. 3.1.
Considering ideal Nyquist WDM transmission, i.e., each channel has a rect-
angular spectrum of width exactly equal to the symbol rate, the NL scaling
factors η1, η2, and η3 in Eq. (3.60) have been numerically computed by means of
Monte Carlo integration including both intra-channel and inter-channel eﬀects,
similar to the approach given in [107, 111]. Employing FF DBP, closed-form
expressions for the optimum launched power, i.e., the power corresponding to
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Figure 3.7: Theoretical predictions (lines) and numerical simulation results
(marks) of SNR as a function of launched power per channel for a
single-channel system using EDC and FF DBP. Colours refer to mod-
ulation formats.
the maximum SNR at a given number of ﬁbre spans, for the case of ﬁrst-order
SNI only is given by
P
(1)
opt =
√
Ns
3ξ1η
. (3.61)
For the second-order SNI interactions the optimum power is derived as
P
(2)
opt =
1
3
√
2
√
ξ1
ξ2η
(√
1+12
Ns ξ2
ξ21
−1
)1/2
. (3.62)
If DBP is applied over a partial bandwidth (dashed-dotted lines in Figs. 3.7
and 3.8), the residual SNI terms Ps−s in Eq. (3.48) can be obtained by using
an approach similar to the one in [123, 126]. It is also worth mentioning that,
in the case of partial-bandwidth DBP, the NL distortions owing to residual
uncompensated SSI are still more prevalent in comparison with both ﬁrst- and
second-order SNIs. Thus, the detrimental eﬀect of second-order SNI can be
distinguished properly in the case of FF DBP only, i.e.,when SSI contributions
are completely suppressed.
Numerical simulations have been performed to assess the accuracy of the
proposed analytical model. The investigated scenario was an ideal Nyquist-
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Figure 3.8: SNR performance for five-channel Nyquist-spaced WDM transmission
using (a) DP QPSK and (b) DP 16-QAM, DP 64-QAM modulation
formats. Colours refer to modulation formats.
spaced WDM optical ﬁbre transmission system, using DP QPSK, DP 16-QAM,
and DP 64-QAM modulation formats, with parameters shown in Table 3.2.
In the transmitter, a 32 GHz spaced laser comb is employed as the phase-
locked optical carrier, and the comb lines are optically demultiplexed before
the I-Q modulators. A reasonable factor of 8 was used to oversample the
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Figure 3.9: Schematic of Nyquist-spaced optical communication system using
multi-channel DBP. NPS block stands for the transmitter Nyquist
pulse-shaping.
Table 3.2: System parameter values
Parameter Value
Carrier wavelength 1550 nm
Symbol rate 32 GBd
Channel spacing 32 GHz
Fibre attenuation parameter 0.2 dB km-1
Fibre dispersion parameter 17 ps nm-1 km-1
Fibre nonlinearity parameter 1.2 W-1 km-1
Fibre span length 80 km
EDFA noise ﬁgure 4.5 dB
simulation bandwidth to obtain the best possible performance [127]. The SNR
was estimated over 217 symbols based on the received constellation clusters,
similar to [72, 123, 128]. Note that the sequence length was chosen to ensure
that the maximum “walk-oﬀ” time over the total simulation bandwidth is
much shorter than the length of symbol sequence. The detailed description of
simulated system set-up is illustrated in Fig. 3.9.
The transmitted symbol sequences in each optical channel are statisti-
cally independent and randomly generated, and the symbol sequences in each
polarisation are identical but de-correlated with a delay of half the sequence
length. The reason behind using the equal sequences on two orthogonal po-
larisation states rather than using independent sequences is owing to the fact
that it requires less hardware memory to generate and to store the data. In
other words, in order to save the resource in FPGA, the same de-correlated
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Figure 3.10: Left side: SNR versus total transmission distance at 8 dBm and
10 dBm per channel optical launched power in five-channel WDM
system using FF-DBP. Numerical simulation results are indicated by
marks. Right side: Distance evolution of optimum launched power
per channel for FF DBP considering first- and second-order models.
symbol sequences on each orthogonal polarisation were used. The signal prop-
agation in SSMF was simulated using the SSFT method to solve the Manakov
equation, where a logarithmic step-size distribution was adopted for each ﬁbre
span, of which the mathematical expression can be found in [129, Eq. (6)].
EDFAs were employed in the loop to compensate for ﬁbre attenuation. At
the receiver, the signal was mixed with an ideal local oscillator (LO) to ensure
ideal coherent detection of the optical signal. In the digital signal process-
ing block, the EDC was implemented using an ideal frequency domain ﬁlter
[68, 130], whereas multi-channel DBP was realised using the reverse split-step
Fourier solution of the Manakov equation using the same step-size as in the
forward propagation [66, 131] to ensure ideal operation of the multi-channel
DBP. An ideal root-raised-cosine ﬁlter with a roll-oﬀ factor of 0.1 % was ap-
plied to select the desired backpropagated bandwidth for the multi-channel
DBP, while no ﬁltering was applied for the case of FF DBP. Laser phase noise
and polarisation-mode dispersion were neglected.
Analytical model and numerical simulations were carried out for single-
and ﬁve-channel WDM transmission systems over a typical transmission dis-
tance of 2000 km. The results are shown in Figs. 3.7 and 3.8 for the single-
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Figure 3.11: SNR against the number of Nyquist-spaced WDM channels at opti-
mum launched power after 2000 km transmission distance using FF
DBP.
channel and ﬁve-channel cases, respectively. Excellent agreement between the
analytical and numerical calculations is observed. It can be seen that the
second-order interactions have a signiﬁcant impact on performance in the case
of FF DBP, whereas it is negligible when DBP is applied over a fraction of the
transmitted bandwidth. In the case of FF DBP, for values of launched power
per channel beyond 7 dBm for a single-channel system (with the optimum
power of 9 dBm) and beyond 5 dBm for the ﬁve-channel system (where the
optimum power is 7 dBm), accounting only for ﬁrst-order SNIs (dashed black
lines) yields fairly inaccurate predictions. It also can be seen that the input
signal modulation format does not have any substantial impact on the S-N NL
distortions, when FF DBP is applied.
Fig. 3.10 indicates the variation of the SNR as a function of transmission
distance and a ﬁxed launched power in a ﬁve-channel Nyquist-spaced system
using FF DBP. It can be observed that neglecting second-order SNIs leads to
analytical prediction whose inaccuracy grows with both transmission distance
and launched power. On the other hand, the “gap” between the predictions
of optimum launched power given by the analytical models with and without
accounting for the second-order interactions remains approximately constant
with transmission distance. Such a gap can be quantiﬁed as approximately
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Figure 3.12: Ratio between the power of second- and first-order signal-noise FWM
products against launched power per channels for different transmis-
sion distances calculated for C-band system.
1.25 dB.
This eﬀect persists in systems with wider bandwidths. Fig. 3.11 reﬂects
the SNR with FF DBP versus the number of transmitted channels at optimum
launched power for a ﬁxed 2000 km transmission distance. It can be seen that
there is a perfect agreement between simulations and second-order SNI model
was demonstrated for bandwidths of up to 31 channels (∼1 THz) and across
diﬀerent signal modulation formats. Because numerical simulations become
computationally intractable, the analytical model is highly beneﬁcial for pre-
dicting the SNR performance of systems with wider transmission bandwidths
(e.g.,C-band).
Fig. 3.12 indicates the growth rate of second-order SNIs relative to the cor-
responding contribution of ﬁrst-order SNIs as a function of launched power per
channel for diﬀerent transmission distances calculated for a C-band (∼4.8 THz)
system using the proposed analytical model. The two horizontal dashed lines
indicate the half- and equal contributions of second-order SNIs relative to
ﬁrst-order eﬀects. It was found that, as both distance and launched power are
increased, second-order eﬀects become much more signiﬁcant. In particular,
the contribution of second-order eﬀects grows faster with the launched power
for longer transmission distances.
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Figure 3.13: The launched power per channel corresponding to the equal con-
tribution of the first- and second-order signal-noise interactions.
The power thresholds are obtained for different bandwidths: single-
channel (32 GHz), 5-channel (160 GHz), 17-channel (∼ 0.5 THz),
31-channel (∼ 1 THz), 63-channel (∼ 2 THz) and C-band (∼ 5 THz)
systems.
Assuming an equal contribution of the second-order and ﬁrst-order SNIs,
the appropriate values of launched power per channel for diﬀerent transmission
distances were calculated and shown in Fig. 3.13, using diﬀerent transmission
bandwidths. These power values can be regarded as power thresholds beyond
which second-order signal-noise interaction process in a link must be taken
into account. These power thresholds can be observed to decrease as either
the transmission distance or the transmission bandwidth is increased.
3.5 Summary
In summary, the impact of second-order SNIs in the presence of
modulation-format-dependent NL distortions of a Nyquist-spaced WDM sys-
tem with nonlinearity compensation has been theoretically studied, and accu-
rate assessments of this eﬀect in the NL regime beyond the optimum power
were presented. Both analytical and numerical studies have been carried out
for both single- and multi-channel WDM transmission systems. It was demon-
strated that, in the case of FF DBP, the consideration of second-order SNIs
becomes substantial both at the optimum launched power regime and beyond.
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The proposed extended analytical model allowed us to accurately predict the
performance of multi-channel transmission systems with complete nonlinear-
ity compensation. Additionally, the power thresholds, corresponding to half
or equal contribution of second-order signal-noise interactions relative to the
ﬁrst-order signal-noise eﬀects, have been quantiﬁed in the C-band transmission
system for diﬀerent transmission distances, which suggest a range of launched
powers when second-order SNIs become vitally important.
Despite that the aforementioned proposed model quite accurately de-
scribes the behaviour of SNR as a function of launched power beyond optimum
power regime, there still exist fairly small discrepancies between analytical re-
sults and simulations in the case of FF DBP. These small deviations are mainly
due to some imperfections of proposed analytical approach. In particular, the
PMD eﬀects (see, e.g., [120]), as well as the inﬂuence of spectral broadening
eﬀect were not considered. The comprehensive analysis of the performance
of multi-channel DBP accounting for the spectral broadening eﬀect due to
Kerr nonlinearity has been recently published in [132]. The proposed model
can also be potentially extended by considering the interactions higher than
second-order in a virtual DBP link.
Chapter 4
Ultra-wide bandwidth
transmission modelling
To date, optical ﬁbre communications have experienced an unprecedented
growth and success over the past three decades and now stands supreme as
the enabling technology that underpins the global information infrastructure.
The data rates of optical communication systems have been raised from 100
Mbit/s per ﬁbre in the 1970s to 10 Tbit/s in current commercial systems, an
astonishing 100,000-fold increase. The key technologies that fuelled this surge
in capacity were the above-mentioned WDM and coherent detection, improved
ﬁbre design and fabrication, as well as the possibility of optically amplifying an
ultra-wideband signal [133]. The use of lumped EDFA and DRA negated the
need for expensive electronic regenerators and enabled a dense WDM transmis-
sion, although the success and performance of these ampliﬁer technologies are
now viewed as limiting the usable ﬁbre bandwidth to approximately 10-15 THz,
ultimately limiting the maximum throughput of optical network systems.
As explained in Sec. 1.2, attaining higher information rates is essential to
cope with the ever-growing data demand, directly related to the well-known
“capacity crunch” issues (see Sec. 1.2). In coded transmission systems, AIR is
an important ﬁgure of merit as it corresponds to the net data rate that can
be achieved by a transceiver based on the so-called soft-decision decoding [61,
Sec. IV], [134]. Clearly, for a ﬁxed signal bandwidth, higher AIRs (or through-
puts) are commonly achieved by using closer channel spacing (e.g.,Nyquist-
spaced WDM systems) and denser signal constellations. However, higher car-
dinality of signal modulation formats typically operate well only at high SNRs,
that is, where high optical launched power is required [135]. In such scenarios,
the AIR of optical ﬁbre communication systems is inherently limited by the
aforementioned NL distortions owing to the optical Kerr eﬀect in a ﬁbre, which,
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in the frequency domain, can manifest itself as SPM, XPM and FWM. Much
research has been devoted to improving these limits through a variety of NL
compensation techniques, such as DBP, optical phase conjugation, twin-wave
phase conjugation, NFT, and others, as recently reviewed in [29]. Also, AIRs
can be increased by means of signal shaping [70, 136, 72]. Geometric shaping
enhances the AIR by changing the uniform signal constellation grid, whereas
probabilistic shaping (PS) utilises a non-uniform probability distribution on
the constellation points. In this chapter, we focus on probabilistic shaping
since it oﬀers several advantages over geometric shaping, as discussed in [72,
Sec. I].
4.1 Ultra-wide bandwidth AIR estimations
Investigations of the AIRs for C-band and beyond rely on analytical cal-
culations since the computational complexity of split-step simulations makes
them infeasible. The AIRs have already been evaluated for an EDFA system
with a total bandwidth of 5 THz [98] considering EDC case only. Addition-
ally, AIRs have been investigated for a bandwidth of 4.3 THz [87], assuming
IDRA and considering EDC only. In all the reported works, the NL distortion
coeﬃcient of the central channel has been employed as the NL distortion coef-
ﬁcients for all channels over the entire optical bandwidth to estimate the AIRs
[87, 137, 98]. However, these coeﬃcients are smaller in outer channels due to
lower inter-channel nonlinearities.
As mentioned above, all conventional models are mainly under the as-
sumption of the ﬂatness of noise-like NL distortions spectrum, i.e., every fre-
quency component experiences exactly the same power evolution along the
link. This is a reasonable assumption unless an ultra-wide bandwidth trans-
mission system is under consideration. Avoiding the assumption of the ﬂatness
of the NLI spectrum, the SNR at the receiver of each k individual channel can
be deﬁned as1
SNR(k),
P
σ2eff (k)
≈ P
Nsσ2ASE+Ps−n (k)+Ps−s (k)
,
Ps−s (k) =N1+ǫs η(k)P
3 ,
Ps−n (k)≈ ξ1η(k)σ2ASEP 2 ,
(4.1)
where the factor ξ1 is responsible for the distance evolution of ﬁrst-order SNI
and deﬁned by Eq. (3.50), and the NL distortion coeﬃcient η of WDMNyquist-
1Here we omit the second-order SNI contributions.
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spaced k-channel is
η(k) =
1
RS
( 2k+12 )RS∫
( 2k−12 )RS
dν S(ν)H(ν) . (4.2)
where the Nyquist WDM channel index k is given by the following set k ,
{−(Nch−1)/2 , . . . , (Nch−1)/2}. Eq. (4.2) implies the ﬁltering of the PSD
S(ν) at the coherent receiver by a matched ﬁlter with a baseband transfer
function H(ν). The PSD S(ν) of NL noise-like distortions is given by
S(ν) =
16γ2
27R2S
B
2∫
−B2
B
2∫
−B2
dν1dν2 |µ(ν1,ν2,ν) |2 rect
(
ν1+ν2−ν
B
)
, (4.3)
where the appropriate FWM eﬃciency factor µ(ν1,ν2,ν) is deﬁned precisely
as in Eq. (3.28), with the FWM phase-mismatch ∆β being
∆β(ν1,ν2,ν) = β(ν1+ν2−ν)−β(ν1)−β(ν2)+β(ν)
≈ 4π2 |β2|(ν1−ν)(ν2−ν) .
(4.4)
Typical ﬁbre values (SSMF) were used to evaluate the system performance
with the parameters shown in Tab. 4.1. The ASE noise at the receiver in
Nyquist WDM systems was calculated according to Eq. (3.11) for EDFA and
Eq. (3.19) for DRA.
Given its utmost precision in long-haul, highly-dispersive ﬁbre-optic com-
munication systems with dense signal modulation formats, a ﬁrst-order per-
turbation analysis was used to compute the NL distortion coeﬃcients, i.e., the
measure of noise-like NL interference [87, 98, 99, 61, 137]. The assumption
of Gaussian signal distributions overestimates the impact of NL distortions
with regard to a uniform QAM signal constellation. In fact, this holds for
most probabilistically-shaped QAM constellations and, thus, a Gaussian dis-
tribution provides lower bounds on the SNR for most PMFs, including the
Maxwell-Boltzmann discrete input distribution. Therefore, all calculated AIRs
are guaranteed to be achievable.
The impact of dispersion slope (β3) is neglected in this section. The β3
will be implemented in the model in the next section, as well as its inﬂuence
on the NL distortion spectrum and on the achievable rate will be analysed.
The whole spectrum of the NL distortion coeﬃcients is calculated for both
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Figure 4.1: NL distortion coefficients and SNR values at 2000 km 25×80 km. (a):
EDFA system and (b): Raman-amplified system.
discussed ampliﬁcation schemes and is shown in Fig. 4.1.
In addition, the SNR according to Eq. (4.1) is plotted for EDC only
(i.e.,Ps−n = 0) and for FF-NLC (i.e.,Ps−s = 0) at optimum and uniform
launched power across the spectrum. For EDC only, the SNR at optimum
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Table 4.1: System parameter values
Parameters Values
Carrier wavelength 1550 nm
Symbol rate 10 Gbaud
Channel spacing 10 GHz
Roll-oﬀ factor 0%
EDFA, Num. of channels, 501
DRA, Num. of channels, 1251
Total Raman pump power 5×680 mW
EDFA NF 4.5 dB
Fibre span length 80 km
Fibre loss 0.20 dB km-1
Fibre loss for Raman pump beam 0.25 dB km-1
Fibre dispersion 17 ps nm-1 km-1
Fibre dispersion slope 0 ps nm-2 km-1
Fibre NL coeﬃcient 1.2 W-1 km-1
Line-width of transmitter 0 Hz
Line-width of local oscillator 0 Hz
input power scales as follows
∆SNRNLC [dB]≈−13 η [dB] (4.5)
whereas, for FF-NLC, it scales as
∆SNRNLC [dB]≈−12 η [dB] (4.6)
Therefore, the change in SNR is slightly diﬀerent at the edges of the
spectrum in the FF NLC case, compared to the EDC-only case. For the central
channel, Raman ampliﬁcation outperforms EDFA ampliﬁcation by 3.2 dB and
4.9 dB for EDC only and FF-NLC, respectively. The bigger margin using FF-
NLC is easily understood by looking at the scaling of the FF-NLC gain which
is approximately given by
∆SNRgain [dB]≈−16 η [dB]−
1
3
(
Nsσ
2
ASE
)
[dB] . (4.7)
This relation yields a ∆SNR of 1.63 dB in favour of Raman ampliﬁcation since
its ASE noise contribution is lower (see Fig. 3.3).
In order to compute the AIR, the soft-decision MI for each channel was nu-
merically calculated using the Gaussian-Hermit quadrature (see Eq. (2.125)).
Here, the MI is a transmission rate that can be achieved, assuming a Gaussian
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Figure 4.2: Mutual information for each channel at 2000 km 25×80 km. (a) EDFA:
system and (b): Raman-amplified system.
channel law, i.e., leading to the following approximations for the eﬀective noise
variance in Eq. (2.112), that is, σ2eff ≈ σ2z . Fig. 4.2 shows the results for both
ampliﬁcation schemes.
For the transmission length of 2000 km and the EDC-only case, the use of
DP 64-QAM is a good compromise between the performance and complexity as
4.1. Ultra-wide bandwidth AIR estimations 95
500 1000 2000 4000 6000 10000
20
30
40
50
60
70
80
90
100
110
120
64QAM FF NLC (PS)
256QAM FF NLC (PS)
1024QAM FF NLC (PS)
ASE noise limit
Signal-ASE limit
64QAM FF NLC
256QAM FF NLC
1024QAM FF NLC
64QAM EDC
256QAM EDC
1024QAM EDC
(a)
Transmission distance [km]
A
IR
[T
b
it
/
s]
500 1000 2000 4000 6000 10000
50
75
100
125
150
175
200
225
250
275
300
325
350
64QAM FF NLC (PS)
256QAM FF NLC (PS)
1024QAM FF NLC (PS)
ASE noise limit
Signal-ASE limit
64QAM FF NLC
256QAM FF NLC
1024QAM FF NLC
64QAM EDC
256QAM EDC
1024QAM EDC
(b)
Transmission distance [km]
A
IR
[T
b
it
/
s]
Figure 4.3: AIRs of optical transmission systems. (a): EDFA system and (b):
Raman-amplified system. PS stands for the probabilistically-shaped
signal constellation.
DP 256-QAM gives marginal improvement. However, when FF NLC is applied,
the MI for DP 64-QAM saturated at 12 bit per symbol. Higher modulation
formats need to be applied such as DP 256-QAM, as it would yield a MI of
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∼14 bit per symbol for the EDFA scheme and ∼16 bit per symbol for DRA
scheme.
To further increase the MI, a probabilistically-shaped constellation was
applied. The idea is to transmit constellation points with a non-uniform prob-
ability according to a certain PMF. More information on PS and typical
constellation diagrams can be found in [72, 70]. For a Gaussian noise channel
model under an average power constraint, it can be shown that signal shaping
yields a gain of up to 1.53 dB, which is referred to as the well-known ultimate
shaping gain (see, Sec. 2.3.2). As the optimum input distribution for the NL
ﬁbre-optic channel is still under debate, a Maxwell-Boltzmann distribution was
suggested, since it has been proved to be optimal for QAM constellations in a
Gaussian channel [136]. This is fully consistent with the ﬁrst-order perturba-
tion analysis of NL distortions.
An important property of NL channels is the SNR dependence on the
input signal distribution. However, as mentioned above, the SNR calculated
based on a Gaussian distribution can be represented as a lower bound. In order
to obtain a tighter lower bound, modulation format dependent models ought to
be considered (see, e.g., [107, 138]), as was done in the previous section. In the
EDFA case, an approximated closed-form expression is available that approx-
imately corrects for the modulation dependence of cross-channel interference
[138], however, this solution is not applicable to examine the performance of
each WDM channel individually.2 Applying the used ﬁbre-optic system param-
eters, the expression yields a higher optimal SNR of 0.63 dB for DP-64QAM.
For higher modulation formats, this diﬀerence will be slightly smaller. These
small corrections (strictly positive) are neglected as the modulation format
dependent model will introduce unmanageable additional complexities.
In the following, both EDFA and DRA schemes are presented in terms
of AIRs for three cases, namely EDC-only, FF-NLC, and PS combined with
FF-NLC. The results are shown in Fig. 4.3. A signal-ASE noise interaction
limit is shown by employing the Shannon formula Eq. (2.113)
Cs−n = 2RS
∑
k
log2 (1+SNRFF−NLC (k)) , (4.8)
assuming a Gaussian channel law as well as Gaussian statistics of the noise
due to signal-ASE interference. Similarly, a limit only considering the ASE
2An exact correction due to modulation format dependence can be computed via numer-
ical integration, as it is done in the previous section.
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noise is also plotted out by computing as follows
CASE = 2RS
∑
k
log2 (1+SNRASE (k)) . (4.9)
The use of FF NLC signiﬁcantly increases the AIRs, justifying the current
research eﬀorts into NL compensation techniques. Additionally, the AIRs of
the Maxwell-Boltzmann shaped input distribution approach the signal-ASE
noise interaction limit for longer distances. For both EDFA and Raman-
ampliﬁed ﬁbre-optic systems, the increase in modulation formats gives a con-
siderable improvement in the AIRs, when the transmission distance is less than
2000 km. For DP 1024-QAM and a total transmission distance of 2000 km,
the application of FF NLC can realise AIRs of ∼70 and ∼215 Tbit/s for the
EDFA and the Raman ampliﬁcation schemes, respectively. This can be pushed
further to the signal-ASE noise interaction limit by using PS that yields AIRs
of ∼75 and ∼223 Tbit/s, respectively.
In addition, it was found that DP 256-QAM can achieve the same AIRs
as DP 1024-QAM (both in the signal-ASE noise limit) with the use of FF NLC
and PS, when the transmission distance exceeds 3200 km in the EDFA system
and 6000 km in the Raman-ampliﬁed system. This implies that DP 256-QAM
is suﬃcient over these long-haul transmission distances.
It should be noted that this model has been applied to a recent experi-
mental record reporting 49.3 Tbit/s transmission over 9100 km using C-band
L-band EDFA [139]. According to our estimation, and neglecting the ∼4 nm
gap between the C-band and L-band, this record reaches ∼76% of the theoreti-
cal AIR for DP 16-QAM and EDC only, due to practical limitations. However,
overcoming these practical limitations, the use of DP 256-QAM, FF NLC, and
PS, would potentially double the reported transmission rate and achieve the
signal-ASE interaction limit within the same bandwidth.
It is also worth mentioning that the phase noise contributions of both
transmitter and local oscillator were neglected. In practical transmission sys-
tems, the phase noise will interact with dispersion compensation modules in
both linear and NL compensation schemes, which may give rise to the so-called
equalisation-enhanced phase noise [140, 141]. The additional impact from this
eﬀect can be the subject of future work.
4.2 Impact of dispersion slope
In this section, the AIR of optical communication systems using ultra-
wideband EDFA (∼ 5 THz) as well as DRA (∼ 12.5 THz) for a SSMF trans-
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mission has been numerically evaluated considering the impact of third-order
dispersion (dispersion slope). Because of the expected diﬀerence in perfor-
mance, due to the impact of dispersion slope, the estimations have been car-
ried out separately for each sub-channel in Nyquist-spaced WDM transmission
system.
The MI Eq. (2.107) is said to be a maximum information rate of a coded
modulation scheme, which essentially encodes a stream of Nb information bits,
i.e., b =
[
b1, b2, . . . , bNb
]
into a sequence of Ns symbols x = [x1,x2, . . . , bNs ],
each drawn from a set of complex values X = [s1, s2, . . . , s2m ], where m =
log2 |X | is the number of bits per symbol for the signal constellation X with
cardinality |X |. Therefore, assuming ideal coded modulation encoder (i.e., no
loss of entropy), the coded rate R∗ ∈ [ 0,1] and overhead OH∗ ∈ [ 0,∞) are
given by [134, Eq. (1)]
R,
Nb
Ns
≤R∗ = 1
m
IX,Y , (4.10)
and
OH,
Ns−Nb
Nb
≥OH∗ = 1
R∗
−1 . (4.11)
In order to estimate the NL distortion power and eventually SNR at the
receiver side, in the presence of the dispersion slope, the FWM phase-mismatch
in the integral Eq. (4.3) needs to be modiﬁed as follows
∆β = β(f1+f2−f)−β(f1)−β(f2)+β(f)
≈ 4π2 (f1−f)(f2−f)
[
|β2|+π (f1+f2)β3
]
,
(4.12)
where β(·) denotes the propagation constant as a function of frequency, and β2
and β3 represent the second- and third-order dispersion coeﬃcients in the Tay-
lor expansion, respectively. In our investigation, we examined the backward-
pumped geometry of the DRA scheme neglecting the Raman pump depletion
eﬀect as well as assuming the independence of the Raman gain on the laser
wavelength. The optical lumped EDFA-ampliﬁed scheme was also analysed.
Accounting for the third-order dispersion, the NL distortion coeﬃcient η is
estimated for each WDM channel individually based on the ﬁrst-order per-
turbation solution. Note that, the rate of convergence of the reference triple
integral decreases with increasing the transmitted bandwidth. Therefore, the
triple integral in Eq. (4.2) was evaluated numerically via quasi-Monte Carlo
integration [110]. The SNR has been evaluated at a ﬁxed 25×80 km transmis-
sion distance. Fig. 4.4 shows the results using single-channel DBP (32 GHz)
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Table 4.2: System parameter values
Parameters Values
Carrier wavelength 1550 nm
Symbol rate 32 GBd
Channel spacing 32 GHz
EDFA bandwidth 40 nm
EDFA noise ﬁgure 4.5 dB
DRA bandwidth 100 nm
Total Raman pump power 5×680 mW
Attenuation 0.2 dB km-1
Dispersion 17 ps nm-1 km-1
β2 – 21.67 ps2 km-1
Dispersion slope 0.067 ps nm-2 km-1
β3 0.145 ps3 km-1
Nonlinearity 1.2 W-1 km-1
Transmission distance 25×80 km
and a practically feasible multi-channel DBP with 250 GHz back-propagated
bandwidth [142]. The impact of β3 is reﬂected in the tilt in NL distortion
spectrum, because of low frequency components exhibiting a higher amount of
dispersion, which results in a lower inﬂuence of NL interference. At the same
time, with increasing launched powers, low frequency components are ampli-
ﬁed at the cost of high frequency components, leading to enhanced NLI process
for low frequency range. This eventually gives rise to a diﬀerent performance
of each channel in the WDM transmission system.
Assuming a Gaussian channel law, the code rates Eq. (4.10) (and the
overhead Eq. (4.11)) considering two diﬀerent signal modulation formats, such
as DP 64-QAM and DP 256-QAM, were calculated for each individual WDM
channel by means of the Gauss-Hermite quadrature method (see Sec. 2.3.2,
more details about a numerical method can be found in [143, 144]). The
detailed parameters of the optical communication system are listed in Tab. 4.2.
The inclusion of the dispersion slope breaks the symmetry in the NLI spectrum,
and thus, raises a question of separate optimisations for the diﬀerent channels
in dense WDM transmission systems. The need to optimise the code rate (or
the overhead) of the coding scheme for each individual in WDM transmission
system has been clearly shown in Fig. 4.5, and Fig. 4.6 throughout the section.
The most straightforward approach to optimise the performance across
the whole WDM bandwidth in ultra-wideband transmission systems can be
realised in terms of using adaptive signal modulation formats with respect to
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each WDM channel. More involved approach can be based on implementing
the so-called power adaptation algorithms, for instance, a sort of iterative
water-ﬁlling algorithms (see, e.g., [145, 146]) that potentially optimise the
allocation of power to various WDM channels.
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Figure 4.4: NL distortion coefficient η and SNR at fixed 2000 km (25×80 km)
transmission distance against WDM channel index. (a) distributed
Raman-amplified C+L -band (∼12.5 THz) system and (b): lumped
EDFA-amplified C-band (∼5 THz) system.
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Figure 4.5: The code rate (overhead) as a function of WDM channel index for
64-QAM modulation format.
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Figure 4.6: The code rate (overhead) as a function of WDM channel index for
256-QAM modulation format.
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4.3 Future capacity trends
It is now beyond any doubt that there are a number of methods, which are
moderately eﬀective in mitigating the NL impairments due to the Kerr eﬀects
in a ﬁbre [29]. The main beneﬁt from these nonlinearity-compensation tech-
niques appears to be in increasing the transmission distance, where the AIR can
be maintained over as much as double distances in comparison with a linearly-
compensated systems. Some astonishing experimental results for nonlinearity-
compensated ﬁbre-optic communication systems are shown in [131]. Nonethe-
less, the issues regarding the overall possible increases in the maximum ﬁbre
AIR as well as the issues regarding the future capacity trends of ﬁbre-optic
communication systems still remain open research challenges.
Considering an unrepeated link (i.e., the link which does not contain any
optical ampliﬁers), the capacity can be deﬁned by the quantum noise limit
(i.e., the Poisson shot noise of the detector [147]). It has been recently as-
serted that for any ampliﬁed link, an upper bound on the AIR Eq. (2.135) is
determined by the Shannon expression Eq. (2.113) with an equivalent AWGN
channel Eq. (2.110), where the SNR is merely conﬁned by the ASE noise arising
due to optical ampliﬁcation [148, 149]. This result implies that the capacity
of the optical ﬁbre channel is never above Shannon’s log(1+SNR) expression,
and that the dispersion and nonlinearity compensation do not improve channel
capacity. The straightforward implication of this result means that the best
we can ever hope for is to fully compensate the deterministic contribution of
Kerr nonlinearity (i.e., the SSI due to the SPM) and the chromatic dispersion,
resulting in a linear AWGN channel, and under this assumption the nature
of logarithmic function declares that increasing launched power in a ﬁbre will
always lead to progressively smaller increases in channel capacity.
As already mentioned, the channel capacity of a communication channel
is, by deﬁnition, the maximum rate at which information can be transmitted
with an arbitrarily low probability of error. Indeed, the recent vociferous
scientiﬁc debates about the channel capacity of diﬀerent channels have led to
the realisation that all the optical channels discussed are indeed diﬀerent: they
depend on ﬁbre and ampliﬁer type, span length and the in-span compensation
scheme – such as optical phase conjugation or optical regeneration. In the case
of the NL channel, the channel properties become power dependent either at
the onset of signiﬁcant nonlinearity (i.e., around the power threshold Popt) or
in the high power regime. Each of these diﬀerent channels will have its own
channel capacity and comparisons are not obvious, and must be made with
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Figure 4.7: Capacity estimate versus total launched power for C-band and 50 THz
at 2000 km (25 spans of 80 km) and 10000 km (125 spans of 80 km).
utmost care.
Assuming an AWGN channel, one could use the GN-model to estimate
the required optical power to ensure approximately a factor of 10 increase in
capacity compared to the current record. It is possible to explore the limits
of what is possible through nonlinearity compensation. Using somewhat un-
realistic, simpliﬁed, assumptions (e.g.,wavelength-independent dispersion and
loss coeﬃcients), it is possible to explore what capacity gains might be achiev-
able through (i) complete nonlinearity compensation and (ii) an increase in
usable ﬁbre bandwidth beyond the current EDFA bandwidth limit of approx-
imately 35 nm (4.3 THz) to 50 THz (i.e., the full standard single-mode ﬁbre
bandwidth), approximately an order of magnitude increase. The parameters
which have been assumed for the calculations include: 2 polarisations, 50 THz
bandwidth (50 Gbaud × 1000 channels), C-band (4.3 THz, 50 GBaud×86
channels), lumped ampliﬁcation with NF = 3 dB, group velocity dispersion
β2 = −21.7ps2km−1, zero PMD, NL coeﬃcient γ = 1.2W−1km−1, attenua-
tion α= 0.2dBkm−1 and 80 km per span.
The obtained results are illustrated in Fig. 4.7, where capacity is plot-
ted against power for two diﬀerent bandwidths and distances (2000 km – a
long-haul terrestrial link; and 10000 km – equivalent to a transoceanic sys-
tem). It can be seen from Fig. 4.7, for a spectral eﬃciency of approximately
10 bit/s/Hz per polarisation, it would be possible to transmit 1 Pbit/s in the
linear regime with quantum noise-limited ampliﬁers at the launched power of
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45 dBm (approximately 30 W total launched power). This would exceed the
current record for maximum system capacity of 100 Tbit/s by approximately
a factor of 10. Taking nonlinearity of the channel into account leads to a re-
duction in capacity of approximately 500 Tbit/s. Much of this capacity can
be recovered by FF DBP, which increases capacity to 850 Tbit/s. Without
relying on the use of spatial modes, a factor of greater than 10 is diﬃcult to
envisage at present because of the diﬃculty of increasing transmitted capacity
by purely increasing the cardinality of modulation format. For instance, DP
64-QAM requires 26 distinct amplitude-phase levels per polarisation, yield-
ing 12 bit/s/Hz maximum spectral eﬃciency (or 6 bit/s/Hz per polarisation).
These simple calculations allow us to explore the price one would have to pay
in terms of SNR required to achieve these gains, and the associated optical
power. Note, again, that there is an assumption of the fundamental limit in
ampliﬁer noise ﬁgure of 3 dB.
Utilising the above-mentioned GN-model, a three-dimensional sweep of
signal launched power, capacity and transmission distance is plotted in Fig. 4.8,
showing the relationships among these parameters. Fig. 4.9 shows the capacity
obtained when the launched power is optimised for each distance and both the
EDC only and FF DBP. For the EDC only case, the optimum launched power
is independent of transmission distance and is given by
Popt =
3
√√√√σ2ASE
2η
. (4.13)
For the FF DBP case, the optimum launched power depends on transmission
distance (number of spans), and can be approximated as3
Popt =
√
2
3(Ns−1)η , Ns ≥ 2 . (4.14)
As we can see, in the case of FF DBP, the optimum launched power is distance
dependent irrespective of the ASE noise power.
Considering the results in Fig. 4.9, it is possible to use empirical data
to estimate the feasibility of achieving, or indeed of going beyond, the
above scenario. To encode 850 Tbit/s in 50 THz optical bandwidth requires
8.5 bit/symbol per polarisation at the Nyquist limit. To date, the record
achieved spectral eﬃciency for gigabit-class ﬁbre-optic communications is 7.65
3Here we neglect the second-order SNI (see Sec. 3.4), and the coherence factor ǫ is set to
zero.
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bit/symbol per polarisation (considering FEC overhead, which can be as high
as 100%, depending on the combination of nonlinearity, transmitted format
and distance) [150], encoded using DP 2048-QAM. Note that, although this
does not achieve the required information per symbol, higher order constella-
tions could bridge the gap in this case. The limiting factors in increasing the
order of QAM beyond this level include: the availability of high-speed, high-
resolution DACs and ADCs, laser line-width and the accuracy of the DSP
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implementation. All of these factors will in some way limit the achievable
SNR; however, current hardware limitations are unlikely to persist, meaning
that the above scenario may, at some point, be experimentally demonstrated.
In order to explore the possibilities beyond the 850 Tbit/s transmission
considered above, it is instructive to look at (traditional) coaxial communi-
cations, where high-order QAM signal generation and detection is more ad-
vanced. The current Data Over Cable Service Interface Speciﬁcation (DOC-
SIS) 3.1 standard documents the required capability of transmitting 4096-
QAM, and the possibility of transmitting 16384-QAM [151], which encodes
14 bit/symbol. On the horizon, there is the possibility of transmitting 65536-
QAM within DOCSIS; however the SNR requirements for this format are in
excess of 60 dB. Considering, again, the 50 THz bandwidth used in the above
transmission scenario, but assuming that the SNR is, now, suﬃcient to trans-
mit DP 65536-QAM, the maximum capacity would be limited to 1.6 Pbit/s,
which, in spite of the staggering SNR requirement, is less than a factor of
two beyond what could be achieved using the already-demonstrated DP 2048-
QAM. Thus, for future ultra-high-capacity systems, there is a need to unlock
ever wider optical ﬁbre bandwidth for transmission. This would include, for
example, development of new ultra-wideband ampliﬁers, sources, detectors and
ﬁbre designs combined with space-division multiplexing. The latter may in-
clude multiple ﬁbres, multiple cores within a single ﬁbre or multiple modes
within a single ﬁbre. Metamaterials could oﬀer all-optical nonlinearity com-
pensation through the use of negative n2 materials [152]. There remain many
challenges to overcome the NL limits of optical ﬁbre communications, to show
that already realisable capacities can be achieved over ever-greater distances.
Finally and optimistically, even relatively small increases in the achievable
transmission rates may be converted into large gains in overall network capac-
ity for networks operated in the NL regime. This is a relatively unexplored
area and requires the evaluation of overall network throughput, taking chan-
nel properties into account. Given that the deﬁnition of network throughput
and/or capacity is itself under debate – how much more so techniques for
quantifying it.
4.4 Summary
The AIRs of Nyquist-spaced WDM optical communication systems were
analytically estimated using ultra-wide bandwidth ﬁrst-order perturbation
analysis for ∼100 nm (∼12.5 THz) backward-pumped Raman ampliﬁcation
and ∼40 nm (∼5 THz) of EDFA ampliﬁcation over a SSMF, with the ap-
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plications of EDC and FF DBP. In order to to demonstrate the possibil-
ity of approaching the fundamental limits of the two most widely considered
ampliﬁcation schemes, higher-order modulation formats, and probabilistically-
shaped signal constellations have been considered. The nonlinearities within
each channel are individually evaluated, and the AIRs were investigated with
the applications of EDC and FF DBP. In addition, it is shown that the use of
PS, together with FF DBP, can further improve the AIRs and approach the
conﬁnes imposed by the interactions between the transmitted signal and ASE
noise.
Additionally, it is shown that using FF DBP and PS, a DP 256-QAM
system can achieve the same AIRs as the DP 1024-QAM system, when the
transmission distance exceeds 3200 km in the EDFA scheme and 6000 km in
Raman ampliﬁcation scheme.
Chapter 5
Capacity Bounds of Fibre
Channel
In previous chapters, we considered the performance (bounds on the AIR) of
ideal 2000 km and 10000 km ﬁbre-optic communication systems, which are
referred to as dispersion-unmanaged communication systems, in which the
chromatic dispersion is assumed to be compensated in the electrical domain
exploiting well-developed EDC technique. In those systems, due to the in-
ﬂuence of the accumulated chromatic dispersion throughout the propagation
process, the distribution of the propagated optical signal can be quite accu-
rately approximated by the Gaussian distribution. This chapter is dedicated
to a new ﬁbre-optic communication scheme in which information is assumed to
be embedded into soliton amplitudes (a train of solitons in time domain), and
then detected via the so-called forward NFT. These proposed information-
theoretic discrete-time channel model takes into account both chromatic dis-
persion and Kerr nonlinearity. Indeed, the proposed ﬁbre-optical communica-
tion scheme requires neither chromatic dispersion nor nonlinearity compensa-
tion techniques. It is also worth noting that the channel law of the proposed
theoretical channel model for the proposed communication scheme is no longer
a conditional Gaussian distribution function.
5.1 Literature review
The ﬁbre channel model in optical communication that includes the ef-
fects of attenuation, chromatic dispersion, and nonlinearity for one state of
polarisation is the scalar NLSE [135, 153, 83, 154], whereas for two states of
polarisation, it is the vectorial ME [155, Eq. (1.26)], [153, Sec. 10.3.1]. The ME
describes the propagation of the optical electric ﬁeld employing the polarisa-
tion division multiplexing technique. Therefore, the ME is the generalisation of
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the popular scalar NLSE. As a matter of fact, in both models, the evolution of
the optical ﬁeld along the ﬁbre is represented by a generalised inhomogeneous
partial diﬀerential equation including the stochastic term on the right-hand
side, which is usually modelled as a complex additive Gaussian noise. Note
that, the accumulated NL interaction between the signal and the noise makes
the analysis of the resulting channel model a very diﬃcult problem. As re-
cently discussed in, e.g., [23, Sec. 1], [24, 25], exact channel capacity results for
ﬁbre optical systems are scare, and many aspects related to this problem still
remain open.
Until recently, the common belief among some researchers in the ﬁeld of
optical communication was that optical nonlinearity is always a nuisance that
necessarily degrades the ﬁbre-optic communication system performance. That,
in turn, led to the assumption that the throughput of an optical channel had
a peaky behaviour when plotted as a function of the launched power, i.e., the
maximum is reached at a ﬁnite threshold power1. Partially motivated by the
idea of improving the data rates in optical ﬁbre links, a multitude of nonlin-
earity mitigation methods have been proposed over recent years to mitigate
nonlinearity-induced distortions, each resulting in diﬀerent discrete-time chan-
nel models. This includes receiver-based digital signal processing [157], digital
backpropagation [66], optical phase conjugation [158], twin-waves phase con-
jugation [159], etc. Recently, a paradigm-shifting approach for overcoming
the detrimental impact of nonlinearity has been receiving increased attention.
This approach relies on the fact that, in the absence of both losses and noise the
partial diﬀerential equations describing the propagation of optical waveforms
through optical ﬁbre belong to the class of exactly integrable (i.e., completely
solvable) evolutionary equations [44, 160]. The loss in such optical links is
usually assumed to be compensated by using either lumped or distributed am-
pliﬁcation, particularly, the IDRA scheme [161, 162] resulting in the lossless
NLSE [135]. The optical signal will be nonetheless perturbed by ASE noise as
well as the noise due to a signal-noise beating.
One of the main consequence of the property of integrability of noiseless
and lossless propagation equations is that the optical signal evolution can be
essentially represented using NL normal modes. Whilst the pulse propagation
in the ME and NLSE is, in fact, strictly NL, the evolution of these NL modes
in the so-called NL spectral domain is essentially linear [163, 164]. The decom-
position of the waveforms into the NL modes (and the reciprocal operation)
1However, non-decaying bounds can be found in the literature, e.g., in [23] and [156]
(lower bounds) and [148] and [149] (upper bounds).
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is often referred to as NFT, because of its similarity with the application of
the conventional Fourier decomposition in linear systems [165]2. The linear
propagation of the NL modes implies that NL cross-talk in the NFT domain
is theoretically absent, an idea exploited in the so-called nonlinear frequency
division multiplexing [163, 166]. Using this approach, the NL interference can
be greatly suppressed by assigning users diﬀerent ranges in the NL spectrum,
instead of multiplexing them via the conventional Fourier domain.
Integrability (and the general ideas based around NFT) has also given
rise to several nonlinearity compensation, transmission, and coding schemes.
These can be seen as a generalisation of soliton-based communications, which
follow the pioneering work by Hasegawa and Nyu, in which the concept of
eigenvalue communications was introduced [167]. However, only the discrete
eigenvalues associated with the solitonic degrees of freedom emerging from
the NFT signal decomposition were used for communication purpose. The
development of eﬃcient and numerically stable algorithms has also attracted
a lot of attention [168]. Moreover, there have been a number of experimental
demonstrations and assessments for diﬀerent NFT-based systems.
Two NL spectra (types of NL modes) exist in both the NLSE and the
ME. The ﬁrst one is the so-called continuous spectrum, which is the exact
NL analogue of the familiar linear Fourier transform (FT), inasmuch as its
evolution in an optical ﬁbre is precisely equivalent to that of the linear spec-
trum under the action of the chromatic dispersion and the energy contained in
the continuous spectrum is related to that in the time domain by a modiﬁed
Parseval equality [165, 169]. The unique feature of the NFT is, however, that
apart from the continuous spectrum, it can support a set of discrete eigenval-
ues (the non-dispersive part of the solution), i.e., the discrete spectrum, having
no analog in linear optics. In the time domain, these eigenvalues correspond
to stable localised multi-soliton waveforms immune entirely to perturbations
[153]. The spectral eﬃciency of the multiple-eigenvalue encoding schemes is
an area actively explored at the moment [170, 171, 172]. Multi-soliton trans-
mission has also received increased attention in recent years, see, e.g., [173]
and [174] and corresponding references therein. Finding the capacity of the
multi-eigenvalue-based systems in the presence of in-line noise that breaks
down integrability still remains an open research problem. If only a single
eigenvalue per time slot is used, the problem is equivalent to a well-known
2In mathematics and physics literature, the name inverse scattering transform method
for the NFT is more commonly used.
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time-domain amplitude-modulated soliton transmission system3. In this chap-
ter, we consider this simple set-up, where a single eigenvalue is transmitted in
every time slot. The obtained results are straightforwardly applicable not only
to classical soliton communication systems, but also to the novel area of the
eigenvalue communications.
Although the set-up we consider in this chapter is one of the simplest
ones, its channel capacity is still unknown. In particular, previous results
include those by Meron et al. [175], who recognised that MI in a NL in-
tegrable channel can (and should) be evaluated through the statistics of the
nonlinear spectrum, i.e., via the channel deﬁned in the NFT domain. Using a
Gaussian scalar model for the amplitude evolution with in-line noise, a lower
bound on the MI and capacity of a single-soliton transmission system was
presented. The case of two and more solitons per one time slot was also anal-
ysed, where data rate gains of the continuous soliton modulation versus an
on-oﬀ keying (OOK) system were also shown. The ﬁrst attempt to analyse a
bit error ratio (BER) for the case of two interacting solitons has been made
in [176]. The derivations presented there, however, cannot be implemented
straightforwardly for information theoretic analysis. Youseﬁ and Kschischang
[170] addressed the question of achievable spectral eﬃciency for single- and
multi-eigenvalue transmission systems using a Gaussian model for the nonlin-
ear spectrum evolution. Some results on the continuous spectrum modulation
were also presented. Later, in [171], the spectral eﬃciency of a multi-eigenvalue
transmission system was studied in more detail. In [172], the same problem
was studied by considering the correlation functions of the spectral data ob-
tained in the quasi-classical limit of large number of eigenvalues. Achievable
information rates for multi-eigenvalue transmission systems utilising all four
degrees of freedom of each scalar soliton in NSE were analytically obtained in
[177]. These results were obtained within the framework of a Gaussian noise
model provided in [170] and [178] (non-Gaussian models have been presented
in [179] and [180]) and assuming a continuous uniform input distribution sub-
ject to peak power constraints. The spectral eﬃciency for the NFT continuous
spectrum modulation was considered in [181, 182, 183]. Periodic NFT methods
have recently been investigated in [184].
3Since the imaginary part of a single discrete eigenvalue is proportional to the soliton
amplitude.
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5.2 Normalisation and solitonic units
The propagation of light in optical ﬁbres in the presence of ASE noise can
be described by a stochastic partial diﬀerential equation, which captures the
eﬀects of chromatic dispersion, polarisation mode dispersion, the optical Kerr
eﬀect, and the generation of ASE noise from the optical ampliﬁcation process.
Throughout this chapter we assume that the ﬁbre loss is continuously compen-
sated along the ﬁbre by means of IDRA [161, 162]. We consider the propagation
of a slowly varying 2-component envelopeQ(ℓ,τ)= [Q1(ℓ,τ),Q2(ℓ,τ)]∈C2 over
a NL birefringent optical ﬁbre, where ℓ and τ represent propagation distance
and time, respectively. Our model also includes the 2-component ASE noise
N(ℓ,τ) = [N1(ℓ,τ),N2(ℓ,τ)] due to the DRA. Here we also assume a uniform
change of polarised state of the Poincare´ sphere [52].
The resulting lossless generalised vector ME is then given by [155,
Eq. (1.26)], [153, Sec. 10.3.1], [185], [186] (see also Eq. (2.52))4
ı
∂Q(ℓ,τ)
∂ℓ
− β2
2
∂2Q(ℓ,τ)
∂τ2
+
8γ
9
〈
Q(ℓ,τ),Q†(ℓ,τ)
〉
Q(ℓ,τ) =N(ℓ,τ) , (5.1)
where the retarded time τ is measured in the reference frame moving with the
optical pulse average group velocity, Q≡Q(ℓ,τ) represents the slowly varying
2-component envelope of electric ﬁeld, β2 is the group velocity dispersion coef-
ﬁcient characterising the chromatic dispersion, and γ is the ﬁbre nonlinearity
coeﬃcient. The pre-factor 8/9 in Eq. (5.1) comes from the averaging of the
fast polarisation rotation, detailed explanation and derivation are provided in
[153, Sec. 10.3.1], [52]. For simplicity we shall further work with the effec-
tive averaged NL coeﬃcient γ∗ , 8γ/9 when addressing the ME. In the case
of a single polarisation state, the propagation equation above reduces to the
lossless generalised scalar NLSE (see Eq. (2.46))
ı
∂Q(ℓ,τ)
∂ℓ
− β2
2
∂2Q(ℓ,τ)
∂τ2
+γ |Q(ℓ,τ)|2Q(ℓ,τ) =N(ℓ,τ) . (5.2)
In this chapter, we consider the case of anomalous dispersion (β2 < 0), i.e., the
focusing case, which is associated with “anomalous dispersion” in optical ﬁbre
In this case, both the ME in Eq. (5.1) and the NLSE in Eq. (5.2) permit bright
soliton solutions (“particle-like waves”), which will be discussed in more detail
in Sec. 5.4.
It is customary to re-scale Eq. (5.1) to dimensionless units. We shall use
4Throughout this chapter ℓ and τ denote the real-world units, while z and t are the
normalised dimensionless distance and time, respectively.
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the following normalisation: The power will be measured in units of P0=1mW
since it is a typical power level used in optical communications. The normalised
(dimensionless) ﬁeld then becomes q=Q/
√
P0. For the distance and time, we
deﬁne the dimensionless variables z = ℓ/ℓ0 and t= τ/τ0, where
ℓ0 = (γ∗P0)−1 ,
τ0 =
√
ℓ0 |β2|=
√
|β2|
γ∗P0
.
(5.3)
For the scalar case (5.2), we use the same normalisation but we replace γ∗ by
γ. Then, the resulting ME ﬁnally reads
ı
∂q(z, t)
∂z
+
1
2
∂2q(z, t)
∂t
+
〈
q(z, t),q†(z, t)
〉
q(z, t) = n(z, t) , (5.4)
whilst the NLSE becomes
ı
∂q(z, t)
∂z
+
1
2
∂2q(z, t)
∂t2
+ |q(z, t)|2 q(z, t) = n(z, t) . (5.5)
The ASE noise n(z, t) = [n1(z, t), n2(z, t)] in (5.4) is a normalised version of
N(ℓ,τ), and is assumed to have the following correlation properties
E [ni(z, t)] = E
[
ni(z, t)nj(z′, t′)
]
= 0,
E
[
ni(z, t) n¯j(z′, t′)
]
=Dδij δ
(
z− z′
)
δ
(
t− t′
)
,
(5.6)
with i, j ∈ {1,2}, with δij being a Kronecker symbol, E [·] is the mathematical
expectation operator, and δ (·) is the Dirac delta function. The correlation
properties (5.6) mean that each noise component ni(z, t) is assumed to be a
zero-mean, independent, white circular Gaussian noise. The scalar case follows
by considering a single noise component only. The noise intensity D in (5.6)
is (in dimensionless units)
D = σ20
ℓ0
P0τ0
=
σ20√
γ∗ |β2|P 30
, (5.7)
where σ20 is the spectral density of the noise, with real world units
[W/(km ·Hz)]. For IDRA, this σ20 can be expressed through the optical ﬁber
and transmission system parameters as follows: σ20 = αfiberKT · hν0, where
αfiber is the ﬁbre attenuation coeﬃcient, hν0 is the average photon energy, KT
is a temperature-dependent phonon occupancy factor Eq. (3.20).
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Note that, from now on, all the quantities in this chapter are given in
normalised units unless speciﬁed otherwise. Furthermore, we deﬁne the con-
tinuous time channel as the one deﬁned by the normalised ME and the NLSE.
This is shown schematically in the inner part of Fig. 5.1, where the transmit-
ted and received waveforms are x(t)≡ q(0, t) and y(t)≡ q(Z,t), respectively,
where Z is the propagation distance.
5.3 Forward nonlinear Fourier transform
The waveform continuous-time channel deﬁned by the scalar NLSE
Eq. (5.5) is fundamentally NL, and thus, the conventional Fourier transform
analysis is no longer applicable. Additionally, the connection between the
continuous-time physical channel model and the discrete-time information-
theoretic channel model cannot be realised via the Nyquist sampling, since
the bandwidth of input signal waveform evolves to inﬁnity due to the impact
of the NL interference process. This fosters research to seek principally new
approaches, which are potentially more natural and suitable for inherently NL
optical communication systems.
In the late 1960’s, Gardner et al. [187] ﬁrst applied a mathematical
method, which is nowadays widely recognised in physical and mathemati-
cal communities as the inverse scattering transform. This approach could
be deemed a generalisation of the conventional Fourier transform method that
allowed them to solve, in the closed form, the initial-value problem for the NL
partial diﬀerential equation known as the Korteweg-de Vries equation. The so-
lution in the closed-form was obtained similarly to the application of standard
Fourier decomposition method for linear partial diﬀerential equations (e.g., the
heat equation)5. After that discovery, other NL generalisations of the Fourier
transform were found to solve other important NL systems, in particular –
the NLSE, where the explicit form of the respective operations were ﬁrst pre-
sented in the seminal paper by Zakharov and Shabat in 1972 [44]. These
generalisations of the Fourier transform to the case of NL partial diﬀerential
equations are now often referred to as the NFT method in the signal-processing
literature. The equations and associated initial-value problems, which can be
solved by means of the NFT are called integrable, such that the integrability
and the NFT solution are often mentioned in the same context. Thus, the
5In 1968, Peter Lax pointed out that any NL wave equation can be integrable via the
inverse scattering transform method if and only if there exist the so-called compatibility
condition between two linear operators, which are now commonly referred to as the Lax pair
[188].
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applicability of the NFT method to the lossless and noiseless NLSE implies
that the NLSE belongs to the class of completely integrable partial diﬀerential
equations6. The NLSE for the anomalous dispersion (β2 < 0) case (i.e., the
focusing case) possesses both localised particle-like solitary waves (optical soli-
tons) and (quasi)-linear radiation waves, having no analogies in linear systems.
The notable property of solitons is their aptitude to pass through each other
without any changing of shape and speed, acquiring merely a phase change.
It is precisely this property that caused the ﬁrst surge of attention to them
in the optical communications community as they were thought to be good
candidates for robustly carrying the encoded information over a NL ﬁbre.
Note that, in this section, we provide a brief description of the forward
NFT only, since the forward NFT block is employed as the receiver in our pro-
posed ﬁbre-optic communication scheme (see Fig. 5.1). The NFT decomposi-
tion of a signal q(z, t) associated with the scalar NLSE Eq. (5.5) is determined
via the spectral analysis of the linear Lax operator Lˆ, i.e.,
Lˆ=

 ı ∂∂t q(z, t)
−q∗(z, t) −ı ∂∂t

 , (5.8)
where the input signal waveform q(z, t) enters as an eﬀective potential. The
spectrum of Lˆ can be found as a solution of the following eigenvalue problem,
which is written down as an auxiliary two-dimensional functionψ≡ψ(z, t;λ)=
[ψ1(z, t;λ) , ψ2(z, t;λ) ]
T, i.e.,
Lˆψ = λψ , (5.9)
where the (generally complex-valued) scattering parameter λ∈C can be under-
stood as the NL analogue of the conventional frequency.7 As λ takes complex
values for solitons, we can write it as,
λ= ζ+ ı ξ , (5.10)
where ζ = Re[λ] and ξ = Im[λ] are the real and imaginary NL frequencies,
respectively. The spectrum of the Zakharov-Shabat operator Lˆ is found to
be invariant with z-propagation, as long as q(z, t) evolves according to the
noiseless and lossless NLSE Eq. (5.5); in other words, the complex eigenvalues
6The general problem that allows derivation of a class of integrable equations known as
the Ablowitz-Kaup-Newell-Segur auxiliary problem [189].
7Here the term “frequency” was fairly justified since it was shown that the NFT con-
tinuous spectrum approaches the conventional linear Fourier spectrum with asymptotically
decreasing the signal power. Indeed, the eigenvalues λ are connected to the Fourier frequen-
cies ν as follows λ=−πν [190].
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of this spectral problem are the integrals of motion, i.e., they remain the same
throughout the propagation. This property constitutes the main idea of NFT-
based communication, that is, to employ these invariant eigenvalues to encode
and then carry information with no distortions from the source to the destina-
tion over a NL ﬁbre. It can be shown that the NFT spectrum, i.e., the set of
data emerging from the NFT decomposition of the signal waveform evolves in
a purely linear decoupled manner, whilst the waveform signal itself experiences
a highly complicated NL evolution in the true space-time domain.
Eq. (5.9) is equivalent to the following system of linear temporal and
spacial diﬀerential equations
∂ψ
∂t
= Uˆψ , (5.11)
∂ψ
∂z
= Vˆψ , (5.12)
where operators Uˆ and Vˆ are known as the Lax pair. z-invariance of the
eigenvalue, i.e., ∂ψ∂z = 0 gives rise to the following compatibility condition, also
known as the zero-curvature equation,
∂ Uˆ
∂z
− ∂ Vˆ
∂t
+
[
Uˆ , Vˆ
]
= 0 , (5.13)
with
[
Uˆ , Vˆ
]
, Uˆ Vˆ − Vˆ Uˆ being the commutator. The Lax pair for the lossless
and noiseless NLSE Eq. (5.5) was discovered by Zakharov and Shabat
Uˆ =

 −ıλ ıq(z, t)
ıq∗(z, t) ıλ

 , (5.14)
Vˆ =

 ıλ2+ ı2 |q(z, t)|2 ıλq(z, t)− 12 ∂q(z,t)∂t
ıλq∗(z, t)− 12 ∂q
∗(z,t)
∂t ıλ
2− ı2 |q(z, t)|2

 . (5.15)
Eqs (5.11), (5.12) along with operators Eqs (5.14), (5.15) are the so-called
Zakharov-Shabat equations, which are the coupled linear ordinary diﬀeren-
tial equations. Thus, this procedure reduces the integration of NLSE to the
integration of the system of linear equations.
Suppose that the optical signal q(t) is absolutely integrable function [191,
192], i.e.,
∞∫
−∞
dt |q(z, t) |<∞ . (5.16)
In order to ﬁnd the NFT spectrum associated with the proﬁle q(z), we ﬁx the
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“initial” condition for the incident wave scattered by the potential q(z, t), at
the trailing of our localised signal, i.e.,
lim
t→−∞Ψ(z, t;λ) =

 1
0

exp(−ıλt) . (5.17)
whereΨ(z, t;λ) = [Ψ1(z, t;λ) ,Ψ2(z, t;λ) ]
T is called the Jost function. Utilising
Eq. (5.17), we can now determine the following Jost scattering coefficients
a(λ) = lim
t→∞Ψ1(z, t;λ)exp(ıλt) , (5.18)
b(λ) = lim
t→∞Ψ2(z, t;λ)exp(−ıλt) . (5.19)
The NFT acts on the waveform q(z, t) function, and the result consists of
continuous Qc(ζ) and discrete Qd(λj) spectra. The continuous part represents
the right reﬂection coeﬃcient [193] associated with Eq. (5.11), which is given
by the following spectral function i.e.,
Qc(ζ),
b(ζ)
a(ζ)
= lim
t→∞
Ψ2(z, t;ζ)
Ψ1(z, t;ζ)
exp(−2ı ζt) , ζ ∈ R , (5.20)
where ζ ∈R is the real NL frequency. The discrete part represents the so-called
norming constants deﬁned as
Qd(λj),
b(λj)
da(λj)
dλ
∣∣∣∣
λ=λj
, λj ∈ C+ , j = 1, . . . ,N , (5.21)
with N being the number of eigenvalues. The set {λj}Nj=1 denotes the zeros of
a(λ).
To summarise, the forward NFT operation corresponds mapping of the
input optical waveform q(t) ≡ q(0, t) onto the set of scattering data (NFT-
spectrum) Σ, i.e.,
q(t) forward NFT−−−−−−−−→ Σ ,
Σ,
{
Qc(λ) , ζ ∈ R ;
{
{λj}Nj=1 , Qd(λj) , λj ∈ C+
}}
.
(5.22)
The reciprocal operation corresponds to the inverse NFT, which is, how-
ever, not needed for our proposed communication system. It is important that
the discrete NFT spectrum Qd(λj) as well as the isolated points {λj}Nj=1 are
associated with the solitonic (non-dispersive) degrees of freedom, whereas the
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continuous Qc(ζ) spectrum is related to the radiative (dispersive) waves. In
particular, in the case of the scalar NLSE, the optical soliton has four de-
grees of freedom (details will be discussed in the next Sec. 5.4): the soliton
frequency (sometimes called the soliton velocity) Ω and the soliton amplitude
A in Eq. (5.24) are connected to the real and imaginary parts of eigenvalues λ
in Eq. (5.10) as follows
ζ =
1
2
Ω , ξ =
1
2
A, (5.23)
and the discrete spectral amplitudes Qd(λj) determines the phase φ and the
centre position of the soliton T in Eq. (5.24).
5.4 Bright solitons solution
The optical solitons are localised particle-like waves, which, in essence, al-
ways remain unchanged after interactions with other solitons of the same type
[194]. Thus, they can often be employed to encode and transmit information in
optical communication systems. It has been established that the unperturbed
noiseless scalar NLSE possesses a special class of solutions, the so-called fun-
damental bright solitons. It may be worth noting that fundamental solitons
are “bright” only for the focusing case we consider in this chapter, i.e., for the
anomalous dispersion case. The general form of the 1-soliton solution of (5.5)
with n(z, t) = 0 is given by the following closed-form expression
q(z, t) = A(z) sech
{
A(z) [ t−T (z) ]
}
exp
[
− ıΩ(z) t+ ıφ(z)
]
, (5.24)
where sech(·) is the hyperbolic sine, A(z), Ω(z), φ(z), T (z) are the soliton
degrees of freedom: soliton amplitude, soliton velocity (frequency), soliton
phase, and centre-of-mass position of the soliton, respectively. The dependence
of these four parameters in Eq. (5.24) on propagation distance is given by
A(z) = A0 , (5.25)
Ω(z) = Ω0 , (5.26)
φ(z) = φ0+
A20−Ω20
2
z , (5.27)
T (z) = T0−Ω0 z , (5.28)
where A0, Ω0, φ0, T0 are the initial values of scalar soliton parameters at
distance z = 0. Without loss of generality, from now we assume that the initial
soliton frequency, phase and centre-of-mass position are set to zero. Thus, we
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Figure 5.1: System model under consideration. The symbols X = [X1,X2,X3, ...]
are converted to amplitudes, and then mapped to a waveform x(t).
The noisy received waveform y(t) is obtained by propagating x(t)
in (5.4). The forward NFT processes the waveform y(t) symbol-
by-symbol, and gives a soft estimate of the transmitted symbols
Y = [Y1,Y2,Y3, ...].
have
q(0, t) = A0 sech(A0t) , (5.29)
and the unperturbed soliton at the distance z = L is
q(Z,t) = A0 sech(A0t)exp
(
ıA20Z
2
)
, (5.30)
Likewise, in general, the Manakov fundamental soliton is fully characterised
by 6 parameters (4 in the NLSE case): frequency (also having the meaning of
velocity in some physical applications), phase, phase mismatch, centre-of-mass
position, polarisation angle, and amplitude (the latter is inversely proportional
to the width of the soliton). We consider amplitude-modulated solitons, and
thus, no information is carried by the other 5 parameters. The initial values
of these 5 parameters can therefore be set to arbitrary values. We assume
that all of them have been set to zero. For the initial frequency, this can
be further motivated to avoid deterministic pulse walk-oﬀs. As for the initial
phase, phase mismatch, and centre-of-mass position, as we shall see in the next
section, their initial values do not aﬀect the marginal amplitude channel law.
Under these assumptions, for the noiseless ME the 2-component fundamental
bright soliton solution at z = 0 reads as (in normalised units) [186, 185]
q(0, t) = A0
[
eıϕ0 cosψ0 , e−ıϕ0 sinψ0
]
sech(A0t) , (5.31)
where the ﬁrst term in square brackets corresponds to the ﬁrst component
q1(0, t), and the second – to q2(0, t) (and the same will hold further for other
2-component vectors), A0 denotes the normalised soliton amplitude, 0< ψ0 <
π/2 is the polarisation angle, and ϕ0 is the phase mismatch between two
polarisations. The value of ψ0 can be used to control how the signal power is
split across the two polarisation states.
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Figure 5.2: Schematic visualisation of the amplitude modulation of soliton se-
quence (scalar NLSE case).
For any ψ0, the Manakov soliton solution after propagation over a distance
Z with the initial condition given by (5.31), is expressed as
q(Z,t) = A0
[
eıϕ0 cosψ0, e−ıϕ0 sinψ0
]
sech(A0t) exp
(
iA20L
2
)
= q(0, t) exp
(
iA20Z
2
)
. (5.32)
Obviously, the soliton solutions Eqs. (5.29) and (5.29) for the NLSE in
Eq. (5.5) can be obtained by using ψ0 = 0 and ϕ0 = 0 in Eqs. (5.31)–(5.32)8.
As shown by Eqs. (5.32) and (5.30), the solitons in Eqs. (5.31) and (5.29)
only acquire a phase rotation after propagation. When the noise is no longer
assumed to be set to zero, however, these solutions will change. This will be
discussed in detail in the next section.
5.5 Discrete-time channel model
We consider a continuous-time input signal x(t) = [x1(t), x2(t)] of the form
x(t) =
∞∑
k=1
sk(t) , (5.33)
where sk(t) =
[
sk,1(t) , sk,2(t)
]
and k is the discrete-time index. Therefore, the
pulses sk(t) are chosen to be
sk(t) = [cosψ0 , sinψ0 ] Ak sech [Ak (t−kTs) ] , (5.34)
8This corresponds to the case where all the signal power is transmitted in the first po-
larisation.
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where Ts is the symbol period. In principle, it is also possible to encode
information by changing the polarisation angle ψ0 from slot to slot. However,
we ﬁx its value to be the same for all the time slots corresponding to a ﬁxed
(generally elliptic) degree of polarisation. Thus, the transmitted waveform
corresponds to soliton amplitude modulation, which is schematically shown in
Fig. 5.2 for the scalar (NLSE) case.
At the transmitter, we assume that symbols Xk are mapped to soliton
amplitudes Ak via Ak =X2k . This normalisation is introduced only to simplify
the analytical derivations in this chapter. In order to avoid soliton-to-soliton
interactions, we make an assumption that the separation Ts is suﬃciently large,
i.e., exp(−AkTs)≪ 1, ∀k. The receiver in Fig. 5.1 is then assumed to process
the received waveform during a window of Ts via the forward NFT [160, 195]
and returns the amplitude of the received soliton, which is denoted by Rk = Y 2k .
Before proceeding further, it is important to discuss the role of the am-
plitudes Ak on a potential enhancement of soliton-soliton interactions. The
interaction force pre-factor is known to scale as the amplitude cubed [153,
Ch. 9.2], [83, Ch. 5.4]. However, the interaction also decays exponentially as
follows exp(−AkTs). This exponential decay dominates the interaction, and
thus, considering very large amplitudes (or equivalently, very large powers, as
we will do later), is, in principle, not an obstacle. At extremely large am-
plitudes, however, the proposed model used is invalid for diﬀerent reasons:
higher order nonlinearities, which, in fact, are beyond the ﬁrst-order pertur-
bation analysis, should be taken into account. This includes either stimulated
Brilloin scattering (for very large powers) or Raman scattering (for very short
pulses, i.e., ultra-wide bandwidths). Studying the impact of these eﬀects is,
however, out of the scope of our proposed model.
We would also like to emphasise that for a ﬁxed pulse separation Ts,
the channel model we consider is essentially not applicable for low soliton
amplitudes. This is mainly due to the following two reasons. The ﬁrst one is
that, for low amplitude solitons, the perturbation theory used to derive the
channel law becomes inapplicable as the signal becomes of the same order
as noise. Secondly, low amplitude solitons are also very broad, and thus,
non-negligible soliton interactions can be potentially generated. These two
cases can be overcome if the soliton amplitudes are always forced to be larger
than a certain cut-oﬀ amplitude aˆ, which we will now estimate. For the ﬁrst
case (noise-limited), the threshold aˆnoise is proportional to σ2N . In the second
case (interaction-limited), the threshold is proportional to the symbol rate,
i.e., aˆinter ∝ T−1s . This shows that for ﬁxed system parameters, the threshold
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aˆ=max [ aˆnoise , aˆinter ] is a constant. The implications of this will be discussed
at the end of Sec. 5.8.
Another source of corruption for the soliton-based transmission line em-
anates from the Gordon-Haus (GH) timing jitter [185], deﬁning the variance of
the soliton centre position shift as a function of the propagation distance, po-
larisation angle, and soliton amplitude (here we assume zero phase-mismatch
parameter). So, if one neglects the interaction between neighbouring solitons,
we then ought to take into account the presence of the GH corruption; the mea-
sure of the latter is the standard deviation σ(GH)T (see [185, Eqs. (42), (43)])
associated with the GH eﬀect. For a given propagation distance Z, the inter-
soliton separation must fulﬁl the condition Ts > σ
(GH)
T , and we assume that
this condition is always satisﬁed in our proposed transmission set-up. This
condition guarantees that solitons behave as isolated pulses, and thus, there
is no inter-symbol interference. A similar discussion for the scalar case can be
readily found in [175].
Having deﬁned the transmitter and receiver, we can now deﬁne a discrete-
time channel model, which encompasses the transmitter, the optical ﬁbre, and
the receiver, as shown in Fig. 5.1. Due to the assumption on solitons well-
separated in time domain, we do model the channel as memoryless, and thus,
from now on we drop the time index k. This memoryless assumption is sup-
ported by additional numerical simulations we performed, which are included
in Sec. 5.7. Nevertheless, at this point it is hugely important to consider the im-
plications of a potential mismatch between the memoryless assumption of the
model and the true channel in the context of channel capacity lower bounds. In
particular, if in some regimes (e.g., low power or large transmission distances)
the memoryless assumption would not hold, considering a memoryless chan-
nel model would result in approximated lower bounds on the channel capacity.
Provable lower bounds can be obtained by using mismatched decoding theory
[73] (as done in [196, Sec. III-A and III-B]) or by considering an average mem-
oryless channel (as done in [135, Sec. III-F], see also [197]). Although both
approaches can in principle be used in the context of amplitude-modulated
solitons, they both rely on having access to samples from the true channel,
and not from a (potentially memoryless) model. Such samples can only be
obtained through numerical simulations or an optical experiment, which is
beyond the scope of this paper. In this context, the channel capacity lower
bounds in Sec. 5.6.3, should be considered as a ﬁrst step towards more involved
analyses.
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5.6 Non-Gaussian channel law
For the ME case, the conditional PDF for the received soliton amplitude
R given the transmitted amplitude A can be obtained by using standard per-
turbative approach and the Fokker-Planck equation method brieﬂy described
in Appendix A. The result can be expressed as a noncentral chi-squared dis-
tribution
pR|A(r|a) =
1
σ2N
r
a
exp
(
−a+ r
σ2N
)
I2
(
2
√
ar
σ2N
)
, (5.35)
where
σ2N =D ·
Z
2
(5.36)
is the normalised variance of accumulated ASE noise, and I2(·) denotes the
modiﬁed Bessel function of the ﬁrst kind of order two. The expression in (5.35)
is nothing else but a special case of a a noncentral chi-squared distribution with
six degrees of freedom (see, e.g., [198, Eq. (29.4)]) providing non-Gaussian
statistics for Manakov soliton amplitudes. It is convenient to designate the
output of the discrete-time channel model as the square root of the output
soliton amplitudes by making the following change of variables Y =
√
R, and
using X =
√
A, the PDF in (5.35) can be expressed as
pY |X(y|x) =
2
σ2N
y3
x2
exp
(
−x
2+y2
σ2N
)
I2
(
2xy
σ2N
)
, (5.37)
which corresponds to the noncentral chi-distribution with six degrees of free-
dom. An extra factor 2y before the exponential function comes from the
Jacobian.
For the NLSE case, it is possible to show that the channel law becomes
[30, Eq. 8], see also [179, 180]
pY |X(y|x) =
2
σ2N
y2
x
exp
(
−x
2+y2
σ2N
)
I1
(
2xy
σ2N
)
, (5.38)
which corresponds to a noncentral chi-distribution with four degrees of free-
dom.
It should be noted that although we only consider an amplitude modula-
tion Ak (or, in the NFT terms the imaginary part of each discrete eigenvalue),
it is possible to include other discrete degrees of freedom corresponding to vari-
ous soliton parameters in (5.34) in order to improve the achievable information
rates. This is, however, beyond the scope of presented research. Furthermore,
the channel models presented in this section were obtained by means of a
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Figure 5.3: Generalised discrete-time channel model: noncentral chi-channel with
2n degrees of freedom.
perturbative treatment, and thus, in the context of soliton/eigenvalue commu-
nications they are technically valid only at high SNR regime.9 Despite that,
we shall also study capacity lower bounds of a general noncentral chi-channel
with arbitrary number of degrees of freedom over any range of SNR. While
admittedly the low-SNR region is currently only of interest when n= 1 (non-
coherent phase channel) we believe its generalisation for n > 1 can still be of
interest for the new generation of NL optical regeneration systems.
It can be easily observed that both scalar and vector soliton channels can
be modelled using the same class of the noncentral chi-distribution with an
even number of degrees of freedom 2n, with n= 2,3. The simplest channel of
this type corresponds to n= 1, which describes a ﬁbre optical communication
channel with zero-dispersion [156] as well as the non-coherent phase channel
studied in [199] (see also [200]). Motivated by this, here we consider a gen-
eral communication channel described by the noncentral chi-distribution with
arbitrary (even) degrees of freedom 2n. Although we are currently not aware
of any physically-relevant communication system that can be modelled with
n ≥ 4, we present results for arbitrary n to provide an exhaustive treatment
for channels of this type. The channel in question is therefore modelled via
9More precisely, when the total soliton energy in the time slot is much greater than that
of the ASE noise.
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the PDF corresponding to noncentral chi-distribution
pY |X(y|x) =
2
σ2N
yn
xn−1
exp
(
−x
2+y2
σ2N
)
In−1
(
2xy
σ2N
)
, n ∈ N (5.39)
where N , {1,2,3, ...}. This channel law corresponds to the following input-
output relation
Y 2 =
1
2
2n∑
i=1
(
X√
n
+Ni
)2
, (5.40)
where {Ni}2ni=1 is a set of independent and identically distributed Gaussian
random variables with zero mean and variance σ2N . The above input-output
relationship is schematically shown in Fig. 5.3, which particularizes to (5.37)
and (5.38), for n= 3 and n= 2, respectively.
5.6.1 Capacity lower bound on scalar channel
In this section, we study capacity lower bounds of the channel law in
Eq. (5.38) that describes a scalar memoryless channel. As previously explained,
the inter-symbol interference due to pulse interaction can be neglected due to
the suﬃciently large soliton separation assumed, and thus, the channel can be
treated as memoryless (see Sec. 5.7 for more details). The channel capacity,
in bits per channel use, is then deﬁned by Eq. (2.24), which, it this context,
can be re-written as
C(ρ), max
pX(x):E [X2]≤σ2S
IX,Y (ρ) , (5.41)
with the mutual information IX,Y deﬁned by Eq. (2.14). The maximisation in
Eq. (5.41) is performed over all possible input statistical distributions pX(x)
that satisfy the power constraint. In our case, this constraint corresponds to
a ﬁxed second moment of the input symbol distribution or, equivalently, to
a ﬁxed average signal power in a given symbol period. Here we obtain our
results as a function of the introduced effective SNR deﬁned as ρ , σ2S/σ
2
N ,
where σ2S is the second moment of the input distribution pX(x) and σ
2
N is given
by (5.36). The value of σ2S also corresponds to the average soliton amplitude,
i.e.,σ2S = E
[
X2
]
= E [A]. It can be shown that for given system parameters,
the noise power (in real world units) is constant and proportional to σ2N , and
the signal power (in real world units) is proportional to σ2S . The parameter ρ
therefore indeed corresponds to an eﬀective SNR. It is worth mentioning that
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the true SNR is essentially deﬁned as [135, Eq. (29)]
SNR ,
E [E(A)]
σ2NTs
= 2κ ·ρ, (5.42)
where the factor κ denotes the ratio between the available bandwidth and the
symbol rate T−1s . Thus, for a ﬁxed bandwidth and symbol rate, the true SNR
is proportional to ρ. We shall henceforth consider the capacity and MI as a
function of the eﬀective SNR. The dimensionless energy E(Ak) of the k-soliton
waveform in a train can be deﬁned as
E(Ak),
k+1/2∫
k−1/2
|sk(t)|2dt . (5.43)
Speciﬁcally, we consider the case when the inter-soliton separation Ts is as-
sumed to be much larger than the typical soliton width (i.e., low duty cy-
cle regime), so the integral in Eq. (5.43) can be taken over (−∞,∞). This
yields the well-known linear energy-amplitude scaling of the soliton pulse
E(Ak) = 2Ak. This explains the appearance of the pre-factor of 2 in the
SNR deﬁnition Eq. (5.42). The minimum inter-soliton separation is then de-
termined by the peak power A2k of each individual soliton, which is, in turn,
inversely proportional to the square of its width, i.e.,Tk = A
−1
k .
The exact solution for the power-constrained optimisation problem
Eq. (5.41) with the channel law Eq. (5.38) is unknown. In order to ob-
tain a lower bound on the capacity C, we shall assume the input symbols X
are drawn from a trial input distribution. In this section, we use the Rayleigh
PDF
pX(x) =
2x
σ2S
exp
(
−x
2
σ2S
)
, x ∈ [0,∞) , (5.44)
which leads to exponentially-distributed soliton amplitudes A0 with mean σ2S .
The MI in Eq. (5.41) can be decomposed by using Eq. (2.18). The next
two Lemmas provide exact closed-form expressions for the output diﬀerential
entropy hY of symbols Y (deﬁned in Eq. (2.8)) with input symbols X dis-
tributed according to Eq. (5.44) and for the conditional diﬀerential entropy
hY |X (deﬁned in Eq. (2.9)).
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Figure 5.4: The differential entropy of output distribution hY in (5.45), the differ-
ential conditional entropy hY |X in (5.46), and the MI IXY in (5.48).
Results obtained via numerical integration are also shown (circles).
Lemma 5.6.1. For the channel in Eq. (5.38) and the input distribution
Eq. (5.44)
hY (ρ) =logρ−
(
1+ρ−1
2
)
log (1+ρ)
+ψ
(
ρ−1
)
− 3
2
ψ(1)− log2+1, (5.45)
where ψ(x) is the digamma function.
Lemma 5.6.2. For the channel in Eq. (5.38) and the input distribution
Eq. (5.44)
hY |X(ρ) =
1
2
logρ−
(
1+ρ−1
)
log (1+ρ)+2(ρ+1)
−ρ−1
√
1+ρ−1F2(ρ)− ψ(1)2 − log2, (5.46)
where
F2(ρ),
∞∫
0
ξK1
(√
1+ρ−1 ξ
)
I1(ξ) log [I1(ξ)] dξ, (5.47)
and I1(x) and K1(x) are the modified Bessel functions of order one of the first
kind and second kind, respectively.
Sketch of the proof. To prove both Lemma 5.6.1 and Lemma 5.6.2, the output
distribution pY (y) ,
∫∞
0 pY|X(y|x)pX(x)dx is calculated using Eq. (5.38) and
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Figure 5.5: The plot of ratio between the MI IX,Y in (5.48) and the function Ias
in (5.50).
Eq. (5.44). The derived output PDF pY (y) is then used in the deﬁnitions
of diﬀerential entropies. The results of both Lemmas are then obtained by
evaluating the corresponding integrals. The calculation follows closely that
from the earlier work [156], where calculations were performed for a chi-squared
distribution with two degrees of freedom (cf. (5.47) and [156, Eq. (24)]). The
detailed derivations of (5.45) and (5.46) are given in Appendix C. 
We note that the proof of Lemma 5.6.2 includes ﬁnding a closed-form
expression for the diﬀerential entropy of a chi-squared distribution with four
degrees of freedom. To the best of our knowledge, this has never been previ-
ously reported in the literature.10 The results from Lemmas 5.6.1 and 5.6.2
can be combined to produce the following theorem.
Theorem 5.6.3. For the channel Eq. (5.38) and the input distribution
Eq. (5.44)
IX,Y (ρ) =log
(
ρ
√
1+ρ−1
)
+
ρ−1
2
log(1+ρ)−ρ
+ρ−1
√
1+ρ−1F2(ρ)+ψ
(
ρ−1
)
−ψ(1)−1. (5.48)
Proof. From Lemmas 5.6.1 and 5.6.2 and the decomposition in Eq. (2.18). 
The next theorem shows that the capacity lower bound is asymptotically
10However, a closed-form expression for the expected-log of a noncentral chi-squared dis-
tribution with even number of degrees of freedom was given in [201, Lemma 10.1].
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equivalent to half the logarithm of the SNR, which can be considered as the
main result.
Theorem 5.6.4. The MI IX,Y in (5.48) satisfies
lim
ρ→∞
Ias
IX,Y (ρ)
= 1, (5.49)
where
Ias ,
1
2
logρ. (5.50)
Proof. The proof follows from an asymptotic expansion of IXY in Eq. (5.48)
together with the asymptotic expansion of function Eq. (5.47), i.e., it can be
straightforwardly shown that
lim
ρ→∞
ρ−1
√
1+ρ−1F2(ρ)
G2(ρ)
= 1 , (5.51)
where the asymptotically equivalent function G2(ρ) is equal to
G2(ρ) =−12 log
(
ρ
4π
)
+2ρ− ψ(1)
2
. (5.52)
Then, we can show that
ψ
(
ρ−1
)
∼−ρ, (5.53)
by proving the following limit
lim
ρ→∞
ψ
(
ρ−1
)
−ρ = 1 . (5.54)
Accounting that limρ→∞
[
ρ−1 log (1+ρ)
]
= 0 and limρ→∞ log
(
1+ρ−1
)
= 0 in
combination with Eqs (5.51), (5.53) completes the proof.

Fig. 5.5 shows the numerical evaluation of the ratio Ias/IX,Y (ρ) and con-
ﬁrms that the MI behaves asymptotically as (1/2) logρ, or equivalently, as
(1/2) log(SNR). According to Fig. 5.5, the asymptotic function (5.50) ap-
proaches the MI from above. Interestingly, the expression (5.50) has appeared
in asymptotic analyses of optical systems (see, e.g., [156, eq. (25)], [170, Sec. V-
A], [202, eq. (6)]). Since the channel capacity is lower-bounded by IX,Y (ρ),
this result implies that the capacity grows at least as fast as (1/2) log(SNR),
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Figure 5.6: Analytical lower bound on the MI based on Jensen’s inequality,
i.e., IX,Y (ρ) = h
(Jensen)
Y −hY |X given by the entropies in Eqs (5.55) and
(5.57).
when SNR→∞.
5.6.2 Jensen’s lower bound on vector Manakov channel
In this short section, we demonstrate the possibility to analytically lower-
bound the MI for the Manakov channel given by Eq. (5.4). Unfortunately, the
MI does not have an exact analytical closed form solution. The next theorem,
however, demonstrates the non-decaying lower bound on the MI, which is
derived by utilising the well-known Jensen’s inequality [32].
Lemma 5.6.5. For the channel in Eq. (5.37), the lower bound on output en-
tropy hY reads
hY ≥ h(Jensen)Y =− log
{
2(ρ+1)µ(ρ)
ρ2
[
e−
µ2(ρ)
ρ+1 − e−µ2(ρ)
]
− 2µ
3(ρ)
ρ
e−µ
2(ρ)
}
,
(5.55)
where
µ(ρ) =
√
π
2ρ2
[
(ρ+1)5/2− (5/2)ρ−1
]
. (5.56)
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The next theorem indicates that, in the case of Manakov channel, the
conditional diﬀerential entropy has exact closed form solution.
Lemma 5.6.6. For the channel in Eq. (5.37), the conditional entropy hY |X is
equal to
hY |X =−
3
2
log
(
1+ρ−1
)
− 3
2
(
2ρ+1
ρ2
)
log(1+ρ)+2ρ+
3ρ−1
2
−ρ−1
(
1+ρ−1
)
F2(ρ)− ψ(1)2 − log2+3 . (5.57)
Proof. The detailed derivations of the lower bound in (5.55) and closed form
solution of (5.57) are given in Appendix D. 
Fig. 5.6 illustrates the resulting MI given by the entropies in Eqs. (5.55)
and (5.55). Using asymptotic expansions, similar to the proof of Theo-
rem 5.6.4, it can be straightforwardly shown that the Jensen’s lower bound
on the mutual information grows unbounded as SNR tends to inﬁnity, i.e.,
IX,Y ≥ I(Jensen)X,Y =
1
2
logρ+O [1] ρ→∞ . (5.58)
It can be observed that for ρ > 10 dB, there is a constant gap between the
analytical lower bound and the exact numerical Monte Carlo integration, which
is approximately equal to 0.52 bit per soliton symbol. Therefore, despite the
advantages of analytical closed form, the monotonically increasing Jensen’s
lower bound cannot be considered as a tight bound. In the next section,
we show the asymptotically tight analytical lower bound for the generalised
channel model.
5.6.3 Bounds of generalised channel
In this section, we develop an analytical lower bound on the capacity on
the generalised channel law given by Eq. (5.39) . We do not aim at ﬁnding
the capacity-achieving distribution, but instead, we study lower bounds on the
capacity. We do this because the capacity problem is in general very diﬃcult,
but also because of the relevance of having non-decreasing lower bounds on the
capacity for the optical community. We emphasise once again that to obtain
a lower bound on the capacity, we will simply choose an input distribution
pX(x) (as done in, e.g., [90, 30]). Without claiming the generality, we, however,
consider four important candidates for the input distribution. As we will see
later, this Rayleigh input distribution Eq. (5.44) is not the one giving the
highest lower bound. However, it has one important advantage: it allows some
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analytical results for the mutual information. The other three distributions are
considered later in this section as numerical examples.
The next two Lemmas provide an exact closed-form expression for the
conditional diﬀerential entropy hY |X(ρ) and an asymptotic expression for the
output diﬀerential entropy hY (ρ).
Lemma 5.6.7. For the channel in Eq. (5.39) and the input distribution
Eq. (5.44)
hY |X(ρ) =
(
2ρ+n− n
2
ψ(n)
)
log2 e−1+
n−1
2
(log2 ρ+ψ(1) log2 e)
− n log2 e
2
ρ
ρ+1
Φ
(
ρ
ρ+1
,1,n
)
−ρ−1
(
ρ+1
ρ
)(n−1)/2
Fn(ρ) log2 e , (5.59)
where ψ(x), d logΓ(x)/dx is the digamma function and Φ(α,1,n) is the special
case of the Lerch transcendent function [117, Eq. (9.551)]
Φ(α,1,n),− log(1−α)
αn
−
n−2∑
k=0
αk+1−n
k+1
. (5.60)
The function Fn(ρ) is defined as
Fn(ρ),
∞∫
0
ξKn−1
(√
1+ρ−1 ξ
)
In−1(ξ) log [In−1(ξ)] dξ , (5.61)
and Kn(x) is the modified Bessel function of the second kind of order n.
Proof. See Appendix E 
Lemma 5.6.8. For the channel in (5.39) and the input distribution (5.44)
hY (ρ) =
1
2
log2 ρ+
(
1− ψ(1)
2
)
log2 e−1+O
[
ρ−1
]
, ρ→∞ (5.62)
Proof. See Appendix E 
The next theorem is one of the main results of this chapter.
Theorem 5.6.9. The MI for the channel in (5.39) and the input distribution
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n = 1
n = 2 [30, eq. (17)]
n = 3
n = 12
Asymptote Eq. (5.63)
Upper bound [199, Eq. (42)] (n = 1)
Lower bound [200, Eq. (21)] (n = 1)
Figure 5.7: The MI IX,Y (ρ) in (2.14) (numerically calculated) for the chi-
distribution with different degrees of freedom and the channel model
(5.39). The asymptotic estimate given by Theorem 5.6.9 is also shown.
Lower and upper bounds for n= 1 are also shown.
(5.44) admits the following asymptotic expansion
IX,Y (ρ) =
1
2
log2
(
e1−ψ(1)
4π
ρ
)
+O
[
ρ−1
]
, ρ→∞. (5.63)
Proof. We expand the function Fn(ρ) in (5.47) deﬁning the conditional en-
tropy in Lemma 5.6.7. At ﬁxed large ρ the integrand asymptotically decays
as exp(−ξ/2ρ), i.e., with small decrement (which can be proven by standard
large argument asymptotes of the Bessel functions). This means that the main
contribution to the integral comes from the asymptotic region 1. ξ. ρ in most
part of which the large argument expansion of both Bessel functions is indeed
justiﬁed. Using it uniformly we obtain
Fn(ρ) = 2ρ2+
ρ
2
[
log
1
ρ
+1− log4π−ψ(1)
]
+O [1] ,
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which used in (5.59) gives the asymptotic expression
hY |X(ρ) =
1
2
log2πe+O
[
ρ−1
]
, ρ→∞. (5.64)
The proof is completed by combining (5.64) and (5.62) with (2.14). 
The result in Theorem 5.6.9 is a universal and n-independent expres-
sion. The expression in Eq. (5.63) shows that the capacity lower bound is
asymptotically equivalent to half of logarithm of SNR plus a constant which
is order-independent. Fig. 5.7 shows the numerical evaluation of IX,Y (ρ) for
n = 1,2,3,12 obtained by numerically evaluating all the integrals in the ex-
act expressions for the conditional and output entropies in Eq. (5.59) and
Eq. (E.18), as well as the asymptotic expression in Theorem 5.6.9. Interest-
ingly, we can see that even in the medium-SNR region, the inﬂuence of the
number of degrees of freedom on the MI is minimal, and the curves are quite
close to each other. In this ﬁgure, we also include the lower and upper bounds
for n = 1 given by [200, Eq. (21)] and [199, Eq. (41)], respectively. These re-
sults show that the asymptotic results in Theorem 5.6.9 correctly follow these
two bounds.
Note that, the main reason for considering a Rayleigh input distribution
was that it yields a semi-analytical lower bound on the the capacity. In the
following example, we consider three other input distributions and numerically
calculate the resulting MI.
Example 1. Consider the geometric (exponential), half-Gaussian, and
Maxwell-Boltzmann distributions given by
pX(x) =
√
2
σS
exp
(
−
√
2x
σS
)
, x ∈ [0,∞), (5.65)
pX(x) =
√
2√
πσS
exp
(
− x
2
2σ2S
)
, x ∈ [0,∞), (5.66)
and
pX(x) =
3
√
6x2√
πσ3S
exp
(
−3x
2
2σ2S
)
, x ∈ [0,∞), (5.67)
respectively.
The MIs for these three distributions for n = 1,2,3 are shown in Fig. 5.8
and show that the lower bound given by the geometric input distribution in
(5.65) displays high MI in the low SNR regime (ρ < 10 dB), whereas the half-
Gaussian input distribution in (5.66) is better for medium and large SNR.
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Geometric n = 1 Half-Gaussian n = 1
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Maxwell-Boltzmann n = 2 Rayleigh n = 2
Geometric n = 3 Half-Gaussian n = 3
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Figure 5.8: MI estimates (by numerically evaluating (2.14) via Monte-Carlo inte-
gration) for different trial continuous input distributions and different
values of n (different line types). Different distributions are shown
with different colours.
On the other hand, the Maxwell-Boltzmann distribution in (5.67) gives the
lowest MI for all SNR. Numerical results also indicate that all the presented
MIs asymptotically exhibit an equivalent growth irrespective of the number
of the degrees of freedom 2n. The following example considers the use of
discrete constellations. In particular, we assume that the soliton amplitudes
take values on a set X , {x1, ...,xM}, where M , |X | = 2m is the cardinality
of the constellation, and m is a number of bits per symbol. The MI (2.14) in
this case can be evaluated as
IX,Y (ρ) =
1
M
∑
x∈X
∞∫
0
pY |X(y|x) log2
pY |X(y|x)
1
M
∑
x′∈X pY |X(y|x′)
dy, (5.68)
where we assumed the symbols are equally likely.
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Half-Gaussian n = 1
OOK n = 1
4ASK n = 1
8ASK n = 1
16ASK n = 1
Half-Gaussian n = 2
OOK n = 2
4ASK n = 2
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16ASK n = 2
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Figure 5.9: MI estimates (numerically calculated) for equally-spaced M -ASK sig-
nal constellations with M = {2,4,8,16} constellation points.
Example 2. Let us consider amplitude-shift keying (ASK) constellations X =
{0,1, . . . ,M − 1} with m = 1,2,3,4 and second moment σ2S, which correspond
to OOK, 4-ASK, 8-ASK, and 16-ASK, respectively.
The MI numerically evaluated for these constellations is shown in Fig. 5.9
for chi-channel with n = 1,2,3. As a reference, in this ﬁgure we also show
(black lines) the MI for the (continuous) half-Gaussian input distribution. The
results in this ﬁgure show that in the low SNR regime, the use of binary
modulation is in fact better than the half-Gaussian distribution. This can,
however, be remedied by using a geometric distribution, which, as shown in
Fig. 5.8, outperforms the half-Gaussian distribution in the low SNR regime.
In the high SNR regime, however, this is not the case.
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Table 5.1: Simulation system parameter
Parameter Value
Carrier frequency (ν0) 193.41THz
Fibre attenuation (αfibre) 0.20dB km
−1
Fibre group-velocity dispersion (β2) −21.67ps2km−1
Fibre nonlinearity (γ) 2.0W−1km−1
Phonon occupancy factor (KT ) 1.13
Propagation distance 500, 2000km
Propagation step-size 0.1km
5.7 Memoryless property of the discrete-time
channel model
In this section, we present numerical simulations to verify the memoryless
assumption for the discrete channel model in Sec. 5.5. To this end, we sim-
ulated the propagation of sequences of, for instance, N = 10 soliton symbols
through the scalar waveform channel given by Eq. (5.5). Two launched powers
(−1.5 and 1.45 dBm) and two propagation distances (500 km and 2000 km) are
considered. The simulations were carried out via the standard SSFT method.
The soliton amplitudes were generated as IID samples from a Rayleigh input
distribution (see Eq. (5.44)) and the variance of X was chosen to be 1.25 and
20, so that the resulting soliton waveforms have powers of −1.5 and 1.45 dBm,
respectively. The transmitted waveform x(τ) was created using (5.33) at a
symbol rate of 1.7 GBd. In order to guarantee an accurate simulation, the
time-domain samples were taken every 4.6 ps and the step size was 0.1 km.
White Gaussian noise was added at each step to model the IDRA process. The
simulation parameters are similar to those used in [173] and are summarised
in Table 5.1.
Fig. 5.10 shows the waveforms before and after propagation through the
channel given in (5.5). As expected, the received signal is a noisy version of the
transmitted waveform, where the noise increases as the propagation distance
increases. These results show that doubling the transmission distance and/or
(approximately) doubling the launch power has very little eﬀect in the soliton
shapes. The noisy waveforms shown in Fig. 5.10 were then used to obtain
soliton amplitudes Y , [Y1,Y2, . . . ,Y10] via the forward NFT. Each amplitude
is obtained by processing the corresponding symbol period via the spectral
matrix method [203, Sec. IV-B]. Particularly, the numerical computations of
the discrete eigenvalues of the Zakharov-Shabat system of equations Eq. (5.11)
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(b) Launch Power is 1.45 dBm (Var[X] = 20)
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Figure 5.10: Continuous-time input x(τ) and output y(τ) soliton waveforms for
10 solitons and distributed noise due to DRA. Two launch powers
are considered: (a) −1.5 dBm and (b) 1.45 dBm. The solitons are
propagated 500 and 2000 km.
have been done by means of the so-called Fourier collocation method [204]
(see also Appendix B). A brief description of this quite accurate and reliable
method is given in Appendix B. In order to test the memoryless assumption,
we perform a simple correlation test. In particular, we consider the normalised
output symbol correlation matrix, whose entries are deﬁned as
ckk′ ,
E [(Yk−E [Yk ]) (Yk′−E [Yk′ ])]
E [Yk ] E [Yk′ ]
. (5.69)
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The obtained correlation matrices are shown in Fig. 5.11, where statistics
were gathered by performing 103 Monte-Carlo runs of the signal propagation.
As we can see from Fig. 5.11, the matrices are almost diagonal. Since our com-
munication channel is believed to be non-Gaussian, the absence of correlation
does not, of course, necessarily imply the memoryless property (understood
here as the statistical independence). However, it does constitute an impor-
tant quantiﬁcation of the qualitative criterion exp(−AkTs)≪ 1 as given in
Sec. 5.5.
5.8 Asymptotically vanishing rate loss
Let us now address the impact of the cut-oﬀ aˆ we have introduced in
Sec. 5.5. All our results for continuous input distributions have been obtained
for the input distributions that are not bounded away from zero (see Eqs (5.44),
(5.65), (5.66), (5.67)). Therefore, symbols Xk are generated below the thresh-
old xˆ=
√
aˆ, where the channel law we considered does not hold. We shall now
only examine here the case of the Rayleigh input Eq. (5.44) as this distribution
was used to obtain the main result of this chapter. We will prove that in the
high-power (i.e., high SNR) regime, the eﬀect of the cut-oﬀ on the achievable
data rate tends to zero. To do so, we note that for ﬁxed ﬁbre parameters and
propagation distance, the cut-oﬀ xˆ2 = aˆ =max [ aˆnoise , aˆinter ] is also supposed
to be ﬁxed, while σ2S = ρσ
2
N grows linearly with SNR. In other words, one can
achieve high SNR at the expense of high power solitons for ﬁxed noise variance.
One possible way of showing that the eﬀect of the cut-oﬀ on the achievable
rate is zero as SNR tends to inﬁnity is to consider a transmitter which gen-
erates a dummy symbol every time Xk ≤ xˆ. The value of the threshold xˆ is
message-independent, and thus, can be assumed to be known to the receiver
which will discard sub-threshold symbols. This allows us to keep the main
results of the paper at the expense of a data rate loss (since part of the time,
dummy symbols are transmitted). The probability of such “outage” event η is
given by an the integral of the input distribution from zero to the threshold.
For the Rayleigh input PDF Eq. (5.44) this probability is given by
η = 1− exp
(
− aˆ
σ2S
)
. (5.70)
Therefore, asymptotically η(ρ) ≈ aˆ/
(
ρσ2N
)
→ 0 when ρ→∞. The average
rate loss is then given by 1−η(ρ), which obviously tends to zero as ρ→∞.
An alternative and more mathematically rigorous solution to the prob-
5.8. Asymptotically vanishing rate loss 141
(a) Launch Power is −1.5 dBm (Var[X] = 1.25)
2 4 6 8 10
2
4
6
8
10
k
k
′
After 500 km
0.05
0.10
0.15
0.20
ckk′
2 4 6 8 10
2
4
6
8
10
k
k
′
After 2000 km
0.05
0.10
0.15
0.20
ckk′
(b) Launch Power is 1.45 dBm (Var[X] = 20)
2 4 6 8 10
2
4
6
8
10
k
k
′
After 500 km
0.10
0.20
ckk′
2 4 6 8 10
2
4
6
8
10
k
k
′
After 2000 km
0.10
0.20
ckk′
Figure 5.11: Normalised output symbol correlation matrices for the two launch
powers and propagation distances in Fig. 5.10.
lem mentioned above is to consider directly the diﬀerence between the MI
asymptote obtained in the current chapter (see i.e.,Theorem 5.6.9), and that
obtained by a truncated input Rayleigh distribution which simply does not
generate sub-threshold symbols. This diﬀerence can be shown to tend to zero
as ρ→∞.
Here, we shall prove that considering a more realistic signalling scheme
with an input distribution bounded (truncated) away from zero gives the same
results as Theorem 5.6.9 in the limit of large average power σS →∞. To this
end, consider a system where the transmitted amplitudes X are drawn from
a Rayleigh distribution with PDF given in (5.44). Let us now introduce a
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threshold xˆ of amplitudes realisations below which our channel law model is
expected to be inapplicable. Let us now introduce an alternative system where
the symbols X˜ are drawn from a “truncated” Rayleigh distribution with PDF
pX˜(x) =
1
1−η pX(x)H(x− xˆ), x ∈ [xˆ,∞), (5.71)
where H(x− xˆ) is the Heaviside step function, and η is deﬁned as
η , P [X < xˆ] . (5.72)
This probability can be expressed as
η =
xˆ∫
0
pX(x)dx=
2
σ2S
xˆ∫
0
xexp
(
−x
2
σ2S
)
dx (5.73)
= 1− exp
(
− xˆ
2
σ2S
)
. (5.74)
As discussed in Sec. 5.5, the threshold xˆ is a constant, and thus, limσS→∞ η=0.
In order to prove that the rate loss tends to zero, we shall prove that
limσs→∞
[
IX,Y − IX˜,Y˜
]
= 0, or equivalently,
lim
σs→∞
[
hY −hY˜
]
= 0 (5.75)
and
lim
σs→∞
[
hY˜ |X˜ −hY |X
]
= 0. (5.76)
To prove (5.75), we have the following:
pY˜ (y) =
∞∫
0
pY |X(y|x)pX˜(x)dx (5.77)
=
1
1−η
∞∫
xˆ
pY |X(y|x)pX(x)dx (5.78)
≤ 1
1−η
∞∫
0
pY |X(y|x)pX(x)dx (5.79)
=
1
1−η pY (y). (5.80)
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The Kullback-Leibler divergence (relative entropy) between the distribu-
tions pY˜ (y) and pY (y) is deﬁned as
D
(
pY˜ (y)‖pY (y)
)
, E
[
log
pY˜ (Y )
pY (Y )
]
(5.81)
=
∞∫
0
pY˜ (y) log
pY˜ (y)
pY (y)
dy (5.82)
≤ log 1
1−η
∞∫
0
pY˜ (y)dy (5.83)
=− log (1−η) (5.84)
=
xˆ2
σ2S
. (5.85)
Using the nonnegativity property of the relative entropy together with (5.85),
we obtain
lim
σS→∞
D
(
pY˜ (y)‖pY (y)
)
= 0 . (5.86)
Using the fact that the relative entropy is zero if and only if pY˜ (y) = pY (y)
almost everywhere [32, Theorem 8.6.1], we conclude that (5.75) is fulﬁlled since
the integrands in the diﬀerential entropy integrals diﬀer on a set with measure
zero.
Let us now turn to the ﬁrst conditional diﬀerential entropy in (5.76), for
which we have
hY˜ |X˜ ,−
∞∫
0
∞∫
0
pY |X(y|x)pX˜(x) logpY |X(y|x)dxdy (5.87)
=
∞∫
0
pX˜(x)g(x)dx, (5.88)
where
g(x),−
∞∫
0
pY |X(y|x) logpY |X(y|x)dy (5.89)
represents the conditional diﬀerential entropy of pY |X(y|x), and pY |X(y|x) is
given by the noncentral chi-distribution (5.39).
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Using (5.71), the conditional diﬀerential entropy hY˜ |X˜ can be expressed
as
hY˜ |X˜ =
1
1−η
∞∫
xˆ
pX(x)g(x)dx, (5.90)
=
1
1−η


∞∫
0
g(x)pX(x)dx−
xˆ∫
0
g(x)pX(x)dx

 (5.91)
=
hY |X
1−η −
1
1−η
xˆ∫
0
g(x)pX(x)dx. (5.92)
The ﬁrst term on the right-hand side of (5.92) tends to the conditional
entropy of the untruncated distribution. We shall now prove that the last
(integral) term in (5.92) tends to zero when σS →∞. We note that according
to (5.44) the input distribution pX(x) tends to zero uniformly in the interval
[0, xˆ] as σS →∞. Then, according to the bounded convergence theorem, in
order to prove that integral term in (5.92) is asymptotically vanishing, it is
suﬃcient to prove that the function g(x) remains bounded within the interval
[0, xˆ]. We shall do so by providing separate upper and lower bounds for this
function.
The upper bound for g(x) can be obtained by considering a relative
entropy between the channel law pY |X(y|x) and an auxiliary distribution
p⋄Y (y) supported on [0,∞). Since the relative entropy is always positive (see
Eq. (2.12)), it readily provides an upper bound for the diﬀerential entropy
(5.89), namely,
g(x)≤−E [ logp⋄Y (Y ) ] =−
∞∫
0
dy pY |X(y|x) logp⋄Y (y) . (5.93)
Choosing a half-Gaussian distribution
p⋄Y (y) =
2√
π
exp
(
−y2
)
,
immediately gives an upper bound
g(x)≤ E
[
Y 2
]
− log
(
2√
π
)
.
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The second-moment for the noncentral chi distribution is readily available,
e.g., from (5.40), leading to the following upper bound:
g(x)≤ x2+nσ2N +log
√
π
2
. (5.94)
Note that this upper bound is bounded inside an arbitrary ﬁnite interval [0, xˆ].
Establishing a lower bound for g(x) is slightly more involved. The ﬁrst step
is to transform the noncentral chi distribution into a noncentral chi-squared
distribution by making the following change of variable in the integral (5.89):
z = 2y2/σ2N . Introducing the additional notation λ = 2x
2/σ2N and n = k/2,
where k is a number of degrees of freedom of noncentral chi-squared distribu-
tion, we obtain
pZ|Λ(z|λ) =
1
2
(
z
λ
)(k−2)/4
exp
(
−z+λ
2
)
I(k−2)/2
(√
λz
)
, z ∈ [0,∞). (5.95)
We can now express g(x) in (5.89) as an average with respect to the noncentral
chi-squared distribution:
g(λ) =−
∞∫
0
pZ|Λ(z|λ) log
[
23/2 z1/2
σN
pZ|Λ(z|λ)
]
dz (5.96)
= g(1)(λ)+g(2)(λ)+
3
2
log2− logσN , (5.97)
where we have introduced two functions: g(1)(λ), which represents the diﬀer-
ential entropy of the noncentral chi-squared distribution pZ|Λ(z|λ), i.e.,
g(1)(λ),−
∞∫
0
dz pZ|Λ(z|λ) logpZ|Λ(z|λ) , (5.98)
and g(2)(λ), which stands for minus half of the so-called expected-log, i.e.,
g(2)(λ),−1
2
E [ logZ ] . (5.99)
The motivation for the above transformation stems from the fact that it
has been proven in [205] that the noncentral chi-squared distribution function
(5.95) is log-concave (i.e., log of pZ|Λ(z|λ) is concave) if the number of degrees
of freedom k ≥ 2, i.e.,n ≥ 1, which is always the case. On the other hand,
the diﬀerential entropy of any log-concave distribution function can be lower-
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bounded as [206, Theorem 3]
g(1)(λ)≥ log
(
2
√
Var[Z]
)
=
1
2
log(k+2λ)+
3
2
log2. (5.100)
Finally, let us now provide a lower bound for g(2)(λ) in (5.99). This can be
obtained by applying Jensen’s inequality:
g(2)(λ)≥−1
2
logE [Z] =−1
2
log(k+λ) . (5.101)
Combining (5.97), (5.100), and (5.101), and returning to the original notation,
we obtain
g(x)≥ 1
2
log
(
2x2+nσ2N
x2+nσ2N
)
− log σN +3log2. (5.102)
This lower bound on g(x) is bounded inside an arbitrary ﬁnite interval x∈ [0, xˆ].
Thus, the function g(x) in the integral (5.92) is uniformly bounded via (5.94)
and (5.102) in [0, xˆ]. Since in the asymptotic limit σS →∞ one has η → 0
and pX(x)→ 0 from (5.92), it follows that (5.76) is fulﬁlled as well, which
concludes the proof.
5.9 Summary
The channel law for amplitude-modulated solitons transmitted through
an NL optical ﬁbre with ideal distributed ampliﬁcation and a receiver based
on the forward NFT is a noncentral chi-distribution with 2n degrees of free-
dom, where n = 2 and n = 3 correspond to the single- and dual-polarisation
cases, respectively. For n= 2 case, an exact closed-form expression for a lower
bound on the capacity of the NL optical ﬁbre channel with no in-line disper-
sion compensation was derived. An asymptotic semi-analytic approximation
for a capacity lower bound for arbitrary n and a Rayleigh input distribution
was developed. It was shown that the lower bounds grows logarithmically with
eﬀective SNR, irrespective to the value of n. Numerical results for other contin-
uous input distributions are also provided. A half-Gaussian input distribution
is shown to give larger rates than a Rayleigh input distribution for n= 1,2,3.
At an SNR of 25 dB, the best lower bounds we developed are approximately
3.68 bit per channel use. The practically relevant case of ASK constellations is
also numerically analysed. For the same SNR of 25 dB, a 16-ASK constellation
yields a rate of approximately 3.45 bit per channel use.
Chapter 6
General Conclusions
We review now the main contributions of this thesis.
Higher information rates are essential to cope with the ever-growing data
demand. Suppressing the impact of optical Kerr nonlinearity in a ﬁbre becomes
one of the main challenges for enhancing the achievable information rates of
optical ﬁbre communication systems. The nonlinear interference process gives
rise to the noise-like distortions in multi-channel WDM optical ﬁbre communi-
cation systems, which severely constrains the achievable capacity. All existing
nonlinearity compensation methods operated over the entire signal bandwidth
can completely suppress deterministic signal-signal interactions, however, the
nonlinear distortions due to interactions between signal and noise are left un-
compensated because of their stochastic nature. This sets certain limitations
on the performance of nonlinearity-compensated optical ﬁbre communication
systems. This also leads to an increased optimum transmitted power in com-
parison with traditional receiver schemes. In this thesis, we proposed an input-
dependent analytical channel model for nonlinearity-compensated optical ﬁbre
communication systems considering the impact of both ﬁrst- and second-order
contributions of signal-noise nonlinear mixing. The proposed analytical model
is successfully veriﬁed for diﬀerent signal modulation formats via numerical
simulations for ultra-wide transmitted bandwidths up to 1 THz. It should
be noted that this analytical approach also allows us to accurately predict
the performance of ultra-wide bandwidth multi-channel transmission systems
with full-ﬁeld nonlinearity compensation at optimum launched powers and be-
yond without using time-consuming and sometimes even intractable numerical
simulations.
It should also be emphasised that the numerical simulations of ultra-wide
bandwidth communication systems beyond 1 THz becomes infeasible, which,
in fact, is a cogent reason behind developing powerful and eﬀective analytical
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methods. In this thesis, the limits on the achievable information rates of ultra-
wideband optical communication systems using 40 nm erbium-doped ﬁbre am-
pliﬁer and 100 nm non-ideal distributed Raman ampliﬁcation are estimated
based on the veriﬁed ﬁrst-order perturbative model at optimum power regime.
In order to increase accuracy, we avoided the assumption of the “whiteness” of
the nonlinear distortion spectra by means of evaluating the nonlinear interfer-
ence for in each individual channel. Higher modulation formats together with
probabilistically-shaped signal constellation were considered to approach the
estimated theoretical limits.
On the other hand, it is now widely accepted that the nonlinear optical
ﬁbre channel capacity remains hugely unexplored. In the second part of the
thesis, we considered the use of optical solitons to encode, transmit and decode
information embedded into the soliton amplitudes, that is, imaginary part of
the nonlinear discrete spectrum. Generally speaking, optical soliton pulses
represent the “natural” solutions of lossless and noiseless NLSE, moreover, as
opposed to any other waveforms, they are able to preserve its spectrum upon
nonlinear transmission. However, the traditional soliton based transmission
systems (i.e., the conventional OOK modulation format), which employ the
energy detection, has a very low spectral eﬃciency of 0.2 bit/s/Hz, and severely
limited by the Gordon-Haus jitter eﬀect, as well as the inter-soliton interac-
tion between the WDM soliton channels. The use of NFT-based detection ap-
proaches is expected to be much more powerful and promising than traditional
OOK. For such schemes, a non-Gaussian channel model for the conditional
PDF of well-separated (in time) noise-perturbed soliton amplitudes, address-
ing the continuous modulation of the discrete eigenvalue associated with the
NLSE, was derived and used to study lower bounds on the channel capacity.
Results for propagation of signals over a NL optical ﬁbre using one and two
polarisations were also presented. The results demonstrated both analytically
and numerically that there exist lower bounds on the channel capacity that
display an unbounded growth with the eﬀective SNR, similar to the linear
Gaussian channel. However, it is aslo worth mentioning that all results are
given in bit per channel use only, and thus, they should be considered as a
ﬁrst step towards analysing the more practically relevant problem of channel
capacity in bit per second per unit bandwidth, i.e., the spectral eﬃciency. The
proper deﬁnition of spectral eﬃciency of optical soliton based communication
systems remains a “subtle” problem since optical solitons require an inﬁnite
bandwidth. In order to increase the achievable spectral eﬃciency given in bits
per second per unit bandwidth, in practice, the exponentially decaying tails of
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solitons are supposed to be truncated before propagation through optical ﬁbre.
This, in turn, changes the NFT spectrum and breaks down the integrability
of NLSE. These considerably more challenging problems are left for further
investigation. Importantly, even though optical solitons are able to handle in-
herent ﬁbre Kerr nonlinearity, the obtained spectral eﬃciencies are, so far, not
even competitive with the traditional Nyquist-spaced communication systems,
which is mainly due to relatively large time-bandwidth products.
Apart from the vector soliton channel model we also studied lower bounds
on the capacity of an abstract generalised noncentral chi-channel with an ar-
bitrary number of degrees of freedom. Similar channel models appear in the
study of relatively general systems of noise-driven coupled nonlinear oscilla-
tors [207]. Therefore, we believe that the results for large number of degrees
of freedom might also some day ﬁnd applications in nonlinear communication
channels.
The obtained results for the general noncentral chi-channel are true ca-
pacity lower bounds for that channel model. For the case of the considered ap-
plication (e.g., amplitude-modulated soliton systems), however, the presented
analysis was based on a perturbative-based model which holds at high SNR
regime. This model also does not consider potential interaction between soli-
tons, and thus, the results are limited to solitons well-separated in a time
domain. Another way of interpreting these results is that the obtained ex-
pressions are approximate lower bounds on the capacity of the true channel.
Bounds that consider memory eﬀects are left for further investigation. Further-
more, another interesting open research problem is the derivation of capacity
upper bounds for amplitude-modulated soliton systems. This is also left for
further investigation.
To summarise, in spite of the fact that the current performance of both
soliton and NFT based transmissions is still incomparable with traditional
communication systems, we do believe that these mathematically elegant ap-
proaches, which are entirely suited for nonlinear systems, can pave the way to
the development of drastically non-conventional techniques for coding, modu-
lation, transmission and signal processing for inherently nonlinear optical ﬁbre
communication systems.
Appendix A
Fokker-Plank equation
Here we give a concise description of the Fokker-Plank equation approach to
derive the non-Gaussian channel law of the NL optical ﬁbre channel in the
presence of additive white Gaussian noise arising from optical ampliﬁcation,
which were used in Chapter 5.6 (see Sec. 5.6).
Owing to the low value of D in Eq. (5.7), we can employ adiabatic soli-
ton perturbation theory [179, 208, 209]. Therefore, the scalar soliton pa-
rameters Eqs (5.25)-(5.28) must acquire noisy perturbative terms, which are
well-described in [83]. Omitting some bulky analytical derivations (provided
in, e.g., [179]) and assuming a large propagation distance, we can obtain the
following autonomous Fokker-Planck equation for a joint PDF of soliton fre-
quency Ω and soliton amplitude A in Eq. (5.23). Hence, we have
∂pΩ,A(ω,a ; z)
∂z
=
D
2
a
∂2pΩ,A(ω,a ; z)
∂a2
+
D
6
a
∂2pΩ,A(ω,a ; z)
∂ω2
. (A.1)
Eq. (A.1) can be solved by applying the Fourier transform with respect to Ω
and the Laplace transform with respect to A, therefore, we have
p˜Z,Ξ (ζ,ξ ; z) =
∞∫
−∞
dω eıξω
∞∫
0
dapΩ,A(ω,a ; z)e
−ζa . (A.2)
After this transformation, Eq. (A.1) yields
∂p˜Z,Ξ (ζ,ξ ; z)
∂z
=D
(
m2
6
− ζ
2
2
)
∂p˜Z,Ξ (ζ,ξ ; z)
∂ζ
−Dζ p˜Z,Ξ (ζ,ξ ; z) . (A.3)
Eq. (A.3) can be solved by means of the method of characteristics with the
initial condition p˜Z,Ξ (ζ,ξ ; z)
∣∣∣
z=0
= exp(−ζa0), where a0 is the initial (input)
value of a scalar soliton amplitude. Thus, the solution of Eq. (A.1) can be
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expressed as follows
pΩ,A(ω,a ; z) =
1
2π
∞∫
−∞
dξ p˜A,Ξ
(
a,ξ ; z′
)
e−ıξω , (A.4)
where
p˜A,Ξ
(
a,ξ ; z′
)
=
(
a
a0
)1/2 ξ√
3 sinh
(
ξ√
3
z′
)
× exp
[
− ξ√
3
(a0+a)coth
(
ξ√
3
z′
)]
I1

 2ξ√aa0√
3 sinh
(
ξ√
3
z′
)

 ,
(A.5)
where z′, D2 ·z, and coth(·) is the hyperbolic cotangent. By taking the integral
Eq. (A.4), we obtain the marginal conditional PDF for soliton amplitudes1
pA|A0
(
a|a0 ; z′
)
=
1
z′
√
a
a0
exp
(
− a0+a
z′
)
I1
(
2
√
a0a
z′
)
. (A.6)
Importantly, Eq. (A.6) represents the noncentral chi-squared distribution with
four degrees of freedom and non-centrality parameter 4a0/(z′)2.
1Expression (A.6) is, in fact, the same PDF obtained assuming an energy-detection re-
ceiver (i.e., a receiver based on Eq. (5.43)), as shown in [83, eq. (5.501)].
Appendix B
Fourier collocation method
Here we brieﬂy describe the main steps of the so-called Fourier collocation
method that has been used to numerically evaluate the forward NFT described
in Sec. 5.3. The linear Zakharov-Shabat eigenvalue problem Eq. (5.9) for the
NLSE Eq. (5.5) can be represented as follows1

 − ∂∂t ıq(z, t)
−ıq∗(z, t) ∂∂t



ψ1
ψ2

= ıλ

ψ1
ψ2

 . (B.1)
The key idea of the method relies on taking the discrete Fourier transform
of Eq. (B.1), i.e., taking the discrete Fourier transform of the sampled Jost
functions Ψj,1 [k] , Ψ1(z,mT ;λj), and Ψj,2 [k] , Ψ1(z,mT ;λj) and sampled
input potential (waveform) q0 [k] , q(0,kT ), where T denotes the sampling
period. Thus, the discrete Fourier transforms with number of modes M =
2N +1, where N represents the number of eigenvalues for a given waveform,
are given by
Ψj,1 [k] =
N∑
m=−N
αj [m] exp
(
ı
2πm
M
k
)
, (B.2)
Ψj,2 [k] =
N∑
m=−N
βj [m] exp
(
ı
2πm
M
k
)
, (B.3)
q0 [k] =
N∑
m=−N
γ [m] exp
(
ı
2πm
M
k
)
. (B.4)
In order to compute the appropriate discrete Fourier amplitudes (coeﬃcients)
{αj [m] ,βj [m]}, we substitute Eqs (B.2) (B.3) (B.4) into Eq. (B.1), we then
obtain Zakharov-Shabat system Eq. (B.1), which are written in terms of the
1Here we suppose the absence of continuous spectrum, i.e., Qc(ζ) = 0.
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discrete Fourier transform, we have
Hˆ

Aj
Bj

= λj

Aj
Bj

 , (B.5)
where the non-Hermitian matrix Hˆ is deﬁned as
Hˆ,

 −Cˆ Tˆ
−Tˆ † Cˆ

 , (B.6)
where “†” stands for the Hermitian transpose, and Cˆ is the following time-
diﬀerential diagonal matrix
Cˆ , 2πm
M
diag [−N,−N +1, . . . , N −1,N ] , (B.7)
and Tˆ ∈ CM×M is the following convolution Toeplitz matrix
Tˆ ,


γ [0] γ [−1] . . . γ [−N ] 0 . . . 0
γ [1] γ [0] γ [−1] . . . . . . . . . ...
... γ [1] γ [0] . . . . . . . . . 0
γ [N ] . . . . . . . . . . . . . . . γ [−N ]
0 γ [N ] . . . . . . . . . . . .
...
... . . . . . . . . . . . . . . . γ [−1]
0 . . . 0 γ [N ] . . . γ [1] γ [0]


, (B.8)
and the discrete Fourier vector amplitudes are
Aj ,
[
αj [−N ] ,αj [−N +1] , . . . ,αj [N −1] ,αj [N ]
]T
, (B.9)
Bj ,
[
βj [−N ] ,βj [−N +1] , . . . ,βj [N −1] ,βj [N ]
]T
. (B.10)
For relatively small N the eigenvalues can be computed by using the well-
known QR-algorithm (see, e.g., [210]), whereas for a large N it can be eﬃ-
ciently evaluated via the Arnoldi algorithm (see, e.g., [211, 212])2.
2Both these algorithms have already implemented in MatLab.
Appendix C
Proof of Lemmas 5.6.1 and 5.6.2
Proof of Lemma 5.6.1. As a ﬁrst step, we shall calculate the output distribu-
tion function, which is given by
pY (y) =
∞∫
0
pY |X(y|x)pX(x)dx. (C.1)
Substituting Eq. (5.38) and Eq. (5.44) into Eq. (C.1), we obtain
pY (y),
4y2
σ2Sσ
2
N
exp
(
− y
2
σ2N
) ∞∫
0
exp
(
−σ
2
S+σ
2
N
σ2Sσ
2
N
x2
)
I1
(
2y
σ2N
x
)
dx (C.2)
In order to take the integral (C.2) we should expand the modiﬁed Bessel func-
tion I1(·) into a power series, and then change the order of summation and
integration. Thus, the output distribution reads
pY (y) = 2
√
π
σ2Sσ
2
N (σ
2
S+σ
2
N )
y2 exp
(
−αy2
)
I1/2
(
βy2
)
(C.3)
=
4
σ2S
y exp
(
−αy2
)
sinh
(
βy2
)
, (C.4)
where we have introduced the following notations
α,
σ2S+2σ
2
N
2σ2N (σ
2
S+σ
2
N )
β ,
σ2S
2σ2N (σ
2
S+σ
2
N )
(C.5)
and I1/2(x),
√
2/(πx)sinh(x) denotes the half-order modiﬁed Bessel function
of the ﬁrst kind, and sinh(x) denotes a hyperbolic sine. We now express the
integral of the output diﬀerential entropy for the output distribution function,
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i.e.,
hY ,−
∞∫
0
pY (y) logpY (y)dy (C.6)
as a sum of four integrals by splitting the logarithm of (C.3) as follows
logpY(y) = log
4
σ2S
−αy2+logy+log
[
sinh
(
βy2
)]
, (C.7)
and then compute the contribution of each term separately. Thus, the diﬀeren-
tial output entropy can be represented as follows: hY = h
(1)
Y +h
(2)
Y +h
(3)
Y +h
(4)
Y .
The ﬁrst contribution is given by the following integral [117, Eq. (3.541.1)]:
h
(1)
Y =−
4
σ2S
log
4
σ2S
∞∫
0
y exp
(
−αy2
)
sinh
(
βy2
)
dy (C.8)
=
2
σ2S
log
σ2S
4
∞∫
0
exp(−αt)sinh(βt)dt (C.9)
=
σ2N
σ2S
(
1+
σ2N
σ2S
)
B
(
σ2N
σ2S
,2
)
log
σ2S
4
(C.10)
= logσ2S−2log2, (C.11)
where B(x,y) ,
∫∞
0 (1+ t)
−(x+y)tx−1 dt stands for the Beta function (Euler’s
integral of the ﬁrst kind).
The second integral can be taken using integration by parts:
h
(2)
Y =
4α
σ2S
∞∫
0
y3 exp
(
−αy2
)
sinh
(
βy2
)
dy (C.12)
=
2α
σ2S
∞∫
0
texp(−αt)sinh(βt)dt (C.13)
=
α
σ2S


∞∫
0
texp[−(α−β)t] dt−
∞∫
0
texp[−(α+β)t] dt

 (C.14)
=
α
σ2S
[
1
(α−β)2 −
1
(α+β)2
]
(C.15)
=
(σ2S+2σ
2
N )
2
2σ2N (σ
2
S+σ
2
N )
. (C.16)
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The third one is obtained as
h
(3)
Y =−
4
σ2S
∞∫
0
y exp
(
−αy2
)
sinh
(
βy2
)
logydy (C.17)
=− 1
σ2S
∞∫
0
exp(−αt)sinh(βt) log tdt (C.18)
=
1
2σ2S
{ ∞∫
0
exp[−(α+β)t] log tdt
−
∞∫
0
exp[−(α−β)t] log tdt
}
(C.19)
=
γ
2
− log
√
σ2S+σ
2
N −
σ2N
σ2S
log
√√√√1+ σ2S
σ2N
, (C.20)
where (C.20) follows from [117, Eq. (4.331.1)].
Finally, the forth term can be expressed in closed form as follows
h
(4)
Y =−
4
σ2S
∞∫
0
y exp
(
−αy2
)
sinh
(
βy2
)
log
[
sinh
(
βy2
)]
dy (C.21)
=− 2
σ2S
∞∫
0
exp(−αt)sinh(βt) log [sinh(βt)] dt (C.22)
=
1
σ2Sβ
{ ∞∫
0
exp
[
−
(
α+β
β
)
t
]
log [sinh(t)] dt
−
∞∫
0
exp
[
−
(
α−β
β
)
t
]
log [sinh(t)] dt
}
(C.23)
=− 1
σ2S
2β
(α2−β2)
{
2αβ
α2−β2 − log2
+
1
2β
[
(α−β) ·Hα+β
2β
−
(
α+β) ·Hα−β
2β
]}
(C.24)
=
σ4S−2σ4N
2σ2N (σ
2
S+σ
2
N )
+ψ
(
σ2N
σ2S
)
+γ+log2, (C.25)
where Hn ,
∑n
l=1
1
l is the n-th harmonic number. To pass from (C.23) to
(C.24) we used [213, Eq. (256.14)].
The proof of the theorem is completed by combining all these terms:
(C.11), (C.16), (C.20), and (C.25). 
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Proof of Lemma 5.6.2. Similar to the previous case, we represent the loga-
rithm of a product as a sum of logarithms of the factors, each of which gives
their own contribution to the integral, i.e.,
log
[
pY |X(y|x)
]
= log
(
2
σ2N
1
x
e−x
2/σ2N
)
− y
2
σ2N
+2logy+log
[
I1
(
2xy
σ2N
)]
. (C.26)
Therefore, the diﬀerential conditional entropy deﬁned as the following im-
proper double integral
hY |X ,−
∞∫
0
∞∫
0
pX(x)pY |X(y|x) logpY |X(y|x)dxdy (C.27)
can be split into four diﬀerent terms:
hY |X = h
(1)
Y |X +h
(2)
Y |X +h
(3)
Y |X +h
(4)
Y |X . (C.28)
The ﬁrst term gives
h
(1)
Y |X =
−4
σ2Sσ
2
N
∞∫
0
exp
[
−
(
σ2S+σ
2
N
σ2Sσ
2
N
)
x2
]
log

2e−x2/σ2N
xσ2N

 I(1)(x)dx (C.29)
where the integral I(1)(x) over y is a convergent improper integral and can be
taken by using exactly the same approach as the integral (C.2), we then have
I(1)(x) =
∞∫
0
y2 exp
(
− y
2
σ2N
)
I1
(
2xy
σ2N
)
dy (C.30)
=
∞∫
0
y2 exp
(
−p2y2
)
I1(by)dy (C.31)
=
∞∑
k=0
1
k!(k+1)!
(
b
2
)2k+1 ∞∫
0
y2k+3 exp
(
−p2y2
)
dy (C.32)
=
b
(2p2)2
∞∑
k=0
1
k!
(
b
2p
)2k
(C.33)
=
b2
(2p2)2
exp
(
b2
4p2
)
=
σ2N
2
xexp
(
x2
σ2N
)
, (C.34)
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where to pass from (C.32) to (C.33) we use [117, Eq. (3.462.9)]. Thus, we have
h
(1)
Y |X =−
2
σ2S
∞∫
0
xe−x
2/σ2S log

2e−x2/σ2N
xσ2N

 dx (C.35)
= h(1,1)Y |X +h
(1,2)
Y |X +h
(1,3)
Y |X , (C.36)
where
h
(1,1)
Y |X =
2
σ2S
log
(
σ2N
2
) ∞∫
0
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(
− x
2
σ2S
)
dx (C.37)
=
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σ2S
log
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σ2N
2
) ∞∫
0
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(
−q2x2
)
dx (C.38)
=
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σ2S
log
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σ2N
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)
1
2q2
= log
σ2N
2
. (C.39)
h
(1,2)
Y |X =
2
σ2S
∞∫
0
xexp
(
− x
2
σ2S
)
logxdx (C.40)
=
2
σ2S
∞∫
0
xexp
(
−q2x2
)
logxdx (C.41)
=
1
2σ2S
∞∫
0
exp
(
−q2t
)
log tdt (C.42)
=− 1
2σ2S
1
q2
(γ+2logq) (C.43)
=
1
2
logσ2S−
γ
2
, (C.44)
where (C.43) follows from [117, Eq. (4.331.1)].
h
(1,3)
Y |X =
2
σ2Sσ
2
N
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0
x3 exp
(
− x
2
σ2S
)
dx (C.45)
=
2
σ2Sσ
2
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(
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dx (C.46)
=
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σ2Sσ
2
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1
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. (C.47)
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To sum up all these contributions the ﬁrst term of conditional entropy reads
h
(1)
Y |X = log
σ2N
2
+
1
2
logσ2S+
σ2S
σ2N
− γ
2
. (C.48)
The second term is
h
(2)
Y |X =−
4
σ2Sσ
2
N
∞∫
0
exp
[
−
(
1
σ2S
+
1
σ2N
)
x2
]
I(2)(x)dx, (C.49)
where the integral I(2)(x) is given by
I(2)(x) =− 1
σ2N
∞∫
0
y4 exp
(
− y
2
σ2N
)
I1
(
2xy
σ2N
)
dy (C.50)
=− 1
σ2N
∞∫
0
y4 exp
(
−p2y2
)
I1(by)dy (C.51)
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σ2N
∞∑
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1
k!(k+1)!
(
b
2
)2k+1 ∞∫
0
y2k+5 exp
(
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σ2N
b
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(
b
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=− 1
σ2N
b
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4p2
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)
exp
(
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(C.54)
=−1
2
x
(
x2+2σ2N
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exp
(
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σ2N
)
. (C.55)
We have
h
(2)
Y |X =
2
σ2Sσ
2
N
∞∫
0
x
(
x2+2σ2N
)
exp
(
−x
2
σ2S
)
dx= h(2,1)Y |X +h
(2,2)
Y |X , (C.56)
where
h
(2,1)
Y|X =
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σ2Sσ
2
N
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x3 exp
(
− x
2
σ2S
)
dx (C.57)
=
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σ2Sσ
2
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(
−q2x2
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σ2Sσ
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1
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=
σ2S
σ2N
. (C.59)
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h
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=
4
σ2S
1
2q2
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The second term of conditional entropy h(2)Y |X reads
h
(2)
Y |X =
σ2S
σ2N
+2. (C.63)
The third term is
h
(3)
Y |X =−
8
σ2Sσ
2
N
∞∫
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where
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∞∫
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=
∞∫
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(
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I1(by) logydy (C.66)
=
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1
k!(k+1)!
(
b
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=
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(
b
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=
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=
1
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[
exp
(
b2
4p2
)
−1
]
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+
b
23(p2)2
[
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=
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4
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2
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(
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, (C.73)
where Γ(α,x),
∫∞
x exp(−t)tα−1 dt is the incomplete gamma function, Ei(x),
−∫∞−x t−1 exp(−t)dt is the exponential integral function, Γ(0,x) , −Ei(−x).
To pass from (C.68) to (C.69), the expression [117, Eq. (4.352.1)] was used.
Therefore, the second contribution can be split into following three terms
h
(3)
Y |X = h
(3,1)
Y |X +h
(3,2)
Y |X +h
(3,3)
Y |X , (C.74)
where
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)
, (C.78)
where [117, Eq. (3.411.19)] was used to pass from (C.77) to (C.78). The integral
h
(3,2)
Y |X is the same as that of (C.40), so we have
h
(3,2)
Y |X =−
4
σ2S
∞∫
0
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(
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2
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logxdx (C.79)
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0
xexp
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logxdx (C.80)
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σ2S
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(
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)
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=
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σ2S
1
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(
γ+2logq
)
= γ− logσ2S . (C.82)
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The integral h(3,3)Y |X follows from [214, Eq. (4.2.3)]:
h
(3,3)
Y |X =
2
σ2S
∞∫
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(
−x
2
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dx (C.84)
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− 1
q2σ2S
log
(
1+
q2
p2
)
=− log
(
1+
σ2N
σ2S
)
. (C.86)
Therefore, the third term of conditional entropy h(3)Y |X reads
h
(3)
Y |X = γ− log
(
σ2S+σ
2
N
)
− σ
2
N
σ2S
log
(
1+
σ2S
σ2N
)
. (C.87)
Finally, the last fourth term is
h
(4)
Y |X =−
4
σ2Sσ
2
N
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(
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(
2xy
σ2N
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(C.88)
The following variable substitution is suggested

 ξ = 2xy/σ
2
N
η = y2/σ2N
(C.89)
Its inverse Jacobian is
J−1 ,
∂(ξ,η)
∂(x,y)
=
∣∣∣∣∣∣∣∣∣
2y
σ2
N
2x
σ2
N
0 2y
σ2
N
∣∣∣∣∣∣∣∣∣
=
4y2
σ4N
Changing the order of integration in the new variables one arrives at
h
(4)
Y |X =−
σ2N
σ2S
∞∫
0
I1(ξ) log [I1(ξ)] I(4)(ξ)dξ, (C.90)
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where
I(4)(ξ) =
∞∫
0
exp
[
−η− ξ
2
4η
(
1+
σ2N
σ2S
)]
dη (C.91)
=
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0
exp
[
−
(
ζ
4η
+η
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dη (C.92)
=
√
ζK1
(√
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(C.93)
=
√√√√1+ σ2N
σ2S
ξK1


√√√√1+ σ2N
σ2S
ξ

 , (C.94)
where (C.94) follows from [117, Eq. (3.324.1)]. Hence, the ﬁnal expression of
the fourth contribution of hY |X reads:
h
(4)
Y |X =−
σ2N
σ2S
√√√√1+ σ2N
σ2S
∞∫
0
ξK1


√√√√1+ σ2N
σ2S
ξ

 I1(ξ) log [I1(ξ)] dξ (C.95)
where K1(x) is the modiﬁed Bessel function of the second kind (Macdonald
function) of order one. It is evident that the integral (C.95) cannot be solved
in closed form.
Combining all these terms gives (5.46). 
Appendix D
Proof of Lemmas 5.6.5 and 5.6.6
Proof of Lemma 5.6.5. The output distribution function is
PY (y) =
∞∫
0
pY |X(y|x)pX(x)dx
=
4y3
σ2Sσ
2
N
exp
(
− y
2
σ2N
) ∞∫
0
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[
−
(
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2
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σ2Sσ
2
N
)
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]
I2
(
2y
σ2N
x
)
dx
x
= C(y)
∞∫
0
e−ax
2
x
I2(bx)dx= C(y)I(y) , (D.1)
where we have introduced C(y), 4y
3
σ2
S
σ2
N
e
− y2
σ2
N , a, σ
2
S+σ
2
N
σ2
S
σ2
N
, and b, 2y
σ2
N
.
The integral I(y) in Eq. (D.1) can be calculated as follows
I(y),
∞∫
0
e−ax
2
x
I2(bx)dx
=
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0
e−ax
2
x
∞∑
k=0
1
k!(k+2)!
(
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)2k+2
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=
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k=0
1
k!(k+2)!
(
b
2
)2k ∞∫
0
x2k+1e−ax
2
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=
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8a
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k=0
1
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(
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4a
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8a
(
−4a
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− 16a
2
b4
+
16a2
b4
e
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)
=−2a
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(
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)
− 1
2
. (D.2)
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To solve (D.2), the following function serious was used
∞∑
k=0
xk
(k+2)!
=
ex
x2
− 1
x
− 1
x2
. (D.3)
Therefore, the output distribution function pY (y) is
pY (y) =−2aC(y)
b2
(
1− e b
2
4a
)
− C(y)
2
=
2(σ2S+σ
2
N )y
σ4S

e− y
2
σ2
S
+σ2
N − e
y2
σ2
N

− 2y3
σ2Sσ
2
N
e
− y2
σ2
N (D.4)
The diﬀerential Shannon entropy (2.1) of output given by distribution pY (y)
has no closed-form solution. However, it can be “bluntly” lower-bounded by
using Jensen’s inequality (see, for example, [32]), i.e.,
E [gY (y) ]≥ gY (µ) , (D.5)
where µ, E [Y ] is the mean value of the RV Y and gY (y) is a convex function.
Applying inequality (D.5), we have
hY =−
∞∫
0
pY (y) logpY (y)dy ≥ gY (µ) , (D.6)
where the mean value µ is given by
µ, E [Y ] =
∞∫
0
y pY (y)dy , (D.7)
and the function gY (y) is deﬁned as
gY (y),− log pY (y) . (D.8)
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Note that, the proof of convexity of the distribution function gY (y) is
rather straightforward and omitted here. The mean value µ can be readily
calculated
µ,
∞∫
0
y pY (y)dy =
2(σ2S+σ
2
N )
σ4S
(
I(1)−I(2)
)
− 2
σ2Sσ
2
N
I(3) , (D.9)
where I(1), I(2), and I(3) are the following three simple integrals
I(1) ,
∞∫
0
y2 exp
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2
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2
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)
, (D.10)
I(2) ,
∞∫
0
y2 exp
(
− y
2
σ2N
)
dy =
σ3N
2
Γ
(3
2
)
, (D.11)
I(3) ,
∞∫
0
y4 exp
(
− y
2
σ2N
)
dy =
σ5N
2
Γ
(5
2
)
, (D.12)
hence
µ(ρ) =
√
π
2ρ2
[
(1+ρ)
5
2 − 5ρ
2
−1
]
. (D.13)
Finally, the entropy hY has the following lower bound
h
(LB)
Y =− log
{
2(ρ+1)µ(ρ)
ρ2
[
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(
−µ
2(ρ)
ρ+1
)
− exp
(
−µ2(ρ)
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− 2µ
3(ρ)
ρ
exp
(
−µ2(ρ)
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. (D.14)

167
Proof of Lemma 5.6.6. The diﬀerential condition Shannon entropy is deﬁned
as
hY |X ,−
∞∫
0
pX(x)E
[
logpY |X(y|x)
∣∣∣∣X = x
]
dx. (D.15)
Be representing the logarithm of a product as a sum of the factors, we have
logpY |X(y|x) = log
[
2
σ2N
y3
x2
exp
(
−x
2+y2
σ2N
)
I2
(
2xy
σ2N
)]
= log

 2σ2N
e
− x2
σ2
N
x2

+3logy− y
2
σ2N
+log
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(
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, (D.16)
we then have four diﬀerent contributions, i.e.,
hY |X = h
(1)
Y |X +h
(2)
Y |X +h
(3)
Y |X +h
(4)
Y |X . (D.17)
The 1st-term h(1)Y |X is captured by log

 2
σ2
N
e
−
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σ2
N
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
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x
dx, (D.18)
where the integral I(1)(x) is deﬁned as
I(1)(x),
∞∫
0
y3e
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N . (D.19)
Thus, we have
h
(1)
Y |X =−
2
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Y |X , (D.20)
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where
h
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2
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h
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The ﬁnal expression of the 1st conditional entropy contribution h(1)Y |X reads
h
(1)
Y |X = log
ρ
2
+ρ−ψ(1) . (D.24)
The 2nd-term h(2)Y |X is captured by (3logy) and given by
h
(2)
Y |X =−
12
σ2Sσ
2
N
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0
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[
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dx, (D.25)
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where the integral I(2)(x) is given by
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Next, we use the following decomposition of the digamma function
ψ(k+3) = ψ(k+1)+
1
k+1
+
1
k+2
, (D.27)
and also we introduce the notation u, b
2
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, then we have
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Omitting the details of fairly cumbersome algebraic manipulations, we have
the following analytical closed-form expressions for all these summations
I(2,1)(x),
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Therefore, the integral I(2)(x) is equal to
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Thus, it is convenient to split the 2nd contribution h(2)Y |X into the following
three terms
h
(2)
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Y |X , (D.34)
where
h
(2,1)
Y |X ,−
6
σ2S
∞∫
0
xexp
(
−x
2
σ2S
)
logxdx
=− 3
2σ2S
∞∫
0
exp
(
−q2t
)
log tdt
=
3
2σ2S
(
2log(q)−ψ(1)
q2
)
=−3
2
(
logσ2S+ψ(1)
)
, (D.35)
h
(2,2)
Y |X ,
3
σ2S
∞∫
0
xexp
(
−x
2
σ2S
)
Ei
(
− x
2
σ2N
)
dx
=− 3
2σ2S
∞∫
0
exp
(
−q2t
)
E1
(
p2t
)
dt
=− 2
2σ2S
[
1
q2
log
(
1+
q2
p2
)]
=−3
2
log
(
1+
σ2N
σ2S
)
, (D.36)
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h
(2,3)
Y |X ,−
3
σ2Sσ
2
N
∞∫
0
exp
[
−
(
σ2S+σ
2
N
σ2Sσ
2
N
)
x2
]
×
{
σ4N
x
[
2exp
(
x2
σ2N
)
−1
]
− σ
6
N
x3
[
exp
(
x2
σ2N
)
−1
]}
dx
=− 3
σ2Sσ
2
N
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0
{
σ4N
x
[
2− exp
(
− x
2
σ2N
)]
− σ
6
N
x3
[
1− exp
(
− x
2
σ2N
)]}
exp
(
−x
2
σ2S
)
dx
=−3σ
2
N
2σ2S
[(
2+
σ2N
σ2S
)
log
(
1+
σ2S
σ2N
)
−1
]
. (D.37)
Finally, the 2nd contribution can be expressed as
h
(2)
Y |X =−
3
2

(1+ 1
ρ
)2
log (1+ρ)− 1
ρ
+ψ(1)

 . (D.38)
The 3rd-term h(3)Y |X is captured by
(
− y2
σ2
N
)
is given by the following integral
h
(3)
Y |X =
4
σ2Sσ
4
N
∞∫
0
exp
[
−
(
σ2S+σ
2
N
σ2Sσ
2
N
)
x2
] I(3)(x)
x
dx, (D.39)
where the integral I(3)(x) is given by
I(3)(x),
∞∫
0
y5e
− y2
σ2
N I2
(
2xy
σ2N
)
dy
=
∞∫
0
y5e−p
2y2I2(by)dy
=
3b2
8p8
(
1+
b2
12p2
)
e
b2
4p2 =
2σ4N
2
x2
(
1+
x2
3σ2N
)
e
x2
σ2
N . (D.40)
Thus, we have
h
(3)
Y |X =
6
σ2S
∞∫
0
x
(
1+
x2
3σ2N
)
e
− x2
σ2
S dx (D.41)
= h(3,1)Y |X +h
(3,2)
Y |X ,
172
where
h
(3,1)
Y |X =
6
σ2S
∞∫
0
xe
− x2
σ2
S dx=
6
σ2S
∞∫
0
xe−q
2x2 dx
=
6
σ2S
1
2q2
= 3 , (D.42)
h
(3,2)
Y |X =
2
σ2Sσ
2
N
∞∫
0
x3e
− x2
σ2
S dx
=
2
σ2Sσ
2
N
∞∫
0
x3e−q
2x2 dx=
2
σ2Sσ
2
N
1
2(q2)2
=
σ2S
σ2N
. (D.43)
Thus, the ﬁnal expression of h(3)Y |X is
h
(3)
Y |X = ρ+3 . (D.44)
The 4th-term h(4)Y |X which is captured by log
[
I2
(
2xy
σ2
N
)]
arrives
h
(4)
Y |X =−
4
σ2Sσ
2
N
∞∫
0
∞∫
0
y3
x
e
− x2
σ2
S e
−x2+y2
σ2
N I2
(
2xy
σ2N
)
log
[
I2
(
2xy
σ2N
)]
dxdy . (D.45)
Let us make the change of variables ξ , 2xy
σ2
N
, and η , y
2
σ4
N
. Then, Jacobian is
given by J , ∂(x,y)∂(ξ,η) =
σ4N
4y2
. Substituting and changing the order of integration,
the term h(4)Y |X in the new variables (ξ,η) arrives at
h
(4)
Y |X =−
2σ2N
σ2S
∞∫
0
I2(ξ) log [I2(ξ)]
I(4)(ξ)
ξ
dξ , (D.46)
where
I(4)(ξ),
∞∫
0
η exp
[
−η− ξ
2
4η
(
1+
σ2N
σ2S
)]
dη =
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0
η exp
[
−
(
ξ
4η
+η
)]
dη
=
ξ
2
K2
(√
ξ
)
=
1
2
(
1+
σ2N
σ2S
)
ξ2K2


√√√√1+ σ2N
σ2S
ξ

 . (D.47)
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Thus, the 4th-term h(4)Y |X ﬁnally reads
h
(4)
Y |X =−
σ2N
σ2S
(
1+
σ2N
σ2S
) ∞∫
0
ξK2


√√√√1+ σ2N
σ2S
ξ

I2(ξ) log [I2(ξ)] dξ
=−1
ρ
(
1+
1
ρ
)
F2(ρ) , (D.48)
where the function F2(ρ) is introduced as
F2(ρ),
∞∫
0
ξK2
(√
1+ρ−1 ξ
)
I2(ξ) log [I2(ξ)] dξ . (D.49)
The proof is completed by combining the Eqs. (D.24), (D.38), (D.44),
(D.46).

Appendix E
Proof of Lemmas 5.6.7 and 5.6.8
Proof of Lemma 5.6.7. The MI is invariant under a simultaneous linear re-
scaling of the variables x→ x/σN and y → y/σN . For notation simplicity,
and without loss of generality, throughout this proof we thus assume σ2N = 1.
Furthermore, we study the conditional entropy as a function of ρ= σ2S and all
the results will be given in [nats].
We express the conditional diﬀerential entropy as
hY |X(ρ) =−
∞∫
0
∞∫
0
pX,Y (x,y) logpY |X(y|x)dxdy (E.1)
=− log2−nE [ logY ]+ (n−1)E [ logX ]
+E
[
X2
]
+E
[
Y 2
]
−E [ logIn−1(2XY ) ] , (E.2)
where (E.2) follows from (5.39). In what follows, we will compute the 5 ex-
pectations in (E.2).
The third and fourth terms in (E.2) can be readily obtained using (5.44)
E [ logX ] =
1
2
(logρ+ψ(1)) , (E.3)
E
[
X2
]
= ρ. (E.4)
In order to compute the second and ﬁfth terms in (E.2), we ﬁrst calculate
the marginal output distribution as
pY (y) =
∞∫
0
pX,Y (x,y)dx (E.5)
=
2y
ραn−2
e−
y2
ρ+1

1− e−αy2 n−2∑
k=0
(αy2)k
k!

 , (E.6)
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where the joint distribution pX,Y (x,y) can be expressed using (5.39) and (5.44)
as
pX,Y (x,y) = pY |X(x|y)pX(x)
=
4
ρ
yn
xn−2
exp
(
−x
2+αy2
α
)
In−1(2xy), (E.7)
with
α,
ρ
ρ+1
< 1, (E.8)
and where (E.6) can be obtained using a symbolic integration software. Using
(E.6), we obtain (using a symbolic integration software)
E [ logY ] =
1
2
(αΦ(α,1,n)+ψ(n)) , (E.9)
where ψ(n) is the digamma function, Φ(α,1,n) is given by Eq. (5.60). The
second moment of the output distribution is obtained directly from the channel
input-output relation (5.40), yielding
E
[
Y 2
]
= ρ+n. (E.10)
Substituting (E.3), (E.4), (E.9) and (E.10) into (E.2), we have
hY |X(ρ) =− log2−
n
2
αΦ(α,1,n)− n
2
ψ(n)
+
n−1
2
(logρ+ψ(1))+2ρ+n−h(6)Y |X(ρ), (E.11)
where
h
(6)
Y |X(ρ),
∞∫
0
∞∫
0
pX,Y (x,y) log [In−1(2xy)]dxdy (E.12)
The last step is to compute the term h(6)Y |X(ρ), which using (E.7) can be
expressed as
h
(6)
Y |X(ρ) =
4
ρ
∞∫
0
∞∫
0
yn
xn−2
exp
(
−x
2+αy2
α
)
In−1 (2xy) log [In−1(2xy)]dxdy.
(E.13)
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We then make the change of variables ξ = 2xy, η = y2, with the Jacobian
∂(x,y)/∂(ξ,η) = (4y2)−1, yielding
h
(6)
Y |X(ρ) =
2n−2
ρ
∞∫
0
In−1(ξ) log [In−1(ξ)]
∞∫
0
(
η
ξ
)n−2
exp
(
− ξ
2
4ηα
−η
)
dηdξ.
(E.14)
The integration over η can be performed analytically, yielding
∞∫
0
(
η
ξ
)n−2
exp
(
− ξ
2
4ηα
−η
)
dη = 22−nα(1−n)/2 ξKn−1
(
ξ
α1/2
)
, (E.15)
where Kn(x) is the modiﬁed Bessel function of the second kind of order n.
Using (E.15) in (E.14) gives
h
(6)
Y |X(ρ) =
α(1−n)/2
ρ
∞∫
0
ξKn−1
(
ξ
α1/2
)
In−1(ξ) log [In−1(ξ)] dξ (E.16)
=
α(1−n)/2
ρ
Fn(ρ). (E.17)
The proof is completed by using (E.17) in (E.11), the deﬁnition of α in
(E.8), and by returning to logarithm base 2. 
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Proof of Lemma 5.6.8. From (E.6), it follows that the output entropy can then
be expressed as1
hY (ρ) = log
(
ραn−2
2
)
−E [logY ]+ 1
ρ+1
E
[
Y 2
]
+h(4)Y (ρ), (E.18)
where α is given by (E.8),
h
(4)
Y (ρ), E
[
g
(4)
Y (Y )
]
(E.19)
=
∞∫
0
pX(x)
∞∫
0
pY |X(y|x)g(4)Y (y)dydx (E.20)
=
∞∫
0
pY (y)g
(4)
Y (y)dy, (E.21)
where pY (y) is given by (E.6) and
g
(4)
Y (y),− logf(αy2) (E.22)
f(z), 1− e−z
n−2∑
k=0
(z)k
k!
. (E.23)
Notice that from its deﬁnition it follows that the function f(z) is conﬁned to
the interval 0 ≤ f(z) ≤ 1. We shall now prove that h(4)Y (ρ) decays as O
[
ρ−1
]
or faster when ρ→∞. Indeed, one has
h
(4)
Y (ρ) =−
∞∫
0
2y
ραn−2
e−
y2
ρ+1 f
(
αy2
)
logf
(
αy2
)
dy (E.24)
=− 1
ραn−1
∞∫
0
e−z/ρ f(z) logf(z)dz. (E.25)
Next, one notices that h(4)Y (ρ) is positive and can be upper-bounded as follows
h
(4)
Y (ρ)≤
1
ραn−1
∞∫
0
(−f(z) logf(z)) dz (E.26)
,
C
ραn−1
. (E.27)
It is therefore only left to prove that the integral converges, i.e., that the con-
1Similarly to the previous Lemma, the results in this proof are in given in [nats].
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stant C is ﬁnite. This can be done as follows:
C =
∞∫
0
(−f(z) logf(z)) dz
≤
∞∫
0
(1−f(z)) dz
=
∞∫
0
e−z
n−2∑
k=0
zk
k!
dz
= n−1
<∞,
where in the second line we have used an inequality −x lnx≤ (1−x), x∈ (0,1].
Therefore, asymptotically h(4)Y (ρ) decays not slower than 1/ρ.
The asymptotic expression for the output entropy can be written by com-
bining (E.26), (E.9), (E.10) and (E.18), which yields
hY (ρ) =
1
2
logρ+1− ψ(1)
2
− log2+O
[
ρ−1
]
. (E.28)
The proof is completed by returning to logarithm base 2. It should also be
noted that this asymptote is independent on the order n. 
Acronyms
AIR achievable information rate
ASE ampliﬁed spontaneous emission
ASK amplitude-shift keying
AWGN additive white Gaussian noise
BER bit error ratio
BW bandwidth
DBP digital back propagation
DP dual polarisation
DRA distributed Raman ampliﬁer
EDC electrical dispersion compensation
EDFA erbium-doped ﬁber ampliﬁer
EM electro-magnetic
FF Full-ﬁeld
FT Fourier transform
FWM four-wave mixing
GH Gordon-Haus
GN Gaussian noise
GVD group velocity dispersion
IDRA ideal distributed Raman ampliﬁer
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IID independent identically distributed
ISI inter-symbol interference
IQ in-phase and quadrature
ME Manakov equation
MI mutual information
MZM Mach-Zehnder modulator
NF noise ﬁgure
NFT nonlinear Fourier transform
NL nonlinear
NLC nonlinearity compensation
NLI nonlinear interference
NLSE nonlinear Schro¨dinger equation
OFDM orthogonal frequency-division multiplexing
OOK on-oﬀ keying
OSNR optical signal-to-noise ratio
PDF probability density function
PMD polarisation mode dispersion
PMF probability mass function
PS probabilistic shaping
PSD power spectral density
QAM quadrature amplitude modulation
QPSK quadrature phase-shift keying
RRC root-raised-cosine
RV random variable
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SMF single mode ﬁbre
SNI signal-noise interaction
SNR signal-to-noise ratio
SPM self-phase modulation
SSFT split-step Fourier transform
SSI signal-signal interaction
SSMF standard single-mode ﬁbre
SVE slowly-varying envelope
SVEA slowly varying envelope approximation
WDM wavelength-division multiplexing
XPM cross-phase modulation
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