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Abstract
We prove that on (P7, banner)-free graphs the maximum weight stable set problem is solvable in polynomial time.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A stable set of a graph G is a subset of pairwise non-adjacent vertices of G. The maximum weight stable set (MWS)
problem is the following: Given a graph G = (V ,E) and a weight function w on V, determine a stable set of G having
maximum weight (where the weight of a stable set S is given by the sum of the weights of each s ∈ S). The MWS
problem is called MS problem if all vertices v have the same weight w(v) = 1.
It is well known that MS is NP-hard [18]. In particular, it remains difﬁcult for triangle-free, cubic or planar graphs
(see e.g. [24,14,15]). Also, the argument of [24] implies that MS remains difﬁcult for graphs with no induced cycle of
any ﬁxed length. Then, the results in [1–3] imply that the class of P5-free graphs is the unique minimal class, deﬁned
by forbidding a single connected subgraph, for which the computational complexity of MS is an open question (see
also [4]).
On the other hand, efﬁcient methods for solving MS (or MWS) are known for several graph classes. Let us just focus
on graph with no long induced paths (structure results on such graphs can be ﬁnd in [6,7,12,20]). Efﬁcient methods are
known for MS (or MWS) on several subclasses of such graphs, methods based in general on different approaches.
A recent paper of Brandstädt and Hoàng [10] shows how to combine two of such approaches, namely decomposition
by clique cutsets and decomposition by homogeneous sets, in order to extend some known results on MS for certain
graph classes to MWS. In detail, they prove that MWS can be solved for (P5, banner)-free graphs in O(n3m) time, and
for (P6, C4)-free graphs in O(n3m) time. That extends, respectively, the following results: MS can be solved for (P5,
banner)-free graphs in O(nm) time by using -redundant vertices [11] (see also [19], for an augmenting argument); MS
can be solved for (P6, C4)-free graphs in O(n4) time by using an augmenting argument [23]. Then, the authors [10]
point out that their approach might be useful to extend further known results on MS for certain graph classes to MWS.
In particular they mention the following result of Alekseev and Lozin [5]: MS can be solved for (P7, banner)-free
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graphs in O(n7.5) time by an augmenting argument (see also [16,17] for two extensions: MS can be solved for
(P8, banner)-free graphs in polynomial time by an augmenting argument; MS can be solved for (S1,2,4, banner)-free
graphs in O(n11) time by an augmenting argument, where S1,2,4 is a one vertex extension of P7).
In this paper we prove that, by the approach used in [10], one can solve MWS for (P7, banner)-free graphs inO(n9m)
time.
2. Notation and preliminary results
For any missing notation or reference, let us refer to [9].
Throughout this paper letG=(V ,E) be a ﬁnite undirected graphwithout self-loops andmultiple edges and let |V |=n,
|E|=m. LetU,W be two subsets ofV. LetNU(W)={u ∈ U\W | uv ∈ E} be the set of neighbors ofW in U. IfU =V ,
then we write N(W) instead of NV (W). If W = {v}, then we write NU(v) instead of NU({v}). Let N [v] =N(v)∪ {v}
denote the closed neighborhood of v. The antineighborhood (or nonneighborhood) of v is N(v)=V \N [v]. Let us say
that U has a join (a co-join, respectively) to W, if each vertex in U is adjacent (is non-adjacent) to each vertex in W. In
particular, if U has a join to W, and U = {u}, then let us say that u dominates W.
Throughout this paper, all subgraphs are understood as induced subgraphs. Let G[U ] denote the subgraph of G
induced by the vertex subset U. For any graph F, G is F-free if G contains no induced subgraph isomorphic to F.
A component of G is a maximal connected subgraph of G. A component-set of G is the vertex set of a component of
G. For any subgraph H of G, a vertex not in H is a k-vertex for H (or of H) if it has exactly k neighbors in H. H has no
k-vertex if there is no k-vertex for H.
A Pk has vertices v1, v2, . . . , vk and edges vjvj+1 for 1j < k. A Ck has vertices v1, v2, . . . , vk and edges vjvj+1
for 1jk (index arithmetic modulo k). A banner is a graph of ﬁve vertices a, b, c, d, e and edges ab, bc, cd, da, ae.
A vertex z ∈ V distinguishes vertices x, y ∈ V if zx ∈ E and zy /∈E or zy ∈ E and zx /∈E. Let us also say that a
vertex z distinguishes a vertex set U ⊆ V , z /∈U , if z has a neighbor and a non-neighbor in U. A vertex set M ⊆ V is a
module if no vertex from V \M has either a join or a co-join to M.
Graph G is prime if it contains only trivial modules, i.e. ∅, V and one-elementary vertex sets. A non-trivial module is
called a homogeneous set. The notion of module plays a crucial role in the modular (or substitution) decomposition of
graphs (and other discrete structures), which is basic for the design of efﬁcient algorithms—see e.g. [22] for modular
decomposition of discrete structures and its algorithmic use, and [21] for a linear-time algorithm constructing the
modular decomposition tree of a given graph.
A stable set of G is a set of pairwise non-adjacent vertices of G. A clique of G is a set of pairwise adjacent vertices
of G.
A clique separator (or clique cutset) in G is a clique Q such that G[V \Q] has more components than G. A clique
separator in G can be efﬁciently detected [25–27].
A graph is chordal if it contains no induced Ck , k4.
Theorem 1 (Frank [13]). The MWS problem can be solved for chordal graphs in O(n + m) time.
Given a graph property, let us say that a graph is nearly if for each of its vertices, the subgraph induced by the
set of its antineighbors has property .
Obviously, the MWS problem on a graph G with vertex weight function w can be reduced to the same problem on
antineighborhoods of vertices in the following way:
w(G) = max{w(v) + w(G[N(v)]) | v ∈ V }.
Thus, whenever MWS is solvable in time T on a class with property  then it is solvable on nearly  graphs in time
nT .
Lemma 1. Let G = (V ,E) be a prime (P7, C7, C6, C5,banner)-free graph with no clique cutset. Then G is nearly
C4-free, i.e. G is nearly chordal.
Proof. Assume to the contrary there exists a vertex v of G such that G[V \N [v]] contains a C4 C. Let Z(0) and Z(4)
denote, respectively, the set of 0-vertices and of 4-vertices for C.
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Let A be the set of vertices that belong to a path linking v to C. Let B = A ∩ N(C). Since G has no clique-cutset, B
contains at least two non-adjacent verticesm1 andm2. Consider a shortest pathP linkingm1 andm2 with all intermediate
vertices in A\B. Since the graph obtained by the union of the vertices of P and C is (P7, C7, C6, C5,banner)-free, one
can verify that both m1 and m2 belong to Z(4), and that P contains only three vertices, which means that m1 and m2
have a common neighbor in A.
Let D =Z(4)∩N(Z(0)). The above paragraph implies that B\D is a clique and has a join to D. Then, to conclude
the proof, let us show that D is a clique, i.e., B is a clique-cutset in G, a contradiction.
For any p ∈ Z(0), let M(p)=D∩N(p). For every p ∈ Z(0) one has that: (i) M(p) has a join to D\M(p) (since G
is banner-free); (ii)M(p) is a clique: in fact, otherwise, there exists a non-trivial component-set K of the complement of
G[M(p)]; then, since G is prime, there exists a vertex x of V \M(p)which distinguishes K (in particular x distinguishes
two adjacent vertices of K); that is, x distinguishes two non-adjacent vertices of M(p); but that is not possible since G
is (P7, C7, C6, C5,banner)-free. Then, summarizing, D is a clique. 
Then, let us report the following result.
Theorem 2 (Brandstädt and Hoàng [10]). Let X be a hereditary graph class, i.e., closed under taking induced sub-
graphs. If the MWS problem can be solved in time T for those graphs in X which are prime and have no clique cutset,
then the MWS problem can be solved in time n2T for each graph in X.
By Theorems 1 and 2, Lemma 1, and the above observations, one obtains the following fact.
Theorem 3. The MWS problem can be solved for (P7, C7, C6, C5,banner)-free graphs in O(n3m) time.
Let us conclude with an observation which will be often used in the next section.
Observation 1. Let G = (V ,E) be a graph and t be a natural number. Assume that V can be partitioned into t + 1
sets such that t of them are cliques, while the remaining one, say H, is such that MWS can be efﬁciently solved for each
induced subgraph of G[H ]. Then one can solve MWS for G in polynomial time. In fact, in G[V \H ] there are at most
O(nt ) k-tuple, with k t , of vertices belonging to a maximum weight stable set of G; then, one has just to solve MWS
in G[H\N(K)], for each vertex set K of such k-tuples.
3. Stable sets in (P7, banner)-free graphs
3.1. Structure of (P7, banner)-free graphs containing C7
Throughout this section assume that G is a prime (P7,banner)-free graph with no clique-cutset and containing a
C7 C, say with vertices vi and edges vivi+1, i ∈ {1, . . . , 7} (index arithmetic modulo 7). Let N(C) be the set of
vertices from V \C which are adjacent to some vertex of C. For any subset S of C, let MS be the set formed by those
elements of N(C) which are adjacent to each element of S and are non-adjacent to each element of C\S. In particular,
let us write M1 for S = {v1}, M1,2 for S = {v1, v2}, and so on. Then let us denote as Z(k) the set of the k-vertices
for C.
Since G is (P7, banner)-free, Z(1) ∪ Z(6) = ∅, while each element of Z(2) belongs to some of the sets Mi,i+3,
i ∈ {1, . . . , 7} (index arithmetic modulo 7). Since G is banner-free: each element of Z(3) is adjacent to consecutive
vertices of C, or belongs to some of the sets Mi,i+1,i+4, i ∈ {1, . . . , 7} (index arithmetic modulo 7); each element
of Z(4) is adjacent to consecutive vertices of C, or belongs to some of the sets Mi,i+1,i+4,i+5, i ∈ {1, . . . , 7} (index
arithmetic modulo 7); the elements of Z(5) are adjacent to consecutive vertices of C. Since G is banner-free, for every
subset S of C with |S| = 7, each non-empty set MS is a clique.
Lemma 2. Let Q be a component-set of G[Z(0)]. Then G[Q] is (C7, C6, C5)-free.
Proof. To prove the lemma, assume to the contrary that G[Q] contains an induced C5 or C6 or C7, say D. Let U(D)
be the set of the elements of Q which dominate D. Let K be the component-set of G[Q\U(D)] containing D. Let
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W =N(K)\(Z(7)∪Q). Let Z∗(7)= {z ∈ Z(7) : z is adjacent to some vertex of K}. Let U∗(D)= {u ∈ U(D) : there
exists a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)]}. Notice that N(U(D)\U∗(D))\K ⊆ N(K).
Let z ∈ N(C)\Z(7). Since G is P7-free, there exists no induced P4 with an endpoint in z and the other vertices
in Q. Since G is banner-free, that implies that: if z is adjacent to a vertex k of K, then z dominates D.
The above implies that each element of W dominates D; in particular, each element of W is adjacent to each pair of
non-adjacent vertices of D: since G is banner-free, that implies that W is a clique.
Claim 3.1. Z∗(7) is a clique.
Proof. Let M(k)=N(k)∩Z(7), for every k ∈ K . Notice that, since G is banner-free, M(k) has a join to Z(7)\M(k).
Then to prove the lemma it is sufﬁcient to show that M(k) is a clique for every k ∈ K .
Let k ∈ K . Assume to the contrary that M(k) is not a clique. Then, since G is prime, there exists a vertex of V \M(k)
which distinguishes two non-adjacent vertices of M(k), say z1 and z2 (that comes by considering the component-sets
of the complement of G[M(k)], similarly to the argument of Lemma 1). If a neighbor of k in K is non-adjacent to at
least one vertex from {z1, z2}, then a banner arises. By iterating that observation, one gets that both z1 and z2 dominate
Q. In particular, they are adjacent to each pair of nonconsecutive vertices of D. Then, since G is banner-free and by
the ﬁrst part of the argument of the lemma, one has also that no element of V \(Q ∪ Z(7)) can distinguish z1 and z2.
Summarizing, no vertex of V \M(k) can distinguish z1 and z2—contradiction. 
Claim 3.2. U∗(D) is a clique.
Proof. Let X be the set of vertices of V such that x is the successor of a vertex u ∈ U∗(D) in a path from u to C in
G[{u} ∪ (V \(N(K) ∪ K))]. Let M(x) = N(x) ∩ U∗(D), for every x ∈ X. Notice that, since G is banner-free, M(x)
has a join to U∗(D)\M(x). Then to prove the lemma it is sufﬁcient to show that M(x) is a clique for every x ∈ X.
Let x ∈ X, i.e. x is adjacent to a vertex u ∈ U∗(D) and belongs to a path P in G[V \(N(K) ∪ K)] from x to C.
Assume to the contrary there exists a pair of non-adjacent vertices u1 and u2 in M(x). By construction, no vertex of P
is adjacent to any vertex of D. Then, since G is banner-free, no vertex of P can distinguish u1 and u2. Let y be the ﬁrst
vertex of P such that y is non-adjacent to both u1 and u2 (such a vertex does exist since no vertex of C is adjacent to
u1 and u2). Then y, its predecessor in P, u1, u2 and a vertex of D form a banner—contradiction. 
Claim 3.3. W ∪ Z∗(7) and W ∪ U∗(D) are respectively cliques.
Proof. It follows by the above, since G is banner-free. 
Now, W ∪ U∗(D) ∪ Z∗(7) cannot be a clique, otherwise it would be a clique-cutset separating K from C. Then by
Claim 3.3 there exists z ∈ Z∗(7) and u ∈ U∗(D) such that z is non-adjacent to u. Then: let k ∈ K be adjacent to z; let
v ∈ V \(N(K) ∪ K) be adjacent to u and belong to a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)].
Notice that k is non-adjacent to v, otherwise v ∈ N(K).
Claim 3.4. z is adjacent to v.
Proof. If v /∈Q, i.e. v ∈ N(C)\N(K), then the claim follows since G is banner-free. Then let v ∈ Q, i.e. v ∈
Q\(K ∪ U(D)). Assume to the contrary that z is non-adjacent to v. Then, by deﬁnition of v, there exists an induced
path P of G of endpoints z and v, such that the interior points of P belong to V \(N(K) ∪ K). Now, since z cannot be
adjacent to two non-consecutive vertices of D (otherwise z should be adjacent to u), one obtains that z is non-adjacent
to any vertex of D, otherwise P and four vertices of D would induce a P7. Then each vertex which appears as an interior
vertex in a shortest path in G[K ∪ {z}] from z to D is non-adjacent to at least two consecutive vertices of D (since G is
banner-free). Then P and four vertices of K induce a P7—contradiction. 
Let us show that the above facts lead to a contradiction. Since z is non-adjacent to two non-consecutive vertices of
D (otherwise z should be adjacent to u), one obtains that z is non-adjacent to any vertex of D, otherwise z, u, v and
two opportune non-adjacent vertices of D (a vertex d adjacent to z, and a vertex of D non-adjacent to d) would induce
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a banner. Now, let L be a shortest path in G[K] from k to D. Let q be the element of L adjacent to some element
of D. Then each vertex which appears as an interior vertex in a shortest path in G[K ∪ {z}] from z to D is non-adjacent
to at least two consecutive vertices of D (since G is banner-free). If z is non-adjacent to q, then an element of C, z and
ﬁve elements of K induce a P7. Then, assume z is adjacent to q: if q is adjacent to u, then z, q, u, v and a vertex of D
non-adjacent to q induce a banner; if q is non-adjacent to u, then q is non-adjacent to at least three consecutive vertices
of D (since G is banner-free), that is, an element of C, z, q and four elements of D induce a P7—contradiction. 
Theorem 4. Let G be a prime (P7, banner)-free graph with no clique-cutset, containing a C7 C. Then, for any vertex
c ∈ C, one can solve MWS for G[V \N(c)] in O(n6m) time.
Proof. As already observed at the beginning of this section, N(C)\Z(7) can be partitioned into a bounded num-
ber of cliques. In particular, one can verify that, since G is (P7, banner)-free, for any vertex c ∈ C one has that
(N(C)\Z(7))\N(c) can be partitioned into three cliques. By Lemma 2, each component of G[Z(0)] is (C7, C6, C5)-
free. In particular, for any vertex c ∈ C, each component of G[(Z(0) ∪ C)\N(c)] is (C7, C6, C5)-free. Then, by
Observation 1 and Theorem 3, MWS can be solved for G[V \N(c)] in O(n6m) time. 
3.2. Structure of (P7, banner, C7)-free graphs containing C6
Throughout this section assume that G is a prime (P7, banner, C7)-free graph with no clique-cutset and containing
a C6 C, say with vertices vi and edges vivi+1, i ∈ {1, . . . , 6} (index arithmetic modulo 6). Let N(C) be the set of
vertices from V \C which are adjacent to some vertex of C. For any subset S of C, let MS be the set formed by those
elements of N(C) which are adjacent to each element of S and are non-adjacent to each element of C\S. In particular,
let us write M1 for S ={v1}, M1,2 for S ={v1, v2}, and so on. Then let us denote as Z(k) the set of the k-vertices for C.
Since G is (P7, banner)-free,Z(5)=∅, while each element ofZ(2) belongs to some of the setsMi,i+1, i ∈ {1, . . . , 6}
(index arithmetic modulo 6) orMi,i+3, i ∈ {1, . . . , 6} (index arithmetic modulo 6). Since G is banner-free: the elements
of Z(3) are adjacent to consecutive vertices of C; each element of Z(4) is adjacent to consecutive vertices of C, or
belongs to some of the sets Mi,i+1,i+3,i+4, i ∈ {1, . . . , 6} (index arithmetic modulo 6). Since G is banner-free: for
every subset S of C with 3 |S|4, each non-empty set MS is a clique; Mi,i+3 is a clique for each i ∈ {1, . . . , 6}
(index arithmetic modulo 6).
Lemma 3. Let Q be a component-set of G[Z(0)]. Then G[Q] is (C6, C5)-free.
Proof. To prove the lemma, assume to the contrary that G[Q] contains an induced C5 or C6, say D. Let U(D)
be the set of the elements of Q which dominate D. Let K be the component-set of G[Q\U(D)] containing D. Let
W =N(K)\(Z(6)∪Q). Let Z∗(6)= {z ∈ Z(6) : z is adjacent to some vertex of K}. Let U∗(D)= {u ∈ U(D) : there
exists a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)]}. Notice that N(U(D)\U∗(D))\K ⊆ N(K).
Let z ∈ N(C)\Z(6). Since G is P7-free, there exists no induced P4 with an endpoint in z and the other vertices
in Q. Since G is banner-free, that implies that: if z is adjacent to a vertex k of K, then z dominates D.
The above implies that each element of W dominates D; in particular, each element of W is adjacent to each pair of
non-adjacent vertices of D: since G is banner-free, that implies that W is a clique.
The following claims can be proved similarly to the corresponding ones of Lemma 2.
Claim 3.5. Z∗(6) is a clique.
Claim 3.6. U∗(D) is a clique.
Claim 3.7. W ∪ Z∗(6) and W ∪ U∗(D) are respectively cliques.
Now, W ∪ U∗(D) ∪ Z∗(6) cannot be a clique, otherwise it would be a clique-cutset separating K from C. Then
by Claim 3.7 there exists z ∈ Z∗(6) and u ∈ U∗(D) such that z is non-adjacent to u. Then: let k ∈ K be adjacent
to z; let v ∈ V \(N(K) ∪ K) be adjacent to u and belong to a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)].
Notice that k is non-adjacent to v, otherwise v ∈ N(K).
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Claim 3.8. z is adjacent to v.
Proof. It is similar to that of Claim 3.4 of Lemma 2. 
To conclude the proof of the lemma, one can refer to the argument of the last paragraph in the proof of Lemma 2, in
order to get to a contradiction. 
Lemma 4. Let Q be a component-set of G[Mi], i ∈ {1, . . . , 6}. Then G[Q] is (C6, C5)-free.
Proof. Assume w.l.o.g. i=3. Since G is (P7, banner,C7)-free, each vertex of Q may be adjacent only to elements from
the following sets: M6, M3,6, M5,6, M6,1, M5,6,1, M1,2,3, M2,3,4, M3,4,5, M6,1,2,3, M1,2,3,4, M2,3,4,5, M3,4,5,6, Z(6).
To prove the lemma, assume to the contrary thatG[Q] contains an inducedC5 orC6, sayD. LetU(D) be the set of the
elements ofQwhich dominateD. LetK be the component-set ofG[Q\U(D)] containingD. LetW=N(K)\(Z(6)∪Q).
Let Z∗(6)= {z ∈ Z(6) : z is adjacent to some vertex of K}. Let U∗(D)= {u ∈ U(D) : there exists a path from u to C
in G[{u} ∪ (V \(N(K) ∪ K)]}. Notice that N(U(D)\U∗(D))\K ⊆ N(K).
Let z ∈ M6 ∪ M5,6 ∪ M6,1 ∪ M5,6,1. Since G is P7-free, there exists no induced P5 with an endpoint in z and the
other vertices in Q. Since G is banner-free, z cannot be adjacent at the same time to two elements of Q which are
non-adjacent. This implies that: z may be adjacent in Q only to some element of Q\K .
Let z ∈ M3,6 ∪ (Z(3)\M5,6,1) ∪ Z(4). Since G is P7-free, there exists no induced P4 with an endpoint in z and the
other vertices in Q. Since G is banner-free, that implies that: if z is adjacent to a vertex k of K, then z dominates D.
The above implies that each element of W dominates D; in particular, each element of W is adjacent to each pair of
non-adjacent vertices of D: since G is banner-free, that implies that W is a clique.
The following claims can be proved similarly to the corresponding ones of Lemma 2.
Claim 3.9. Z∗(6) is a clique.
Claim 3.10. U∗(D) is a clique.
Claim 3.11. W ∪ Z∗(6) and W ∪ U∗(D) are respectively cliques.
Now, W ∪U∗(D)∪Z∗(6) cannot be a clique, otherwise it would be a clique-cutset separating K from C\{v3}. Then
by Claim 3.11 there exists z ∈ Z∗(6) and u ∈ U∗(D) such that z is non-adjacent to u. Then: let k ∈ K be adjacent
to z; let v ∈ V \(N(K) ∪ K) be adjacent to u and belong to a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)].
Notice that k is non-adjacent to v, otherwise v ∈ N(K).
Claim 3.12. z is adjacent to v.
Proof. If v ∈ M3,6 ∪ Z(3) ∪ Z(4) ∪ (Z(6)\Z∗(6)), then the claim follows since G is banner-free. Then, let v ∈
M6 ∪M5,6 ∪M6,1 ∪ (Q\(K ∪U(D))). Assume to the contrary that z is non-adjacent to v. Then, to conclude the proof
of the lemma, one can refer to the argument of the last part of the proof of Claim 3.4 of Lemma 2. 
To conclude the proof of the lemma, one can refer to the argument of the last paragraph in the proof of Lemma 2, in
order to get to a contradiction. 
Lemma 5. Let Q be a component-set ofG[Mi,i+1], i ∈ {1, . . . , 6} (index arithmetic modulo 6).ThenG[Q] is (C6, C5)-
free.
Proof. Assume w.l.o.g. i=2. Since G is (P7, banner,C7)-free, each vertex of Q may be adjacent only to elements from
the following sets: M5, M6, M1,6, M2,5, M3,6, M4,5, M5,6, M6,1,2, M1,2,3, M2,3,4, M3,4,5, M2,3,5,6, M5,6,1,2, M6,1,2,3,
M1,2,3,4, M2,3,4,5, M3,4,5,6, Z(6).
To prove the lemma, assume to the contrary thatG[Q] contains an inducedC5 orC6, sayD. LetU(D) be the set of the
elements ofQwhich dominateD. LetK be the component-set ofG[Q\U(D)] containingD. LetW=N(K)\(Z(6)∪Q).
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Let Z∗(6)= {z ∈ Z(6) : z is adjacent to some vertex of K}. Let U∗(D)= {u ∈ U(D) : there exists a path from u to C
in G[{u} ∪ (V \(N(K) ∪ K)]}. Notice that N(U(D)\U∗(D))\K ⊆ N(K).
Let z ∈ M5 ∪ M6 ∪ M5,6 ∪ M6,1,2 ∪ M3,4,5 ∪ M5,6,1,2 ∪ M3,4,5,6. Since G is P7-free, there exists no induced P5
with an endpoint in z and the other vertices in Q. Since G is banner-free, z cannot be adjacent at the same time to two
elements of Q which are non-adjacent. That implies that: z may be adjacent in Q only to some element of Q\K .
Let z ∈ M4,5 ∪M1,6 ∪M2,5 ∪M3,6 ∪M6,1,2,3 ∪M1,2,3,4 ∪M2,3,4,5. Since G is P7-free, there exists no induced P4
with an endpoint in z and the other vertices in Q. Since G is banner-free, that implies that: if z is adjacent to a vertex k
of K, then z dominates D.
About the sets M1,2,3 ∪M2,3,4, since G is P7-free, each element of Q has the same neighborhood in M1,2,3 ∪M3,4,5.
About the set M2,3,5,6, since G is banner-free, Q has a join to M2,3,5,6.
The above implies that each element of W dominates D; in particular, each element of W is adjacent to each pair of
non-adjacent vertices of D: since G is banner-free, that implies that W is a clique.
The following claims can be proved similarly to the corresponding ones of Lemma 2.
Claim 3.13. Z∗(6) is a clique.
Claim 3.14. U∗(D) is a clique.
Claim 3.15. W ∪ Z∗(6) and W ∪ U∗(D) are respectively cliques.
Now, W ∪ U∗(D) ∪ Z∗(6) cannot be a clique, otherwise it would be a clique-cutset separating K from C\{v2, v3}.
Then by Claim 3.15 there exists z ∈ Z∗(6) and u ∈ U∗(D) such that z is non-adjacent to u. Then: let k ∈ K be adjacent
to z; let v ∈ V \(N(K) ∪ K) be adjacent to u and belong to a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)].
Notice that k is non-adjacent to v, otherwise v ∈ N(K).
Claim 3.16. z is adjacent to v.
Proof. If v ∈ M2,5 ∪ M3,6 ∪ Z(3) ∪ Z(4) ∪ (Z(6)\Z∗(6)), then the claim follows since G is banner-free. Then,
let v ∈ M5 ∪ M6 ∪ M1,6 ∪ M4,5 ∪ M5,6 ∪ (Q\(K ∪ U(D))). Assume to the contrary that z is non-adjacent to v.
Then, to conclude the proof of the lemma, one can refer to the argument of the last part of the proof of Claim 3.4 of
Lemma 2. 
To conclude the proof of the lemma, one can refer to the argument of the last paragraph in the proof of Lemma 2, in
order to get to a contradiction. 
Observation 2. Since G is (P7, banner, C7)-free, for i ∈ {1, . . . , 6} (index arithmetic modulo 6) one has that:
if Mi = ∅, then Mi+2 = ∅;
if Mi = ∅, then Mi+1,i+2 = ∅;
if Mi,i+1 = ∅, then Mi+1,i+2 = ∅.
The above relations, their symmetric version and the fact that G is (P7, banner, C7)-free imply that there exists a vertex
c of C such that all the sets of the form Mi\N(c), i ∈ {1, . . . , 6}, or Mi,i+1\N(c), i ∈ {1, . . . , 6} (index arithmetic
modulo 6), have mutually a co-join. Notice that such a vertex c can be efﬁciently detected.
Theorem 5. Let G = (V ,E) be a connected (P7, banner, C7)-free graph, with no clique-cutset, containing a C6 C.
Then there exists a vertex c ∈ C (which can be easily computed) such that one can solve MWS for G[V \N(c)] in
O(n6m) time.
Proof. Let Z′(2) denote the union of the sets Mi,i+1, i ∈ {1, . . . , 6} (index arithmetic modulo 6). As already observed
at the beginning of this section, N(C)\(Z(1) ∪ Z′(2) ∪ Z(6)) can be partitioned into a bounded number of cliques.
In particular, one can verify that, since G is (P7, banner, C7)-free, for any vertex c ∈ C one has that (N(C)\(Z(1) ∪
Z′(2) ∪ Z(6))\N(c) can be partitioned into three cliques. Let c ∈ C, according to Observation 2. Then by Lemmas
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3–5, and sinceZ(0) has a co-join toZ(1)∪Z′(2), one has that each component ofG[(Z(0)∪Z(1)∪Z′(2)∪C)\N(c)]
is (C6, C5)-free. Then, by Observation 1 and Theorem 3, MWS can be solved for G[V \N(c)] in O(n6m) time. 
3.3. Structure of (P7, banner, C6, C7)-free graphs containing C5
Throughout this section assume that G is a prime (P7, banner,C6,C7)-free graphwith no clique-cutset and containing
a C5 C, say with vertices vi and edges vivi+1, i ∈ {1, . . . , 5} (index arithmetic modulo 5). Let N(C) be the set of
vertices from V \C which are adjacent to some vertex of C. For any subset S of C, let MS be the set formed by those
elements of N(C) which are adjacent to each element of S and are non-adjacent to each element of C\S. In particular,
let us write M1 for S ={v1}, M1,2 for S ={v1, v2}, and so on. Then let us denote as Z(k) the set of the k-vertices for C.
Since G is banner-free, the elements ofZ(2)∪Z(3) are adjacent to consecutive vertices of C. Since G is banner-free,
for every subset S of C with 3 |S|4, each non-empty set MS is a clique.
Lemma 6. Let Q be a component-set of G[Z(0)]. Then G[Q] is C5-free.
Proof. To prove the lemma, assume to the contrary thatG[Q] contains an inducedC5, say D. LetU(D) be the set of the
elements ofQwhich dominateD. LetK be the component-set ofG[Q\U(D)] containingD. LetW=N(K)\(Z(5)∪Q).
Let Z∗(5)= {z ∈ Z(5) : z is adjacent to some vertex of K}. Let U∗(D)= {u ∈ U(D) : there exists a path from u to C
in G[{u} ∪ (V \(N(K) ∪ K)]}. Notice that N(U(D)\U∗(D))\K ⊆ N(K).
Since G is P7-free, each element of Q has the same neighborhood in Z(1) ∪ Z(2). Since G is banner-free, Q has
a co-join to Z(4). Let z ∈ Z(3). Since G is P7-free, there exists no induced P4 with an endpoint in z and the other
vertices in Q. Since G is banner-free, that implies that: if z is adjacent to a vertex k of K, then z dominates D.
The above implies that each element of W dominates D; in particular, each element of W is adjacent to each pair of
non-adjacent vertices of D: since G is banner-free, that implies that W is a clique.
The following claims can be proved similarly to the corresponding ones of Lemma 2.
Claim 3.17. Z∗(5) is a clique.
Claim 3.18. U∗(D) is a clique.
Claim 3.19. W ∪ Z∗(5) and W ∪ U∗(D) are respectively cliques.
Now, W ∪ U∗(D) ∪ Z∗(5) cannot be a clique, otherwise it would be a clique-cutset separating K from C. Then by
Claim 3.19 there exists z ∈ Z∗(5) and u ∈ U∗(D) such that z is non-adjacent to u. Then: let k ∈ K be adjacent to z;
let v ∈ V \(N(K) ∪ K) be adjacent to u and belong to a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)].
Notice that k is non-adjacent to v, otherwise v ∈ N(K).
Claim 3.20. z is adjacent to v.
Proof. It is similar to that of Claim 3.4 of Lemma 2. 
To conclude the proof of the lemma, one can refer to the argument of the last paragraph in the proof of Lemma 2, in
order to get to a contradiction. 
Lemma 7. Let Q be a component-set of G[Mi], i ∈ {1, . . . , 5}. Then G[Q] is C5-free.
Proof. Assume w.l.o.g. i = 3. Since G is (P7, banner, C6, C7)-free, each vertex of Q may be adjacent only to elements
from the following sets: M2,3, M3,4, M5,1, M1,2,3, M2,3,4, M3,4,5, M3,4,5,1, M5,1,2,3, Z(5), Z(0).
To prove the lemma, assume to the contrary that G[Q] contains an induced C5, say D. Let U(D) be the set of the
elements ofQwhich dominateD. LetK be the component-set ofG[Q\U(D)] containingD. LetW=N(K)\(Z(5)∪Q).
Let Z∗(5)= {z ∈ Z(5) : z is adjacent to some vertex of K}. Let U∗(D)= {u ∈ U(D) : there exists a path from u to C
in G[{u} ∪ (V \(N(K) ∪ K)]}. Notice that N(U(D)\U∗(D))\K ⊆ N(K).
About the sets M2,3, M3,4, since G is P7-free, each element of Q has the same neighborhood in M2,3 ∪ M3,4.
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Let z ∈ M5,1. Since G is P7-free, there exists no induced P5 with an endpoint in z and the other vertices in Q. Since
G is banner-free, z cannot be adjacent at the same time to two elements of Q which are non-adjacent. That implies that:
z may be adjacent in Q only to some element of Q\K .
Let z ∈ Z(3). Since G is P7-free, there exists no induced P4 with an endpoint in z and the other vertices in Q. Since
G is banner-free, that implies that: if z is adjacent to a vertex k of K, then z dominates D.
About the sets M3,4,5,1, M5,1,2,3, since G is banner-free Q has a join to M3,4,5,1 ∪ M5,1,2,3.
The above implies that each element of W ∗ = W\Z(0) dominates D; in particular, each element of W ∗ is adjacent
to each pair of non-adjacent vertices of D: since G is banner-free, that implies that W ∗ is a clique.
The following claims can be proved similarly to the corresponding ones of Lemma 2.
Claim 3.21. Z∗(5) is a clique.
Claim 3.22. U∗(D) is a clique.
Claim 3.23. W ∗ ∪ Z∗(5) and W ∗ ∪ U∗(D) are respectively cliques.
Let us prove that W ∗ ∪ U∗(D) ∪ Z∗(5) is a cutset separating K from C\{v3}. To this end, let us focus on Z(0).
Since G is P7-free, if a vertex k ∈ K is adjacent to some vertex z ∈ Z(0), then k dominates the component of
G[Z(0)] containing z. Let z ∈ H , where H is a component-set of G[Z(0)], be adjacent to k ∈ K (thus H is domi-
nated by k). Since G is (P7, banner, C6, C7)-free, one can verify that NN(C)\Q(z) ⊆ NN(C)\Q(k). That implies the
assertion.
Now,W ∗ ∪U∗(D)∪Z∗(5) cannot be a clique, otherwise it would be a clique-cutset separating K fromC\{v3}. Then
by Claim 3.23 there exists z ∈ Z∗(5) and u ∈ U∗(D) such that z is non-adjacent to u. Then: let k ∈ K be adjacent
to z; let v ∈ V \(N(K) ∪ K) be adjacent to u and belong to a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)].
Notice that k is non-adjacent to v, otherwise v ∈ N(K).
Claim 3.24. z is adjacent to v.
Proof. If v ∈ Z(3)∪Z(4)∪ (Z(5)\Z∗(5)), then the claim follows since G is banner-free. Then, let v ∈ M2,3 ∪M3,4 ∪
M5,1 ∪ Z(0) ∪ (Q\(K ∪ U(D))). Assume to the contrary that z is non-adjacent to v. Then, to conclude the proof of
the lemma, one can refer to the argument of the last part of the proof of Claim 3.4 of Lemma 2. 
To conclude the proof of the lemma, one can refer to the argument of the last paragraph in the proof of Lemma 2, in
order to get to a contradiction. 
Lemma 8. Let Q be a component-set of G[Mi,i+1], i ∈ {1, . . . , 5} (index arithmetic modulo 5). Then G[Q] is C5-free.
Proof. Assume w.l.o.g. i = 2. Since G is (P7, banner, C6, C7)-free, each vertex of Q may be adjacent only to elements
from the following sets: M2, M3, M5, M4,5, M5,1, M5,1,2, M1,2,3, M2,3,4, M3,4,5, M2,3,4,5, M5,1,2,3, Z(5), Z(0).
To prove the lemma, assume to the contrary that G[Q] contains an induced C5, say D. Let U(D) be the set of the
elements ofQwhich dominateD. LetK be the component-set ofG[Q\U(D)] containingD. LetW=N(K)\(Z(5)∪Q).
Let Z∗(5)= {z ∈ Z(5) : z is adjacent to some vertex of K}. Let U∗(D)= {u ∈ U(D) : there exists a path from u to C
in G[{u} ∪ (V \(N(K) ∪ K)]}. Notice that N(U(D)\U∗(D))\K ⊆ N(K).
Let z ∈ M5 ∪ M4,5 ∪ M5,1 ∪ M5,1,2 ∪ M3,4,5. Since G is P7-free, there exists no induced P5 with an endpoint in z
and the other vertices in Q. Since G is banner-free, z cannot be adjacent at the same time to two elements of Q which
are non-adjacent. That implies that: z may be adjacent in Q only to some element of Q\K .
Let M∗2 = {m ∈ M2 : m is adjacent to some element of M5,1}, and M∗3 = {m ∈ M3 : m is adjacent to some element
of M5,1}.
Let z ∈ M∗2 ∪M∗3 ∪M1,2,3 ∪M2,3,4. Since G is P7-free, there exists no induced P4 with an endpoint in z and the other
vertices in Q (concerning M∗2 ∪ M∗3 , consider that M1,5 has a co-join to Q\K). Since G is banner-free, that implies
that: if z is adjacent to a vertex k of K, then z dominates D.
About the sets M2,3,4,5, M5,1,2,3, since G is banner-free, Q has a join to M2,3,4,5 ∪ M5,1,2,3.
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The above implies that each element of W ∗ =W\(Z(0)∪ (M2\M∗2 )∪ (M3\M∗3 )) dominates D; in particular, each
element of W ∗ is adjacent to each pair of non-adjacent vertices of D: since G is banner-free, that implies that W ∗ is a
clique.
The following claims can be proved similarly to the corresponding ones of Lemma 2.
Claim 3.25. Z∗(5) is a clique.
Claim 3.26. U∗(D) is a clique.
Claim 3.27. W ∗ ∪ Z∗(5) and W ∗ ∪ U∗(D) are respectively cliques.
Let us prove thatW ∗∪U∗(D)∪Z∗(5) is a cutset separating K fromC\{v3}. To this end, let us focus onZ(0),M2\M∗2
and M3\M∗3 . First let us consider Z(0). Since G is P7-free, if a vertex k ∈ K is adjacent to some vertex z ∈ Z(0), then
k dominates the component of G[Z(0)] containing z. Let z ∈ H , where H is a component of G[Z(0)], be adjacent to
k ∈ K (thus H is dominated by k). Since G is (P7, banner,C6,C7)-free, one can verify thatNN(C)\Q(z) ⊆ NN(C)\Q(k).
Then, let us considerM3\M∗3 (by symmetry, the following considerations hold forM2\M∗2 as well). Since G is P7-free,
if a vertex k ∈ K is adjacent to some vertexm ∈ M3\M∗3 , then k dominates the component ofG[M3] containing m. Let
m ∈ H , where H is a component of G[M3], be adjacent to k ∈ K (thus H is dominated by k). Since G is (P7, banner,
C6, C7)-free, one can verify that NN(C)\Q(m) ⊆ NN(C)\Q(k). The above considerations imply the assertion.
Now, W ∗ ∪U∗(D)∪Z∗(5) cannot be a clique, otherwise it would be a clique-cutset separating K from C\{v2, v3}.
Then by Claim 3.27 there exists z ∈ Z∗(5) and u ∈ U∗(D) such that z is non-adjacent to u. Then: let k ∈ K be adjacent
to z; let v ∈ V \(N(K) ∪ K) be adjacent to u and belong to a path from u to C in G[{u} ∪ (V \(N(K) ∪ K)].
Notice that k is non-adjacent to v, otherwise v ∈ N(K).
Claim 3.28. z is adjacent to v.
Proof. If v ∈ Z(3) ∪ Z(4) ∪ (Z(5)\Z∗(5)), then the claim follows since G is banner-free. Then, let v ∈ M∗2 ∪ M∗3 ∪
M5 ∪ M4,5 ∪ M5,1 ∪ Z(0) ∪ (Q\(K ∪ U(D))). Assume to the contrary that z is non-adjacent to v. Then, to conclude
the proof of the lemma, one can refer to the argument of the last part of the proof of Claim 3.4 of Lemma 2. 
To conclude the proof of the lemma, one can refer to the argument of the last paragraph in the proof of Lemma 2, in
order to get to a contradiction. 
Lemma 9. Let Q be a component-set of G[Mi ∪ Mi,i+1], i ∈ {1, . . . , 5} (index arithmetic modulo 5). Then G[Q] is
C5-free.
Proof. The proof may be obtained by combining the proofs of Lemmas 7 and 8. 
Lemma 10. For all i ∈ {1, . . . , 5} (index arithmetic modulo 5):
(i) Mi has a co-join to each Mj with j = i.
(ii) Mi has a co-join to Mi+1,i+2 ∪ Mi+3,i+4.
(iii) Mi,i+1 has a co-join to Mi+1,i+2 ∪ Mi−1,i .
(iv) If an element ofMi is adjacent to an element ofMi−1,i (ofMi,i+1), thenMi+1∪Mi,i+1=∅ (thenMi−1∪Mi−1,i=∅).
(v) If an element of Mi is adjacent to an element of Mi+2,i+3, then Mi−1 (then Mi+1) has a co-join to Mi+1,i+2 (to
Mi+3,i+4).
Proof. It follows since G is (P7, banner, C6, C7)-free. 
A component-set H of G[Z(1) ∪ Z(2)] is:
white if H ⊆ Mi ∪ Mi,i+1 or H ⊆ Mi,i+1 ∪ Mi+1, for some i ∈ {1, . . . , 5} (index arithmetic modulo 5);
gray of type (i, i + 1), for i ∈ {1, . . . , 5} (index arithmetic modulo 5), if H contains at least one vertex from each of
the three sets Mi,Mi,i+1,Mi+1.
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Lemma 11. There exists a vertex c ∈ C such that every component-set H of G[(Z(1) ∪ Z(2))\N(c)] is white.
Furthermore, c can be efﬁciently detected.
Proof. Let us consider the following exhaustive cases.
Case 1: There exists no gray component-set of type (i, i + 1), for every i ∈ {1, . . . , 5} (index arithmetic modulo 5).
Case 1.1: Mi,i+1 has a co-join to Mi+2,i+3 ∪ Mi+3,i+4, for every i ∈ {1, . . . , 5} (index arithmetic modulo 5).
If Mi has a co-join to Mi+2,i+3, for every i ∈ {1, . . . , 5} (index arithmetic modulo 5), then by Lemma 10 the lemma
holds for any c ∈ C.
Otherwise, assume without loss of generality that an element x ∈ M5 is adjacent to an element y ∈ M2,3. By (v) of
Lemma 10: M1 has a co-join to M3,4; M4 has a co-join to M1,2. If M2 has a co-join to M4,5, and M3 has a co-join to
M5,1, then the lemma holds for c= v2 or equivalently for c= v3. If an element of M2 is adjacent to an element of M4,5,
then by (v) of Lemma 10 M3 has a co-join to M5,1: then the lemma holds for c = v2. If an element of M3 is adjacent
to an element of M5,1, then by (v) of Lemma 10 M2 has a co-join to M4,5: then the lemma holds for c = v3.
Case 1.2: An element of Mi,i+1 is adjacent to an element of Mi+2,i+3 ∪ Mi+3,i+4, for some i ∈ {1, . . . , 5} (index
arithmetic modulo 5).
Assume without loss of generality that an element x ∈ M1,2 is adjacent to an element y ∈ M3,4.
Let us prove that M2,3 has a co-join to (Z(1)∪Z(2))\M2,3. Let z ∈ M2,3. If z is adjacent to an element of M5, then
a C7 arises. If z is adjacent to an element of w ∈ M4,5, then a C6 arises (notice that w is non-adjacent to x otherwise a
banner arises). By symmetry, z is non-adjacent to any element of M5,1. Then the assertion follows by Lemma 10.
If M2 has a co-join to M4,5, and M3 has a co-join to M5,1, then the lemma holds for c=v1 or equivalently for c=v4.
If an element of M2 is adjacent to an element of M4,5, then by (v) of Lemma 10 M3 has a co-join to M5,1, and M1 has
a co-join to M3,4: then the lemma holds for c = v2. If an element of M3 is adjacent to an element of M5,1, then by (v)
of Lemma 10 M2 has a co-join to M4,5, and M4 has a co-join to M1,2: then the lemma holds for c = v3.
Case 2: There exists a gray component-set H of type (i, i + 1), for some i ∈ {1, . . . , 5} (index arithmetic modulo 5).
Assume without loss of generality that i = 1. Since G[H ] is connected, by (i) of Lemma 10 there exist an element
of M1 adjacent to an element of M1,2, and an element of M2 adjacent to an element of M1,2. Then, by (iv) of Lemma
10 M5,1 = M5 = M2,3 = M3 = ∅.
If M1 has a co-join to M3,4, and M2 has a co-join to M4,5, then the lemma holds for c=v1 or equivalently for c=v2.
If an element of M1 is adjacent to an element of M3,4, then by (v) of Lemma 10 M2 has a co-join to M4,5: then the
lemma holds for c = v1. If an element of M2 is adjacent to an element of M4,5, then by (v) of Lemma 10 M1 has a
co-join to M3,4: then the lemma holds for c = v2. 
Theorem 6. Let G = (V ,E) be a prime connected (P7, banner,C7, C6)-free graph with no clique-cutset, containing
a C5 C. Then there exists a vertex c ∈ C (which can be easily computed) such that one can solve MWS for G[V \N(c)]
in O(n5m) time.
Proof. As already observed at the beginning of this section, N(C)\(Z(1) ∪ Z(2) ∪ Z(5)) can be partitioned into a
bounded number of cliques. In particular, one can verify that, since G is (P7, banner, C7)-free, for any vertex c ∈ C
one has that (N(C)\Z(5))\N(c) can be partitioned into two cliques. According to Lemma 11, let c ∈ C such that each
component of G[(Z(1)∪Z(2))\N(c)] is white. Then, by Lemmas 7–9, each component of G[(Z(1)∪Z(2))\N(c)] is
C5-free. To conclude the proof, let us consider Z(0). By Lemma 6, each component of G[Z(0)] is C5-free. Let K be a
component-set ofG[Z(0)]. SinceG isP7-free, if a vertex z ∈ Z(1)∪Z(2) is adjacent to a vertex k ∈ K , then z dominates
K. Since G is banner-free, it is not possible that two non-adjacent vertices of Z(1)∪Z(2) dominate K at the same time.
That implies that each component-set of G[Z(0)] has not a co-join to at most one component-set of G[Z(1) ∪ Z(2)],
say H, and that G[H ∪Z] is C5-free. It follows that each component of G[(Z(0)∪Z(1)∪Z(2)∪C)\N(c)] is C5-free.
Then, by Observation 1 and Theorem 3, MWS can be solved for G[V \N(c)] in O(n5m) time. 
3.4. A method for solving MWS for (P7, banner)-free graphs
The method given here is based on that introduced by Brandstädt and Hoàng in [10]. There the authors combine
two approaches, namely decomposition by clique cutsets and decomposition by homogeneous sets, in order to obtain
a binary decomposition tree which gives a reﬁnement of the decompositions obtained separately.
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First, for the sake of completeness, let us report a remark from [27], mentioning [8].
Remark 1 (Whitesides [27]). Let G = (V ,E) be a graph whose vertices are weighted with nonnegative integers,
and suppose that G is composed of two subgraphs G1 = (V1, E1) and G2 = (V2, E2), where V1 ∪ V2 = V , E1 ∪
E2 = E, and V1 ∩ V2 is the vertex set of a clique A of G. Consider the stable sets of G1 that contain no ver-
tex of A, and let S¯1 be one of maximum weight. Also, consider for each vertex a in A the stable sets of G1 that
contain a, and let Sa be one of maximum weight. Now change the weights on the vertices in A: Assign to each
vertex a the new weight max{0, w(Sa) − w(S¯1)}. Let S∗2 be a maximum weight stable set for G2 once the weights
in A have been changed. Finally, denote by S the following set of vertices of G: If S∗2 ∩ A is empty, let
S = S∗2 ∪ S¯1; otherwise, let S = S∗2 ∪ Sa , where S∗2 ∩ A = {a}. According to Remark 4.3 of Boulala and Uhry
[8], S is a maximum weight stable set of G with respect to the original weighting of the vertices, and its weight is
w(S∗2 ) + w(S¯1).
Let us say that the MWS problem for a graph G can be strongly solved in polynomial time if the MWS problem can
be solved in polynomial time for every subgraph of G.
Then let us follow the method introduced in [10], with slight modiﬁcations.
Consider a graph G = (V ,E). Let G[Vi] be the subgraph of G induced by Vi ⊆ V .
If G has a clique cutsetC ⊂ V , then G is decomposed into subgraphsG1=G[V1] andG2=G[V2], with V1=W1∪C
and V2 =W2 ∪C, where W1 is any component-set of G[V \C] and W2 = V \(W1 ∪C). According to Remark 1, if the
MWS problem for G1, G2 can be strongly solved in polynomial time, then so can the problem for G.
If G has a homogeneous set H, then G is decomposed into subgraphs G1 = G[V1] and G2 = G[V2] where V1 = H
and V2 =V \H ∪ {h} for some vertex h in H. It is easy to see that given a decomposition of a graph into two graphs G1,
G2 as above, if the MWS problem for G1, G2 can be (strongly) solved in polynomial time, then so can the problem
for G.
Let us summarize by the following theorem the results of the previous subsections.
Theorem 7. Let G= (V ,E) be a prime (P7, banner)-free graph with no clique-cutset and containing a C7 or a C6 or
a C5. Then there exists a vertex c (which can be easily computed), say a critical vertex of G, such that one can solve
MWS for G[V \N(c)] in O(n6m) time.
Proof. If G contains a C7, then the assertion follows from Theorem 4. If G is C7-free and contains a C6, then
the assertion follows from Theorem 5. If G is (C6, C7)-free and contains a C5, then the assertion follows from
Theorem 6. 
In what follows, let us assume G is a (P7,banner)-free graph.
Then, let us introduce a further decomposition.
If G has no clique cutset, no homogeneous set and is not (C7, C6, C5)-free, i.e. G admits a critical vertex c by
Theorem 7, then G is decomposed into subgraphs G1 =G[V1] and G2 =G[V2] where V1 = V \N(c) and V2 = V \{c}.
It is easy to see that given a decomposition of a graph into two graphs G1, G2 as above, if the MWS problem for G1,
G2 can be (strongly) solved in polynomial time, then so can the problem for G. Let us say that the graph G1 obtained
by such a decomposition is a yellow subgraph of G.
For brevity, let us say that a subgraph of G with no clique cutset, no homogeneous set, and (C7, C6, C5)-free is an
azure subgraph of G.
According to the above three decompositions, one can recursively decompose G1 and G2 in the same way, with the
constraint that azure subgraphs, yellow subgraphs and cliques of G have not to be decomposed, until to obtain azure
subgraphs, or yellow subgraphs or cliques of G. This decomposition can be represented by a binary tree T (G) whose
root is G, the two children of G are G1 and G2, which are in turn the roots of subtrees representing the (possible)
decomposition of G1 and G2. Each leaf of T (G) corresponds either to an azure subgraph, or to a yellow subgraph or
to a clique of G.
The proof of the next result is just an adaptation of the argument of the corresponding result introduced in [10].
Theorem 8. Tree T (G) contains O(n3) nodes.
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Proof. Let us show that each internal node of T (G) can be labeled with a distinct 3-tuple (a, b, c) where a, b, c are
three vertices of G. One only needs to label internal nodes that correspond to graphs with at least three vertices.
Let GX denote the induced subgraph of G that corresponds to an internal node X of T (G).
If G is decomposed by a clique cutset C into two graphs G1, G2, then label X with (a, b, c) where: a is any vertex in
G1 − C; b is any vertex in G2 − C (then a is non-adjacent to b); c is any vertex of G. Let us say X is a node of type 1.
If G has a homogeneous set H, and G is decomposed into subgraphsG1 =G[V1] andG2 =G[V2] where V1 =H and
V2 = V \H ∪ {h} for some vertex h in H, then label X with (a, b, c) in order that: (i) a, b, c are not mutually adjacent;
(ii) either a, b ∈ H and c ∈ V \H , or a ∈ H\{h} and b, c ∈ V \H . Such a 3-tuple does exist, since G is not a clique.
Let us say X is a node of type 2.
If G has no clique cutset, no homogeneous set and is not (C7, C6, C5)-free, i.e. G admits a critical vertex k according
to Theorem 7, and G is decomposed into subgraphsG1 =G[V1] andG2 =G[V2] where V1 =V \N(k) and V2 =V \{k},
then label X with (a, b, c) where: a = k; b is any vertex in V \{k} non-adjacent to k (such a vertex b does exist since k
belongs to an induced C7 or C6 or C5); c is any vertex of G. Let us say X is a node of type 3.
Assume there are two nodes A, B in T (G) with the same 3-tuple (x, y, z), in particular one has x, y, z ∈ GA ∩ GB .
Suppose ﬁrst that B is a descendent of A. Our choice of the labels implies that, whether A is of type 1 or 2 or 3, there
is at least one vertex in the label of GA that does not belong to GB , a contradiction.
Now, we may assume that A is not a descendent of B and B is not a descendent of A. Let X be the lowest common
ancestor of A and B in T (G). For simplicity, we may assume that A(B) either is the left (right) child of X, or is a
descendent of the left (right) child of X. If X is a node of type 2, then A and B can have at most two vertex in common,
and thus cannot have the same 3-tuple. If X is a node of type 3, then either A or B is a yellow subgraph of G, i.e., a leaf
of T (G), a contradiction since A and B are internal nodes of T (G). If X is a node of type 1, then one has x, y, z ∈ C, a
contradiction since we chose x, y, z in order that they are not mutually adjacent. 
Corollary 1. If the MWS problem can be (strongly) solved in polynomial time for every azure subgraph of G and for
every yellow subgraph of G, then so can the problem for G.
Theorem 3 implies that MWS can be (strongly) solved in polynomial time for azure subgraphs of G. Theorem 7
implies that MWS can be (strongly) solved in polynomial time for yellow subgraphs of G. Then by the above one
obtains the following result.
Theorem 9. The MWS problem can be solved for (P7, banner)-free graphs in O(n9m) time.
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