The rapid development of mobile communications requires even higher spectral efficiency. Non-orthogonal multiple access (NOMA) has emerged as a promising technology to further increase the access efficiency of wireless networks. Among several NOMA schemes, it has been shown that sparse code multiple access (SCMA) is able to achieve better performance. In this paper, we consider a downlink MIMO-SCMA system over frequency selective fading channels. For optimal detection, the complexity increases exponentially with the product of the number of users, the number of antennas and the channel length. To tackle this challenge, we propose near optimal low-complexity iterative receivers based on factor graph. By introducing auxiliary variables, a stretched factor graph is constructed and a hybrid belief propagation (BP) and expectation propagation (EP) receiver, named stretch-BP-EP, is proposed. Considering the convergence problem of BP algorithm on loopy factor graph, we convexify the Bethe free energy and propose a convergenceguaranteed BP-EP receiver, named conv-BP-EP. We further consider cooperative network and propose two distributed cooperative detection schemes to exploit the diversity gain, namely, belief consensus-based algorithm and the Bregman alternative direction method of multipliers (ADMM)-based method. Simulation results verify the superior performance of the proposed conv-BP-EP receiver compared with other methods. The two proposed distributed cooperative detection schemes can improve the bit error rate performance by exploiting the diversity gain. Moreover, Bregman ADMM method outperforms the belief consensus-based algorithm in noisy inter-user links.
T HE multiple access techniques have been widely used in mobile communications, e.g., frequency division multiple access (FDMA) [1] , time division multiple access (TDMA) [2] , code division multiple access (CDMA) [3] and orthogonal frequency division multiple access (OFDMA) [4] . All these multiple access schemes allocate the data of different users to orthogonal resources in order to avoid multiuser interference. However, the rapid development of mobile Internet and traffic growth demands a higher spectral efficiency and ubiquitous connections in the next generation wireless communication systems [5] . Non-orthogonal multiple access (NOMA) has been recognized as a promising candidate to address these challenges due to its capability to further increase the system capacity [6] , [7] .
Several NOMA technologies have been proposed in the literature [8] [9] [10] [11] [12] [13] , which can be categorized as: power domain multiplexing and code domain multiplexing. 1 In power domain NOMA, 2 the signals from different users are multiplexed with different power coefficients. At the receiver side, successive interference cancellation is used to perform multiuser detection. Unlike power domain NOMA, the code domain NOMA employs sparse spreading sequences instead of dense ones to reduce interference. Some commonly used code domain NOMA schemes include sparse code multiple access (SCMA) [14] , interleave division multiple access (IDMA) [15] and multi-user shared access (MUSA) [16] . It is shown in [15] that a new spatially coupled IDMA scheme has better performance and lower complexity than SCMA system. Nontheless, compared to IDMA, SCMA can further achieve extra shaping gain due to the optimal design of codebook [6] . Therefore, we focus on SCMA technology in this paper.
In SCMA, bit mapping and spreading are combined together and different bitstreams are mapped to different sparse codewords directly. All codewords are selected from a predefined SCMA codebook set, where the positions of nonzero elements in different codebooks are distinct. In [17] and [18] , systematic approaches for designing SCMA codebooks were proposed. By exploring the low-density codewords, factor graph [19] and message passing algorithm (MPA) [20] can be employed at the receiver with practically feasible complexity [21] . Several multiuser detectors have been proposed for uplink and downlink SCMA scenarios based on MPA. In [22] , the authors proposed a shuffled message passing algorithm to accelerate the convergence rate. Reference [23] presented a fixed low complexity detector for uplink SCMA system based partial marginalization. In [24] , a Monte Carlo Markov Chain (MCMC) based SCMA decoder was proposed which features low complexity when the codebook size is large. In [25] , the authors proposde a low-complexity decoding algorithm based on list sphere decoding (LSD) and they further developed several methods to reduce the size of the search tree. To further improve spectrum efficiency, SCMA can be combined with the multiple-input multipleoutput (MIMO) systems. Different from the orthogonal multiple access, the optimal detection for MIMO-SCMA system suffers from very high computational complexity [26] . In [27] , Gaussian distribution is utilized to approximate data symbols and two low-complexity MPA-based detectors were proposed for MIMO-NOMA system. In wideband communications, channel becomes frequency selective and signal suffers from inter-symbol interference (ISI) [28] , [29] . In [30] and [31] , low-complexity receivers based on MPA were proposed for MIMO systems over frequency selective channels.
It is well known that the belief propagation (BP) method gives the exact marginal when the factor graph is loop free [32] . However, for MIMO-SCMA system over frequency selective channels, due to loops of factor graph representations, BP may fail to converge or easily converge to local minima. This phenomenon can be interpreted from the perspective of variational free energy [33] . The BP rules can be derived from minimizing constrained Bethe free energy. Unfortunately, when the factor graph contains loops, Bethe free energy is no longer convex and the resultant MPA is not guaranteed to converge. To overcome the nonconvexity of Bethe free energy, several approximation methods have been introduced. Treereweighted BP was studied in [34] and [35] , which is based on a distribution over spanning trees of the original factor graph. However, not every belief propagation variants can be represented on spanning trees [36] . Motivated by the fact that free energy can be approximated by linear combinations of several local entropies, it is possible to choose certain counting numbers to form a convexified Bethe free energy. Several works have investigated the choices of counting numbers and presented the condition that ensures the convexity of free energy [36] , [37] . Nevertheless, the conditions have to be specified for different applications, and to the best knowledge of the authors, so far there have been no investigations on the condition in receiver design.
Moreover, for cooperative network in which users are all owed to communication with each other, cooperative detection can be performed by users to achieve diversity gain. Obviously, the basic idea is to share the measurements of all users with each other. Nevertheless, this mechanism is not realistic due to two reasons: 1) transmitting measurements to a possibly distant user is quite power consuming; 2) a multi-hop routing scheme is required to ensure all measurements are collected, which may not be practical. On the contrary, the distributed processing scheme based on cooperation between users in a network is more attractive since it only requires local computations and communications with neighboring users. The distributed cooperative processing method has been widely used in localization and target tracking problems [38] , [39] . For communications, only few papers considered the strategies for base station or receiver cooperation but did not apply them to MPA-based receivers in fading channels [40] [41] [42] .
In this paper, low-complexity receiver design for MIMO-SCMA system over frequency selective channels is studied. We introduce auxiliary variables and represent the factorization of joint posterior distribution by a stretched factor graph. Since directly approximating the probability mass function of discrete symbols as Gaussian leads to performance loss [27] , we employ expectation propagation (EP) [43] to update the messages obtained from channel decoder. Then, using Gaussian approximation of extrinsic information, all messages on factor graph can be parameterized into a Gaussian form, which reduces the computational complexity of message updating significantly. Moreover, considering the proposed BP-EP receiver may fail to converge in the MIMO-SCMA scenario due to the loopy factor graph, we convexify the Bethe free energy and propose a convergence-guaranteed BP-EP receiver.
Secondly, we consider the cooperation between users to improve the detection performance. Based on the observation that global messages on factor graph can be expressed as the product of several local messages calculated at each user, we are able to perform the cooperative detection in a distributed way. We first propose a belief consensus-based scheme. As all messages are Gaussian distributed, only their means and variances are exchanged between users. Then considering that the inter-user links are noisy in practice and the convergence speed of belief consensus method will become rather slow, we propose an alternative direction method of multipliers (ADMM)-based algorithm [44] which aims at minimizing the Kullback-Leibler divergence [45] between global message and the product of local messages. Moreover, the Bregman divergence [46] is employed as the penalty term to enable efficient computations.
In summary, the main contributions of this paper are as follows,
• By introducing auxiliary variables and stretched factor graph, we propose a low-complexity BP-EP message passing receiver for MIMO-SCMA detection over frequency selective fading channels. • Considering the convergence problem of message passing receiver on loopy factor graph, we propose an appropriate solution of counting numbers to convexify the Bethe free energy and derive a convergence-guaranteed BP-EP receiver. • To fully exploit the cooperative gain, two distributed implementations, namely, belief consensus-based method and Bregman ADMM-based method are proposed to perform cooperative detection.
Finally, the proposed algorithms are evaluated via Monte Carlo simulations. The results demonstrate the superior performance of the proposed message passing receivers for MIMO-SCMA system and also show the great potentials of using cooperative detection. The remainder of this paper is organized as follows. In Section II, the system model of the considered MIMO-SCMA is introduced. Section III develops a low-complexity receiver based on stretched factor graph. In Section IV, we propose a convergence-guaranteed receiver by convexifying the Bethe free energy. Two distributed cooperative detection methods are investigated in Section V. Simulation results are shown and discussed in Section VI. Finally, conclusions are drawn in Section VII.
Notations: We use a boldface letter to denote a vector. The superscript T and −1 denote the transpose and the inverse operations, respectively; N denotes the neighboring set of a variable or a function; G(m x , v x ) denotes a Gaussian distribution of variable x with mean m x and variance v x ; | · | denotes the modulus of a complex number or the cardinality of a set; · 2 denotes the 2 norm; ∝ represents equality up to a constant normalization factor; x\x denotes all variables in x except x.
II. PROBLEM FORMULATION

A. System Model
We consider a K-user downlink MIMO-SCMA system, where each user is equipped with a single antenna and the base station is equipped with J transmit antennas. In the orthogonal multiple access scenario, we usually set K ≤ J to avoid interuser interferences. In the non-orthogonal scenario, K can be greater than J and we define = K J as overloading factor. The SCMA encoder is a mapping function that maps every log 2 M coded bits to an J-dimensional SCMA codeword. The codewords are selected from a user-specific SCMA codebook of size M . Let x n k = [x n k,1 , . . . , x n k,J ] T be the transmitted codeword of user k at time instant n, which is a sparse vector with D < J nonzero entries. Then the codewords can be multiplexed over J transmit antennas at the base station. The block diagram of the considered system is illustrated in Fig. 1 .
Let's denote the transmitted symbol at the jth antenna and time instant n by s n j , then s n j is given by
In order to capture the sparse feature of SCMA, a binary indicator vector f k is introduced for user k, where the jth element in f k is given by
The indicate matrix is given as F = [f 1 , . . . , f K ], where the nonzero entries in the jth row denote the conflicting users over the jth antenna while the nonzero entries in the kth column indicate the resources occupied by user k. The signal from base station transmits over frequency selective fading channels with L taps and is received at different users. With the assumption of perfect synchronization between the base station and users, the received signal at user k and time instant n can be further written as
where h l j,k is the lth tap coefficient of the multipath channel between the jth antenna and kth user, and ω n k is additive white Gaussian noise (AWGN) at time instant n with power spectral density N 0 .
B. Probabilistic Model
Assuming that N codewords are transmitted, we further denote X k and y k as transmitted SCMA codewords and received signal samples of the kth user, and X as the transmitted symbols of all users. Assuming perfect channel state information, each user can perform the optimal maximum a posteriori (MAP) detection based on measurement y k , which can be expressed aŝ
Following Bayesian rules, p(X|y k ) reads
where p(X) is the joint a priori distribution and p(y k |X) is the joint likelihood function. Since all transmitted symbols are assumed independent, we have p(X) = j,k,n p(x n k,j ), where p(x n k,j ) is calculated based on the log likelihood ratios (LLRs) of coded bits from the output of channel decoder.
The computational complexity of the optimal MAP receiver in (4) increases exponentially with the product of the number of users, the number of antennas and the channel length. In the following, we develop low-complexity message passing receivers for MIMO-SCMA system. Factor graph representation of the factorization in (7) . For ease of exposition, we only plot the variable vertices connected to the factor node f n k .
III. LOW-COMPLEXITY BP-EP RECEIVER BASED ON STRETCHED FACTOR GRAPH
A. Factor Graph Representation
A factor graph is a bipartite graph representing the factorization of a function, which enables efficient computations of marginals. Since the noise samples at different time instants are uncorrelated, the joint likelihood function p(y k |X) can be factorized as
Consequently, the joint a posteriori distribution can be rewritten as
and can be represented by a factor graph, as depicted in Fig. 2 , where the shorthand notation f n k denotes the local likelihood function corresponding to received sample y n k . We use squares to denote factor vertices and circles to denote variable vertices. A variable vertex x is connected to a factor vertex f via an edge if and only if x is a variable of the function f .
B. Stretched Factor Graph and Low-Complexity BP-EP Receiver
There are two kinds of messages updated on factor graph, i.e., message from factor vertex f to variable vertex x and message from variable vertex x to factor vertex f , denoted by μ f →x (x) and μ x→f (x), respectively. According to the BP rules [20] , μ f →x (x) and μ x→f (x) are given as
and the belief ('approximate marginal') of variable x is given by
Note that in Fig. 2 , JKL variables in total are connected to a factor node. Following (8) , when calculating the message μ f n k →x n k,j (x n k,j ), multi-dimensional integration of f n k over (JKL−1) variables have to be performed. Therefore, the complexity of the BP receiver based on the factor graph in Fig. 2 is O(N (JKL) 2 ), which is huge in MIMO-SCMA systems. To tackle this problem, we introduce auxiliary variables to reduce the number of messages that have to be updated, thereby reducing the complexity of receiver significantly. Let r n k,j = L−1 l=0 h l k,j s n−l j , and the likelihood function in (6) can be rewritten as
where ψ n k = δ(r n k,j −
x n k,j ) denote the equality constraints. Based on the the above factorization, we are able to stretch multiple variables and construct a novel factor graph as illustrated in Fig. 3 , which is named as 'stretched factor graph'.
Based on the rules in (8) and (9), we can update the messages on factor graph as follows.
• Incoming Message μ x n k,j →φ n j (x n k,j ) (EP updating): The message μ x n k,j →φ n j (x n k,j ) can be regarded as the prior distribution p(x n k,j ) of symbols, which is expressed as
where χ i is the ith constellation point, p i can be calculated based on the LLRs of bits from the output of channel decoder. Generally, we can approximate p(x n k,j ) as Gaussian distribution by directly matching the first and second order moments. However, this will lead to performance loss. To solve this problem, we resort to EP which matches the moments of belief instead of the prior distribution [47] . Since information from detector is also exploited, a hybrid BP-EP receiver is expected to improve the performance. Assuming that the message
, the mean and variance of the belief of x n k,j can be expressed as
Consequently, the Gaussian approximation of message μ x n k,j →φ n j (x n k,j ) is given as
• Messages related to φ n j and ψ n k,j (BP updating): After collecting the messages μ x n k,j →φ n j (x n k,j ), ∀k, and assuming that μ s n
with the mean and variance given as follows,
The message from φ n j to s n j can also be expressed as Gaussian distribution with mean and variance as
Similarly, we can obtain the means and variances of the messages μ ψ n k,j →s n−l j (x n k,j ) and μ ψ n k,j →r n k,j as
where m s n j →ψ n k,j and v s n j →ψ n k,j are given as
• Messages related to r n k,j (BP updating): Finally, we calculate the message μ f n k →r n k,j (r n k,j ). As the message μ ψ n k,j →r n k,j is known, the outgoing message from f n k to r n k,j can be calculated as
which is in Gaussian form with parameters
We remark that by introducing the auxiliary variables, the modified factor graph based on (11) is able to reduce the number of integrated messages to (J + K + L − 1), which is much lower than JKL − 1, especially when the number of users and antennas is large.
C. Algorithm Summary
From the expressions in Section III.B, updating the messages relies on other variables. Therefore, the messages on the factor graph are updated iteratively. At the first iteration, since we have no information about the transmitted data symbols, Algorithm 1 Stretched Factor Graph-Based BP-EP Receiver for MIMO-SCMA System Over Frequency Selective Channels 1: Initialization: 2: The incoming messages are initialized as zero mean Gaussian distribution with zero mean and infinite variance; 3: for iter = 1:N Iter do 4: Compute the means and variances of downward messages according to (20) , (21) and (24)-(27); 5: Compute the message from factor vertex f n k to variable vertex r n k,j according to (29)-(30); 6: Compute the means and variances of upward messages according to (18) , (19) and (22), (23); 7: Convert the outgoing messages to LLR and feed them to the channel decoder; 8: Perform standard BP channel decoding; 9: Calculate the incoming messages using EP as in (15) and (16); 10: end for the messages μ g n k,j →x n k,j (x n k,j ), ∀k, j, n are initialized as zero mean Gaussian distribution. Then in each iteration, the mean and variance values of all messages are updated according to the rules derived as in (15)- (30) . After determining the message μ φ n j →x n k,j (x n k,j ), the detector calculates the extrinsic information of bits and feeds them to the channel decoder. After decoding, the channel decoder updates the LLRs of bits and starts the next iteration. The details of the proposed stretched factor graph-base BP-EP receiver is summarized in Algorithm 1.
IV. CONVERGENCE-GUARANTEED BP-EP RECEIVER
The main drawback of the above algorithm based on standard BP is that it does not guarantee convergence in loopy graphs, e.g., the factor graph illustrated in Fig. 3 . Several papers have investigated this issue, e.g., tree reweighted BP and dampening message method. In this section, we first introduce how to obtain belief propagation message updating rules based on the variational free energy framework [32] . Then we propose an iterative message passing receiver with guaranteed convergence by convexifying the Bethe free energy.
A. Variational Free Energy and Belief Propagation
Consider a joint distribution p(x) of random variables x = [x 1 , . . . , x i , . . .] that can be factorized into the product of several non-negative functions as
where a is the index of function f a with arguments x a and x a (x i |i ∈ N(a) ). The factorization in (31) can be represented by a factor graph. Calculating the marginal distribution p(x i ) = x\xi p(x) requires the summation over the states of all variables except x i . The variational method is an efficient way to find approximate solutions for the marginals.
Let b(x) be a positive function approximating p(x), then the variational free energy is defined as the Kullback-Leibler divergence between b(x) and p(x) [45] , i.e.,
where H(b) is the entropy of b(x). We aim to find b(x) which minimizes the variational free energy. To keep consistency with the form of p(x), we employ the Bethe approximation [48] , given by
In (33), b a (x a ) is the joint belief of variables x a and b i (x i ) is the approximate marginal of x i .
Substituting (33) into (32), the Bethe free energy is obtained as
Considering the normalization constraint and marginalization constraint, we can construct the corresponding Lagrangian as
Setting the partial derivatives of L B with respect to β i , β a and β ai to zero result in the normalization constraint and marginalization constraint. Setting ∇ ba(xa) = 0 gives
Similarly, we set ∇ bi(xi) = 0 and obtain
Taking exponential function on both sides of (36) and (37) and setting exp (β ai (
According to the marginalization constraint, integrating all variables in b a (x a ) except
By comparing (40) with (39), we have
which is the same as the message updating rule in (8) .
We further define
which is the rule in (9).
B. Convergence-Guaranteed BP-EP Receiver
In previous subsection, we show that the message updating rules of the standard BP can be derived by minimizing the constrained Bethe free energy. However, in general, the Bethe free energy is non-convex and has several local minima. As a result, BP is not guaranteed to converge.
Using the definition
As shown by Yedidia [32] , the Bethe approximation for entropy can be generalized by linearly combining H i (b) and H a (b) as
where the counting numbers c i and c a satisfy c i = 1 − fa∈N (i) c a . Obviously, c a = 1 corresponds to the Bethe approximation. Consequently, the constrained optimization problem in (35) can be revised as
Based on (44), we can construct a Lagrangian and derive the corresponding message updating rules. Similarly, we use the notations in (8) and (9) to denote the messages, which are updated as
where γ ai = |N (i)|c a /(|N (i)|c a + c i + |N (i)| − 1) and γ ia = |N (i)|/(|N (i)|c a + c i + |N (i)| − 1). The messages μ fa→xi (x i ) andμ xi→fa (x i ) are given as
The detailed derivation of messages (45) and (46) is given in Appendix. Note that in (45)- (48) , if c a = 1 and c i = 1 − |N (i)|, the message updating rules become the standard BP. Based on the general form of Bethe free energy, it is possible to find appropriate counting numbers to form a convex free energy. The prominent tree reweighted BP approximates the free energy as the combination of several entropy terms over spanning trees [35] . Then the edge appearance probability is used as counting number c a to convexify the free energy. Nevertheless, only a few convex free energies can be represented using spanning trees. To this end, we consider a more general condition, as stated in the following proposition.
Proposition 1: The modified Bethe free energy is convergence-guaranteed if there exist non-negative counting numbers c ia , c ii and c aa satisfying
Proof: Substituting (49) and (50) into (34) yields
For the first term on the right hand side of (51), the second order partial derivatives with respect to b a (x a ) equals 0. Therefore the convexity of F B is dominated by the convexity of
To analyze the convexity of H a (b) − H i (b), we borrow the idea from [49] 
The second order partial derivatives of F ai with respect to b a (x a ) and b i (x i ) are expressed as
Convexity of F ai is satisfied if the Hessian matrix with components (54)-(56) is positive semidefinite. For any beliefs
which indicates that F ai is convex. Therefore, under the conditions (49) and (50), the modified Bethe free energy is convergence-guaranteed. From the above equations, various counting numbers can be chosen to obtain different approximate free energy. Since we aim at deriving a convergence-guaranteed version of BP algorithm, the modified free energy should be close to the Bethe free energy. Denoting the counting numbers of Bethe approximation as d a = 1 and d i = 1 − |N (i)|, we need to minimize the l 2 norm c − d 2 , which can be formulated as a quadratic program as 
The above optimization problem can be easily solved using standard solvers and therefore will not be elaborated here. It is well known that for real numbers a and b, (e a ) b = e ab . Therefore, ifμ fa→xi (x i ) is obtained in Gaussian, (μ fa→xi (x i )) γai is still Gaussian with the same mean and variance divided by γ ai . Then similar to Section III-B, Gaussian messages can be derived based on modified message passing rules with c i and c a . The details of the proposed convergenceguaranteed message passing algorithm is summarized in Algorithm 2.
C. Complexity
The complexities of proposed BP-EP receiver based on original and stretched factor graphs have already been analyzed in Section III. B. The complexity of proposed convergenceguaranteed BP-EP receiver is also dominated by the number of messages to be integrated. As the number of integrated messages does not change, the complexity required for message Algorithm 2 Convergence-Guaranteed BP-EP Receiver for MIMO-SCMA System Over Frequency Selective Channels 1: Initialization: 2: The incoming messages are initialized as Gaussian distribution with zero mean and infinite variance; 3: Calculate the counting numbers by solving (58); 4: for iter=1:N Iter do 5: Compute the auxiliary messages from factor vertices to variable vertices according to (47); 6: Compute the auxiliary messages from variable vertices to factor vertices according to (48); 7: Compute the messages μ fa→xi and μ xi→fa using (46) and (45); 8: Convert the outgoing messages to LLR and feed them to the channel decoder; 9: Perform standard BP channel decoding; 10: Calculate the incoming messages using expectation propagation as in (15) and (16); 11: end for passing is still O(N (J + K + L − 1) 2 ). Note that in (58), a quadratic programming should be solved to determine the counting number, which improves the number of operations. Nevertheless, since (58) can be done off-line before perform detection, the complexity of proposed convergence-guaranteed BP-EP receiver is O(N (J +K +L−1) 2 ). In Table I , the computational complexities of different receivers are compared.
V. DISTRIBUTED COOPERATIVE DETECTION
We further consider the MIMO-SCMA system in cooperative network where users are allowed to communicate with each other. Since the transmitted symbols s n j from base station are received by all the users, cooperative detection can be performed to exploit the diversity gain.
Thanks to the factor graph framework, it is possible to represent the relationship of s n j and measurements observed at different users graphically, as illustrated in Fig. 4 . Note that for each user, the stretched factor graph proposed in Section III is adopted and the convergence-guaranteed BP-EP algorithm proposed in Section IV is employed. Denoting μ k (s n j ) as the message to variable vertex s n j based on the measurement of user k, we have
Having the messages μ k (s n j ), ∀k, we can calculate the message μ s n j →φ n j (s n j ) and then derive the extrinsic information corresponding to data symbol x n k,j . Obviously, if the measurements are collected by a central unit, it is easy to obtain μ s n j →φ n j (s n j ) as the product of μ k (s n j ), ∀k. However, transmitting measurements to a possibly distant central unit leads to huge power consumption. On the contrary, using distributed method only requires local communications with neighboring users. By exchanging packets between neighboring users, all users can fully exploit the information related to s n j . In what follows, two distributed cooperative detection methods for the considered MIMO-SCMA system are devised.
A. Belief Consensus-Based Method
Let S k denotes the neighboring set of user k, i.e., every user in S k can communicate with user k. The goal is to determine μ s n j →φ n j (s n j ) ('global message') at each user with only local processing and communications. The belief consensus method is efficient to compute the product of several local functions over the same variable distributively.
With its local message μ k (s n j ) based on measurement y k , user k updates its local belief ρ p+1 k (s n j ) according to standard belief consensus recursion, i.e.,
where the superscript p denotes the index of consensus iterations and η is the update rate. At the first iteration, the local belief is initialized as ρ 0 k (s n j ) = μ k (s n j ). In the standard belief consensus, all users share the a constant updating rate η, which may cause performance loss. The metropolis weight [50] can be used to solve this problem as
with the update rate
With the assumption of Gaussian messages, users are able to exchange parameters of the messages instead of the distribution. In this case, (61) can be rewritten as
where θ p k = [m p k→s n j /v p k→s n j , 1/v p k→s n j ] T represents the parameters to be exchanged. Consequently, users only broadcast θ p k to neighboring users. 3 For a connected graph that each user has at least one neighbor, after running several consensus iterations, all users reach consensus on the global message, i.e., ρ Np k (s n j ) = μ s n j →φ n j (s n j ) 1/K , ∀k [39] . However, when exchanging packets between users, inter-user links may suffer from additive noise, which causes the variance of θ k growing unbounded. To tackle this problem, a vanishing parameter is introduced and (63) is replaced by
where ω ki is the additive noise on link i → k and α p is the vanishing parameter. However, since α p decreases monotonically as the increase of p, the convergence speed of (64) will be rather slow.
B. Bregeman ADMM-Based Method
To reach the consensus, the product of all local beliefs should be as close as possible to the global message. Motivated by this, the distributed processing problem can be reformulated as the minimization of the Kullback-Leibler divergence with the constraint ρ k (s n j ) = ρ i (s n j ):
Considering that ρ k (s n j ) can be characterized by θ k , the objective functional can be minimized subject to θ k = θ i . For decoupling purpose, we define a set of additional variable π ki for each inter-user link, through which the optimization problem can be rewritten as
The optimization problem in (66) subject to equality constraints can be solved by ADMM. In each iteration, ADMM updates variables in a block coordinate fashion by solving the augmented Lagrangian of (66), which is defined as
where c > 0 denotes the penalty coefficient and λ is the associated Lagrangian multipliers. The quadratic penalty term may result in a high complexity when solving (67). To this end, we resort to replacing the quadratic penalty term by Bregman divergence to generalize ADMM. Let ε be a continuously differentiable and strictly convex function, namely, Bregman function. The Bregman divergence is defined as
where ∇ ε (y) is the gradient of ε and · denotes the inner product.
Based on Bregeman divergence, we have the following augmented Lagrangian L Breg (θ, π, λ 
Following the Bregman ADMM, we minimize L B with respect to one set of variables given the others. At the (p+1)th iteration, the updates for Bregman ADMM can be described as
Actually, a series of ε can be chosen to form different Bregman divergences. For efficient computations, we need to find an appropriate Bregman function. In our case, since the messages are in Gaussian form, we employ log partition function as Bregman function. Consequently, the Bregman divergence between two variables is equivalent to the Kullback-Leibler divergence between two Gaussian distributions characterized by these two variables, i.e., B ε (a, b) = D[f (x|a)|f (x|b)]. Then (70)-(72) can be analytically derived as
By exchanging θ p k and π p k in the network, all users can obtain the message μ s n j →φ n j (s n j ) in a distributed fashion. As the penalty parameter c will affect the convergence speed, in this paper we consider that c are different for different users which is varying in each iteration [51] , given as
where t k 2 and ι t k 2 are the primal and dual residuals, defined as
Typical values of κ and τ are suggested as constant κ = 10 and τ = 1.
Proposition 2: Following Bregman ADMM updates rules, all local parameters can reach consensus on the global parameter.
Proof: Note that for all k, the second order partial derivative of the functional D[μ s n j →φ n j (s n j )| k ρ k (s n j )] satisfies
which shows the optimization objective is convex. Moreover, since ε is strictly convex, the Bregman penalty term is also convex. This implies that the optimization problem we are solving is convex and the convergence is guaranteed.
After several iterations, the local belief ρ Np k (s n j ), ∀k characterized by θ Nc k is guaranteed to converge to the global message μ s n j →φ n j (s n j ). Compared to belief consensus-based method, it can be seen the Bregman ADMM-based algorithm requires to transmit an additional variable, which doubles the communication overhead.
If the inter-user links suffer from the additive noise, the updates (73) and (75) can be interpreted as stochastic gradient updates, whose variances have been proved to be bounded values [52] .
C. Algorithm Summary
For the distributed cooperative detection, we assume that each user has obtained the message μ k→s n j (s n j ), ∀k, j, n based on its local measurements, and the goal is to obtain the product of all users' messages distributively. To start with the distributed algorithm, the local belief ρ 0 k (s n j ) is initialized as μ k→s n j (s n j ). Then according to belief consensus-based method and Bregman ADMM-based method, all users update its local belief to reach agreement on the global message. Also, with the advantage of Gaussian distribution, only few parameters are exchanged in cooperative detection. For both schemes, the complexity is O(N ), which linearly increases with the number of users, making them attractive in practical applications. The proposed distributed cooperative detection methods are summarized in Algorithm 3.
VI. SIMULATION RESULTS
We evaluate the performance of the proposed receivers by Monte Carlo simulations and compare them with several stateof-the-art methods. Consider a MIMO-SCMA system with J = 4 antennas, K = 6 users, D = 2 nonzero entries in each codeword and M = 4. Therefore, the overloading factor is = 150%. The SCMA codebook is designed according to [14] with the indicator matrix F defined as Each user computes message μ k→s n j (s n j ), ∀k, j, n based on its local measurements. 2: Enter cooperative detection 3: Initialize ρ 0 k (s n j ) as μ k→s n j (s n j ) 4: for p=1:N p do 5: Each user broadcasts the parameters θ p k (Belief Consensus) or θ p k , π p k , ∀k (Bregman ADMM) to its neighboring users; 6: Each user update its local parameters using (63) (Belief Consensus) or (73)-(75) (Bregman ADMM); 7: end for 8: Calculate the message μ s n j →φ n j (s n j ) at all receivers; 9: Exit cooperative detection 10: Computes other messages on factor graph with μ s n j →φ n j (s n j ). Quadrature phase shifting key (QPSK) is utilized as the mother modulation scheme. The channel is frequency selective with L = 10 taps, and each tap is independently generated according to the distribution h l k,j ∼ N (0, q l ), ∀k, j. The normalized
. The maximum number of iterations is N Iter = 10. The simulation results are averaged from 1000 independent Monte Carlo trails.
In Fig. 5 , the bit error rate (BER) performance of the proposed stretched factor graph-based BP-EP algorithm (denoted as 'Stretch-BP-EP') in Section III.B is plotted. For comparison, we also include the performance of the MPA receiver [53] , Gaussian approximated BP (denoted as 'GaussAppro-BP') algorithm and a combined MMSE-PM-MPA algorithm. 4 4 Gaussian approximated BP is also based on the proposed stretched factor graph. However, the extrinsic information of data symbols are approximated by Gaussian directly, instead of approximating the belief as that in EP. The combined MMSE-PM-MPA receiver first performs the MMSE-based MIMO equalization and then use PM-MPA [23] for SCMA decoding. A K = 4 scenario in which information of different users is transmitted using different antennas is also considered as the performance bound (the coding and modulation scheme are assumed to be identical to SCMA). It is observed from Fig. 5 that MMSE-PM-MPA method suffers from significant performance loss. This is because that MMSE detector can only output hard information for the PM-MPA-based SCMA detector. The proposed Stretch-BP-EP algorithm slightly outperforms GaussAppro-BP and performs close to the MPA receiver. However, compared to MPA receiver with exponential complexity with respect to the number of interfered numbers, using EP and Gaussian approximation, the complexity of the proposed algorithm is reduced significantly. Moreover, the proposed SCMA system has similar performance compared with the K = 4 scenario, while the former is able to support 50% more users. Fig. 7 . BER performance of the proposed distributed cooperative detection schemes with p = 5 and p = 10.
BER performance of the Stretch-BP-EP method and the proposed convergence-guaranteed BP-EP (denoted as 'Conv-BP-EP') algorithm are compared in Fig. 6 at different values of E b /N 0 . It is seen that performance of both algorithms improve as the number of iteration increases. After several iterations, the performance gain of both methods become marginal. By comparing Fig. 6(a) with Fig. 6(b) , we can observe that Conv-BP-EP algorithm converges faster than the Stretch-BP-EP method. This results can be explained by the fact that Stretch-BP-EP algorithm may converge to the local minima of variational free energy while Conv-BP-EP is guaranteed to converge to the global minimum, which demonstrates the superiority of the proposed Conv-BP-EP method.
In the following, we evaluate the performance of the proposed distributed cooperative detection schemes. Consider six users uniformly distributed on a 20 × 20 m 2 unit square. Two users can communicate and exchange information if and only if their distance is less than d = 10m. The channels between users are modeled as AWGN and set to be the same for all links. The vanishing parameter for belief consensus is set to a typical value α p = 1 p . In Fig. 7 , performance of the proposed two distributed cooperative detection schemes with perfect inter-user links are evaluated. As a benchmark, the BER performance of a centralized scheme is also plotted. 5 Two values of the number of consensus iterations are considered, i.e. p = 5 and p = 10. For comparison, the averaged BER performance of all users based on their local measurements as in Fig. 6(b) is also included. It is observed that, by performing cooperative detection, BER performance can be significantly improved, which reveals that diversity gain can be achieved by exchanging information between neighboring users. By comparing the belief consensus-based method and the Bregman ADMM-based method, we can see that, with perfect inter-user links assumption, both methods deliver similar BER performance at p = 5 and p = 10. Moreover, after 10 iterations, both methods attain the performance of centralized processing.
Since the maximum communication range of inter-user link is critical to the power consumption of users, we compare BER performance of Bregman ADMM-based algorithm with different communication ranges d = 2m, d = 6m, d = 10m, d = 14m and d = 20m. Obviously, increasing d will result in more neighboring users and higher probability of being a fully connected network. As shown in Fig. 8 , BER performance improves as d increases. However, the performance gain becomes smaller when d is large enough. Considering that the power consumption will increase exponentially as d increases, we can trade off between the power cost and BER performance in practice.
We further evaluate the performance of the proposed distributed cooperative detection algorithms in the condition of noisy inter-user links. In Fig. 9 , the BER performance of the proposed distributed algorithms versus E b /N 0 is plotted, where the SNR corresponding to the inter-user links are set to be 10dB. The number of consensus iterations is p = 10. It is seen that due to the noisy inter-user links, the performance of both distributed schemes at p = 10 cannot attain that of the centralized scheme. We can also observe the Bregman ADMM-based method outperforms the belief consensus-based algorithm. To further analyze the convergence properties of the two distributed schemes, in Fig. 10 , the mean squared error (MSE) of local parameters θ k versus the number of consensus iterations is illustrated. The MSE is defined as K k=1 θ k −θ 2 2 whereθ = È k θ k K . Three SNR scenarios of the inter-user links are considered, i.e., SNR = {5, 10, 20}dB. As expected, larger SNR leads to smaller uncertainty and the MSE performance is better. Due to the vanishing factor α p = 1 p , belief consensus-based algorithm converges slower than the Bregman ADMM-based method. Note that the MSE Fig. 9 . BER performance of the proposed distributed cooperative detection schemes with noisy inter-user links. performance gap between them becomes even larger at higher SNR. This is due to the fact that belief consensus algorithm uses the same vanishing factor at high SNR while Bregman ADMM-based method benefits from small noise variance. Therefore, Bregman ADMM is more efficient in noisy interuser link networks.
VII. CONCLUSIONS
In this paper, we proposed factor a graph-based low-complexity message passing receivers for MIMO-SCMA system over frequency selective channels. Since the direct factorization of the joint posterior distribution leads to huge complexity in message updating, we introduced auxiliary variables and constructed a stretched factor graph. EP was employed to approximate the messages of data symbols to Gaussian distribution and a hybrid BP-EP receiver was proposed. Considering the poor convergence property of the standard BP on loopy factor graph, we proposed to employ appropriate counting numbers to convexify the Bethe free energy and derived convergence-guaranteed BP-EP receiver. We further considered a cooperative network and proposed two distributed cooperative detection schemes, i.e., belief consensus-based algorithm and Bregman ADMM-based method. The proposed iterative receivers were evaluated by Monte Carlo simulations and compared with the other schemes. It was shown that the proposed Stretch-BP-EP receiver performed close to the MMSE-based receiver with much lower complexity. The proposed Conv-BP-EP receiver outperforms the Stretch-BP-EP by improving the convergence property. Compared with the orthogonal multiple access counterpart, MIMO-SCMA system with the proposed receivers was shown to be able to support 50% more users over frequency selective fading channels, with negligible BER performance loss. In cooperative networks, it was verified that BER performance could be further improved by exploiting the diversity gain using the proposed two distributed cooperative detection schemes. Moreover, compared with the belief consensus-based algorithm, Bregman ADMM-based method was shown to be more attractive in practical noisy inter-user links.
APPENDIX DERIVATION OF MESSAGES (45) AND (46)
Solving the optimization problem (44) yields the corresponding beliefs as
For clarity, we make the following definitions: τ i = (1 − c i )/|N (i)|, μ xi→fa (x i ) = exp( βai(xi) ca ) and μ fa→xi (x i ) = b τi i (x i ) exp(−β ai (x i )). Then we have exp(β ai (x i )) = μ ca xi→fa (x i ) (80)
Substituting (80) 
Then we define two auxiliary messages as
From (82)-(85), we have
