Understanding the Effects of Developer Activities on Inspection
Interval by Porter, Adam A. et al.
Understanding the Eects of Developer Activities on InspectionIntervalAdam A. Porter, Harvey P. Siy Lawrence G. Votta, Jr.Computer Science Department Software Production Research DepartmentUniversity of Maryland Lucent TechnologiesCollege Park, MD 20742 USA Naperville, IL 60566 USA+1 630 224 6830 +1 630 713 4612faporter,harveyg@cs.umd.edu votta@research.bell-labs.comMarch 6, 19971 ABSTRACTWe have conducted an industrial experiment to assess the cost-benet tradeos of several software inspection pro-cesses. Our results to date explain the variation in observed eectiveness very well, but are unable to satisfactorilyexplain variation in inspection interval.In this article we examine the eect of a new factor { process environment { on inspection interval (calendartime needed to complete the inspection). Our analysis suggests that process environment does indeed inu-ence inspection interval. In particular, we found that non-uniform work priorities, time-varying workloads, anddeadlines have signicant eects.Moreover, these experiences suggest that regression models are inherently inadequate for interval modeling,and that queueing models may be more eective.1.1 KeywordsSoftware inspection, empirical studies, statistical modeling, interval reduction, queueing.2 INTRODUCTIONCompanies that cannot build quality products as quickly as their competitors may nd themselves at a se-vere competitive disadvantage. Therefore understanding, identifying, and eliminating bottlenecks in softwaredevelopment is extremely important. Until recently, however, little research has addressed this issue.Previously we conducted an industrial experiment at Lucent Technologies to determine which factors drivethe cost and benets of dierent software inspection processes [8]. To date we have explored the following factors. process structure (e.g., team size, number and sequencing of sessions), process techniques (e.g., preparation times, inspection rates), and process inputs (e.g., reviewers, authors, code quality).Using regression analysis, we found that although these factors explain much of the variation in eectiveness,they do not adequately explain variation in inspection interval [7].In this article we examine whether a fourth factor { process environment { explains this variation. The processenvironment is the logistic, organization, and execution context in which a process operates.We conjecture that process environment aects interval when development processes subtly inuence oneanother. These in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Figure 2: Subinterval by Treatment. This stacked barchart depicts the mean pre- and post-meeting intervalby treatment. Note the pronounced gap between the rst and second sessions of 2sX2pR inspections.Our initial results showed the process structure (number of reviewers, the way they are organized, etc.)doesn't inuence eectiveness. However, repairing defects in between multiple sessions did signicantly increaseinterval.2.Figure 1 depicts the distribution of pre-meeting inspection intervals by treatment. The pre-meeting interval istime in working days from the time the code unit was ready for inspection to the time of the Collection meeting.Our initial analysis focused on pre-meeting rather than total interval because authors sometimes deferred repair,which inated the total interval.3We saw that most of the distributions are similar except for the 2sX2pR treatment. Although, our statisticalanalysis indicated that repairing defects in between two sessions signicantly increased interval, Figure 2 showsthat the dierence is really due to a time lapse between the end of the rst session and the start of the second.Furthermore, this gap does not appear in 2sX1pR inspections, which suggests that repair does not necessarilyincrease interval. One interpretation is that multiple sessions increase interval as the number of reviewers increases(possibly due to scheduling diculties).When we consider total interval, there are no signicant dierences due to the treatments, but there is still ahuge amount of variation within them. Therefore in the remainder of this article we will consider total interval2In this experiment, we consider two data distributions to be signicantly dierent only if the Student's t and the Wilcoxon ranksum test both reject the null hypothesis that the observations are drawn from the same population with a condence level  0:9,i.e., pt < 0:1;pw < 0:1. In most cases, the two tests agree and when they don't agree, it is usually the case that one is near theborderline.3Each session of a two-session inspection has its own interval. We calculate the entire inspection's pre-meeting interval as follows.For inspections without repair, it is the longer of the two pre-meeting intervals, since both begin at the same time. For those withrepair, it is the two sessions placed end-to-end, excluding the post-meeting interval from the second session.3












































































































Figure 5: Eect of Reviewers on Pre-meeting Interval. This boxplot shows the eect of reviewers on thepre-meeting interval. Reviewers do not have a signicant eect on post-meeting interval.















































































5Figure 7: Timeline of Inspection Activities. This plot is a timeline representing the inspection tasks thatoccurred during the study. Each diagonal line represents one session. The lower end of the line indicates thestart of the inspection. The line's length is proportional to the inspection's interval. Each line contains an \X"which marks the point in time when the inspection meeting occurred. Note that inspections often come in burstsand that during these periods repair is frequently deferred.(inspection load), inspections with unnished rework (rework load), and pending MR's (coding load). Figure 7 isa timeline of inspections over the duration of the study. This gure points out that rework tends to be deferredwhen many inspections are taking place.We calculated pre-meeting workloads for the 2-week period spanning the week before and after the code unitbecame available. For post-meeting workloads, we considered the week before and after the inspection meeting.We calculated workload measures for the author and for the inspection team. Since the busiest person isoften the bottleneck in scheduling, the workload measures for the inspection team were the maximum scores ofeach task type among the participating reviewers. Reviewer workloads did not have a signicant eect on pre- orpost-meeting interval. The plots in Figure 8 show the eect of author workload on pre-meeting and post-meetingintervals.Month Into Project. Through the 18 months when data was collected, the overall mean time to complete aninspection may change, i.e., may have a tendency to increase or decrease over time. Figure 7 does not show anyincreasing or decreasing trend in the length of the inspection intervals.5 REGRESSION ANALYSISWe built models of the pre- and post-meeting intervals using factors from the process structure, process inputs,process techniques, and process environments which signicantly explain their variance. More details on modelbuilding can be found in the appendix.65.1 Pre-meeting IntervalThe following model of pre-meeting interval explains 35% of the variance using only 10 out of 130 degrees offreedom. Premeet  Author + ExternalMember +AuthorCodingLoad+6For example, the section entitled \Calculating the Signicance" describes the test determining which factors are consideredsignicant to the model. 7


































































































































































































Figure 12: Global Queueing Model. This gures depicts a queueing network. The network represents a3-person development team who interact to develop and inspect software.We further conjectured that the eects are non-linear and, therefore, linear regression models are inherentlyinadequate for interval analysis. Instead queueing models may be more appropriate. We also presented a simpleexample of a queueing model and described some preliminary work to validate them.8.1 Implications for Software Process ResearchOne of the advantages of studying software inspection is that they are frequently conducted, they aren't toolong in duration, and they share many characteristics of other development processes. Therefore, they are anexcellent model for studying the team interaction, communication, scheduling, and analysis found in more generaldevelopment processes.Consequently, we believe that many processes besides inspections can benet from this type of analysis.8.2 Implications for PractitionersThe ability to model and understand interval has many practical implications. One of the advantages of queueingmodels is that there is a wide body of literature describing their behavior.For example, many practitioners have experienced the situation in which a project they thought was nearcompletion dragged on for much longer than they expected. Our results suggest an explanation for some ofthis behavior. We see that code units enter the system with high priority. However, during the last half of theinspection their priority drops. Queueing analysis tells us that this situation does not minimize sojourn time.These results and others may provide tremendous insight into where bottlenecks exist and what strategies mightalleviate them. 12
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ts of code inspections in large scale software development. In The Third Symposium on the Foundationsof Software Engineering, Washington, D.C., Oct. 1995.[9] B. Simon. Priority queues with feedback. Journal of the ACM, 31(1):134{149, Jan. 1984.A APPENDIX: STATISTICAL MODELING IN SA statistical model takes the general form, y = (X1) + (X2), where y is the vector of observed data,  is afunction taking as input a set X1 of factors with associated coecients, x11; : : : ; x1n, describing the process andgiving as output ŷ, the expected value of y, and  is a function giving the dierence between y and ŷ, with X2being the set of factors, x21; : : : ; x2m, in the process whose eects are ignored or whose presence is unknownto us. Model formulation deals mainly with describing , specifying factors and the interaction between them.Model tting deals with moving factors to and from X1 and X2 and adjusting the coecients to give the bestt to y. A model may be considered adequate when  is just white noise, i.e., the residuals y   ŷ is a vector ofindependently distributed values having zero mean and constant variance.S is a programming environment for data analysis [1, 4]. In this appendix, we will outline our approach inusing S to build the statistical models and analyze the data.A.1 Model FormulationThe possible factors to be incorporated into the model are usually determined from prior knowledge of the processbeing modeled. The initial model is normally specied with the full set of available factors.Note that factors may also depend on each other, i.e., have interactions with each other. Each set of possiblyinteracting factors is represented as an additional factor. (Since we had a limited number of observations, weavoided tting interaction between factors.)S has a function, lm() for specifying a linear regression model. It takes as basic parameters a model formula8and the data for the model.8A model formula is a notation for the structural part of the model, the variable being modeled as well as the factors to explainit. For example, the model formula y  a+ b+ c is read as, \y is modeled by a, b, and c."13
A.2 Model FittingModel tting is done by iteratively adding or dropping factors and using regression to adjust the coecients togive the best t with the given data. In each iteration, a new factor is added to the model if it signicantlyreduces the residual variance. Conversely, a factor may be dropped if its removal does not signicantly increasethe residual variance.While it is desirable to add as many explanatory factors in the model, there is the danger of adding too manyfactors. This is known as overtting [5]. The problem is that while the model might be a good t to the data it ismodeled on, it may be inexplainable or may not make physical sense. In addition, it cannot reliably characterizeand predict additional data. One way to check this is to partition the data and build the model on one set andtest its reliability on the other set. However, as in our case, there are usually too few data points to begin with.We looked for a parsimonious model with the help of stepwise model selection. In stepwise model selection,we start with an existing model and iteratively add or drop one term, minimizing the number of parameterswhile maximizing the t according to some specied criterion. In S, we used the function step(), increasing thescale parameter until the number of factors in the model are suciently reduced.The model selection algorithm may not give the best model since it does not know the physical meaning ofthe factors it manipulates. At the end, we must use our prior knowledge of the process in order to ne-tune themodel to one that is physically interpretable.A.2.1 Calculating the SignicanceTo calculate the signicance of a factor's contribution into the model, we used the summary.aov() function toperform analysis of variance, passing the model specication into it, with the factor of interest at the end of theformula. For example, if we have a model y  a + b + c, we perform the analysis of variance on y  b+ c + a,y  a + c + b, and y  a + b + c to calculate the signicance of the contributions of a, b, and c to the model.Essentially, this is how step() determines which factor to retain and which to drop.A.3 Model CheckingOnce a model has been specied and tted, it is checked to see if it is an adequate model. The model is adequatewhen it reasonably estimates y, i.e., there is a high linear correlation between y and ŷ, and has sucientlyexplained the variance, i.e., the residuals are reduced to a patternless set of data as plotted against y and againstŷ.
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