We study a coupled system of Caputo fractional differential equations with coupled non-conjugate Riemann-Stieltjes type integro-multipoint boundary conditions. Existence and uniqueness results for the given boundary value problem are obtained by applying the Leray-Schauder nonlinear alternative, the Krasnoselskii fixed point theorem and Banach's contraction mapping principle. Examples are constructed to illustrate the obtained results.
Introduction
Fractional-order differential systems constitute the mathematical models of many real world problems. Examples include disease models [1] [2] [3] , anomalous diffusion [4, 5] , synchronization of chaotic systems [6, 7] , ecological models [8] . For applications in bioengineering, chaos and financial economics, we refer the reader to [9] [10] [11] . The details about rheological models in the context of local fractional derivatives can be found in [12] . In view of the extensive applications of such systems, many researchers turned to investigation of the theoretical aspects of fractional differential equations. In particular, there was a special attention on proving the existence and uniqueness of solutions for fractional differential systems supplemented with a variety of classical and non-classical (nonlocal) boundary conditions with the aid of modern methods of functional analysis. For details and examples, see [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] and the references cited therein. It is imperative to mention that fractional-order models are more practical and informative than their integer-order counterparts. It has been mainly due to the fact that fractional-order operators can describe the hereditary properties of the processes and phenomena under investigation.
In this paper, we study the existence of solutions for a nonlinear coupled system of Liouville-Caputo type fractional differential equations on an arbitrary domain: where c D denotes the Caputo fractional derivative of order with ( = α, β), f , g : [a, b] × R × R → R are given continuous functions, a < ξ 1 < ξ 2 < · · · < ξ n-2 < b, α i , β i ∈ R, i = 1, 2, . . . , n -2 and A is a function of bounded variation. In passing we remark that the present work is motivated by a recent paper [23] , where the authors studied the existence and stability of solutions for a fractional-order differential equation with non-conjugate Riemann-Stieltjes integro-multipoint boundary conditions. We arrange the rest of the paper as follows. Section 2 contains an auxiliary result that plays a key role in analyzing the given problem. Existence results for the problem (1.1)-(1.2) with the illustrative examples are presented in Sect. 3, while the uniqueness of solutions is discussed in Sect. 4.
Auxiliary result
Before giving an auxiliary result for system (1.1)-(1.2), we recall some necessary definitions of fractional calculus [24, 25] .
Definition 2.1 Let ϑ be a locally integrable real-valued function on
, Γ denotes the Euler gamma function.
Definition 2.2
The Caputo derivative of fractional order ϑ for an (m -1)-times absolutely continuous function q : [a, ∞) − → R is defined as
where [ϑ] denotes the integer part of the real number ϑ.
Lemma 2.3 ([24])
The general solution of the fractional differential equation c 
, the solution of the linear system of fractional differential equations:
1)
supplemented with the boundary conditions (1.2) is equivalent to the system of integral equations: 3 , n = 2, 3, 4, 5, 3 ,
, 3 ,
(2.13)
Proof By Lemma 2.3, the general solutions of fractional differential equations in (2.1) can be written as
where c i , b i ∈ R, i = 0, 1, 2, 3 are unknown arbitrary constants. Using the boundary conditions (1.2) in (2.14), (2.15), we obtain c 1 = 0, b 1 = 0, and
where A i (i = 1, . . . , 6) are given by (2.13) and I i , K i (i = 1, 2, 3) are defined by
From (2.16) and (2.18), we find that 
(2.27) Solving (2.26) and (2.27) simultaneously for c 0 and b 0 , we obtain
where ν i (i = 1, . . . , 6) and ω i (i = 1, . . . , 5) are defined by (2.10) and (2.11), respectively. Using (2.28) in (2.22) and (2.29) in (2.23), we get
where δ i (i = 1, . . . , 6) and λ i (i = 1, . . . , 5) are given by (2.8) and (2.9), respectively.
Substituting the values of c 3 and b 3 in (2.18) and 2.19), respectively, we find that
where μ i (i = 1, . . . , 6) and ρ i (i = 1, . . . , 5) are, respectively, defined by (2.6) and (2.7). Inserting the values of c 0 , c 1 , c 2 , c 3 in (2.14) and b 0 , b 1 , b 2 , b 3 in (2.15), we obtain (2.2) and (2.3).
By direct computation, one can obtain the converse. The proof is complete.
Existence results
We
In view of Lemma 2.4, we define an operator F :
and φ i (t), i = 1, . . . , 6 and ψ j (t), j = 1, . . . , 5 are given by (2.4) and (2.5), respectively.
In the forthcoming analysis, we assume that f , g : [a, b] × R × R → R are continuous functions satisfying the following conditions:
For computational convenience, we introduce the following notations:
. . , 6 and ψ j = sup t∈ [a,b] |ψ j (t)|, j = 1, . . . , 5,
Now we present our main results. The first result, based on the Leray-Schauder alternative, deals with the existence of solution for system (1.1)-(1.2). Lemma 3.1 (Leray-Schauder alternative [26] ) Let J : U − → U be a completely continuous operator (i.e., a map that restricted to any bounded set in U is compact). Let Q(J) = {x ∈ U : x = ηJ(x) for some 0 < η < 1}. Then either the set Q(J) is unbounded, or J has at lest one fixed point.
where Ω is given by (3.8) .
Proof In the first step, we show that the operator F : A × A → A × A is completely continuous. Notice that the operator F is continuous in view of continuity of the functions f and g.
Let V ⊂ A × A be bounded. Then there exist positive constants θ 1 and θ 2 such that |f (t, x(t), y(t))| ≤ θ 1 , |g(t, x(t), y(t))| ≤ θ 2 , ∀(x, y) ∈ V. So, for any (x, y) ∈ V, we have
Thus,
Similarly, we can get
Hence, from (3.9) and (3.10), it follows that F is uniformly bounded, since F(x, y)
Next, we show that the operator F is equicontinuous. For t 1 , t 2 ∈ [a, b] with t 1 < t 2 , we obtain
In consequence, F 1 (x, y) -F 1 (x, y) → 0 independent of x and y as t 2 → t 1 . Also, we can obtain
which imply that F 2 (x, y) -F 2 (x, y) → 0 independent of x and y as t 2 → t 1 . Therefore, the operator F(x, y) is equicontinuous. Then, by Arzelá-Ascoli theorem, the operator F is completely continuous. Next, we show that the set P = {(x, y) ∈ A × A|(x, y) = σ F(x, y), 0 ≤ σ ≤ 1} is bounded. Let (x, y) ∈ P, then (x, y) = σ F(x, y) and for any t ∈ [a, b], we have
In consequence, we have
In a similar manner, we can find that Thus,
which can alternatively be written as
This show that the set P is bounded. Therefore, by Lemma 3.1 (Leray-Schauder alternative theorem), the operator F has at least one fixed point, which implies that there exist at least one solution for the system (1.1)-
Example 3.3 Consider the coupled system of fractional differential equations given by
with the boundary conditions
where a = 0, b = 1, α = 10 3 , β = 15 4 , α 1 = -1 5 , α 2 = 1, α 3 = 3 2 , α 4 = 2, β 1 = -1 3 , β 2 = 0, β 3 = 1 2 , β 4 = 5 2 , ξ 1 = 1 8 , ξ 2 = 1 3 , ξ 3 = 1 2 , ξ 4 = 2 3 , f (t, x(t), y(t)) = 9 sin(t) 
Proof Define a closed ball S η = {(x, y) ∈ A × A : (x, y) ≤ η} which is bounded and convex subset of the Banach space A × A and select
In order to verify the hypotheses of Lemma 3.4, we decompose the operator F into four operators F 1,1 , F 1,2 , F 2,1 and F 2,2 on S η as follows: 
For verifying condition (a) of Lemma 3.4 we use (3.17) to show that FS η ⊂ S η . Setting x = (x 1 , x 2 ), y = (y 1 , y 2 ),x = (x 1 ,x 2 ) andŷ = (ŷ 1 ,ŷ 2 ) ∈ S η , and using condition (3.15), we obtain
Similarly, we can find that
Clearly the above two inequalities lead to the fact that F 1 (x, y) + F 2 (x,ŷ) ∈ S η . Now we prove that the operator (F 1,2 , F 2,2 ) is a contraction satisfying condition (c) of Lemma 3.4. For (x 1 , y 1 ), (x 2 , y 2 ) ∈ S η , we have
It follows from (3.18) and (3.19 ) that (F 1,2 , F 2,2 )(x 1 , y 1 ) -(F 1,2 , F 2,2 )(x 2 , y 2 )
then by using (3.16) the operator (F 1,2 , F 2,2 ) is a contraction. Therefore, the condition (c) of Lemma 3.4 is satisfied.
Next we will show that the operator (F 1,1 , F 2,1 ) satisfies the condition (b) of Lemma 3.4. By applying the continuity of the functions f , g on [a, b] × R × R, we can conclude that the operator (F 1,1 , F 2,1 ) is continuous. For each (x, y) ∈ S η , we can have
Thus the set (F 1,1 , F 2,1 )S η is uniformly bounded. In the next step, we will show that the set (F 1,1 , F 2,1 )S η is equicontinuous. For t 1 , t 2 ∈ [a, b] with t 1 < t 2 and for any (x, y) ∈ S η , we obtain
Analogously, we can get
Therefore, |(F 1,1 , F 2,1 )(x, y)(t 2 ) -(F 1,1 , F 2,1 )(x, y)(t 1 )| tends to zero as t 1 → t 2 independent of (x, y) ∈ S η . Hence, the set (F 1,1 , F Clearly, |f (t, x 1 , y 1 )f (t, x 2 , y 2 )| ≤ 2 3 |x 1x 2 | + 2 3 |y 1y 2 |, |g(t, x 1 , y 1 )g(t, x 2 , y 2 )| ≤ 1 12 |x 1x 2 | + 1 12 |y 1y 2 | and with the given data, we find that Q 1 0.573992, Q 2 0.258129, Λ 1 0.681978, Λ 2 0.064064, Λ 3 0.108960, Λ 4 0.318420. Note that and (Q 1 + Λ 3 )L 1 + (Q 2 + Λ 2 )L 2 0.482151 < 1. Thus all the conditions of Theorem 3.5 are satisfied and consequently, its conclusion applies to the problem (3.13)-(3.14).
Uniqueness of solutions
This section is concerned with the uniqueness of solutions for the problem at hand and relies on the Banach contraction mapping principle. where and are given by (3.6) .
Proof Let us set τ > M+M 1--, where , , M and M are given by (3.6) , and show that FU τ ⊂ U τ , where the operator F is given by (3.1) and
In view of the assumption (O 1 ) together with (3.5), for (x, y) ∈ U τ , t ∈ [a, b], we have f t, x(t), y(t) ≤ f t, x(t), y(t)f (t, 0, 0) + f (t, 0, 0)
In view of (3.6), we obtain Consequently, FU τ ⊂ U τ . Next, we show that the operator F is a contraction. Using the conditions (O 1 ), (3.6) and for any (x 1 , y 1 ), (x 2 , y 2 ) ∈ A × A, t ∈ [a, b], we get Similarly F 2 (x 1 , y 1 ) -F 2 (x 2 , y 2 ) = sup t∈[a,b] F 2 (x 1 , y 1 )(t) -F 2 (x 2 , y 2 )(t) ≤ (Λ 3 L 1 + Λ 4 L 2 ) x 1x 2 + y 1y 2 = x 1x 2 + y 1y 2 .
Hence we obtain F(x 1 , y 1 ) -F(x 2 , y 2 )) ≤ ( + ) x 1x 2 + y 1y 2 , which implies that F is a contraction by the assumption (4.1). Hence, we deduce by the conclusion of contraction mapping principle that there exists a unique solution for the problem ( with the coupled boundary conditions (3.14) .
Clearly, |f (t, x 1 , y 1 )f (t, x 2 , y 2 )| ≤ L 1 ( x 1x 2 + y 1y 2 ) with L 1 = 5 18 and |g(t, x 1 , y 1 )g(t, x 2 , y 2 )| ≤ L 2 ( x 1x 2 + y 1y 2 ) with L 2 = 17 32 . Using the given data in Example (3.3) and (4.1), we find that + 0.422900 < 1. Obviously, the hypothesis of Theorem 4.1 is satisfied. Hence, by the conclusion of Theorem 4.1 there is a unique solution for the problem (3.13) on [0, 1].
