In this paper we analyze methodological and philosophical implications of algorithmic aspects of unconventional computation. At first, we describe how the 
Introduction
Te development of various systems is characterized by a tension between forces of conservation (tradition) and change (innovation). Tradi-tion sustains system and its parts, while innovation moves it forward advancing some segments and weakening the others. Efficient functioning of a system depends on the equilibrium between tradition and innovation. When there is no equilibrium, system declines; too much tradition brings stagnation and often collapse under the pressure of inner or/and outer forces, while too much innovation leads to instability and frequently in rupture.
The same is true of the development of different areas and aspects of social systems, such as science and technology. In this article we are interested in computation, which has become increasingly important for society as the basic aspect of information technology. Tradition in computation is represented by conventional computation and classical algorithms, while unconventional computation stands for the far-reaching innovation.
It is possible to distinguish three areas in which computation can be unconventional:
1. Novel hardware (e.g. quantum systems) provides material realization for unconventional computation.
2. Novel algorithms (e.g. super-recursive algorithms) provide operational realization for unconventional computation. Each type of super-recursive algorithms forms a class that has more computational power than the class of all Turing machines. Examples of super-recursive algorithms are inductive and limit Turing machines, limit partial recursive functions and limit recursive functions.
The main problem is that conventional types and models of algorithms make the algorithmic universe, i.e., the world of all existing and possible algorithms, closed because there is a rigid boundary in this universe formed by recursive algorithms, such as Turing machines, and described by the Church-Turing Thesis. This closed system has been overtly dominated by discouraging incompleteness results, such as Gödel incompleteness theorems. 
The Closed Universe of Turing Machines and other Recursive Algorithms
Historically, after having an extensive experience of problem solving, mathematicians understood that problem solutions were based on various algorithms. Construction algorithms and deduction algorithms have been the main tools of mathematical research. When they repeatedly encountered problems they were not able to solve, mathematicians, and especially experts in mathematical logic, came to the conclusion that it was necessary to develop a rigorous mathematical concept of algorithm and to prove that some problems are indeed unsolvable. Consequently, a diversity of exact mathematical models of algorithm as a general concept was proposed. The first models were λ-calculus developed by Church in In spite of all differences between and diversity of algorithms, there is a unity in the system of algorithms. While new models of algorithm appeared, it was proved that no one of them could compute more functions than the simplest Turing machine with a one-dimensional tape. All this give more and more evidence to validity of the Church-Turing Thesis.
Even more, all attempts to find mathematical models of algorithms that were stronger than Turing machines were fruitless. Equivalence with Turing machines has been proved for many models of algorithms.
That is why the majority of mathematicians and computer scientists have believed that the Church-Turing Thesis was true. Many logicians assume that the Thesis is an axiom that does not need any proof. Few believe that it is possible to prove this Thesis utilizing some evident axioms.
More accurate researchers consider this conjecture as a law of the theory of algorithms, which is similar to the laws of nature that might be sup-ported by more and more evidence or refuted by a counter-example but cannot be proved.
Besides, the Church-Turing Thesis is extensively utilized in the theory of algorithms, as well as in the methodological context of computer science. It has become almost an axiom. Some researchers even consider this Thesis as a unique absolute law of computer science.
Thus, we can see that the initial aim of mathematicians was to build a closed algorithmic universe, in which a universal model of algorithm provided a firm foundation and as it was found later, a rigid boundary for this universe supposed to contain all of mathematics.
It is possible to see the following advantages and disadvantages of the closed algorithmic universe.
Advantages:
1. Turing machines and partial recursive functions are feasible mathematical models.
2. These and other recursive models of algorithms provide an efficient possibility to apply mathematical techniques.
3. The closed algorithmic universe allowed mathematicians to build beautiful theories of Turing machines, partial recursive functions and some other recursive and subrecursive algorithms.
4. The closed algorithmic universe provides sufficiently exact boundaries for knowing what is possible to achieve with algorithms and what is impossible.
5. The closed algorithmic universe provides a common formal language for researchers.
6. For computer science and its applications, the closed algorithmic universe provides a diversity of mathematical models with the same computing power.
Disadvantages:
1. The main disadvantage of this universe is that its main principlethe Church-Turing Thesis -is not true.
2. The closed algorithmic universe restricts applications and in particular, mathematical models of cognition.
3. The closed algorithmic universe does not correctly reflect the existing computing practice.
The Open World of Super-Recursive Algorithms and Algorithmic Constellations
Contrary to the general opinion, some researchers expressed their con- Thus, pointing that Turing disregarded completely the fact that mind, in its use, is not static, but constantly developing, Gödel predicted necessity for super-recursive algorithms that realize inductive and topological computations [5] . Recently, Sloman [6] explained why recursive models of algorithms, such as Turing machines, are irrelevant for artificial intelligence.
Even if we abandon theoretical considerations and ask the practical question whether recursive algorithms provide an adequate model of modern computers, we will find that people do not see correctly how computers are functioning. An analysis demonstrates that while recursive algorithms gave a correct theoretical representation for computers at the beginning of the "computer era", super-recursive algorithms are more adequate for modern computers. Indeed, at the beginning, when computers appeared and were utilized for some time, it was necessary to print out data produced by computer to get a result. After printing, the Even more, no computer works without an operating system. Any operating system is a program and any computer program is an algorithm according to the general understanding. While a recursive algorithm has to halt to give a result, we cannot say that a result of functioning of operating system is obtained when computer stops functioning. To the contrary, when the operating system does not work, it does not give an expected result.
Looking at the history of unconventional computations and superrecursive algorithms we see that Turing was the first who went beyond the "Turing" computation that is bounded by the Church-Turing Thesis.
In recursion theory [10, 11] , and the polynomial approximation approach After the first types of super-recursive models had been studied, a lot of other super-recursive algorithmic models have been created: inductive To organize the diverse variety of algorithmic models, we introduce the concept of an algorithmic constellation. Namely, an algorithmic constellation is a system of algorithmic models that have the same type.
Some algorithmic constellations are disjoint, while other algorithmic constellations intersect. There are algorithmic constellations that are parts of other algorithmic constellations.
Below some of algorithmic constellations are described.
The sequential algorithmic constellation consists of models of sequential algorithms. This constellation includes such models as deterministic finite automata, deterministic pushdown automata with one stack, evolutionary finite automata, Turing machines with one head and one tape, The discrete algorithmic constellation consists of models of algorithms that work with discrete data, such as words of formal language.
This constellation includes such models as finite automata, Turing machines, partial recursive functions, formal grammars, inductive Turing machines and Turing machines with oracles.
The topological algorithmic constellation consists of models of algorithms that work with data that belong to a topological space, such as real numbers. This constellation includes such models as the differential analyzer of Shannon, limit Turing machines, finite dimensional and general machines of Blum, Shub, and Smale, fixed point models, topological algorithms, neural networks with real number parameters.
Although several models of super-recursive algorithms already existed in 1980s, the first publication where it was explicitly stated and proved that there are algorithms more powerful than Turing machines was [13] .
In this work, among others, relations between Gödel's incompleteness results and super-recursive algorithms were discussed. (We must know. We will know.)
Next year the Gödel undecidability theorems were published [15] .
They undermined Hilbert's statement and his whole program. Indeed, the first Gödel undecidability theorem states that it is impossible to validate truth for all true statements about objects in an axiomatic theory that includes formal arithmetic. This is a consequence of the fact that it is impossible to build all sets from the arithmetical hierarchy by Turing machines. In such a way, the closed Algorithmic Universe imposed restriction on the mathematical exploration. Indeed, rigorous mathematical proofs are done in formal mathematical systems. As it is demonstrated (cf., for example, [16] ), such systems are equivalent to Turing machines as they are built by means of Post productions. Thus, as Turing machines can model proofs in formal systems, it is possible to assume that proofs are performed by Turing machines.
The second Gödel undecidability theorem states that for an effectively generated consistent axiomatic theory T that includes formal arithmetic and has means for formal deduction, it is impossible to prove consistency of T using these means.
From the very beginning, Gödel undecidability theorems have been comprehended as absolute restrictions for scientific cognition. That is why Gödel undecidability theorems were so discouraging that many mathematicians consciously or unconsciously disregarded them. For instance, the influential group of mostly French mathematicians who wrote under the name Bourbaki completely ignored results of Gödel [17] .
However, later researchers came to the conclusion that these theorems The hierarchy of inductive Turing machines also explains why the brain of people is more powerful than Turing machines, supporting the conjecture of Roger Penrose [20] . Besides, this hierarchy allows researchers to eliminate restrictions of recursive models of algorithms in artificial intelligence described by Sloman [6] .
It is important to remark that limit Turing machines and other topological algorithms [21] open even broader perspectives for information processing technology and artificial intelligence than inductive Turing machines.
The Open World of Knowledge and The Internet
The open world, or more exactly, the open world of knowledge, is an important concept for the knowledge society and its knowledge economy. According to Rossini [12] , it emerges from a world of pre-Internet political systems, but it has come to encompass an entire worldview Internet. In contrast to classical models of computation, as it is demonstrated in [5] , if an automatic system, e.g., a computer or computer network, works without halting, gives results in this mode and can simulate any operation of a universal Turing machine, then this automatic (computer) system is more powerful than any Turing machine. This means that this automatic (computer) system, in particular, the Internet, performs unconventional computations and is controlled by super-recursive algorithms. As it is explained in [5] , attempts to reduce some of these systems, e.g., the Internet, to the recursive mode, which allows modeling by Turing machines, make these systems irrelevant. Von" computing architectures. [27] .
Conclusions

