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Abstract
A computationally efficient method for solving three-dimensional, viscous, incompressible flows
on unbounded domains is presented. The method formally discretizes the incompressible Navier-
Stokes equations on an unbounded staggered Cartesian grid. Operations are limited to a finite
computational domain through a lattice Green’s function technique. This technique obtains so-
lutions to inhomogeneous difference equations through the discrete convolution of source terms
with the fundamental solutions of the discrete operators. The differential algebraic equations
describing the temporal evolution of the discrete momentum equation and incompressibility con-
straint are numerically solved by combining an integrating factor technique for the viscous term
and a half-explicit Runge-Kutta scheme for the convective term. A projection method that ex-
ploits the mimetic and commutativity properties of the discrete operators is used to efficiently
solve the system of equations that arises in each stage of the time integration scheme. Linear
complexity, fast computation rates, and parallel scalability are achieved using recently developed
fast multipole methods for difference equations. The accuracy and physical fidelity of solutions
is verified through numerical simulations of vortex rings.
Keywords: Incompressible viscous flow, Unbounded domain, Lattice Green’s function,
Projection method, Integrating factor, Half-explicit Runge-Kutta, Elliptic solver
1. Introduction
Numerical simulations of viscous, incompressible flows on unbounded fluid domains require
numerical techniques that can accurately approximate unbounded computational domains using
only a finite number of operations. Spatial truncation and artificial boundary conditions have
been developed for this purpose but they can adversely affect the accuracy of the solution and
even change the dynamics of the flow [1–4]. Furthermore, minimizing the error due to artificial
boundaries by employing large computational domains increases the number of computational
elements and often requires the use of solvers that are less efficient than those used on regular
grids (e.g. FFT techniques, multigrid, etc.).
Recently, fast multipole methods (FMMs) for solving constant coefficient elliptic difference
equations on unbounded regular grids have been developed for 2D [5, 6] and 3D [7] problems.
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These methods obtain solutions to inhomogeneous difference equations by using fast summation
techniques to evaluate the discrete convolution of source terms with the fundamental solutions
of the discrete operators. The fundamental solutions of discrete operators on unbounded regular
grids, or lattices, are also referred to as lattice Green’s functions (LGFs).
Similar to particle and vortex methods, e.g. [8–20] and references therein, the LGF tech-
niques discussed in [5–7] have efficient nodal distributions and automatically enforce free-space
boundary conditions. As a result, needlessly large computational domains and artificial boundary
conditions can be avoided when solving flows on unbounded regular grids by using LGF tech-
niques to compute the action of solution operators. A significant advantage of recently developed
particle and vortex methods is their ability to efficiently solve large scale problems relevant to
3D incompressible flows using fast, parallel methods based on techniques such as tree-codes,
FMMs, dynamic error estimators, hybrid Eulerian-Lagrangian formulations, hierarchical grids,
FFT methods, and domain decomposition techniques [11–13, 15, 17–20]. It is demonstrated in
[7] that LGF FMMs can achieve computational rates and parallel scaling for 3D discrete (7-pt
Laplacian) Poisson problems comparable to existing fast 3D Poisson solvers.
The present formulation numerically solves the incompressible Navier-Stokes equations ex-
pressed in the non-dimensional form given by
∂u
∂t
+ u · ∇u = −∇p + 1
Re
∇2u, (1a)
∇ · u = 0, (1b)
where u, p, and Re correspond to the velocity, the pressure, and the Reynolds number, respec-
tively. The equations are defined on an unbounded domain in all directions, and are subject to
the boundary conditions
u (x, t)→ u∞ (t) as |x| → ∞, (2)
where u∞ is a known time-dependent function. We limit our attention to flows in which the
vorticity, ω = ∇ × u, decay exponentially fast as |x| → ∞.
The present formulation is simplified by considering the evolution of the velocity perturba-
tion, u′ (x, t) = u (x, t) − u∞ (t), and pressure perturbation, p′ (x, t) = p (x, t) − p∞ (x, t). The
freestream pressure, p∞, is given by
p∞ (x, t) =
du∞
dt
· x, (3)
where we have taken the arbitrary time-dependent constant to be zero. Subtracting the uniform
freestream equations from Eq. (1) yields
∂u′
∂t
+
(
u′ + u∞
) · ∇u′ = −∇p′ + 1
Re
∇2u′, ∇ · u′ = 0, (4)
subject to the boundary conditions u′ (x, t) → 0 as |x| → ∞. The boundary conditions on u′ and
the irrotational nature of the flow at large distances imply that p′ is subject to the compatibility
condition1
p′ (x, t)→ 0 as |x| → ∞. (5)
1In the absence of sources and sinks, the velocity of an irrotational flow subject to zero boundary conditions at infinity
is given by v = ∇φ, where the leading order term of φ is −M · x/r3 [21]. Consequently, p = −
(
∂φ
∂t +
1
2 |∇φ|2
)
→ 0 as
r → ∞, where we have taken the arbitrary time-dependent constant to be zero.
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The remainder of the paper is organized as follows. In Section 2, we describe the spatial
discretization of the governing equations on formally unbounded staggered Cartesian grids and
discuss LGF techniques that can be used to obtain fast solutions to the associated discrete elliptic
problems. Additionally, we present an integrating factor technique that facilitates the implemen-
tation of efficient, robust time integration schemes. In Section 3, the system of differential alge-
braic equations (DAEs) resulting from the spatial discretization and integrating factor techniques
is numerically solved using a half-explicit Runge-Kutta method. We show that the linear sys-
tems of equations that arise at each stage of the time integration scheme can be efficiently solved,
without splitting errors or additional stability constraints, by a fast projection method based on
LGF techniques and the properties of the discrete operators. In Section 4, we demonstrate that
an adaptive block-structured grid padded with appropriately sized buffer regions can be used to
efficiently compute numerical solutions to a prescribed tolerance. In Section 5, we summarize
the algorithm and discuss a few practical considerations including computational costs and per-
formance optimization. Finally, in Section 6, we perform numerical experiments on vortex rings
to verify the present formulation.
2. Spatial discretization
2.1. Unbounded staggered Cartesian grids
Figure 1: Unit cell of the staggered Cartesian grid. The vertex enclosed by the circle corresponds to the (i, j, k) vertex.
The (i, j, k) cell, faces, and edges correspond to the depicted elements intersecting the (i, j, k) vertex. There are three
faces and edges per vertex. The superscript “(q)” is used to denote faces (edges) normal (parallel) to xq axis.
In this section we describe the discretization of Eq. (4) on a formally unbounded staggered
Cartesian grid. Figure 1 depicts our staggered grid, which consists of cells (C) and vertices
(V) that house scalar quantities, and faces (F ) and edges (E) that house vector quantities. The
notationRQ denotes the set of real-valued grid functions with values defined onQ ∈ {C,F ,E,V}.
The value of a grid function q evaluated at n = (i, j, k) ∈ Z3 is given by q(n) and qi, j,k. For the
case of a vector-valued grid function q, i.e. q ∈ RF or q ∈ RE, q(k)(n) denotes the component of
q(n) in the k-th direction.
The spatial discretization of Eq. (4) is performed using the techniques of Nicolaides and
Wu [22], and Zhang et al. [23]. The resulting discrete operators are similar or equivalent to
those obtained from standard second-order finite-volume or finite-difference schemes, e.g. [24].
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Yet we refer to the more general techniques of [22] and [23] since their discussions emphasize
many of the algebraic properties of the discrete operators used by the present formulation. For
convenience, point-operator representations of the discrete operators are included in Appendix
A.
The semi-discrete system of equations obtained from the spatial discretization of Eq. (4) is
du
dt
+ N(u + u∞) = −Gp + 1ReLF u, Du = 0, (6)
where u ∈ RF × R and p ∈ RC × R denote the time-dependent grid functions associated with
the discrete velocity and pressure perturbation fields, respectively.2 The time-dependent grid
function u∞ ∈ RF × R is constant in space with values given by u∞(n, t) = u∞(t). Discrete
operators G : RC 7→ RF , D : RF 7→ RC, and LF : RF 7→ RF correspond to the discretizations
of the gradient, divergence, and vector Laplacian operators, respectively. Finally, N : RF 7→ RF
denotes the discrete nonlinear operator approximating the convective term, i.e. N(u + u∞) ≈
(u′ + u∞) · ∇ (u′ + u∞) = (u′ + u∞) · ∇u′.3
In addition to the aforementioned discrete operators, the subsequent discussion makes use
of the discrete gradient operator G : RV 7→ RE, the discrete curl operators C : RF 7→ RE and
C : RE 7→ RF , and the discrete Laplacian operators LQ : RQ 7→ RQ, where Q ∈ {C,E,V}. A
summary of all the discrete vector operators and their definitions is also provided in Appendix
A.
The choice of discretization technique yields a numerical scheme with the following proper-
ties:
• Second-order accuracy: all discrete operators are second-order accurate in space.
• Conservation properties: using appropriate discretizations of the nonlinear convective term
leads to a scheme that conserves momentum, kinetic energy, and circulation in the absence
of time-differencing errors and viscosity [23, 25, 26]. The benefits of discrete conservation
properties related to numerical stability and physical fidelity are discussed in the review by
Perot [27] and references therein.
• Mimetic properties: discrete operators and their corresponding vector calculus operators sat-
isfy similar symmetry and orthogonality properties in addition to similar integration by parts
formulas [22, 23, 28, 29]. Specific properties pertinent to the discussion of the present method
are:
D = −G†, C = C†, G = −D†, (7a)
Im(G) = Null(C), Im(C) = Null(D), (7b)
LC = −G†G, LF = −GG† − C†C, LE = −D†D − CC†, LV = −DD†. (7c)
Many of the mimetic properties of discrete operators are closely related to the conservation
properties [22, 23].
2In order to avoid a cumbersome notation, the prime symbols, ′, are omitted from variables denoting grid functions
associated with the perturbations of the discrete velocity and pressure fields.
3No particular form (e.g. convection, rotational, divergence, skew-symmetric) or discretization scheme for the con-
vection term is assumed by Eq. (6).
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• Commutativity properties: on unbounded staggered grids, discrete Laplacians and integrating
factors (to be introduced in Section 2.3) are able to commute with other operators in the sense
ATX = TYA, where A : RX 7→ RY is any of the previously mentioned linear operators, and
TX (TY) is either the discrete Laplacian or integrating factor mapping RX to RX (RY to RY).
Similar commutativity properties result in discretizations of periodic domains using uniform
staggered grids.
In subsequent sections we discuss how the mimetic and commutativity properties facilitate the
construction of fast, stable methods for numerically solving Eq. (6).
It is convenient to define
d = p +
1
2
P (u + u∞, u + u∞) , (8)
where P : RF × RF 7→ RC is an arbitrary discrete approximation of the vector dot-product, i.e.
P(u, v) ≈ u · v. The time-dependent grid function d ∈ RC × R can be regarded as a discrete
approximation of the total pressure perturbation, i.e. d ≈ p′ + 12 |u′ + u∞|2. Using Eq. (8), we
express Eq. (6) as
du
dt
+ N˜(u + u∞) = −Gd + 1ReLF u, G
†u = 0, (9)
where N˜(v) = N(v) − 12GP(v, v). Consequently, N˜(u + u∞) is a discrete approximation of ω ×
(u + u∞).4 As will be demonstrated in Section 4, an advantage of using N˜(u + u∞) instead of
N(u + u∞) is that the former typically has a smaller support than that of the latter, which in
turn reduces the number of operations and storage required to numerically solve the flow. We
emphasize that Eq. (9) is equivalent to Eq. (6), and no additional discretization errors have been
introduced.
2.2. Lattice Green’s function techniques
The procedure for solving difference equations on unbounded regular grids using LGFs is
analogous to the procedure for solving inhomogeneous PDEs on unbounded domains using the
fundamental solution of continuum operators. As a representative example, we consider the
(continuum) scalar Poisson equation
[∆u](x) = f (x), supp( f ) ⊆ Ω, (10)
where x ∈ R and Ω is a bounded domain in R3. The solution to Eq. (10) is given by
u(x) = [G ∗ f ](x) =
∫
Ω
G(x − y) f (y) dy, (11)
where G(x) = −1/(4pi|x|) is the fundamental solution of the Laplace operator. Similarly, we
consider the discrete scalar Poisson equation
[LQu](n) = f(n), supp(f) ⊆ D, (12)
4The discretization of Eq. (4) naturally assumes the form given by Eq. (9) if the convection term is discretized in its
rotational form, (∇ × v) × v + 12∇v2, with the gradient term approximated by 12GP(v, v).
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where u, f ∈ RQ, D is a bounded region in Z3, and Q ∈ {C,V}. The solution to Eq. (12) is given
by
u(n) = [GL ∗ f](n) =
∑
m∈D
GL(n −m)f(m) (13)
where GL : Z3 7→ R is the fundamental solution, or LGF, of the discrete scalar Laplacian [6, 7].
Subsequently, we refer to the grid functions f and u as the source field and the induced field,
respectively.
It is evident from the definitions of LF and LE that each component of a discrete vector Pois-
son problem corresponds to a discrete scalar Poisson problem. As a result, the q-th component of
solutions to Eq. (12) for Q ∈ {F ,E} are given by Eq. (13) with u→ u(q) and f→ f(q). Procedures
for obtaining expressions for GL(n) are discussed in [30–33]. For convenience, expressions for
GL(n) are provided in Appendix B.
Fast numerical methods for evaluating discrete convolutions involving LGFs have recently
been proposed in 2D by Gillman and Martinsson [6] and in 3D by Liska and Colonius [7]. Here,
the 3D lattice Green’s function fast multipole method (LGF-FMM) of [7] is used to evaluate
discrete convolutions involving GL. The LGF-FMM is a kernel-independent interpolation-based
FMM specifically designed for solving difference equations on unbounded Cartesian grids. In
addition to its asymptotic linear algorithmic complexity, it has been shown that the LGF-FMM
achieves high computation rates and good parallel scaling for the case of GL [7].
As final remark, the LGF-FMM is a direct solver that computes solutions to a prescribed
tolerance , ‖ytrue − y‖∞/‖ytrue‖∞ ≤ , where y is the numerical solution and ytrue is the exact
solution to the system of difference equations. In order to obtain accurate error bounds for the
LGF-FMM it is necessary to profile the method once for each kernel and scheme used. Error
estimates for the discrete 7-pt Laplace kernel and different schemes are provided in [7]. In the
present formulation, all instances of EQ and L−1Q are computed using values of  that are less than
or equal to prescribed value of FMM.
2.3. Integrating factor techniques
In this section we describe an integrating factor technique for integrating the stiff viscous
term of Eq. (9) analytically. Analytical integration has the advantage of neither introducing
discretization errors nor imposing stability constraints on the time marching scheme. Integrating
factor techniques for the viscous term are widely used in Fourier pseudo-spectral methods. These
methods typically compute the action of the integrating factor in Fourier-space. In contrast, the
present method computes the action of the integrating factor in real-space, since the Fourier
series of an arbitrary grid function on an unbounded domain is not computationally practical.
We consider integrating factors defined as the solution operators of the discrete diffusion
equation of the form
dh
dt
= κLQh, h(n, t)→ h∞(t) as |n| → ∞, (14)
where κ ∈ R≥0 and h ∈ RQ. As discussed in Appendix A, the discrete Laplace operator LQ is
diagonalized by the Fourier series operator FQ,
(∆x)2LQ = F−1Q σ
L
QFQ, (15)
where σLQ(ξ) for ξ ∈ (pi, pi)3 is the spectrum of (∆x)2LQ. Next, we define the exponential of the
LQ as
EQ(α) = F−1Q exp(ασ
L
Q)FQ, (16)
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where α = κ(t − τ)/(∆x)2. An immediate consequence of Eq. (16) is that
d
dα
EQ(α) = F−1Q σ
L
Q exp(ασ
L
Q)F
−1
Q = LQEQ(α) = EQ(α)LQ, (17)
which implies that the solution to Eq. (14) is given by
h(n, t) =
[
EQ
(
κ(t − τ)
(∆x)2
)
hτ
]
(n, t), t ≥ τ, ∀n ∈ Z3, (18)
where h(n, τ) = hτ(n).
We now consider using EQ(α) as an integrating factor for Eq. (9). Operating from the left
on the semi-discrete momentum equation of Eq. (9) with EF
(
t−τ
(∆x)2Re
)
and introducing the trans-
formed variable v = EF
(
t−τ
(∆x)2Re
)
u yields the transformed system of semi-discrete equations
dv
dt
= −HF N˜
(
H−1F v + u∞
)
− HFGd, G†H−1C v = 0, (19)
where HQ = EQ
(
t−τ
(∆x)2Re
)
. Using the commutativity properties of integrating factors, Eq. (19)
simplifies to
dv
dt
= −HF N˜
(
H−1F v + u∞
)
− Gb, G†v = 0, (20)
where b = HF d. We emphasize that the transformed system of equations Eq. (20) is equivalent
to the original system of equation Eq. (9). Furthermore, as is the case for Eq. (9), Eq. (20)
represents a system of DAEs of index 2.
The procedures for obtaining expressions GL(n) can be readily extended to the case of
[GE(α)](n), where GE(α) is the LGF of the integrating factor EQ(−α). Expressions for GE(n)
are also provided in Appendix B. As for the case of L−1Q , fast solutions to expressions involving
GE(α) are computed using the LGF-FMM.
An important distinction between GL(n) and [GE(α)](n) is found in their asymptotic behavior.
Whereas |GL(n)| decays as 1/|n| as |n| → ∞, |[GE(α)](n)| decays faster than any exponential
as |n| → ∞ for a fixed α.5 The fast decay of GE implies that, for typical computations, the
application of EQ can be consider a local operation, i.e. values computed at a particular grid
location only depend on the values of a few neighboring grid cells. Consequently, the LGF-
FMM requires significantly fewer operations to evaluate the action of EQ compared to the action
of L−1Q .
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3. Time integration
3.1. Half-explicit Runge-Kutta methods
Failing to properly identify the semi-discrete form of the governing equations, i.e. Eq. (9), as
a system of differential algebraic equations (DAEs) of index 2 prior to choosing a time integration
5Consider [GE(α)](n) for the case n = (n, 0, 0). As n → ∞, [GE(α)](n) ∼ αn/n!. For α = 0.1 and α = 1.0, the value
of [GE(α)](n)/[GE(α)](0) is less than 10−10 at n = 7 and n = 13, respectively. The numerical simulations of Section 6
make use of integrating factors with α < 1, but larger values of α are allowed.
6For the run parameters of the numerical experiments of Section 6, the action of EQ only requires approximately 10%
of the total number of operations required to compute L−1Q .
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scheme can have undesirable consequences on the quality of the numerical solution [34, 35].
Half-explicit Runge-Kutta (HERK) methods are a type of one-step time integration schemes
developed for DAEs of index 2 [34, 36, 37]. Although there are multiple HERK methods [34],
we limit our attention to the original HERK method proposed by Hairer et al. [36].
Consider DAE systems of index 2 of the form
dy
dt
= f (y, z) , g (y) = 0, (21)
where f and g are sufficiently differentiable, and z is an unknown that must be computed so as to
have y satisfy g(y) = 0. Problems of this form are of index 2 if the product of partial derivatives
gy(y) fz(y, z) is non-singular in a neighborhood of the solution. The HERK method applied to
Eq. (21) is given by an algorithm similar to that of explicit Runge-Kutta (ERK) methods except
that the implicit constraint equation g (y) = 0 is solved at each stage of the ERK scheme.
Similarly to standard RK methods, HERK methods can be described by their Butcher tableau:
c A
b† , (22)
where A = [ai, j] is the Runge-Kutta matrix, b = [bi] is the weight vector, and c = [ci] is the node
vector. In subsequent sections, it is often convenient to use the shifted tableau notation:
a˜i, j =
{
ai+1, j for i = 1, 2, . . . , s − 1
b j for i = s
, c˜i =
{
ci+1 for i = 1, 2, . . . , s − 1
1 for i = s . (23)
We refer the reader to the discussions of [36, 37] for a detailed algorithm and a list of order-
conditions for the general case of Eq. (21).
We now turn our attention to the special case of the transformed semi-discrete governing
equations given by Eq. (20). It is convenient to express the non-autonomous system of Eq. (20)
in terms of the autonomous system of Eq. (21). This is achieved by letting y = [v, t] and z = b,
and by adding t′ = 1 to Eq. (20). For this case, gy = [G†, 0] and fz = g†y , where gy = [gu, gt]
and fz = fb. By construction, the operator G is a constant, which implies that fz and gy are also
constants. As a result, order-conditions for the general system of Eq. (21) involving high-order
derivatives of fz and gy are trivially satisfied for the case of Eq. (20). Fewer order-conditions
permit a wider range of RK tableaus to be used for a given order of accuracy. This is particularly
relevant for high-order HERK schemes, since the number of order-conditions is significantly
larger than that of standard RK schemes [37].
The simplifications in the order-conditions obtained for the special case of constant fz and gy
are well-described in the literature of HERK methods [34, 36–38]. Order-conditions up to order
4 for the y-component reduce to those of standard RK methods [38]. Similarly, order-conditions
of order r ≤ 3 for the z-component (up to fourth-order accurate z-component) reduce to having
the shifted sub-tableau [a˜i, j] for i, j = 1, 2, . . . s − 1 satisfy the y-component order-conditions up
to order r [37, 38]. It is beyond the scope of the present work to provide an extended discussion
on the properties and implementation details of the HERK method for particular RK tableaus.
Instead, the order of accuracy and linear stability of a few selected schemes used to perform the
numerical experiments of Section 6 is discussed in Section 3.2 and Appendix C, respectively.
3.2. Combined integrating factor and half-explicit Runge-Kutta method
In this section we present a method for obtaining numerical solutions for the (untransformed)
discrete velocity and total pressure perturbation by combining the integrating factor technique of
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Section 2.3 with the HERK method of Section 3.1. The combined method, referred to as the IF-
HERK method, integrates Eq. (6) over t ∈ [0,T ] subject to the initial condition u(n, 0) = u0(n).
Formally, the IF-HERK method partitions the original problem into a sequences of n sub-
problems, where the k-th sub-problem corresponds to numerical integration of Eq. (6) from tk
to tk+1 subject to the initial condition u(n, tk) = uk(n). We restrict our discussion to the case of
equispaced time-steps, i.e. tk = tk−1 + ∆t, since the more general case of variable time-step size
is readily deduced.
The k-th sub-problem is solved by first introducing the transformed variables
v(n, t) =
[
EF
(
∆t
(∆x)2Re
)]
u(n, t), b(n, t) =
[
EF
(
∆t
(∆x)2Re
)]
q(n, t), t ∈ [tk, tk+1], (24)
and using EF
(
∆t
(∆x)2Re
)
as an integrating factor for Eq. (9). Next, the HERK method is used to
integrate the transformed nonlinear equations from tk to tk+1 in order to obtain vk+1(n) ≈ v(n, tk+1)
and bk+1 ≈ b(n, tk+1). Finally, values for the discrete velocity and total pressure perturbation at
tk+1, i.e. uk+1(n) ≈ u(n, tk+1) and dk+1(n) ≈ d(n, tk+1), are obtained from vk+1 and bk+1 by using
the integrating factor EF
( −∆t
(∆x)2Re
)
.
A computationally convenient algorithm for the k-th time-step of the IF-HERK method, sub-
sequently denoted by (uk+1, tk+1, pk+1)← IF-HERK(uk, tk), is given by:
1. initialize: copy solution values from the k-th time-step,
u0k = uk, t
0
k = tk. (25)
2. multi-stage: for i = 1, 2, . . . , s, solve the linear system (HiF )−1 GG† 0
 [ uikdˆik
]
=
[
rik
0
]
, (26)
where
HiF = EF
(
(c˜i−c˜i−1)∆t
(∆x)2Re
)
, rik = q
i
k + ∆t
i−1∑
j=1
a˜i, jw
i, j
k + g
i
k, (27)
gik = −a˜i,i∆t N˜
(
ui−1k + u∞(t
i−1
k )
)
, tik = tk + c˜i∆t. (28)
For i > 1 and j > i, qik and w
i, j
k are recursively computed using
7
qik = H
i−1
F q
i−1
k , q
1
k = u
0
k (29)
wi, jk = H
i−1
F w
i−1, j
k , w
i,i
k =
(
a˜i,i∆t
)−1 (gik − Gdˆik) . (30)
3. finalize: define the solution and constraint values of the (k + 1)-th time-step,
uk+1 = usk, dk+1 =
(
a˜s,s∆t
)−1 dˆsk, tk+1 = tsk. (31)
7An efficient implementation of the IF-HERK algorithm recognizes that the application of s − 1 integrating factors
can be avoided during final, i = s, stage by computing rsk = H
i−1
F
(
qs−1k + ∆t
∑i−1
j=1 a˜i, jw
i−1, j
k
)
+ gik , as opposed to Eq. (28).
This modification avoids having to explicitly compute qsk and w
s, j
k for j = 1, 2, . . . s − 1.
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The above algorithm is obtained by applying the HERK method to either Eq. (20) or, equiva-
lently, Eq. (19) for the k-th sub-problem, and introducing the auxiliary variables
uik(n) =
[
EF
( −c˜i∆t
(∆x)2Re
)]
vik(n), d
i
k(n) =
[
EF
( −c˜i∆t
(∆x)2Re
)]
bik(n), (32)
for i = 1, 2, . . . s. We clarify that the intermediate steps used to obtained the final form IF-HERK
algorithm make use of the commutativity properties of EQ and the identity EQ(α1)EQ(α2) =
EQ(α1 + α2).
The linear operator on the left-hand-side (LHS) of Eq. (26) is symmetric positive semi-
definite and its null-space is spanned by the set of [0, a]†, where a ∈ RC×R is any discrete linear
polynomial. Consequently, the compatibility condition on the pressure field given by Eq. (5)
guarantees Eq. (26) has a unique solution. As presented, the IF-HERK algorithm is compatible
with any HERK scheme since no assumptions have been made on the RK coefficients. Of course,
more efficient versions of this algorithm can potentially be obtained for specific families of RK
coefficients, but such details are beyond the scope of the present work.
The IF-HERK schemes used to performed the numerical experiments of Section 6 are given
by the following tableaus:
Scheme A
0 0 0 0
1
2
1
2 0 0
1
√
3
3
3−√3
3 0
3+
√
3
6 −
√
3
3
3+
√
3
6
,
Scheme B
0 0 0 0
1
3
1
3 0 0
1 −1 2 0
0 34
1
4
,
Scheme C
0 0 0 0
8
15
8
15 0 0
2
3
1
4
5
12 0
1
4 0
3
4
. (33)
The order of accuracy, based on the simplified order-conditions discussed in Section 3.1, for each
scheme is provided in Table 1. As a point of comparison, Table 1 also provides the expected order
of accuracy for general semi-explicit DAEs of index 2, i.e. Eq. (21).
Table 1: Order of accuracy of the solution y variable (velocity perturbation) and constraint z variable (pressure perturba-
tion) based on specialized HERK order conditions. The superscript ∗ denotes values for general semi-explicit DAEs of
index 2.
y-Order z-Order y-Order∗ z-Order∗
Scheme A 2 2 2 2
Scheme B 3 2 3 2
Scheme C 3 1 2 1
The tableaus for Schemes B and C were obtained from [37] and [38]. As discussed in [38],
the tableau for Scheme C corresponds to the RK coefficients of the popular three-stage fractional
step method of [39]. Unlike Schemes B and C, the tableau for Scheme A was specifically de-
fined for the IF-HERK method. An advantage of Scheme A over Schemes B and C is that the
RK nodes, ci’s, are equally spaced. As a result, the IF-HERK method only requires a single
non-trivial integrating factor.8 This reduction in the number of distinct LGFs reduces the number
of pre-processing operations and lowers the storage requirements of the LGF-FMM. Addition-
ally, extensions of the present method including immersed surfaces, e.g. via the treatment of
8One additional integrating factor is required during the last stage of the IF-HERK algorithm, but for the case of
cs = 1 this additional integrating factor reduces to the identify operator.
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immersed boundaries of [40], can potentially enjoy similar reductions in the computational costs
of pre-processing operations by only having to consider a single non-trivial integrating factor.
We will report on immersed boundary methods based on the present flow solver in subsequent
publications. The linear stability analysis of the IF-HERK method is provided in Appendix C.
3.3. Projection method
It is readily verified that the most computationally expensive operation performed by the IF-
HERK method corresponds to solving Eq. (26) for each stage. Systems of continuum or discrete
equations similar to Eq. (26) often arise in the literature of numerical methods for simulating
incompressible flows. Solutions to these system are frequently obtained through classical pro-
jection, fractional-step, or pressure Schur complement methods [41, 42]. These methods can be
regarded as approximate block-wise LU decompositions of the original system [41, 42]. More
recently, exact projection techniques that are free of any matrix/operator approximations have
been proposed, e.g. [40, 43]. These techniques have the advantage of not introducing any “split-
ting errors” and do not require artificial pressure boundary conditions. The present formulation
uses an exact projection method to solve Eq. (26), but differs from the methods of [40, 43] in that
it does not use the null-space of the discrete operators to obtain solutions to the linear system.
The block-wise LU decomposition of the operator in Eq. (26) suggests a solution procedure,
expressed in the standard correction form, given by:
u∗ = HiF r
i
k (compute intermediate velocity) (34a)
Sdˆik = G
†u∗ (solve for total pressure) (34b)
uik = u
∗ − HiFGdˆik (projection step), (34c)
where S = G†HiFG is the Schur complement of the system.
9 By taking into account the com-
mutativity and mimetic properties of the spatial discretization scheme the procedure given by
Eq. (34) simplifies to:
dˆik = −L−1C G†rik, uik = HiF
(
rik − Gdˆik
)
, (35)
where x = L−1C y is equivalent to solving LCx = y subject to uniform boundary conditions at
infinity. In this form, one of the two integrating factors has been eliminated and the original
elliptic problem G†HiFGx = y has been replaced by the Poisson problem Lx = y. Reducing
the original discrete elliptic problem to a discrete Poisson problem is of significant practical
importance since it permits the use of the LGF-FMM with known LGF expressions [7]. As will
be discussed in Section 4, the operation count of our overall algorithm is dominated by the cost of
solving for the discrete pressure perturbation; therefore, a projection method that is compatible
with fast, robust discrete elliptic solvers greatly facilitates obtaining fast flow solutions.
4. Adaptive computational grid
4.1. Restricting operations to a finite computational grid
Thus far we have described algorithms for discretizing and computing the incompressible
Navier-Stokes equations on unbounded grids. In this section, we present a method for computing
9Without additional information the (scaled) total pressure perturbation, dˆik , obtained from Eq. (34b) is unique up to
a discrete linear polynomial. Yet, a unique dˆik is obtained by taking into account the compatibility condition p(n, t) → 0
as |n| → ∞, i.e. dˆik(n)→ cik as |n| → ∞ where cik = 12 |u∞(tik)|2, discussed in Section 2.1.
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solutions, to a prescribed tolerance, using only a finite number of operations. This approximation
is accomplished by limiting all operations to a finite computational grid obtained by removing
grid cells of the original unbounded grid containing field values that are sufficiently small so as
not to significantly affect the evolution of the flow field. As will be demonstrated in the following
discussion, the ability of the present method to only track a finite region of the unbounded domain
is a consequence of the exponential decay of the vorticity at large distances, which is assumed
for all flows under consideration.
We first consider the error resulting from neglecting field values outside a finite region when
solving the elliptic problems of the IF-HERK method.10 Using the notation of Section 2.2, the
solution to the discrete Poisson problem of Eq. (35) is given by
dˆ(n) = [GL ∗ f](n), f(n) = [−G†rik](n). (36)
The source field G†rik is a discrete approximation of ∇ · ` at t ≈ k∆t, where ` = ω×u is the Lamb
vector. It follows from the assumption that ω is exponentially small at large distances that ∇ · `
and G†rik must also be exponentially small at large distances. As a result, the induced field of
Eq. (36) is computed to a prescribed tolerance by defining the finite computational domain such
that it includes the region where the magnitude of G†rik is greater than some positive value.
The action of all operators present in the IF-HERK and projection algorithms, with the ex-
ception of L−1C , are evaluated using only a few local operations. Many of these local operators
act on fields that typically decay algebraically, e.g. u and d. As a result, the technique of only
tracking regions with non-negligible source terms used for Eq. (35) is impractical for most other
operations required by the IF-HERK method. Unlike the action of L−1C , the action of local op-
erators only incurs an error limited to a few cells near the boundary of a finite region if field
values of outside the region are ignored, i.e. taken to be zero. Furthermore, repeated applications
of local operators only propagate the error into the interior of the region by a few grid cells per
application. This type of error is prevented from significantly affecting the solution in the inte-
rior by padding the interior with buffer grid cells and by periodically computing (“refreshing”)
u from the discrete vorticity, w = Cu, which, like G†rik, has bounded approximate support. As a
result, the approximate support of both G†rik and w must be contained in the finite computational
domain. Bounds for the error resulting from approximating the support of these fields and esti-
mates for the number of time steps that can elapse before the velocity needs to refreshed will be
discussed in Sections 4.3 and 4.4, respectively.
We recall that the discrete velocity perturbation u is subject to the constraint G†u = 0 and
that the null-space of G† is spanned by the image of C†. As a result, it is possible to express u as
u = C†a, (37)
where a ∈ RE can be regarded as the discrete vector potential or streamfunction. Additionally,
we require Da = 0. The discrete vorticity, w, can now be expressed in terms of a as
w = CC†a =
(
CC† + D†D
)
a = −LEa. Dw = 0 (38)
Finally, Eq. (37) and (38) provide an expression for u in terms of w,
u = −C†L−1E w, (39)
10Field values outside the finite region being tracked are treated as zero.
12
where L−1E imposes zero boundary conditions at infinity.
11 As expected, the expressions relat-
ing u, w, and a are analogous to the continuum expressions relating the velocity, vorticity, and
streamfunction fields. We emphasize that Eq. (37), (38), and (39) were obtained through the al-
gebraic properties of the discrete operators, as opposed to the discretization of continuum equa-
tions.
The present formulation can be cast into an equivalent vorticity formulation simply by taking
the discrete curl of Eq. (9) and computing u, which is required to evaluate the non-linear term,
using Eq. (39). This formulation is not pursued since each stage of the IF-HERK would require
solving a discrete vector Poisson problem, as opposed to a discrete scalar Poisson problem,
which would in turn roughly triple the cost of each stage.12 The vorticity formulation has the
advantage of not having to periodically evaluate Eq. (39) to refresh u, but, as will be discussed
in Sections 4.4, this operation occurs, at most, once per time step. Based on the stability analysis
of Appendix C, RK schemes with a minimum of three stages are required to ensure stable solu-
tions. As a result, the primitive variable formulation is approximately 1.5 to 3 times faster than
the vorticity formulation. Differences in the errors between the two algebraically-equivalent for-
mulations associated with the finite tolerances used to compute the LGF-FMM and the adaptive
grid algorithms can be used to further distinguish each formulation. However, such differences
in errors are not considered here since they are expected to be on the order of the prescribed
tolerances, which, as will be discussed in Section 5, are specified to be much smaller than the
discretization errors of practical flows.
4.2. Block-structured active computational grid
We now turn our attention to the formal definition of the finite region of the unbounded
computational domain tracked by our formulation, which we refer to as the active computational
domain. Consider partitioning the unbounded staggered Cartesian grid described in Section 2
into an infinite set of equally sized blocks arranged on a logically Cartesian grid. The block
corresponding to the n = (i, j, k) location is denoted by B(n) or, equivalently, Bi, j,k, and the union
of all blocks is denoted by D∞. Each block is defined as a finite staggered Cartesian grid of
nb1 × nb2 × nb3 cells. We limit our attention to the case in which each block contains the same
number of cells in each direction, i.e. nbi = n
b, but note that the subsequent discussion readily
extends to the general case. As a practical consideration, a layer of buffer or ghost grid cells
surrounding each block is introduced to facilitate the implementation of the present algorithm.
Figure 2 depicts the three nested sub-domains Dsupp ⊆ Dsoln ⊂ Dxsoln ⊂ D∞ that constitute
the active computational domain. These sub-domains are defined as:
• Support blocks (Dsupp): union of blocks that defines the support of the source field of the
discrete Poisson problems of Eq. (35) and (38).
• Solution blocks (Dsoln): union of blocks that tracks the solution fields u and d. All field
values defined in the blocks belonging to Dsoln are regarded as accurate approximations of
the field values computed using an unbounded domain.
11Without further considerations Eq. (38) implies that a is unique up to a discrete linear polynomial. Given that w is
exponentially small at large distances and that u tends to zero at infinity, it follows that a is unique up to an arbitrary
constant taken to be zero.
12For the test case of the extremely thin δ/R = 0.0125 vortex ring discussed in Section 6.3, the wall-time ratio of a
vector to a scalar discrete Poisson solve is approximately 2.8, which is slightly less than the expected ratio of 3 based on
operation count estimates of the LGF-FMM due to the larger parallel communication costs per problem unknown for the
scalar case.
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Figure 2: Depiction of the finite computational domain in two-dimensions. Distant view of the three nested sub-domains
Dsupp ⊆ Dsoln ⊂ Dxsoln defined in the main text (left). Zoomed-in view illustrating the union of blocks used to define
the domain (middle). Magnified view of an individual block (right). Each block is defined as a finite staggered Cartesian
grid; dashed cells surrounding the interior grid correspond to buffer or ghost grid cells.
• Expanded solution blocks (Dxsoln): union of blocks given by a non-trivial neighborhood of
Dsoln. We limit our attention to neighborhoods defined by the union of blocks that are at
most Nb blocks away from any block contained in Dsoln,
Dxsoln =
{
B(m) : |n −m| ≤ Nb, B(n) ∈ Dsoln, m,n ∈ Z3
}
. (40)
• Buffer blocks (Dbuffer): union of blocks belonging to Dxsoln, but not belonging to Dsoln, i.e.
Dbuffer = Dxsoln \ Dsoln. (The domain Dbuffer is not one of the three primary sub-domains,
but it is introduced to facilitate the subsequent discussion.)
The criteria for selecting which blocks belong to Dsupp and Dsoln are discussed in Section 4.3,
and the techniques for selecting values of Nn discussed in Section 4.4.
We now introduce the “mask operator” MγQ : R
Q 7→ RQ associated with the grid space Q and
the domain γ, which is defined by
[MγQq](n) =
{
q(n) if n ∈ ind [B] and B ∈ Dγ
0 otherwise , (41)
where q ∈ RQ, and ind [B] denotes the set of all indices of the unbounded staggered grid asso-
ciated with block B. Mask operators are subsequently used to formally define operations per-
formed on finite domains. For example, the operation Gd perform over Dxsoln is defined as
MxsolnF GM
xsoln
C d. For this particular operation, the values of M
xsoln
C GM
xsoln
C d and Gd are equivalent
for grid cells in Dxsoln, except for a single layer of grid cells on the boundary of Dxsoln. Computa-
tionally efficient implementations of Mγ
′
Q′AM
γ
Q recognize that all non-trivial numerical operations
are limited to grid cells contained in either Dγ and Dγ′ .
4.3. Adaptivity
In this section we discuss the criteria used to select the blocks belonging to Dsupp and Dsoln.
It follows from subsequent discussions that the field values on Dsoln \ Dsupp can be computed as
a post-processing step from the field values on Dsupp; therefore, only the criteria used to define
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the Dsupp affects the accuracy of the computed flow field. We allow for Dsoln , Dsupp in order to
emphasize that the present algorithm is able to track values of u and d over arbitrary regions of
interest.
Consider a function W that maps an unbounded grid of blocks, i.e. D∞, to an unbounded grid
of positive real scalars. We define the support and solution regions as
Dsupp =
{
B(n) : [Wsupp(D∞)](n) > supp, n ∈ Z3
}
, (42a)
Dsoln =
{
B(n) : [Wsoln(D∞)](n) > soln, n ∈ Z3
}
, (42b)
respectively. The functions Wsupp and Wsoln, and the scalars supp and soln are referred to as
weight functions and threshold levels, respectively.
Although the weight function Wsupp can be defined to reflect any block selection criteria,
we limit our attention to cases for which [Wsupp(D∞)](n) reflects the magnitude of the fields Cu
and G†N˜(u + u∞) over the block B(n). This choice of Wsupp facilitates establishing relationships
between the threshold level supp and the error incurred by neglecting source terms values out-
side Dsupp when solving the discrete Poisson problems of Eq.(35) and (38). As a representative
example, we consider the weight function Wsupp given by
[Wsupp(D∞)](n) = max
(
µ(n)/µglobal, ν(n)/νglobal
)
, (43a)
µ(n) = max
m∈ind [B(n)]
|[Cu](n)|, µglobal = max
n∈Z3
µ(n), (43b)
ν(n) = max
m∈ind [B(n)]
|[G†N˜(u + u∞)](n)|, νglobal = max
n∈Z3
ν(n). (43c)
In the absence of any error associated with computing the action of L−1Q , this expression for Wsupp
results in an upper bound of supp for the point-wise normalized residual of the active domain
approximations of Eq. (35) and (38).13 For these cases, the point-wise normalized residual is
defined as ‖r‖∞/‖x‖∞, where
r = x −MsuppLQy, y = MxsolnQ LQ−1MsuppQ x, (44)
and x is the source field of the corresponding discrete Poisson problem.
In general, as the solution changes over time the domain Dsupp, as defined by Eq. (42) and
Eq. (42a), will also change. Significant amounts of non-negligible source terms are prevented
from being advected or diffused outside Dsupp by recomputing and, if necessary, reinitializing the
active domain at the beginning of a time-step. This operation is performed by first computing
w ← Cu and q ← −G†N˜(u + u∞) on Dxsoln. Next, values of w and q of grid cells belonging to
block in Dbuffer that have been significantly contaminated by finite boundary errors are zeroed.
Finally, [Wsupp(D∞)](n) and [Wsoln(D∞)](n) are computed using Eq. (42a) for all n ∈ Z3 such
that B(n) ∈ Dxsoln and are set to zero otherwise.
If either of the newly computed Dsupp or Dsoln differ from their respective previous values,
then it is necessary to reinitialize the active grid and compute the discrete velocity perturbation,
13Formally, supp is only an approximate upper bound for the active domain case of Eq. (35) since the source field
for this problem is not exactly equal to −G†N˜(u + u∞). Yet, for the present error estimates, numerical experiments of
representative flows indicate that −G†N˜(u + u∞) at t = tk is a good approximation to G†rik of each stage of the k-th
time-step.
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u, over the new Dxsoln. By construction, all non-negligible values of the discrete vorticity, w, are
contained in Dsupp; therefore, u over Dxsoln can be computed as
a← −MxsolnE LQ−1MsuppE w, u← MxsolnE C†MxsolnE a. (45)
Subsequently, we denote the procedure implied by Eq. (45) as u← Vor2Vel(w).
We emphasize that the present algorithm is also compatible with other choices of weight
functions. Using weight functions that are well-suited for capturing the relevant flow physics of
a particular application can potentially reduce the size of the active domain and the number of
operations required to accurately simulate the flow. For example, if we are primarily interested in
capturing the local physics of a flow over a particular region centered at x0, then a weight function
|n − x0|−α[W(D∞)](n) with α > 0 and W given by Eq. (42a) might be an appropriate choice.
Unless otherwise stated, subsequent discussions assume that Wsupp is defined by Eq. (43a).
4.4. Velocity refresh
In this section we present a set of techniques for limiting the error introduced from truncating
non-compact fields that decay algebraically, e.g. u and d, when computing the action of local op-
erators. We limit the present discussion to issues that arise from evaluating expressions involving
ELQ(α) on the finite active domain since this operator has the largest stencil of all local operators
involved in the IF-HERK and projection methods.
We recall that the action of ELQ(α) on q ∈ RQ is computed as [GE(α) ∗ q](n). Formally,
GE(α) has an infinite support, but, as discussed in Section 2.2, [GE(α)](n) decays rapidly as
|n| → ∞; therefore, it is possible to approximate GE(α) to prescribed tolerance using a finite
support. Consequently, for a given α, there exists some nE ∈ Z such that the field induced
from an arbitrary source field can be computed at a distance nE∆x from ∂Dxsoln to a prescribed
accuracy E. By choosing the parameter Nb, used to define Dxsoln in Eq. (40), to be equal or
greater than dnE/nbe it is possible to evaluate the action of ELQ(α) on Dsoln to an accuracy E. As a
result, the flow inside Dsoln remains an accurate approximation of the flow that would have been
obtained using the entire unbounded grid.
As the solution is evolved using the IF-HERK method, the operator ELQ(α) is repeatedly
applied to various grid functions, causing the error associated with truncated non-compact source
fields to progressively propagate into the interior of Dxsoln. The action of
∏n
i=1 M
xsoln
Q E
L
Q(αi)M
xsoln
Q
is well-approximated by MxsolnQ E
L
Q(β)M
xsoln
Q , where β =
∑n
i=1 αi. Given that the physical values of
the nonlinear terms in the IF-HERK algorithm are approximately zero on Dbuffer, the minimum
buffer region required to integrate u over q time-steps is determined by the support of GE(qβ),
where β =
∑s
i=1
∆c˜i∆t
(∆x)2Re =
∆t
(∆x)2Re . A procedure for obtaining estimates for nE from q and β is
provided in Appendix D. This procedure is extended to obtain an upper bound, qmax, on the
number of time-steps, q, before the error at prescribed distance nE∆x away from ∂Dxsoln exceeds
a prescribed value of E. At its minimum, the depth of the buffer region is nbNb∆x; therefore, the
present method takes nE to be equal to nbNb.
Provided qmax ≥ 1, the solution is integrated over multiple time-steps before the error from
truncating non-compact source field starts to significantly affect the accuracy of the solution on
Dsoln.14 In order to maintain the prescribed accuracy, after qmax time-steps the discrete velocity
perturbation on Dxsoln is recomputed or refreshed from the discrete vorticity on Dsupp using the
Vor2Vel procedure.
14Combinations of nb, Nb, and β resulting in qmax = 0 are not allow. For a given β, the value of qmax = 0 can always
be increased by using larger values of nb or Nb.
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5. Algorithm summary
The present method for solving the incompressible Navier-Stokes on formally unbounded
Cartesian grids using a finite number of operations and storage, referred to as the NS-LGF
method, is summarized in this section. Implementation details are omitted since they are be-
yond the scope of the present work. Instead, we refer the reader to the parallel implementation
of the LGF-FMM [7], which can be readily extended to accommodate the additional operations
required by the NS-LGF method.
An outline of the steps performed by the NS-LGF algorithm at k-th time-step is as follows:
1. Preliminary: compute the discrete vorticity, wk, and divergence of the Lamb vector, qk.
wk ← MxsolnE CMxsolnF uk, (46a)
qk ← −MxsolnC G†MxsolnF N˜(MxsolnF (uk + u∞(tk))). (46b)
2. Grid update: update the computational grid based on prescribed criteria.
(a) Query: use weight functions Wsupp and Wsoln, threshold values supp and soln, and
fields wk and qk to determine whether Dsupp or Dsoln need to be updated.
(b) Update: (if necessary) update Dsupp, Dsoln, and Dxsoln by adding or removing blocks.
Copy the values of the discrete vorticity from the old to the new computational grid
for ∀B ∈ Dnewsupp ∩ Doldsupp, where Dnewsupp and Doldsupp denote Dsupp before and after the
update, respectively.
3. Velocity refresh: compute the discrete velocity perturbation, uk, from the discrete vorticity,
wk.
(a) Query: this operation is required if either the grid has been updated or if the number
of time-steps since the last refresh is equal or greater than qmax.
(b) Refresh: (if necessary) compute uk using:
uk ← Vor2Vel(wk), (47)
where the Vor2Vel procedure given by Eq. (45).
4. Time integration: compute uk+1, tk+1, and pk+1 using:
(uk+1, tk+1, pk+1)← xIF-HERK(uk, tk), (48)
where the xIF-HERK algorithm is the finite computational grid version of the IF-HERK
algorithm.
The xIF-HERK algorithm is identical to the IF-HERK algorithm, except for the presence of
mask operators which are used to confine all operations to the finite active domain. With the
exception of a few special cases, the xIF-HERK algorithm is obtained by operating from the left
all operators and grid functions present in the IF-HERK algorithm by the appropriate MxsolnQ , e.g.
A → MxsolnQ A and y → MxsolnQ y. The exceptions to this rule correspond to the expressions for gik
and dˆik, which are given by
gik = a˜i,i∆tM
soln
F N˜
(
MxsolnF (u
i−1
k + u∞(t
i−1
k ))
)
, (49a)
dˆik = −MxsolnC L−1C MsuppC G†MxsolnF rik. (49b)
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Both Eq. (49a) and (49b) reflect the fact that, by construction, the non-negligible physical values
of wk and qk are contained in Wsupp.
The operation count for the k-th time-step of the NS-LGF method, denoted by NNSk , is domi-
nated by the number of operations required to evaluate the actions of L−1Q and E
L
Q. As a result, an
estimate for NNSk is given by:
NNSk ≈ sNLk + 3C(s)NEk + d3NLk ck, (50)
where s is the number of stages of the HERK scheme. NLk and N
E
k denote the number of oper-
ations required to compute the action of MxsolnQ L
−1
Q M
supp
Q and M
xsoln
Q L
−1
Q M
xsoln
Q , respectively, using
the LGF-FMM for scalar grid spaces.15 Detailed estimates for the values of NLk and N
E
k can be
obtained from the discussion of the LGF-FMM [7], but we note here that both NLk and N
E
k scale
as O(N) for sufficiently large values of N, where N is the total number of grid cells of the active
domain. The notation d · ck is used to clarify that cost associated with velocity update, i.e. 3NLk ,
should only be included if a velocity update is performed. Lastly, C(s) specifies the number of
integrating factors required by an s-stage IF-HERK scheme. In general, C(s) is equal to C0(s),
where
C0(s) = s +
[
(s − 1)s
2
]
. (51)
For special case of second-order IF-HERK schemes, C(s) reduces to C0(s) − 1.16
For convenience, a summary of the parameters used in our treatment of the active computa-
tional domain is provided by Table 2. Of the parameters listed in Table 2, only FMM, E, and supp
Table 2: Parameters used in the treatment of the finite computational domain.
Symbol Description Section
Nb Width of Wbuffer (no. blocks) 4.1
nb Block size (no. cells) 4.1
FMM LGF-FMM tolerance 2.2
supp Support region threshold 4.3
E Buffer region tolerance 4.4
affect the accuracy of the numerical simulation. The solution error of the NS-LGF method, i.e.
the error associated with approximately solving the fully discretized unbounded grid equations,
is approximately bounded above by the sum of these three parameters.
The field values used to compute Dsupp should represent field values that would be obtained
using the unbounded grid in the absence of numerical errors associated with the evaluation of
discrete operators. Spurious and unnecessary changes to the active domain are avoided by re-
quiring
max(FMM, E) < αsupp, (52)
where α < 1 is a safety parameter specifying the sensitivity of the adaptive scheme to the solu-
tion errors associated with FMM and E.17 Furthermore, using parameters that satisfy Eq. (52)
15The factor of 3 that appears in the second and third terms of Eq. (50) accounts for the additional operations required
to solve vector Poisson problems and vector integrating factors.
16The expression cs = 1 is one of the HERK order-conditions associated with second-order accurate constraints. For
the case of cs = c˜s−1 = 1, the integrating factor HsF , defined by Eq. (27), simplifies to the identity operator.
17Numerical experiments of representative flows have shown that α ≈ 0.1 is sufficiently small as to avoid most spurious
and unnecessary changes to the computational grid.
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eliminates the inclusion of blocks that only contain field values that are on the same order as the
solution error.
The values for nb and Nb can also significantly affect the number of numerical operations per-
formed by the NS-LGF method. Smaller values of nb typically result in smaller active domains,
but require more frequent velocity updates and often require the use of LGF-FMM schemes
with less than optimal computational rates. In practice, computationally efficient schemes are
obtained by setting Nb = 1 and determining the lower bound for nb, denoted by nb0, from the
prescribed value of E. Next, starting from nb0, progressively larger values of n
b are considered
until an efficient LGF-FMM scheme that achieves the prescribed FMM tolerance is obtained. The
construction and computational performance of LGF-FMM schemes are discussed in [7].
6. Verification examples
The behavior of the NS-LGF method is verified through numerical simulations of thin vor-
tex rings. We consider vortex rings of ring-radius R and core-radius δ, with circulation Γ and
Reynolds number Re = Γ
ν
, where ν is the kinematic viscosity of the fluid. Unless otherwise
stated, simulations are initiated with a vorticity distribution given by
ωθ(r, z) =
Γ
piδ2
exp
(
z2 + (r − R)2
δ2
)
, ωz(r, z) = 0, (53)
where r = x2 + y2 and θ = tan−1(y/x). As a result, the vortex ring initially translates in the
positive z-direction due to its self-induced velocity [21].
The numerical experiments discussed in this section are initialized by first specifying an
initial discrete vorticity, w0, and then using Eq. (45) to obtain an initial discrete velocity pertur-
bation, u0. This procedure naturally leads to a u0 that is compatible with the IF-HERK method,
i.e. G†u0 = 0. The initial active domain is chosen such that the |ω| < 10−10 outside the Dsupp.
In order to avoid significant numerical artifacts due to the jump in the direction of the vorticity
field at the ring origin, we limit our attention to vortex rings for which |ωcenter| < 10−10 max |ω|,
where ωcenter is the value of ω at the center of the ring. For the case of Eq. (53), this condition is
satisfied for δ/R < 0.2.
Provided a sufficiently large initial active domain, any sufficiently accurate process for com-
puting w0 from ω0 can be used to initialize the numerical simulations. Yet it is convenient to
use a process that naturally leads to a w0 such that Dw0 ≈ 0. In the absence of any numerical
errors, w˜0 = Cu0 is equal to w0 if and only if Dw0 = 0. For the case of Dw0 , 0, the support
of w˜0 is typically larger than the support of w0, which in turn leads to larger active domains
and complicates initial error estimates, i.e. |w0| <  in Dsupp does not imply |w˜0| <  in Dsupp.
Provided ∇ · ω = 0, it is possible to construct w0 such that the magnitude of Dw0 is less than a
prescribed tolerance by computing approximate values of the vorticity flux over the faces of the
dual grid and applying the Divergence theorem to each dual cell.18 For all test cases, a high-order
quadrature scheme is used to integrate the initial vorticity distribution over the faces of the dual
grid such that the resulting w0 satisfies ‖Dw0‖∞ ≈ 10−10.
18The dual grid corresponds to a copy of the original staggered grid that has been shifted by half a grid cell in each
direction. Cells, faces, edges, and vertices of the original grid can be regarded as vertices, edges, faces, and cells,
respectively, of the dual grid.
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Test cases are performed using nb = 16 and Nb = 1. This choice of parameters leads to
FMM < 10−8 for all values of ∆x, ∆t, and Re considered. The values of supp and E are taken to
be supp = 0.1∗ and E = ∗. The value of ∗ is varied across different sets of simulations, but is
always such that 10−8 ≤ ∗ ≤ 10−2. The support domain Dsupp is computed using Eq. (42a) and
Eq. (43a), and the solution domain Dsoln is set to be equal to Dsupp. It follows from our choice of
parameters that the overall solution error is always bounded above by ∗.19
With the exception of a few test cases discussed in Section 6.1, all numerical experiments
are performed using the IF-HERK scheme denoted as “Scheme A” in Section 3.2. The time-
step size, ∆t, is held fixed during each simulation and chosen such that the CFL, based on the
maximum point-wise velocity magnitude, does not exceed 0.75. Unless otherwise stated, the
freestream velocity, u∞, is set to be zero.
6.1. Discretization error
The order of accuracy of the discretization techniques is verified using spatial and temporal
refinement studies on the early evolution of a vortex ring at Re0 = 1,000 with initial vorticity
distributions given by
ωθ(r, z) =
{
α ΓR2 exp
(
−4s2/(R2 − s2)
)
if s ≤ R
0 otherwise
, ωz(r, z) = 0, (54)
where s2 = z2 + (r−R)2 and α is chosen such that ωθ integrates to Γ, i.e. α ' 0.54857674.20 Test
cases are performed using fixed grids that are sufficiently large such that at any time-step of the
simulation the active domain corresponds to a value of ∗ less than 10−8.
We use εu = ‖u − TF u∗‖∞/‖u∗‖∞ and εp = ‖p − TCp∗‖∞/‖p∗‖∞ to approximate the error at
time T of the velocity field, u, and the pressure field, p, respectively. The superscript ∗ is used
to denote grid functions obtained from the test case with the highest resolution, i.e. smallest
∆x or ∆t, included in the corresponding refinement study. Point-wise comparisons between
grid functions at different refinement levels are made possible through the use of the coarsening
operators TF and TC. Finally, we define ‖x‖∞ as the maximum value of |x(n)| for all n associated
with grid locations in Dsoln.
The spatial refinement study consists of seven test cases corresponding to ∆x/∆x0 =
20, 2−1, . . . , 2−6. Test cases are performed using the same ∆t, and εu and εp are evaluated at
T = 10∆t. The computational grids are constructed such that the location of vertices of coarser
grids always coincide with the location of vertices of finer grids. This enables the coarsened
solution fields TCp∗ and TF u∗ to be computed by recursively averaging the values of the 8 (4)
fine grid cells (faces) occupying the same physical region as the corresponding coarse grid cell
(face). The slope of the error curves depicted in the left plot of Figure 3 verifies that the solutions
are second-order accurate in ∆x.
Temporal refinement studies are performed using the three IF-HERK schemes, Scheme A–
C, included in Section 3.2. For each scheme, a series of eight test cases is performed using
∆t/∆t0 = 20, 2−1, . . . , 2−7. All test cases employ the same computational grid, and εu and εp
are evaluated at T = 10∆t0. Consequently, TF and TC are taken to be identity operators. The
19The solution error, as defined in Section 5, should not be confused with the error of the solution.
20The computational cost of the spatial convergence tests are reduced by using “fat” vortex rings such as those given
by Eq. (54), which, unlike similar “fat” rings given by Eq. (53), are continuous and differentiable at the origin.
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Figure 3: Velocity error, εu, and pressure error, εp, for test cases. Spatial refinement study verifies second-order accuracy
of the spatial discretization technique (left). Temporal refinement studies verify the expected order of accuracy of the
three time integration schemes defined in Section 3.2 (right).
slopes of the error curves depicted in the right plot of Figure 3 verify that the accuracy with
respect to ∆t of each scheme is the same as the order of accuracy expected from the IF-HERK
order-conditions.21
6.2. Quality metrics for thin vortex rings
In this section we consider the laminar evolution of a thin vortex ring at Re0 = 7,500 initiated
with δ0/R0 = 0.2. Six test cases for different values of ∆x and ∆t are performed. The ratio
∆t/∆x = 0.5734R0/Γ0 is held constant across all test cases. Unlike the numerical experiments
of Section 6.1, the grid is allowed to freely adapt as the solution evolves. For all test cases, ∗
is taken to be 10−6, which is significantly smaller than the discretization error inferred from the
discussion of Section 6.1.
The evolution of isolated vortex rings is often characterized by the time-history of a few
fundamental volume integrals. Quantities considered in the following numerical experiments
include the hydrodynamic impulse I , the kinetic energy K , enstrophy E, the helicity J , the
Saffman-centroid X, and the ring-velocity U. Expressions for these quantities for unbounded
fluid domains and exponentially decaying ω fields are given by [21]:
I (t) = 1
2
∫
R3
x × ω dx,
K(t) =
∫
R3
u · (x × ω) dx,
E(t) = 1
2
∫
R3
|ω|2 dx,
J(t) =
∫
R3
u · ω dx,
X(t) = 1
2
∫
R3
(x × ω) · I
|I |2 x dx −
∫ t
0
u∞(t′) dt′
U(t) = dX
dt
.
(55)
The hydrodynamic impulse, I , is a conserved quantity in the absence of non-conservative forces
[21]. As a result, I provides a useful metric for assessing the accuracy and physical fidelity of
21We note that the spatial discretization error associated with the computational grid is significantly larger than the
temporal discretization error for some test cases. This does not affect the present refinement studies since the spatial
discretization error is the same for all test cases and our error estimates are computed as the difference of two numerical
solutions.
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numerical solutions. The time rate of change ofK is related to E by the relationship ddtK = −2νE.
Differences in the time history of ddtK between different numerical simulations of the same flow
are commonly used to characterize the accuracy of solutions of unsteady flows [44–46]. In the
absence of viscosity, the helicity, J , is an invariant of the flow and provides a measure for the
degree of linkage of the vortex lines of the flow [47]. Although the present simulations consider
viscous flows, differences in J between test cases of the same flow are used as part of our
quality metrics. Our definitions for the vortex ring centroid, X, and propagation velocity,U, are
equivalent to those used by Saffman [21, 48]. Although all the integrals of Eq. (55) are formally
over R3, they can be accurately computed for solutions obtained by the NS-LGF method since
the support of the integrands is approximately contained in Dsoln.22
Figure 4: Time histories of E, K , Iz, and Uz (respectively, left to right) for a vortex ring at Re0 = 7,500 initiated with
δ0/R0 = 0.2. Numerical experiments are performed using different values of δ0/∆x while holding ∆t/∆x constant.
Table 3: Maximum difference in E, K , Iz, and Uz during tΓ0/R20 ∈ [0, 40] between test cases with δ0/∆x < 24 and the
test case with δ0/∆x = 24. Reported differences have been normalized by the maximum value of the respective quantity
during tΓ0/R20 ∈ [0, 40].
δ0/∆x E K Iz Uz
4 1.8 × 10−2 1.5 × 10−2 7.5 × 10−6 4.9 × 10−3
8 4.0 × 10−3 3.5 × 10−3 6.6 × 10−6 4.8 × 10−4
12 1.5 × 10−3 1.3 × 10−3 4.8 × 10−6 1.7 × 10−4
16 6.0 × 10−4 5.3 × 10−4 4.4 × 10−6 7.3 × 10−5
20 2.0 × 10−4 2.2 × 10−4 2.3 × 10−6 2.7 × 10−5
The time history for the values of E, K , Iz, and Uz, where subscripts “q” denotes the com-
ponent of a vector quantity in q-th direction, are shown in Figure 4. The values for J and the
components of I andU in the x- and y-directions were also computed, but are not depicted since
the magnitude of these values remained less than 10−8, which is significantly smaller than ∗, for
all test cases. Visual inspection of the curves included in Figure 4 suggests good agreement be-
tween all tests cases. This is quantified by Table 3, which lists the maximum difference between
test cases with δ0/∆x < 24 and the test case with δ0/∆x = 24.
22Numerical solutions set the vorticity outside the computational to be zero. As a result, the only error involved in
evaluating the integrals of Eq. (55) is the error resulting from their discretization.
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Figure 4 demonstrates that E, K , and Uz are most sensitive to changes in the resolution at
early times, tΓ0/R20 ∈ [0, 15]. We attribute this to the rapid changes in the vorticity distribution
observed shortly after the ring is initiated. For cases initiated with finite values of δ/R, it is well-
known that flow undergoes an “equilibration” phase shortly after being initiated [44, 45, 49].23
During this phase, vorticity starts to be shed into the wake and, over time, the core region of
the ring assumes a more relaxed axisymmetric vorticity distribution in which ωθ is no longer
symmetric, but instead skewed so as to concentrate the vorticity away from the ring center. After
the equilibration phase, i.e. approximately after tΓ0/R20 > 15 for test cases under consideration,
the ring assumes a quasi-steady distribution that persists until the growth of linear instabilities
causes the ring to transition into turbulence. This transition does not occur during the simulation
time of the present study, but will be investigated in Section 6.4.
For each test case, the value of I remained nearly constant throughout the simulation time,
only exhibiting deviations on the same order as ∗ (taken to be 10−6 for all test cases). Interest-
ingly, the value I appears to be insensitive to changes in ∆x, at least when maintaining ∆t/∆x
constant, as demonstrated by Table 3. We refrain from speculating on whether the present method
results in additional conservation properties beyond those mentioned in Section 2.1, since such
investigations are beyond the scope of the present work. Instead, we simply note that I appears
to be conserved approximately up to the solution error, i.e. ∗, which further verifies the physical
fidelity of solutions obtained using the NS-LGF method.
The difference between the LHS and RHS of ddtK = −2νE is often used as a metric for the
spatial discretization error. The maximum value of
∣∣∣ ddtK − (−2νE)∣∣∣ / (2νE) for tΓ0/R20 ∈ [0, 40]
is 6.8 × 10−2, 2.1 × 10−2, 9.6 × 10−3, 5.3 × 10−3, 3.4 × 10−3, and 2.3 × 10−3 for the tests cases
considered, sorted in ascending order of δ0/∆x. Values for dKdt and 2νE were computed at each
half-time step using standard second-order differencing and averaging, respectively.
6.3. Propagation speed of thin vortex rings
The results of this section verify that the solutions obtained using the NS-LGF method are
indeed physical solutions to the incompressible Navier-Stokes equations. The translational speed
of laminar vortex rings has been extensively studied through experimental, numerical, and the-
oretical investigations [21, 44, 50–52]. Saffman [48] showed that the propagation speed of a
viscous vortex ring with a vorticity distributions given by Eq. (53), in the limit of δ/R→ 0, is
USaffman =
Γ0
4piR0
[
log
(
8
ε
)
− β0 + O (ε log ε)] , (56)
where ε = δ/R, β0 = 12
(
1 − γ + log 2) ' 0.557966, and γ ' 0.577216 is Euler’s constant.
Subsequent numerical [44] and theoretical [53] investigations have shown that the error term is
actually smaller, and is given by O
(
ε2 log ε
)
.
The initial propagation speed of a vortex ring, taken to be Uz as defined in Eq. (55), is
computed for test cases at Re0 = 7,500 that have been initiated with ε = 0.2, 0.1, 0.05, 0.025,
and 0.0125. For all test cases, δ0/∆x = 20, ∆tΓ0/R20 = 10
−6 and ∗ = 10−6. Values of Uz are
computed via central differencing the values of X between adjacent time-steps. The valueUz at
t∗ = ∆t/2 for each test case is shown in the left plot of Figure 5. Visual inspection indicates good
23A vortex ring initiated a with vorticity distribution given by Eq. (53) is a solution to the Navier-Stokes equations
only in the limit of δ/R→ 0.
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Figure 5: Propagation speed of a thin vortex ring at Re0 = 7,500 for the different values of ε = δ0/R0 (left). Difference
between the computed value, Uz, and the theoretical estimate, USaffman, for the propagation speed of a vortex ring at
Re0 = 7,500 (middle). Time history of the propagation speed of a vortex ring initiated with δ0/R0 = 0.1 at different Re
(right).
agreement between Uz and USaffman, which in turn verifies that numerical solutions obtained by
the NS-LGF method approximate actual physical solutions.
We further verify the present formulation by confirming the form of the error term of USaffman,
i.e. O
(
ε2 log ε
)
. Theoretical estimates for the effective ring and core radii for early times24
indicate that, at time t∗, the ring and core size have not deviated enough from their initial values
to significantly affect the value USaffman as to hinder the present comparison. The middle plot of
Figure 5 shows the difference in the ring propagation speed between the numerical experiments,
Uz, and theoretical estimates, USaffman. For large values of ε, i.e. ε > 0.05, the rate of change of
∆U˜z = (USaffman −Uz) R0/Γ0 with respect to ε is consistent with the theoretical O
(
ε2 log ε
)
error
estimate. On the other hand, for ε < 0.05 the rate of change of ∆U˜z with respect to ε is slightly
faster than O
(
ε2 log ε
)
. We refrain from attributing any physical meaning to the difference in
the behavior of the error at smaller values of ε since we have not thoroughly determined the
numerical error for such test cases.25
We further verify the present implementation by comparing the time and Reynolds num-
ber dependence of Uz with previously reported theoretical [52] and numerical [44] results. To
facilitate the comparisons, it is convenient to define
tΓ =
δ20
4ν
+ t. (57)
The discussion of [52] provides theoretical bounds onUz based on the low and high Re limits of
24The radius of the core and the vorticity centroid in the radial direction are approximately 2
√
vt and R0 + 3vt/R0 at√
vt  R0 [52].
25Extrapolating from the results of Table 3 to the present tests cases, we estimate that the error of Uz to be between
10−5 and 10−4. As a result, the assumption that Uz is more accurate than USaffman might need to be revisited for test
cases resulting in values of ∆U˜z < 10−4.
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a vortex ring initiated with δ/R→ 0,
UFukumoto,0 =
Γ0
4piR0
log ( 4R0√
νtΓ
)
− β0 − 95
(
log
(
4R0√
νtΓ
)
− β1
)
νtΓ
R20
(low-Re), (58a)
UFukumoto,1 =
Γ0
4piR0
log ( 4R0√
νtΓ
)
− β0 − β2 νtΓ
R20
 (high-Re), (58b)
where β0 is the same as in Eq. (56), β1 ' 1.057967, and β2 ' 3.671591. For all test cases,
δ0/∆x = 15 and ∆t is determined by requiring the initial CFL to be 0.5. Test cases correspond
to a vortex ring at Re0 = 100, 200, and 400 that are initiated with δ0/R0 = 0.1. The right plot
of Figure 5 demonstrates that, for all test cases, Uz remains bounded between UFukumoto,0 and
UFukumoto,1, except at early times for the case of Re0 = 400 where the numerical Uz slightly
exceeds the UFukumoto,1. This discrepancy is not surprising since the theory of Fukumoto [52]
assumes that the vortex ring is initiated with δ/R→ 0, and, as a result, does not properly account
for the changes in the vorticity distribution that occur during the equilibration phase of a vortex
ring initiated with a finite δ/R value. Although not shown in Figure 5, the time history of Uz
for all test cases has been compared to the numerical results of [44], and found to be in good
agreement (overlaying the curves of both investigations reveal nearly identical results).
6.4. Finite active computational domain error
In this section, we investigate the effect that our adaptive grid technique has on the numerical
solutions by considering the evolution of a thin vortex ring computed using different values of ∗.
These test cases are used to verify that the solutions converge as ∗ tends to zero and to verify, via
comparisons with numerical investigations of other authors, the physical fidelity of the solutions.
For all test cases, the vortex ring is initiated with δ0/R0 = 0.2 and a constant uniform flow,
u∞ =
[
0, 0, u(z)∞
]
, is superimposed to partially oppose the translational motion of the vortex ring.
The value of u(z)∞ R0/Γ0 is taken to be −0.18686, which reduces the initial speed of the vortex ring
by approximately 75%. Solutions are computed using δ0/∆x = 10 and ∆tΓ0/R20 ≈ 0.01721. The
error estimates of Section 6.2 indicate that, for all test cases, the discretization error is on the
order of 10−3.
Figure 6: Time histories of E, K , Iz, and Uz (respectively, left to right) for a vortex ring at Re0 = 500 initiated with
δ0/R0 = 0.2. All parameters, with the exception of ∗, are held constant across all test cases.
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Figure 6 depicts the time histories of E,K , Iz, andUz for a vortex ring at Re = 500 computed
using ∗ = 10−2, 10−3, 10−4, 10−5, and 10−6. The smooth decay of E and K indicates that the
vortex ring remains laminar throughout the entire simulation time. This follows from the fact
that a pronounced peak in E is observed during the transition to the early stages of turbulence
resulting from a significant increase in the stretching of vortex filaments [45]. Figure 6 verifies
that, for laminar flows, numerical solutions converge as ∗ tends to zero. For all test cases with
values of ∗ > 10−2, the error26 in the computed values E, K and Iz is inversely proportional
to ∗ for tΓ0/R20 ∈ [10, 80]. The large oscillations in Uz are due to shifts in X resulting from
the addition or removal of a single layer blocks in the z-direction. For times at which all test
cases exhibit an approximate local minimum in Uz, e.g. tΓ0/R20 ≈ 70.5, the error in Uz is also
inversely proportional to ∗.
Next, we consider the effect ∗ has on solutions of unsteady flows that are sensitive to small
perturbations. The numerical investigations of [45, 54] on thin vortex rings with Gaussian vortic-
ity distributions at Re0 = 7,500 have shown that small sinusoidal perturbations to the vortex ring
centerline result in the growth of azimuthal instabilities, which in turn facilitate the laminar to
turbulent transition of the flow. Here, we consider the evolution of a vortex ring at Re0 = 7,500
computed using values of ∗ = 10−2, 10−3, 10−4, 10−5, and 10−6. Unlike the numerical experi-
ments of [45, 54], the vortex ring is initiated without imposing any perturbations beyond those
implied by the numerical scheme.
Figure 7: Time history of E for a vortex ring at Re0 = 7,500 initiated with δ0/R0 = 0.2 (left). Data points labeled as
“Archer” correspond values reported in Archer et al. [45]. All parameters, with the exception of ∗, are held constant
across all test cases. Vorticity iso-surfaces at tΓ0/R20 = 137.6 for test case 
∗ = 10−4 (right).
The time history of E for all test cases is shown in the left plot of Figure 7. The transition
into the early stages of turbulence, characterized by a peak in E resulting from an increase in the
stretching of vortex filaments, is observed for all test cases. The growth of azimuthal instabilities
and the development of secondary or “halo” vortices occurring at beginning of the transition
phase [45, 54] are depicted in the right plot of Figure 7.
As expected from the previous test cases for Re0 = 500, the values of E during the laminar
regime for all test cases converge as ∗ tends zero. Also included in Figure 7 are the values of
E reported in the numerical investigations of Archer et al. [45] for same vortex ring, which are
26 The error is estimated by assuming that the test case corresponding to ∗ = 10−6 is the true solution.
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nearly identical to values obtained from our test cases during the laminar regime.27 Additionally,
the vorticity iso-surfaces shown in right plot of Figure 7 are qualitatively similar to the vorticity
iso-surfaces provided by Archer et al. [45] depicting the nonlinear growth of instabilities. In par-
ticular, the iso-surfaces of both investigations demonstrate the noticeable presence of the n = 1
azimuthal Fourier mode and the presence of halo vortices (iso-surfaces of ωz in Figure 7) of sim-
ilar magnitudes but alternating sign wedged between the approximately sinusoidally displaced
inner-core (iso-surfaces of ωθ in Figure 7).
Figure 8: Vorticity magnitude on the y-z plane at x = 0 for test cases of ∗ = 10−2, 10−4, and 10−6 at different times,
t˜ = tΓ0/R20. Contours correspond to values of |ω|R20/Γ0 = 4 ×
(
1
2
)i
for i = 8, 7, . . . , 0. Contours have been shifted the
z-direction to account for the constant freestream velocity, z˜ = z − u(z)∞ t. Thick lines depict the boundary of Dxsoln.
The time histories of E shown in Figure 7 indicate that the time at which E starts to increase
prior to reaching its peak value, i.e. the time at which the flow starts to transition, increases as ∗
decreases, but converges as ∗ tend to zero. This trend is an expected consequence of the present
adaptive grid technique since the flow field is slightly perturbed each time a block is removed,
i.e. vorticity is implicitly set to zero outside Dsupp. The magnitude of these perturbations is cor-
related to the value of ∗ used to compute the numerical solution. Over time, the perturbations
introduced by the adaptive grid lead to changes in the flow field that break the axial symmetry of
the solution, which in turn promotes the growth of instabilities. Figure 8 provides vorticity con-
tours at different times that depict the breakdown of axial symmetry and the subsequent laminar
to turbulent transition for a few test cases.
Figure 8 also depicts the computational domains that result from using different values of ∗.
As expected, higher values of ∗ result in tighter domains, but lead to some significant changes
in the flow that are potentially relevant to specific applications. For example, Figure 8 indicates
that using a value ∗ of 10−2 is sufficient to accurately track the laminar evolution of the vortex
27In the discussion of Archer et al. [45], the test case corresponding to a vortex ring at Re0 = 7,500 initiated with
δ0/R0 = 0.2 is denoted as case “B3”. Unlike the present test cases, the initial vorticity distribution for case B3 of Archer
et al. [45] was slightly perturbed to promote an early transition.
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core, but does not adequately capture the large wake that develops behind the vortex ring.28 We
recall that the computational domain is determined by the particular choice of Wsupp and supp,
both of which can be readily modified to accurately and efficiently capture the relevant physics
of specific applications.
Figure 9: Translucent iso-surfaces of the vorticity magnitude for the test case of ∗ = 10−4 at different times. Iso-surfaces
correspond to values of |ω|R20/Γ0 = 0.03125, 0.125, 0.5, and 2.
Figure 9 depicts vorticity iso-surfaces during the transition phase (tΓ0/R20 = 137.6) and early
turbulent regime (tΓ0/R20 = 206.4 and 275.2) for the test case of 
∗ = 10−4. At tΓ0/R20 = 206.4
and 275.2, the presence of multiple thin vortex filaments and the absence of a coherent core
indicate that the vortex ring is in its early turbulent regime [45, 54]. A comparison of the vorticity
iso-surfaces at tΓ0/R20 = 206.4 and at tΓ0/R
2
0 = 275.2 demonstrates that interwoven vorticity
filaments near the core region are gradually pushed into the wake. As some of these structures
are convected into the wake, they form hairpin vortices which persist for some time in the wake
region. The periodic shedding of hairpin vortices into the wake is consistent with the numerical
investigations of [45, 54], which in turn further verifies the physical fidelity of our solutions.
7. Conclusions
We have reported on a new fast, parallel solver for 3D, viscous, incompressible flows on
unbounded domains based on LGFs. In this method, the incompressible Navier-Stokes equa-
tions are formally discretized on an unbounded staggered Cartesian grid using a second-order
finite-volume scheme. This discretization technique has the advantage of enforcing discrete con-
servation laws and producing discrete operators with mimetic and commutativity properties that
facilitate the implementation of fast, robust solvers. The system of DAEs resulting from the
spatial-discretization of the momentum equation and the incompressibility constraint are inte-
grated in time by using an integrating factor technique for the viscous terms and a HERK scheme
for the convective term and the incompressibility constraint. Computationally efficient expres-
sions for the integrating factors are obtained via Fourier analysis on unbounded Cartesian grids.
A projection method that takes advantage of the mimetic and commutativity properties of the
28The maximum length, in terms of R0, of the computational in the z-direction for is approximately 10, 26, 34, 46, 46
for test case with ∗ equal to 10−2, 10−3, 10−4, 10−5, and 10−6, respectively.
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discrete operators is used to efficiently solve the linear system of equations arising at each stage
of the time integration scheme. This projection technique has the advantage of being equivalent
to the LU decomposition of the system of equations, and, as a result, does not introduce any
splitting-error and does not change the stability of the discretized equations.
In our formulation, solutions to the discrete Poisson problems and integration factor that are
required to advance the flow are obtained through LGF techniques. These techniques express
the solutions to inhomogeneous difference equations as the discrete convolution between source
terms and the fundamental solutions of the discrete operators on unbounded regular grids. Fast,
parallel solutions to the expressions resulting from the application of LGF techniques to discrete
Poisson problems and integrating factors are obtained using the FMM for LGFs of [7].
As a result of our LGF formulation, the flow is solved using only information contained in
the grid region where the vorticity and the divergence of the Lamb vector have non-negligible
values. An adaptive block-structured grid and a velocity refresh technique are used to limit
operations to a small finite computational domain. In order to efficiently compute solutions to a
prescribed tolerance, weight functions and threshold values are used to determine the behavior
of the adaptive grid.
The order of accuracy of the discretization and solution techniques is verified through re-
finement studies. The physical fidelity of the method is demonstrated in comparisons between
computed and theoretical values for the propagation speed of a thin vortex ring. Additionally, re-
sults for the evolution of a thin vortex ring at Re0 = 7,500 from the laminar to the early turbulent
regime are shown to be in good agreement with investigations of other authors.
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Appendix A. Discrete operators
In this appendix we provide point-operator and Fourier representations for the discrete oper-
ators of the present formulation. For operators that map onto RF or RE, expressions for only one
component of the resulting vector fields are provided since expressions for the other components
are readily deduced. In the following discussion c ∈ RC, f ∈ RF , e ∈ E, and v ∈ RV are arbitrary
grid functions.
Point-operator representation based on the indexing convention depicted in Figure 1 are as
follows:
• Discrete gradient operators: G : RC 7→ RF and G = −D† : RV 7→ RE, where
∆x[Gc](1)i, j,k = ci+1, j,k − ci, j,k, (A.1a)
∆x[Gv](1)i, j,k = v
(1)
i, j,k − v(1)i−1, j,k. (A.1b)
• Discrete curl operators: C : RF 7→ RE and C = C† : RE 7→ RF , where
∆x[Cf](1)i, j,k = f
(2)
i, j,k − f(2)i, j,k+1 + f(3)i, j+1,k − f(3)i, j,k, (A.2a)
∆x[Ce](1)i, j,k = e
(2)
i, j,k−1 − e(2)i, j,k + e(3)i, j,k − e(3)i, j−1,k. (A.2b)
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• Discrete divergence operators: D : RE 7→ RV and D = −G† : RF 7→ RC, where
∆x[De]i, j,k = e
(1)
i+1, j,k + e
(2)
i, j+1,k + e
(3)
i, j,k+1 −
3∑
q=1
e(q)i, j,k, (A.3a)
∆x[Df]i, j,k = −f(1)i−1, j,k − f(2)i, j−1,k − f(3)i, j,k−1 +
3∑
q=1
f(q)i, j,k. (A.3b)
• Discrete Laplace operators: LQ : RQ 7→ RQ for all Q in {C,F ,E,V}, where
LC = −G†G, LV = −DD†, LF = −GG† − C†C, LE = −D†D − CC†, (A.4)
and [LCc], [LVv], [LF f](`), and [LEe](`) can be computed as
(∆x)2[La]i, j,k = −6ai, j,k +
∑
q∈{−1,1}
(
ai+q, j,k + ai, j+q,k + ai, j,k+q
)
. (A.5)
• Discrete nonlinear operator: N˜ : RF 7→ RF , where
[N˜(f)](1)i, j,k =
1
4
∑
q∈{−1,0}
[
e(2)i, j,k+q
(
f(3)i, j,k+q + f
(3)
i+1, j,k+q
)
− e(3)i, j+q,k
(
f(2)i, j+q,k + f
(2)
i+1, j+q,k
)]
, (A.6)
and e = Cf.29
• Linearized discrete nonlinear operator: the linearized form of N˜(f) about a constant uni-
form base flow, fbase(n, t) = fbase, is given by Mf′ = [K(fbase)]Cf′, where f′ = f − fbase and
K(fbase) : RE 7→ RF , [[K(fbase)]e′](1)i, j,k =
1
2
∑
q∈{−1,0}
(
f (3)basee
(2)
i, j,k+q − f (2)basee(3)i, j+q,k
)
. (A.7)
Discussions regarding the properties of discrete operators are often facilitated by using a
block vector/matrix notation to describe the grid functions and linear operators. Consider the
grid spaces X and Y corresponding to either F or E. Using block vector notation, a vector-
valued grid function x ∈ RX is expressed as
x = SX[x¯1, x¯2, x¯3]†, (A.8)
where the q-th block, x¯q, corresponds to the values of the q-th component of x. Each xq is a
scalar real-valued grid function defined on an infinite Cartesian reference grid, which we denote
by RΛ.30 The shift operator SX : RΛ 7→ RX is used to transfer, or “shift”, the values of grid
functions defined onRΛ toRX such that [x](q)(n) = x¯q(n). Similarly, the transpose of SX, denoted
by S†X, transfers values of grid functions defined onR
X toRΛ. The block vector notation and shift
29The discrete nonlinear operator presented here is based on the discretization of the convective term in its rotational
form, i.e. ω × u − 12∇(u · u), following the technique described in Zhang et al. [23]. As discussed in Section 2.1, N˜(f) is
an approximation of (∇ × f) × f.
30Grid functions in RΛ can also be regarded as functions mapping Z3 to R.
30
operators readily extend to the case of linear operators. Using block matrix notation, a discrete
linear operator T : RX 7→ RY is expressed as
T = SY[Ti, j]S†X, i, j = 1, 2, 3, (A.9)
where Ti, j : RΛ 7→ RΛ.
We now turn our attention to the Fourier representations of grid functions and discrete linear
operators. Consider the Fourier series, F, and the inverse Fourier transform, F−1, given by:
[Fu¯](ξ) =
∑
m∈Z3
eim·ξu¯, [F−1uˆ](m) =
1
(2pi)3
∫
ξ∈Π
e−iξ·mu¯(ξ) dξ, (A.10)
respectively, where Π = (−pi, pi)3, u : Z3 7→ R, and uˆ : Π 7→ C. Using block matrix notation, we
extend F and F−1 to the case of grid functions in RX by defining:
FX = diag(F,F,F)SX, F−1X = S
†
Xdiag(F,F,F). (A.11)
Next, let Ξ denote the set of all linear operators Q : RΛ 7→ RΛ such that the action of Q on
an arbitrary grid function u¯ ∈ RΛ is given by
[Qu¯](n) = [KQ ∗ u¯](n) =
∑
m∈Z3
KQ(m − n)u¯(m), (A.12)
where KQ : Z3 7→ R is a well-behaved discrete kernel function. Any operator belonging to Ξ is
diagonalized using F and F−1,
[Qu¯](n) = [KQ ∗ u¯](n) = [F−1(KˆQuˆ)](n), (A.13)
where KˆQ = FKQ and uˆ = Fu. The block operators of all linear operators used in the present
method belong to Ξ.
Appendix B. Lattice Green’s functions representations
The NS-LGF method uses the LGFs GL and GE(α) to computed the action of L−1Q and EQ(α),
respectively. Fourier and Bessel integrals for GL and GE are given by
(∆x)2GL(n) =
1
8pi3
∫
Π
exp (−in · ξ)
σ(ξ)
dξ = −
∫ ∞
0
e−6tIn1 (2t)In2 (2t)In3 (2t) dt (B.1a)
[GE(α)](n) =
1
8pi3
∫
Π
exp (−in · ξ − σ(ξ)) dξ = e−6αIn1 (2α)In2 (2α)In3 (2α) (B.1b)
where σ(ξ) = 2 cos(ξ1) + 2 cos(ξ2) + 2 cos(ξ3) − 6, Π = (−pi, pi)3, and In(z) is the modified Bessel
function of the first kind of order n.
Insights into the approximate behavior of GL(n) can be obtained by considering the case of
|n| → ∞. Asymptotic expansions in terms of unique rational functions for GL(n) are provided in
[33]. For example,
(∆x)2GL(n) = − 14pi|n| −
n41 + n
4
2 + n
4
3 − 3n21n22 − 3n21n23 − 3n22n23
16pi|n|7 + O
(
|n|−5
)
, (B.2)
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as |n| → ∞. As expected, the leading order term corresponds to the fundamental solution of the
Laplace operator.
Numerical procedures for efficiently evaluating GL(n) are provided in [7]. Values for
[GE(α)](n) can be readily computed using its Bessel form given by Eq. (B.1b). Although
computing values of GL(n) and [GE(α)](n) can potentially require a non-trivial number of op-
erations, the LGF-FMM, used to compute the action of L−1Q and EQ(α), employs pre-processing
techniques that limit the evaluation of point-wise values of LGFs to once per simulation.
Appendix C. Stability analysis
Consider the linearization of Eq. (20) with respect to v about a uniform, constant base flow,
vbase(n, t) = u˜, for the case of u∞ = 0,
dv′
dt
= [K(u˜)]Cv′ + Gb′, G†v′ = 0, (C.1)
where v = vbase + v′ and K(u˜) is defined by Eq. (A.7).31 The stability analysis of Eq. (C.1) is
facilitated by using a null-space approach to transform the original DAE index 2 system to an
equivalent ODE,
dq
dt
= C†[K(vbase)]q (C.2)
where q = Cv′, v′ = C†s, and LEs = q with s → 0 as |n| → 0. The details regarding the
feasibility and equivalence of this transformation will be discussed in Section 4.1. It is readily
verified that the discrete equations corresponding to the HERK method for Eq. (C.1) and for
Eq. (C.2) are also equivalent; hence, Eq. (C.1) and Eq. (C.2) have the same stability region.
The ODE given by Eq. (C.2) is diagonalized by the component-wise Fourier series FE, de-
fined by Eq. (A.11),
dqˆk
dt
=
|u˜|∆t
∆x
σ(ξ)qˆk ∀i = 1, 2, 3, (C.3a)
σ(ξ) = −i
3∑
j=1
u˜ j
|u˜| sin ξi, (C.3b)
where ξ ∈ Π = (−pi, pi)3.32 It follows from Eq. (C.3b) that <(σ(ξ)) = 0 and |=(σ(ξ))| ≤ √3
for all ξ ∈ Π. As a result, the linear stability Eq. (20) is determined by the stability of the scalar
ODEs:
dy
dt
= iµy ∀µ ∈ (−γ, γ), γ = √3 |u˜|∆t
∆x
. (C.4)
Consider integrating the ODE given by Eq. (C.4) using the HERK method. In the absence
of algebraic constraints, an HERK scheme reduces to a standard ERK scheme with the same
tableau. Consequently, the region of absolute stability for the ODE of Eq. (C.4) is given by
Ω = {µ ∈ R : |R(iµ)| < 1} , R(z) = 1 + zb† (I − zA)−1 e, (C.5)
31It is not necessary to linearize the integrating factors present in Eq. (20), since they can be commuted and made to
cancel out after the linearization of N˜.
32In order to simplify the expression for σ(ξ) to the form given by Eq. (C.3a) it is necessary to account for Dq = 0.
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where b and A are defined by Eq. (22), and e = [ 1, 1, . . . , 1 ] [34]. Eq. (C.5) implies that the
IF-HERK method is linearly stable if the following CFL condition is satisfied:
CFL =
|u˜|∆t
∆x
< CFLmax, CFLmax =
µ∗
γ
(C.6)
where µ∗ = sup (Ω) depends on the RK coefficients of the scheme. For all the IF-HERK schemes
defined in Eq. (33), the value of CFLmax is unity.
Appendix D. Error estimates for integrating factors operating on truncated source fields
In this appendix we provide estimates for the difference between EQ(α) and M
γ
QEQ(α)M
γ
Q
inside Dγ, which are pertinent to the discussion of Section 4.4. Consider the constant uniform
scalar field u ∈ RQ and the domain Dγ, where Dγ is infinite in the x- and y-directions and semi-
infinite in the z-direction. For this simplified case, it is sufficient to consider the 1D problem of
computing
y =
[
E′(α) −M′E′(α)M′] u = [I −M′E′(α)M′] u, (D.1)
where I is the identity operator,
E′(α)u = G′E(α) ∗ u, G′E(n) = e−2αIn(2α), (D.2)
and
[M′u](k) =
{
u(k) if k > 0
0 otherwise . (D.3)
As a result, the magnitude of the normalized difference, d, at k > 0 is given by
d(k) =
y(k)
|u| =
∞∑
j=0
e−2αIk− j+1(2α), (D.4)
where |u| is the magnitude of the uniform field u. Numerical approximations for d(k) are ob-
tained by truncating the infinite sum of Eq. (D.4) to a finite number of terms, N, such that
Ik−N+1(2α)/Ik+1(2α) is less than a prescribed value.33
As discussed in Section 4.4, the current implementation of the NS-LGF method uses
Eq. (D.4) to estimate the error associated with approximating EQ(α)u by MxsolnQ EQ(α)M
xsoln
Q u,
where u is the velocity perturbation field. For this case, |u| in Eq. (D.4) is set to be the maximum
value of any component of u in Dsoln. Numerical experiments of flows similar to those consid-
ered in Section 6 demonstrate that this technique leads to fairly conservative error estimates; in
all experiments the actual error was less than 10% of the estimated error. Tighter error bounds
that account for the domain shape and the distribution of u can potentially be obtained, but are
not explored in the present work.
33For a fixed z > 0, In(z) decreases as n increases. For a fixed z > 0, In(z) decays faster than any exponential as n→ ∞.
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