Abstract: Thin-film silicon solar cells (TFSSC), which can be manufactured from abundant materials solely, contain nano-textured interfaces that scatter the incident light. We present an approximate very fast algorithm that allows optimizing the surface morphology of two-dimensional nanotextured interfaces. Optimized nano-textures scatter the light incident on the solar cell stronger leading to a higher short-circuit current density and thus efficiency. Our algorithm combines a recently developed scattering model based on the scalar scattering theory, the Perlin-noise algorithm to generate the nano textures and the simulated annealing algorithm as optimization tool. The results presented in this letter allow to push the efficiency of TFSSC towards their theoretical limit.
. 24. K. Perlin, "Better acting in computer games: the use of procedural methods," Comput. Graph. 26, 3-11 (2002) . 25. S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, "Optimization by simulated annealing," Science 220, 671-680 (1983) . 26. V.Černý, "Thermodynamical approach to the traveling salesman problem: An efficient simulation algorithm," J.
Optimiz. Theory App. 45, 41-51 (1985) . 
Introduction
With a global installed peak power of more than 100 GW p at the end of 2012, photovoltaic (PV) systems have become an important energy source for mankind [1] . In order to enable the further growth of photovoltaics, it is desirable that solar cells are made from abundant materials solely. Silicon solar cells fulfill this requirement best and indeed, wafer-based crystalline silicon (c-Si) solar cells have by far the highest market share of all PV technologies, despite the high temperature and thus the large amount of energy needed to produce c-Si. In contrast, thin-film silicon solar cells (TFSSC) can be produced at much lower temperatures, but their current record efficiency of 12.4% is much lower than that of c-Si cells (25%) [2] . To become competitive, the efficiency of TFSSC must be improved considerably.
Light trapping is widely used to enhance the absorption in the absorber layer of TFFSC and therefore to increase the current density. The most prevalent light-trapping technology is introducing nano-textured interfaces into the solar cells [3] . Scattering of the incident light at these interfaces leads to a increased path length in the absorber and thus to enhanced absorption. The morphology of these interfaces has been optimized experimentally for a long time, albeit this optimization was constrained by the physical processes that constitute the nano-texture. As of late, however, techniques like nano-moulding allow to generate nano-textures with arbitrary morphologies [4] . To use the full potential of this new freedom one question needs to be answered: how do nano-textures that scatter the light optimally look like?
Modeling is the silver bullet to solve this problem. In this manuscript we introduce a fast approximate method that gives novel insights into the design of optimized nano-textures. Before us, already several authors have tackled the optimization problems in recent years.
For performing optimizations of one-dimensional nano-textures, fast algorithms like the rigorous coupled wave approach [5] [6] [7] or Chandezon's method [8, 9] were used by several authors [10] [11] [12] [13] . Martins et al. succeeded in superposing one-dimensional gratings with different periods such that scattering into small angles was suppressed and thus more energy was scattered into large angles [14] . In contrast, optimizations of two-dimensional textures were mainly performed by the finite difference time domain (FDTD) [15, 16] and the finite element method (FEM) [17] , which are much slower and require much more computer power than the fast algorithms [18] [19] [20] .
In contrast to the FDTD and FEM methods, the approximate algorithm presented in this manuscript can be used for optimizing two-dimensional nano-textures very fast. Due to the high speed, many more calculations can be performed, which allows us to study trends more thoroughly. Further, while methods like FEM and FDTD work best for periodic structures, our approach also works perfectly well for non-periodic nano textures that are most prevalent.
Theory
The optimization algorithm consists of three building blocks:
The scalar scattering model
First, we utilize a recently developed scattering model that enables us to investigate scattering by two-dimensional nano-textures [21] . This scattering model is based on the fact that the field directly behind the scattering object and the scattered far field are related to each other via Fourier transforms. It uses a first order approximation to estimate the field directly behind the scattering object. The model predicts two descriptive far-field parameters of the scattered field: The angular intensity distribution (AID) that tells us how much light is scattered into a certain angle [22] , and the haze that is equal to the fraction of the scattered light.
Generating nano-textures with the Perlin noise algorithm
Secondly, we need an algorithm to generate nano-textured surfaces on our computer. We used the Perlin noise algorithm that was developed by Ken Perlin in the 1980s [23, 24] . For our application Perlin noise is very well suited since it combines randomness with well-controlled lateral feature sizes. For example, to generate a random texture with a lateral feature size ℓ of 1 on a square with side length 10, we have to assign a random number z(x, y) between 0 and 1 to every point of the square with integer coordinates, e.g. (3, 5) . The values of the points in between these integer coordinates are then given as an interpolation of the neighboring integer coordinates. We used a cosine interpolation in order to assure that the first derivatives of the surface are continuous. Also other interpolations, like linear interpolations could be used, however they would not alter the final result of this work. In the cosine interpolation, the points in the square enclosed by the square (0,0), (0,1), (1,0), (1,1) are given by
where
The signs before the cosines in c(x) and f (x) are determined by the requirement that the first derivatives on the corners of the square are zero. Figure 1 (a) shows an example of a texture generated with Perlin noise, whose lateral feature size ℓ is one sixteenth of the side length of the square. (The lateral feature size ℓ is not to be confused with the correlation length.) In this and all subsequent textures the average plane was subtracted. The points in between were interpolated with cosine functions as in Eqs. (1) and (2). When we superpose different generations of Perlin noise with lateral feature size 1, ½, ¼. . . with respect to the side length, we can generate a fractal surface texture that looks like "cloudy sky", as illustrated in Fig. 1(b) . We just have to assure that the rms roughness σ r of each generation scales with its feature size, i.e.
where the subscript denotes the inverse of the feature size as a fraction of the side length. The surfaces in Fig. 1 have no length or height scales because at this point, the scales are completely arbitrary. They only need to be scaled later at a later stage, when they are used for simulating scattering of light.
The simulated annealing algorithm
The third building block is the optimization algorithm itself. We used the simulated annealing algorithm [25, 26] , which is a Monte-Carlo algorithm [27] . It allows optimizing systems, which are controlled by a set of parameters c, via a cost function C that is minimized during the optimization. An optimized set of system parameters is found by "cooling" the system just as a molten metal crystallizes to configurations of lowest potential energy when it is cooled. By cooling the system fast, small crystals will emerge. Their energy will be slightly higher than that of the large crystals emerging when the system is cooled down slowly. Thus there is a trade-off between the cooling rate and the quality of the optimization. In detail the optimization is done as follows: Before the optimization starts a cost function must be defined that is minimized during the optimization just as the energy of a molten metal is minimized during cooling. Further an initial set of parameters c 0 needs to be chosen, usually with random numbers, and a starting temperature T 0 needs to be set. At the beginning of every optimization step one system parameter is chosen randomly that is slightly varied (or "tweaked") depending on a random number. Next, the cost C i is calculated with the changed parameter set c i . If C i < C a , where the subscript a denotes the last accepted set of parameters, c i is accepted as new parameter set, c a = c i . Else, C i is accepted according to the probability
This probability is analogous to the Maxwell-Boltzmann distribution exp(−E/kT ). At the end of each step, the system is cooled with a constant factor d, T i+1 = dT i . Clearly, the smaller d the faster the system will cool. Due to this cooling, p decreases as the simulation progresses, i.e. it becomes more unlikely that the parameter set c i is accepted if C i > C a . If T ≡ 0 throughout the simulation, p will always be 0. Such a simulation is called greedy.
Optimizing nano-textures
To study optimized surface textures we combined the Perlin noise algorithm with simulated annealing. We generated textures similar to the fractal textures in Eq. (3) but with the difference that we used variable sets of coefficients c = (c 1 , c 2 , c 4 . . .) instead of the fractal set (1, ½, ¼. . .). To obtain results that are independent of a single generated texture, we performed the optimizations for ten Perlin textures simultaneously. At the beginning of every optimization run we made ten Perlin textures of every generation and we randomly chose an initial set of coefficients c 0 . Thus, we had ten different textures generated with the same set of coefficients,
where the counter j ∈ {1, 2, 3 . . . 10}. The total cost then is given as the average cost of the ten textures. We used different cost functions, which are discussed in detail in the next section. We further used the random search method. In that method the set of coefficients c is kept constant throughout a simulation run. However, for every optimization step a new set of textures z j k is generated, which is added onto the last accepted set z a k . The so obtained texture then is renormalized such that the total rms roughness stays constant. This texture is accepted according to the same rules as in the simulated annealing algorithm.
Optimization results
As first optimization we performed a random search for fractal textures. As a cost function we used the (negative) haze in transmission at 600 nm at an interface between TCO and air. For this optimization one wavelength was sufficient since the haze of random textures decreases monotonically with the wavelength if the refractive indices of the materials do not vary too strongly with wavelength [21] . As a reference surface we used Asahi U-type [28], which is one of the best TCOs for a-Si:H single junction TFSSC available on the market. This TCO has a pyramid-like structure and an rms roughness σ r ≈ 40 nm, as illustrated on the right of Fig.  2(a) . During this and all subsequent optimizations, the rms roughness of the texture was kept constant at 40 nm. Figures 2(a) and (b) show the results of this optimization. While the haze indeed is significantly higher than that of the reference, the AID of the fractal surface decays much faster, i.e. the light is scattered into much smaller angles. Therefore also the (simulated) EQE is smaller than that of the reference sample. The EQE was simulated with the ASA software [21] . Here and in all forthcoming ASA simulations we used the same electrical parameters, optical constants and layer thicknesses. We assumed one scattering layer between the TCO and the silicon, as illustrated on the right of Fig. 2(c) . The haze and AID of this layer were calculated with a scattering model publisher by us earlier [21] .
This result reconfirms that the haze alone is not sufficient to judge the effectiveness of a scattering surface, but that also the AID must be taken into account. Further this optimization shows that fractal interfaces are not suitable light scatterers. We therefore performed simulated annealing optimizations to find optimized sets of coefficients c. We performed optimizations for TCO-air and TCO-silicon interfaces.
As cost function for the TCO-air system, we used the absorption in a layer, whose thickness is equal to its penetration depth during one pass,
where the sum extends over all angles larger than 10°. To optimize for more wavelengths at once, we also combined more of such terms, C tot = C(λ 1 ) + C(λ 2 ) + . . . The results of these optimizations were very surprising: Independent of whether the optimization was done for one or two wavelengths, only one generation of Perlin textures survived while all other generations were suppressed. In the case of 600 nm the surviving texture has a feature size of 312 nm. This result is independent of the σ r of the texture, at least for values between 40 and 200 nm.
For the TCO-silicon system we considered the absorption in a 300-nm thick a-Si:H layer at a single pass. Again we only considered the light that was scattered into angles larger than 10°. Further, we limited the wavelength range from 600 to 900 nm, with a step size of 50 nm. We did not take wavelengths shorter than 600 nm into account since for these wavelengths the penetration depth in a-Si:H is much shorter than the layer thickness, thus the light is absorbed in any case. We weighted the cost function with the incident photon flux in each of these intervals, according to the AM 1.5 spectrum. As cost-function we thus obtained
where α(λ i ) is the the absorption coefficient of a-Si:H and d is the thickness of the layer, in our case d = 300 nm. AM 1.5 i (λ i ) is the incident irradiance from the AM 1.5 spectrum in the wavelength interval (λ i − ∆λ /2, λ i + ∆λ /2) and ∆λ = λ i+1 − λ i . The multiplication with λ i is done since we want to maximize the number of absorbed photons. Again we obtained the same result: all generations except one were suppressed. In this case the optimizations led to an optimal feature size of 78 nm. This feature size is much smaller than the optimal feature size at TCO-air interfaces, which can be understood from the fact that the wavelength inside a-Si:H is a factor n Si shorter than in air, where the refractive index in Si n Si is about 4. Table 1 summarizes the optimal lateral feature size for TCO-air and TCO-silicon systems. 
Parameter study
To evaluate and understand the results from the optimization we studied the influence of ℓ and σ r on the scattering parameters and the performance of solar cells in more detail. Figures 3(a) and 4(a) show the haze and AID of Perlin textures with different lateral feature sizes ℓ at TCOair interfaces. The rms roughness of the Perlin textures was constant, σ r = 40 nm. To obtain optimized textures, a short random search was performed for every value of ℓ. While the haze increases slightly with ℓ, the AID decays much faster. We therefore have to take the trade-off between increasing haze and faster decaying AID into account. At very small lateral feature sizes the haze decays because the light does not see a nano texture anymore but experiences the surface as an effective medium [18] . Besides studying the influence of changing ℓ when σ r is kept constant, we also investigated the influence of a changing σ r when ℓ is constant in Figs. 3(b) and 4(b) . As expected, the haze reacts strongly upon changing σ r . However, the AID T does not change the shape at all, it merely shifts towards higher intensities.
These results indicate that the shape of the AID T is controlled by lateral features while the vertical features (and especially σ r ) control the haze. However, larger values of ℓ are beneficial for the haze as well.
Nano-textures with small ℓ size but a high σ r (i.e. textures with sharp spikes) are very interesting from an optical point of view but have a detrimental effect on the electrical properties of the solar cell [4, 29, 30] . Modulated surface textures (MST) could be a possible solution to this problem. MST have been studied e.g. by Isabella et al. [31, 32] . In an MST, nano textures with low σ r and ℓ are superposed with textures with high σ r and ℓ. With this approach high σ r values and small lateral features can be combined without the creation of sharp spikes. Figures 3(c) and 4(c) show the haze and AID T of textures that were created by superposing the texture with ℓ = 312 nm and σ r = 40 nm with a texture with ℓ = 1250 nm such that the total σ r value is 80, 120 and 160 nm, respectively. We observe that the haze of these structures is higher than that of the ℓ = 312 nm structures shown in Fig. 3(b) . However, the AID T is only higher at narrow angles; at large angles the superposed texture shows hardly any effect. This shows that MST indeed can have a beneficial effect on the haze and the AID T at small angles, however, they do not improve scattering into large angles.
We also take a look at (simulated) EQE curves of solar cells with Perlin textures with different lateral feature sizes. Again we assumed one rough interface between the TCO and the silicon layers. Figure 5(a) shows the EQE for Perlin textures with different values of ℓ and σ r = 40 nm. According to Table 1 , the optimal lateral feature size is 78 nm. There seems to be hardly any difference between 78 and 156 nm feature size. The simulated EQE of a solar cell with Asahi-U [see Fig. 2(c) ] would be nearly identical to that of the 156 nm Perlin texture, which can be understood from the fact that the Asahi-U correlation length of 175 nm is close to this value. Thus, the lateral dimensions of Asahi-U are very optimized.
In Fig. 5(b) we studied the effect of superposing textures with different lateral feature sizes (78 and 312 nm) while keeping σ r constant. The calculated EQE is highest for the cell with the pure 78 nm texture and lowest for cell with the pure 312 nm texture. The EQE of the cell with a superposed texture lies in between those values, confirming the optimization results that a texture with one optimized lateral feature size is superior to a texture consisting of a superposition of textures with different ℓ values. Figure 5 (c) shows the EQE for Perlin textures with different values of ℓ and σ r = 80 nm. Here the 78 nm texture is slightly superior to the 156 nm texture. In an experiment, however, the sharper spikes of the 78 nm texture could induce higher electrical losses making the 156 nm texture more optimal in the end.
We also carried out simulations performed on cells with a flat TCO-Si interface but a nanotextured interface between Si and the back metal. There, cells with an ℓ = 39 nm nano texture show the highest current density (J sc =14.9 mA/cm 2 ), which decreases with increasing lateral feature size.
Discussion
To discuss the results presented above we relate them to recent research results from other authors. First, we want to mention recent results by Boccard et al. on a highly efficient aSi:H/nc-Si:H tandem solar cell with an initial efficiency of 14.1% [33] . Their cell contains a MST with very large smooth features from etched glass and small sharp features from ZnO:B. Even though they see a beneficial effect of the MST they argue that this effect is not only due to enhanced light trapping, but also due to less parasitic absorption in the doped layers, electrodes and back reflectors. Further, the loss in V oc compared to their flat cell is lower than that of the reference single-texture cell, which can be attributed to less defects in the active layers of the MST-cell.
Secondly, we compare the results presented in Figs. 5(a) and (c) to results for optimized periodic gratings for a-Si:H cells.Čampa et al. found that for one-dimensional rectangular gratings a period (height) of 300 nm (300 nm) is optimal [34] . Isabella et al. reported an optimal period (height) of 400 nm (300 nm) for one-dimensional rectangular gratings and 500 nm (450 nm) for two-dimensional gratings [20] .
We found the optimal lateral feature size of the Perlin textures to be between 78 and 156 nm for a-Si:H. At first sight, there seems to be a big discrepancy between our results and those fromČampa et al. and Isabella et al. To resolve this discrepancy we take another look at Perlin textures, e.g. in Fig. 6(a) . We observe that most features are clustered in small groups of similar height that we call grains. Two of these grains are indicated in Fig. 6(a) . The scattering is mainly controlled by the grains and not by the small features that build up the grains.
In real TCOs the grain size is determined by crystal growth processes and can be studied by the correlation length. In contrast, the grains that we observe in the Perlin textures are generated randomly. Thus, the correlation length cannot be used to analyze them. We therefore performed a grain analysis, as shown in Fig. 6(b) and (c) . In (b) we used the threshold algorithm: The points with a height above 50% of the maximal height of the texture belong to grains. In (c), the watershed algorithm was used. In this algorithm, a drop of water is placed at every point of the surface. Then the drops will flow together at the local minima (in this case the tops) and form little lakes -the grains. Both algorithms are described by Klapetek [35, 36] . As we can see, the grains obtained with the watershed algorithm are much better defined. To analyze the grain size we look at the radius r that a disk with the area of the grain would have. Table 2 shows the average grain size radiusr for the textures with different ℓ. We see that 
Conclusions
In this manuscript we investigated the design of optimized interface morphologies with a scattering model based on the scalar scattering theory. In order to generate random nano-textures we superposed textures with different lateral feature sizes ℓ that were generated with the Perlin noise algorithm. An optimization performed with the simulated annealing algorithm revealed that textures with one optimized ℓ have a broader AID than textures made up from superpositions of different ℓ, if the rms roughness σ r is kept constant. These results were confirmed by ASA simulations of the EQE and short circuit current. Further, the haze increases if σ r increases. However, a combination of optimized ℓ and high σ r may lead to sharp spikes that deteriorate the solar cell. Modulated surface textures are a way to overcome this problem by combining textures with large ℓ and σ r with textures with optimized small ℓ. Such textures have a high haze and strong forward scattering. However, scattering into large angles is mainly controlled by the small features and cannot be increased with the MST concept.
