Let EG r (n, k) denote the maximum number of edges in an n-vertex r-uniform hypergraph with no Berge cycles of length k or longer. In the first part of this work [5], we have found exact values of EG r (n, k) and described the structure of extremal hypergraphs for the case when k − 2 divides n − 1 and k ≥ r + 3.
n−1 k−2 + m where 1 ≤ m ≤ k − 2. Considering an n-vertex graph whose 2-connected blocks are complete graphs of size k − 1 except one which is a K m we get
It took some 15 years to prove that equality holds in (1) for all n and k ≥ 3 (Kopylov [7] and independently Woodall [9] ). One of the difficulties is, as Faudree and Schelp [3, 4] observed, that for odd k there are infinitely many extremal graphs very different from the ones above.
Construction 2.2. Fix k ≥ 4, n ≥ k, k 2 > a ≥ 1. Define the n-vertex graph H n,k,a as follows. The vertex set of H n,k,a is partitioned into three sets A, B, C such that |A| = a, |B| = n − k + a and |C| = k − 2a and the edge set of H n,k,a consists of all edges between A and B together with all edges in A ∪ C. B is taken to be an independent set. C A B When a ≥ 2, H n,k,a is 2-connected, has no cycle of length k or longer, and e(H n,k,a ) = k − a 2 + a(n − k + a).
Kopylov and Woodall ([7] and [9] ) characterized the structure of the extremal graphs. Namely, either -the blocks of G are p complete graphs K k−1 and a K m , where p := n−1 k−2 , or -k is odd, m = (k + 1)/2 or (k − 1)/2 and q of the blocks of G are K k−1 's and one block is a copy of an H n−q(k−2),k,(k−1)/2 .
Main result: Hypergraphs with no long Berge cycles
Let EG r (n, k) denote the maximum size of an r-uniform hypergraph on n vertices that does not contain any Berge cycle of length k or longer. In [5] , we proved an analogue of the Erdős-Gallai theorem on cycles for r-graphs. 
Since a Berge cycle can only be contained in a single block of the 2-shadow ∂ 2 H, the construction in Theorem 3.1 cannot contain Berge cycles of length k or longer. Thus Theorem 3.1 determines EG r (n, k) and describes extremal r-graphs when k − 2 divides n − 1 and k ≥ r + 3. Ergemlidze, Győri, Methuku, Salia, Tompkins, and Zamora [2] proved similar results for k ∈ {r + 1, r + 2}. The case of short cycles, k ≤ r, is different, see [8] .
Our goal in this paper is to determine EG r (n, k) for all n when r ≥ 3 and k ≥ r + 4. We also describe the extremal hypergraphs. We conjecture that our results below holds for k = r + 3 too. The tools used here do not seem to be sufficient to verify the conjecture (see the remark at the end of Section 6). The case
Theorem 3.2. Let r ≥ 3 and k ≥ r + 4, and suppose H is an n-vertex r-graph with no Berge cycle of length k or longer. Then e(H) ≤ f r (n, k). Moreover, equality is achieved if and only if H has the structure described in Constructions 4.1 and 4.2 in the next section.
The structure of the paper is as follows.
In the next section (Section 4) we prove the lower bound EG r (n, k) ≥ f r (n, k). In Section 5 we recall some tools we developed in [5] : the notion of representative pairs and Kopylov's Theorem in a useful form. In Section 6 we introduce one more tool, the notion of (2, r) mixed hypergraphs and propose a more general problem. In Section 7 we prepare the proof by proving a handy upper bound in the case of a 2-connected ∂ 2 H, and finally in Section 8 we prove our main result, Theorem 3.2.
Constructions
In this section we define two classes of r-graphs avoiding Berge cycles of length k or longer (for k ≥ r + 2). Write n in the form of (k − 2)
be an n-element set (the set of vertices).
Construction 4.1. In case of m ≥ r + 1, let V 1 , . . . , V p+1 be a sequence of subsets of [n] satisfying
for all 1 < i ≤ p + 1 such that one V i has m elements and each other has (k − 1)-elements. Then replace each V i with a copy of K (r)
|V i | , the complete r-uniform hypergraph on it.
Each Berge cycle in the r-uniform families in Construction 4.1 must be contained in one of the V i 's so its length is at most k − 1. Hence
for all n, k, and r. We will see in Section 8 that in case of m ≥ r + 1 (and k ≥ r + 4 ≥ 7) these are the only extremal hypergraphs.
for every i ≥ 2. Let H be the graph whose edge set is the union of the edge sets of complete graphs on
. Then H has a forest-like structure of cliques (i.e., every block of H is a clique), and in particular every cycle is contained in some V i ∈ V.
The graph H necessarily consists of m (nonempty) components, let C 1 , . . . , C m be the vertex sets of them. Some C α 's could be singletons, and m α=1 C α = V . Let H α := H|C α . Define B i as the complete r-graph with vertex set V i , and set H α := ∪{B i :
T be a tree with vertex set [m] such that a pair e = {α(e), α (e)} is in E(T ) only if the components C α and C α in H satisfy |V (C α )| + |V (C α )| ≥ r. For each such edge e, we "blow up" e into an r-edge containing vertices of C α and C α as follows:
Select the non-empty sets A(e) ⊆ C α and A (e) ⊆ C α so that |A(e)|+|A (e)| = r and if Figure 2) .
By definition, H ∪ D has no long Berge cycle yielding
for all n, k, and r. Indeed, every edge of D is a cut-edge of the hypergraph H ∪ D, every Berge cycle of H ∪ D is contained in a single component C α , even more, it is contained a single V i .
We will see in Section 8 that in the case of m ≤ r (and k ≥ r + 4 ≥ 7) these are the only extremal hypergraphs. 5 Representative pairs, the structure of Berge F -free hypergraphs
In this section we collect some tools and statements developed and used in [5] . We do not repeat their proofs.
Definition 5.1. For a hypergraph H, a system of distinct representative pairs (SDRP) of H is a set of distinct pairs A = {{x 1 , y 1 }, . . . , {x s , y s }} and a set of distinct hyperedges Note that |H| = |A| + |B|.
Lemma 5.3. Let H be a hypergraph and let (A, A) be an SDRP of H of maximum size. Let B := H \ A, B = ∂ 2 B, and let G be the graph on V (H) with edge set A ∪ B. If G contains a copy of a graph F , then H contains a Berge F on the same base vertex set.
In this paper, we only use the previous lemma in the case that F is a cycle or path. I.e., if the longest Berge cycle (path) in H is of length , then the longest cycle (path) in G is also of length at most .
Definition: For a natural number α and a graph G, the α-disintegration of a graph G is the process of iteratively removing from G the vertices with degree at most α until the resulting graph has minimum degree at least α + 1 or is empty. This resulting subgraph H(G, α) will be called the (α + 1)-core of G. It is well known (and easy) that H(G, α) is unique and does not depend on the order of vertex deletion.
The following theorem is a consequence of Kopylov's Theorem [7] on the structure of graphs without long cycles. We state it in the form that we need. 2 . Suppose that G is an n-vertex graph with no cycle of length at least k. If G is 2-connected and n ≥ k then there exists a subset . Let w, r ≥ 2 and let H be a w-vertex r-graph. Let ∂ 2 H denote the family of pairs of V (H) not contained in any member of H (i.e., the complement of the 2-shadow). Then
Moreover, equality holds if and only if -w > r + 2 and H is complete, or -w = r + 2 and either H or ∂ 2 H is complete.
We say a graph G is hamilton-connected if for any x, y ∈ V (G), G contains a path from x to y that covers V (G).
by adding a vertex of degree 2.
Maximal mixed hypergraphs
One of our tools is the notion of mixed hypergraphs. For r ≥ 3, a (2, r) mixed hypergraph is a triple M = (A, B, V ), where V is a vertex set, A is the edge set of a graph, B is an r-graph (i.e., A ⊆ Let m r (n, k) denote the maximum size of a mixed hypergraph M on n vertices such that ∂ 2 M does not contain any cycle of length k or longer.
Proof. Let H be an r-uniform hypergraph on n vertices with no Berge cycle of length k or longer (k ≥ r + 3 ≥ 6) with EG r (n, k) edges. Let (A, A) be an SDRP of H of maximum size. Let
with vertex set V . By Lemma 5.3 the graph G with edge set A ∪ B does not contain a cycle of length k or longer. Hence
We will show that these two functions are very close to each other and determine m r (n, k) for all n (when k ≥ r + 4, r ≥ 3). We need more definitions and constructions.
A sequence of sets
holds for each 2 ≤ i ≤ p. To avoid trivialities we usually suppose that |V i | ≥ 2 for each i. If i (|V i | − 1) = |V | − 1 then equality holds in (5) for all i, and we call S a hypergraph tree.
Construction 6.2. Write n in the form of (k − 2)
In case of m = 1, let V 1 , . . . , V p be a sequence of (k − 1)-element subsets of [n] forming a hypergraph tree. In case of 2 ≤ m ≤ k − 2, let V 1 , . . . , V p+1 be a sequence of subsets of [n] satisfying (5) such that one V i has m elements and each other has (k − 1)-elements. Finally, put either a copy of K
Each cycle in the 2-shadow of any (2, r) mixed family in Construction 6.2 must be contained in one of the V i 's, so its length is at most k − 1. Taking the largest possible mixed hypergraph of this type we get
Theorem 6.3. Let r ≥ 3 and k ≥ r + 4, and suppose M is an n-vertex (2, r) mixed hypergraph with no cycle of length k or longer in ∂ 2 M. Then |M| ≤ f + r (n, k). Moreover, equality is achieved if and only if M has the structure described in Construction 6.2 above.
Remark. This is one point that does not hold for k = r + 3, because in that case every SDRP is simply a graph, B = ∅, and according to Kopylov's Theorem 5.4, there are more extremal graphs than in Construction 6.2.
Inequalities
Let k ≥ 5 and let t = k−1 2 , r ≥ 3, and k ≥ r + 3. In this section most of the time we suppose that k ≥ r + 4, but almost all inequalities hold for the case k = r + 3, too.
Let M = (A, B, V ) be a (2, r) mixed hypergraph such that G := A ∪ B is an n-vertex graph with no cycle of length at least k.
Suppose that A ∪ B is 2-connected and n ≥ k. Theorem 5.4 implies that for some k − t ≤ s ≤ k − 2 (i.e., 2 ≤ k − s ≤ t) there exist an s-element set S ⊂ V such that the vertices of A ∪ B \ S can be removed by a (k − s)-disintegration.
For the edges of A and B contained in S we use Lemma 5.5 to see that
In the (k − s)-disintegration steps, we iteratively remove vertices with degree at most (k − s) until we arrive to S. When we remove a vertex v with degree ≤ (k − s) from G, a of its incident edges are from A, and the remaining − a incident edges eliminate at most is convex (for nonnegative integers a) it takes its maximum at either a = 0 or a = , and since ≤ k − s we obtain that
In the rest of this section we give upper bounds for u r (n, k, s). The following inequalities can be obtained by some elementary estimates on binomial coefficients. The main result of this section is the following lemma.
Proof. When s is a variable taking only nonnegative integer values, and r, n and k are fixed, the functions 
Our first observation is that (for r ≥ 3,
Claim 7.2. For 2 ≤ k − s ≤ t and k ≥ r + 4,
Proof of Claim 7.2. Because of the convexity of the left-hand side (in variable s), it is enough to check the cases s ∈ {k − t, k − 2} (i.e., k − s ∈ {t, 2}, respectively). We have three cases to consider: when k − s = 2, when k − s = t and r ≥ k − s, and finally when k − s = t and 3 ≤ r ≤ t − 1. Substituting k − s = 2 and k − s = t into the left-hand side of (10), we get (k − 2)2 and (k − 2)t, respectively. Then (for k ≥ 7) we have
This settles the first two cases.
In the case k − s = t and r < k − s, we need the following inequality (for 3 ≤ r < t):
We prove the following stronger inequality (for 3 ≤ r < t), because we will use it again.
Since k−t r ≥ t+1 r ≥ t r−1 (for t ≥ r), equation (11) completes the proof of (10).
Returning to the proof of (11) note that (since 2 ≤ r − 1 ≤ t − 2)
So (11) is implied by the inequality below.
We give a purely combinatorial proof of (12).
Define four r-graphs with vertex set
, and
Their sizes are
t r−1 , and (k − t − 1) t r−1 respectively. We claim that F 1 , F 2 , and
Since the families F 1 , F 2 , and F 3 are disjoint subfamilies of F 0 , we have |F 1 | + |F 2 | + |F 3 | ≤ |F 0 |. This completes the proof of (12).
2
Proof. We have
We will show
Since k ≥ 7, we have
Claim 7.4. For k ≤ n ≤ 2k − t − 3, r ≥ t and k ≥ r + 4,
Note that the right-hand side is at most f r (n, k) − r 2 .
Claim 7.5. For k ≤ n ≤ 2k − t − 3, r < t and k ≥ r + 4,
Here the right-hand side is less than
Proof of Lemma 7.1. Because of the convexity of u r (n, k, s) (in the variable s), it is enough to check the cases k − s ∈ {2, t}. Note that for n 1 , n 2 ≥ 2
and here equalities hold for n 2 = k − 1. (If we define f r (1, k) = f + r (1, k) = 0, then we can use (13), (14) for these values, too).
If s = 2 and k ≤ n ≤ 2k − 3, then Claim 7.3 yields u r (n,
we use (9), then the induction hypothesis u r (n−k +2, k, k −2) ≤ f r (n−k +2, k), and then Claim 7.2 (equation (10)) implies that
and we are done.
When k − s = t the proof is similar. For k ≤ n ≤ 2k − t − 3, Claim 7.4 and Claim 7.5 yield
For n ≥ 2k − t − 2, we use (9), then the induction hypothesis
, and then Claim 7.2 (equation (10)) implies that
8 Proofs of the main results
In this section we first prove Theorem 6.3 and then Theorem 3.2 for all n ≥ k (and r ≥ 3, k ≥ r +4).
Proof of Theorem 6.3 about mixed hypergraphs
Let M = (A, B, V ) be a (2, r) mixed hypergraph such that G := A ∪ B is an n-vertex graph with no cycle of length at least k (B := ∂ 2 B and A ∩ B = ∅). Let V 1 , V 2 , . . . , V q be the vertex sets of the standard (and unique) decomposition of G into blocks of sizes n 1 , n 2 , . . . , n q . Then the graph A ∪ B restricted to V i , denoted by G i , is either a 2-connected graph or a single edge (in the latter case n i = 2), each edge from A ∪ B is contained in a single G i , and
, so the block-decomposition of G naturally extends to B, B i := {f ∈ B : f ⊆ V i } and we have B = B 1 ∪ · · · ∪ B q , and B i = ∂ 2 B i . By definition, G has no cycle of length k or longer, so the same is true for each G i . Suppose that the size of A ∪ B is as large as possible, M is extremal, |M| = m r (n, k).
Lemma 5.5 implies that for n i ≤ k − 1,
and equality holds only if A i is the complete graph (and B i = ∅) or B i is the r-uniform complete r-graph (and A i = ∅).
Lemma 7.1 implies that in the case n i ≥ k
Adding up these inequalities for all 1 ≤ i ≤ q and applying (14), we get
Since f + r (n, k) ≤ m r (n, k), here equality holds in each term. Consequently n i < k for each i, and all but at most one of them should be k − 1. Otherwise we can use the inequality
which holds for all 1 < a ≤ b < k − 1 (and 3 ≤ r, r + 4 ≤ k). 
Proof of Theorem 3.2 for m > r + 1
Let H be an r-uniform hypergraph on n vertices with no Berge cycle of length k or longer (r ≥ 3, k ≥ r + 4). Suppose that |H| is maximal, |H| = EG r (n, k). We have f r (n, k) ≤ EG r (n, k) by 
Since n = (k − 2)p + m where 1 ≤ m ≤ k − 2 and m ≥ r + 2 we have f + r (n, k) = f r (n, k) by (2) and (6) . We obtained that EG r (n, k) = f r (n, k), as claimed.
Equality can hold in (17) only if M has the clique-tree structure, V 1 , V 2 , . . . , V p+1 , described in Construction 6.2. In the case of m ≥ r + 3 each block is a complete r-uniform hypergraph, so Construction 6.2 and Construction 4.1 coincide, and we are done.
In the case m = r + 2, Theorem 6.3 implies that all but one block define complete r-graphs and for one of them, say V , M|V could be either
r+2 , so A = ∅, B = H and we are done. Consider the other case, M|V = K (2) r+2 , i,e., A = G|V is a complete graph (and
r+2 which completes the proof in this subsection.
Suppose, on the contrary, that there exists an
One of the pairs of x i z i and y i z i is not an edge of G, say it is x i z i . Then removing x i y i from A and replacing it by x i z i , one obtains an SDRP A (A and B are unchanged). In this case, E(G ) = E(G) \ {x i y i } ∪ {x i z i } has a different structure (not a tree of cliques), so it could not be optimal by Theorem 6.3. Therefore such f i does not exist, i.e., f i ⊂ V . In other words
r , A is a complete r-graph on V . Consider an extremal r-graph H on the n-element vertex set V (i.e., |H| = EG r (n, k) ≥ f r (n, k))
where n = p(k − 2) + m, 1 ≤ m ≤ r + 1. Using the previous subsection, we define a different split of H.
. By Claim 8.1, |V| = p. Let H be the graph whose edge set is the union of the complete graphs on
and it has a forest like structure of cliques (i.e., every cycle in H is contained in some V i ∈ V). Let C 1 , . . . , C m be the vertex sets of the connected components of H. The graph H necessarily consists of m (nonempty) components, ∪C α = V (1 ≤ α ≤ m), some of them could be singletons. Let H α := H|C α , H α := ∪{B i : V i ∈ V, V i ⊂ C α }, and D := H \ (∪H α ). Note that every edge of H used to be a B-edge, H α ⊆ B for all 1 ≤ α ≤ m, and D is the set of edges in H not contained in some K (r) k−1 . Our main observation is the following which is implied by Claim 8.3.
Claim 8. 4 . If x, y ∈ C α , x = y then there exists an x-y Berge path of length at least k −2 consisting only of H α edges. Moreover, if xy / ∈ E(H α ) then there exists such a path of length at least 2k − 4. 2 Suppose that f, f ∈ D, (f = f ), x α ∈ C α ∩ f , x α ∈ C α ∩ f , x β ∈ C β ∩ f , and x β ∈ C β ∩ f , (α = β), then x α = x α and x β = x β .
For example, if x α = x α and x β = x β , then there is a Berge path P α of length at least (k − 2) connecting x α with x α , P α ⊂ H α and another Berge path P β of length at least (k − 2) connecting x β with x β , P β ⊂ H β , and these, together with f and f form a Berge cycle of length at least 2k − 2, a contradiction. The case |{x α , x β } ∩ {x α , x β }| = 1 is similar: we find a Berge cycle in H of length at least k. 2
The same proof, and the second half of Claim 8.4 imply that
In other words, if f ∈ H \ H α then |f ∩ C α | ≥ 2 implies that ∃V i ∈ V, V i ⊆ C α such that C α ∩ f = V i ∩ f .
Indeed, otherwise there are x, y ∈ f and a Berge x, y-path in H i of length at least 2k − 4, which together with f form a Berge cycle of length at least 2k − 3.
For a subset S ⊆ V , define ϕ(S) as the set of indices 1 ≤ α ≤ m for which S ∩C α = ∅. Equation (20) can be restated as follows if {α, β} ⊆ ϕ(f ) ∩ ϕ(f ) then C α ∩ f = C α ∩ f is a singleton,
and similarly for β. This implies that ϕ(f ) = ϕ(f ) for f = f , f, f ∈ D. Even more, the family {ϕ(f ) : f ∈ D} has the Sperner property. This means that for f, f ∈ D with f = f , one cannot have ϕ(f ) ϕ(f ). Indeed, |ϕ(f )| < r implies that there exists a C α with |C α ∩ f | ≥ 2, equation (21) implies that |ϕ(f )| ≥ 2 for every f ∈ D, so there exists a β ∈ ϕ(f ), α = β. But then {α, β} ⊆ ϕ(f ) ∩ ϕ(f ) and (22) implies that |C α ∩ f | = 1, a contradiction.
The following claim on the intersection structure of the edges in D is a generalization of (22) which can be considered as the case = 2. (Technically, two hyperedges sharing at least two vertices form
