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SMOOTH EQUIVALENCE OF DEFORMATIONS OF DOMAINS IN
COMPLEX EUCLIDEAN SPACES
HERVE´ GAUSSIER† AND XIANGHONG GONG††
Abstract. We prove that two smooth families of 2-connected domains in C are smoothly
equivalent if they are equivalent under a possibly discontinuous family of biholomorphisms.
We construct, for m ≥ 3, two smooth families of smoothly bounded m-connected domains in
C, and for n ≥ 2, two families of strictly pseudoconvex domains in Cn, that are equivalent
under discontinuous families of biholomorphisms but not under any continuous family of
biholomorphisms. Finally, we give sufficient conditions for the smooth equivalence of two
smooth families of domains.
1. Introduction
The main purpose of this paper is to study smoothness properties of holomorphic equiva-
lence for deformations of domains in Cn. The deformation theory was developed by Kodaira-
Spencer [17] for compact complex manifolds. In the local theory, the study of a family of
complex structures has also occurred in the work of Newlander-Nirenberg [20], Nirenberg [22],
and Nijenhuis-Woolf [21]. Families of complex structures were further studied recently by
Bertrand-Gong-Rosay [3], and the second author [12].
We consider a family {Dλ; 0 ≤ λ ≤ 1} of domains Dλ in Cn. Thus the total space
D = ∪t∈[0,1]Dλ × {λ} is a subset of Cn × [0, 1] and we will also denote {Dλ} by D. We will
study the equivalence of D under a family F := {F λ} of biholomorphic mappings F λ fromDλ
onto suitable domains in Cn and we are interested in the regularity of the total map F : D →
Cn × [0, 1] defined by F (z, λ) = F λ(z). The Riemann mapping theorem says that a simply
connected domain in the complex plane is holomorphically equivalent to the unit disc whenD
is not the whole plane. For domains in Cn with n > 1, there is no Riemann mapping theorem
in the sense that topology of the domains plays no role for the holomorphic classification of
the domains and a relevant question is if a biholomorphic mapping between two smoothly
bounded domains extends smoothly up to the boundary. Fefferman’s theorem [9] says that
such a mapping indeed extends smoothly when the domains are strictly pseudoconvex. For
general domains, the boundary extension of proper holomorphic mappings has been studied
intensively and many positive results have been obtained; see for instance the survey article
by Forstnericˇ [11] and the reference in Diederich-Pinchuk [8] for biholomorphic extension
between real-analytic non-pseudoconvex domains in complex dimension 2. The reader can
also refer to a survey by Coupet-Gaussier-Sukhov [6] on the Fefferman type of extension
theorem for domains in almost complex manifolds.
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2For the classification of families of domains under families of biholomorphic mappings,
there are only very few results. Courant proved a version of Carathe´odory’s Riemann map-
ping theorem for a sequence of Jordan domains, showing the continuous dependence of the
Riemann mappings on the domains (see Tsuji [24], p. 383). Recently Bertrand-Gong [2]
proved that a smooth family of smoothly bounded simply connected domains in the complex
plane is equivalent to the unit disc under a smooth family of biholomorphic mappings. In
this paper, we will prove the following:
Proposition 1.1. Let D be a smooth family of smoothly bounded 2-connected domains Dλ
in C. Then there exists a smooth family K of diffeomorphisms Kλ from Dλ onto Aλ with
Aλ := {z ∈ C : µ(λ) < |z| < 1}
such that each Kλ is holomorphic on Dλ.
Although the smoothness of equivalence is sometimes considered as granted in deforma-
tion theory, the following question was raised in Bertrand-Gong [2]: Let D, D˜ be two smooth
families of smoothly bounded domains in Cn. Suppose that for each λ there is a biholomor-
phic mapping F λ sending Dλ onto D˜λ. Does there exist a smooth family of biholomorphic
mappings Gλ from Dλ onto D˜λ such that the total map G : D → D˜ is smooth? One of the
main results of this paper is the following:
Theorem 1.2. Let n be a positive integer. There exist two smooth families D, D˜ of smoothly
bounded domains in Cn such that each Dλ is biholomorphic to D˜λ, while there is no contin-
uous family F of biholomorphic mappings F λ from Dλ onto D˜λ.
Therefore, to seek a classification of a smooth family of domains under a smooth family of
biholomorphisms, we need to impose additional conditions on the domains. In this paper, we
consider a family of rigid domains Dλ. Here by a rigid domain we mean that its holomorphic
automorphism group consists of the identity map only. By a theorem of Greene-Krantz [14],
rigid strictly pseudoconvex domains form a dense and open set in the space of bounded
domains of C2 boundary. It turns out that the non-rigidity plays a role in the proof of
Theorem 1.2. It remains open if the above-mentioned question has a positive answer when
all domains are rigid. As a first step, we will prove the following positive result for rigid
domains:
Theorem 1.3. Let D, D˜ be two continuous families of bounded strictly pseudoconvex do-
mains with C2 boundary. Suppose that for each λ, Dλ is rigid and F λ is a biholomorphic
mapping from Dλ to D˜λ. Then F is a continuous family of homeomorphisms F λ from Dλ
onto D˜λ. Furthermore, the Ho¨lder-1
2
norms of F λ on Dλ have an upper bound independent
of λ.
When n = 1, a higher regularity result is given by Corollary 2.4. See also Courant [7, p.191]
for related results when Dλ is independent of λ and Dλ, D˜λ are bounded by finitely many
Jordan curves. For a single biholomorphic mapping between two strictly pseudoconvex
domains, which are not necessarily rigid, the result is due to Margulis [19], Vormoor [25],
and Henkin [16].
The paper is organized as follows. In section 2, we find a normal form for a family of
multi-connected domains in the complex plane. The normal form includes Proposition 1.1
for the two-connected domains. Using the normal form, we also provide a complete solution
3with necessary and sufficient conditions ensuring the smooth dependence of biholomorphisms
in a parameter, for families of rigid domains in the complex plane. In section 3 we construct
examples of smooth families of domains in Cn, for any n ≥ 1, that are equivalent under a
discontinuous family of biholomorphisms, while there are not equivalent under any continu-
ous family of biholomorphisms. This is the content of Theorem 1.2. A common feature of
the examples is that each of the smooth families of domains consists of only rigid domains
except one. The solution to the one-dimensional problem and the examples constructed in
Theorem 1.2 lead us to seeking sufficient conditions in higher dimensions to ensure posi-
tive results, and Theorem 1.3, proved in section 4, is our main positive result in the higher
dimension.
The main consequence of Theorem 1.3 is a localization for the study of the global regularity
of the family of holomorphic mappings between two families of rigid domains to a local study
by employing the existing tools in several complex variables. As an application, we obtain
C∞,0 regularity of {F λ} as well as C∞,∞ and Cω,ω regularities of {F λ} under additional
assumptions on the interior regularity {F λ} with respect to all variables by employing a
simplified proof by Lempert [18] for Fefferman’s theorem and the Lewy-Pinchuk theorem
(see Corollaries 4.7 and 4.8).
2. One complex variable positive results
Let us first define spaces on domains with parameter. Let D be a bounded domain in
RN . Let 0 ≤ α < 1 and let k, j be integers with k ≥ j ≥ 0. We say that a family u = {uλ}
of functions uλ is in Ck+α,j(D) if for each ℓ + i ≤ k and i ≤ j, the partial derivative ∂ℓx∂itu
is continuous and the Ho¨lder-α ratios in the variables x ∈ D are uniformly bounded as λ
varies in [0, 1]. By a family D = {Dλ} of domains Dλ of class Ck+α,j(D) we mean that there
are embeddings Γλ from D onto Dλ so that each component of Γ := {Γλ} is a family of
functions in Ck+α,j(D) and D is a bounded domain of Ck+α boundary, with k ≥ 1; we call Γ
a parameterization of D of class Ck+α,j. Define ∂D = ∪λ∂Dλ × {λ}. When D is a family of
domains {Dλ} given by embeddings Γλ from D onto Dλ and when ∂D ∈ Ck+α and k ≥ 1,
we say that a family {vλ} is in Cℓ+α,j(∂D) if vλ are functions on ∂Dλ and {vλ ◦ Γλ} is of
class Cℓ+β,j(∂D) for ℓ + β ≤ k + α and ℓ ≥ j. Analogously, one can defined a real analytic
family D of bounded domains Dλ with real analytic boundary, and a real analytic family u
of functions uλ on Dλ. Thus, we can consider spaces Cω,ω(D) and Cω,ω(D). See [2] for basic
properties of the spaces Ck+α,j(D). Note that the functions spaces are independent of the
parameterization Γ.
We will need the following result from Bertrand-Gong [2].
Proposition 2.1. Let j, k be non negative integers or ∞ satisfying k ≥ j. Let 0 < α < 1.
Let D be a bounded domain in R2 with Ck+1+α (resp. Cω) boundary. Let D be a family
of bounded domains Dλ in R2 with D ∈ Ck+1+α,j(D) (resp. Cω,ω(D)). Let u ∈ C0(∂D)
be harmonic functions uλ on Dλ with {uλ|∂Dλ} ∈ Ck+1+α,j(∂D) (resp. Cω,ω(∂D)). Then
u ∈ Ck+1+α,j(D) (resp. Cω,ω(D)).
We remark that there is a difference in notation. The space Ck+1+α,j(·) is the space B(·)
in [2]. Although some results in this paper can be formulated for the space Ck+1+α,j(·) in [2],
we will not discuss them in this paper.
Before we deal with multi-connected domains, we recall here a positive result on simply
connected domains proved in [2].
4Proposition 2.2. Let j, k, α,D,D be as in Proposition 2.1. Suppose that D ∈ Ck+1+α,j(resp.
Cω,ω) and D is simply connected. Then there exists a family R of Riemann mappings Rλ
from Dλ onto the unit disc so that R is in Ck+1+α,j(D) (resp. Cω,ω(D)).
We consider now the m-connected case, with m ≥ 2. Let us first introduce the following
notation. Let Dr(c) be the disc of radius r centered at c, with Dr = Dr(0). For 0 < r < 1,
let Ar be the annulus D1 \ Dr. For m ≥ 3 and j = 3, . . . , m, let αj < βj < αj + 2π. Let
A∗m,r(α, β) := A
∗
m,(r2,...,rm)
((α3, . . . , αm), (β3, . . . , βm))
be the m-connected domain obtained by removing from A(r2) with 0 < r2 < 1, the (m− 2)
disjoint arcs
Arc(rj, [αj, βj ]) := {rjeiθ : αj ≤ θ ≤ βj}, 3 ≤ j ≤ m.
We call A∗m,r(α, β) a slit annulus.
Given a family of embeddings Γλ : D → Dλ with Γ ∈ C1,0(D) and ∂D ∈ C1, we will label
the boundary of D as union of disjoint closed curves γ1, . . . , γm. We set γ
λ
i = Γ
λ(γi). We
might adjust the order and the orientations of γ1, . . . , γm when necessary.
We first prove the following Koebe norm form for a family of m-connected domains, for
m ≥ 2.
Theorem 2.3. Let j, k, α,D,D be as in Proposition 2.1. Suppose that D is m-connected
and D ∈ Ck+1+α,j(resp. Cω,ω). Let λ 7→ (a1(λ), a2(λ)) ∈ ∂Dλ × ∂Dλ be a Cj (resp. Cω)
mapping such that a1(λ), a2(λ) are not in the same component of ∂D
λ. The following hold :
(i) There exists a unique family K of canonical conformal mappings Kλ from Dλ onto
the slit annulus A∗
m,rλ
(αλ, βλ) such that Kλ(a1(λ)) = 1, |Kλ(a2(λ))| = rλ2 . Moreover,
K ∈ Ck+1+α,j(D) (resp. Cω,ω(D)).
(ii) Suppose that
K˜λ : Dλ → A∗m,r˜λ(α˜λ, β˜λ)
satisfies K˜λ(γλ1 ) = ∂D1 and K˜
λ(γλ2 ) = ∂Dr˜λ
2
. Then K˜λ = µλKλ with |µλ| = 1.
(iii) The mapping λ 7→ rλ2 and, if m ≥ 3, the mapping
λ 7→ (rλ3 , αλ3 , βλ3 , . . . , rλm, αλm, βλm)
are of class Cj([0, 1]) (resp. Cω([0, 1])).
(iv) Let m ≥ 3. For each λ and ℓ = 3, . . . , m, aλℓ := (Kλ)−1(rλi eiαλℓ ) and bλℓ :=
(Kλ)−1(rλi e
iβλ
ℓ ) are points in γλℓ . Moreover, the map λ 7→ (aλ, bλ) is of class Cj
(resp. Cω) in [0, 1].
Proof. (i). The existence of the canonical mapping Kλ for a fixed λ, given by (i) is a theorem
of Koebe. For its proof, see Ahlfors [1, p. 255].
We already get
Kλ : Dλ → A∗m,rλ(αλ, βλ).
We now verify the smoothness with respect to λ.
We label the component that contains aλ1 as γ
λ
1 and the one that contains a2(λ) as γ
λ
2 . We
label the other components as γλ3 , . . . , γ
λ
m, depending continuously on λ.
5For i = 1, . . . , m, let uλi be the harmonic measure on ∂D
λ such that uλi = 1 on γ
λ
i and
uλi = 0 on γ
λ
ℓ , for ℓ 6= i. By Proposition 2.1, {uλi } has the desired regularity. Let νλ be the
outer unit normal vector of ∂Dλ. Then it follows from the maximum principle: ∂νλu
λ
i > 0 on γ
λ
i ,
∂νλu
λ
i < 0 on γ
λ
ℓ , ℓ 6= i.
Since
∫
Dλ
∂∂uλi = 0, it follows from the Green formula that
∫
∂Dλ
∂νλu
λ
i dσ = 0 for length
element dσ on ∂Dλ. Moreover, we have
(2.1) det
(∫
γλi
∂νλu
λ
ℓ dσ
)
2≤i,ℓ≤m
6= 0.
Indeed, suppose by contradiction that there exist λ ∈ [0, 1] and (cλ2 , . . . , cλm) 6= 0 such that
m∑
ℓ=2
cλℓ
∫
γi
∂νλu
λ
ℓ dσ = 0, i ≥ 2.
Let u˜λ =
∑m
ℓ=2 c
λ
ℓ u
λ
ℓ . Then we have, for every i ≥ 2:∫
γλi
∂νλ u˜
λ dσ =
m∑
ℓ=2
cλℓ
∫
γλi
∂νλu
λ
ℓ dσ = 0
and, from the Green formula:
∫
γλ
1
∂νλ u˜
λ dσ = −
m∑
i=2
∫
γλi
∂νλ u˜
λ dσ = 0. If u˜λ is not constant
on Dλ then, since u˜λ is constant on each γλi , it follows from the Hopf lemma that ∂νλ u˜
λ > 0
on some γλi∗ (i ≥ 1) on which u˜λ attains the maximum value. This contradicts the equality∫
γλi∗
∂νλ u˜
λ dσ = 0.
Hence u˜λ is constant on Dλ. Then u˜λ = 0 as it holds on γλ1 . However for every i ≥ 2,
u˜λ = cλi on γ
λ
i . Hence, for every i ≥ 2, cλi = 0. This is a contradiction.
It follows now from (2.1) that for every λ ∈ [0, 1] there is a unique (m − 1)-tuple
(cλ2 , . . . , c
λ
m) 6= 0 such that uλ :=
∑m
i=2 c
λ
i u
λ
i satisfies
(2.2)
∫
γλ
2
∂νλu
λ dσ = −2π,
∫
γλi
∂νλu
λ dσ = 0, 3 ≤ i ≤ m.
Thus
∫
γλ
1
∂νλu
λ dσ = 2π. Since uλ is not identically zero and is constant on each γλi , then
by the Hopf lemma again ∂νλu
λ > 0 on the component on which it has maximum value
and ∂νλu
λ < 0 on the component on which uλ has the minimum value. Thus uλ does not
attain maximum or minimum values on γλi for 3 ≤ i ≤ m. So uλ attains the maximum
value on one of the two curves γλ1 , γ
λ
2 and the minimum value on the other curve. From∫
γλ
1
∂νλu
λ dσ = 2π and
∫
γλ
2
∂νλu
λ dσ = −2π, we know that uλ attains the maximum value on
γλ1 and the minimum value on γ
λ
2 . Furthermore, the maximum value is 0.
By Proposition 2.1, as a function in λ, each entry in the matrix in (2.1) has the same
regularity as of ∂D. Hence the unique solution (cλ2 , . . . , cλm), which is obtained from the
linear system (2.2), also has the same regularity. In particular, uλ has the same regularity
in (z, λ) as uλ2 , . . . , u
λ
m, given by Proposition 2.1.
6Let vλ be the harmonic conjugate of uλ. It follows from (2.2):
vλ(z) :=
∫ z
a1(λ)
(−∂yuλ dx+ ∂xuλ dy), mod 2π.
Assume that λ 7→ a1(λ) is in Cj([0, 1]). We can verify that vλ has the same regularity as uλ
since k ≥ j.
Set Kλ(z) = eu
λ(z)+ivλ(z) for z ∈ Dλ. By Rouche´’s theorem, Kλ is a biholomorphic
mapping from Dλ onto A∗m,rλ(α
λ, βλ). We have Kλ(aλ1) = 1 and
rλi = |Kλ(z)| = eu
λ(z), z ∈ γλi , 1 < i ≤ m.
It follows that the map λ 7→ rλi is in Cj([0, 1]). It is clear that Kλ has the same regularity
as uλ and vλ.
(ii). The assertion is proved in [1, p. 257].
(iii). Fix i with 2 < i ≤ m and fix λ0. We know that vλ mod 2π is continuous. Fix
the range of vλ0 on γλ0i in [α
λ0
i , β
λ0
i ]. We may assume that v
λ is continuous and has values
in I := (−ǫ + αλ0i , βλ0i + ǫ), when λ is sufficiently close to λ0. Here the length of I is less
than 2π. Then we may take αλi to be the minimum value of v
λ and βλi its maximum value.
We have vλ(Γλ(xλ)) = α
λ
i . By continuity of v
λ(Γλ) and compactness of γi, we conclude
lim infλ7→λ0 α
λ
i ≥ αλ0i . Suppose that αλ0i = vλ0(Γλ0(x0)). Let ǫ > 0. By the continuity
of vλ(Γλ), we also have vλ(Γλ(x)) < αλ0i + ǫ for (λ, x) sufficiently close to (λ0, x0). This
shows that lim supλ7→λ0 α
λ
i ≤ αλ0i . Therefore, αλi mod (2π) is continuous. Analogously, βλi
mod (2π) are also continuous in λ.
The above ends the proof for j = 0.
Suppose now that j ≥ 1. The latter implies that k + 1 ≥ 2. We want to show that the
mapping λ 7→ (αλj , βλj ) is of class Cj . Recall that the mapping z 7→ vλ(z) is of class Ck+1+α,j
and
Kλ(z) = rλj e
ivλ(z), z ∈ γλj .
Fix j and λ. Let Kλ(aλj ) = r
λ
j e
iαλj . Let 2 < j ≤ m. Let us first consider the case that γλj
is real analytic near aλj . By the Schwarz reflection principle, we know that the map
f : Dλ ∋ z 7→ f(z) =
(
Kλ(z)−Kλ(aλj )
Kλ(z) +Kλ(aλj )
)1/2
is biholomorphic near aλj . Thus, we have f
′(aλj ) 6= 0. Assume that v˜(s, λ) := vλ(γλj (s)) attains
the minimum value at s = sλ∗ . Thus its derivative at s = s
λ
∗ vanishes. Then a straightforward
computation by differentiating f 2(γλj (s)) in s twice shows that
(2.3)
∂2
∂s2
v˜(sλ∗ , λ) = −
√−1 (f ′(aλj )(γλj )′(sλ∗))2 6= 0.
For the general case of γλi being of class C
k+1 near aλj , we already know that K
λ is of
class Ck+1 with k + 1 ≥ 2. We apply Kellogg’s Riemann mapping theorem to find a Ck+1
diffeomorphism R from the closure of the unit disc ∆ onto ω, where R is holomorphic in
∆, ω is an open subset of Dλ such that ∂ω is Ck+1. Moreover, ∂ω ∩ γλj contains an open
curve containing zλ0 . We choose ω so small that f
λ ◦R is well-defined. Applying the Schwarz
7reflection principle to f ◦R and repeating the above computation to f ◦R, we conclude that
f ′(zλ0 ) 6= 0. We now solve for s = g(λ) from
(2.4)
∂
∂s
v˜(s, λ) = 0
for (s, λ) close to (sλ0∗ , λ0). Note that (s, λ) 7→ ∂∂s v˜(s, λ) is of class Ck+α,j. By (2.3), k ≥ j,
k ≥ 1, and the continuity of αλj and the implicit function theorem, we conclude that the
solution g to (2.4) is of class Cj . This shows that λ 7→ αλj is of class Cj . The proof for Cω
case is by analogy.
(iv). It follows directly from the above proof. 
We point out that, as one will see from the counter-examples constructed in section 3,
additional properties are needed to prove some regularity results on families of biholomor-
phisms. As an application of Theorem 2.3, we obtain the following result giving global
regularity of a family of biholomorphisms.
Corollary 2.4. Let j, k, α,D,D be as in Proposition 2.1. Let D˜ be another family of do-
mains. Suppose that D, D˜ are in Ck+1+α,j(D) (resp. Cω,ω(D)). Let D be m-connected with
m ≥ 3, where ∂D ∈ Ck+1+α (resp. Cω). Let F : D → D˜ be a family of biholomorphisms.
Suppose that one of following holds :
(i) Assume that F λ(γλi ) = γ˜
λ
i for i = 1, 2 and there exists pλ ∈ Dλ such that λ 7→
(pλ, F
λ(pλ)) is continuous.
(ii) Aut(Dλ) = {Id} for every λ ∈ [0, 1].
Then F ∈ Ck+1+α,j(D) (resp. Cω,ω(D)).
Proof. Let {Γλ} and {Γ˜λ} be the parameterizations of D and D˜ of the given regularity.
(i). The problem is local in λ. Fix λ0. If pλ0 ∈ ∂Dλ0 ∈ γλ0ℓ for ℓ 6= 1, 2. We have
F λ(γℓ) = γ˜ℓ′ where γℓ, γ˜ℓ′ vary continuous as sets. Swapping γℓ, γ˜ℓ′ with (γ2, γ˜2), we may
assume that pλ ∈ Dλ ∪ γλ1 ∪ γλ2 .
By Theorem 2.3, we can find canonical conformal mappings
Kλ : Dλ → A∗m,rλ(αλ, βλ), K˜λ : D˜λ → A∗m,r˜λ(α˜λ, β˜λ)
such that Kλ(γλ1 ) is the unit circle, |Kλ(γλ2 )| = rλ2 . Also, K˜λ is the unit circle and |Kλ(γ˜λ2 )| =
r˜λ2 , for every λ ∈ [0, 1]. By assumption, we have r˜λ2 = rλ2 . Since K˜λ ◦ F λ is also a canonical
mapping, then K˜λ ◦ F λ = µλKλ by Theorem 2.3 (ii), with |µλ| = 1. Since λ 7→ (pλ1 , F λ(p1λ))
is C0, we know that the map λ 7→ µλ is C0. This shows that F λ = (K˜λ) ◦ (µλKλ) is of class
Ck+1+α,0 in (D ∪ γ1 ∪ γ2). For higher order derivatives in λ, let us verify the following
Claim. For each ℓ = 3, . . . , m, there exists xλℓ ∈ γλℓ so that λ 7→ (xλℓ , F λ(xλℓ )) is of class Cj.
To prove the Claim, we take a family of embeddings Γλ from D onto Dλ with Γ ∈
Ck+1+α,j(D). Take a subdomain Ω in D such that D \ Ω has m components, while each
component has boundary containing exactly one component of ∂D. Let Ωλ = Γλ(Ω) and
Ω˜λ = F λ(Ωλ). For each λ, the boundary of each component of D˜λ \ Ω˜λ has two components
Cλi , C˜
λ
i , where C˜
λ
i is one of γ˜
λ
3 , . . . , γ˜
λ
m. We choose C
λ
i so that it depends on λ continuously,
which is possible since F λ ◦ Γλ is continuous in D × [0, 1]. The continuity implies that for
8each i, the C˜λi depends continuously on λ. Therefore, we have F
λ(γλℓ ) = γ˜
λ
iℓ
and iℓ does not
depend on λ.
Let aλℓ , b
λ
ℓ be as in Theorem 2.3 so that
Kλ(γλℓ ) = Arc(r
λ
ℓ , [α
λ
ℓ , β
λ
ℓ ]).
We also have K˜λ(γλℓ ) = Arc(r˜
λ
ℓ , [α˜
λ
ℓ , β˜
λ
ℓ ]). Since K˜
λ ◦ F λ = µλKλ, then F λ(γλℓ ) = γ˜λiℓ implies
that
µλaλℓ = a˜
λ
iℓ
.
Since λ 7→ (aλℓ , a˜λiℓ) is of class Cj , we conclude that λ 7→ µλ is of class Cj and the Claim is
valid for xλℓ = a
λ
ℓ .
Using F λ = (K˜λ)−1µλKλ again, we obtain that {F λ ◦ Γλ} is in Ck+1+α,j(D ∪ γ1 ∪ γ2).
Then from the Claim, it follows that {F λ ◦Γλ} is in Ck+1+α,j(D∪γi∪γℓ) for any distinct i, ℓ.
Therefore, we have proved that F ∈ Ck+1+α,j(D). The proof for the Cω case is by analogy.
The proof of Part (i) is complete. 
The proof of Part (ii) relies on the following Lemma. The result gives a sufficient condition
for the convergence of a sequence of biholomorphisms between sequences of domains that
converge, in the Hausdorff distance on sets.
Lemma 2.5. Let D and D˜ be m-connected bounded domains in R2, with m ≥ 3. For every
j ≥ 1, let Dj and D˜j be m-connected domains. We denote by γ1, . . . , γm (resp. γ˜1, . . . , γ˜m)
the components of ∂D (resp. ∂D˜) and by γj1, . . . , γ
j
m (resp. γ˜
j
1, . . . , γ˜
j
m) the components of
∂Dj (resp. ∂D˜j), for j ≥ 1. We assume that
(i) ∂D ∈ C1+α and ∂D˜ ∈ C1+α.
(ii) For every j ≥ 1, ∂Dj ∈ C1+α and ∂D˜j ∈ C1+α.
(iii) limj→∞Dj = D and limj→∞ D˜j = D˜ for the Hausdorff convergence of sets.
(iv) Aut(D) = {Id}.
(v) For every j ≥ 1, there is a biholomorphism φj : Dj → D˜j.
Then φj converges to the unique biholomorphism φ from D onto D˜ as j →∞, uniformly on
compact subsets of D. Moreover, there exists a permutation ν of {1, . . . , m} such that for
every i = 1, . . . , m, we have φ(γi) = γ˜ν(i) and for sufficiently large j, φj(γ
j
i ) = γ˜
j
ν(i).
We recall that given two non empty subsets X, Y in a metric space (E, d), the Hausdorff
distance between X and Y is defined by
dH(X, Y ) := max
(
sup
x∈X
d(x, Y ), sup
y∈Y
d(y,X)
)
∈ [0,∞].
IfX and Y are bounded domains inCn endowed with the Euclidean distance, then dH(X, Y ) <
∞.
We say that D
j
converges to D for the Hausdorff convergence of sets if
lim
j→∞
dH(Dj, D) = 0.
Hence, if limj→∞ dH(D,D) = 0 then for every j we may label the components γ
j
1, . . . , γ
j
m of
∂Dj such that for every k = 1, . . . , m we have:
lim
j→∞
dH(γ
j
k, γk) = 0.
9Proof. The uniqueness of φ is a direct consequence of (iv).
Since all the domains are bounded, the sequence {φj} is a normal family. It suffices to
show that, taking a subsequence if necessary, the limit φ of φj is a biholomorphic mapping
from D onto D˜. By Hurwitz’s theorem, we know that φ is either a constant b ∈ ∂D˜ or it is
a biholomorphic mapping from D onto D˜. See Courant [7, p. 191] for two possibilities in a
different setting. In our case, we want to rule out the case that φ is a constant.
Suppose that φ = b is constant. Let E be a closed simple curve contained in D and
close to γ1 in the Hausdorff distance. Then γ1 is contained in the bounded component of
C\E. Relabeling the components of Dj if necessary, we may assume that the sequence γj1
converges to γ1; hence the bounded component of C\E contains γj1 for j ≥ 1; for the latter,
we may assume that γj1 is not the outer boundary after applying a Mobius transformation
to the family of domains. Using condition (ii) and Kellogg’s Theorem on the regularity of
φj, we know that φj(γ
j
1) = γ˜
j
1 for every j ≥ 1, relabeling the components of D˜j if necessary.
Moreover φj(E) bounds a bounded domain that contains γ˜
j
1 for every j ≥ 1, by applying a
Mobius transformation if necessary. Finally, if a is a fixed point in the component of C\D˜
bounded by γ˜1, then a is in the component of C\D˜j bounded by γ˜j1, for sufficiently large j,
according to (iii). Then, for every j ≥ 1:
1
2πi
∫
E
φ′j(ζ)
φj(ζ)− a dζ =
1
2πi
∫
φj(E)
dζ
ζ − a =
1
2πi
∫
γ˜j
1
dζ
ζ − a = ±1.
However, the left-hand side tends to 0 as j → ∞, which is a contradiction. Therefore, φ
is a biholomorphic mapping from D onto D˜. By Kellogg’s theorem, φ extends to a C1+α
diffeomorphism up to the boundary.
We may assume that φ(γi) = γ˜i for every j = 1, . . . , m. We want to show that φ
j(γji ) = γ˜
j
i
for i = 1, . . . , m and all sufficiently large j. Let us fix 1 ≤ i ≤ m and let us deform γi
slightly inside D into another simple closed curve Ei contained in D, so that γi ∪Ei bounds
a 2-connected domain and Ei separates γi from γl, for l 6= i. It follows from (iii) that γji
and γi are on the same side of Ei and Ei separates γ
j
i from γ
j
l for l 6= i, for sufficiently
large j. Since φj converges to φ in a neighborhood of Ei, then by considering orientation,
we conclude that φj(γji ) and φ(γi) are on the same side of φ(Ei). Therefore, φ
j(γji ) = γ˜
j
i for
i = 1, . . . , m and sufficiently large j. 
Now Part (ii) of Corollary 2.4 follows from Lemma 2.5 and Part (i) of Corollary 2.4.
3. Negative results
In the one-dimensional case, we know from Proposition 1.1 that counterexamples can be
constructed only for m-connected domains with m ≥ 3.
We say that two points a, b in the extended complex plane Cˆ := C ∪ {∞} are symmetric
with respect to a circle if there is a Mobius transformation that preserves the circle and sends
a to the center of the circle and b to∞. If a is neither the center nor∞, then a is symmetric
to b w.r.t. the circle if and only if ab = r2, where r is the radius of the circle. Therefore
if two circles are concentric, the center of the circles and ∞ form the symmetric pair with
respect to both circles and the symmetric pair is separated by the two circles. In fact the
last two assertions hold for any two disjoint circles, since two disjoint circles are conformally
equivalent to two concentric circles. For anm-connected circular domainD, there are exactly
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sm := m(m − 1)/2 pairs {aj , bj} symmetric w.r.t a pair of circles on the boundary, while
aj , bj are in separate components of Cˆ \D. Furthermore, {aj, bj : j = 1, . . . , sm} consists of
2sm points.
Indeed, if {a1, b1} is a symmetric pair w.r.t. two circles S1, S2, we may assume that
a1 = 0, b1 =∞, while D is contained in the annulus bounded by S1, S2. Suppose that S1 is
the disk of the smaller radius and assume that {a1, b2} is another symmetric pair w.r.t. two
circles S3, S4 which are components of ∂D. Since a1, b2 are in the complement of the annulus
bounded by S3, S4, then S1 must be one of S3, S4. Then {a1, b2} = {0,∞} and so S3, S4, S1
are concentric; this is impossible.
Let Sr(c) := ∂Dr(c) be the circle in C centered at c with radius r. When D is an m-
connected circular domain, we write
∂D = ∪mj=1Srj (cj).
We say that a sequence of bounded circularm-connected domains Dj converges to a bounded
m–connected domain D′ if ∂Dj = ∪ml=1Srjℓ(cjℓ) and ∂D′ = ∪ml=1Sr′ℓ(c′ℓ) satisfy that cjℓ → c′ℓ
on C and rjℓ → rℓ as j →∞.
We first need the following theorem of Koebe [15, Theorem 3.9.1, p. 113]: Let D be a
bounded m-connected domain with ∂D ∈ C1+α in C. Fix z0 ∈ D. Then there exists a
unique biholomorphic mapping K from D onto Dˆ such that K(z0) = 0, K
′(z0) = 1, and Dˆ
is a circular planar domain (i.e. ∂Dˆ is a union of circles).
The uniqueness assertion implies that every biholomorphic mapping between two circular
domains is a Mobius transformation. Furthermore, for each m-connected circular domain D
with m ≥ 2, an automorphism τ of D is uniquely determined by τ(a) and τ(γ), where γ is a
connected component of ∂D and a is ∂D\γ. When ∂D consists of m components γ1, . . . , γm,
with m ≥ 3, for each permutation ν of {1, . . . , m} there exists at most one biholomorphism
φ of D such that φ(γi) = γν(i) for i = 1, . . . , m.
3.1. Automorphisms of multi-connected circular domains. For distinct points a, b, c
in the Riemann sphere Cˆ, let ϕa,b,c be the Mobius transformation sending 0, 1,∞ to a, b, c
respectively. We first have the following elementary result.
Lemma 3.1. Let a, b, c be distinct points in Cˆ. Let aj, bj and cj be sequences of complex
numbers such that aj → a, bj → b and cj → c, as j →∞, in spherical distance. Then ϕaj ,bj ,cj
and ϕ−1aj ,bj ,cj respectively converge to ϕa,b,c and ϕ
−1
a,b,c in the spherical distance, uniformly on
Cˆ, as j →∞.
Proof. Fix distinct a∗, b∗, c∗ in Cˆ. To see the continuity, we need an expression of ϕ := ϕa,b,c
or 1/ϕ when (a, b, c) is close to a point (a∗, b∗, c∗). Set q :=
b− c
b− a .
Case 1. a∗ ∈ C.
If c∗ ∈ C, the Mobius transformation ϕ := ϕa,b,c is given by
ϕ(z) =
cz − aq
z − q .
Then ϕ and 1/ϕ are continuous in all variables a, b, c, z, respectively when z is away from q
and z is close to q. This shows that ϕ : Cˆ→ Cˆ is continuous in all variables, when a∗, c∗ are
in C.
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If c∗ =∞, we rewrite q
c
=
1− b
c
a− b . Hence we can write
ϕ(z) =
z − a q
c
1
c
z − q
c
.
In particular, the maps ϕ and 1/ϕ are continuous in all variables respectively when z is close
to a q
c
and it is away from a q
c
.
Case 2. a∗ =∞.
We express
aq =
b− c
b
a
− 1 ,
1
ϕ(z)
=
z − q
cz − aq .
It is easy to see that ϕ is continuous in all variables when z is away from q, while 1/ϕ is
continuous in all variables for z near q.
Finally, for the inverse mapping, we have
ϕ−1a,b,c(w) =
qw − aq
w − c .
It is clear that (a, b, c) 7→ q is continuous. Then the continuity of ϕ−1a,b,c(w) in a, b, c, w follows
from the continuity of ϕ proved above. 
We have the following elementary result.
Lemma 3.2. For every j ≥ 1, let Dj be a boundedm–connected circular domain, withm ≥ 2,
and let ϕj be an automorphism of Dj. Suppose that Dj converge to an m-connected circular
domain D. Then a subsequence of ϕj converges uniformly on Cˆ, in spherical distance, to an
automorphism of D.
Proof. We first treat the casem = 2 by a direct computation. Using Mobius transformations,
we may find, for every j ≥ 1, a real number 0 < rj < 1 and a biholomorphism φj from Dj
onto an annulus Arj . Furthermore, there is a Mobius transformation φ such that φj → φ
uniformly on Cˆ, as j →∞. Then ψj := φj◦ϕj◦φ−1j is in the group generated by Irj : z 7→ rj/z
and Mµ : z 7→ µz with |µ| = 1. Since the convergence of Dj implies the convergence of rj to
some r satisfying 0 < r < 1, it is easy to show that there is a subsequence of ψj that converges
to an automorphism of Ar. Hence we may extract from ϕj a converging subsequence.
Assume now that m > 2. Let {aj1, bj1}, . . . , {ajs(m), bjs(m)} be sm = m(m − 1)/2 pairs of
symmetric points on Dj. We know that the set {aj1, bj1, . . . , ajsm , bjsm : j = 1, . . . , sm} has
exactly 2sm points and 2sm > 2. Note that ϕj preserves the set {aj1, bj1, . . . , ajsm , bjsm : j =
1, . . . , sm}. By Lemma 3.1, we get a subsequence of ϕj that converges in the spherical
distance to an automorphism of D, uniformly on Cˆ. 
Let µ, a, r satisfy
(3.1) 0 < µ < a− r < a+ r < 1.
Then we may consider the 3-connected circular domain
(3.2) T (µ, a, r) = D \
{
Dµ(0) ∪ Dr(a)
}
.
Moreover, for 0 ≤ ǫ < 1− a− r, the domain T (µ, a, r + ǫ) is still circular.
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Recall that a domain in Cn is rigid if the identity map is the only automorphism of the
domain.
Lemma 3.3. Let τ be the involution z 7→ µ/z and let T (µ, a, r) be given by (3.1)-(3.2).
(i) Aut(T (µ, a, r)) = {I, τ} if and only if
µ = a2 − r2,(3.3)
(a2 − r2)2 − (r−1 − 1)(a2 − r2) + 1 6= 0.(3.4)
(ii) Aut(T (µ, a, r)) has the maximum 6 elements and is generated by two non commu-
tative involutions τ, ϕb where b =
(a + r)− µ
1− (a + r)µ and ϕb(z) = −
z − b
1− bz , if (3.3) holds
and (3.4) does not hold.
(iii) Suppose that µ, a, r satisfy (3.3)-(3.4). Then T (µ, a, r + ǫ) is rigid when ǫ is a
sufficiently small positive real number.
Proof. The union of 3 symmetric pairs of T (µ, a, r) consists of 6 distinct points on the real
axis, which are in the complement of the closure of T (µ, a, r). Thus any Mobius transforma-
tion that preserves the set of the six points must preserve the real axis too, of which 0,∞
are among the six points.
We first prove by a direct computation that τ ∈ Aut(T (µ, a, r)) if and only if (3.3) holds.
Indeed, if τ(Sr(a)) = Sr(a) then τ(a − r) = a + r which implies (3.3). Now, if (3.3) holds,
then τ(a − r) = a + r, τ(a + r) = a − r and τ(Sr(a)) is a circle whose boundary contains
the two points a− r and a+ r and is orthogonal to the real axis at these two points. Then
τ(Sr(a)) = Sr(a).
We can now prove (i) and (ii). Let ϕ be an automorphism of T (µ, a, r), ϕ 6= τ . There are
different cases to be considered.
Case 1. ϕ(S1(0)) = S1(0).
If ϕ(1) = 1 and ϕ(−1) = −1 then due to orientation we have necessarily ϕ(−µ) = −µ
since ϕ preserves the real axis. Hence ϕ = Id.
If ϕ(1) = −1 and ϕ(−1) = 1 then ϕ must interchange two other circles of the boundary
for ϕ not being the identity. Thus ϕ(z) = c
z − b
1− bz where b and c are real and it follows that
c = −1. Then we must have
ϕ(z) = − z − b
1− bz , b ∈ (−1, 1).
Since ϕ2 = Id, we have, due to orientation:
ϕ(−µ) = a+ r, ϕ(µ) = a− r.
By a simple computation, we get
b =
(a+ r)− µ
1− (a + r)µ, b =
(a− r) + µ
1 + µ(a− r) .
This shows that
(3.5)
(a+ r)− µ
1− (a + r)µ =
(a− r) + µ
1 + µ(a− r) .
Since µ = a2 − r2, the above equality is equivalent to the fact that (3.4) does not hold.
13
Case 2. ϕ(S1(0)) = Sµ(0). Then τ ◦ϕ is an automorphism of T (µ, a, r) that preserves S1(0).
Hence from Case 1 we conclude that either ϕ = τ or ϕ = τ ◦ ϕb. Note that the latter occurs
only if (3.5) holds.
Case 3. ϕ(S1(0)) = Sr(a). We then have two cases: (a) ϕ(Sr(a)) = Sµ(0) and hence
ϕ(Sµ(0)) = S1(0), or (b) ϕ(Sµ(0)) = Sµ(0). When (a) occurs, we have by Case 2 ϕ
−1 = τ
or ϕ−1 = τ ◦ϕb. (The former actually does not occur.) When (b) occurs, we have by Case 2
ϕτ = τ , which is impossible or ϕτ = τϕb. Chasing after the images of boundary components
of T (a, µ, r) under the compositions of τ, ϕb, we can verify that the automorphism group has
six elements: the identity mapping, τ, ϕb, τϕb, ϕbτ and finally τϕbτ = ϕbτϕb.
We can now prove (iii). Suppose that there is ǫj → 0 with ǫj 6= 0 such that T (µ, a, r+ ǫj)
admits a non-trivial automorphism ϕj. We first note that ϕj cannot preserve each component
of T (µ, a, r + ǫj). Otherwise ϕj preserves the annulus bounded by Sµ(0) and S1(0). So it is
a rotation and the only rotation that preserves T (µ, a, r+ ǫj) is the identity. By Lemma 3.2,
we may assume that ϕj converges to an automorphism ϕ of T (µ, a, r), uniformly on Cˆ. Thus
ϕ is not the identity and so ϕ = τ by (i). Then ϕj must interchange Sµ(0) and S1(0). Thus
ϕj is the composition of τ with a rotation. Clearly ϕj cannot preserve Sr(a+ǫ) for ǫ 6= 0. 
3.2. Proof of Theorem 1.2 for n = 1. Let us define two families of smooth domains
(Dλ)−1≤λ≤1 and (D˜
λ)−1≤λ≤1 as follows:
Dλ = T
(
µ, a, r + e−
4
λ2
)
for − 1 ≤ λ ≤ 1,
D˜λ = Dλ for 0 ≤ λ ≤ 1 and D˜λ = τDλ for − 1 ≤ λ ≤ 0,
for µ = 3
16
, a = 1
2
and r = 1
4
. Note that µ, a, r satisfy (3.3)-(3.4).
We first point out that ψλ = Id for λ ≥ 0 and ψλ = τ for λ < 0 are biholomorphisms from
Dλ to D˜λ. We have the following precise version of Theorem 1.2 for n = 1.
Proof. We first prove that the two families D and D˜ are smooth families. We consider the
following parameterization of ∂Dλ, denoted by Γλ : ∂T (µ, a, r)→ ∂T
(
µ, a, r + e−
4
λ2
)
with
Γλ = Id on S1(0),
Γλ = Id on Sµ(0),
Γλ(a+ reit) = a +
(
r + e
−4
λ2
)
eit, ∀ t ∈ [0, 2π].
Then (x, λ) 7→ Γλ(x) is smooth of class C∞ on (S1(0) ∪ Sµ(0) ∪ Sr(a)) × [−1, 1]. Hence,
according to [2], {Γλ} admits a smooth extension, still denoted Γλ, as embeddings Γλ from
T (µ, a, r) to T
(
µ, a, r + e−
4
λ2
)
.
We consider now the following parameterization Γ˜λ : ∂T (µ, a, r)→ ∂D˜λ with
Γ˜λ = Id on S1(0),
Γ˜λ = Id on Sµ(0),
Γ˜λ(a + reit) = a +
(
r + e
−4
λ2
)
eit, ∀ t ∈ [0, 2π], ∀λ ≥ 0,
Γ˜λ(a + reit) = µ
a+
(
r+e
−4
λ2
)
eit′
, ∀ t ∈ [0, 2π], ∀λ < 0,
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where, for every t ∈ [0, 2π], the t′ is the unique solution on [0, 2π] of the equation
(3.6) a+ reit =
µ
a+ reit′
.
In particular, for every t ∈ [0, 2π]:
eit
′
= −eit a+ re
−it
a+ reit
and the parametrization (t, λ) 7→ µ
a +
(
r + e
−4
λ2
)
eit′
is smooth for λ < 0.
Hence, to prove that the mapping (x, λ) 7→ Γ˜λ(x) is smooth of class C∞ on (S1(0)∪Sµ(0)∪
Sr(a))× [−1, 1], we need to verify that
a+
(
r + e
−4
λ2
)
eit =
µ
a +
(
r + e
−4
λ2
)
eit′
up to infinite order (with respect to λ) at λ = 0. However
a+
(
r + e
−4
λ2
)
eit = a + reit +O(λ∞),
i.e. the function λ 7→ a+
(
r + e
−4
λ2
)
eit− (a+ reit) vanishes up to infinite order at the origin,
and
µ
a +
(
r + e
−4
λ2
)
eit′
=
µ
a + reit′
+O(λ∞).
The regularity of Γ˜λ on Sr(a) follows now from (3.6).
Then {Γ˜λ} admits a smooth extension, still denoted by {Γ˜λ}, as an embedding from
T (µ, a, r) to D˜λ, according to [2]. Hence the two families of domains are smooth.
For a sufficiently small positive number λ0 and 0 < λ ≤ λ0, the automorphism group of
Dλ is {Id} according to Lemma 3.3 (iii); hence ϕλ is smooth with respect to λ for λ > 0.
For −λ0 ≤ λ < 0, the biholomorphism from Dλ to D˜λ is τ according to Lemma 3.3 (iii).
Hence ϕλ is smooth with respect to λ for λ < 0. Finally, from the values of ϕλ, ϕλ can be
continuous at λ = 0 only for z such that τ(z) = z, that is z = −√µ since a−r < √µ < a+r,
meaning
√
µ ∈ Dr(a).
The above proof is complete for 3-connected domains in Theorem 1.2. Suppose now that
m ≥ 4. Fix µ and τ as above. We consider real numbers
µ < r1 < · · · < r2m−2 < 1,
with r2m−2−i = τ(ri). Let Ci be the circle which is perpendicular to real axis and passes
through r2i−1, r2i. Let Tµ,r be the domain bounded by C1, . . . , Cm−1, Sµ(0) and S1(0). We
want to show that if ǫ is positive and sufficiently small, the domain T ǫ := Tµ,rǫ is rigid, for
rǫ = (r1 + ǫ, r2 + ǫ
2, r3, . . . , r2m−2).
Let ϕ be an automorphism of T ǫ. We want to show that ϕ = Id when ǫ > 0 is sufficiently
small. Let Cǫ1 be the circle perpendicular to the real axis and passes through r
ǫ
1, r
ǫ
2. There
are three cases.
Case 1. ϕ(Cǫ1) = C
ǫ
1. Then ϕ must be a Mobius transformation preserving the set E :=
{±1,±µ, r3, . . . , r2m−2}. There are only finitely many such mappings ϕ and we list all of
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them as ϕ0, . . . , ϕN with ϕ0 being the identity. Note that the list does not require ϕi be an
automorphism of T ǫ. We write
ϕj(z) =
ajz + bj
cjz + dj
.
Then ϕ is one of ϕ1, . . . , ϕN , say ϕ = ϕ1. Let us drop the subscript in a1, b1, c1, d1. Since ϕ
preserves the real axis, then ϕ either interchanges r1−ǫ, r2+ ǫ, or fixes both r1−ǫ and r2+ ǫ.
For the latter, we want to show that ϕ is the identity when ǫ is positive and sufficiently small.
Indeed, let ψ be a Mobius transformation sending (r1 + ǫ, r2 + ǫ
2) to (0,∞) and r1 + ǫ to 0.
Then ψϕψ−1(z) = λz. Note that E is outside Cǫ1. Hence ψ(E) is contained in the negative
real axis. Since ψϕψ−1 preserves ψ(E), then it is the identity map. This contradicts that ϕ
is not the identity. Therefore, we are left with the case ϕ(r1 − ǫ) = r2 + ǫ2; equivalently, we
have
a(r1 + ǫ) + b
c(r1 + ǫ) + d
= r2 + ǫ
2.
The equation admits finitely many solutions in ǫ.
Case 2. ϕ(C˜) = Cǫ1 and C˜ 6= Cǫ1. In this case we find components C,C ′ of ∂T ǫ other than
Cǫ1 so that ϕ(C) = C
′. Suppose that the intersection of C (resp. C ′, C˜) with the real axis is
{α, β} (resp. {α′, β ′}, {α˜, β˜}). In fact, we take α′ = ϕ(α) and β ′ = ϕ(β). Define
Kα,β(z) =
z − α
z − β , K
−1
α,β(z) =
βz − α
z − 1 .
Then Kα′,β′ϕK
−1
α,β must be a dilation:
ϕ(z) = K−1α′,β′(δKα,β(z)).
Now ϕ(C˜) = Cǫ1 implies that ϕ(α˜) = r1 + ǫ and ϕ(β˜) = r2 + ǫ
2. Therefore,
β ′δKα,β(α˜)− α′
δKα,β(α˜)− 1 = r1 + ǫ,
β ′δKα,β(β˜)− α′
δKα,β(β˜)− 1
= r2 + ǫ
2.
Since α˜ 6= α, β then Kα,β(α˜) 6= 0,∞. Moreover, β ′ 6= r1 because C ′ 6= Cǫ1 and ǫ is small.
Thus we can solve for δ from the first equation and rewrite the second equation as
a∗ǫ+ b∗
c∗ǫ+ d∗
= r2 + ǫ
2,
where a∗, b∗, c∗, d∗ are finite and independent of ǫ and c∗ = Kα,β(α˜) 6= 0. The above equation
has only finitely many solutions for ǫ. Again, we can verify that Cλ1 , C2, . . . , Cm−1, S1(0) and
Sµ(0) bound a smooth family of domains D
ǫ for ǫ > 0. Furthermore, Dǫ are rigid when ǫ is
positive and small, while Dλ admits the non-trivial automorphism τ . The rest of the proof
is similar to the proof for case 3-connected domains. 
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3.3. Proof of Theorem 1.2 for n ≥ 2. We use a construction of rigid domains by Burns-
Shnider-Wells [4], perturbing the unit ball. Using a Cayley transformation Ψ, we identity
Un = {(z, w) ∈ Cn−1 ×C : Imw > |z|2} with the unit ball. Let f(z, u+ iv) = u4 + |z|4. Fix
a real-valued polynomial
N(z, z, u) =
∑
m≤ℓ≤m′
∑
|I|+|J |+2k=ℓ
NIJkz
IzJuk
such that the only matrix U ∈ U(n− 1) satisfying N(Uz, Uz, u) = N(z, z, u) is the identity
matrix. Furthermore,
(3.7) v = |z|2 +N(z, z, u)
has pseudohermitian curvature that does not vanish on any non-empty open set with u4 +
|z|4 ≤ 1. For instance, it suffices to choose an N such that
(3.8) Tr2
∑
|I|=4,|J |=2
∞∑
k=0
NIJkz
IzJuk 6≡ 0,
where Tr denotes the trace (see [5, p. 268] for detail.) For an example of N , we can choose
ǫ0 > 0 sufficiently small and
N(z, z, u) = ǫ0
n−1∑
j=1
2Re{z4j z2j(1 + zj)}uj−1.
Then (3.7) defines a strictly pseudoconvex real hypersurface. The trace given by (3.8) equals
ǫ0
∑
2Re(z2j )u
j−1, which is not identically zero. Define
ϕλ(z, u) =

ǫ exp
−f(z, u)
1− f(z, u)−
1
|λ| if f(z, u) < 1 and λ 6= 0,
0 otherwise,
with ǫ > 0. For λ ∈ R, we consider the domain Ωλ defined by
Ωλ = {(z, w) ∈ Cn−1 × C : v > |z|2 +N(z, z, u)ϕλ(z, u)}.
For λ = 0, Ωλ = Un. When λ 6= 0 and ǫ is sufficiently small, the real analytic hypersurface
∂Ωλ ∩ {f < 1} remains non-spherical as pseudohermitian curvature is not identically zero
(see [5, p. 260]).
Using the Cayley transform Ψ, we pull back Ωλ to a strictly convex domain Dλ ⊂⊂ Cn,
as the pole of the Cayley transform does not intersect ∂Ωλ when ǫ is sufficiently small. For
λ = 0, Dλ is the unit ball in Cn. For λ 6= 0, the real hypersurface Sλ− := Ψ−1(∂Ωλ∩{f < 1})
remains non-spherical and Sλ+ := Ψ
−1(∂Dλ \Ψ−1({f > 1})) is part of the unit sphere.
We now apply an argument in [4, sect. 6], valid for Cn for each n ≥ 2 and the above
example of N . For the reader’s convenience, we recall their proof here. Fix λ > 0. Let T be
an automorphism of Dλ. By Fefferman’s theorem, it extends to a smooth CR automorphism
of ∂Dλ. Since Sλ− is non-spherical in any open subset by (3.8), then
T (Sλ−) ∩ Sλ+ = ∅.
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This shows that TSλ+ = S
λ
+ and T∂S
λ
+ = ∂S
λ
+. It is proved in [4] that T (z, w) = (Uz, w) for
every (z, w) ∈ Cn−1 ×R, where U is a unitary matrix. We now have
N(Uz, Uz, u)ϕλ(Uz, u) = N(z, z, u)ϕλ(z, u),
for |z|4 + u2 < 1. Note that ϕλ(Uz, u) = ϕλ(z, u). Therefore, N(Uz, Uz, u) = N(z, z, u) and
we obtain U = Id.
Let D˜λ = Dλ for λ ≥ 0 and D˜λ = τDλ for λ < 0. Here τ : z 7→ −z. Note that the smooth
function ϕλ vanishes to infinite order at λ = 0 or f = 1. Thus {Dλ}, {D˜λ} are smooth
families of smoothly bounded strictly convex domains.
The proof of Theorem 1.2 is complete.
4. Positive results in higher dimensions
One of the features of the counterexample in Theorem 1.2 is that the fiber at λ = 1/2,
D1/2, has a non trivial automorphism group. The following theorem shows that this non
rigidity property is the obstruction for the continuous extension.
Theorem 4.1. Let D, D˜ be two continuous families of bounded strictly pseudoconvex do-
mains of C2 boundaries in Cn. Let F : D → D˜ be a family of biholomorphisms. If
Aut(D0) = {Id}, then the map F λ ◦ Γλ converges to F ◦ Γ uniformly in D as λ → 0,
for any parameterization Γ ∈ C2,0(D) of D.
The case n = 1 is proved in Lemma 2.5. We now assume n ≥ 2. The proof consists of
following steps. We first establish the convergence of F λ in compact sets as λ→ 0 by using
Pinchuk’s scaling method. As a consequence we control the distance to the boundary for
F λ. Combining it with the uniform Hopf lemma, we obtain a precise control of the distance
from F λ(x) to ∂D˜λ. It is worthy pointing out that when domains are fixed, the scaling step
is not necessary. This is one of the differences when we deal with a family of domains vs
individual domains. In fact, by Henkin’s theorem we already know that each biholomorphism
F λ is already Ho¨lder-1
2
continuous up to the boundary of Dλ. The uniform C1/2 estimate is
obtained by a uniform estimate on the Kobayashi metric.
We first point out that this is a local result, meaning that we only need to consider λ close
to the zero. We now provide the proof via several lemmas.
Lemma 4.2. As λ→ 0, the mapping F λ converges to F 0 uniformly in each compact subset
of D.
Proof. Note that it will follow from the Cauchy inequalities that every derivative of F λ will
converge in compact sets, when λ goes to 0, to the corresponding derivative of F 0.
The method to prove the lemma is now classical and relies on the scaling method in-
troduced by Pinchuk [23]. For the convenience of the reader we present this in detail. To
prove the lemma, it suffices to prove that every sequence of biholomorphisms from Dλ to D˜λ
admits a subsequence that converges to F 0. Indeed, that will imply that the family (F λ)
converges, in the compact-open topology on D0, to F 0.
Consider a sequence (F λk) of maps of F , with λk → 0 as k → ∞. Since the domains
D˜λ are contained in a fixed bounded domain, we may extract from (F λk) a subsequence
that converges, uniformly on compact subsets of D0, to some holomorphic map from D0 to
D˜0. Since maps F λk are biholomorphisms from Dλk onto D˜λk , then the subsequence either
converges to F 0, the unique biholomorphism from D0 to D˜0, or there is a point z0 ∈ D0 such
18
that F λk(z0) approaches to the boundary of D˜0. Without loss of generality, we may assume
for the latter that
(4.1) lim
k→∞
F λk(z0) = p.
We now seek a contradiction to (4.1). By assumption, there exist 0 < λ0 < 1 and a domain
U0 ⊂⊂ Cn such that for every 0 ≤ λ ≤ λ0 we have the inclusion Dλ ⊂ U0. Moreover, we
may consider for every 0 ≤ λ ≤ λ0 a defining function rλ of Dλ such that:
(i) rλ is strictly pluri-subharmonic on U0,
(ii) limλ→0 ‖rλ − r0‖C2(U0) = 0.
Shrinking λ0 if necessary, there is a domain U˜0 ⊂⊂ Cn such that for every 0 ≤ λ ≤ λ0 we
have the inclusion D˜λ ⊂ U˜0. Moreover, we may consider for every 0 ≤ λ ≤ λ0 a defining
function r˜λ of D˜
λ such that:
(iii) r˜λ is strictly pluri-subharmonic on U˜0,
(iv) limλ→0 ‖r˜λ − r˜0‖C2(U˜0) = 0.
Next, we note that the domain D˜0, being strictly pseudoconvex, admits a (local) peak
holomorphic function ϕ˜ at p. Namely, there exists a neighborhood V˜0 of p in C
n, contained
in U˜0, such that ϕ˜ is holomorphic on D˜
0 ∩ V˜0 and continuous on D˜0 ∩ V˜0, and{
ϕ˜(p) = 1,
|ϕ˜(z)| < 1, ∀ z ∈ (D˜0 ∩ V˜0)\{p}.
Hence, according to (4.1), the sequence (F λk)k converges in the compact-open topology on
D0 to the point p, by applying the maximum principle to ϕ˜ ◦ limk→∞ F λk in a sufficiently
small neighborhood of z0 (see [23]).
Shrinking V˜0 if necessary, there exists a biholomorphism Φ˜ from a neighborhood of V˜0 to
its image, with 0 ∈ V˜1 := Φ˜(V˜0), such that Φ˜(p) = 0 and
r˜0(Φ˜
−1(z), Φ˜−1(z)) = Re(zn) + |z′|2 + ϕ0(z, z)
on V˜1, where |ϕ0(z, z)| = o(|zn|+ |z′|2) on V˜1.
For sufficiently large k, we have z0 ∈ Dλk and there is a unique point pk ∈ ∂(Φ˜D˜λk) ∩ V˜1
such that
δ˜k := dist(Φ˜ ◦ F λk(z0), pk) = dist(Φ˜ ◦ F λk(z0), ∂(Φ˜D˜λk)),
where dist(x, S) denotes the Euclidean distance from x to subset S of Cn.
Here we have used Condition (iv) in the proof of Lemma 4.2, namely that r˜λk converges
to r˜0 in C
2 norm on V˜0, and the fact that Φ˜ ◦ F λk(z0) ∈ V˜1 for sufficiently large k.
Let, for sufficiently large k, Ψ˜k denote the composition of a translation and of a unitary
map such that Ψ˜k(pk) = 0 and Ψ˜k ◦ Φ˜ ◦ F λk(z0) = (0′,−δ˜k). Note that up to a unitary
transform of Cn, we may choose Ψ˜k so that it converges to identity in C
2 norm on V˜1.
Hence, restricting V˜1 if necessary, we may assume that for every sufficiently large k:
(4.2) r∗k(z, z) := r˜λk
(
Ψ˜−1k (z), Ψ˜
−1
k (z)
)
= Re(zn) + |qk(z′)|2 + ψk(z, z),
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on Ψ˜k(V˜1), where ψk(z, z) = o(|zn| + |z′|2) on Ψ˜k(V˜1) and qk(z′) is a quadratic polynomial
that converges to |z′|2 as k → ∞. Here, we still have used Condition (iv) in the proof of
Lemma 4.2.
Now, let Λ˜k be the dilation map
Λ˜k : z ∈ Cn 7→
(√
δ˜kz
′, δ˜kzn
)
.
Then the map Λ˜−1k ◦ Ψ˜k ◦ Φ˜ is a biholomorphism from V˜0 onto Λ˜−1k ◦ Ψ˜k(V˜1).
It is straightforward that limk→∞ Λ˜
−1
k ◦ Ψ˜k(V˜1) = Cn. Moreover, by (4.2) and the con-
vergence of δ˜−1k r
∗
k(Λ˜k(z), Λ˜k(z)) to xn + |z′|2 as k → ∞ on any compact subset of Cn,
the sequence of domains Λ˜−1k ◦ Ψ˜k(D˜λk ∩ V˜1) converges to Hn, for the local Hausdorff con-
vergence of sets in Cn, i.e. for every ball K in Cn, centered at 0, the sequences of do-
mains (Λ˜−1k ◦ Ψ˜k(D˜λk ∩ V˜1))) ∩ K converges to Hn ∩ K in the Hausdorff distance. Here
Hn := {(z′, zn) ∈ Cn : Re(zn) + |z′|2 < 0} is the unbounded representation of the unit ball.
Since F λk converges to p uniformly on compact subsets of D0 then, w.r.t. the Hausdorff
convergence of sets in Cn, the sequence (F λk)−1(D˜λk ∩ V˜0)), which is contained in Dλk ,
converges to D0.
Let, for sufficiently large k, the map Fk be defined by
Fk := Λ˜
−1
k ◦ Ψ˜k ◦ Φ˜ ◦ F λk .
Since Fk(z
0) = (0′,−1) and the sequence Fk(Dλk ∩ V˜0) converges to Hn, it is standard that
the sequence Fk is a normal family and admits a subsequence, still denoted by Fk, that
converges to some holomorphic map F0 from D
0 to Hn, with F0(z
0) = (0′,−1). See for
instance [23].
Moreover, since the domains Dλk are all contained in a bounded domain, the sequence
F−1k admits a subsequence, still denoted by F
−1
k , that converges to some holomorphic map
G0 from Hn to D
0, with G0((0
′,−1)) = z0.
Finally, from the equalities Fk ◦ F−1k = I on Fk(Dλk ∩ V˜0) and F−1k ◦ Fk = I on Dλk ∩ V˜0,
and Fk(z
0) = (0′,−1), we obtain that G0 = F−10 , meaning that D0 is biholomorphic to the
unit ball in Cn. This is a contradiction and the lemma is verified. 
We remark that the lemma holds if D0 is not biholomorphic to a ball. An immediate
consequence of Lemma 4.2 is the following: For every ǫ > 0, there exists λ0 > 0 so that for
every 0 ≤ λ ≤ λ0:
(4.3) dist(F λ(z), ∂D˜λ) > δ, if z ∈ Dλ and dist(z, ∂Dλ) > ǫ.
Furthermore, the same estimate holds for (F λ)−1.
We need to strengthen the distance estimate (4.3) by the following uniform version of the
Hopf Lemma:
Lemma 4.3. There exist ε > 0, C ′ > 0, and λ0 > 0 such that for 0 ≤ λ ≤ λ0 and every
zλ ∈ Dλ,
ρλ(zλ) ≤ C ′d(zλ, ∂Dλ) sup
{
ρλ(z
′) : z′ ∈ Dλ, dist(z′, ∂Dλ) ≥ ǫ}
holds for any negative plurisubharmonic function ρλ in D
λ, which is continuous on D
λ
.
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Proof. Here ǫ is a fixed positive constant so that for any p ∈ ∂Dλ there is a ball Bp(pǫ) of
radius ǫ centered at pǫ so that Bǫ(pǫ) ∩ ∂Dλ = p and Bǫ(pǫ) ⊂ Dλ. The existence of such
a constant is given by Condition (ii) in the proof of Lemma 4.2. We point out that the
classical Hopf Lemma does not impose the continuity of the function up to the boundary.
However, to avoid technical adjustments, we assume the functions to be continuous up to
the boundaries and this special case suffices our application of Lemma 4.3.
The proof of Lemma 4.3 is classical for one single domain and a given plurisubharmonic
function ρ (see, for instance, [10, p. 58]). The proof is reduced to the inequality ρ(z) ≤
C ′d(z, ∂D). We repeat the argument of [10] showing how to obtain a uniform bound on λ.
The uniformity with respect to λ relies on the following fact. For p ∈ ∂D, where D ⊂⊂ Cn
with ∂D of class C2, we denote by ~n(p) the unit exterior normal vector to ∂D at p. Set
L(p) := p+C~n(p) and, for ε > 0, we denote by pε the unique point in D ∩ (p+R~n(p)) such
that ‖p− pε‖ = ε. Then, from Condition (ii) in the proof of Lemma 4.2 and changing λ0 if
necessary, there exists ǫ > 0 so that, for every 0 ≤ λ ≤ λ0 and every pλ ∈ ∂Dλ,
(4.4) ∆pλǫ := {z ∈ Lpλ : ‖z − pλǫ ‖ ≤ ǫ} ⊂ Dλ ∪ {pλ}.
The rest of the proof of Lemma 4.3 follows now line by line the one for a single domain (see
[10, p.p. 57-59]), with the necessary adaptation using (4.4). Indeed, let ϕpλǫ be a harmonic
extension of ρλ|∂∆
pλǫ
and let ϕ˜pλǫ be a holomorphic function on ∆pλǫ with
Re(ϕ˜pλǫ ) = ϕpλǫ .
Then ϕpλǫ (p
λ
ǫ ) =
1
2π
∫ 2π
0
ρλ(p
λ
ǫ + ǫe
it)dt. Moreover, from the continuity of the family D, we
have for each small and positive ǫ
inf
0≤λ≤λ0
Area
(
Dλǫ := {zλ ∈ ∆pλǫ : dist(zλ, ∂Dλ) ≥ ǫ}
)
= µǫ > 0.
Hence
(4.5) ϕpλǫ (p
λ
ǫ ) ≤
µǫ
πǫ2
sup
Dλǫ
ϕpλǫ =: −Cλ,ǫ < 0,
which implies that |aλ,ǫ| ≤ e−Cλ,ǫ for aλ,ǫ := eϕ˜pλǫ (p
λ
ǫ ).
Moreover, following [10] and using the Schwarz Lemma, the map
gpλǫ : ∆pλǫ ∋ z 7→
e
ϕ˜
pλǫ
(z) − aλ,ǫ
1− aλ,ǫeϕ˜pλǫ (z)
∈ ∆
satisfies the inequality:
∀ 0 < δ < ǫ, |gpλǫ (pλǫ + δ~n(pλ))| ≤
δ
ǫ
.
We now want to estimate
∣∣∣eϕ˜pλǫ (pλǫ+δ~n(pλ))∣∣∣. It suffices to estimate the largest modulus r of w
satisfying ∣∣∣∣ w − aλ,ǫ1− aλ,ǫw
∣∣∣∣ ≤ δǫ .
We have
r ≤
δ
ǫ
+ |aλ,ǫ|
1 + δ
ǫ
|aλ,ǫ|
≤
δ
ǫ
+ e−Cλ,ǫ
1 + δ
ǫ
e−Cλ,ǫ
=: ηλ,ǫ.
21
By the mean-value-theorem, we obtain ηλ,ǫ ≤ 1− 1−ǫ−2δ24 Cλ,ǫ ≤ 1− 1−ǫ
−1δ
4
Cλ,ǫ. Hence
∀ 0 < δ < ǫ, eϕpλǫ (pλǫ+δ~n(pλ)) =
∣∣∣eϕ˜pλǫ (pλǫ+δ~n(pλ))∣∣∣ ≤ 1− 1− ǫ−1δ
4
Cλ,ǫ
= 1− Cλ,ǫ
4ǫ
dist
(
pλǫ + δ~n(p
λ), ∂Dλ
)
.
This finally leads to the conclusion:
∀ 0 < δ < ǫ, ϕpλǫ (pλǫ + δ~n(pλ)) ≤ −
Cλ,ǫ
4ǫ
dist
(
pλǫ + δ~n(p
λ), ∂Dλ
)
.
This completes the proof of Lemma 4.3, using Estimate (4.5). 
We recall that rλ (resp. r˜λ) converges to r0 (resp. r˜0) when λ tends to zero. Hence, applying
(4.3) and the Hopf lemma to r˜λ ◦ F λ and rλ ◦ (F λ)−1, we obtain the following: There are
λ0 > 0 and constants C,C
′ independent of λ so that ∀ 0 ≤ λ ≤ λ0:
(4.6) C ′ dist(zλ, ∂Dλ) ≤ dist(F λ(zλ), ∂D˜λ) ≤ C dist(zλ, ∂Dλ).
The proof of Theorem 4.1 also relies on uniform estimates of the Kobayashi infinites-
imal metric. If M is a complex manifold, we denote by kM the Kobayashi infinitesimal
(pseudo)metric on M . We recall that by definition, for z ∈M, v ∈ TzM ,
kM(z, v) = inf{α > 0 | ∃f : ∆ hol.−−→ M, f(0) = z, f ′(0) = v/α}.
We have the following:
Lemma 4.4. There exist c, λ0, with 0 < c < 1 and 0 < λ0 < 1, satisfying the following.
(i) ∀ 0 ≤ λ ≤ λ0, ∀ (zλ, v) ∈ Dλ × Cn :
c‖v‖√
dist(zλ, ∂Dλ)
≤ kDλ(zλ, v) ≤
‖v‖
dist(zλ, ∂Dλ)
.
(ii) ∀ 0 ≤ λ ≤ λ0, ∀ (z˜λ, v) ∈ D˜λ × Cn :
c‖v‖√
dist(z˜λ, ∂D˜λ)
≤ kD˜λ(zλ, v) ≤
‖v‖
dist(z˜λ, ∂D˜λ)
.
Proof. The proof is standard and is due to Graham [13] in the case of a single domain. For
the convenience of the reader, we give a sketch of the proof showing how to obtain uniformity.
– The upper estimates only use the fact that for a point p contained in a domain
D ⊂⊂ Cn, the Euclidean ball B(p, dist(p, ∂D)) is contained in D. Thus no extra
argument is needed for the parameter version.
– For the lower estimates, we provide some details.
It follows from condition (ii) in the proof of Lemma 4.2 that there exist positive λ0 and
ε > 0 such that for every 0 ≤ λ ≤ λ0 and for every qλ ∈ ∂Dλ:
(4.7) the map z ∈ Dλ 7→ r(z)− ε‖z − qλ‖2 is strictly plurisubharmonic.
Finally, still using (ii) and shrinking λ0 if necessary, there exists c1 > 0 such that for every
0 ≤ λ ≤ λ0 and for every zλ ∈ Dλ we have:
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(4.8) rλ(zλ) ≥ −c1 dist(zλ, ∂Dλ).
Now, the proof of the above-mentioned lower estimates for the Kobayashi infinitesimal
metric, only using (4.7), (4.8), the mean-value inequality, and Ho¨lder’s inequality, is standard
(see, for instance, [10] p.p. 56-57). This proves Lemma 4.4. 
As a direct consequence of Lemmas 4.3, 4.4 and Estimate (4.6), we obtain (see [10, p. 61]):
Proposition 4.5. There exist 0 < λ0 < 1 and C > 1 so that
∀ 0 ≤ λ ≤ λ0, ∀ zλ ∈ Dλ, ∀ v ∈ Cn, ‖dzλF λ(v)‖ ≤ C
‖v‖√
dist(zλ, ∂Dλ)
.
Finally, using the Hardy-Littlewood Lemma (see [10, p.p. 62-63]), we have:
Proposition 4.6. Under the assumptions of Theorem 4.1, there exist positive constants λ0
and C such that for all 0 ≤ λ ≤ λ0 and zλ, wλ ∈ Dλ :
‖F λ(zλ)− F λ(wλ)‖ ≤ C‖zλ − wλ‖1/2.
Proof of Theorem 4.1. The proof of Theorem 4.1 is now a direct consequence of Proposi-
tion 4.6 and Lemma 4.2. 
Our main positive result, motivated by the counter-examples, allows us to localize the
study of regularity of families of biholomorphisms.
Corollary 4.7. Under the assumptions of Theorem 4.1, if D, D˜ are continuous families
of C∞ bounded strictly pseudoconvex domains in Cn with n ≥ 2, then the map x 7→ F λ ◦
Γλ(x) − F 0 ◦ Γ0(x) and its partial derivatives in x of any order converge uniformly to 0 in
D as λ→ 0 for any parameterization of D with Γ ∈ C∞,0(D).
Proof. Fix p0 ∈ ∂D0. Let q0 = F 0(p0) ∈ ∂D˜0. Without loss of generality we may assume
that there is a strictly convex C∞ domain Ω0 ⊂ D0 so that p0 ∈ ∂Ω0 ∩ ∂D0. Let Ωλ =
Γλ◦(Γ0)−1(Ω0). Since Γ is of class C∞,0, we may further assume that all Ωλ are strictly convex
with C∞ boundary when λ is sufficiently small. Since {(F λ)−1} is also in C0,0(D×{0}), we
can find strictly convex domains ωλ1 contained in F
λ(Ωλ) so that F λ(pλ0) ∈ ∂ωλ1 ∩ ∂D˜λ. Here
we chose a strongly convex domain ω01 contained in F
0(Ω0) and such that F 0(p0) ∈ ∂ω01∩∂D˜0.
Then we set pλ0 = Γ
λ ◦ (Γ0)−1(p0) and ωλ1 = Γ˜λ ◦ (Γ˜0)−1(ω01).
According to a result of Lempert [18, p.p. 467-468], we can find a stationary disc γ0 for
the strictly convex domain ω0 such that ∂γ0 ⊂ ∂D0∩∂ω0 and p0 ∈ γ0. Furthermore, we may
choose γ0 that is contained in any fixed small neighborhood of p0. Since F ∈ C0,0(D×{0}),
then
(4.9) F 0(γ0) ⊂ ω01 ∪ (∂ω01 ∩ ∂D˜0).
Since F 0(γ0) \ ∂F 0(γ0) is a Kobayashi extremal disc in F 0(Ω0), then by (4.9), it is also a
Kobayashi extremal disc in ω01 by the distance decreasing property of the inclusion map. Fix
c0 ∈ γ0. Let cλ = c0 and c˜λ = F λ(cλ). There exist Riemann mappings
Rλ : Bn → Ωλ, Rλ1 : Bn → ωλ1
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satisfying Rλ(0) = cλ and Rλ1 (0) = c˜
λ. Here Bn denotes the unit ball in Cn. Without loss
of generality, we may assume that F λ is tangent to the identity at cλ for every λ. By the
uniqueness of Kobayashi extremal discs for bounded strictly convex C2 domains, we have
(R01)
−1F 0(γ0) = (R
0)−1γ0.
By the continuous dependence of stationary discs, we have, for every λ,
(4.10) (Rλ1)
−1F λ(γλ0 ) = (R
λ)−1(γλ0 ),
where each γλ0 is a stationary curve of Ω
λ tangent to γ00 at c
λ. We can replace γ0 by any
stationary disc γ˜0 such that the tangent line of γ˜0 is a small perturbation of the tangent line
of γ0 at c
0, while (4.10) remains valid. This shows that, near pλ0 ,
F λ = Rλ1 ◦ (Rλ)−1.
Using Proposition 10 of [18], we know that each Rλ is in C∞(Bn) and also Rλ : Bn → Dλ
depends on λ continuously. This shows that {F λ ◦ Γλ} is in C∞,0(D). 
As another application of Proposition 4.5 and Proposition 4.6 and the above proof, we
have the following extension result.
Corollary 4.8. Let n ≥ 2. Let D, D˜ be C∞ families of C∞ (resp. Cω) bounded strictly
pseudoconvex domains in Cn. Let F be a family of biholomorphic mappings F λ from Dλ to
D˜λ. Suppose that F ∈ C∞,∞(D) (resp. Cω). Then F ∈ C∞,∞(D) (resp. Cω,ω(D)).
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