It is shown that, given a representation of a quiver over a finite field, one can check in polynomial time whether it is absolutely indecomposable.
Some results on absolutely indecomposable representations of quivers
Let Γ be a finite graph without edges-loops (but several edges connecting two vertices are allowed), and let V denote the set of its vertices. The graph Γ with an orientation Ω of its edges is called a quiver. A representation of the quiver (Γ, Ω) over a field F is a collection of finite-dimesional vector spaces {U v } v∈V over F and linear maps {U v → U w } for each oriented edge v → w. Homomorphisms and isomorphisms of two representations are defined in the obvious way. The direct sum of two representations ({U v }, {U v → U w }) and (
A representation π is called indecomposable if it is not isomorphic to a direct sum of two non-zero representations; π is called absolutely indecomposable if it is indecompasable over the algebraic closureF of the field F.
Let r = #V and let Q = v∈V Zα v be a free abelian group of rank r with a fixed basis
The Cartan matrix of the graph Γ is the symmetric matrix A = (a uv ) u,v∈V , where a vv = 2 and −a uv is the number of edges, connecting u and
and the following (involutive) automorphisms r v , v ∈ V, of the free abelian group Q
The group W ⊂ Aut Q, generated by all r v , v ∈ V, is called the Weyl group of the graph Γ. It is immediate to see that the bilinear form ( . | . ) is invariant with respect to all r v , v ∈ V, hence with respect to the Weyl group W . It is well known that the group W is finite if and only if the Cartan matrix A is posiive definite, which happens if and only if all connected components of Γ are Dynkin diagrams of simple finite-dimensional Lie algebra of type A r , D r , E 6 , E 7 , E 8 (see e.g. [K90] ). Gabriel's theorum [G72] states that for a quiver (Γ, Ω) the number of indecomposable representations, up to isomorphism, is finite if and only if the group W is finite. Moreover, in this case the map π → dim π establishes a bijective correspondence between isomorphism classews of indecomposable representation of (Γ, Ω) and the set of positive roots ∆ + ⊂ Q + of the semisimpole Lie algebra with Dynkin diagram Γ, where
For an arbitrary graph Γ denote by ∆ re + the RHS of (1); note that (α|α) = 1 for all
where for α = v∈V n v α v , we let supp α = {v| n v = 0}. We let
It is easy to see that ∆ im + ⊂ Q + and that (α|α) ∈ Z ≤0 for α ∈ ∆ im + . The set ∆ + ⊂ Q + is the set of positive roots of the Kac-Moody algebra g(A), associated to the Cartan matrix A, and ∆ im + is empty if and only if the matrix A is positive definite [K80] , [K90] .. Theorem 1. Let F = F q be a field of q elements.
(a) The number of absolutely indecomposable representation over F q of dimension α ∈ Q + of a quiver (Γ, Ω) is independent of the orientation Ω . It is zero if α / ∈ ∆ + , and it is given by a monic polynomial P Γ,α (q) of degree 1 − (α|α) with integer coefficients. In particular, P Γ,α (q) = 1 if α ∈ ∆ re + . (b) The constant term P Γ,α (0) equals to the multiplicity of the root α in g(A). (c) All coefficients of P Γ,α (q) are non-negative. (d) Consequently, for any quiver (Γ, Ω) and any α ∈ ∆ + there exists an absolutely indecomposable representation over F q of dimension α.
Claim (a) was proved in [K80] and [K83] ; claims (b) and (c) were conjectured in [K80] , [K83] , and proved in [H10] and [HLRV13] respectively. For indivisible α ∈ ∆ + both claims (b) and (c) were proved earlier in [CBVB04] .
Consider a finite-dimensional vector space U over a field F. An endomorphism a of U is called quasi-nilpotent if all its eigenvalues are equal; denote these eigenvalues by eig(a). They are elements of the algebraic closureF of the field F. An associative subalgebra A of End F U is called quasi-nilpotent if it consists of quasi-nilpotent elements. For an associative algebra A we denote by A − the Lie algebra obtained from A by taking the bracket [a, b] 
Lemma 1. Let A be a subalgebra of the associative algebra End F U .
(a) If A is a quasi-nilpotent subalgebra, then in some basis of U , all endomorphisms a ∈ A have upper triangular matrices with eig(a) on the diagonal. In particular, eig(a + b) = eig(a) + eig(b) for a, b ∈ A, and A − is a nilpotent Lie algebra. (b) If A − is a nilpotent Lie algebra and A has a basis, consisting of quasi-nilpotent endomorphisms, then A is a quasi-nilpotent subalgebra.
Proof. Burnside's theorem says that any subalgebra of the F -algebra End F U , where U is a finite-dimensional vector space over F, which acts irreducibly on U , coincides with End U . Hence, in some basis of U the algebra A consists of upper triangular block matrices with blocks End F F m i on the diagonal, where
If A is a quasi-nilpotent subalgebra, then so is A, and, in particular End F F m i for all
i. This implies that all m i = 1. Hence A consists of upper triangular quasi-nilpotent matrices. This proves (a). In order to prove (b), note that if A − is a nilpotent Lie algebra, then so isĀ − , and, in particular so are all (EndF F m i ) − . It follows that all m i = 1, so that A − consists of upper triangular matrices in some basis of U . Since A has a basis, consisting of quasi-nilpotent elements, the subalgebra A is quasi-nilpotent. This proves (b).
Corollary 1.
A subalgebra A of the associative algebra End F U is quasi-nilpotent if and only if the Lie algebra A − is nilpotent and A has a basis, consisting of quasi-nilpotent endomorphisms.
3. Criterion of absolute indecomposablity.
identified with a subspace of End F U , so that the representation π is identified with a collection of endomorphisms for each oriented edge v → w of the quiver (Γ, Ω): {π v,w : U v → U w } ⊂ End F U . An endomorphism a of π decomposes as a = v∈V a v , where a v ∈ End F U v ⊂ End F U , and the condition that a ∈ End π, the algebra of endomorphisms of π, means that (3) a v π v,w = π v,w a w for all oriented edges v → w.
This simply means that the block diagonal endomorphism a commutes with all endomorphisms π v,w in the algebra End F U. Note that (3) has an obvious solution a v = cI Uv , v ∈ V, where c ∈ F, hence dim End U F ≥ 1. In the case of equality, α lies in ∆ + , and it is called a Schur vector ; in this and only in this case a generic representation of dimension α is absolutely indecomposable [K82] .
Lemma 2. The representation π is absolutely indecomposable if and only if the algebra of its endomorphisms End π is quasi-nilpotent in End F U.
Proof. An endomorphism a ∈ End π ⊂ End F U ⊂ EndF U decomposes in a sum of communting endomorphisms a = a (s) + a (n) , where the endomorphism a (s) is diagonalizable and the endomorphone a (n) is nilpotent (Jordan decomposition). Condition (3) means that a commutes with π v,w for all oriented edges v → w. By a well-known fact of linear algebra, it follows that the π v,w commute with a (s) . But then the decomposition of U in a direct sum of eigenspaces of a (s) is a decomposition of the representation π in a direct sum of representation of the quiver (Γ, Ω). Thus, π is absolutely indepcomposable if and only if a (s) is a scalar endomorphism of U , which is equivalent to say that a is a quasi-nilpotent endomorphism of U.
Main Theorem
The following is the main result of the paper. For this we identify U v with the vector space F nv q , so that U is identified with F N q and End Fq U with the algebra of N ×N -matrices over F q . End π is a subspace of End Fq U, given by linear homogeneous equation (3), hence, using Gauss elimination, we can construct in polynomial in N time a basis a 1 , . . . , a m of End π, where m ≤ N.
First, we check that all the a i are quasi-nilpotent. This simply means that
The left-hand side of (4) can be computed in polynomial in N time by Gauss elimination. By the separability ofF q over F q , (4) implies that all γ i lie in F q . Hence we have to check that (4) holds for each i and some element γ i ∈ F q , which can be done in polynomial in N time. Second, we check that (End π) − is a nilpotent Lie algebra. Recall that a Lie algebra g of dimension m is nilpotent if and only if the member g m of the sequence of subspaces, defined inductively by
is zero. Given a basis {a i } of g (which we already have), the subspace g 2 is the span over F q of all commutators [a i , a j ]. Using Gauss elimination, construct a basis {b i } of g 2 . Next, g 3 is the span of commutators [a i , b j ], and again, using Gauss elimination, choose a basis {c i } of g 3 , etc. The Lie algebra g is nilpotent if and only if g m = 0.
A brief discussion on P vs NP
In terms of matrices over F q , a representation π over F q of a quiver (Γ, Ω) of dimension α = v∈V n v α v ∈ Q + is a collection of n v × n w matrices π v,v over F q for each oriented edge v −→w. An endomorphism of π is a collection of n v × n v matrices a v over F q for each vertex v ∈ V, such that the linear homogeneous equations (3) hold. The representation π is absolutely indecomposable if for each endomorphism of π all matrices a v , v ∈ V, are quasi-nilpotent (equivalently, by Corollary 1, End π has a basis of elements with this property).
The following discussion was outlined to me by Mike Sipser. Given a representation π over F q of a quiver (Γ, Ω) of dimension α ∈ ∆ + , which is a collection of M α := v→w n v n w numbers from F q , the output is YES if π is absolutely indecomposable and NO otherwise. ] for each of these numbers. The answer must be YES for at least one of these numbers. Repeat this procedure until we find all M α numbers. That is our answer.
Conjectures and Examples
Conjecture 1. INDEC is not in P for some quiver (Γ, Ω) and some α ∈ ∆ + .
Conjecture 2. INDEC is in P for any quiver (Γ, Ω) if α ∈ ∆ + is a Schur vector.
Conjecture 3. INDEC is in P for any quiver (Γ, Ω) if α ∈ C (defined by (2)). Example 1. Let Γ be a Dynkin diagram of type A r , D r , E 6 , E 7 , E 8 . In this case for any orientation Ω of Γ all indecomposable representation have been constructed explicity in [G72] , which shows that in this case INDEC is in P.
Example 2. Let Γ be the extended (connected) Dynkin diagram, so that #V = r + 1 and det A = 0. These are the only connected graphs, for which the Cartan matrix is positive semidefinite and singular. In this case all absolutely indecomposable representation for any orientation Ω have been constructed in [N73] and in [DF73] . which shows that in this case INDEC is in P as well. Note that in this case [K80] ∆ im + = Z ≥1 δ, where Aδ = 0 and (δ|δ) = 0, and one can show that P Γ,nδ (q) = q + r for n ∈ Z ≥1 . Example 3. Let Γ m be the quiver with two vertices v 1 and v 2 and m arrows from v 1 to v 2 . For m = 1 and 2 this is a quiver from Examples 1 and 2 respectively. For m ≥ 3 the explicit expressions for the polynomials P Γm,α (q) are unknown for an arbitrary α ∈ ∆ im + .
