eometric and solid modeling deal with the representation C and manipulation of physical objects. These fields have received much attention throughout the industrial and academic communities for more than three decades. Currently, most geometric objects (curves and surfaces) are formulated in terms of polynomial equations, thereby reducing many application problems-such as boundary computations-to manipulating polynomial systems.
tant from three curves, and solving geometric constraint systems reduce to finding the roots of nonlinear polynomial equations.','.4 Surface-intersection algorithms use algebraic equations to find starting points on each component and to locate singularities,5.h as well as to manipulate offset curves and surfaces.' Geometric theorem proving also uses them.' Most of these problems have been studied extensively.
We can classify current techniques for solving nonlinear polynomial systems into symbolic, numeric, and geometric methods. Symbolic methods, based on resultants and Grobner bases, can eliminate variables, thereby reducing the problem to finding the roots of univariate polynomials. Such methods stem from algebraic geometry. However, the current algorithms and implementations are efficient only for sets of low-degree polynomial systems (no more than three or four polynomials). The major problem arises from the possible ill-conditioned results of computing the roots of univariate polynomials having degree greater than 14 or 15.' This possibility makes it difficult to implement these methods using finite-precision arithmetic-a difficulty that, in turn, slows down the resulting algorithm. Overall, the geometric and solid modeling community currently views algebraic methods as enhancements to theoretical understanding of problems, but lacking in clear practical
Solving Systems of Polynomial Equations
Numeric techniques for solving polynomial equations are based on either iterative or homotopy methods. Iterative methods, like Newton's, are good only for local analysis, and work well only with a good initial guess for each solution-rather difficult for applications like intersections or geometric constraint systems. Homotopy methods, based on continuation techniques, follow paths in complex space. In theory, each path converges to a geometrically isolated solution. However, these methods have been implemented in a variety of applications,'" and in practice, the different paths might not be geometrically isolated. This can cause problems with robustness. Moreover, continuation techniques are considered computationally demanding and are currently restricted to dense polynomial systems.
Numeric methods based on interval arithmetic have recently received a great deal of attention in computer graphics and geometric modeling. The resulting algorithms are robust, though their convergence can be relatively slow.
Geometric formulations of a problem have been used to develop some algorithms, for example, subdivision-based algorithms for intersections and ray tracing of curves and surfaces. In general, subdivision algorithms have limited applications and slow convergence. Bezier clipping has improved their convergence." However, for low-degree curve intersections, algebraic methods have proved faster. Algorithms based on the geometric properties of mechanisms have also been developed for some kinematic, constraint-system, and motion-planning problems.
In this article, I present an algorithm for finding roots of polynomial equations. The algorithm is based on symbolic and numeric methods. It uses resultants to eliminate variables from a polynomial equation system. The resultant formulations linearize a nonlinear polynomial system. The resultant can therefore be expressed in terms of matrices and determinants. In particular, I show that the resultant of a polynomial equation system corresponds to the determinant of a matrix polynomial and that the problem of finding the polynomial system's roots reduces to an eigenvalue problem (or a generalized eigenvalue of a matrix pencil). There is an elegant relation between the kernels of these matrix polynomials and the variables being eliminated. I use this relation to compute the rest of the variables and birational maps.
Elimination theory
A semi-algebraic set results from applying a finite number of Boolean set operations (namely, union, intersection, and difference) to half-spaces defined by algebraic inequalities. We can use these sets to define solids that have boundaries consisting of zero-, one-, and two-dimensional algebraic sets (in 3-space). Algebraic sets are defined as the common zeros of a system of polynomial equations. Examples of boundary sets include parametric curves and surfaces defined by Bezier and Bspline formulations. For many boundary set operations, such as intersections, offsets, and blends, the resulting algorithms involve computing common roots of polynomial equations.
Elimination theory, a branch of classical algebraic geometry, deals with conditions for common solutions of polynomial equation systems. Its main result is the construction of a single resultant polynomial of n homogeneous polynomial equations inn unknowns, such that the vanishing of the resultant is a necessary and sufficient condition €or the given system to have a nontrivial solution. The resultant of multiple equations is referred to as the multipolynomial resultant. 12 The classical literature in algebraic geometry deals with the resultants of dense polynomial systems.I3.l4 More recent literature addresses the resultants of sparse polynomial systems, including many formulations based on the BKK bound, which relates the number of solutions of a sparse system to mixed volumes of Newton polytope^.'^.'^ All these formulations express resultants in terms of matrices and determinants. Many special cases corresponding to n = 2, 3,4,5,6, where n is the number of equations, express efficient resultant formulations as the determinant of a single matrix.14 The most general formulation for dense polynomial systems, referred to as Macaulay ' s formulation, expresses the resultant as a ratio of two determinant^.'^ For sparse polynomials, a single determinant formulation is known for multigraded system^,'^ and Canny and Emiris16 highlighted a formulation equivalent to Macaulay's. The ongoing activity in sparse elimination methods is important, because many polynomial systems resulting from applications in geometric constraint systems, intersection, offsets, and blends are sparse.'J7 Following Sederberg's thesis3 on implicitization of curves and surfaces, resultants have been applied to motion planning and many other geometric modeling problems. (For a survey, see Bajaj et al.'*) Most of the earlier practical applications were limited to low-degree curve and surface intersection^.^ Autzinger and Stetter first proposed the idea of combining resultant formulations with matrix computation~.'~ In particular, they described a general formulation of a dense polynomial system resultant in terms of matrices and showed that the solutions can be computed by reducing the formulation to a linear eigenvalue problem. Their resultant formulation is a rederivation of Macaulay's formulation, and they do not take into account that the matrix determinant includes an extraneous factor as well. As a result, their approach may not work whenever the lower determinant vanishes. Furthermore, for many cases of polynomial systems consisting of up to five or six equations, efficient resultant formulations given by Bezout, Dixon, Morley, Coble, and others generate nonlinear matrix polynomials.
The algorithm I present in the next section can be used with all the resultant formulations. It is based on the fact that resultants can be expressed in terms of determinants of nonlinear matrix polynomials. This approach has been applied to particular problems of curve and surface intersections. Bezout's resultant has been used for curve intersectionza and, based on the matrix properties, for higher order intersections as well (corresponding to singularities or tangential intersections). A matrix formulation has also been proposed for the intersection of two March 1994 tensor-product or triangular surfaces based on the Dixon resultant.6
Algorithm for solving equations
The algorithm described here solves a system of nonlinear equations (assuming that they have a finite number of common solutions). It uses resultants to linearize a problem in terms of matrices and determinants. The use of matrix polynomials reduces the problem of computing roots to one of finding the eigenvalues of a matrix polynomial and the corresponding vectors in its kernel. (For a review of linear algebra and numerical analysis techniques relevant to this algorithm, see the sidebar.)
Given a system of n equations in n unknowns, Let the degrees of these equations be dl, d2, . . . , d,, respectively.
We obtain the resultant, R(x,), by eliminating the variables x2, x3, . . . , x, from these equations. The resultant is a polynomial in xi whose roots correspond to the x, coordinate of each solution of the given multivariate system. The degree of the resultant equals the total number of nontrivial solutions of the given equation system. The degree is bounded by the BKK bound for sparse polynomial systems and by the Bezout bound for dense systems.
Matrix computations
The algorithm presented in this article uses techniques from linear algebra and numerical analysis. The following review introduces these techniques.
QR factorization
The QR factorization of an m x n matrix A i s given by A = QR, where Q is an m x m orthogonal matrix and R is an m x n upper triangular matrix.
For details, see Golub and Van Loan.22
Singular value decomposition
Singular value decomposition (SVD) is a powerful tool that gives accurate information about matrix rank in the presence of round-off errors.
Given an m x n real matrix A, then orthogonal matrices U and V exist such that A = UCVr, where U is an m x n orthogonal matrix, V is an n x n orthogonal matrix, and C is an n x n diagonal matrix of the form C = diagb,, a2, . . . , a,,). Moreover, a, 2 ts2 2 .. . 
Eigenvalues and eigenvectors
Given an n x n matrix A, its eigenvalues and eigenvectors are the solutions to the equation Ax = sx, where 5 is the eigenvalue and x f 0 is the eigenvector. The eigenvalues of a matrix are the roots of its characteristic polynomial, corresponding to the determinant of (A -51). As a result, the eigenvalues of a diagonal matrix, upper triangular matrix, or lower triangular matrix correspond to the elements on the matrix diagonal.
There are well-known algorithms for computing eigenvalues and eigenvectors efficiently,22 and their implementations are available as part of the public-domain software package L a p a~k .~~
Power iterations
The largest or smallest eigenvalue of a matrix (and the corresponding eigenvector) can be computed using the power method. 22 This method multiplies a matrix by a vector and iterates the computation a few times to converge on the largest eigenvalue.
z, = Aq,,, q, = z, /I1 z, 11, and A, = q: Aq,. After a few iterations, hk corresponds to the eigenvalue of maximum magnitude, and q, is the corresponding eigenvector.
Given a matrix A, we start with a vector q, and compute
Sparse-matrix computations
Macaulay's formulation generates sparse matrices,13 which can be used in computing the matrix eigendecomposition. The order of a Macaulay matrix is a function of the number of polynomials and their degree. Matrix sparsity increases with the degree of polynomials or the number of equations.
Algorithms for sparse-matrix computations are based on matrix-vector multiplications as described above in "Power iterations.'' The applications discussed in this article use the algorithm highlighted in Stewart27 for computing the invariant subspaces and thereby the eigendecomposition of a sparse matrix.
The general resultant formulation corresponding to

Generalized eigenvalue problem
Given n x n matrices A and.B, the generalized eigenvalue problem corresponds to solving Ax = sBx. We can represent this problem as eigenvalues of A -sB. If B is nonsingular and its condition number is low, we can reduce the problem to an eigenvalue problem by multiplying both sides of the Let's choose a specialization of the variables:
The determinant of M obtained after specialization is a polynomial in x,, and its roots correspond exactly to the x1 coordinate of each solution of the given multivariate system. Thus, the determinant corresponds exactly to R(x,), the resultant of F,, F2, .. . , F,,, obtained after eliminatingx,,~,, . . . , x,,. As a result, given any system of n polynomial equations whose coefficients are numeric constants, we can eliminate n -1 variables and express the resultant as the determinant of a matrix M(x,). Multipolynomial resultants linearize a nonlinear polynomial system. In other words, they take a system of nonlinear polynomial equations, say F,, F2, . . . , F,, and reduce it to a linear system of the form formulation being used). This linearization has the property that for any given solution (a,, %, . . . , a,) of the given system, M(a,) is a singular matrix. We obtain the vector in its kernel by substituting x , = a,, x2 = %, . . . , x, = a, in the vector consisting of power products highlighted in Equation 1. We use this property along with those of matrix polynomials to compute the roots of the polynomial equations.
Matrix polynomials
The matrix M(x,) can be expressed as a matrix polynomial:
where Mi are numeric matrices and I is the maximum degree of x , in any term of M(x,). All Mi have the same order, say m x m. The determinant of M(x,) corresponds exactly to the resultant of the given equations, and we are interested in its roots. Furthermore, for a given root a,, we use the kernel of M(a,) to compute the rest of the coordinates, %, a,, ... , a,.
Let us assume that the leading matrix MI is nonsingular and well-conditioned. As a result, computation of My1 does not introduce severe numerical errors. Let Many times the leading matrix M, is singular or close to singular (due to a high condition number). Some techniques based on linear transformations reduce the problem of finding the roots of a matrix-polynomial determinant to an eigenvalue problem." However, these techniques do not work in all cases, for example, when the matrices have singular pencils. In such cases, we reduce the intersection problem to a generalized eigenvalue problem using the following theorem": The roots of the determinant of M(x,) correspond to the eigenvalues of C or C, x1 -C2. In many applications we are only interested in the real solutions or solutions lying in a particular domain. Until recently, QR algorithms were the only reliable ones for computing eigenvalues, and they return all the eigenvalues of a given matrix; restricting the returned values to a particular domain is difficult.= However, there are now some robust algorithms that can find selected values in a particular dom a h Z 3 They generally take more floating-point operations than QR, but have the advantage of being easy to parallelize, which QR is not. M(a,) . Given v, we use the relation highlighted in Equation 1 to compute the x,, . . ., x,, coordinates:   (1x z...x,...x,dx~... ... x,d)T=P(v,v z... v,) For example, cc, = 2 .
EigendecomporHCon and mot finding
V1
In many cases a, may correspond to an eigenvalue of multiplicity greater than one of C. There are two possibilities: 1. (a,, cq, . . . , a,,) is a solution of multiplicity greater than one of the given equation system. In this case, the algebraic multiplicity of a, is greater than one, but the geometric multiplicity corresponding to the dimension of the kernel of C -a,I is still one.
2. There are two solutions of the given equations of the form (q, q, ... , an) and (a,, cc,', ... , ai). As a result, the kernel of C -a,I has dimension greater than one.
The problem of computing higher multiplicity roots can be numerically ill-conditioned. However, in many cases we can identify higher multiplicity eigenvalues of a matrix by identifying clusters of eigenvalues and using knowledge of the condition number of the cluster^.'^ Given a higher multiplicity eigenvalue a,, we compute its 
Summary of the algorithm
This algorithm, which has been implemented using linear algebra has three major parts:
1. Use a suitable resultant formulation to linearize the problem in terms of matrix polynomials. The entries of the Macaulay matrix are actually the coefficients of the polynomial equations. The resultant formulations of Bezout and Dixon corresponding to two or three equations generate matrix entries that are polynomial functions of the coefficients. 2. Reduce the problem to an eigenvalue problem. This involves estimating the condition number of the leading matrix of the matrix polynomial. In some cases, a linear rational transformation is applied to the matrix polynomial to improve the conditioning of the leading matrix. Finally, we reduce the problem to an eigenvalue or a generalized eigenvalue problem.
3. Compute the eigendecomposition of the given matrix and recover the common roots from the eigenvalues and eigenvectors. In a few instances, this may involve identifying higher order eigenvalues using knowledge of clusters, employing SVD to determine the geometric multiplicity of the eigenvalue, and possibly solving a system of n -1 equations in n -1 unknowns.
All three parts of the algorithm are relatively simple to implement, given the linear algebra routines. A major feature of the algorithm is that the numerical accuracy of the operations at each stage is well understood. As a result, we can come up with tight bounds on the accuracy of the resulting solution. In fact, the higher multiplicity eigenvalues are determined from their condition numbers. For most cases, we can accurately compute the roots using the 64-bit IEEE floating-point arithmetic available on most workstations.
Applications
The equation-solving algorithm has been applied to several problems in boundary computations and geometric constraint systems. This section highlights four of them.
Intersection o f three surfaces
The problem of finding the common points of intersection among algebraic surfaces arises frequently in boundary computations? Given three such surfaces, F,(x, y, z ) = 0, F2(x, y , z ) = 0, F3(x, y , z) = 0, this problem corresponds to solving three equations in three unknowns. If we are given parametric surfaces, we can either implicitize them and reduce the problem to solving for three equations, or we can deal with the parametric variables and reduce it to solving six equations in six unknowns. The total number of solutions in the complex space is bounded by the product of the degrees of each equation.
Resultants and Grobner bases have been used to eliminate two variables from these three equations. The resulting problem corresponds to finding the roots of a univariate polynomial, which can be ill-conditioned even for low-degree polynomials. It is illustrated here on an example from Morgan,'" who uses continuation methods to solve the problem. (He argues that approaches based on symbolic reduction lead to severe numeric problems.)
Consider the intersection of a sphere, a cylinder, and a plane described by the following equations where e stands for exponent: The fact that the determinant of M(xJ has degree four implies that M2 is singular. As a result, we cannot reduce the problem to an eigenvalue problem using Theorem 1. It turns out that the condition number of M, is 4.0911e3. As a result, we perform a linear transformation y = 1 / x , and reduce the problem ing for x,, y, in these two equations. A curve of degree n has n2 solutions to these equations. We can use the Bezout formulation to finding eigenvalues of the matrix It follows that y = 0 is an eigenvalue of multiplicity six of C. We use this information in choosing the appropriate shifts in the double-shift QR algorithm for eigendecomposition. 21 This knowledge of some of the eigenvalues speeds the convergence. The four nonzero eigenvalues are 0.04037383 0.04037383 -1.35035361e-10 + 5.773741e-10 i -1.35035361e-10 -5.773741e-10 i of the resultant of two equations and solve the problem with the eigenvalue formulation. In particular, we eliminate x, from the given equations. The Bezout formulation results in ann x n matrix, whose entries are a polynomial of degree n in y,. This eventually reduces to an eigenvalue problem of a matrix of order n2.
The resulting algorithm works well in practice. The equations show that the roots of the given system contain a point on the curve closest to ( X , Y). This point is identified by computing the distances between the roots and ( X , Y) and finding the root corresponding to the minimum distance. Similarly, the problem of finding the distance from a point to a surface reduces to solving three polynomials in three unknowns.
We can reduce many other problems, such as ray tracing parametric curves and surfaces and finding singular points on algebraic curves and surfaces, to solving two polynomial equations in two or three unknowns. I have successfully applied this algorithm to many of these pr0b1ems.I~ where i = Gl. Substituting xI = 1 l y and computing x2 and x3 from the eigenvectors of C results in two real solutions to the original equations:
Biratlonal maps
Birational maps are expressed in terms of ratios of determinants as opposed to algebraic expressions. They play a fundamental role in algebraic geometry, and their importance in solid modeling has increased. Many problems related to boundary computation are easily solved using birational maps.Is The most common example is the inversion problem for rational curves and surfaces. Given a rational parametric surface F, we can express points on the surface in projective coordinates as Computed solutions are accurate up to eight digits. We can improve accuracy by iterating Newton's method a few times on the original equations and using solutions from the eigendecomposition procedure as the start points for Newton's iteration. I have used this algorithm on the intersection of three surfaces with more than 100 intersections and computed the solutions with good accuracy. F(s, t, u ) = (x, y, z , w) = (X(s, t, u), Y(s, t, u), Z(s, t, u), W(s, t, u)) where X(s, t, u), Y(s, t, u), Z(s, t, u), and W(s, t, u) are homogeneous polynomials of degree n. Common examples of this formulation The problem of computing the distance of a point to a curve or a surface comes up repeatedly in solid modeling computations. Some examples include computation of the medial axis transform, Voronoi surfaces, and offset curves and We can either pose this problem as an optimization problem (minimizing the distance function) or reduce it to solving algebraic equations. The equations are derived as follows:
Distance from a point t0 a Curve or Surface
Let (X, Y) be a point and F(x, y ) = 0 be the curve. Let (xp, y,) be the point on the curve closest to ( X , Y). Then there are two equations:
These equations have more than one real solution; therefore, any algorithm based on local methods might converge to a wrong so1ution.l Algorithms based on constrained optimization might converge to a local minima of the function. Thus, local methods cannot solve this problem in a reasonable manner.
Using the algebraic formulation, the problem reduces to solvare the triangular and tensor-product Bezier patches used in geometric and solid modeling. A rational surface defines a map from the s, t, u projective plane to the projective space defined by x, y, z, w. In applications involving parametric surfaces, an important problem is that of computing the s, t, u coordinates, given a point on the surface, (xo, yo, zo, w"). This is the inversion problem. We can express the exact relationship between the points on the surface F(s, t, u ) and the parameters s, t, u as a rational map as well:
F'(x,y,z,w)=(s,t,u)=(S(x,y,z,w), T(x,y,z,w), U(x,y,z,w))
where each of S(x, y , z , w), T(x, y , z , w), and U(x, y , z , w) is a homogeneous polynomial. As a result, we see that F and F1 define rational maps between the s, t, u and x , y , z , w space.
The literature documents many algorithms for computing birational maps. The algorithms are based on Grobner basesS or multipolynomial resultants.18 However, as highlighted in Hoffman,' direct application of these algorithms results in accuracy and efficiency problems. 
We can use the fact that multipolynomial resultants linearize a nonlinear problem by eliminating some variables, as shown in Equation 1 . In particular, we can express the birational maps in terms of determinant ratios and use matrix computations for their computation. At the moment, the algorithm is limited to polynomial equation systems whose resultants can be expressed as a single determinant. Such formulations are known for two, three, or four equations, and most applications of curve and surface modeling involving birational maps fall in this category. In particular, we represent M(xJ as Consider the points that make M(x,) singular. In this case, xl corresponds to the roots of the determinant of M(x,). For a generic choice of the point, the kernel of M(xJ has dimension one (this must be the case to define birational maps). Let's treat It follows from this notation that xi = vl for is n. The formulation in Figure 2 for v,! follows from taking then equations denoted by M(x,)v and applying Cramer's rule. This formulation can therefore be used to represent birational maps in terms of matrices and determinants.
We can illustrate this on rational parametric surfaces. Given a parametric surface
we formulate the equations The birational maps are expressed in terms of matrices and determinants and are very useful in the boundary computation algorithms. To compute the inverse coordinates of a point x,, yo, t o accurately, substitute the values and compute the determinants using Gaussian elimination with pivoting.
Geometric constraint systems
Solving geometric constraint systems is fundamental for many mechanical assembly applications, constraint-based sketching, and design and kinematic analysis of robots and other mechanisms. An important class of problems involves finding the positions, orientations, and dimensions of a set of geometric entities that satisfy a set of geometric constraints. In earlier implementations of this approach to solving large constraint systems, the user had to specify the sequence of operations. Recently, automated approaches based on kinematic simulation of mechanical linkages have appeared in the literature. The geometric constraints formulated in kinematics apply to tolerance analysis, assembly planning, and constraint-based design.
The problem of computing a kinematic solution of mechanical linkages has been studied extensively in robotics and mechanics. While the direct kinematics of serial mechanisms and inverse kinematics of parallel mechanisms are simple, the inverse kinematics of serial mechanisms and direct kinematics of parallel manipulators have proved more difficult. In the most general case, the latter problems reduce to solving algebraic equations. Owen25 has proposed other approaches to geometric constraint systems using algebraic formulation, which also reduce the problem to solving nonlinear algebraic equations.
The inverse kinematics of general 6R manipulators is alongstanding problem in the robotics literature. It has limited all commercial manipulators to geometrically simple designs that result in a closed-form solution. This problem reduces to solving six equations in six unknowns, and it has been shown that there can be at most 16 solutions. Specifically, the problem reduces to finding roots of a 16-degree univariate polynomial. However, algorithms based on these reductions are of theoretical interest only; their practical implementation suffers from numerical problems. Known general implementations of inverse kinematics are based on continuation methods, and they take an average of 10 seconds on an IBM 370-3090 mainframe for a given pose of the end effector. 26 I applied the equation-solving algorithm to this pr0b1em.l~ The average running time for the given end-effector pose is 10 milliseconds (on an IBM RS/6000 workstation) with up to eight or more digits of accuracy. Robotics applications require this kind of real-time performance. The technique applies to the inverse kinematics of all serial manipulators and the direct kinematics of parallel manipulators.
Performance improvement
The matrices C, C,, and C2 corresponding to the eigenvalue formulation seem to have a specific structure. The algorithm for solving equations treats them as general nonsymmetric matrices and uses the QR or Q Z algorithm for eigendecomposition.
In many cases, we may know a few of the eigenvalues, depending on the problem formulation. This information is used in choosing the appropriate shifts along with the double-shift QR algorithm for eigendecomposition. The order of these matrices corresponds to the total number of nontrivial solutions of a given system (Bezout bound for a dense system and BKK bound for a sparse system). In most applications, we are only interested in the eigenvalues lying in a particular domain. For example, many algorithms for boundary computations, intersection, and ray tracing on Bezier curves and surfaces need the eigenvalues in the [0,1 J domain only.
The matrices C, C,, and C2 are relatively sparse. Macaulay's formulation results in sparse matrices as well. As a result, using eigendecomposition algorithms for sparse matrices is worthwhile compared to using QR or Q Z algorithms. In particular, I have tried the algorithm presented in Stewart" to compute the invariant subspace of a real matrix by simultaneous iterations up to a user-specified tolerance. The matrix eigenvalues are approximated from the invariant subspace. Although this algorithm is relatively fast compared to the QR algorithm for eigendecomposition, it is not as accurate. I am currently investigating the trade-offs between the accuracy and efficiency based on the choice of eigendecomposition algorithm.
Limitations of the current algorithm
Good resultant formulations are known for systems containing up to five or six polynomial equations, but the matrix order grows exponentially with the number and degrees of the equations. For example, polynomial systems with six or more equations arise in the computations of offsets, blends, and Voronoi diagrams. At the moment, no efficient resultant formulations are known for these systems. The performance of algorithms based on Macaulay's formulation and eigendecomposition is relatively slow on such large systems. In many ways, good resultant formulations are fundamental to the equationsolving algorithm's efficiency. It currently performs well for systems consisting of up to four or five polynomials.
The matrices corresponding to the eigenvalue formulation are relatively structured. I have been able to use their sparsity only for systems with a high Bezout bound. Furthermore, I am only interested in eigenvalues in a particular domain and know of no good sequential algorithms that are domain-specific for these matrices.
Conclusion
The algorithm presented here uses resultants, expressed in terms of matrices and determinants, to solve a polynomial equation system. This approach reduces the problem to matrix computations like Gaussian elimination, eigendecomposition, and SVD. Linear algebra libraries include efficient implementations of matrix computations, and the numerical accuracy of these implementations is well understood in the context of
