We calibrate the photographic photometry of the revised New Luyten TwoTenths catalog (rNLTT) by matching 3448 rNLTT stars to the Sloan Digital Sky Survey (SDSS). The correction is linear in magnitude and goes from zero at V ∼ 14 to 0.32 mag at V = 19, in the sense that rNLTT was previously too bright. The correction implies that the underlying USNO-A2.0 photometry, on which rNLTT photometry is based, is non-linear. The new calibration somewhat improves the appearance of the (V, V − J) reduced proper motion diagram in the sense of better separation between disk and halo stars. We repeat Gould's analysis of 5000 halo stars in rNLTT. The most important change is to move the peak of the halo luminosity function about 0.5 mag dimmer, from M V = 10.5 to M V = 11, putting it into good agreement with the parallax-based determination of Dahn et al.
Introduction
The revised NLTT (rNLTT), assembled by and , presented improved astrometry and photometry for approximately 36,000 stars drawn -2 -from the New Luyten Two Tenths catalog (NLTT) (Luyten 1979 (Luyten , 1980 . At the bright end, NLTT stars were matched primarily to the Hipparcos (ESA 1997) and Tycho-2 (Høg et al. 2000) catalogs, while at the faint end they were matched to USNO-A (Monet 1998 ) and 2MASS (Skrutskie et al. 1997) . The bright end covers the whole sky. The faint end basically covers the 44% of the sky represented by the intersection of the 2MASS Second Incremental Release and First Palomar Observatory Sky Survey (POSS I), as reduced and cataloged by USNO-A. The roughly 45 year baseline between these observations enabled a proper-motion precision of 5.5 mas yr −1 , roughly a 4-fold improvement over NLTT. By identifying USNO-A and 2MASS counterparts, rNLTT assigned (V, J) magnitudes to almost all entries, with V being derived from USNO-A photographic photometry in B USNO and R USNO and with J coming directly from 2MASS. This was a huge improvement over the original (B NLTT , R NLTT ) photographic photometry of NLTT, in part because USNO-A photographic photometry has smaller scatter than Luyten's, but primarily because V − J provides a much longer color baseline than does B NLTT −R NLTT . Indeed, using a (V, V −J) reduced proper motion (RPM) diagram, Salim & Gould (2002) were able for the first time to cleanly separate main-sequence, subdwarf, and white dwarf stars in NLTT. This clean separation then permitted Gould (2003a) to analyze a sample of 4500 halo stars and to measure their luminosity function and velocity distribution with much greater precision than was previously possible. The improved astrometry and photometry of rNLTT also permitted Chaname & Gould (2004) to assemble a catalog with more than 1000 wide binaries, also cleanly separated into disk and halo objects.
The photometric calibration of the rNLTT optical (V ) band was derived by comparing USNO-A photometry of NLTT stars with photometry found in the literature for the same stars, including 36 white dwarfs from Liebert et al. (1988) and 19 M dwarfs from Weis (1996) . While the sample covered a broad range of magnitudes, 11 V 18, the small sample size led to solve only for a zero point and a color term but to assume that the flux levels derived from USNO-A magnitudes were linear in flux. A proper calibration would require a sample that is both large and covers the full range 12 V 19 from the magnitude limit of Tycho-2 (and hence the onset of USNO-A-based photometry) to the magnitude limit of rNLTT.
The Sloan Digital Sky Survey (SDSS) Data Release 3 1 (Abazajian et al. 2005 ) now provides such a sample and so permits a calibration of rNLTT photometry over the entire range 12 V 19. We carry out this calibration and find that rNLTT assigned V magnitudes that are too bright by an amount that grows linearly with increasing V . That is, -3 -∆V = 0.0633(V − 13.9). Because this offset is of order the statistical photometric error of 0.22 mag, it is too small to have any practical impact on applications that use rNLTT to locate interesting classes of stars, such as subdwarfs (Yong & Lambert 2003) , white dwarfs (Vennes & Kawka 2003; Kawka et al. 2004) , red dwarfs (Reid et al. 2004) , and dwarf carbon stars (Lowrance et al. 2003) . However, because the effect is systematic, it could potentially affect studies that derive parameters from a statistical analysis of rNLTT. In this case, the fractional errors in the derived parameters can be much smaller than the errors associated with individual stars.
In some respects, rNLTT has already been superseded by the Lépine & Shara (2005) proper motion catalog (LSPM), which covers the entire northern sky, δ ≥ 0. LSPM has a proper-motion threshold of µ ≥ 150 mas yr −1 (compared to 180 mas yr −1 for NLTT) and is more complete than NLTT (and indeed is virtually 100% complete to V = 19). Ipso facto, LSPM is more complete than rNLTT in the region it covers. However, rNLTT has significantly smaller astrometric errors (5.5 vs. 8 mas yr −1 ) and somewhat smaller photometric errors and also covers areas south of the equator. While all three of these shortcomings can be rectified in principle, substantial additional work will be required. Moreover, the photometry and astrometry improvements would be achieved by cross-identifying LSPM stars with USNO-A, and when this is done, the photometric calibration presented here will still have to be applied.
Finally, Gould (2003a) 's statistical analysis of rNLTT halo stars will form a baseline of comparison for future studies based on even larger proper-motion samples. It is therefore important to remove systematic effects in this analysis.
Calibration
Our basic plan of attack is to cross identify rNLTT with SDSS (third data release) in order to plot ∆V ≡ V SDSS − V rNLTT , where
is the transformation of SDSS magnitudes into Johnson V as s calibrated by Jurić et al. (2002) and
is the transformation from USNO-A2 magnitudes into Johnson V as used in rNLTT. Jurić et al. (2002) estimate that the SDSS calibration reproduces Johnson V to "better than ∼ 0.05 mag". Before proceeding, we note that equation (2) applies directly only for stars δ > −20
• , where rNLTT derives its photometry and astrometry from USNO-A2.0. For
• , rNLTT uses USNO-A1.0, which requires a photometric conversion given by before applying equation (2). However, since all SDSS areas lie in the former region, this photometric conversion plays no role in the current work.
In order to assure a clean sample, we restrict the selection as follows. First, we consider only SDSS stars with proper-motion entries, derived from USNO-B1.0 (Monet et al. 2003) cross identifications, µ > 140 mas yr −1 . Second, we exclude SDSS stars with a "bad" position on the gri color-color diagram. Here "bad" means away from the characteristic "dog-leg" stellar locus of this diagram, except that we allow stars with degenerate M-dwarf g − r colors (1.2 < g − r < 1.8) but with anomalously low i flux due to saturation. Third, we consider only rNLTT stars that are matched to both USNO-A and 2MASS and with V rNLTT > 12. Fourth, we exclude rNLTT stars with binary companions within 10 ′′ . Fifth, we demand that the rNLTT epoch 2000 position agree with the SDSS position to within 3 ′′ . Finally, we exclude matches with discrepant proper motions (vector difference greater than 30 mas yr −1 ), unless their positions lie within 1 ′′ .
SDSS (by virtue of USNO-B) and rNLTT (based on USNO-A) both use POSS I for the first epoch of their proper-motion estimates, so the first condition implies a high probability that if there is a position match, it is to a genuine rNLTT star. SDSS photometry can be compromised by saturation, and this is particularly a worry for stars at the bright end of our investigation. The gri test should exclude most saturated stars. However, if the g − r color is consistent with the degenerate M dwarf track, we do not want to exclude the star simply because the i measurement is corrupted. This is to be expected for bright, red stars, but does not interfere with our V band estimate (which depends only on g and r). The third condition is motivated by the fact that while rNLTT does contain entries that are missing either USNO-A or 2MASS data, these identifications are generally less secure. Moreover, in the former case, of course, its V estimate is not based on USNO-A photometry. The fourth condition is imposed because USNO-A photometry can be corrupted by the presence of a near neighbor. In general, we allow for a 3 ′′ mismatch in position because SDSS positions are given at the epoch of observation while rNLTT positions are at epoch 2000. For high propermotion stars there can be a significant offset. However, we guard against random matches by demanding 1 ′′ agreement unless the proper motions differ by less than 30 mas yr −1 .
In Figure 1 , we plot V SDSS − V rNLTT for the sample of 3448 matches obtained in this way. We fit these points to a straight line and estimate the error from the scatter by demanding that χ 2 per degree of freedom (dof) be equal to unity. We eliminate the largest outlier and repeat this procedure until the largest outlier is less than 3 σ. This results in 51 eliminations compared to 10 that would be expected from a strictly Gaussian distribution. That is, -5 -non-Gaussian outliers constitute 1% of the sample. We find,
with a scatter of σ = 0.22 mag, where the zero-point offset (V rNLTT −16) is chosen to minimize (among integer values) the correlation between the two terms. This relation implies that relatively faint stars (V > 14) should be corrected to still fainter V magnitudes, and hence also redder V − J colors. Because the slopes of main sequence and subdwarf sequence are greater than unity, the color change has a bigger impact, so that both of these sequences become brighter at fixed color.
We try extending this linear fit to next order, but find that the additional quadratic term does not significantly improve the fit. Similarly, we find no correlation between the residuals to the fit and observed V − J color.
Equation (3) implies that USNO-A2.0 photometry is non-linear. By combining this equation with equation (2), we derive an explicit expression for this nonlinearity,
While SDSS photometry is quite homogeneous, this is not necessarily true of USNO-A photometry, which is derived from photographic plates exposed under strongly varying conditions. Our principal concern is not plate-to-plate variations, which would be too localized to affect most statistical applications, but possible broad trends with position on the sky. We therefore divide the data into seven different subsets, the four quadrants in right ascension and three bands in declination (separated at δ = 0
• and δ = 40 • ). The only significant differences that we find are for the (δ < 0
• ) and (0 • < δ < 40 • ) subsamples, which have zero points that are respectively about 0.035 mag greater and 0.025 mag smaller than the sample as a whole. While these deviations are detected with high (almost 7 σ) confidence, they are quite small compared to the scatter of 0.22 mag. We will ignore them in what follows, but for some applications the reader should be aware that they are present. Figure 2 shows the rNLTT (V, V − J) RPM diagram before and after correcting the photometry. What is plotted is not the traditional RPM but the parameter
where µ is the proper motion in arcsec per year and b is the Galactic latitude. As shown by , adding the Galactic-latitude term yields a cleaner separation of disk and halo stars. The line, η = 0, where
-6 -is the boundary separating these populations that was adopted by . The principal change is that stars in the lower portions of the diagram are shifted to the red because the V measurements are now fainter. (Of course, they are also shifted down, but this is less noticeable.) In addition, the "trough" between the disk and halo tracks now appears both straighter and somewhat cleaner. The η = 0 line still appears to be a good boundary to separate stars that are most likely in the halo from those in the disk or thick disk. However, the boundary for secure halo stars can be placed at η = 0.5, rather than at η = 1.0, as was adopted by Gould (2003a) .
Halo Parameters
We fit the halo stars in rNLTT (with the newly recalibrated photometry) to the 28-parameter halo model of Gould (2003a) . We apply almost exactly the same procedures as in the original work, which we review very briefly here.
Review of Model and Method
The model contains 13 parameters to describe the luminosity function (LF), Φ(M V,i ), i = 3 . . . 15, one for each 1-magnitude bin from M V = 3 to M V = 15. It has 9 parameters describing the halo velocity ellipsoid including 3 for bulk motion relative to the Sun (U i ) and 6 for the velocity dispersion tensor [3 dispersions c ii and 3 correlation coefficients,
The halo color-magnitude relation (CMR) is described by 2 parameters (a, b), i.e., M V = a(V − J) 0 + b. There are 2 parameters describing the halo density profile (ν, κ), i.e., ρ = ρ 0 (R/R 0 ) −ν exp(−κ|z|). Here, R is Galactocentric distance, R 0 = R(sun), z is distance from the plane, ν is the halo density power law, and κ is the inverse scale height. Finally, there are 2 parameters describing the sample completeness, V break and f break . The sample is assumed 100% complete for V < 12 and then to fall linearly to f break at V break , and then to fall linearly from there to zero at V = 20. Of these 28 parameters, one is held fixed at U 2 = −216.6 km s −1 in order to enforce an otherwise unconstrained distance scale.
The best-fit model is found by maximizing the likelihood
where N det is the number of stars in the sample, N exp is the number expected in the model, z m are the m = 6 phase space coordinates per star in the model, z m obs are the m = 6 observables -7 -(l, b, µ l , µ b , V, J) from which these coordinates are inferred, P k is the probability that the k star will have the phase-space coordinates that have been inferred from the observations given the model parameters, and J is the Jacobian of the transformation from the observables to the phase-space coordinates. (Note that the rows in the second matrix of Gould 2003a's eq.
[6] should be reversed, but that the final result is correct.) The number expected (N exp ) in each trial model is evaluated by Monte Carlo integration, which is populated at 100 times higher density than the actual sample to suppress Poisson errors. However, to avoid fluctuations when comparing one model to another, the random positions and velocities are chosen only once, and then are assigned different weights depending on the model parameters.
Gould (2004) found a bug in the likelihood code used by Gould (2003a) and gave revised parameters corrected for this bug. However, most of the corrections were very small.
Changes in Approach
We implement two major changes relative to Gould (2003a) 's treatment (in addition to using the recalibrated photometry). First, based on inspection of Figure 2 , we select stars in the interval 0.5 ≤ η ≤ 4.15. This yields a sample of 5042 "secure halo stars", somewhat larger than the 4588 analyzed by Gould (2003a) (and corrected to 4564 in Gould 2004 ).
Second, we discovered that Gould (2003a)'s likelihood maximization routine was too "stiff" to probe the effect of simultaneous changes in the two color-magnitude parameters, (a, b), and the LF, Φ(M V,i ). When either or both of the color-magnitude parameters change, this affects all of the LF parameters. Unless all can be varied simultaneously in just the right way, the true maximum cannot be located. We address this problem using the method of "hybrid statistical errors" of An et al. (2002) . We hold the two color-magnitude parameters A . We then find the inverse covariance matrix for the color magnitude parameters,
and so obtain the restricted covariance matrix
We also find the gradient of all 27 parameters with respect to the two color-magnitude parameters over the grid of solutions, ∂A k /∂A (a,b) i . We determine the covariance matrix, C (remain) ij of the remaining 25 free parameters (with [a, b] held fixed at their likelihood maximum) using the bootstrap -8 -technique. Finally, we find the hybrid covariance matrix
Results
As discussed below equation (3), the primary changes in the data set are to make the faint stars fainter absolutely, but to make the tracks of subdwarf (and main-sequence) stars brighter at fixed color. Hence, we expect that the main changes in the fit will be to make the CMR fainter and shallower, and to move the peak in the LF toward fainter magnitudes. Table  1 shows that these are indeed the main effects. The first two columns give the parameter name and units. The next two give the best fit values as determined using the old and new photometric calibration, respectively. The final two columns give the respective errors. Casertano et al. (1990) (CRB) . Indeed, with the exception of the final DLHG/CRB point, the two are in agreement at the 1 σ level. This resolves an important puzzle: the two determinations are both essentially local and so should be similar. It would be quite surprising if their peaks were separated by a magnitude, as appeared to be the case before the rNLTT photometry was recalibrated.
There are a few other changes that should be noted as well. First, while most of the error bars are similar with the old and new photometry, those of the two color-magnitude parameters (a, b) and of the three velocity dispersions (c ii ) have all grown significantly. As mentioned above, the previous algorithm was too stiff to properly evaluate the errors in (a, b), so it is not surprising that they have grown. This growth is also responsible for the increase in the c ii errors through the second term in equation (9), which was not previously incorporated. Of course, this term also increases the errors of all other parameters, but it turns out that these other increases are mostly not significant relative to the errors given by the first term.
Another significant change is that the break in the completeness function, V break has moved about 1/2 mag fainter. This is also not surprising given that the whole photometric calibration has moved fainter at the faint end. However, the completeness level at this break has also moved lower, and this has disturbing consequences, as we discuss in the next section.
-9 -Finally, we note that the two bulk velocity parameters and three velocity-ellipsoid correlation coefficients (U 1 , U 3 ,c 12 ,c 13 ,c 23 ) = (10.6 ± 1.4, −6.4 ± 1.8, 0.017 ± 0.015, −0.010 ± 0.017, −0.036 ± 0.025) remain very close to the values expected in an axisymmetric Galaxy, (10.0, −7.2, 0, 0, 0), when account has been taken of the Sun's motion with respect to the local standard of rest (−10.00 ± 0.36, +7.17 ± 0.38) km s −1 in the radially outward and vertical directions (Dehnen & Binney 1998 ). This yields a χ 2 = 4.04 for 5 degrees of freedom, almost identical to the value 3.97 obtained by Gould (2003b) from the halo solution of Gould (2003a) . This implies that the constraints on the granularity of the stellar halo derived by Gould (2003b) from this χ 2 determination remain unaltered.
Two Puzzles
While it is comforting to see the old puzzle regarding the peak of the halo LF resolved (see § 3.3), the halo solution derived using recalibrated rNLTT photometry presents two new puzzles. These concern conflicts with independent determinations of NLTT completeness and of the (V, V − J) CMR.
Completeness
The completeness fraction (f break = 0.38) at the completeness break point (V break = 18.8) seems quite low. Gould (2003a) had argued that a somewhat higher value was consistent with what was then otherwise known about the completeness of NLTT (see also Gould 2004 ). However, not only is the new value of f break lower, but Lépine & Shara (2005) have shown, using their own independent and very complete northern-sky proper-motion catalog, that at high latitude, b > 15
• , NLTT is 85% complete at V = 18.5. We now explore several ideas to resolve this conflict, but the executive summary is: none are successful.
First, the Lépine & Shara (2005) completeness estimate strictly applies only for proper motions µ ≥ 250 mas yr −1 , whereas rNLTT goes down to 180 mas yr −1 . Completeness falls to 79% at V = 18.5 for µ ≥ 200 mas yr −1 . However, this "incompleteness" is simply due to NLTT's 20 mas yr −1 errors combined with its 180 mas yr −1 threshold: stars that are mismeasured below this threshold due to normal statistical errors are not included in the catalog. This effect is already taken into account in our likelihood procedure. Moreover, even if it were not accounted for, the effect is much smaller than the discrepancy and so could not account for it in any case.
Second, rNLTT is less complete than NLTT, and the halo sample used here is less -10 -complete than rNLTT, primarily because stars without J-band data are excluded. However, as shown by , rNLTT is about 97% complete relative to NLTT down to R NLTT = 17 and 95% complete at R NLTT = 18 These magnitudes correspond roughly to V ∼ 17.5 and V ∼ 18.5, respectively. It is true that the completeness at the faint end is substantially worse if one excludes stars without J-band data. However, as was argued by and strikingly confirmed by Lépine & Shara (2005) , almost all faint NLTT stars that lack 2MASS counterparts are white dwarfs, not subdwarfs. Hence, incompleteness of rNLTT relative to NLTT can explain at most a few percent of the effect.
Third, the form of the completeness function adopted by Gould (2003a) , and summarized above in § 3.1, could in principle be too simple to capture the evolution of NLTT completeness over 8 magnitudes. In fact, however, from Figure 22 of Lépine & Shara (2005) , this form actually looks quite appropriate, except that the parameters should rather be f break = 0.8, V break = 18.7. Nevertheless, we further test this possibility by eliminating the faintest stars in the likelihood sample V > 18.5, and refitting with a simple 1-parameter completeness function, f break at V = 18.5. We find a best fit f break = 0.39. If we enforce f break = 0.80 (to take account of both the 15% NLTT incompleteness and the 5% incompleteness of rNLTT relative to NLTT at the faint end), then the likelihood falls by 25, which means that this potential solution is ruled out at the 7 σ level. To be conservative, we repeat this exercise with the cutoff at V = 18, but still find that the best-fit f break = 0.41 is preferred at the 7 σ level over the independently-determined value of f break = 0.85.
Is it possible that Lépine & Shara (2005) overestimated the completeness of NLTT? We believe not. At high latitudes, they failed to detect only 1% of NLTT stars. They tracked down the reason for this failure in each case and found in essentially all cases that the star was contaminated by a random field star in their own (circa 1990) second epoch, but was free from contamination in NLTT's (circa 1970) second epoch. They inferred that they were missing an additional 1% from stars corrupted in the common NLTT/LSPM (circa 1950) first epoch. Hence, LSPM is itself nearly 100% complete and so forms an excellent template against which to measure the completeness of NLTT.
If f break is forced to high values, then most of the parameters in the halo fit remain unchanged. However, the LF is suppressed by an amount that decreases from a factor 1 at the bright end to a factor ∼ (f break /0.8) at the faint end. Such an adjustment would engender a conflict between the DLHG/CRB LF and the one derived from the halo fit. However, as we discuss in the next section, this in itself is not a strong argument against making the adjustment. The principal argument is simply that it leads to a poor fit to the rNLTT data.
In brief, at present we see no clear path to resolving this conflict.
-11 -
Color-Magnitude Relation (CMR)
The second puzzle concerns the CMR. Gould (2003a) derived a CMR from stars with trigonometric parallaxes taken from Monet et al. (1992) and Gizis (1997) that was quite consistent with the CMR derived from the halo likelihood fit. Indeed, the two CMRs lie almost exactly on top of one another in his Figure 3 . However, after photometric recalibration, our new CMR has changed, while the parallax-based CMR should remain essentially the same. In fact, we slightly change our selection of parallax stars to be consistent with our "secure halo" criterion, 0.5 ≤ η ≤ 4.15, but the impact of this change is expected to be small.
Before restricting attention to the halo stars, we first find the mean photometric offset between the CCD V magnitudes given by Monet et al. (1992) and Gizis (1997) and the recalibrated rNLTT V magnitudes for the entire sample of 58 rNLTT-parallax stars with V > 12. We find a mean difference 0.03 ± 0.04 mag, in the sense that recalibrated rNLTT is brighter. The fact that the two are consistent at the 1 σ level serves as a sanity check on the SDSS-based calibration, although the smaller number of parallax stars makes the uncertainty in this test uncompetitive with SDSS.
As Gould (2003a) did, we eliminate the reddest star on the ground that the CMR for the latest-type stars may deviate from a straight line and take a turn toward the red. (There are too few very late subdwarfs in the rNLTT sample to test this conjecture, so it is better to just eliminate this star from the comparison.) We use the CCD photometry both to make the selection (i.e., determine η), and to estimate the absolute magnitude. This yields a sample of 23 rNLTT-parallax halo stars. We find that we must add an error σ(M V ) = 0.72 in quadrature to the errors propagated from the given parallax errors, in order to achieve χ 2 /dof = 1. Fitting to the form M V = a(V − J) 0 + b, we find,
compared to the values a = 3.339 ± 0.027,
obtained in the halo fit in § 3.3. Here ρ is the correlation coefficient. Figure 4 shows the parallax data with various CMRs.
While the slopes and zero points of equations (10) and (11) are each consistent at the 1 σ level, the two are highly correlated, so that the relations as a whole are mildly inconsistent, with ∆χ 2 = 4.0. To interpret this discrepancy, we must first ask how the slope and zero point of the halo-fit CMR depend on the data and the assumptions. The slope is determined fairly directly from the rNLTT data themselves and primarily reflects the slope of the "subdwarf -12 -sequence" seen in the RPM diagram (Fig. 2) . On the other hand, the zero point is directly determined by fixing U 2 = −216.6 km s −1 . If this value had been fixed 10% faster, then all of the 5 other velocity parameters would have increased in lock step by the same 10%, and all the inferred distances would have increased by the same amount. This rigid scaling occurs because (apart from a very slight effect in the extinction prescription) the only way that the distance scale enters the likelihood calculation is through U 2 . This distance scaling then implies that the LF would have been reduced uniformly by a factor (1.1) −3 . However, the value of U 2 = −216.6 km s −1 was adopted directly from the statistical-parallax solution of Gould & Popowski (1998) and is therefore to some extent arbitrary. First, that measurement had a 1 σ statistical error of 12.5 km s −1 . Second, as Gould & Popowski (1998) (and references therein) note, different selection criteria will yield halo samples with values of U 2 that differ by of order 10 km s −1 . Gould (2003a) argued that the "η" selection criterion used in his (and our) halo analysis was most similar to that of Gould & Popowski (1998) , but there could still be some differences between the samples. Combining these two effects, the true value of U 2 might plausibly be different from the adopted one by of order 15 km s −1 , corresponding to 0.15 mag in the CMR zero point.
Hence, when combining the two CMRs, we should insist on a common slope, but initially allow the two zero points to differ. Since the halo-fit's slope error is about 15 times smaller than that of the parallax determination, this amounts to fixing the parallax-based slope at the halo-fit value. The parallax-based zero point then becomes b = 1.31 ± 0.16, which is 0.29 mag fainter than the halo-fit b = 0.92. The direction of this discrepancy may seem surprising at first sight because the photometric recalibration moved the halo stars toward fainter mags, yet the CMR based on these stars has now become brighter than the parallax-based CMR. The reason is that the halo stars became not only fainter but redder, and because the slope of the CMR is larger than unity, the latter is the larger effect. Hence, at fixed color (which is what is important for the CMR), the halo stars have become brighter, even though they are fainter absolutely.
Having reasoned through the problem heuristically and verified that the two CMRs give qualitatively similar results, we combine them in a formally rigorous way by averaging the two (a, b) vectors, each weighted by its inverse covariance matrix. To take account of the external error due to uncertainty in the Gould & Popowski (1998) velocity input, we first add 0.15 mag to the halo-fit uncertainty in b. We then find a = 3.3438 ± 0.0269
At the "center of mass" of the halo-star color distribution, V − J = 2.4, this relation is 0.17 ± 0.10 fainter than the CMR derived from the halo fit alone (but assuming a known U 2 ).
-13 -Hence, taking account of this calibration (and the added uncertainty in the U 2 constraint) the velocities should all be smaller by a factor 0.93 ± 0.04, while the LF should be higher by a factor 1.26 ± 0.16. These changes are not large, but they do mean that one cannot demand too close agreement between the LF derived from the rNLTT sample and that derived from local star counts by DLHG/CRB (see § 4.1).
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