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tickej analýzy (koněcnorozmerných) dát s množstvom praktických aplikácií. V práci
sa zameriame na možnosti rozšírenia konceptu hĺbky na prípad funkcionálnych dát.
V prípade koněcnorozmerných funkcionálnych dát využijeme izomorfizmus priestoru
funkcií a koněcnorozmerného euklidovského priestoru,čo nám umožní zaviest’ indu-
kované h́lbky funkcionálnych dát. Dokážeme tvrdenie o vlastnostiach indukovaných
hĺbok a na príkladoch si ukážeme možnosti a obmedzenia ich praktického použitia.
Ďalej popíšeme a na jednoduchých príkladoch ukážeme výhodyaj nevýhody zave-
dených h́lbkových funkcionálov používaných v literatúre (Fraimanových-Munizovej
hĺbok a pásových h́lbok). Na odstránenie najväčšej vyvstávajúcej nevýhody známych
hĺbok pre funkcionálne dáta zavedieme novú, K-pásovú hĺbku založenú na rozšírení
inferencie zo spojitých na hladké funkcie. Odvodíme niekol’ko dôležitých vlastností
a na záverěcnej simulǎcnej štúdií ukážeme na príklade riadenej klasifikácie funkci-
onálnych dát praktickú výhodnost’ nového prístupu oproti predchádzajúcim. Na záver
porovnáme výpǒcetnú nárǒcnost’ všetkých predstavených hĺbkových funkcionálov.
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Abstract: The depth function (functional) is a modern nonparametric statistical analysis
tool for (finite-dimensional) data with lots of practical applications. In the present work
we focus on the possibilities of the extension of the depth concept onto a functional
data case. In the case of finite-dimensional functional datathe isomorphism between
the functional space and the finite-dimensional Euclidean space will be utilized in or-
der to introduce the induced functional data depths. A theorem about induced depths’
properties will be proven and on several examples the possibilities and restraints of
it’s practical applications will be shown. Moreover, we describe and demonstrate the
advantages and disadvantages of the established depth funcionals used in the litera-
ture (Fraiman-Muniz depths and band depths). In order to facilitate the outcoming
drawbacks of known depths, we propose new, K-band depth based on the inference
extension from continuous to smooth functions. Several important properties of the
K-band depth will be derived. On a final supervised classificat on simulation study the
reasonability of practical use of the new approach will be shown. As a conclusion, the
computational complexity of all presented depth functionals will be compared.
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Kapitola 1
Úvod
Problémom, ktorý budeme riešit’, je možnost’ zavedenia štatistickej h́lbkovej funkcie
pre funkcionálne dáta. Pripomeňme teda v úvode,̌co pod štatistickou h́lbkovou fun-
kciou a funkcionálnymi dátami rozumieme.
1.1 H́lbka dát
Dôležitým nástrojom štatistickej analýzy dát sú v jednorozmernom prípade poradové
štatistiky a poradia pozorovaní v náhodnom výbere. Tieto savyužívajú v aplikáciách
ako sú neparametrické testy hypotéz alebo robustné odhady parametrov (L-štatistiky).
Poradie je však v jednorozmernom prípade určené prirodzeným usporiadaním bo-
dov na reálnej osi,̌coho analógiu pre viacrozmerné prípady už nie je možné odvodit’.
Namiesto takéhoto usporiadania sa pre rozdelenie pravdepodobn stiP na nejakom
všeobecnom priestoreM zavádzaštatistická h́lbková funkcia
D(.;P) : M → [0,∞).
V prípade, že bude z kontextu zrejmé, voči akému rozdeleniu pravdepodobnosti sa
štatistická h́lbková funkcia pǒcíta, budeme zjednodušovat’ značenie naD(.) namiesto
D(.;P). Výlučne však budeme pracovat’ s obmedzenými a znormovanými hĺbkovými
funkciami tvaru
D(.;P) : M → [0,1]. (1.1)
Serfling [24] podobne ako Liu et al. [12] popisujú množstvo možn stí použitia h́lb-
kovej funkcie na ú̌cely analýzy koněcnorozmerných dát. Vytknime niekol’ko najzaují-
mavejších.
• Usporiadanie a poradové štatistiky.Hĺbková funkcia poskytuje usporiadanie
od „centra“ rozdelenia smerom k okrajom vzhl’adom k rozdeleniu pravdepodob-
nostiP. Tým je možné zovšeobecnit’ pojem poradia a poradových štatistík pre
viacrozmerné dáta. Na základe takéhoto usporiadania dát pol’a rastúcej h́lbky
je možné zaviest’ niektoré neparametrické testy založené na usporiadaní (napr.
test o strede symetrie rozdelenia pravdepodobnosti ako uvádza Liu [11], alebo
neparametrické rozhodovacie pravidlá pre klasifikačnú úlohu ako v icȟclánkoch
popísali Cuevas et al. [4] alebo López-Pintado a Romo [14, 16],pozri kapitolu
5). Úplné usporiadanie viacrozmerných dát d’alej umožňuje zavedenie analógie
L-odhadov pre takéto dáta (napr. Fraiman a Meloche [9]).
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• Centrum a centrálne oblasti rozdelenia.Je možné zaviest’α-oblast’ h́lbkyako
množinu takých bodovx∈ M, pre ktoré platí
D(x;P)> α,
teda takých bodov, v ktorých hĺbka nadobúda vä̌cšiu hodnotu ako daná konštanta
α. Podobne je možné zaviest’p-centrálnu oblast’CP(p) rozdeleniaP pre p ∈
(0,1) akoα-oblast’ h́lbky preα také, že platí
P(x∈ M : D(x;P)> α) = p.
• Funkcie tvaru rozdelenia.Funkciu mierky vP môžeme pomocoup-centrálnych
oblastí definovat’ ako
vP(p) = λ(CP(p)) ,
kdeλ oznǎcuje nejakú (v prípadeM = Rd Lebesgueovu) mieru na priestoreM.
Ďalej je možné pomocou transformácií funkcie mierky zaviest’ rôzne funkci-
onály šikmosti a špicatosti pre viacrozmerné dáta. Takého zobrazenia poskytujú
informáciu o tvare rozdelenia aj v prípade, že jeho grafické znázornenie je zložité
a neprehl’adné (najmä v prípade vysokej dimenzionality priestoruM).
• Medián a kvantily. Na základe h́lbky je možné do istej miery zovšeobecnit’
pojmy ako kvantily alebo medián pre mnohorozmerné dáta, napríkl d mnoho-
rozmerný medián je možné definovat’ práve ako bod (resp. množinu bodov)
s najvä̌cšou h́lbkou vo výberovom priestore.
Kvantily je možné zovšeobecnit’ nakontúry rozdelenia pravdepodobnosti. Ak
ich oznǎcíme ako ContP(p), potom ich definujeme ako množiny bodov v pries-
toreM dané predpisom
ContP(p) = ∂(CP(p)) ,
kde ∂(A) oznǎcuje hranicu množinyA ⊂ M. Preto môžeme pozorovania, ktoré
neležia v (napríklad) 0.95, alebo 0.99-centrálnej oblasti rozdelenia považovat’
za odl’ahlé pozorovania voči náhodnému výberuP. S tým je úzko spätáfunkcia
odl’ahlostiO(.;P), ktorá meria nakol’ko je bod z množinyM odl’ahlým pozoro-





Pre koněcnorozmerné dáta bolo zavedených niekol’ko rôznych hĺbkových funkcií.
Pretože však budeme v d’alšom niekol’ko z nich používat’, pripoměnme explicitne
definíciu tých najviac používaných a skúmaných.
Pre množinuM budeme v celom d’alšom texte akoP (M) oznǎcovat’ triedu všet-
kých pravdepodobnostných rozdelení na borelovskejσ-algebre množinyM.
Najstaršiu a najznámejšiupolopriestorovu h́lbkupredstavil Tukey [28]. Je založená
na koncepcii polopriestoru ako množiny bodov v nie nutne konečnorozmernom vek-




NechM je vektorový priestor aL : M → R lineárne zobrazenie. Potom(uzavretý) po-
lopriestor H≡ HL ⊂ M je množina
H = {x∈ M : L(x)≥ 0} . (1.2)
Pre bodx∈Rd je polopriestorová h́lbka tohto bodu vǒci pravdepodobnostnému rozde-
leniuP definovaná ako infimum pravdepodobností všetkých uzavretých polopriestorov
obsahujúcich bodx.
Definícia:(Polopriestorová h́lbka)
Nech M je vektorový priestor,x ∈ M a P ∈ P (M). NechH (M) je trieda všetkých










, kde P̂ oznǎcuje empirickú distribúciu náhodného
výberu z rozdeleniaP.
Ilustrujme použitie polopriestorovej hĺbky na dvoch jednoduchých príkladoch ná-
hodných výberov z dvojrozmerného normálneho rozdelenia.
Príklad 1. Prvý náhodný výber má nezávislé zložky a jeho rozsah je 51 bodov. V prvej
časti obrázku 1.1 vidíme náhodný výber, v druhejčasti je zvýraznených 10 % pozo-
rovaní s najvä̌cšou a 10 % s najmenšou hodnotou polopriestorovej hĺbky voči tomuto
náhodnému výberu. Vidíme, že pozorovania s vysokou hodnotou h́lbky sa nachádzajú
„uprostred“ zhluku pozorovaní, zatial’čo pozorovania s malou hodnotou polopriesto-
rovej h́lbky nájdeme „na okrajoch“ tak, ako by sme to očakávali. Dáta boli rozdelené
do 16 úrovní,̌co je spôsobené najmä tým, že pomerne vel’káčast’ pozorovaní na okra-
joch dostala rovnakú nulovú hĺbku.







51 pozorovaní, 16 úrovní hĺbky








Obr. 1.1: Polopriestorová hĺbka a dvojrozmerné normálne rozdelenie.
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Príklad 2. Uvažujme d’alej druhý, kontaminovaný náhodný výber 50 bodov z dvoj-
rozmerného normálneho rozdelenia so silne korelovanými zložkamiX aY, to znamená
X ≈ aY+ b pre nejaké konštantya,b ∈ R. Kontaminácia je jednobodová a spočíva
v tom, že do náhodného výberu sme umelo vniesli chybné pozorovanie ležiace mimo
99% konfideňcnej množiny, ale (v rámci euklidovskej metriky) blízko strednej hodnoty
rozdelenia náhodného vektoru(X,Y)T . Preto môžeme kontaminujúce pozorovanie po-
važovat’ za silne odl’ahlé.
Pǒcítajme polopriestorovú hĺbku bodov takéhoto náhodného výberu a špeciálne
kontaminujúceho bodu. Ako vidíme na obrázku 1.2, kontaminujúci bod ležiaci mimo
konfideňcnej elipsy bol spol’ahlivo odhalený ako odl’ahlý a dostal nulovú h́lbku. Za po-
zorovania typické vǒci náhodnému výberu boli správne označené body ležiace blízko
strednej hodnoty rozdelenia neporušujúce variančnú štruktúru. Medzi pozorovaniami
s malou hodnotou hĺbky však nájdeme aj také, ktoré sa vol’ným okom nedajú identi-
fikovat’ ako extrémne alebo odl’ahlé. Výrazne totiž neporušujú štruktúru náhodného
výberu a nedajú sa ani označit’ za extrémne v žiadnej zložke. Polopriestorová hĺbka
ich však kvôli kombinácii toho, že sa trochu vychyl’ujú zo štruktúry a neležia úplne
v centre rozdelenia označuje za kandidátov podozrivých z odl’ahlosti.








51 pozorovaní, 18 úrovní hĺbky










Obr. 1.2: Polopriestorová hĺbka a kontaminované dvojrozmerné normálne rozdelenie.
Zaujímavou vlastnost’ou polopriestorovej hĺbky je, že aj ked’ bola pôvodne de-
finovaná iba v koněcnorozmerných euklidovských priestorochRd, vd’aka všeobec-
nej definícii polopriestoru 1.2 sme ju v 1.3 mohli prirodzenerozšírit’ na prípad nie
nutne koněcnorozmerného vektorového priestoru. Triviálne rozšírenie polopriestoro-
vej h́lbky až na funkcionálny prípad však nie je dobrým riešením nášho problému. Vo
vysokorozmernom a špeciálne v nekoneč orozmernom prípade má totiž polopriesto-
rová h́lbka niektoré zvláštne vlastnosti na ktoré bolo poukázal Chaud uri [3] a stáva
sa nepoužitel’nou. Preto sa takýmto rozšírením polopriestorovej h́lbky na funkcionálne
dáta v práci d’alej nebudeme zaoberat’.
Ďalšia pre nás zaujímavá hĺbková funkcia jesimplexová h́lbka, ktorú definovala
a vlastnosti skúmala Liu [11]. Simplexová hĺbka meria pravdepodobnost’, že bodx∈
Rd bude ležat’ vd-rozmernom náhodnom simplexe tvorenom náhodným výberom





d simplex tvorený týmito bodmi akoSx1,...,xd+1. V prípade, že táto







. NechX1, . . . ,Xd+1 je náhodný výber z rozdeleniaP. Potom






Výberová verzia simplexovej hĺbky dát je založená na odhade pravdepodobnosti 1.4
pomocou U-štatistiky. Pripomeňme teda najprv,̌co budeme pod pojmom U-štatistiky
rozumiet’.
Definícia:(U-štatistika)
Nech j ∈N, h : M j →R je meratel’né zobrazenie a nechX= (X1, . . . ,Xn)
T je náhodný










Xi1, . . . ,Xi j
)
je U-štatistika rádu j s jadrom h.
Zaved’me teda výberovú verziu simplexovej hĺbky.
Definícia:(Simplexová h́lbka-výberová verzia)




. Nechn ≥ d+ 1 aX = (X1, . . . ,Xn)
T je náhodný výber













kdeI [A] oznǎcuje indikátor javuA.
Použime simplexovú hĺbku na dáta z príkladov 1 a 2 pre porovnanie s polopriestorovou
hĺbkou.
Príklad 3. Ak na analýzu náhodného výberu z dvojrozmerného normálnehorozdele-
nia z príkladu 1 použijeme simplexovú hĺbku (obrázok 1.3), vidíme, že napriek tomu,
že uřcité rozdiely medzi extrémnymi pozorovaniami z hl’adiska oboch h́lbok sú, na po-
hl’ad sa oba výsledné obrázky vôbec nelíšia. Hlavný rozdielje v pǒcte rôznych úrovní
hĺbky: zatial’ čo polopriestorová h́lbka 51 pozorovaní roztriedila do 16 rôznych kate-
górií, simplexová h́lbka rovnaké pozorovania usporiadala až do 44 rôznych skupín. To
naznǎcuje, že simplexová hĺbka je v istom zmysle citlivejšia ako polopriestorová.
Príklad 4. Pri použití simplexovej h́lbky na kontaminovaný náhodný výber z príkladu
2 dostávame opät’ vizuálne takmer identické výsledky ako pri použití polopriestorovej
hĺbky. Kontaminujúci bod je oznǎcený za odl’ahlý a dokonca aj pozorovania pochybne
oznǎcené za extrémne podl’a polopriestorovej hĺbky dostávajú nízku hodnotu simple-
xovej h́lbky. Výsledky teda dávajú tušit’, že plne nezapadajú do štruktúry náhodného
výberu.
Poznamenajme ale na koniec, že v prípade iného ako normálneho rozdelenia, naprí-
klad nejakého rozdelenia s nesymetrickým nosič m, by boli rozdiely medzi polopries-
torovou a simplexovou hĺbkou ovel’a výraznejšie. H́lbky totiž ani pre malé dimenzie
pozorovaných náhodných vektorov nemusia dávat’ rovnaké usporiadanie.
5







51 pozorovaní, 44 úrovní hĺbky








Obr. 1.3: Simplexová h́lbka a dvojrozmerné normálne rozdelenie.








51 pozorovaní, 45 úrovní hĺbky










Obr. 1.4: Simplexová h́lbka a kontaminované dvojrozmerné normálne rozdelenie.
Okrem dvoch spomenutých bolo zavedené množstvo d’alších hĺbok. Všeobecné
vlastnosti, ktoré by štatistická hĺbková funkcia v koněcnorozmernom priestore mala
splňovat’, vyšetrovali Zuo a Serfling [29]. H́lbka by mala „zoradit’“ body podl’a ne-
jakej vzdialenosti od centra rozdelenia. Vo všeobecnom prípade nemusí byt’ jasné,čo
má centrom rozdelenia byt’, je to však zrejmé v prípade symetrických rozdelení. Defi-
nujme preto najprv symetrické rozdelenie pravdepodobnosti a vektorovom priestore.
Definícia:(Polopriestorovo symetrické rozdelenie)
Nech P ∈ P (M) a X je náhodná velǐcina s rozdelením pravdepodobnostiP. Potom





pre každý uzavretý polopriestorH ∈ H (M) taký, žeθ ∈ H.
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Súvislost’ polopriestorovej symetrie s polopriestorovouhĺbkou 1.3 je zrejmá.
O niěco širšou definíciou symetrie rozdelenia pravdepodobnostije angulárna sy-
metria v tom zmysle, že každé polopriestorovo symetrické rozdelenie na normovanom
vektorovom priestore je tiež angulárne symetrické, ale nienaopak. Oba druhy symet-
rie sú si však vel’mi podobné a ako ukázal Serfling [25], oba koncepty symetrie sú
v prípade absolútne spojitých rozdelení ekvivalentné. Zaved’me teda pre úplnost’ ešte
angulárne symetrické rozdelenia ako najširšiu triedu symetrických rozdelení.
Definícia:(Angulárne symetrické rozdelenie)
NechX je náhodná velǐcina s rozdelením pravdepodobnosti na normovanom vekto-
rovom priestoreM nadR s normou‖.‖. Potom rozdelenie tejto náhodnej veličiny je










= oznǎcuje rovnost’ distribúcií náhodných veličín.
Zaved’me teraz štatistickú hĺbkovú funkciu preRd tak ako ju definovali Zuo a Serf-
ling [29]. Pre náhodný vektorX budeme akoPX oznǎcovat’ rozdelenie pravdepodob-
nosti vektoruX a pre meratel’nú funkciuT : Rd →Rd akoPT(X) rozdelenie pravdepo-
dobnosti transformovaného rozdeleniaT (X).
Definícia:(Štatistická h́lbková funkcia v Rd)
Štatistická h́lbková funkciav priestoreRd je také obmedzené a nezáporné zobrazenie







D(Ax+b;PAX+b) = D(x;PX) (1.5)




, pre každéx∈ Rd, pre každú regulárnu maticuA∈
Rd×d a pre každý vektorb∈ Rd.




také, žeθ je stredom
(angulárnej) symetrie rozdeleniaP.




s bodom s najvyššou hodnotou hĺbky (najhlbším bodom)
θ ∈ Rd platí
D(x;P)≤ D(θ+α(x−θ) ;P)
pre každéα ∈ [0,1] ax∈ Rd.




platíD(x;P)→ 0 pre‖x‖→ ∞.
Podmienku P1 nazývame tiež podmienkouafinnej invariancie, P2 popisuje vlastnost’
maximality v strede symetrie, P3 monotóniu relatívnu voči bodu s najväčšou hĺbkou
a P4 podmienkunulovosti limity.
Pre neskoršie ú̌cely zaved’me slabšiu verziu podmienky afinnej invariancie1.5.








D(cx+b;PcX+b) = D(x;PX) (1.6)




, pre každéx ∈ Rd, pre každéc ∈ R, c 6= 0 a pre
každý vektorb∈ Rd.
Samozrejme ak hĺbková funkcia spľnuje P1, spľnuje triviálne aj P1b.
Ako dokázali Zuo a Serfling [29], polopriestorová hĺbka je v koněcnorozmernom
prípade štatistickou hĺbkovou funkciou v zmysle poslednej definície. Včlánku je d’alej
dokázané, že pre absolútne spojité angulárne symetrické rozdelenia naRd je aj simple-
xová h́lbka štatistickou h́lbkovou funkciou. V prípade diskrétneho rozdelenia však už
simplexová h́lbka nemusí splňovat’ podmienku maximality P2 ani monotónie P3, my
sa však v d’alšom budemečasto obmedzovat’ práve na absolútne spojité rozdelenia.
Uved’me teraz dve známe tvrdenia o vlastnostiach simplexovj h́lbky dát tak, ako
ich neskôr využijeme pri d’alších dôkazoch.




a X je náhodný vektor z rozdelenia P. Potom pre
SD(.; .) platí 1.5 pre každú regulárnu maticu A∈ Rd×d a pre každý vektor b∈ Rd.
Dôkaz. Dôkaz je jednoduchý, vyplýva z toho, že afinnú transformáciumôžeme vy-
jadrit’ ako zloženie posunutiaTb : x 7→ x+ b a lineárneho zobrazeniaTA : x 7→ Ax.













pre každés∈ N a ξi ∈ R, i = 1, . . . ,s. Preto ak bodx ∈ Rd leží v konvexnom obale












preξi ∈ [0,1], a bodTA(x) teda leží v konvexnom obale bodovTA(xi). Zložením dvoch
invariantných zobrazení dostávame invariantné zobrazenie, čím je dôkaz ukoňcený.
Tvrdenie 1.2. Nech P je absolútne spojité rozdelenie pravdepodobnosti naRd ngu-
lárne symetrické okolo boduθ ∈ Rd. Potom pre každé x∈ Rd je
SD(x;P)≤ SD(θ+α(x−θ) ;P)
pre každéα ∈ [0,1]. Ďalej platí SD(θ;P) = 2−d.
Dôkaz. Pozri Liu [11].
V práci sa pokúsime modifikovat’ konečnorozmerné h́lbky tak, aby sa dali použit’
na špeciálny typ dát, funkcionálne dáta.
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1.2 Funkcionálne dáta
Pri opakujúcich sa meraniach jednej veličiny sačasto stáva, že napozorujeme dáta, na
ktoré je prirodzene výhodnejšie alebo vyslovene nutné nazerat’ ako na reálne funkcie
pre spôsob, akým vznikajú. Ako príklad uved’me experiment,pri ktorom nan ∈ N
pacientoch meriame v priebehu choroby opakovane telesnú teplotu. Inými príkladmi
podobných dát môžu byt’ rôzne meteorologické merania ako merania vel’kosti zrážok,
sily vetra alebo teploty, hydrologické merania výšky hladín riek, merania priebehu
rastu jedincov alebo celých populácií včase, rovnako ako množstvo iných medicín-
skych alebo priemyselných meraní charakteristík meniacich sa včase. Ramsay a Sil-
verman [20, 21] popísali vel’a podobných príkladov.
V našom experimente nai-tom pacientovi prevediemesi ∈ N meraní včasoch
ti1, . . . , tisi , ktoré oznǎcíme akoyi1, . . . ,yisi . Predpokladajme, že všetkyčasy, v ktorých
boli dáta pozorované, sú body z nejakého uzavretého intervalu I ⊂ R, ktorý môžeme
interpretovat’ ako dobu trvania choroby u pacientov. V celej práci budeme bez ujmy
na všeobecnosti za takýto interval brat’I = [0,1]. Inak v prípadeI = [a,b], a,b ∈ R
pristúpime k normujúcej transformáciiˇasu




Ak by sme sa na pozorovania prevedené nai-tom pacientovi pokúsili nazerat’ ako
nasi-rozmerný náhodný vektoryi = (yi1, . . . ,yisi)
T , narazili by sme na závažný prob-
lém, pretože hodnota pozorovaniayi j pre j = 1, . . . ,si závisí nǎcaseti j , v ktorom bolo
meranie prevedené. My sme však apriórne nepredpokladali, že by boli merania tep-
loty prevedené u všetkých pacientov v rovnakýchčasoch, preto nemôžeme merania
y1 j , . . . ,yn j považovat’ za náhodný výber, pretože pozorovania mohli byt’ prevedené
v rôznychčasoch. Dokonca sme ani nepredpokladali, že by pre každého pacienta bol
prevedený rovnaký pǒcet pozorovaní, a preto by sa vo všeobecnosti mohli dokonca
líšit’ dimenzie jednotlivých náhodných vektorovy1, . . . ,yn. Aj v ideálnom prípade
s1 = s2 = . . . = sn = s a t1 j = t2 j = . . . = tn j = t j pre každéj = 1, . . . ,s sa však spo-
mínaný prístup ukazuje ako nevhodné alebo aspoň t’ažkopádne riešenie, pretože sada
pozorovaní u jedného pacienta môže vykazovat’ určitý trend, ktorý ječasto dôležitejší
ako samotné hodnoty vektoru pozorovaní. Pri snahe nahliadat’ na pozorovania ako
na koněcnorozmerné náhodné vektory by sme ale stratili možnosti infere cie trendu,
ktorý pozorovania vykazujú.
Ako prirodzenejší a intuitívne jasnejší prístup sa javí nahliadat’ na sadu meraní
u i-teho pacienta ako nasi hodnôt nejakej nepozorovatel’nej funkcie telesnej teploty
pacientaxi : [0,1] → R v časochti1, . . . , tisi . Tieto funǩcné hodnoty niekedy môžeme
považovat’ za presné, teda nezat’ažené chybou merania,čím pristupujeme na model




, i = 1, . . . ,n, j = 1, . . . ,si.
V praxi však presné merania dostávame zriedka a preto budemeuvažovat’ prípad, kedy
namerané pozorovanieyi j považujeme za hodnotu funkciexi v časeti j zat’aženú neja-
kou náhodnou chybouεi j . Chyby budú tvorit’ náhodný výber z rozdelenia s nulovou
strednou hodnotou a spoločným koněcným rozptylom. Tým prijímame model




+ εi j , i = 1, . . . ,n, j = 1, . . . ,si. (1.8)
Na takéto náhodné funkcie teploty jednotlivých pacientovx1, . . . ,xn sa už môžeme po-
zerat’ ako na náhodný výber z rozdelenia pravdepodobnostiP na nejakom priestoreM
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funkcií s definǐcným oborom v intervale[0,1]. Takéto dáta, ktoré môžeme reprezento-
vat’ funkciou, nazývamefunkcionálne dáta.
Aby sme tieto nepozorovatel’né funkcie mohli odhadnút’ na základe napozorova-
ných vektorovyi, budeme od funkcionálneho priestoruM vyžadovat’, aby spľnoval
niektoré prirodzené vlastnosti vyplývajúce z povahy experim ntu.
Vo všetkých spomenutých príkladoch môžeme apriórne predpokladat’, že funkcie
tvoriace namerané pozorovania sú spojité, prípadne až do istej miery hladké. Ak zo-
staneme pri príklade s priebehom telesnej teploty u pacientov, tá sa zrejme tiež nebude
menit’ skokovite v priebehǔcasu a rovnako ako väčšina procesov v prírode bude vy-
kazovat’ aj istú hladkost’ v priebehu. Preto sa v analýze funkcionálnych dát budeme
obmedzovat’ na spojité funkcie, v niektorých prípadoch dokonca na hladké funkcie.
Iným argumentom v prospech toho, že je dôležité obmedzovat’priestor funkciíM
(napríklad na triedu spojitých funkcií) je to, že ak by sme nekládli na trajektórie ná-
hodných procesov, akými tieto funkcie vlastne sú, žiadne pred oklady, dostali by sme
niečo ako nekoněcnorozmernú sadu náhodných veličín bez nejakého jednoduchého
súvisu medzi nimi. Pretože ale môžeme vykonat’ v priebehučasu reálne iba konečné
množstvo pozorovaní funkčných hodnôt, nemali by sme žiadnu informáciu o priebehu
funkcií v časoch medzi diskrétnymičasmi meraní a tak by sa celá analýza dát ako
funkcií opät’ musela redukovat’ na konečnorozmernú analýzu jednotlivých meraní.
Narazili sme na to, že v skutočnosti napriek tomu, že dáta považujeme za funkcie,
nikdy ich nemôžeme pozorovat’ vo všetkých bodoch ich definičného oboru. Každá
sada pozorovaní jedného objektu je teda podl’a 1.8 iba aproximácia skutǒcnej funǩc-
nej hodnoty nepozorovatel’nej funkcie v niekol’kých diskrétnychčasových okamihoch.
Preto, aby sme sa na pozorovanie mohli skutočne pozerat’ ako na funkciu, musíme sa-
motnú realizáciu náhodného procesu odhadnút’ na základe pozorovaní v jednotlivých
bodoch. Ako uvádzajú Ramsay a Silverman [21], toto je možné v podstate dvomi rôz-
nymi spôsobmi:
• Vyhladzovanie bodovyi j založené na parametrickej regresii (koneč orozmerný
prípad)
• Lokálne vyhladzovanie alebo jadrové odhadyxi založené na neparametrickej
regresii (nekoněcnorozmerný prípad)
Podstatný rozdiel medzi týmito dvomi prístupmi je v odlišnosti priestoruM tvoreného
funkciami, ktoré je možné takýmto vyhladením získat’. Opustime teraz príklad s me-
raním telesnej teploty pacientov a zhrňme, akým spôsobom je možné postupovat’ pri
aproximácii nejakej funkciex.
Predpokladajme, že z povahy dát je zrejmé, že skutočná nepozorovatel’ná funkcia
x, ktorú sa v prvom kroku snažíme odhadnút’, je diferencovatel’ná a má spojité derivá-
cie až do ráduK ∈N0∪{∞}. Predpokladáme teda platnost’M ⊆C(K) ([0,1]). V prvom
prípade regresného vyhladenia aproximujeme funkciux nejakou lineárnou kombiná-
ciou d ∈ N vhodne volených bázových funkcií{ϕi}di=1 ⊂ C(K) ([0,1]). Nájdeme tak
priblíženie nameraných hodnôt funkciou z koneč orozmerného vektorového priestoru





ciϕi (t) ∈C(K) ([0,1]) : c= (c1, . . . ,cd)T ∈ Rd
}
. (1.9)
Jedná sa teda o funkcie jednoznač e dané bázovými funkciami a vektorom konštánt
c= (c1, . . . ,cd)
T ∈ Rd.
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V druhom prípade lokálneho alebo jadrového vyhladzovania už dostávame neko-
něcnorozmerný, a teda t’ažko popísatel’ný priestor funkcií.Z toho dôvodu už v d’alšom
nebudeme môct’ využívat’ jednoduché vlastnosti konečnorozmerných priestorov tak
ako v prípade regresného vyhladzovania. Na takýto odhad funkciex budeme nahliadat’
ako na funkciux∈C(K) ([0,1]) bez možnosti nejakej reštrikcie na vlastný podpriestor.
Pri d’alšej analýze funkcionálnych dát sa stotožňuje nepozorovatel’ná funkciax
s jej odhadom založeným na vyhladzovaní.
Vel’kou výhodou funkcionálneho poňatia dát je to, že pri predpoklade hladkosti je
možné pracovat’ aj s tvarom samotnej funkcie a to tak, že je možné analýzu previest’
nielen na funǩcné hodnotyx(t) v bodocht ∈ [0,1], ale aj na derivácie pozorovanej fun-
kcie. Zaved’me konvenciu, že funkčnú hodnotu funkciex v bode jej definǐcného oboru
t budeme považovat’ za nultú deriváciu funkciex v bodet, a oznǎcujme d’alej ako
x(k) (t) k-tu deriváciu funkciex v bodet ∈ (0,1) prek = 0, . . . ,K. Rozšírenie analýzy
na všetky dostupné derivácie podstatne rozširuje možnostiinferencie funkcionálnych
dát o možnost’ skúmania tvaru funkcií. Ako však uvidíme, žiadn doposial’ zavedená
a používaná h́lbka pre funkcionálne dáta takýmto spôsobom tvar funkcie dovýpočtu
jej h́lbky nezahřnuje.
Uved’me však ešte funkcionálnu analógiu definície štatistickej h́lbkovej funkcie
tak ako ju budeme neskôr používat’. NechM ⊂C([0,1]) a‖.‖ je norma naM.
Definícia:(Štatistická h́lbková funkcia v C([0,1]))
Štatistická h́lbková funkciav priestoreM ⊂ C([0,1]) je také obmedzené a nezáporné
zobrazenie
D(.; .) : M×P (M)→ [0,1],
že
P1 rovnost’
D(ax+b;PaX+b) = D(x;PX) (1.10)
platí pre pre každéPX ∈ P (M), pre každéx ∈ M a pre všetkya,b ∈ M, kde
ax(t) = a(t)x(t) pret ∈ [0,1].
P2 D(θ;P) = supx∈M D(x;P) platí pre každéP∈ P (M) také, žeθ je stredom (an-
gulárnej) symetrie rozdeleniaP.
P3 pre každéP ∈ P (M) s bodom s najvyššou hodnotou hĺbky (najhlbším bodom)
θ ∈ M platí
D(x;P)≤ D(θ+α(x−θ) ;P)
pre každéα ∈ [0,1] ax∈ M.





V prípade, že nepozorovatel’né funkcie stotožňujeme s funkciami získanými paramet-
rickým regresným vyhladením diskrétnych pozorovaní, získavame vždy iba funkcio-
nálne pozorovania z konečnorozmerného priestoru charakterizovaného množinou bá-
zových funkcií{ϕi}di=1 ⊂C(K) ([0,1]). Funkcie{ϕi}
d
i=1 budeme v celom d’alšom texte
bez ujmy na všeobecnosti považovat’ za lineárne nezávislé.Jedná sa už teda o po-
zorovania z rozdelenia na vlastnom lineárnom podpriestoreL ⊂ C(K) ([0,1]) zavede-
nom v 1.9. Môžeme ich preto vzájomne jednoznač e stotož̌novat’ s vektorom konštánt
c= (c1, . . . ,cd)
T ∈ Rd vzhl’adom k báze.
Predpokladajme d’alej, že aj funkcie, ktorých hĺbku budeme vǒci rozdeleniu na
priestoreL merat’, budú vyhladené rovnakým spôsobom ako všetky ostatné fu kcie,
a teda budú prvkamiL .
Týmto sa však ale môžeme v celom d’alšom postupe obmedzit’ natakýto koněc-
norozmerný podpriestor a ak použijeme vetu o izomorfizme konečnedimenzionálnych
vektorových priestorov, môžeme stotožnit’ priestorL s priestoromRd izomorfizmom
daným vzt’ahom




ciϕi (t) 7−→ (c1, . . . ,cd)T . (2.1)
Pretože zobrazenieψ zachováva všetky „podstatné“ vlastnosti oboch priestorov, je
možné prejst’ izomorfne do priestoruRd, vyčíslit’ hĺbku funkcie∑di=1ciϕi (t) na jej
koeficientoch vzhl’adom k báze(c1, . . . ,cd)
T voči rozdeleniuPψ = ψ(P) naRd a fun-
kcii priradit’ hĺbku jej koeficientov vǒci rozdeleniu indukovanému zobrazenímψ.
Na základe takejto úvahy môžeme definovat’ jednu triedu hĺbok pre funkcionálne
dáta z koněcnorozmerných podpriestorov priestorov funkcií.
Definícia:(Indukovaná funkcionálna h́lbka)




→ [0,1] je štatistická h́lbková funkcia a nechP je rozdelenie
pravdepodobnosti nad-rozmernom vektorovom priestore funkciíL ⊂C([0,1]) danom
bázou{ϕi}di=1 ⊂C([0,1]). Potomhĺbka indukovaná štatistickou hĺbkovou funkciou D
voči rozdeleniu pravdepodobnosti Pje zobrazenie
DL (.;P) : L → [0,1]
také, že prex(t) = ∑di=1ciϕi (t) je






Vyšetrime teraz, za akých podmienok budeDL skutǒcne štatistickou h́lbkovou fun-
kciou.
Tvrdenie 2.1. Nech P je rozdelenie pravdepodobnosti na unitárnom priestorL ⊂





[0,1] je štatistická h́lbková funkcia. Potom zobrazenie DL (.;P) : L → [0,1] definované
v 2.2 je štatistickou h́lbkovou funkciou na priestoreL .
Dôkaz. NechD(.;P) je štatistická h́lbková funkcia ax(t) = ∑di=1ciϕi (t) ∈ L . Stotož-
nime priestoryL aRd zobrazenímψ : L → Rd zavedeným v 2.1. Afinné transformá-
cie L budú teda priamo afinné transformácie koeficientov funkciíc ∈ Rd. Preto afin-
nou transformáciou funkciex pomocou zobrazeniaTA,b určeného regulárnou maticou










kdev= (v1, . . . ,vd)















= DL (x;P) (2.3)
pre každú regulárnu maticuA∈Rd×d a pre každý vektorb= (b1, . . . ,bd)
T ∈Rd. Pred-
poklad afinnej invariancie P1 je teda preDL (.;P) triviálne splnený.
V d’alšom budeme bez ujmy na všeobecnosti predpokladat’, žebáza priestoruL
je ortonormálna vǒci skalárnemu sú̌cinu naL . To je možné, pretože podl’a 2.3 je
indukovaná h́lbka funkcií invariantná vǒci afinnej, a teda aj lineárnej transformácii
vektorov koeficientov vǒci báze. Lineárna transformácia vektoru koeficientovc voči
bázovým funkciám pomocou regulárnej maticeA však nie je nǐc iné ako vyjadrenie
vektoruc voči transformovanej báze funkcií priestoruL danej maticou prechoduA.
Grammova-Schmidtova ortonormalizácia bázy funkcií{ϕi}di=1 je tiež lineárna trans-
formácia, a preto bude hĺbka funkciex voči l’ubovol’nej báze{ϕi}di=1 rovnaká ako
indukovaná h́lbkax voči ortonormalizovanej báze priestoruL .
Vyšetrujme teraz podmienku P2. Za stred symetrie budeme považovat’ stred an-
gulárnej symetrie a skalárny súčin na priestoreL oznǎcíme 〈., .〉
L
. Ukážeme, že za
uvedených predpokladov sú skalárny súčin na vektoroch koeficientov funkcií a ska-
lárny sú̌cin 〈., .〉
L




























Zobrazenieψ je teda unitárny izomorfizmus priestorovL a Rd, a preto stredy sy-
metrie v oboch priestoroch budú pomocou zobrazeniaψ sebe zodpovedajúce body.
Podmienka P2 je teda splnená.
Pretože zobrazenieψ je izomorfizmus a teda zachováva lineárnu štruktúru, pod-
mienka monotónie relatívnej voči najhlbšiemu bodu P3 v definícii štatistickej hĺbkovej
funkcie je tiež triviálne splnená.
Nakoniec podmienka limitného správania hĺbkovej funkcie P4 je rovnako splnená,
pretože podl’a 2.4 platí‖ f‖
L
= ‖c‖ a norma v oboch priestoroch je totožná.
Preto zobrazenieDL (.;P) indukované štatistickou hĺbkovou funkciouD pomocou
zobrazeniaψ je štatistickou h́lbkovou funkciou v priestoreL .
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Konštrukciou 2.2 teda dostávame pre každú hĺbku v Rd nejakú h́lbku v d-rozmer-
nom priestore funkcií.
Napriek tomu, že podl’a tvrdenia 2.1 je indukovaná hĺbka koněcnorozmerných fun-
kcionálnych dát skutǒcne štatistickou h́lbkovou funkciou, použitie takejto triedy hĺb-
kových funkcionálov je vel’mi limitované. To je dané najmä tým, že vä̌cšinou býva
dimenzia priestoru, do ktorého sa funkcie regresne vyhladzujú relatívne vysoká vǒci
počtu pozorovaných funkcií v náhodnom výbere. Preto typickýmjavom, ktorý pri po-
čítaní takejto h́lbky nastáva, a zároveň najvä̌cší problém v praktickom použití indu-
kovaných h́lbok je to, že vel’káčast’, prípadne dokonca všetky funkcie náhodného
výberu dostanú nulovú hĺbku. To je spôsobené tým, že v priestore vysokej dimenzie je
jednoducho príliš málo pozorovaní na rozlíšenie typickýchod odl’ahlých. Tento jav si
ilustrujeme na dvoch príkladoch reálnych a simulovaných dát.
Najprv však uved’me niekol’ko technických detailov. Všetky výpočty vo všetkých
príkladoch boli vykonané v programeR 2.11.1 ([19]). Hĺbka dvojrozmerných dát
a h́lbka viacrozmerných koeficientov funkcionálnych dát v prípade indukovaných hĺ-
bok bola pǒcítaná pomocou procedúr z balíkadepth ([18]). V ostatných príkladoch
funkcionálnych dát boli funkcie prevedené do diskretizovanej podoby v 101 (v kapitole
5 do 51) bodoch mriežky (ekvidistantných bodoch definičného oboru). To znamená, že
sme každú funkciu interne reprezentovali ako 101-rozmernývektor funǩcných hod-
nôt na mriežke. V kapitole 4 budeme využívat’ hodnoty prvej drivácie funkcií. Tie
vždy získavame pomocou vhodnej metódy numerického diferencovania (závisiacej od
samotnej metódy vyhladzovania funkcií) a následne opät’ diskretizujeme do 101 bo-
dov mriežky. H́lbky funkcií boli pre urýchlenie výpǒctov pǒcítané pomocou procedúr
naprogramovaných v jazykuC++ (pozri prílohu A pre zdrojové kódy) a následne pou-
žitých volaním do programuR (pozri prílohu B).
Príklad 5. Majme náhodný výber funkcionálnych dát pozostávajúci z priemerných
teplôt v jednotlivých ďnoch roka v 35 kanadských mestách (pozri Ramsay a Silver-
man [20]). Pre každé mesto regresne vyhladíme týchto 365 diskrétnych pozorovaní do
priestoru dimenzie 5 trigonometrických polynómov rádu 2. Hĺbku takýchto dát spo-
čítame pomocou indukovanej polopriestorovej hĺbky. Na obrázku 2.1 máme v l’avej
časti znázornené tieto vyhladené pozorovania. V pravejčasti je zvýraznených 10 %
pozorovaní s najvyššou a najnižšou hodnotou hĺbky voči náhodnému výberu podobne
ako v predchádzajúcich príkladoch.
Pozorovania boli podl’a rastúcej hĺbky rozdelené do štyroch skupín, vel’ká väčšina
ich však dostala najmenšiu, nulovú hĺbku. Napriek tomu, že skupina funkcií s najväč-
šou h́lbkou zodpovedá našej predstave o funkciách s „typickým priebehom“, všetky
funkcie s najnižšou h́lbkou uřcite nemôžeme prehlásit’ za kandidátov na odl’ahlé po-
zorovania.
Príklad 6. Majme náhodný výber simulovaných dát, ktorý tvoria dve skupiny rýdze
rastúcich funkcií a jedna netypická klesajúca funkcia. Dáta boli vyhladené do pries-
toru kubických B-spline funkcií s jedným uzlovým bodom uprost ed intervalu[−1,1].
Na obrázku 2.2 sú rovnako ako v príklade 5 znázornené najprv tieto vyhladené po-
zorovania a následne zvýraznené pozorovania s extrémnymi hodnotami indukovanej
polopriestorovej h́lbky vzhl’adom k náhodnému výberu. Funkcií je však príliš málo na
to, aby vôbec boli rozlíšené pomocou indukovanej hĺbky, a tak boli pozorovania roz-
triedené iba do dvoch skupín, pričom jediná funkcia dostala nenulovú hodnotu hĺbky.
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35 pozorovaní, 4 úrovne hĺbky












Obr. 2.1: Indukovaná polopriestorová hĺbka a kanadské počasie.
Poznamenajme však, že táto funkcia s najväčšou hodnotou h́lbky sa skutǒcne javí ako
typická v náhodnom výbere.








11 pozorovaní, 2 úrovne hĺbky










Obr. 2.2: Indukovaná polopriestorová hĺbka a simulované dáta.
Ako sme videli na príkladoch, napriek tomu, že indukovaná hĺbka dát je štatistická
hĺbková funkcia, v mnohých prípadoch je prakticky nepoužitel’ná. Jednoznǎcnou ne-
výhodou je obmedzenie sa na koneč orozmerné funkcionálne priestory, no ani v tomto
prípade nemusí dávat’ indukovaná hĺbka dobré výsledky. S rastúcou dimenzionalitou
pozorovaní je totiž príliš citlivá na presnost’ funkcionálych pozorovaní,̌co vo vel’kej
časti prípadov nie je možné zaručit’ vzhl’adom na to, že sme v prvom kroku stotožnili




Zaoberajme sa teraz iným prístupom k určovaniu h́lbky funkcionálnych dát. Najprv
definujeme a niektoré základné vlastnosti uvedieme pre najjdnoduchšiu,Fraimanovu-
Munizovej h́lbku pre funkcionálne dáta. Napriek tomu, že jej použitie je vel’mi obme-
dzené ačasto dáva neuspokojivé výsledky, neskôr niektoré jej vlastnosti použijeme
pri konštrukcii zovšeobecnenia iných hĺbok. Ďalej zavedieme tzv.pásové h́lbky pre
funkcionálne dáta, ktoré sú založené na grafickej reprezentácii funkcií a uřcujú h́lbku
funkcie podl’a toho, ako vel’mi jej graf leží medzi grafmi ostatných funkcií náhodného
výberu, alebo ako vel’mi sa na grafy ostatných funkcií náhodného výberu podobá. Skôr
ako prejdeme k funkcionálnym dátam, zavedieme pásovú hĺbku v jednoduchšom, ko-
něcnorozmernom prípade, pretože ako neskôr uvidíme, pásové hĺbky funkcionálnych
dát sú iba priamym zovšeobecnením pásových hĺbok koněcnorozmerných dát, pričom
niektoré z vlastností konečnorozmerných pásových hĺbok sa priamo prenášajú aj na
funkcionálny prípad.
3.1 Fraimanova-Munizovej h́lbka
Fraimanov a Munizoveǰclánok [10] je možné považovat’ za prvý systematický výskum
možností rozšírenia hĺbky dát na funkcionálny prípad. Je vňom odvodený jednoduchý
hĺbkový funkcionál založený na tom, že danú jednorozmernú hĺbkovú funkciu tvaru
1.1 je možné upravit’ tak, aby merala hĺbku voči rozdeleniu s nosičom v sú̌cinovom
priestoreSs l’ubovol’nou dimenzionalitou. Postupuje sa tak, že na priestorSnazeráme




pričom marginálne rozdelenieP na priestoreSλ oznǎcíme akoPλ a projekciu bodus∈S
na podpriestorSλ oznǎcíme akosλ. Potom pre bods∈ Svyhodnotíměciastǒcné h́lbky
Dλ = D(sλ;Pλ) pre λ ∈ Λ a nakoniec ich jednoducho vyintegrujeme cez množinuΛ
(prípadne šcítame alebo spriemerujeme pre spočetný alebo koněcný prípad). Tým do-
stávameFraimanovu-Munizovej h́lbku indukovanú h́lbkovou funkciou D. Takúto h́lbku
samozrejme môžeme použit’ v priestore spojitých funkciíC([0,1]).
Definícia:(Fraimanova-Munizovej h́lbka pre funkcionálne dáta)
Nech P ∈ P (C([0,1])) a x ∈ C([0,1]). Oznǎcme pret ∈ [0,1] ako P(0)t jednoroz-
merné marginálne rozdelenie funkčnej hodnoty funkcií z rozdeleniaP v bodet. Potom
16
Fraimanova-Munizovej h́lbka funkcie x indukovaná hĺbkou D vzhl’adom k rozdeleniu









Výberová verzia Fraimanovej-Munizovej hĺbky je zavedená ako Fraimanova-Munizo-
vej h́lbka pre empirické rozdelenie na priestoreC([0,1]) a tak bude záležat’ na vý-
berovej verzii jednorozmernej hĺbky D. Fraiman a Muniz [10] skúmali podrobnejšie
Fraimanovu-Munizovej h́lbku indukovanú simplexovou a polopriestorovou hĺbkou. Za
istých technických predpokladov na nosič E ⊂C([0,1]) rozdeleniaP bolo pre Fraima-
novu-Munizovej h́lbku indukovanú simplexovou a polopriestorovou hĺbkou dokázané









kdeDn oznǎcuje výberovú verziu h́lbky D.
V článku bola d’alej zavedená jednoduchá aplikácia hĺbkovej funkcie pre funkci-
onálne dáta, najjednoduchší L-odhad strednej hodnoty,α-useknutý priemer funkci-
onálnych dát. Pre náhodný výberX1, . . . ,Xn ∈ E (v našom prípade uvažujemeE ⊂
C([0,1])) sa jedná o aritmetický priemern− ⌊nα⌋ pozorovaní s najvyššou hodno-
tou h́lbky v náhodnom výbere, kde⌊a⌋ je najvä̌cšiem∈ Z také, žem≤ a. Jedná sa
teda o aritmetický priemer takých pozorovaní, ktorých hĺbka je vyššia ako nejaká daná
konštantaβ. Definujme teraz takýto robustný odhad parametru polohy akoho uviedli
Fraiman a Muniz [10].
Definícia:(β-useknutý priemer-populačná verzia)














Podobne môžeme definovat’ výberovú verziuβ- seknutého priemeru.
Definícia:(β-useknutý priemer-výberová verzia)






Dn(x;X1, . . . ,Xn)
]
.
Nech∑ni=1I [Dn(Xi;X1, . . . ,Xn)≥ β] > 0.Potomβ-useknutý priemerfunkcií takéhoto
náhodného výberu definujeme ako
X̂nβ =
∑ni=1I [Dn(Xi;X1, . . . ,Xn)≥ β]Xi
∑ni=1I [Dn(Xi;X1, . . . ,Xn)≥ β]
. (3.4)
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V našom prípade je tvrdenie zaujímavé najmä pre prípad funkcio álneho výberového
priestoruE ⊆C([0,1]), resp. neskôr ajE ⊆C(K) ([0,1]) pre nejakéK ∈ N.
V prípadeβ= 0 sa v tomto prípade jedná o neuseknutý aritmetický priemer funkci-
onálnych pozorovaní, v druhom krajnom prípadeβ = supx∈E⊆C([0,1])D(x;P) sa jedná
o zovšeobecnený medián funkcionálnych dát.
Za predpokladu silnej rovnomernej konzistencie hĺbkovej funkcie je možné doká-
zat’ silnú konzistenciuβ-useknutého priemeru.
Tvrdenie 3.1. Nech P∈ P (E) (nie nutne E⊂ C([0,1])). Nech D, resp. Dn sú po-
pulačná a výberová verzia štatistiky na E také, že platí 3.2. Potom výberová verzia







Dôkaz. Pozri Fraiman a Muniz [10].
Napriek tomu, že Fraimanova-Munizovej hĺbka je za istých predpokladov rovno-
merne silne konzistentná, rozhodne sa nejedná o hĺbkový funkcionál s dobrými vlast-
nost’ami,čo naznǎcuje už jej verzia pre prípad konečnorozmerného rozdelenia. Ak by
sme Fraimanovu-Munizovej hĺbku zavádzali na priestore konečnej dimenzied, bude
sa pre bodx ∈ Rd jednat’ iba o priemer (prípadne súčet) jednorozmerných hĺbok da-
ných projekciou do jednotlivých jednorozmerných marginálnych rozdelení. Skúsme
teda Fraimanovu-Munizovej hĺbku použit’ na známe príklady z kapitoly 1.
Príklad 7. Uvažujme dva náhodné výbery z dvojrozmerného normálneho rozdelenia
z príkladov 1 a 2, resp. 3 a 4. Počítajme dvojrozmernú Fraimanovu-Munizovej hĺbku
indukovanú (napríklad) polopriestorovou hĺbkou každého bodu oboch náhodných vý-
berov vǒci zvyšným pozorovaniam.
V prípade nekorelovaného náhodného výberu (obrázok 3.1) vidíme, že napriek
tomu, že rozdiely oproti h́lbkam z kapitoly 1 sú viditel’né, nezdajú sa byt’ nijako
významné. Hlavné rozdiely sú v extrémnych pozorovaniach v niektorej zo súradníc.
Preto napríklad pozorovanie s výrazne najnižšou hodnotouX- vej zložky bolo zhodne
podl’a polopriestorovej aj simplexovej hĺbky identifikované ako kandidát na odl’ahlý
bod, zatial’čo pomerne typická hodnotaY-ovej zložky mu zarǔcuje vysokú hodnotu
Fraimanovej-Munizovej h́lbky.
Tento jav je ešte lepšie vidiet’ na príklade s korelovaným normálnym rozdelením
(obrázok 3.2). Kontaminujúci bod, napriek tomu, že leží mimo 99% konfideňcnú elipsu
rozdelenia, nie je identifikovaný ako odl’ahlé pozorovanie, a dokonca nadobúda vel’mi
vysokú hodnotu h́lbky. To je spôsobené práve tým, že v rámci oboch zložiek posudzo-
vaných osobitne sú jeho súradnice pomerne typické voči náhodnému výberu a tým aj
sú̌cetčiastǒcných h́lbok súradníc tohto bodu bude vysoký.
Najvä̌cšou slabost’ou Fraimanovej-Munizovej hĺbky a vôbec všetkých hĺbkových
funkcií založených na projekciách do priestorov nižšej dimenzie je neschopnost’ odlí-
šenia bodov štrukturálne sa vymykajúcich náhodnému výberu. Inými slovami, Fraima-
nova-Munizovej h́lbka nemá vlastnost’ afinnej invariancie P1, ale iba vlastnot’ slabej
afinnej invariancie P1b. Práve afinná invariancia zaručuje, že bod vymykajúci sa (elip-
tickej) štruktúre náhodného výberu je správne identifikovaný ko kandidát na odl’ahlé
pozorovanie. Vlastnosti afinnej invariancie Fraimanovej-Munizovej h́lbky vo všeobec-
nejšom prípade neskôr vyplynú z tvrdenia 3.4.
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51 pozorovaní, 31 úrovní hĺbky








Obr. 3.1: Fraimanova-Munizovej hĺbka a dvojrozmerné normálne rozdelenie.








51 pozorovaní, 30 úrovní hĺbky










Obr. 3.2: Fraimanova-Munizovej hĺbka a kontaminované dvojrozmerné normálne roz-
delenie.
Záverom príkladu teda zhrňme dôležité pozorovanie, že aj odl’ahlé body náhod-
ného výberu môžu byt’ pri analýze pomocou Fraimanovej-Munizovej h́lbky mylne
považované za vel’mi typické.
Napriek tomu, že v niektorých prípadoch dáva už pre konečnorozmerné rozdelenia
Fraimanova-Munizovej h́lbka zlé výsledky, ukážme si jej použitie ešte na niekol’kých
príkladoch funkcionálnych dát.
Príklad 8. Pri použití Fraimanovej-Munizovej simplexovej hĺbky na kanadské tep-
lotné dáta popísané v príklade 5 dostávame na pohl’ad vel’midobré výsledky, ako vi-
díme na obrázku 3.3. Takmer rovnaké výsledky by sme dostali použitím Fraimanovej-
Munizovej polopriestorovej h́lbky. Typické funkcie s grafmi výlǔcne uprostred zhluku
pozorovaní dostávajú najväčšie hodnoty h́lbky, zretel’ne odl’ahlé funkcie najmenšie
hodnoty h́lbky. Rozlíšenie funkcií z hl’adiska počtu úrovní h́lbky je výborné: dosiahli
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sme dokonalé rozlíšenie 35 funkcií, pri použití polopriestorovej h́lbky dosahujeme po-
dobný výsledok 33 z 35. Je teda jasné, že aj tak jednoduchý hĺbkový funkcionál ako
Fraimanova-Munizovej h́lbka môže pri jednoduchých sadách pozorovaní dávat’ (zdan-
livo) dobré výsledky.










35 pozorovaní, 35 úrovní hĺbky












Obr. 3.3: Fraimanova-Munizovej hĺbka a kanadské počasie.
Príklad 9. Použime d’alej Fraimanovu-Munizovej simplexovú hĺbku na náhodný vý-
ber rastových kriviek. Jedná sa o klasické dáta pochádzajúce zo štúdie rastu detí Uni-
verzity v Berkeley (pozri Tuddenham a Snyder [27] alebo podobná štúdia od Falk-
nera [7], podrobne popísané Ramsaym a Silvermanom [20, 21]).Pozorovania sú fun-
kcie výšky 54 diev̌cat a 39 chlapcov, každé merané 29-krát od narodenia do osem-
nástych narodenín. Pre jednoduchost’ budeme v našom texte vždy pracovat’ iba s 15
pozorovaniami náhodne vybranými z rastových kriviek chlapcov. Dáta sme previedli
do funkcionálnej podoby metódou vyhladzovania kubickými lokálnymi polynómami
a nejedná sa preto o náhodný výber dát z konečnorozmerného priestoru. Na ich analýzu
sme teda nemohli použit’ indukovanú hĺbku.
Pri použití Fraimanovej-Munizovej simplexovej hĺbky (obrázok 3.4) vidíme rov-
nako ako v príklade 8 dokonalé rozlíšenie funkcií a na pohl’ad dobré rozlíšenie typic-
kých a odl’ahlých pozorovaní. Vel’mi podobné výsledky by opät’ dávala ako Fraima-
nova-Munizovej polopriestorová, tak aj každá iná Fraimanov -Munizovej h́lbka indu-
kovaná h́lbkovou funkciou s dobrými vlastnost’ami.
Príklad 10. Aby sme ukázali funkcionálnu analógiu chyby z príkladu 7, ktorej sa
Fraimanova-Munizovej h́lbka bude dopúšt’at’ pri netypickom rozdelení dát, použime
Fraimanovu-Munizovej simplexovú hĺbku na náhodný výber simulovaných dát z prí-
kladu 6 (obrázok 3.5). Budeme sa snažit’ úspešne identifikovat’ jedinú klesajúcu fun-
kciu v náhodnom výbere rastúcich tak ako sa to podarilo indukovaným h́lbkam (prí-
klad 6). Jedná sa totiž podobne ako v príklade 7 o jasne netypické pozorovanie vǒci
náhodnému výberu napriek tomu, že leží uprostred dvoch zhlukov funkcií. V prípade
Fraimanovej-Munizovej h́lbky však práve klesajúca funkcia, aj ked’ sa tvarom odlišuje


































Obr. 3.4: Fraimanova-Munizovej hĺbka a rast chlapcov.
zovšeobecneného mediánu pre náš náhodný výber. To však zrejme n platí, pretože ako
výberový medián by sme nemali označovat’ funkciu iba preto že leží medzi dvomi
zhlukmi, ale preto, že má v istom zmysle podobné vlastnosti ako funkcie náhodného
výberu. Mediánová funkcia by mala byt’ typická funkcia najlepšie popisujúca roz-
delenie pravdepodobnosti. To však ale jediná klesajúca funkcia v náhodnom výbere
rastúcich byt’ nemôže.
Ako sme videli, Fraimanove-Munizovej hĺbky zlyhávajú, ak majú odlíšit’ v náhod-
nom výbere funkcionálnych dát pozorovania odl’ahlé v tvarefunkcií také, že zárověn
nie sú odl’ahlé v polohe.








11 pozorovaní, 9 úrovní hĺbky










Obr. 3.5: Fraimanova-Munizovej hĺbka a simulované dáta.
Fraimanove-Munizovej h́lbky dosahovali (zdanlivo) dobré výsledky v príkladoch
8, 9, ale napríklad aj v̌clánku Febrera et al. [8], kde pomocou Fraimanovej-Munizovej
hĺbky autori dobre identifikovali odl’ahlé pozorovania v náhodnom výbere funkcií kon-
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centrácie oxidov dusíka v atmosfére v priebehučasu. Dôvodom toho je, že v jednodu-
chom, nepatologickom prípade s vel’kým rozsahom výberu sú pozorovania odl’ahlé
v tvare vä̌cšinou tiež pozorovaniami odl’ahlými v polohe, pretože v náhodnom vý-
bere je jednoducho príliš vel’a podobných funkcií blízko seba a tak pozorovanie nety-
pické v tvare koliduje s ostatnými. V horších prípadoch s malý pǒctom pozorovaní sa
však môže stat’, že Fraimanove-Munizovej hĺbky úplne zlyhajú a ako najtypickejšieho
reprezentanta náhodného výberu vyberú funkciu odl’ahlú v tvare. Tento problém sa
netýka iba jednoduchých Fraimanových-Munizovej hĺbok. Ako ukážeme v̌casti 3.3,
rovnaký problém s odlíšením odl’ahlých pozorovaní určitého typu budú mat’ aj iné
v literatúre odporú̌cané h́lbkové funkcionály.
Vlastnosti Fraimanovej-Munizovej hĺbky nebudeme v tejto chvíli podrobnejšie vy-
šetrovat’, pretože ako neskôr uvidíme, jedná sa iba o špeciálny prípad obsiahnutý v šir-
šej triede zovšeobecnených pásových funkcionálov, ktoré detailnejšie popíšeme v̌casti
3.3.
3.2 Pásové h́lbky pre konečnorozmerné dáta
López-Pintado a Romo [15, 16] zaviedli a skúmalipásové h́lbkypre body zd-rozmer-
ného euklidovského priestoruRd a následne pre funkcionálne dáta z priestoru spojitých
funkcií C([0,1]). Pásová h́lbka má v koněcnorozmernom prípade oproti iným použí-
vaným h́lbkovým funkciám vel’kú výhodu toho, že je jednoducho implementovatel’ná
a výpǒcetne rýchla aj pre vysoké hodnoty dimenzied (pozri kapitolu 6). Je založená
na konceptepásutvoreného bodmi zRd.
Definícia:(Pás vRd)
Pre bodyx1, . . . ,xn ∈ Rd definujmepás tvorený bodmi x1, . . . ,xn ako
R(x1, . . . ,xn) =
{
x∈ Rd : min
i=1,...,n
xi (k)≤ x(k)≤ max
i=1,...,n
xi (k) ,∀k= 1, . . . ,d
}
,
kde x(k) oznǎcuje hodnotuk-tej zložky vektorux ∈ Rd. Jedná sa teda od-rozmerný
interval medzi minimálnymi a maximálnymi súradnicami bodov v každej zložke.
Teraz môžeme zaviest’ pásovú hĺbku pre koněcnorozmerné dáta tak ako López-Pintado
a Romo [15, 16].
Definícia:(Pásová h́lbka v Rd-populačná verzia)




aX1, . . . ,XJ je náhodný výber z rozdelenia
P. Oznǎcme prej = 2, . . . ,J




X1, . . . ,Xj
))
. (3.5)








LP j (x;P) .
V diskrétnom prípade náhodného výberu z konečnorozmerného rozdelenia pravdepo-
dobnosti zavádzame výberovú verziu pásovej hĺbky ako príslušnú U-štatistiku.
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Definícia:(Pásová h́lbka v Rd-výberová verzia)




, n ≥ J a X = (X1, . . . ,Xn)T je náhodný
výber z rozdeleniaP. Oznǎcme prej = 2, . . . ,J











Xi1, . . . ,Xi j
)]
. (3.6)








LP jn (x;X) .
Príklad 11. Rovnako ako v príkladoch 1, 2, 3, 4 a 7 skúsme aplikovat’ na oba ná-
hodné výbery z dvojrozmerného normálneho rozdelenia pásovú h́lbku druhého rádu.
Na obrázkoch 3.6 a 3.7 vidíme, že podobne ako simplexová hĺbka aj pásová h́lbka
dobre rozlišuje body, pretože usporiadala náhodný výber aždo 43 (resp. 36) skupín
rôznych úrovní h́lbky. Samozrejme ako pre všetky hĺbkové funkcie, najhlbšie sú body
blízko centra náhodného výberu a najmenej hlboké body na okrjoch náhodného vý-
beru. Rozdiely oproti simplexovej aj polopriestorovej hĺbke sú minimálne.







51 pozorovaní, 43 úrovní hĺbky








Obr. 3.6: Pásová hĺbka rádu 2 a dvojrozmerné normálne rozdelenie.
Najzaujímavejšie je, že kontaminujúci bod korelovaného rozdelenia nie je identi-
fikovaný ani ako vyslovene typický ani ako odl’ahlý. Pri bližšom skúmaní môžeme
zistit’, že jeho hodnota h́lbky je vyššia ako hodnota hĺbky viac ako 74 % ostatných
pozorovaní. Pásová hĺbka je teda v tomto zmysle medzistupňom medzi afinne inva-
riantnými a Fraimanovými-Munizovej hĺbkami. Ako však dokážeme v tvrdení 3.4, ani
pásová h́lbka nie je afinne invariantná.
Obdobne ako pásovú hĺbku môžeme definovat’zovšeobecnenú pásovú hĺbku v Rd.
Jediným rozdielom je, že namiesto indikátoru toho,či bodx∈ Rd, ktorého h́lbku hl’a-
dáme, leží vo všetkých súradniciach v páse tvorenom niektorými bodmi náhodného
výberu, uvažujeme pomer počtu takých zložiek bodu, ktoré v tomto páse ležia voči
celkovému pǒctu zložiek bodux. Tento pomer môžeme interpretovat’ aj ako mieru
takých zložiekx, ktoré ležia v páse tvorenom bodmi náhodného výberu.
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51 pozorovaní, 36 úrovní hĺbky










Obr. 3.7: Pásová hĺbka rádu 2 a kontaminované dvojrozmerné normálne rozdelenie.
Definícia:(Zovšeobecnená pásová hĺbka v Rd-populačná verzia)




aX1, . . . ,XJ je náhodný výber z rozdelenia
















Potomzovšeobecnená d-dimenzionálna pásová hĺbka J-teho rádu bodu x vzhl’adom








V prípade náhodného výberu postupujeme analogicky ako v prípade pásovej hĺbky.
Definícia:(Zovšeobecnená pásová hĺbka v Rd-výberová verzia)




, n ≥ J a X = (X1, . . . ,Xn)
T je náhodný























Potomzovšeobecnená d-dimenzionálna pásová hĺbka J-teho rádu bodu x vzhl’adom








V prípade všetkých pásových hĺbok sa ako parameter ráduJ väčšinou v praxi z dôvodu
vysokej výpǒcetnej nárǒcnosti (pozri kapitolu 6) volíJ = 2, 3 alebo v krajnom prípade
4, my však pre teoretické účely budeme uvažovat’ všetky možné vol’byJ.
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Pretože zovšeobecnená pásová hĺbka ráduJ= 2 ajJ= 3 je ekvivalentná Fraimano-
vej-Munizovej simplexovej h́lbke (viac kapitola 6), v príkladoch použitia zovšeobec-
nenej pásovej h́lbky sa môžeme odkázat’ na príklad 7.
Aby sme lepšie videli prěco pásové h́lbky prirodzene využívajú geometrické vlast-
nosti súradnicového systému vRd, budeme pre zobrazovanie koneč orozmerných dát
vyšších dimenzií používat’paralelný súradnicový systém. V princípe sa jedná o to, že
zložkyd-rozmerného reálneho vektoru znázorníme nad rovnobežných rovnako vzdia-
lených osiach. Prei = 1, . . . ,d vynášame nai-tu os hodnotui-tej súradnice vektoru.
Napríklad, bod(1,0,1,3)T ∈R4 môžeme v tomto prípade znázornit’ ako na prvejčasti
obrázku 3.8.














Obr. 3.8: Bod(1,0,1,3)T ∈ R4 a pás znázornené v paralelných súradniciach.
V takomto súradnicovom systéme je tiež pohodlné vykresl’ovat pásy vRd, pre-
tože minimálna i maximálna zložka utvárajúca pás v každej súradnici je jednoducho
znázornitel’ná. Rovnako je možné l’ahko z takéhoto grafu zistit’ mieru náležania bodu







Graficky vyhodnotíme mieru náležania bodux= (1,0,1,3)T do takéhoto pásu (druhá
čast’ obrázku 3.8, pás je znázornený šrafovaním). Z obrázkuje jasne vidiet’, že bodx
leží v páseB(x1,x2,x3) v prvej, druhej a štvrtej zložke, v tretej zložke naopak v páse
neleží, platilo by teda


















Znázornenie koněcnorozmerných bodov v paralelných súradniciach je teda praktické
a prirodzené najmä pre účely pǒcítaniad-dimenzionálnej pásovej hĺbky.
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Zárověn sa však ukazujú možnosti zovšeobecnenia konečnorozmerných pásových
hĺbok na funkcionálny prípad, pretože prirodzeným zovšeobecnením paralelných sú-
radníc na funkcionálne alebo aj iné nekoneč orozmerné dáta je pripustenie nekoneč
mnohých paralelných osí. K takémuto zovšeobecneniu môžemepristúpit’ v oboch
nekoněcnorozmerných prípadoch spočetnej aj nespǒcetnej mohutnosti pǒctu dimen-
zií. Grafické znázornenie funkcií v paralelných súradniciach je prirodzené, pretože sa
jedná o bežné zobrazenie reálnej funkciex : [0,1]→ R pomocou jej grafu v kartézskej
sústave súradníc vR2.
Rozšírením koněcnorozmernej pásovej hĺbky na reálne funkcie s kompaktným no-
sičom, teda nespočetnorozmerné dáta, dostaneme práve funkcionálnu pásovú hĺbku
ako ju popíšeme v̌casti 3.3.
Koněcnorozmernú zovšeobecnenú pásovú hĺbku nie je možné rozšírit’ na funkci-
onálne dáta z dôvodu nekonečnej mohutnosti nosiča. Môžeme však zaviest’ nejakú
pravdepodobnostnú mieruP[0,1] na množine[0,1] a následne zovšeobecnenú pásovú
hĺbku funkcionálnych dát definovat’ akoP[0,1]-mieru takých bodov, ktoré ležia v páse
tvorenom niektorými funkciami náhodného výberu. Obe verzie pásovej h́lbky pre fun-
kcionálne dáta takýmto spôsobom definujeme včasti 3.3.
Ukážme teraz niektoré vlastnosti pásových hĺbok v Rd. Triviálne pozorovanie je,
že všetky koněcnorozmerné pásové hĺbky sú U-štatistiky.
Tvrdenie 3.2. Nech J= 2,3, . . ., n≥ J a x∈ Rd. Potom LP(J)n (x; .) aj GLP
(J)
n (x; .) sú
U-štatistiky rádu J.
Dôkaz. López-Pintado a Romo [16] dokázali, že akH2, . . . ,HJ sú U-štatistiky rádov
{2, . . . ,J}, potom




H j (x1, . . . ,xn) (3.9)
je U-štatistika ráduJ. Zrejme však v našom prípade sú obe pásové hĺbky až na multip-
likatívnu konštantu sú̌ctom takýchto U-štatistík, v prípadeLP(J)n sa jedná o šcítance











xi1, . . . ,xi j
)]
,
pre pevnéj U-štatistiky ráduj s jadrom
h j
(






x1, . . . ,x j
)]
,
a podobne preGLP(J)n sa jedná o šcítance




















rovnako U-štatistiky ráduj s jadrom
hGj
(

















Preto je týmto podl’a 3.9 tvrdenie dokázané.
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Venujme sa teraz vyšetrovaniu d’alších prirodzených vlastností, ktoré by rozumná
hĺbková funkcia mala splňovat’, medzi inými aj podmienku spojitosti. Pre tento účel si
pripoměnme definíciu zhora a zdola polospojitých funkcií.
Definícia:(Polospojitá funkcia)
NechM je topologický priestor ax : M → R je nejaká funkcia na priestoreM. Hovo-
ríme, žex je zhora (resp. zdola) polospojitá v bode t0 ∈ M, ak platí podmienka
limsup
t→t0




x(t)≥ x(t0) . (3.11)
Funkciax je zhora (zdola) polospojitá na na množine Y⊂ M, ak je zhora (zdola)
polospojitá v každom bodet ∈Y.
Pre pásovú h́lbku vRd platí nasledujúca veta, ktorá zhŕňa nakol’ko je takto definovaná
funkcia skutǒcne štatistickou h́lbkovou funkciou v zmysle definície v̌casti 1.1.
Tvrdenie 3.3. Nech P je absolútne spojité rozdelenie pravdepodobnosti naRd.
• Nech marginálne rozdelenia P sú symetrické okolo boduθ∈Rd a navyše hustota
rozdelenia P je kladná na nejakom okolíθ. Potom LP(J) (x;P) je maximalizovaná
jediným bodom, a to práve bodomθ.
• Nech marginálne rozdelenia P sú symetrické okolo boduθ ∈ Rd. Potom
LP(J) (x;P)≤ LP(J) (θ+α(x−θ) ;P)
pre každéα ∈ [0,1] a x∈ Rd.
• AkXn = (X1, . . . ,Xn)













• Potom LP(J) (x;P) je zhora polospojitá funkcia naRd. Ak navyše marginálne
rozdelenia P sú absolútne spojité, potom LP(J) (x;P) je spojitá funkcia naRd.
Dôkaz. Pozri López-Pintado a Romo [16].
Podl’a tvrdenia 3.3 teda za technických predpokladov absolútnej spojitosti rozde-
lenia, symetrie marginálnych rozdelení a nenulovosti hustoty na nejakom okolí bodu
stredu symetrie platia podmienky P2, P3 a P4 z definície štatistickej h́lbkovej funkcie.
Ukážeme však, že podmienka afinnej invariancie P1 pre pásovúhĺbku vo viacrozmer-
ných priestoroch neplatí.




a x∈ Rd. Potom platí:
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• pásová h́lbka je slabo afinne invariantná, to znamená platí 1.6.
• pre d= 1 je pásová h́lbka afinne invariantná, to znamená platí 1.5.
• pre d> 1 nie je pásová h́lbka afinne invariantná okrem degenerovaného prípadu
rozdelenia pravdepodobnosti s nosičom v jednorozmernom podpriestore genero-
vanom jedným z vektorov priestoruRd.
Dôkaz. Prvá čast’ tvrdenia o slabej afinnej invariancii plynie z toho, žeminimálne
a maximálne súradnice množiny bodovR⊂Rd zostávajú ekvivariantné̌ci už pri náso-
bení reálnym̌císlomc 6= 0, ako aj pri prǐcítaní vektorub∈ Rd. Pre minimálnu a maxi-
málnu súradnicuk-tej zložky vektorov platí
cmin
X∈R
X (k)+b(k) = min
X∈cR+b
X (k) ,c≥ 0,
cmax
X∈R
X (k)+b(k) = max
X∈cR+b
X (k) ,c≥ 0,
cmin
X∈R
X (k)+b(k) = max
X∈cR+b
X (k) ,c≤ 0,
cmax
X∈R
X (k)+b(k) = min
X∈cR+b
X (k) ,c≤ 0.
Dvojprvková množina minimálnej a maximálnej súradnice takzostáva pri slabej afin-
nej transformácii ekvivariantná. Z toho plynie, že pásy zostávajú ekvivariantné, a preto
aj všetky pásové hĺbky zostávajú slabo invariantné.
Druhá čast’ tvrdenia pre jednorozmerný prípad triviálne plynie zprvej, pretože
v jednorozmernom prípade sú afinné transformácie totožné soslabými afinnými trans-
formáciami, pre ktoré sme platnost’ invariancie práve dokázali.
Dokážme teda nakoniec, že pred > 1 neplatí afinná invariancia. Obmedzme sa
na rozdelenia pravdepodobnosti, ktoré spĺňajú podmienku nedegenerovanosti nosiča
uvedenú v tvrdení. Ak totiž nosičom rozdelenia bude jednorozmerný podpriestor daný
niektorým bázovým vektorom priestoruRd, jedná sa zrejme opät’ o prípad úplne ana-
logický prípadud = 1 a preto je v tomto prípade pásová hĺbka opät’ afinne invariantná.
Afinná transformácia je zložením posunutia o vektorb∈Rd a lineárnej transformá-
cie danej regulárnou maticouA∈Rd×d. Pásová h́lbka je však vǒci posunutiu o vektorb
invariantná podl’a prveǰcasti tvrdenia pre vol’buc= 1 v 1.6. Dokážme teda, že pásová
hĺbka nie je lineárne invariantná, to znamená že existuje regulárna maticaA ∈ Rd×d
a vektorx∈ Rd tak, že
LP(J) (Ax;PAX) 6= LP
(J) (x;PX) . (3.12)
To je ekvivalentné tvrdeniu, že existuje= 2, . . . ,J, pás tvorenýj bodmi vRd a bod
x∈ Rd, pre ktorý neplatí ekvivalencia
x∈ R
(




AX1, . . . ,AXj
)
(3.13)
pre nejakúA regulárnu. Majme nejakú množinu bodovX1, . . . ,Xj takú, že
R
(









X1, . . . ,Xj
)
oznǎcuje uzavretý konvexný obal bodovX1, . . . ,Xj . Za predpo-
kladu nedegenerovanosti nosiča rozdelenia bude určite aspǒn pre vol’bu j = 2 s nenulo-








X1, . . . ,Xj
)
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teraz nájdeme regulárnu maticuA tak, že neplatí 3.13.
K tomu stǎcí ukázat’, že existuje taká regulárna maticaA, pre ktorú
Ax /∈ R
(





X1, . . . ,Xj
)
, podl’a Hahn-Banachovej vety o oddelitel’nosti bodu






Zostrojme teraz maticu lineárneho zobrazeniaA tak, žed-rozmerný vektorL repre-
zentujúci lineárnu formuL dosadíme za prvý riadok maticeA a ostatné riadky dode-
finujeme ako l’ubovol’ných(d−1) vektorov doṕlňajúcich bázu priestoruRd. Potom
podl’a 3.16 máme pre prvú zložku lineárne transformovanýchbodov





z čoho plynie platnost’ 3.15, a teda aj to, že neplatí 3.13. Týms e dokázali, že
v prípade, že sa niektorý pás tvorený náhodným výberom z rozdeleniaP nezhoduje
s konvexným obalom tohto náhodného výberu, existuje bod, pre ktorý sa nezachováva
afinná invariancia pásovej hĺbky.
Niekol’ko d’alších zaujímavých tvrdení o pásových hĺbkach vRd dokázali López-
Pintado a Romo [16].
Dôkaz tvrdenia 3.4 nám tiež ukazuje možnost’, ako opravit’ pásové h́lbky tak, aby
boli afinne invariantné. Stačí totiž namiesto „slabo afinného“ pásu používat’ „afinné“
konvexné obaly. To nás vedie k nasledujúcej sérii definíciíkonvexných h́lbokako afinne
invariantných analógií pásových hĺbok.
Definícia:(Konvexná h́lbka v Rd-populačná verzia)




aX1, . . . ,XJ je náhodný výber z rozdelenia
P. Oznǎcme prej = 2, . . . ,J




X1, . . . ,Xj
))
. (3.17)
Potom definujeme potomd-dimenzionálnu konvexnú hĺbku J-teho rádu bodu x vzhl’a-







CD j (x;P) . (3.18)
V prípade náhodného výberu z rozdelenia pravdepodobnostiP môžeme rovnako ako
v prípade pásovej hĺbky zadefinovat’ výberovú verziu pomocou príslušnej U-štatis iky.
Definícia:(Konvexná h́lbka v Rd-výberová verzia)




, n ≥ J a X = (X1, . . . ,Xn)
T je náhodný
















Potom definujeme potomd-dimenzionálnu konvexnú hĺbku J-teho rádu bodu x vzhl’a-







CD jn(x;X) . (3.20)
Konvexná h́lbka však nie je nǐc nové, pretože v špeciálnom prípadeJ = d+ 1 pre
absolútne spojité rozdelenia je ekvivalentná simplexovejhĺbke definovanej včasti
1.1. V absolútne spojitom prípade sú totiž všetkyčlenyCD j a CD jn pre j = 2, . . . ,d
rovné nule. To platí, pretože pravdepodobnost’ javu, že bodx ∈ Rd padne do kon-
vexného obalu náhodného výberuj bodov z absolútne spojitého rozdelenia, ktorý má
d-rozmernú Lebesgueovu mieru 0, je zrejme nulová. Pre prípadabsolútne spojitých
rozdelení je teda pri konvexnej hĺbke J-teho rádu zbytǒcné zah́rňat’ do výpǒctu šcí-
















V prípade konvexných obalov sa však ajčlenyCD j aCD jn pre j > d+1 môžu javit’ ako
zbytǒcné, pretože nesú do istej miery redundantnú informáciu, ktorá bola obsiahnutá
už v (d+1)-tomčlene. Ak napríklad pre jednoduchost’ v dvoch rozmeroch preprípad
náhodného výberu o rozsahun∈ N leží bod vo všetkých simplexoch, bude tiež ležat’
vo všetkých konvexných obaloch prej > (d+1). Ak naopak neleží v žiadnom sim-
plexe, rovnako nebude ležat’ v žiadnom konvexnom obale pre viac bodov. Podobná
úvaha vedie k domnienke, že ak bod leží vm∈ N simplexoch, bude ležat’ v presne
m(n−3) konvexných obaloch tvorených štyrmi bodmi. Takto jednoducho však výpo-
čet determinovaný nie je, pretože niektoré štvorbodové kombinácie sa môžu opakovat’.
Vidíme však, že všetky̌cleny pre j > (d+1) sú na rozdiel od pásovej hĺbky do istej
miery uřcenéčlenom j = d+1. Tejto myšlienke sa budeme v jednoduchšom prípade
viac venovat’ v kapitole 6.
Rozšírenie zo simplexov na konvexné obaly získava na dôležitosti v prípade, ak
nepǒcítame h́lbku iba jedného bodu, ale počítame sú̌casne h́lbku celej množiny bodov,
ktorá môže byt’ až nekonečná tak, ako vo funkcionálnom prípade včasti 3.3. Takáto
množina bodov nemusí byt’ celá obsiahnutá ani v jednom simplexe, ale môže byt’
obsiahnutá v nejakom väčšom konvexnom obale. Preto môžu v tomto prípade hrat’
rolu aj pásové (resp. konvexné) hĺbky preJ > (d+1).
V jednoduchom prípade, ak počítame h́lbku jediného bodu, sme došli k záveru,
že afinne invariantná pásová hĺbka nie je nǐc iné ako nejaké zovšeobecnenie simple-
xovej h́lbky dát. Ak budeme teda vyžadovat’ od pásovej hĺbky pre koněcnorozmerné
dáta vlastnost’ afinnej invariancie, budeme pre jednobodové množiny používat’ simple-
xovú h́lbku a pre množiny s vel’kou kardinalitou jej zovšeobecnenie, konvexnú h́lbku.
K týmto úvahám sa neskôr vrátime v kapitole 4.
Jeden dôležitý rozdiel medzi konvexnou, prípadne simplexovou h́lbkou a pásovou
hĺbkou je ten, že konvexná (resp. simplexová) hĺbka sa nedá zovšeobecňovat’ v zmysle
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3.7 a 3.8. Nevieme totiž pre konvexné obaly nájst’ analógiu toho, v kol’kých súradni-
ciach bod leží v páse. Iným spôsobom však toto zovšeobecnenie použijeme v prípade
funkcionálnych dát, ako uvidíme neskôr v kapitole 4.
Pristúpme teraz k rozšíreniu konečnorozmerných pásových hĺbok na prípad fun-
kcionálnych dát.
3.3 Pásové h́lbky pre funkcionálne dáta
Ako sme naznǎcili v diskusii o zobrazovaní bodov v paralelných súradniciach na strane
26, je možné zaviest’ pásové hĺbky aj pre rozdelenia na priestoroch funkcií definova-
ných na uzavretom intervale. Opät’ sa budeme obmedzovat’ napriestorC([0,1]) spoji-
tých funkcií na uzavretom intervale[0,1]⊂ R. Zaved’me preto najprv značenie, ktoré
budeme používat’. Akograf funkcie x∈C([0,1]) budeme oznǎcovat’ množinu
G(x) =
{
(t,x(t))T : t ∈ [0,1]
}
⊂ R2,
ktorá je vlastne nespočetnorozmernou analógioud-bodovej množiny vektoru v para-
lelných súradniciach vykreslených vR2. Graf funkcie môžeme vidiet’ v prveǰcasti
obrázku 3.9. Definujme d’alej rovnako ako v koneč orozmernom prípade pás tvorený
















Obr. 3.9: Funkcia a funkcionálny pás.
množinou funkcií.
Definícia:(Pás vC([0,1]))
Pre funkciex1, . . . ,xn ∈C([0,1]) definujeme ako
B(x1, . . . ,xn) =
{
(t,y)T : t ∈ [0,1], min
i=1,...,n





pás tvorený funkciami x1, . . . ,xn.
Pás je vlastne uzavretá množina vR2 ohranǐcená minimom a maximom funkcií. V dru-
hej časti obrázku 3.9 vidíme pás tvorený tromi funkciami ako šrafov nú množinu, pri-
čom funkcia z l’aveǰcasti obrázka leží v tomto páse pre bodyt ∈ [0,100]∪ [250,365].
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Teraz môžeme zaviest’ pásovú hĺbku pre funkcionálne dáta tak ako López-Pintado
a Romo [15, 16] analogicky konečnorozmernému prípadu.
Definícia:(Pásová h́lbka v C([0,1])-populačná verzia)
Nechx∈C([0,1]), J = 2,3, . . ., nechP∈ P (C([0,1])) a X1, . . . ,XJ je náhodný výber
z rozdeleniaP. Oznǎcme prej = 2, . . . ,J




X1, . . . ,Xj
))
. (3.21)








LP j (x;P) .
ČlenLP j (x;P) interpretujeme ako pravdepodobnost’, že funkciax bude celým svojím
grafom ležat’ v páse danom nejakým náhodným výberom o rozsahu j z rozdeleniaP.
Výberovú verziu zavedieme pomocou U-štatistiky príslušnej 3.21.
Definícia:(Pásová h́lbka v C([0,1])-výberová verzia)
Nechx ∈ C([0,1]), J = 2,3, . . ., nechP∈ P (C([0,1])), n≥ J aX = (X1, . . . ,Xn)
T je
náhodný výber z rozdeleniaP. Oznǎcme prej = 2, . . . ,J











Xi1, . . . ,Xi j
)]
. (3.22)








LP jn (x;X) .
ParameterJ v oboch definíciách určuje maximálny pǒcet funkcií použitých na kon-
štrukciu pásu. Tento koeficient sa zvyčajne pre zjednodušenie výpočtu rovnako ako
pre koněcnorozmerné pásové hĺbky volí J = 2 alebo 3. S rastúcimJ sa aleLP(J)n (x) už
príliš nemení, ako poznamenali na základe simulácií López-Pintado a Romo [16].
Funkciax bude mat’ nulovú výberovú pásovú hĺbku práve vtedy, ked’ l’ubovol’ne
maláčast’ jej grafu bude ležat’ mimo pásuB(X1, . . . ,Xn). Takáto podmienka nenulo-
vosti h́lbky funkcie sa však v prípade konečného náhodného výberu z nespočetnoroz-
merného rozdelenia pravdepodobnostiP ukazuječasto ako príliš reštriktívna. K zo-
všeobecneniu pásovej hĺbky pre funkcie preto použijeme myšlienku zovšeobecnených
koněcnorozmerných pásových hĺbok. Pretože












X1, . . . ,Xj
)]]
,
môžeme v definícii 3.21 namiesto indikátoru použit’ inú, menej reštriktívnu mieru
toho, že funkciax neleží dostatǒcne v páse definovanomj funkciami náhodného vý-
beru. Prirodzenou možnost’ou je použitie Lebesgueovej miery λ na intervale[0,1] tých
bodov, ktoré ležia v páse. Takýmto spôsobom sa zavádza zovšeobecnená pásová hĺbka.
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Definícia:(Zovšeobecnená pásová hĺbka v C([0,1])-populačná verzia)
Nechx∈C([0,1]), J = 2,3, . . ., nechP∈ P (C([0,1])) a X1, . . . ,XJ je náhodný výber
z rozdeleniaP. Oznǎcme prej = 2, . . . ,J ako
A j
(




t ∈ [0,1] : min
r=1,..., j




množinu takých bodovt ∈ [0,1], v ktorých funkciax leží v páse tvorenom funkciami
X1, . . . ,Xj . Oznǎcme d’alej ako






x;X1, . . . ,Xj
))]
.









Na zavedenie výberovej verzie znovu použijeme U-štatistiku.
Definícia:(Zovšeobecnená pásová hĺbka v C([0,1])-výberová verzia)
Nechx ∈ C([0,1]), J = 2,3, . . ., nechP∈ P (C([0,1])), n≥ J aX = (X1, . . . ,Xn)
T je












x;Xi1, . . . ,Xi j
))
.








GLPjn (x;X) . (3.23)
Vlastnosti zovšeobecnenej pásovej hĺbky budú do vel’kej miery podobné vlastnostiam
pásovej h́lbky. Samozrejme je možné pásové hĺbky analogicky zovšeobecnit’ d’alej pre
akúkol’vek vol’bu miery náležania grafu funkcie do pásu.
Fraimanova-Munizovej simplexová hĺbka tak ako sme ju definovali v 3.1 je špe-
ciálnym prípadom zovšeobecnenej pásovej hĺbky ráduJ = 2.
Ukážme teraz niekol’ko príkladov použitia pásových hĺbok na funkcionálne dáta
a porovnajme ich s indukovanými hĺbkami. Pretože zovšeobecnená pásová hĺbka rádu
J = 2 aj 3 je ekvivalentná Fraimanovej-Munizovej simplexovej hĺbke, príklady jej po-
užitia sme už videli v príkladoch 8, 9 a 10. Uvedieme teda iba niekol’ko príkladov
použitia pásovej h́lbky.
Príklad 12. Majme náhodný výber 15 detských rastových funkcií ako v príklade 9.
Výsledky pri použití pásovej hĺbky pre odporú̌canú vol’buJ = 3 sú znázornené na
obrázku 3.10. Z definície pásovej hĺbky vyplýva, že všetky funkcie tvoriace obal (t.j.
minimum a maximum funkcií) náhodného výberu dostávajú triviálne nulovú h́lbku.
Aj to je dôvodom, prěco boli funkcie pomerne slabo rozlíšené iba na 8 úrovní hĺbky.
Ďalším dôvodom slabého rozlíšenia pozorovaní je, že pásováhĺbka môže nadobúdat’









) : k j ∈
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Okrem vysokého pǒctu funkcií s nulovou h́lbkou sa však výsledky zdajú byt’ pomerne
uspokojivé, najhlbšie funkcie sú pozorovania ktoré môžemepovažovat’ za typické vǒci

































Obr. 3.10: Pásová hĺbka rádu 3 a rast chlapcov.
Príklad 13. Majme rovnaký náhodný výber simulovaných dát 10 rastúcich ajednej
klesajúcej funkcie ako v príkladoch 6 a 10. Použime pásovú hĺbku ráduJ = 3 (ob-
rázok 3.11). Vidíme, že výsledky sú vizuálne totožné tým z príkladu 10. Vo výbere
sú dve funkcie s nulovou hĺbkou, pretože obal pozorovaní je tvorený iba dvomi fun-
kciami. Pretože funkcie náhodného výberu sa navzájom takmer nekrížia (majú málo
bodov grafu spolǒcných pre viac funkcií), znamená to, že zovšeobecnená pásová h́lbka
(Fraimanova-Munizovej h́lbka) a pásová h́lbka dávajú vel’mi podobné výsledky. To vi-
díme aj v prípade funkcií s najvyššími hodnotami hĺbky.
Ako funkcie s 10 % najvyššími hodnotami hĺbky sú v oboch prípadoch rovnako ako
v prípade Fraimanovych-Munizovej hĺbok oznǎcené tri funkcie ležiace „uprostred“
náhodného výberu. To je zrejmé, pretože pri výpočte h́lbok sa stále kladie dôraz na
to, aby graf funkcie, ktorej h́lbku pǒcítame, ležaľco najviac v páse tvorenom grafmi
jednotlivých skupín z funkcií náhodného výberu. V oboch prípadoch prostredná, kle-
sajúca funkcia, leží v každom páse obsahujúcom aspoň jednu funkciu zo zhluku vrch-
ných funkcií a aspǒn jednu funkciu zo zhluku spodných funkcií. Preto práve klesajúca
funkcia opät’ dostáva chybne najväčšiu h́lbku a stáva sa výberovou funkcionálnou ana-
lógiou mediánu.
Narazili sme na najvä̌cšiu nevýhodu pásových hĺbok. Rovnako ako jednoduchá
Fraimanova-Munizovej h́lbka totiž odlišujú dobre iba pozorovania odl’ahlé v polohe
(pozorovanie odl’ahlé v polohe bude ležat’ v malom počte pásov), nie sú však schopné
odlíšit’ pozorovania odl’ahlé v tvare. Preto ak by sme aj v príklade 12 uřcovali pá-
sovú h́lbku funkcie, ktorá sa drží blízko strednej hodnoty po celú dobu priebehu, ale
fluktuuje (v krátkych intervaloch sa strieda v priebehu z pomaly klesajúcej na rýchlo
rastúcu), dostala by tiež jednu z najvyšších hodnôt hĺbky. V prípade náhodného vý-
beru vel’mi hladkých striktne rastúcich funkcií však takáto divná funkcia nemôže byt’
oznǎcená ako typická iba preto že sa počas celého priebehu drží z pohl’adu suprémovej
metriky blízko strednej hodnoty.
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11 pozorovaní, 9 úrovní hĺbky










Obr. 3.11: Pásová hĺbka rádu 3 a simulované dáta.
Ako sme práve ukázali, pásové hĺbky nie sú dobrým riešením, ak máme v náhod-
nom výbere aj funkcie odl’ahlé v tvare. Tento problém by sa všk dal vyriešit’ tým, že
by sme do výpǒctu h́lbky pridali informáciu o tvare funkcií. Týmto sa budeme zaobe-
rat’ neskôr v kapitole 4.
Pozrime sa teraz na niekol’ko základných vlastností pásových h́lbok.
Rovnako ako koněcnorozmerné pásové hĺbky, aj funkcionálne pásové hĺbky sú
vo výberovom prípade založené na koncepte U-štatistík. Prekon čnorozmerný prípad
sme toto pozorovanie sformulovali ako tvrdenie 3.2, sformulujme ho teda pre úplnost’
aj vo funkcionálnom prípade.




Dôkaz. Analogicky dôkazu tvrdenia 3.2.
Nasleduje tvrdenie o tom, nakol’ko funkcionálne pásové hĺbky splňujú podmienky
kladené na štatistickú hĺbkovú funkciu. Tieto podmienky by mali byt’ analógiou pod-
mienok kladených na štatistickú hĺbkovú funkciu v koněcnorozmernom prípade tak,
ako sme ich vyšetrovali pre indukované hĺbky v tvrdení 2.1.
Tvrdenie 3.6. Nech P∈ P (C([0,1])) a J= 2,3, . . .. Potom platí:
• Nech x,a,b∈C([0,1]), a(t) 6= 0 pre každé t∈ [0,1]. Potom
LP(J) (x;PX) = LP
(J) (ax+b;PaX+b) .
• AkXn = (X1, . . . ,Xn)














• LP(J) je zhora polospojité zobrazenie na C([0,1]). Ak naviac rozdelenie pravde-
podobnosti P má absolútne spojité marginálne rozdelenia, potom LP(J) je spojité
zobrazenie na C([0,1]).
Dôkaz. Pozri López-Pintado a Romo [16].
Pre funkcionálnu pásovú hĺbku teda platí nekoněcnorozmerná analógia afinnej in-
variancie (podmienka P1) aj podmienka nulovosti limity prefunkciu rastúcu v supré-
movej norme nad všetky medze (podmienka P4). Platnost’ podmienok P2 a P3 vyšet-
ríme vo všeobecnejšom prípade v kapitole 4.
Pre rovnako spojitú množinu funkcií je možné odvodit’ konzistenciu výberových
pásových h́lbok voči populǎcnej verzii.
Tvrdenie 3.7. Nech P∈ P (C([0,1])) s absolútne spojitými marginálnymi rozdele-
niami a J= 2,3, . . .. Potom








• Nech LP(J) má jediné maximum v bode m∈ E a nech mnJ je postupnost’ funkcií









Dôkaz. Pozri López-Pintado a Romo [16].
Napriek tomu, že pásové hĺbky majú množstvo vlastností aké od dobrej hĺbkovej
funkcie ǒcakávame, v príklade 13 sme ukázali, že nie sú schopné odlišovat’ pozoro-
vania odl’ahlé v tvare. Tento problém je možné odstránit’ tým, že vo výpǒcte pásovej
hĺbky použijeme diferencovatel’nost’ funkcií, tedačiste funkcionálnu vlastnost’, ktorá
rozšíri možnosti inferencie aj na rozhodovanie o tom,či funkcia, ktorej h́lbku pǒcí-




Problém pásovej hĺbky s rozoznávaním tvaru funkcií môžeme odstránit’, ak pripus-
tíme diferencovatel’nost’ všetkých funkcií tvoriacich nosič rozdeleniaP. Tým sa ob-
medzíme z priestoru spojitých funkcií na[0,1] na priestor dostatǒcne hladkých funkcií
na [0,1]. V takom prípade už budeme môct’ pracovat’ nielen so samotnou funkčnou
hodnotou pozorovania, ale aj s deriváciami niekol’kých rádov, čo podstatne rozšíri
možnosti detekcie pozorovaní odl’ahlých v tvare.
Pri zavedení novej hĺbky funkcionálnych dát budeme postupovat’ v smere zovše-
obecnenia ako zovšeobecnených pásových hĺbok, tak aj Fraimanovej-Munizovej hĺbky
na funkcie spojite diferencovatel’né do ráduK ∈ N0. Dokážeme niekol’ko dôležitých
vlastností novej h́lbky a na záver ilustrujeme jej použitie na predchádzajúce príklady.
Zaved’me však najprv značenie.
V celom d’alšom texte bude vždyK ∈ N0 oznǎcovat’ rád diferencovatel’nosti všet-
kých uvažovaných funkcií a
α = (α0,α1, . . . ,αK)T ∈ [0,∞)K+1
bude oznǎcovat’ vektor váh, teda napospol nenulových nezáporných konštánt (α 6= 0,
kde znakom 0 budeme označovat’ akočíslo 0∈ R, tak aj vektor 0d ∈ Rd pre každé
d ∈ N).
Urobme najprv dohovor o tom,čo budeme považovat’ za priestorC(K) ([0,1]). Pre-
tože v d’alšom budeme potrebovat’, abyk-ta derivácia funkciex ∈ C(K) ([0,1]) bola
spojitá na celom intervale[0,1], budeme zak-tu deriváciu funkciex v krajnom bode
intervalu[0,1] považovat’ jednostrannú deriváciu v tomto bode pre každék= 1, . . . ,K.
Preto môžemek-tu deriváciu funkciex považovat’ za funkciu spojitú na celom uzavre-
tom intervale[0,1].
Ďalej nechx ∈ C(K) ([0,1]) a t ∈ [0,1]. Zaved’me znǎcenie pre vektor prvýchk =
0, . . . ,K derivácií funkciex v bodet
x(0,...,k) (t) =
(
x(0) (t) ,x(1) (t) , . . . ,x(k) (t)
)T
∈ Rk+1.
Ďalej definujmeK-rozmerný simplex tvorený funkciami{gi}
K+2
i=1 ⊂C
(K) ([0,1]) v bode






a oznǎcme hoSg1,...,gK+2 (t). Poznamenajme na tomto mieste ešte raz, že za simplex







Za normu v priestoreC(K) ([0,1]) berieme prirodzenú suprémovú normu pre fun-








Priamǒciarym zovšeobecnením pásových hĺbok tak, aby odlišovali pozorovania od-























kde x(k) je k-ta derivácia funkciex ∈ C(K) ([0,1]) a P(k) oznǎcuje rozdelenie pravde-
podobnostik-tej derivácie funkcií z rozdelenia pravdepodobnostiP. Výberová verzia
by sa dodefinovala analogicky pásovým hĺbkam. Takáto h́lbka by zrejme bola schopná
odlišovat’ pozorovania odl’ahlé v tvare, pretože ak by sa funkciax líšila tvarom od fun-
kcií náhodného výberu (ako v prípade simulovaných funkcionálnych dát v príkladoch
6, 10 a 13), líšila by sa výrazne práve v niektorej derivácii atak by mal príslušný šcí-
tanec v prípade 4.2 alebočinitel’ v 4.3 nízku hodnotu,̌co by znižovalo celkovú h́lbku
funkcie. V prípade 4.3 by dokonca jeden nulovýčinitel’ mohol znížit’ celkovú h́lbku
funkciex až na nulu,̌cím by sa pozorovanie stalo odl’ahlým iba preto, že je odl’ahlým
v niektorej derivácii.
Na takéto jednoduché hĺbky by sa však neprenášali dobré vlastnosti pásových
hĺbok ako (slabá) afinná invariancia, maximalita v bode stredu symetrie, prípadne
konzistencia výberovej verzie. Ak však 4.2 trochu upravíme, l’ahko sa presveďcíme,
že všetky dobré vlastnosti zovšeobecnenej pásovej hĺbky zostanú zachované a navyše
hĺbka bude schopná odlišovat’ pozorovania odl’ahlé v tvare.
Definujme teraz takéto rozšírenie zovšeobecnenej pásovej hĺbky, a ako uvidíme aj
Fraimanovej-Munizovej h́lbky, na funkcie zC(K) ([0,1]) s pomocou koněcnorozmernej
simplexovej h́lbky.
Definícia:(K-pásová h́lbka-populačná verzia)





α = (α0,α1, . . . ,αK) ∈ [0,∞)K+1, α 6= 0. PotomK-pásovú h́lbku s váhamiα funkcie x















Na výberovú verziuK-pásovej h́lbky sa môžeme pozerat’ aj ako na populačnú verziu
K-pásovej h́lbky voči empirickému rozdeleniu náhodného výberu.
Definícia:(K-pásová h́lbka-výberová verzia)
NechK ∈ N0, n∈ N, n≥ (K+2), x∈C(K) ([0,1]), X = (X1, . . . ,Xn)





, α = (α0,α1, . . . ,αK) ∈ [0,∞)K+1, α 6= 0. PotomK-pásovú
















t ∈ [0,1] : x(0,...,k) (t) ∈ SXi1,...,Xik+2 (t)
)
. (4.4)
SčítanecKLPkn nazvimek-ty sčítanec K-pásovej hĺbkyprek= 0, . . . ,K.
Takto definovaný funkcionál môžeme chápat’ ako vážený aritmet cký priemer fun-
kcionálovKLPkn s váhamiα. Zovšeobecnená pásová hĺbka ráduJ = 2, rovnako ako
aj Fraimanova-Munizovej hĺbka sú zrejme špeciálnym prípadomK-pásovej h́lbky pre
K = 0 aα0 = 1.
Ako v celom texte, v prípade, že bude zrejmé, voči akému rozdeleniu saK-pásová
hĺbka pǒcíta, budeme v značení vynechávat’ argument pravdepodobnostného rozdele-
nia. Dokážme teraz niektoré základné vlastnosti novej hĺbky.




. Potom KLP(K)n je U-štatistika rádu
(K+2).
Dôkaz. Analogicky dôkazu tvrdenia 3.2.
Na k-ty sčítanecK-pásovej h́lbky sa môžeme pozerat’ až na multiplikatívnu kon-
štantu ako na integrál z(k+1)-rozmernej simplexovej hĺbky voči združenému roz-
deleniu funǩcnej hodnoty a prvýchk derivácií funkcií náhodného výberu v bodet ∈
[0,1]. Takáto reprezentácia sa bude hodit’ pri d’alších úvahách.Oznǎcme preto pre
k = 0, . . . ,K a pret ∈ [0,1] marginálne rozdelenie derivácií rádov{0, . . . ,k} funkcie
z rozdelenia pravdepodobnostiP naC(K) ([0,1]) v bodet ∈ [0,1] ako P(0,...,k)t , resp.
pre zdôraznenie k akej náhodnej veličine X sa marginálne rozdelenie vzt’ahuje ako
P(0,...,k)X(t) .
Tvrdenie 4.2. Nech K∈ N0 a PX je rozdelenie pravdepodobnosti náhodnej veličiny
X na C(K) ([0,1]), nech a,b∈C(K) ([0,1]), a(t) 6= 0 [λ]-skoro všade. Potom pre každú
funkciu x∈C(K) ([0,1]) platí rovnost’
KLP(K) (x;PX) = KLP
(K) (ax+b;PaX+b) .
39
Dôkaz. Využijeme reprezentáciuK-pásovej h́lbky ako integrálu zk-rozmernej sim-
plexovej h́lbky pre k = 1, . . . ,K + 1. Vezmime l’ubovol’né pevnét ∈ [0,1] a pevné
k= 0, . . . ,K. Podl’a Leibnizovej formuly pre výpǒcet derivácie sú̌cinu funkcií platí








x(i) (t)a(k−i) (t) .
Pozrime sa teraz na to, ako bude prex∈C(K) ([0,1]) po afinnej transformácii vyzerat’














= Ax(0,...,k) (t)+b(0,...,k) (t) ,




a(0)(t) 0 0 . . . 0
a(1)(t) a(0)(t) 0 . . . 0


















maticu konštánt závislú na hodnotách vektorua(0,...,k) (t).
Vidíme, že sa jedná o afinnú transformáciu vektorux(0,...,k) (t) v priestoreRk+1.
Podl’a vety o afinnej invarianciik-rozmernej simplexovej hĺbky SD(., .) (tvrdenie 1.1)

















= KLPk (x;PX) .
(4.5)
MaticaA je zrejme regulárna práve vtedy, ak(0)(t) 6= 0, čo je práve podmienka(t) 6=
0. Pre platnost’ 4.5 však postačuje afinná invariancia pre simplexovú hĺbku [λ]-s.v.,
preto postǎcuje a 6= 0 pre [λ]-s.v. t ∈ [0,1]. SčítanceK-pásovej h́lbky sú teda afinne
invariantné, preto aj samotnáK-pásová h́lbka je afinne invariantná.
Poznamenajme, že celý dôkaz tvrdenia 4.2 zostáva v platnosti ielen pre h́lbku
počítanú pomocou simplexov, teda konvexných obalov množín bodov v Rk, ale bez
zmeny by platilo aj silnejšie tvrdenie, v ktorom by sme počítali h́lbku funkcie pomo-
cou konvexných obalov bodov nie nutne tvoriacich simplex. Preto afinná invariancia
zostáva v platnosti aj preK-pásovú h́lbku upravenú tak, aby vk-tom šcítanci zohl’a-
dňovala nielen to,̌ci príslušný bodx(0,...,k) (t) leží v (k+1)-rozmernom simplexe, ale
aj to, či leží pre j ∈ N v konvexnom obale tvorenomj bodmi funkcií z náhodného
výberu. V takomto prípade je zrejmé v akom zmysle jeK-pásová h́lbka rozšírením
zovšeobecnenej pásovej hĺbky J-teho rádu pre každéJ.
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. Potom KLP(K) je zhora polospo-
jitý funkcionál na priestore C(K) ([0,1]).
























































X= (X1, . . . ,Xk+2)




náhodný výber(k+2) funkcií z rozdeleniaP. Potom pre každý šcítanecK-pásovej
























































x(0,...,k) (t) ∈ SX (t)
]
dP(X)dt
= KLPk (xn) .
Pretože všetky funkcie vo výpočte sú nezáporné a rovnako obmedzené konštantnou
funkciou 1, ktorá je integrovatel’ná na intervale[0,1] podl’a Lebesgueovej mieryλ,
rovnako ako aj na priestoreΩ podl’a pravdepodobnostnej mieryP, mohli sme vo vý-
počte niekol’kokrát použit’ Fatouovo lemma pre limes superior. Prvé dve nerovnosti
vyplývajú práve z Fatouovho lemma a tretia nerovnost’ vyplýva z toho, že indikáto-
rová funkcia uzavretej množiny, akou zrejme simplex je, je zhora polospojitá. Týmto
41
sme teda dokázali, že sčítanceK-pásovej h́lbky sú zhora polospojité funkcie. Nako-
niec, rovnako s použitím Fatouovho lemma pre limes superiortentokrát pre koněcný
sú̌cet funkciíKLPk (xn) zhora obmedzených opät’ konštantou 1 môžeme ukázat’
limsup
n→∞




















= KLP(K) (x) .
Týmto sme dokázali, žeK-pásová h́lbka je zhora polospojitý funkcionál pre každé
rozdelenie pravdepodobnostiP.
Poznamenajme ešte, že v prípade, že by sme nedefinovaliK-pásovú h́lbku pomo-
cou miery náležania bodov do uzavretých simplexov, ale namiesto toho by sme za sim-
plexy považovali otvorené množiny, platilo by, žeK-pásová h́lbka je zdola polospojitý
funkcionál a dôkaz by zostal rovnaký s jedinou modifikáciou,že namiesto Fatouovho
lemma pre limes superior by sme použili Fatouovo lemma pre lim s inferior.
V d’alšom budeme potrebovat’ analógiu absolútnej spojitosti rozdelenia pravde-
podobnostiP na nejakej triede hladkých funkciíE ⊂ C(K) ([0,1]), kde pripúšt’ame aj
možnost’E ≡C(K) ([0,1]). Tú zavedieme pomocou absolútnej spojitosti marginálnych
rozdelení pre[λ]-s.v.t ∈ [0,1].
Definícia:(absolútne spojité rozdelenie naC(K) ([0,1]))
Rozdelenie pravdepodobnostiP naE ⊂ C(K) ([0,1]) je absolútne spojité, ak platí pre
[λ]-s.v. t ∈ [0,1], že marginálne rozdelenieP(0,...,K)t je absolútne spojité rozdelenie na
priestoreRK+1.
Za predpokladu absolútnej spojitosti rozdelenia platí silnejšie tvrdenie ako tvrdenie 4.3
o spojitostiK-pásovej h́lbky.
Tvrdenie 4.4. Nech K∈ N0 a P je absolútne spojité rozdelenie pravdepodobnosti na
C(K) ([0,1]). Potom KLP(K) je spojitý funkcionál na priestore C(K) ([0,1]).
Dôkaz. Dôkaz tvrdenia založíme na vete o spojitosti integrálu závislého na parametre,
ktorú je možné nájst’ napríklad v knihe Lukeša a Malého [17].Zrejme stǎcí dokázat’
spojitost’ šcítancovK-pásovej h́lbky KLPk pre každék= 0, . . . ,K. Majme teda pevné,
ale l’ubovol’nék∈ {0, . . . ,K}. Máme









Definujme funkciuΨ dvoch premenných, a to jednej funkcionálnej a druhej skalárnej
ako
Ψ : C(K) ([0,1])× [0,1]→ [0,1],











a na takéto zobrazenie aplikujeme vetu o spojitosti integrálu z vislého na parametre.
K tomu potrebujeme overit’ tri predpoklady vety, a to:
Spo1 Pre všetkyx ∈ C(K) ([0,1]) a pre [λ]-skoro všetkyt ∈ [0,1] je funkcia Ψ(., t)
spojitá vx.
Spo2 Pre všetkyx∈C(K) ([0,1]) je funkciaΨ(x, .) [λ]-meratel’ná.
Spo3 Existuje[λ]-integrovatel’ná funkciag na[0,1] taká, že pre všetkyx∈C(K) ([0,1])
a pre všetkyt ∈ [0,1] je |Ψ(x, t)| ≤ g(t).
Zrejme platí |Ψ(x, t)| ≤ 1 a konštantná funkcia je na konečnom intervale integro-
vatel’ná, z čoho plynie platnost’ podmienky Spo3.Ďalej, podmienka meratel’nosti
Spo2 je zrejme tiež triviálne splnená. Dokážme teraz podmienku spojitosti Spo1. Nech








x. Potom platíx(0,...,k)n (t)−−−→
n→∞
x(0,...,k) (t) pre každét ∈ [0,1] a pre každé
k= 0, . . . ,K, ako sme už ukázali v 4.6. Nechk= 1. Ako uvidíme, dôkaz pre iné hodnoty
k by sa robil úplne analogicky. Označme ako
X= (X1,X2,X3)
T : Ω → R2
náhodný výber troch dvojrozmerných náhodných vektorov z absolútne spojitého mar-












































x(0,...,k) (t) ∈ SX
]∣∣∣dP(0,1)t (X)








n (t)x(0,...,k) (t) 6= /0
}
,
takže množina takých dvojíc bodov tvoriacich vrcholy náhodného simplexu, že úsečka
nimi tvorená má spolǒcný bod s úsěckou tvorenou bodmix(0,...,k)n (t) a x(0,...,k) (t).













Limes superior v nerovnosti 4.8 môžeme rozumiet’ ako vo funkcionálnom zmysle





), tak aj v množinovom






























T : x(0,...,k) (t) ∈ X1X2
}












Podl’a 4.7 je koněcneΨ(., t) spojitá vx a tým dostávame podl’a vety o spojitosti in-
tegrálu závislého na parametre spojitost’KLPk naC(K) ([0,1]).
Pre absolútne spojité angulárne symetrické rozdelenia naC(K) ([0,1]) je K-pásová
hĺbka je maximalizovaná vo funkcii tvoriacej stred symetrierozdelenia.
Tvrdenie 4.5. Nech K∈ N0. Nech P je absolútne spojité angulárne symetrické rozde-
lenie na C(K) ([0,1]) so stredom symetrie vo funkciiθ ∈C(K) ([0,1]). Potom platí
arg max
x∈C(K)([0,1])
KLP(K) (x;P) = θ
a zároveň










Ďalej platí, že pre každé x∈C(K) ([0,1]) je KLP(K) ((1−α)θ+αx;P) nerastúca fun-
kcia v argumenteα ∈ [0,1].
Dôkaz. Podl’a tvrdenia 4.2 o afinnej invarianciiK-pásovej h́lbky môžeme bez ujmy
na všeobecnosti predpokladat’, rozdelenieP je angulárne symetrické okolo nulovej
funkcie, pretože inak prejdeme k afinnej transformácii
T (x) = x−θ
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a rozdelenie je po takejto transformácii angulárne symetrické okolo nulovej funkcie
(budeme znǎcit’ jednoducho 0), prǐcom h́lbka transformovaných funkcií sa nezmenila.
To, že mnohorozmerné rozdelenie je (angulárne) symetrickézrejme implikuje, že
všetky jeho marginálne rozdelenia budú rovnako (angulárne) symetrické. RozdelenieP
je angulárne symetrické rozdelenie naC(K) ([0,1]). To znamená, že pre každét ∈ [0,1]
a pre každék = 0, . . . ,K sú rozdeleniaP(0,...,k)t naR
k+1 angulárne symetrické okolo
počiatku. Oznǎcme
g(γ) = γx+(1− γ)θ ∈C(K) ([0,1]) ,γ ∈ [0,1].
Podl’a tvrdenia 1.2 o maximalite a monotónii relatívnej voči najhlbšiemu bodu pre
simplexovú h́lbku potom pre každú funkciux ∈ C(K) ([0,1]) pre 0≤ γ′ ≤ γ′′ ≤ 1 za

























































Tým sme dokázalǐcast’ tvrdenia o relatívnej monotónii a zároveň pre vol’bu γ′ = 0
a γ′′ = 1 aj čast’ tvrdenia o maximalite v bode stredu symetrie.Ďalej opät’ podl’a
tvrdenia 1.2 ak oznǎcíme 0k+1 = (0, . . . ,0)


































Prípad pre jednotkový vektor váhα je zrejmým dôsledkom predchádzajúceho.
Ďalšou vlastnost’ou, ktorú požadujeme od štatistickej hĺbkovej funkcie, je pod-
mienka nulovosti v limite pre také postupnosti funkcií, ktorých norma rastie nad všetky
medze. Táto podmienka však pre žiadnu integrálnu funkcionálnu h́lbku, teda h́lbku
založenú na integrovaní konečnorozmerných h́lbok cez definǐcný obor funkcií podl’a
nejakej koněcnej mieryµ, nemôže byt’ splnená pre všetky spojite diferencovatel’né
funkcie. Existuje jednoduchý protipríklad postupnosti funkcií {gn}
∞
n=1 ⊂ C([−1,1])
takých, že síce platí‖gn‖
(K) −−−→
n→∞





Príklad 14. Nech náhodný výber funkcionálnych dát je tvorenýn = 2 konštantnými
funkciami
x1(t) = 1, x2(t) =−1, t ∈ [−1,1].
Pǒcítajme teraz postupne nejakú integrálnu funkcionálnu hb́ku tvorenú koněcnou mie-





0 pre|t| ≥ 1/n,
−n2t +n pre 0≤ t ≤ 1/n,
n2t +n pre−1/n≤ t ≤ 0.
n∈ N
Funkcieg1, . . . ,g4 sú znázornené na obrázku 4.1. Jedná sa o postupnost’ spojitých









Obr. 4.1: Funkciegi pre i = 1, . . . ,4.
lineárne lomených funkcií takých, že pre
t /∈ An = [−1/n,1/n]
platíx1(t)≤ gn(t)≤ x2(t) a zárověn ‖gn‖
(K) = n−−−→
n→∞
∞. Pretože ale pre každén∈N









= µ(0) = 0,
mámeGS(gn) −−−→
n→∞
µ([−1,1]), čo je v rozpore s predpokladom nulovosti hĺbky v li-
mite. V prípade mieryµ takej, žeµ(0) 6= 0 stǎcí uvažovat’ nejaký bodt0 ∈ [−1,1]
taký, žeµ(t0) = 0 a namiesto pôvodnej postupnosti uvažovat’ funkcie{gn(t − t0)}
∞
n=1.
Preto platí, že pre žiadnu integrálnu funkcionálnu hĺbku (K-pásovú h́lbku, Fraimanovu-
Munizovej h́lbku alebo zovšeobecnenú pásovú hĺbku) neplatí v plnej všeobecnosti
predpoklad nulovosti limity. Tým, že počítame mieru takých bodov definičného oboru
funkcií, pre ktoré funkciegn ležia v páse tvorenom funkciami z náhodného výberu, in-
tegrálna h́lbka stráca kontrolu nad priebehom funkciígn na množinách, ktorých miera
konverguje k nule.
Preto je možné utvorit’ postupnost’ funkciígn tak, aby v suprémovej norme konver-
govali do nekoněcna a aby body, v ktorých nadobúdajú suprémum boli práve v mno-
žinách, ktorých miera konverguje k nule. Analogický protipríklad bude zrejme možné
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zostrojit’ aj pre prípad funkcií zC(K) ([0,1]) pre l’ubovol’néK ∈ N tak, aby pre l’ubo-




∞ a zárověn aby supt∈[0,1]
∣∣∣g(l)n (t)
∣∣∣
boli obmedzené pre každél 6= k.
Predpoklad nulovosti limity teda zrejme nebude možné pre integrálne funkcionálne
hĺbky splnit’ v prípade ak pripustíme, že funkcia, ktorej hĺbku hl’adáme, môže v nie-
ktorej derivácií neobmedzene rást’.
Ukázali sme, žeK-pásová h́lbka spľnuje funkcionálnu analógiu vlastností P1 (tvr-
denie 4.2), P2 a P3 (tvrdenie 4.5) z definície štatistickej hĺbkovej funkcie. Nespľnuje
však vlastnost’ P4 (príklad 14), rovnako ako žiadna integrálna funkcionálna h́lbka.
Vlastnost’ nulovosti v limite by geometricko-funkcionálna h́lbka spľnovala, ak by sme
postupovali v zmysle rozširovania pásovej hĺbky namiesto zovšeobecnenej pásovej
hĺbky. Vo výberovom prípade by sme v 4.4 namiesto Lebesgueovej miery takých bodov
t ∈ [0,1], pre ktoré platí
x(0,...,k) (t) ∈ SXi1,...,Xik+2 (t)
zaviedli tak ako pri pásovej hĺbke v 3.22 za mieru náležania vektorovej funkciex(0,...,k)
do (k+1)-rozmernej množiny
{
SXi1,...,Xik+2 (t) , t ∈ [0,1]
}
jednoduchý indikátor.
Pozrime sa teraz na d’alšiu dôležitú vlastnost’, konzistenciu výberovejK-pásovej
hĺbky ku svojmu populǎcnému náprotivku.
Tvrdenie 4.6. Nech K∈ N0. Označme ako E⊂ C(K) ([0,1]) triedu takých funkcií
x ∈ C(K) ([0,1]), pre ktoré existuje M> 0 také, že platísupx∈E ‖x‖
(K) ≤ M a zároveň{
x(K) : x∈ E
}
je rovnako spojitá trieda funkcií. Nech x∈ E a P je absolútne spojité
















Na všetkých(K +1) derivácií funkciex∈ E sa môžeme pozerat’ aj naraz ako na vek-
torovú funkciu
x(0,...,K) : [0,1]→ RK+1,




x(0,...,K) : x∈ E
}
použijeme Arzélovu-Ascoliho vetu, ktorá zaručí relatívnu kompaktnost’, a teda aj to-
tálnu obmedzenost’ triedyE(0,...,K). Preto pre každéε > 0 bude existovat’ koněcná
ε-siet’ funkcií
{x1, . . . ,xNε} ⊂C
(K) ([0,1]) (4.9)
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kde B(x,ε) je otvorená gul’a v priestoreC(K) ([0,1]) o polomereε a stredex. Podl’a
tvrdenia 4.4 ale v našom prípade absolútne spojitých marginálnych rozdeleníP je K-








K tomu, aby trieda vektorových funkciíE(0,...,K) splňovala podmienky Arzélovej-As-
coliho vety, je potrebná rovnaká obmedzenost’ a rovnaká spojitost’ všetkých zložiek




x(k) : x∈ E
}
prek= 0, . . . ,K. Rovnakú obmedzenost’ triedyEk sme predpokladali, stačí teda doká-
zat’ rovnakú spojitost’. Táto však pre triedu funkciíEk, k = 0, . . . ,K −1 plynie z rov-
nakej obmedzenosti triedyEk+1, pretože každá funkcia triedyEk má deriváciu obme-
dzenú konštantouM. Podl’a vety o strednej hodnote teda platí že všetky funkcietriedy
Ek sú rovnako globálne lipschitzovské, teda aj rovnako spojité. Pre triedu funkciíEK
sme rovnakú spojitost’ museli predpokladat’. Tým sme ukázali, že pre každú triedu
Ek sú splnené predpoklady Arzélovej-Ascoliho vety, a preto trieda funkciíE(0,...,K) je
relatívne kompaktná v priestoreC(K) ([0,1]).






































kde posledná nerovnost’ platí podl’aČejbyševovej nerovnosti. Podl’a tvrdenia 4.1 je ale
KLP(K)n U-štatistika a preto s využitím odhadu pre štvrtý centrálnymoment U-štatistiky

























Ak pre každéε > 0 definujme postupnost’ náhodných javov
An =
{



































Tvrdenie 3.1 spolǒcne s tvrdením 4.6 nám zaruč je (za predpokladu splnenia pred-
pokladov tvrdenia 4.6) konvergenciu výberového useknutého priemeru pǒcítaného na
základeK-pásovej h́lbky k svojmu populǎcnému náprotivku.
Aplikujme na záver 1-pásovú hĺbku (K = 1) s vol’bou koeficientovα = (1,1)T na
náhodné výbery zo všetkých predchádzajúcich príkladov funkcio álnych dát.
Príklad 15. Tak ako v príkladoch 9 a 12 preved’me hĺbkovú analýzu dát tvorených
rastovými krivkami chlapcov pomocou 1-pásovej hĺbky, ktorá na rozdiel od geomet-
rických h́lbok rozoznáva aj pozorovania odl’ahlé v tvare. Ako vidíme na obrázku 4.2,
výsledky sú vizuálne úplne totožné s tými na obrázku 3.4, teda j zrejmé, že rozšírenie
inferencie na prvú deriváciu nemení v tomto prípade výsledky analýzy. To je ekviva-
lentné tomu, že v náhodnom výbere sa nenachádzajú funkcie netypické v tvare.
Príklad 16. Ak analyzujeme náhodný výber dát s priemernými teplotami v 35 kanad-
ských mestách (príklady 5 a 8) pomocou 1-pásovej hĺbky (obrázok 4.3), dostávame
na rozdiel od príkladu 15 už aj vizuálne odlišné výsledky akopri analýze pomocou
ostatných h́lbkových funkcií. Zmena oproti indukovanej polopriestorovej h́lbke je vi-
ditel’ná najmä v pǒcte úrovní h́lbky, pretože pri použití indukovanej hĺbky dostávame
iba 4 úrovne, zatial’̌co pri použití 1-pásovej hĺbky dostávame rovnako ako v príklade
8 dokonalé rozlíšenie funkcií, 35 úrovní hĺbky pre 35 pozorovaní.
Ďalší vel’ký rozdiel je v tom, že zatial’̌co pri použití indukovanej polopriestorovej
hĺbky dostali takmer všetky funkcie nulovú hĺbku a boli teda oznǎcené za odl’ahlé,
v prípade Fraimanovej-Munizovej hĺbky a rovnako aj pri použití 1-pásovej hĺbky je
kandidát na odl’ahlú funkciu, teda pozorovanie s nulovou hĺbkou, iba jediné. Jedná sa
samozrejme o funkciu, ktorá celým svojím grafom leží pod grafmi všetkých ostatných
funkcií.
Ak d’alej porovnávame Fraimanovu-Munizovej hĺbku s 1-pásovou h́lbkou, vidíme
iba malé rozdiely pri funkciách s najväčšou h́lbkou. Pri použití 1-pásovej hĺbky získa-


































Obr. 4.2: 1-pásová hĺbka a rast chlapcov.










35 pozorovaní, 35 úrovní hĺbky












Obr. 4.3: 1-pásová hĺbka a kanadské počasie.
Príklad 17. Zatial’ čo v príklade 15 sme nevideli žiaden zrejmý rozdiel medzi geom t-
rickými hĺbkami aK-pásovou h́lbkou a v príklade 16 sme rozdiely už objavili, ale stále
sme nemohli jednoznačne porovnat’ vhodnost’ prístupov, na simulovaných dátachs ne-
typickou funkciou (pozri príklady 6, 10 a 13) uvidíme vel’kérozdiely vo výsledkoch
hĺbkových analýz. Hlavnou nevýhodou konceptu indukovanej hĺbky je nízke rozlíše-
nie pozorovaní na rôzne úrovne hĺbky (v príklade 6 iba 2 z 11). Na druhej strane však
funkcionálne h́lbky (aspǒn za istých predpokladov) boli schopné rozlíšit’ funkciu od-
l’ahlú v tvare, zatial’čo žiadna z geometrických hĺbkových funkcií toto pozorovanie
neodlíšila.
Ak však na náhodný výber simulovaných dát použijeme tzv.priemernú1-pásovú
hĺbku, teda 1-pásovú hĺbku s váhamiα = (1,1)T (obrázok 4.4), vidíme, že oba tieto
nedostatky 1-pásová hĺbka odstránila tak, ako sme to očakávali. To, že funkcie nie sú
dokonale rozlíšené (10 úrovní z 11) je spôsobené iba tým, že obe funkcie s nulovou
hĺbkou ležia celým svojím grafom mimo pásu tvoreného zvyšnými funkciami už v nul-
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tej derivácií. Preto museli obe dostat’ zhodne nulovú hĺbku. Vidíme, žeK-pásová h́lbka
rozlišuje pozorovania dokonale rovnako ako geometrické hĺbky.
Na druhej strane ako pozorovania s najväčšou hodnotou h́lbky sú oznǎcené dve
pozorovania ležiace najbližšie (v rámci metriky 4.1) k funkcii aritmetického priemeru
a pritom spľnujú podmienku, že sa nelíšia v tvare od ostatných funkcií. Naproti tomu
netypická funkcia, ktorá bola v prípade geometrických hĺbok vždy oznǎcená za funkci-
onálnu analógiu mediánu, už nie je medzi 10 % funkcií s najväčšou h́lbkou. Napriek
tomu, že je jasne odl’ahlá v tvare, nie je pri analýze 1-pásovou h́lbkou oznǎcená za
kandidáta na odl’ahlé pozorovanie. To je spôsobené tým, že je to zárověn najtypickej-
šia funkcia náhodného výberu v polohe. Nultý sčítanec 1-pásovej hĺbky teda dosahuje
najvyššej hodnoty.
Pre inú vol’bu parametrovα = (0,1)T (tzv. obmedzená1-pásová h́lbka) vidíme vo
výsledku (obrázok 4.5), že všetky tri netypické funkcie: dve t oriace obal náhodného
výberu a klesajúca funkcia, dostávajú najnižšiu možnú, nulovú h́lbku. Takáto vol’ba pa-
rametrov zodpovedá tomu, že je kladený dôraz na odhalenie pozorovaní odl’ahlých ako
v polohe tak aj v tvare, pričom odhalenie odl’ahlosti pozorovaní v polohe a odl’ahlosti
pozorovaní v tvare má rovnakú prioritu. Naproti tomu v prípade priemernej 1-pásovej
hĺbky (α = (1,1)T) pozorovania odl’ahlé v polohe sú považované za „extrémnejšie“
ako pozorovania odl’ahlé v tvare ale nie v polohe.
Ukázali sme, že nevýhody ako funkcionálnych (zlá rozlíšitel’nost’), tak aj geomet-
rických (identifikácia funkcií odl’ahlých v tvare) hĺbok je možné odstránit’ použitím
vhodne volenej geometricko-funkcionálnejK-pásovej h́lbky.








11 pozorovaní, 10 úrovní hĺbky










Obr. 4.4: Priemerná 1-pásová hĺbka a simulované dáta.
V diskusii k príkladu 17 sme naznačili, že napriek tomu, žeK-pásová h́lbka od-
lišuje funkcie odl’ahlé v tvare, v prípade vol’by váhα = (1, . . . ,1)T dostávajú takéto
funkcie (odl’ahlé napríklad iba vl -tej derivácií prel ∈ N) stále pomerne vysokú hod-
notuK-pásovej h́lbky. To je spôsobené tým, že nultý až(l −1)-ty sčítanec stále neindi-
kujú odl’ahlost’. Preto aj celková hĺbka môže byt’ vysoká. Túto disproporciu je možné
odstránit’ jednoduchou vol’bou vektoru váhα = (0, . . . ,0,1)T tak, ako v príklade 17.
Tá zabezpěcí, že funkcie odl’ahlé v niektorej z derivácií rádov 0, . . . ,K budú odhalené
a identifikované ako odl’ahlé s rovnakou prioritou.
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11 pozorovaní, 9 úrovní hĺbky










Obr. 4.5: Obmedzená 1-pásová hĺbka a simulované dáta.
Pomocou rôznych volieb vektoru váh môžeme tiež zist’ovat’,ktorej derivácií je
ukrytá aká podstatná̌cast’ K-pásovej h́lbky. Napríklad pre funkciu s vel’mi nízkou
hĺbkou teda môžeme usúdit’, pre poruchu v ktorej derivácií jefunkcia identifikovaná




Vyšetrime teraz na jednoduchej simulačnej štúdii možnosti praktického použitia za-
vedených h́lbkových funkcionálov. Budeme riešit’ niekol’ko úloh riaden j klasifikácie
simulovaných aj reálnych funkcionálnych dát. Popíšme preto na úvod, v̌com problém
riadenej klasifikácie funkcionálnych dát spočíva.
V plnej všeobecnosti predpokladajme, že máme dané známetréningové skupiny
funkcií G1,G2, . . . ,GM, kde i-ta tréningová skupina (i = 1, . . . ,M) je náhodný výber





Pi 6=Pj prei 6= j. Ďalej nechX ∈C(K) ([0,1]) je náhodná funkcia nezávislá na všetkých
tréningových skupinách, pochádzajúca z niektorého rozdelenia pravdepodobnostiPm,
pričomm je neznáme. Našou úlohou je rozhodnút’, z ktorého rozdelenia pravdepodob-
nosti nové pozorovanie pochádza. Na to sa môžeme pozerat’ ajako na hl’adanieM
disjunktných množínA1,A2, . . . ,AM ⊂ C(K) ([0,1]) (nie nutneC(K) ([0,1]) =
⋃M
i=1Ai)
takých, že akX ∈ Ai, potom funkciiX priradíme distribúciuPi.
Čím lepšie je klasifikǎcné pravidlo, tým menej náhodných funkcií je priradených
k nesprávnemu modelu. Dobré klasifikačné pravidlo by tiež malo udržovat’ úroveň
neklasifikovaných funkcií̌co najbližšie k nule.
Niekol’ko klasifikǎcných pravidiel známych z konečnorozmerných modelov bolo
rozšírených na prípad funkcionálnych dát. Napríklad známepravidlo najbližších suse-
dov (pozri Devroye et al. [5] alebo Stone [26] pre koneč orozmerný a Biau et al. [1]
alebo Cérou a Guyander [2] pre funkcionálny prípad) Cuevas et al. [4] porovnáva
s d’alšími klasifikǎcnými pravidlami funkcionálnych dát. Jedná sa o zovšeobecnenie
pravidla vzdialenosti funkcie od priemeru tréningovej skupiny.
Väčšinu klasifikǎcných pravidiel je možné jednoduchým spôsobom robustizovat’
vnesením informácie o hĺbke funkcií vǒci tréningovým skupinám ako píšu López-
Pintado a Romo [14]. Popíšme si teraz základnú myšlienku tejto chniky na niekol’-
kých príkladoch.
Nechd(., .) je nejaká metrika na priestoreC(K) ([0,1]) (typicky metrika indukovaná
normou 4.1). FunkciuX priradíme k rozdeleniu pravdepodobnostiPm podl’a pravidla








niβi oznǎcujeβi-useknutý priemer (pozri 3.3) tréningovej skupinyGi voči nejakej
pevnej h́lbke D a konštanteβi volenej tak, aby bolo do výpočtu useknutého priemeru
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v i-tej tréningovej skupine zahrnutýchni −⌊niα⌋ pozorovaní pre pevnéα ∈ (0,1). Ta-
kéto robustizovanie je vhodné najmä v prípade, ak máme podozrenie z kontaminácie
tréningových skupín malým počtom odl’ahlých funkcií. V jednoduchom prípade ne-
kontaminovaných dát však tento prístup zrejme zbytočne zvyšuje variabilitu nespráv-
neho priradenia vǒci pravidlu vzdialenosti od priemeru.
López-Pintado a Romo [14] d’alej popísujúpravidlo vzdialenosti od náhodného vý-






Ak nahradíme aritmetický priemer v 5.1 priemerom váženým hĺbkou pozorovaní vǒci
náhodnému výberuGm, dostávame robustizovanú verziu kritéria 5.1. Preto funkcie ná-
hodného výberu, ktoré sú podozrivé z toho byt’ odl’ahlé, dostanú malé váhy a hodnota
funkcionáluADbude iba málo ovplyvnená takýmito pozorovaniami. Rovnako ako prvé
rozhodovacie pravidlo založené na hĺbke, aj pravidlo váženej vzdialenosti od náhod-
ného výberu je výhodné používat’ v prípade kontaminovanýchtréningových skupín.
Pri použití na nekontaminované modely sa váženie v 5.1 stanenevýznamné a výsledky
budú podobné ako pri použití pôvodného pravidla vzdialenosti od náhodného výberu.
Pre náš ú̌cel vzájomného porovnania funkcionálnych hĺbok predstavených v pred-
chádzajúcich kapitolách najlepšie poslúži najjednoduchšie pravidlo maximálnej h́lbky:





V prípade, že funkciaX dostane vǒci niekol’kým rôznym tréningovým skupinám rov-
nakú, najvyššiu hodnotu hĺbky, funkciu neklasifikujeme. Alternatívne je však možné
klasifikáciu randomizovat’ tým, že by sme sa medzi skupinamis najvä̌cšou hodnotou
hĺbky rozhodli náhodne. Pretože ale v našich simuláciách budú vž y iba dve skupiny,
nebudeme randomizáciu používat’.
Dôvodom prěco práve pravidlo hodnoty hĺbky slúži pre ú̌cely porovnania h́lb-
kových funkcií najlepšie je, že dobrá hĺbková funkcia by mala byt’ schopná rozlíšit’
rozdielne vlastnosti uvažovaných distribúcií. Ak má funkcia X podobné funkcionálne
vlastnosti ako funkcie z niektorej tréningovej skupiny, hĺbka by to mala rozoznat’ a pri-
radit’ X vysokú hodnotu vzhl’adom k podobnej tréningovej skupine. Aby sme zabez-
pěcili porovnatel’nost’ h́lbok voči rôznym tréningovým skupinám, v každom prípade
bude rozsah každej tréningovej skupiny rovný konštanten∈ N.
Vo všetkých nasledovných simuláciách porovnáme 5 hĺbkových funkcionálov:
• pásové h́lbky pre odporú̌cané hodnotyJ = 2 (LP(2)n ) a J = 3 (LP
(3)
n ) (aproxi-
mované pomocou resamplingovej metódy do skupín o vel’kosti10 ako navrhli
López-Pintado a Jornsten [13], pozri aj kapitolu 6),
• Fraimanovu-Munizovej h́lbku ekvivalentnúzovšeobecnenej pásovej hĺbke pre
J = 2 a tiežJ = 3 (GLP(2)n )
• 1-pásovú h́lbku s dvomi alternatívami vol’by váh:priemernú1-pásovú h́lbkupre
vol’bu α= (1,1)T (A1KLPn) aobmedzenú1-pásovú h́lbkupre vol’buα= (0,1)T
(R1KLPn).
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Poznamenajme, že v simuláciách nebudú použité indukované hĺbky, pretože ani v jed-
nom prípade dáta nebudú vyhladzované do konenč orozmerného priestrou.
Vo všetkých simuláciách porovnáme vyššie popísané hĺbkové funkcionály v úlohe
riadenej klasifikácie sM = 2 rozdeleniami pravdepodobnosti na spojitých funkciách
na kompaktnom intervale. Kl’ú̌cové indikátory pri porovnávaní hĺbok v klasifikǎcnej
úlohe sú pravdepodobnost’ nesprávnej klasifikácie, pravdepo obnost’ toho, že funkcia
nebude klasifikovaná, a ako doplnok pravdepodobnost’ správnej klasifikácie. Pravde-
podobnost’ toho, že funkcia nebude klasifikovaná odhadnemepomerom pǒctu neklasi-
fikovaných funkcií vǒci počtu všetkých funkcií, ktoré mali byt’ klasifikované. Ostatné
pravdepodobnosti odhadneme analogicky.
Ďalšie technické detaily simulácií sú:
• Počet opakovaní:Každá simulǎcná štúdia je založená na 100 nezávislých opa-
kovaniach.
• Rozsah tréningových a testovaných skupín:V každom opakovaní je z oboch dis-
tribúcií P1 aP2 generovaný náhodný výber rozsahu 100 pozorovaní. Podobne sú
generované dve testované skupiny o rozsahu 50 pozorovaní z oboch distribúcií
nezávisle na tréningových skupinách.
• Diskretizácia:Všetky funkcie sú prevedené do diskretizovanej formy v 51 ek-
vidistantných bodoch na intervale[0,1]. To znamená, že každá funkcia je repre-
zentovaná 51-rozmerným vektorom funkč ých hodnôt na mriežke.
• Derivácie funkcií:Derivácie použité pre výpǒcet 1-pásových h́lbok sú získané
vyhladzovaním metódou najmenších štvorcov pre kubické spline funkcie s 51
uzlami v bodoch mriežky. Vyhladená funkcia je následne derivovaná a výsledná
derivácia je znovu diskretizovaná do bodov mriežky.
• Interpretácia výsledkov:Pre každú uvažovanú hĺbku ukazujú dve tabul’ky hlavné
popisné štatistiky distribúcie pomeru správne klasifikovaných a neklasifikova-
ných funkcií v 100 opakovaniach. Rovnaké výsledky sú pre názornost’ vykres-
lené aj ako krabicové diagramy korešpondujúce s tabul’kami.
5.1 Porovnanie na základe simulácií - model posunutia
v polohe
Čo by správna h́lbka uřcite mala postihnút’ v prípade rozdelení pravdepodobnostina
funkcionálnych priestoroch je rozdielnost’ v polohe a v tvare funkcií stredných hodnôt
oboch distribúcií. Preto v našich simuláciách budeme uvažovat’ modely, ktoré sa líšia
iba vo funkcii strednej hodnoty. V oboch distribúciách budúpozorovania generované
podl’a modelu
X (t) = m(t)+ ε(t) , t ∈ [0,1], (5.2)
kde m(t) je spojitá a aspǒn raz diferencovatel’ná funkcia strednej hodnoty aε(t) je
gaussovský proces s nulovou strednou hodnotou a vo všetkýchprípadoch rovnakou
autokovariaňcnou funkciou






, s, t ∈ [0,1].
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Oba porovnávané procesy majú teda rovnakú náhodnú štruktúru a jediný rozdiel medzi
nimi sa dá nájst’ v posunutí alebo tvare funkcií stredných hodnôt.
Prvý model, ktorý budeme uvažovat’, bude identický prvému modelu použitému v
štúdii Cuevas et al. [4]. Rozdiel v strednej hodnote oboch proces v sa dá popísat’ ako
posunutie v polohe, nie však v tvare. Funkcia strednej hodnoty rozdeleniaP1 je
m1(t) = 30(1− t) t
1.2
a stredná hodnota rozdeleniaP2 je podobného tvaru
m2(t) = 30t (1− t)
1.2 .
Obe funkcie spolu so svojimi prvými deriváciami sú vykreslené na obrázku 5.1.





















Obr. 5.1: Funkcie strednej hodnoty a ich prvé derivácie v modele 1.
Vidíme, že sa líšia iba v nepatrnom posunutí v polohe a nezdá sa, že by sa ich
prvé derivácie podstatne líšili na vel’kejčasti intervalu[0,1]. Preto sa zdá, že doda-
točná informácia vnesená do výpočtu h́lbky cez aproximáciu prvej derivácie funkcií
nebude výrazne menit’ klasifikačné proporcie. Mohlo by sa dokonca zdat’, že sku-
točným efektom pridania prvej derivácie do výpočt v budú o trochu horšie výsledky,
pretože pridaním informácie o málo rozdielnych deriváciách iba zbytǒcne zvýšime va-
riabilitu charakteristík klasifikácie.
V tabul’kách 5.1 a 5.2 vidíme základné popisné štatistiky odhadu pravdepodobnosti
správnej klasifikácie (tabul’ka 5.1) a odhadu pravdepodobnosti, že krivka nebude klasi-
fikovaná (tabul’ka 5.2). Príslušné krabicové diagramy pomeru správne klasifikovaných
a neklasifikovaných kriviek nájdeme na obrázku 5.2.
Hned’ prvý zaujímavý jav ktorý vidíme je katastrofálne zlý pomer správne klasi-
fikovaných kriviek pre obe pásové hĺbky LP(2)n a tiežLP
(3)
n . To je spôsobené šumom
vneseným do funkcionálnych pozorovaní. Gaussovský procesgenerujúci funkcie to-
tiž spôsobuje, že pre každú funkciu je pravdepodobnost’ javu, že na nejakom malom
intervale jej graf vyḱlzne z pásu tvoreného všetkými funkciami tréningovej skupiny,
vel’mi vysoká. To môžeme pozorovat’ aj na obrázku 5.3, kde vidíme 5 trajektórií ná-
hodných funkcií a ich derivácií z rozdeleniaP1 a 5 z rozdeleniaP2. Preto každá ne-







Min. 0 0.06 0.89 0.9 0.89
1st Qu. 0.0075 0.14 0.93 0.93 0.94
Median 0.01 0.18 0.94 0.95 0.96
Mean 0.0164 0.1823 0.9404 0.947 0.956
3rd Qu. 0.02 0.22 0.96 0.96 0.97
Max. 0.08 0.33 0.99 0.99 0.99






Min. 0.92 0.67 0 0 0
1st Qu. 0.98 0.78 0 0 0
Median 0.99 0.82 0 0 0
Mean 0.9836 0.817 0 0 0
3rd Qu. 0.9925 0.86 0 0 0
Max. 1 0.94 0 0 0
Tabul’ka 5.2: Pomer neklasifikovaných kriviek v modele 1.













Pomer správne klasifikovaných kriviek














Obr. 5.2: Krabicové diagramy pre model 1.
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a funkcia zostáva neklasifikovaná. Ako vidíme, napriek tomu, že takmer každá funkcia
klasifikovaná neintegrálnou hĺbkou bola klasifikovaná správne, celkový pomer správne
klasifikovaných funkcií je v podstate zanedbatel’ný.












Obr. 5.3: Niekol’ko realizácií procesov v modele 1.
Na druhú stranu v prípade integrálnych hĺbkových funkcionálov je tento fenomén
vel’mi nepravdepodobný. V takomto prípade by posudzovaná fu kcia X preto, aby
jej bola uřcená nulová hodnota hĺbky, musela ležat’ celým svojím grafom mimo pásu
tvoreného všetkými funkciami náhodného výberu.
Porovnajme teraz zovšeobecnenú pásovú hĺbku GLP(2)n s dvomi verziami 1-pásovej
hĺbky A1KLPn aR1KLPn. Napriek tomu že sa na prvý pohl’ad nezdalo, že by prvé de-
rivácie funkcií mali spôsobit’ výrazný rozdiel v hĺbkach pre funkcie z oboch rozdelení
pravdepodobnosti, pomer správne klasifikovaných funkcií je o niěco lepší pre pravidlá
založené na 1-pásových hĺbkach. Preto aj ked’ zovšeobecnené pásové hĺbky dosahujú
uspokojivé výsledky, môžeme vyhlásit’ obmedzenú 1-pásovúhĺbku za najlepšie klasi-
fikujúci h́lbkový funkcionál.
5.2 Porovnanie na základe simulácií - modely posunu-
tia v tvare
Podobne ako v modele 1, budeme aj v modele 2 porovnávat’ hĺbkové funkcionály
pri úlohe klasifikácie medzi dvomi rozdielnymi rozdeleniampravdepodobnosti tvo-
renými procesom tvaru 5.2. Jediný rozdiel oproti predchádzajúcemu bude v tom, že
funkcie strednej hodnoty sa nebudú vel’mi líšit’ v polohe, ale najmä v tvare. To zna-
mená, že napriek tomu, že si trajektórie procesov z oboch rozdelení budú vel’mi blízko
v suprémovej metrike, ich derivácie už budú vykazovat’ podstatnú rozdielnost’. Stredná
hodnota rozdelenia pravdepodobnostiP1 zostane v tvare
m1(t) = 30(1− t) t
1.2 (5.3)
ako v modele 1. Funkcia strednej hodnotyP2 bude oscilujúca verzia 5.3






Funkcie oboch stredných hodnôt a ich derivácie môžeme vidiet’ na obrázku 5.4. Nie-
kol’ko realizácií oboch procesov vidíme na obrázku 5.5.



















Obr. 5.4: Funkcie strednej hodnoty a ich prvé derivácie v modele 2.


















Obr. 5.5: Niekol’ko realizácií procesov v modele 2.
Ak teraz vykonáme identickú simuláciu ako v modele 1 s inými funkciami stred-
nej hodnoty, dostávame výsledky v zobrazené v tabul’ke 5.3 (pomer správne klasifi-
kovaných kriviek), tabul’ke 5.4 (pomer neklasifikovaných kriviek) a na obrázku 5.6
(krabicové diagramy).
Výsledky pre obe verzie pásovej hĺbky sú vel’mi podobné tým z modelu 1 (vel’mi
malá pravdepodobnost’ správnej klasifikácie). Na rozdiel od simulácií v modele 1 však
vidíme, že zovšeobecnená pásová hĺbka sa zdá byt’ ovel’a horšou vol’bou ako v mo-
dele 1. To je spôsobené tým, že zovšeobecnené pásové hĺbky zrejme nie sú schopné
identifikovat’ funkcie odl’ahlé v tvare ako sme už naznačili v diskusii v kapitole 3.







Min. 0 0.06 0.71 0.87 0.97
1st Qu. 0 0.13 0.78 0.95 0.99
Median 0.01 0.17 0.825 0.96 1
Mean 0.0163 0.1724 0.821 0.9609 0.9935
3rd Qu. 0.0225 0.21 0.86 0.98 1
Max. 0.09 0.35 0.93 1 1






Min. 0.91 0.64 0 0 0
1st Qu. 0.9775 0.77 0 0 0
Median 0.99 0.82 0 0 0
Mean 0.9832 0.8193 0 0 0
3rd Qu. 1 0.86 0 0 0
Max. 1 0.94 0 0 0
Tabul’ka 5.4: Pomer neklasifikovaných kriviek v modele 2.













Pomer správne klasifikovaných kriviek














Obr. 5.6: Krabicové diagramy pre model 2.
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tribúcií má trajektórie je odlišného tvaru, zovšeobecnenépásové h́lbky nie sú schopné
dostatǒcného rozoznania distribúcií.
Ak porovnáme 1-pásové hĺbkové funkcionály medzi sebou, vidíme výrazne lepšie
výsledky pre vol’bu obmedzenej 1-pásovej hĺbky podobne ako v modele 1.
Pre ú̌cel zdôraznenia vhodnosti započítavania derivácií do funkcionálnej hĺbky dát
urobíme ešte poslednú simuláciu s d’alším klasifikačným modelom posunutia v tvare.
Funkcia strednej hodnotym1(t) zostáva tvaru 5.3 a posunutá funkcia strednej hodnoty
bude








Funkcie stredných hodnôt a ich teoretické derivácie sú na obrázku 5.7, niekol’ko reali-
zácií na obrázku 5.8.























Obr. 5.7: Funkcie strednej hodnoty a ich prvé derivácie v modele 3.


















Obr. 5.8: Niekol’ko realizácií procesov v modele 3.
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Poznamenajme, že pre funkciu strednej hodnotym2(t) v modele 3 neexistuje oboj-
stranná derivácia vo všetkých bodocht ∈ (0,1). Preto bude odhad derivácie tak ako
bol uvedený v technických detailoch na začiatku kapitoly 5 chybný a výsledný od-
had nebude podobný teoretickej derivácii na obrázku 5.7. Stredné hodnoty a ich prvé
derivácie odhadnuté zo simulovaných dát sú na obrázku 5.9. Ako vidíme, odhad pr-





















Odhad derivácie strednej hodnoty
Obr. 5.9: Odhady funkcií strednej hodnoty a ich prvých derivác í v modele 3.
vej derivácie je viac podobný teoretickej prvej derivácii vmodele 2 (obrázok 5.4) ako
teoretickej derivácii v terajšom modele.
Dôvodom prěco sme teda vôbec uvažovali model 3 je, že aj v prípade, ak je odhad
derivácie funkcií vysoko vychýlený, alebo v prípade ak derivác a sama o sebe neexis-
tuje v niekol’kých bodoch definičného oboru funkcií, 1-pásová hĺbka môže poskytnút’
ovel’a lepšie rozoznanie tvaru funkcií stredných hodnôt ako všetky ostatné hĺbkové






Min. 0 0.02 0.52 0.6 0.67
1st Qu. 0 0.1 0.62 0.69 0.75
Median 0.01 0.16 0.65 0.73 0.78
Mean 0.0173 0.1531 0.6552 0.731 0.7838
3rd Qu. 0.03 0.1925 0.6925 0.77 0.82
Max. 0.08 0.3 0.8 0.86 0.91
Tabul’ka 5.5: Pomer správne klasifikovaných kriviek v modele 3.
v obrázku 5.10.
Rovnako ako v modele 2 poskytuje obmedzená 1-pásová hĺbka najlepšie odlíšenie
funkcií z oboch simulovaných distribúcií.
5.3 Porovnanie na skutǒcných dátach - rast detí
Podobne ako Cuevas et al. [4] a López-Pintado a Romo [14] použijeme v posled-







Min. 0.9 0.63 0 0 0
1st Qu. 0.96 0.7575 0 0 0
Median 0.98 0.8 0 0 0
Mean 0.9769 0.8045 0 0 0
3rd Qu. 1 0.85 0 0 0
Max. 1 0.94 0 0 0
Tabul’ka 5.6: Pomer neklasifikovaných kriviek v modele 3.











Pomer správne klasifikovaných kriviek














Obr. 5.10: Krabicové diagramy pre model 3.
detských rastových kriviek, ktorýcȟcast’ sme už používali v príkladoch 9, 12 a 15.
Tentokrát však využijeme kompletné dáta 54 dievčat a 39 chlapcov. V každom zo
100 nezávislých opakovaní vyberieme za tréningové skupinynáhodný podvýber s 30
pozorovaniami výšky chlapcov a 30 pozorovaniami výšky dievčat. Zvyšných 33 po-
zorovaní bude použitých ako krivky určené ku klasifikácii. Ostatné technické detaily
sú rovnaké ako v prípade simulovaných dát zčastí 5.1 a 5.2. Jediným rozdielom je,
že funǩcné hodnoty sú získané vyhladením metódou lokálnych kubických spline fun-
kcií kvôli získaniu lepších vlastností týkajúcich sa monotónie odhadov. Odhad funkcií
strednej hodnoty a ich prvých derivácií je na obrázku 5.11, niekol’ko kriviek a ich
derivácií na obrázku 5.12.
V dátach vidíme jasné posunutie v polohe funkcií strednej hodnoty od veku 15
rokov. Ďalej najmä z odhadov prvých derivácií vidíme posunutie v tvare funkcií od
veku 10. To je spôsobené javom zvaným zrýchlenie rastu prítomným v puberte, pričom
u diev̌cat k nemu dochádza o niečo skôr ako u chlapcov.
Výsledky klasifikácie našich dát môžeme vidiet’ v tabul’kách 5.7, 5.8 a na obrázku
5.13.
Čo sa týka interpretácie výsledkov, je jasné, že pásové hĺbky dávajú v tomto prípade
porovnatel’ne dobré výsledky ako ostatné predstavené hĺbkové funkcionály. To je spô-
sobené tým, že v pozorovaniach bola prítomná vel’mi malá zložka šumu. Preto prav-
depodobnost’, že jedna funkcia v nejakom intervale leží mimo pásu tvoreného všet-





















Odhad derivácie strednej hodnoty
































Min. 0.4545 0.5152 0.4848 0.5455 0.5152
1st Qu. 0.6288 0.697 0.6364 0.6667 0.7576
Median 0.697 0.7576 0.697 0.7576 0.7879
Mean 0.6864 0.7364 0.7121 0.7397 0.7927
3rd Qu. 0.7576 0.7879 0.7879 0.8182 0.8485
Max. 0.9091 0.9091 1 0.9697 0.9394







Min. 0.0303 0.0303 0 0 0
1st Qu. 0.1515 0.1212 0 0 0
Median 0.2121 0.1515 0 0 0
Mean 0.2248 0.1645 0 0 0.006667
3rd Qu. 0.303 0.2121 0 0 0
Max. 0.4545 0.3939 0 0 0.06061
Tabul’ka 5.8: Pomer neklasifikovaných kriviek v modele rastu detí.













Pomer správne klasifikovaných kriviek












Obr. 5.13: Krabicové diagramy pre model rastu detí.
s prítomnou šumovou zložkou. Napriek tomu pásové hĺbky a dokonca ani zovšeobec-
nená pásová hĺbka stále nedosahujú úspešnost’ 1-pásových hĺbok, najmä obmedzenej
1-pásovej h́lbky.
Ak teda zhrnieme výsledky klasifikácie vo všetkých uvažovaných modeloch, klasi-
fikácia na základe pásových hĺbok dáva katastrofálne výsledky v prípade zašumených
pozorovaní. Ak sú ale pozorovania dostatočne hladké funkcie, úspešnost’ pásových
hĺbok rastie a môže byt’ porovnávaná aj so zovšeobecnenými pásovými h́lbkami. Na
druhej strane si zovšeobecnené pásové hĺbky zachovávajú v oboch prípadoch dobrú
spol’ahlivost’ a javia sa ako vhodné najmä v modeloch s posunutím v polohe. Môžu
ale zlyhat’ v prípade rozoznávania funkcií odl’ahlých v tvare k je odl’ahlost’ v polohe
nevýrazná alebo maskovaná blízkost’ou funkcií.
Zo všetkých porovnaní boli jasne najlepšie výsledky dosiahnuté použitím obme-
dzenej 1-pásovej hĺbky. Táto zovšeobecnená pásová hĺbka, ktorá do výpǒctu zahr-
nula derivácie dala dobré výsledky ako pre zašumené tak pre nezašumené pozorovania
a bola schopná rozoznat’ rozdiely medzi distribúciami ako vpolohe tak aj v tvare fun-
kcií strednej hodnoty. Preto môžeme obmedzenú 1-pásovú hĺbku vyhlásit’ za najlepší
hĺbkový funkcionál z tých, ktoré sme v práci uvažovali.
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Kapitola 6
Poznámky k výpǒcetnej náročnosti
a záver
Na záver sa zamerajme na d’alšiu zaujímavú tému úzko spojenús použitel’nost’ou
predstavených hĺbkových funkcionálov na riešenie praktických problémov.Vyšetrime,
ako výpǒcetne nárǒcné je vyhodnotenie hĺbky pre funkcionálne dáta. Vo všeobecnosti
v prípade integrálnych hĺbok platí, že výpǒcetná zložitost’ použitých metód je úmerná
výpočetnej zložitosti jednorozmernej (alebo(K+1)-rozmernej v prípadeK-pásových
hĺbok) h́lbky funkčnej hodnoty v jednom bode definič ého oboru vǒci príslušnému
marginálnemu rozdeleniu.
V našich simuláciách v kapitole 5 sme použili integrálne hĺbky príslušné jednoroz-
mernej (GLP(2)) a dvojrozmernej simplexovej hĺbke (R1KLP - obmedzená 1-pásová
hĺbka), alebo ich konvexnej kombinácii (A1KLP - priemerná 1-pásová hĺbka alebo vše-
obecne každá 1-pásová hĺbka s kladnými váhami). Na výpočet jednorozmernej simple-














I [x≤ Xi ] (6.1)
je pǒcet pozorovaní s menšou hodnotou akox.
Russeeuw a Ruts [22] nášli rýchly algoritmus na výpočet dvojrozmernej simple-
xovej h́lbky založený na geometrických vlastnostiach simplexov. Tje spôsob, akým





operácií na algoritmus vyžadujúci ibaO(nlogn) operácií.
Ako poznamenali Russeeuw a Ruts [22], tento algoritmus je možné zovšeobecnit’ na





operácií. V našich výpǒctoch sme použili takýto upravený al-
goritmus iba na 1-pásovú hĺbku, to znamená pred = 2.









tento výraz s rastúcim počtom pozorovanín vel’mi rýchlo rastie najmä pre vyššie hod-
notyJ. Preto López-Pintado a Romo [15, 16] neodporúčaj používanie pásových hĺbok
vyššieho rádu akoJ= 2,J= 3 alebo v krajnom prípadeJ= 4. Výpǒcetná nárǒcnost’ sa
však dá podstatne zlepšit’ pomocou metódy podvýberov (resamplingu), ktorú navrhli
López-Pintado a Jornsten [13]. Náhodný výbern funkcií je pri použití tejto metódy
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náhodne rozdelený doS≪ n skupín o približne rovnakej vel’kosti. Výpočet pásovej
hĺbky je potom prevedený vǒci každej z týchto skupín tak, ako by sa jednalo o sa-
mostatný náhodný výber. Priemer takýchto parciálnych hĺbok sa nakoniec považuje
za aproximáciu pásovej hĺbky J-teho rádu funkcie vǒci celému náhodnému výberu.
To, že takáto metóda môže dávat’ pomerne rozumné výsledky, ukázali López-Pintado
a Jornsten [13]. Práve z dôvodu vel’mi vysokej výpočetnej nárǒcnosti pásovej h́lbky,
vo všetkých simuláciách v kapitole 5 sme používali iba podvýberovú verziu pásových
hĺbok s delením na skupiny približnej vel’kosti 10.
Čo sa týka výpǒcetnej nárǒcnosti zovšeobecnenej pásovej hĺbky, ukazuje sa situ-
ácia ako presný opak predchádzajúceho. Na výpočet zovšeobecnenej pásovej hĺbky
každého ráduJ ∈ N, nie je potrebných viac akoO(n) operácií. To platí, pretožej-ty
































a s využitím vlastností hypergeometrického rozdelenia sa dá vyjadrit’ ako funkcia
r (x) = r (x;X) zavedeného v 6.1











Navyše platí, že zovšeobecnená pásová hĺbka J-teho ráduGLP(J)n sa dá pǒcítat’ aj ako
Fraimanov-Munizovej h́lbkový funkcionál indukovanýCD(J)n (pozri 3.20). Ako sa dá











aX(t) empirické marginálne rozdelenie funkčných hod-






















To znamená, že zovšeobecnená pásová hĺbka druhého a tretieho rádu sú si ekviva-
lentné.
Aj ked’ vzt’ahy medziCD2n a CD
j
n pre j ≥ 4 sa už nedajú popísat’ lineárnou fun-
kciou ako v 6.3 (a preto vzt’ah medziGLP(2)n a GLP
(J)
n nie je možné vyjadrit’ jedno-
ducho ako v 6.4), stále je možné zovšeobecnené pásové hĺbky J-teho rádu pǒcítat’ iba
pomocouO(n) operácií pre každéJ.
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V tabul’ke 6.1 môžeme jednoducho porovnat’ relatívny výpočetný čas potrebný
k výpočtu h́lbok. L’avý dolný index v znǎcení pásových h́lbok znamená vel’kost’ pod-
výberov pri výpǒcte pomocou metódy podvýberov. Platí teda, že10LP
(3)
n znamená,
že pásová h́lbka tretieho rádu bola počítaná pomocou metódy podvýberov do skupín
o približnej vel’kosti 10. Ak pri oznǎcení h́lbky l’avý dolný index nie je, znamená to,
že h́lbka nebola pǒcítaná metódou podvýberov.













10 1 1.33 2.08 5.83 12.17 2.25 5.58 11.83
30 1.42 2.58 5.17 14.92 32.67 11.67 114.58 826.25
50 2.08 4.17 8 24.33 53.92 30 519.17 6505
100 2.33 7 15.33 47.5 105.17 125 4058.33 102625
Tabul’ka 6.1: Relatívny výpǒcetnýčas.
Ako vidíme, najrýchlejší výpǒcet je dosiahnutý pri použití zovšeobecnených páso-
vých h́lbok, ale aj 1-pásové hĺbky dávajú stále vel’mi dobré výsledky, dokonca aj pri
pomerne vel’kých rozsahoch náhodných výberov. Výpočetnéčasy v prípade pásových
hĺbok však ukazujú d’alšiu obrovskú prekážku pri pokusoch o ich použitie na praktické
účely. Pre vyšší rozsah náhodného výberu sa stáva prekážka pomalého výpǒctu vel’mi
významnou už pre malé hodnoty rádovJ = 2 aleboJ = 3, v prípade vyššieho rádu
J = 4 sa už presný výpǒcet pásovej h́lbky zdá byt’ takmer nedosiahnutel’ný.
Výsledky pri porovnaní integrálnych hĺbok sú jasne viditel’né: najjednoduchšie
Fraimanove-Munizovej funkcionály založené na simplexových h́lbkach sú jednoznǎc-
ne lepšie ako pásové hĺbky. To platí z pohl’adu rozoznávania vzorov vo funkcionálnych
náhodných výberoch ako sme videli v kapitole 5, rovnako ako zp hl’adu výpǒcetnej
nárǒcnosti. Jednorozmerné Fraimanove-Munizovej hĺbky však môžu zlyhat’ pri identi-
fikácii skrytých funkcií odl’ahlých v tvare (funkcií odl’ahlých v tvare ale nie v polohe).
NaopakK-pásové h́lbky dobre rozoznávajú ako funkcie odl’ahlé v tvare tak funkcie
odl’ahlé v polohe. Na záver teda môžeme odporučit’ používanieK-pásových h́lbok
s vhodne volenými váhami vždy ak predpokladáme, že trajektóri náhodných proce-
sov s ktorými pracujeme sú dostatočne hladké.
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Nakladatelství Karolinum, Praha, 2005.
[7] Frank Falkner.Child development:An international study. Basel: Karger, 1960.
[8] Manuel Febrero, Pedro Galeano, and Wenceslao González-Manteiga. A functi-
onal analysis of NOx levels: location and scale estimation and outlier detection.
Comput. Statist., 22(3):411–427, 2007.
[9] Ricardo Fraiman and Jean Meloche. MultivariateL- stimation.Test, 8(2):255–
317, 1999. With comments and a rejoinder by the authors.
[10] Ricardo Fraiman and Graciela Muniz. Trimmed means for functional data.Test,
10(2):419–440, 2001.
[11] Regina Y. Liu. On a notion of data depth based on random simplices. Ann.
Statist., 18(1):405–414, 1990.
[12] Regina Y. Liu, Jesse M. Parelius, and Kesar Singh. Multivariate analysis by data
depth: descriptive statistics, graphics and inference.Ann. Statist., 27(3):783–858,
1999. With discussion and a rejoinder by Liu and Singh.
[13] Sara López-Pintado and Rebecka Jornsten. Functional analysis via extensions
of the band depth. InComplex datasets and inverse problems, volume 54 ofIMS
Lecture Notes Monogr. Ser., pages 103–120. Inst. Math. Statist., Beachwood, OH,
2007.
69
[14] Sara López-Pintado and Juan Romo. Depth-based classifiction for functional
data. InData depth: robust multivariate analysis, computational geometry and
applications, volume 72 ofDIMACS Ser. Discrete Math. Theoret. Comput. Sci.,
pages 103–119. Amer. Math. Soc., Providence, RI, 2006.
[15] Sara López-Pintado and Juan Romo. Depth-based inferencfor functional data.
Comput. Statist. Data Anal., 51(10):4957–4968, 2007.
[16] Sara López-Pintado and Juan Romo. On the concept of depthfor functional data.
J. Amer. Statist. Assoc., 104(486):718–734, 2009.
[17] Jaroslav Lukeš and Jan Malý.Measure and integral. Matfyzpress, Prague, second
edition, 2005.
[18] Jean-Claude Masse and Jean-Francois Plante.Depth: Depth functions tools for
multivariate analysis, 2009. R package version 1.0-1.
[19] R Development Core Team.R: A Language and Environment for Statistical Com-
puting. R Foundation for Statistical Computing, Vienna, Austria, 2010. ISBN
3-900051-07-0.
[20] J. O. Ramsay and B. W. Silverman.Applied functional data analysis. Springer
Series in Statistics. Springer-Verlag, New York, 2002. Methods and case studies.
[21] J. O. Ramsay and B. W. Silverman.Functional data analysis. Springer Series in
Statistics. Springer, New York, second edition, 2005.
[22] Peter J. Rousseeuw and Ida Ruts. Bivariate location depth.J. R Stat. Soc., Ser.
C, 45(4):516–526, 1996.
[23] Robert Serfling.Approximation theorems of mathematical statistics. John Wiley
& Sons Inc., New York, 1980. Wiley Series in Probability and Mathematical
Statistics.
[24] Robert Serfling. Depth functions in nonparametric multivariate inference. In
Data depth: robust multivariate analysis, computational geometry and applica-
tions, volume 72 ofDIMACS Ser. Discrete Math. Theoret. Comput. Sci., pages
1–16. Amer. Math. Soc., Providence, RI, 2006.
[25] Robert Serfling. Multivariate symmetry and asymmetry.Encyclopedia of Statis-
tical Sciences, Second Edition, 8:5338–5345, 2006.
[26] Charles J. Stone. Consistent nonparametric regression.An Statist., 5(4):595–
645, 1977. With discussion and a reply by the author.
[27] Read D. Tuddenham and Margaret M. Snyder. Physical growth f california boys
and girls form birth to eighteen years. InUniversity of California Publications in
Child Development, pages 183–364, 1954.
[28] John W. Tukey. Mathematics and the picturing of data. InProceedings of the
International Congress of Mathematicians (Vancouver, B. C.,1974), Vol. 2, pages
523–531. Canad. Math. Congress, Montreal, Que., 1975.
70





ZákladnéC++ zdrojové kódy procedúr na výpočet h́lbok funkcionálnych dát (všetky
zdrojové kódy všetkých použitých procedúr sú na priloženomCD, zdrojový súbor
FunDepth.C a dynamická knižnicaFunDepth.dll). Niekol’ko detailov týkajúcich sa
spôsobu výpǒctu príslušných h́lbok:
Fraimanova-Munizovej polopriestorová h́lbka (zdrojový kód A.5)
Vo výpočte využívame vlastnost’ polopriestorovej hĺbky v R. V tomto prípade
je polopriestorová h́lbka bodux∈ R voči náhodnému výberuX1, . . . ,Xn vyčísli-
tel’ná ako
HDn(x;X1, . . . ,Xn) = min
{
#{Xi : Xi ≤ x}
n
,1−




Pásová h́lbka (zdrojový kód A.6)
V skripte sa nepǒcíta celková pásová hĺbka funkciex voči X o rozsahun, výstu-
pom je ibaj-ty sčítanecLP jn (x;X). Procedúra sa následne zR spúšt’a(J−1)-krát
pre všetky šcítance. Vstupom do nej sú okrem základných parametrov hlavne




a com, ktorý obsahuje všetky
tieto kombinácie. Napríklad všetky kombinácie 3 prvkov z 5 by vektorcom ob-
sahoval ako 123124125134135145234235245345.
Zovšeobecnená pásová hĺbka (zdrojový kód A.7)
Skript podobne ako pri pásovej hĺbke vyhodnocuje ibaj-ty sčítanec h́lbky, vý-
počet je založený na 6.2.
1-pásová h́lbka (zdrojový kód A.8)
Základ vo výpǒcte 1-pásovej h́lbky tvorí skript preložený do jazykaC++ z ori-
ginálnehoFortran skriptu výpǒctu dvojrozmernej simplexovej hĺbky v balíku
depth v programeR (naprogramovali Masse a Plante [18]). Táto procedúra
cdepthint (nie je sú̌cast’ou prílohy, ale je sú̌cast’ou CD) pre bod vR2 vypo-
číta výberovú simplexovú hĺbku voči danému náhodnému výberu. Vo výpočte
1-pásovej h́lbky je kombinovaná s pomocnou funkcioudjk (zdrojový kód A.4),
ktorá pǒcíta jednorozmernú konvexnú (teda špeciálne aj simplexovú) h́lbku.
To nám umož̌nuje pri vol’be parametrovα = (1,0)T získat’ rýchlym výpǒctom
pomocou funkcieKdepth aj Fraimanovu-Munizovej simplexovú hĺbku funkcie.
Výstupom zo skriptu je okrem 1-pásovej hĺbky funkcie aj dvojrozmerný vek-
tor hlbfak, ktorý obsahuje príslušné sčítance 1-pásovej hĺbky a maticah, ktorá
72
obsahuje pre obe uvažované derivácie jedno- a dvojrozmernúsimplexovú h́lbku
v každom uvažovanom bode definič ého oboru funkcií. Takto môžeme z matice













5 // v každom C++ zdrojovom kóde platí:
6 // eval : počet bodov v diskretizácii funkcií
7 // m : počet funkcií v náhodnom výbere
8 // b : vektor o dĺžke eval, funkčné hodnoty funkcie ktorej hĺbku počítame
9 // b : pri 1−pásovej hĺbke matica funkčných hodnôt a prvých derivácií
10 // v : matica funkčných hodnôt m funkcií náhodného výberu v eval bodoch
11 // v : pri 1−pásovej hĺbke 3D−array funkčných hodnôt a prvých derivácií
12 // J : pri pásových hĺbkach označuje rád sčítanca, ktorý sa práve počíta
13 // kd : pri 1−pásovej hĺbke označuje K+1 (podporované len pre kd=1,2)
14 // alfa : pri 1−pásovej hĺbke označuje vektor váh o dĺžke kd
15 // Dj : pri pásových hĺbkach výsledný sčítanec pásovej hĺbky
16 // D : výsledná hĺbka funkcie
Listing A.2: Pomocná funkcia porovnávajúca dvečísla.
1 int compare(const void ∗x, const void ∗y) {
2 // x a y su pointre na double
3 // vracia −1 ak x < y
4 // 0 ak x == y
5 // +1 ak x > y
6 double dx, dy;
7 dx = ∗(double ∗)x;
8 dy = ∗(double ∗)y;
9 if (dx < dy) {
10 return −1;






Listing A.3: Dvojica pomocných funkcií pǒcítajúca kombinǎcnéčísla.
1 int Kc(int M, int J){
2 // vracia kombinačné číslo M nad J ako int pre J=1,2,3,4
3 if (M<J) return(0);
4 else{
5 if (J==1) return(M);
6 if (J==2) return((M∗(M−1))/2);
7 if (J==3) return((M∗(M−1)∗(M−2))/6);




12 double Kc2(int M, int J){
13 // vracia kombinačné číslo M nad J ako double pre J=1,2,3,4
14 if (M<J) return(0.0);
15 else{
16 if (J==1) return(M+0.0);
17 if (J==2) return((M∗(M−1))/2+0.0);
18 if (J==3) return((M∗(M−1)∗(M−2))/6+0.0);
19 if (J==4) return((M∗(M−1)∗(M−2)∗(M−3))/24+0.0);
20 }
21 }
Listing A.4: Funkcia pǒcítajúca jednorozmernú konvexnú hĺbku.
1 double djk(int r, int n,int j){
2 // vracia jednorozmernú konvexnú hĺbku pri danom r=r(x)
3 return(1.0−(Kc2(n−r,j)+Kc2(r,j))/(Kc2(n,j)));
4 }
Listing A.5: Fraimanova-Munizovej polopriestorová hĺbka.
1 void FTukey(int ∗eval, int ∗m, double ∗b, double v[∗m][∗eval], double ∗D){
2 int i,j,k;
3 ∗D = 0.0;
4 for(i=0;i<∗eval;i++){
5 k = 0;
6 for(j=0;j<∗m;j++) if(v[j][i]<b[i]) k++;
7 if ((∗m−k)<k) k = ∗m−k;
8 ∗D += (k+0.0)/(∗m);
9 }
10 ∗D = ∗D/(∗eval);
11 }
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Listing A.6: Pásová h́lbka.
1 void LP(int ∗eval, int ∗J, int ∗m, int ∗komb, int ∗com, double ∗b, double v[∗m][∗eval],
2 double ∗Dj){
3 // komb je kol’ko kombinácií prebehne




8 double LPindikator(int eval, int j, double ∗b, double v[eval][j]){
9 // v je matica funkčných hodnôt j−tice funkcií z náhodného výberu,
10 // pre ktoré práve LPindikator zist’uje, či vektor b leží v páse tvorenom nimi
11 double mini, maxi,ind; // minimálny a maximálny element, indikátor
12 int i,ii;
13 ind = 1.0;
14 i = 0;
15 while ((i<eval) && (ind>0)){
16 mini = v[i][0];
17 maxi = v[i][0];
18 for (ii=0;ii<j;ii++){
19 if (mini>v[i][ii]) mini=v[i][ii];
20 if (maxi<v[i][ii]) maxi=v[i][ii];
21 }










32 ∗Dj = ∗Dj + LPindikator(∗eval,∗J,b,vpom);
33 }
34 ∗Dj = ∗Dj/(∗komb);
35 }
Listing A.7: Zovšeobecnená pásová hĺbka.
1 void LPG(int ∗eval, int ∗J, int ∗m, double ∗b, double v[∗m][∗eval], double ∗Dj){
2 int i,j,r;
3 ∗Dj = 0.0;
4 for(i=0;i<∗eval;i++){
5 r=0;
6 for(j=0;j<∗m;j++) if (v[j][i]<b[i]) r++;
7 ∗Dj = ∗Dj + djk(r,∗m,∗J);
8 }
9 ∗Dj = ∗Dj/(∗eval);
10 }
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Listing A.8: 1-pásová h́lbka.
1 void Kdepth(int ∗kd, int ∗eval, int ∗m, double b[∗eval][∗kd], double v[∗m][∗eval][∗kd],
2 double ∗alfa, double h[∗kd][∗eval], double ∗D, double ∗hlbfak){
3 int i,j,k,l;
4 double U, V, X[∗m], Y[∗m];
5 for (i=0;i<∗kd;i++) for (j=0;j<∗eval;j++) h[i][j]=0.0;
6 for (j=0;j<∗eval;j++){ // pre každý bod definičného oboru
7 for (i=0;i<∗kd;i++){ // pre každú deriváciu
8 if (alfa[i]!=0){ // nech zbytočne neráta sčítance s váhou 0
9 U = b[j][0];
10 // prvá súradnica bodu ktorý posudzujem (funkčná hodnota)
11 V = b[j][1];
12 // druhá súradnica bodu ktorý posudzujem (hodnota derivácie)
13 for (k=0;k<∗m;k++){
14 X[k] = v[k][j][0];
15 // prvé súradnice vektoru voči ktorému posudzujem
16 Y[k] = v[k][j][1];
17 // druhé súradnice vektoru voči ktorému posudzujem
18 }
19 if (i==0){ // funkčné hodnoty
20 l = 0;
21 for(k=0;k<∗m;k++) if (X[k]<U) l++;
22 h[i][j] = djk(l,∗m,2);
23 }







31 for(j=0;j<∗eval;j++){ hlbfak[i]+=h[i][j]; }
32 hlbfak[i]=hlbfak[i]/(∗eval+0.0);
33 }




R implementácia zdrojových kódov
ImplementáciaC++ zdrojových kódov z prílohy A do programuR. Každý uvažovaný
hĺbkový funkcionál je implementovaný v dvoch verziách: ako pr cedúra pǒcítajúca
hĺbku jednej funkcie vǒci náhodnému výberu (označené akodepth) a procedúra pǒcí-
tajúca pre náhodný výber hĺbku každej z funkcií vǒci ostatným funkciám náhodného
výberu (oznǎcené akosampledepth). Niekol’ko písmen zǎcínajúcich názov procedúry
oznǎcuje h́lbku (F pre Fraimanove-Munizovej hĺbky, LP pre pásové h́lbky vrátane zo-
všeobecnených aK pre 1-pásovú h́lbku). Výstupom procedúrydepth je štandardne
jedna hodnota h́lbky funkcie vǒci náhodnému výberu (alebo v prípade komplikovanej-
šieho výstupu je celková hĺbka vo výstupe oznǎcená akodepth). Výstupom procedúry
sampledepth je najmä vektor celkových hĺbok funkcií náhodného výberusd. Všetky
zdrojové kódy a podrobnejšia dokumentácia vstupov a výstupov jednotlivých funkcií
sa dá nájst’ na priloženom CD, skript ako súborFunDepth.R a textový súbor dokumen-
tácie akoFunDepth-dokumentacia.txt. Poznamenajme ešte, že indukované hĺbky
funkcionálnych dát v kapitole 2.1 boli počítané pomocou funkciePCdepth ktorá je
tiež sú̌cast’ouFunDepth.R, tu sa ale nebudeme jej popisom zaoberat’, pretože okrem




1 library(depth) # pre depth, nutne
2 dll = "FunDepth.dll" # nazov dll suboru so zdrojmi
3 # v každom R zdrojovom kóde platí:
4 # eval : počet bodov v diskretizácii funkcii
5 # m : počet funkcií v náhodnom výbere
6 # KD : pri 1−pásovej hĺbke označuje K+1 (podporované len pre kd=1,2)
7 # b : vektor o dĺžke eval, funkčné hodnoty funkcie ktorej hĺbku počítame
8 # b : pri 1−pásovej hĺbke matica funkčných hodnôt a prvých derivácií,
9 # rozmery KD x eval
10 # v : matica funkčných hodnôt m funkcií náhodného výberu v eval bodoch,
11 # rozmery eval x m
12 # v : pri 1−pásovej hĺbke 3D−array funkčných hodnôt a prvých derivácií,
13 # rozmery KD x eval x m
14 # H : pri Fraimanovej−Munizovej hĺbke indikátor polopriestorovej verzie
15 # TRUE=polopriestorová, FALSE=simplexová
16 # J : pri pásových hĺbkach označuje rád hĺbky (nie sčítanca ako v C++)
17 # G : indikátor generalizácie pásových hĺbok (TRUE pre zovšeobecnenú pásovú hĺbku)
18 # K : pri pásových hĺbkach počet resamplingových skupín na urýchlenie výpočtu
19 # alfa : pri 1−pásovej hĺbke označuje vektor váh o dĺžke KD
Listing B.2: Pomocná funkcia k výpočtu pásových h́lbok-jadro výpǒctu.
1 LPKern = function(b,v,J=3,G){
2 # v ma rozmery evalxm
3 m = dim(v)[2] # rozsah výberu
4 eval = length(b) # eval
5 s = rep(0,J−1) # medzivýpočet hĺbky
6 if (Load<−!is.loaded("LPindikator")) dyn.load(dll)
7 for (j in 2:J){ # az do J teho poradia
8 if (G) s[j−1]=.C("LPG",as.integer(eval),as.integer(j),as.integer(m),as.double(b),
9 as.double(v),dj = double(1))$dj
10 if (!G){
11 com = combn(m,j)
12 poc = dim(com)[2]
13 s[j−1]=.C("LP",as.integer(eval),as.integer(j),as.integer(m),






Listing B.3: Pásové h́lbky:depth.
1 LPdepth = function(b,v,J=3,G,K=1){
2 # v ma rozmery evalxm
3 eval = length(b)
4 m = dim(v)[2] # rozsah výberu
5 sam = sample.int(m,m) # zamiešame
6 if (K==0) K=1 # opatrenie nech nemám K=0
7 nk = m%/%K # velkost zhlukov
8 nlast = m %% K+nk # velkost zostatkoveho zhluku
9 Dpom = matrix(rep(NA,K∗(J−1)),nrow=K)
10 # medzivýpočet hĺbky, Dpom[k,j] je faktor hĺbky v k−tom zhluku j−tej hĺbky
11 if (Load<−!is.loaded("LPindikator")) dyn.load(dll)
12 if (K>1){
13 for (k in 1:(K−1))
14 if (eval>1) Dpom[k,] =
15 LPKern(b,v[,sam[((k−1)∗nk+1):(k∗nk)]],J,G)$depthfactors









25 if (Load) dyn.unload(dll)
26 if(J>2) {if (K>1) fak = apply(Dpom[1:K,],2,mean) else fak = Dpom[1:K,]}
27 if(J==2) fak = Dpom[1:K]
28 return(list(depth=mean(Dpom[1:K,]),depthfactors=fak))
29 }
Listing B.4: Pásové h́lbky:sampledepth.
1 LPsampledepth = function(v,J=3,G,K=1){
2 m = dim(v)[2]
3 hlb = rep(NA,m)
4 hlbfak = matrix(rep(NA,m∗(J−1)),nrow=(J−1))
5 dyn.load(dll)
6 for (i in 1:m){
7 D = LPdepth(v[,i],v[,−i],J,G,K)







Listing B.5: Fraimanove-Munizovej hĺbky:depth.
1 Fdepth = function(b,v,H){
2 if (H==FALSE) D = LPkern(b,v,J=2,TRUE)$depth
3 if (H==TRUE){
4 if (Load<−!is.loaded("FTukey")) dyn.load(dll)
5 D = .C("FTukey",as.integer(length(b)),as.integer(dim(v)[2]),as.double(b),
6 as.double(v),d=double(1))$d




Listing B.6: Fraimanove-Munizovej hĺbky:sampledepth.
1 Fsampledepth = function(v,H){
2 if (H==FALSE) D = LPsampledepth(v,J=2,TRUE,K=1)$sd
3 if (H==TRUE){
4 dyn.load(dll)
5 m = dim(v)[2]
6 D = rep(NA,m)





Listing B.7: 1-pásová h́lbka:depth.
1 Kdepth = function(b,v,alfa=c(1,1)){
2 m = dim(v)[3] # rozsah výberu, počet funkcií voči ktorým posudzujem
3 eval = dim(v)[2] # počet bodov v ktorých počítam
4 KD = dim(v)[1]
5 if (Load<−!is.loaded("Kdepth")) dyn.load(dll)
6 D = .C("Kdepth",kd=as.integer(KD),eval=as.integer(eval),m=as.integer(m),
7 b=as.double(b),v=as.double(v),alfa=as.double(alfa),h=double(eval∗KD),
8 hlbka=double(1),hlbfak=double(2))
9 if (Load) dyn.unload(dll)
10 return(list(depth=D$hlbka,depthfactors=D$hlbfak,pd=t(matrix(D$h,ncol=KD))))
11 # hlbfak su čiastočné hĺbky pre jednotlivé derivácie
12 }
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Listing B.8: 1-pásová h́lbka:sampledepth.
1 Ksampledepth = function(v,alfa=c(1,1)){
2 # sample verzia
3 m = dim(v)[3]
4 D = rep(NA,m)
5 Df = matrix(rep(NA,dim(v)[1]∗m),c(dim(v)[1],m)) # faktory hĺbky
6 spd = array(rep(NA,(dim(v)[1]∗dim(v)[2]∗dim(v)[3])),c(dim(v)[1],dim(v)[2],dim(v)[3]))
7 # sample point depth
8 # tretí rozmer určuje funkciu, ako v yn
9 dyn.load(dll)
10 for(i in 1:m) {
11 kdpt = Kdepth(v[,,i],v[,,−i],alfa)





17 return(list(sd=D,sdfac=Df)) # chýba spd=spd
18 }
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