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SOMMAIRE
Dans ce mémoire, nous étudions la méta-analyse de tableaux (le contingences
2 x 2. Diverses méthodes d’estimation du rapport de cotes global sont exposées.
Nous présentons d’abord les estimateurs des méthodes classiques usuelles. Deuxiè
mement, l’approche bayésienne est considérée et, à l’aide de modèles hiérarchiques
à trois niveaux, nous présentons cieux estimateurs bayésiens du rapport de cotes
global, qui sont déjà connus daiis 1a littérature. Ensuite, une méthode alternative
de mét a-analyse sur les rapports de cotes est proposée. Finalement, quelques-uns
des estimateurs présentés sont ap)1iqués à cieux exemples de jeux de données, et
comparés à l’aide de simulations numériques.
iv
SUMMARY
In this Iria.ster thesis. we stuci the meta-arial sis of 2 x 2 contingelwy tables.
Varions zuethods for inference 011 the common ocicis ratio are exposeci. We first
present the estimators of the usual non Bayesian methods. Secoiicflv, the Bayesian
approach is considered and, hy the use of hierarchical models, we preselit two
Bayesian estimators of the commo ocicis ratio, whicli are alreacly known in the
litterature. Theil, an alternative methoci for the meta-analvsis of ocicis ratios is
pioposed. Finally, some of the cliscussed estirnators are applied to two data sets.
and also compared using numerical simulations.
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INTRODUCTION
Lors du cléveloppemellt cïun nouveau traitenient prometteur. plusieurs études
indépendantes tentellt de démontrer l’efficacité (ou l’inefficacité) du traitement
en questioit Il serait alors cïun grand intérêt de pouvoir combiner les résultats
de toutes les études clans le but d’obtenir une idée générale quallt à l’efficacité
du traitement. Étant donné que ces études diffèrent à divers points de vue, tels
que la population écliailtillonnée. la taille échantillonnale, le plan et le protocole
de Fexpérience. la combinaison de ces résultats doit être faite avec beaucoup de
prudence. C’est pour cette raison clulmll graiicl nombre de méthodes quantitatives
ont. été mises au point.
Nous clésigiions par méta- anatyse toute méthode quantitative cherchant à
combiner les résultats de plusieurs études inclépeiiclantes sur un même sujet. C’est
Glass (1976) qui, le premier, a nommé ce genre d’analyse rnéta-anatyse.
Si nous préseiltons un bref historique de la inéta-aiialyse, nous remontons
d’abord en 1896 avec le biostatisticien Karl Pearson, à qui on avait confié le man
dat de revoir l’efficacité du vaccin coiltre la fièvre typhoïde développé clans la
même année par Sir Almroth Wright. Pour ce faire. il a revu cinq études rappor
tant des données sur la relation entre Finoculation du vacciil et l’imimmité contre
la maladie, et six études rapportant des données sur la relation entre l’inoculation
et la mortalité parmi ceux ayant contracté la maladie. Pour ces onze études, il
calcula les corrélations et fit une moyenne sur ces corrélations (séparément pour
l’incidellce et la mortalité) pour décrire l’efficacité moyenne (globale) de l’inocu
lation. Dans son rapport sur cette recherche (Pearson, 1901), il conclut que les
corrélations moyennes étaiellt trop basses pour conseiller l’adoption du vaccin.
puisque dautres vaccins déjà acceptés à cette époque produisaiemit couramment
3(tes corrélations supérieures à celles du vaccin de Sir Almroth ‘vVright « I tlunk
the riglit conclusion to clraw woulcl Ï)e not that h was clesirable to inoculate the
whole arlny, but that improveinent of the senuri anci niethoci of dosing, with a
view to a far higher correlation, slioulcl be attempted » (Pearson, 1904, p1215).
Par la suite, nous retrouvons des travaux effectués sur la combinaison d’esti
mateurs de plusieurs études connue ceux de Birge (1932) en sciences physiques et
ceux de Cochran (1937) et Yates et Cocliran (193$) en statistique. Les méthodes
de combinaison tic probabilités ont aussi fait leurs débuts tôt avec Tippett (1931)
et Fisher (1932). Toutefois, la ;néta-analvse était rarement utilisée en sciences
sociales et en niéclecine jusqu’au début des années $0, où elle a connu un essor
avec l’apparition de livres voués aux méthodes inéta-analytiques. Les chercheurs
Glass, McGaw et Smith (1981), Hunter, Schmiclt et Jackson (1982), Rosenthal
(1984), Hedges et 01km (1985), Cooper et Hedges (1991), en plus de tous ceux
ctui ont publié des articles sur la méta—analyse. ont. contribué au cléveloppenient.
des méthodes méta-a.nalyticjues surtout clans les domaines des sciences de la santé
et des sciences sociales.
Dans ce niérnoire, nous nous concentrerons sur le cas particulier tic la métcz
analyse sur tes rapports de cotes. Le premier chapitre contiendra, dans un cadre
fréquentiste, certains modèles à effets fixes et à effets aléatoires. Dans les deuxième
et troisième chapitres, nous utiliserons des modèles hiérarchiques paramétriques
et nous ferons de l’inférence bayésienne sur un des paramètres jouant le rôle de
rapport de cotes global. Alors que le deuxième chapitre présentera tics modèles
déjà connus et couramment employés clans le domaine de l’épidémiologie et’ de la
biostatistique, le troisième chapitre présentera un nouveau modèle développé par
nous—mêmes. Finalement, le chapitre quatre comportera tics exemples comparant
les résultats tics divers modèles des chapitres précédents cm mémoire, ainsi que
des résultats tic simulations comparant la performance tic certains de ces mêmes
modèles.
Chapitre 1
MODÈLES À EFFETS FIXES ET À EFFETS
ALÉATOIRES CLASSIQUES
Dans ce chapitre. nous faisons un résumé des méthodes classiques (non bayé
siennes) utilisées pour effectuer une méta-analyse sur les rapports de cotes. Cette
revue de la littérature est basée sur les livres de Cooper et Heciges (1991), Hedges
(1982) et Fleiss (1981), ainsi que les articles de DerSimonian et Laird (1986),
Mehta et cd. (1985) et Yusuf et al. (1985).
1.1. CoNcEPTS DE BASE EN MTA-ANALYSE
faisons «abord Fhypotlièse que toutes les études sont identicjues. Dans ce
cas. il est. facile de combiner les estimations des effets des différentes études. Nous
pouvons alors utiliser le modèle à effets fixes le plus simple dans lequel il n’y a
qu’un seul effet de la population 6 et où toutes les études ne diffèrent que par
les échantillons d’observations provenant de la population totale. Dans ce cas, les
mesures de l’effet obtenues pour toutes les études ne diffèrent du véritable effet de
la populatioii que par Ferreur échantillonnale. Pour obtenir une estimation sans
biais de Feffet de la population. il suffit alors de prendre la moyenne des effets
observés de lensembÏe des études.
Malheureusement, il narrive ja;;lais que toutes les études soient absolument
identiques clans une méta—analyse. Les études diffèrent généralement à divers ni
veaux tels que la taille échantillonnale et la manière de prendre les mesures. En
épidémiologie, les traitements ont toujours de légères différences d’une étude à
5L\B. 1.1. Exemple de tableau de contingence 2 x 2
cliagnostictue contrôle trait enient.
positif ï1
négatif fi — — 12
l’autre. Par exemple. les études peuvent varier au niveau de la posologie d’un
médicament dont nous voulons mesurer F effet.
Il est. donc pius approprié de faire appel à un modèle à effets aléatoires clans
lequel nous ne faisons plus l’hypothèse ciu’il n’y a qu’un seul effet de la population,
niais clans lequel nous supposons plutôt mie distribution d’effets de la. population
géllérée par mie distribution de réalisations possibles d’études. Ainsi, les valeurs
observées pour l’ensemble des études 11e diffèrent, plus seulement à cause de l’erretir
échantillonnale, mais aussi à cause des différences clans les effets réels sous—jacents.
1.2. DÉFINITIoN DU RAPPORT DE COTES
Selon la définition de la cote - rapport de la probabilité d’un évènement à celle
de son complénientaire - SOil expression mathématique est
P
1—p’
où p est la probabilité de l’événement.
Supposons que nous disposons de données sous la forme d’un tableau de
contingence 2 x 2, concernant la relation entre cieux facteurs dichotomiques, l’un
étant le statut traitement-contrôle et l’autre étant cas favorable (ou diagnostique
positif). Les cellules du tableau de contingence sont Ii. ‘2’ 1 — .r> et fl2 — 12,
où n1 est le nombre de sujets soumis au traitement «contrôle>, 2 le nombre de
sujets soumis à l’autre traitement. i le ilombre de cas favorables parmi les su
jets soumis au traitenient «contrôle», et 12 le nombre de cas favorables parnli les
sujets soumis à l’autre traitement. (voir tableau 1.1).
Notons ciue .r1 hin (n1, Pi) et .o, hii(n2. P2) (la notation ï bin(n, p)
signifie que ï est une variable aléatoire de loi binomiale avec paramètres n et
p), où p et 2 sont les probabilités d’obtenir un cas favorable pour les dertx
6traitements. Connue son nom l’indique, le rapport de cotes, OR. est défini par
OR — P2/(1 — P2)
— Pi/(l —Pi)
—
1)2(1
—
p)
— Pi(l —P2)
ce dernier peut cloiic être estimé par
= .r2(ni
—
r)
—
£2)
On appelle OR le rapport de cotes empirique.
Ce mémoire traitera de la combinaison des rapports de cotes de plusieurs
études indépendantes, lorsque tous les tableaux 2 x 2 sont dlisponibles (non seule-
nient les rapports de cotes empiriques sont connus, niais aussi toutes les valeurs
de i. n1 et fl2).
1.3. MODÈLES À EFFETS FIXES EN GÉNÉRAL
Avant d’attaquer le problème spécificiue de la combinaison des rapports de
cotes de plusieurs études indépendantes, voyons d’abord coniment il est possible
de combiner les mesures d’un effet quelconque, en supposant que les effets de
toutes les études sont fixes, c’est-à-dire ciu’ils sont tous égaux entre eux.
SuppoSonS que les données que nous désirons combiner proviennent d’une suite
de J études indépendantes, clans laqtielle l’étude j rapporte un effet observé T.
estimant sans biais (ou asvmptotidluement sans biais) l’effet de population Oj, et
avec variance e. Les données combiner consistent donc en J estimateurs d’effet
T1 Tj des paramètres 01,..., Oj, avec variances e1 e,1. Les 0 peuvent être
par exemple la clifJ’rence moyenne standardisée, la différence de pivportio us, le
iapport de cotes ou le log du rapport de cotes. Sous le modèle à effets fixes, nous
supposons que 01 = . . . = Oj = 0. l’effet. commun à toutes les études. Une formule
générale pour la nioyenne pondérée de l’effet sur ces études est
T = f1 ‘1
z=1
où ic est le poids assigné à l’étude j.
Sous le modèle à effets fixes (où les I estiment le même paramètre . T. est
un estimateur saris biais de 19. Les poids qui minimisent la variance de T sont
inversement proportionnels à la variance de chaque étude
Lui = (1.31)
Les variances uj dépendent de l’estimateur T. mais elles sont en général in
versement proportionnelles à la taille échantillonnale de l’étude j. Il s’ensuit que
des poids plus grands sont assignés aux études avec de plus grandes tailles échan—
tillonnales.
Avec les poids donnés par l’écjuation (1.3.1). il est facile de montrer que la
variance de T., notée y., est donnée par
1
u.
=
La racine carrée de t’. est Fécart type de l’estimateur de l’effet combiné. Si T a
une distribution approxinlativement normale, alors un intervalle de confiance de
niveau pour le paranlètre (9. (&, &u). est donné par
0L = T — 1.96(v)”2, = T + 1,96(v)’2. (1.3.2)
Finalement, nous pouvons tester l’hypothèse selon laquelle tous les O.j sont
égaux à l’aide de la statistique de test d’homogénéité suivante
Q - T)2/u1]. (1.3.3)
L’équation (1.3.3) peut aussi être écrite en fonction des et des T seulement
i=i zi=i
En général. si Q dépasse la valeur critique d’une loi khi-cIeux avec J — 1 degrés
de liberté, alors la variance observée pour les effets des études est significative
ment plus grande que ce que nous devrions observer par hasard si les études
partageaient un effet de population commun. Si l’homogénéité est rejetée, T. ne
devrait pas être interprété connue un estimateur du seul paramètre O, mais phi—
tôt connue décrivant simplement une moyenne d’effets observés. Dans un tel cas.
splusieurs alternatives peuvent être considérées. Lune d’elles serait cl employer des
techniques de régression pour tenir compte de la variance parnli les 0.1. Une autre
alternative. ciue nous verrons en détails plus loin, serait d’incorporer l’hétérogé
néité clans le modèle en utilisant un modèle à effets aléatoires plutôt qu’un à effets
fixes.
1.1. MODÈLES À EFFETS FIXES POUR LA MÉTA-ANALYSE SUR LES
RAPPORTS DE COTES
1.4.1. Cas où les tailles échantillonnales intra-études sont élevées
Nous appliquerons maintenant la théorie développée clans la sous-section pré
cédente au cas particulier de la méta-anal se sur les rapports de cotes. Malheu
reusement. cette méthode n’est utile que clans le cas où les tailles écliantillonnales
intra-étucles sont élevées, puisquelle fait appel au résultat asymptotique suivant..
Proposition 1.4.1. Considé’rons un essai clinique comportant n1 sujets dans te
groupe «contrôle» et n2 sujets dans te groupe «traitement». Supposons que .r1 et
12 sont tes nombres de sujets pour tes quets le diagnostique est positif. De ptus,
soit
(12(fll
—
r)
y=log
‘\11(/12 — .C2)
Si p’ et P2 sont tes pivbabilitss que te diagnostique soit positif respectivement
dans tes groupes «contrôle» et «traitement», alors g suit asymptotiquement une
distribution norm ale avec moyenne
(P2(1
—
p)O = log t
P2)
et variance
1 1 1 1
+
liiPi î2P2 ni(1
—
Pi) 02(1 P2)
Voici ime preuve de ce résultat.
DÉMoNsTRATION. Nous posons n1 n et n2 = en. Nous faisons l’asymptotique
n — o.
Dii théorème limite central. nous savons que
9(,i/n
- Pi)
— 1)2
où
d (o et = (ti — Pi)
\\O) 0 1)2(1 -p2)/c
Soit g(1, ‘2) = y. Alors
Vg(pi.p2) (itt
?2(lP2)
Par le théorème de Cramér, il s’ensuit que
- N(0, (Vg)T(Vg)),
où
/1)2(1
—pi)NO=logj j et
P1tl P2)J
(Vg)TE(Vg)
=p(1
—Pi) ( —1 )2 + 1)2(1—1)2) ( 1pi(1 —pi) c 1)2(1—1)2)
1 1
= p(1 —pi) cp2(1
—p2)’
Donc pour de grands échantillons, nous avons
1 1
Var(y) +
nipi(1
—pi) n2p2(1
—P2)
Grâce à cette proposition, nous OUVOllS utiliser la théorie de la sous-section
précédente pour faire de la méta-analyse sur le logarithme naturel des rapports de
cotes. Ensuite il suffira de prendre la transformation exponentielle tics résultats
pour revenir à l’échelle originale.
Supposons que les tailles échantiilonnales intra-étucles sont grandes et que les
probabilités de cas favorables ne sont pas trop faibles. En employant la nième
notation qu’à la sous—section précédente, pour chaque étude j, j 1, J, nous
posons
= iog (2i(uuJ — iii))
LlJ(02J
— 12j)
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o U1J et t>2j sont Ïes nombres de sujets, respectivement dans les groupes «contrôle»
et «traitement», et et sont les nombres de cas favorables. Par la propo
sition 1.4.1, nous savons que comme les et n2 sont grands, les T suivent
approximativement une distribution normale avec moyenne j log
le rapport de cotes réel de Fétude j, et variance c 1 + + ‘ +TiljPlj ]P2j nu ( Plj
Comme les p1 sont inconnus, nous estimons les variances v par
1 1 1 1
= + ± + . (1.1.1)
.rï 12j 1j — ri 12f 12j
Finalement, il suffit d’appliquer les valeurs de et f’ ci—haut aux équations
de la section précédente. Ensuite, si nous préférons revenir à l’échelle originale
pour l’intervalle de confiance, nous pouvons appliquer la transformation inverse
du logarithme naturel (c’est-à-dire l’exponentielle) aux bornes de l’intervalle de
l’équation (1.3.2).
1.4.1.1. Application de la théorie à un e.remple de rnéta-a’riatyse
Nous illustrons ici la méthode développée ci-liant par un exemple de inéta
analyse sur les rapports de cotes fréquemment utilisé dans la littérature. Ce même
exemple sera constamment repris dans la suite de ce mémoire afin d’illustrer
chacune des différentes méthodes qui seront présentées. Celui-ci est tiré de l’article
«Meta-analysis of randomiseci controlled trials of selective ciecontamination of the
digestive tract», du «Selective Decontamination of tlie Digestive Tract Trialists’
Collahorative Group» (1993).
Les résultats d’un total de vingt-cieux études ont été regroupés, chacune de
ces études s’intéressant aux bienfaits cliniques de la ciécontamnination sélective du
système digestif, clans le but de diminuer le nombre de cas d’infections clans les
unités de soins intensifs. Dans chaque étude, des patients d’unités de soins inten
sifs ont été randomisés soit à un groupe «traitement», soit à un groupe «contrôle»,
le traitement consistant à différentes combinaisons d’antibiotiques oraux nonab
sorbabÏes. avec certaines études incluant en plus une coniposante systémique chi
traitement. Les patients clii groupe «contrôle» n’ont reçu aucun traitement. Pour
chaque étude, on a enregistré, clans les groupes «contrôle» et «traite;iient», les
11
TÀB. 1.2. Jeu de données (le la ïnét.a-analvse t chaque entrée
contient le nombre de cas d’infections observés versus le nombre
de sujets total du groupe (contrôle ou traitement)
étude contrôle traitement. ét ilcie contrôle traitement
1 2554 7 47 12 40/185 31 200
2 2441 4 38 13 10 41 9/39
3 37 95 20 96 14 10185 22/193
4 11 17 1 14 15 4 16 04.5
5 2649 10/48 16 60/140 31/131
6 13/84 2’lOl 17 12/75 4/75
7 38 170 12/161 18 42,225 31/220
8 29/60 1 28 19 26 57 7 55
9 9/20 1,19 20 1792 3:91
10 44 47 22 49 21 •23 23 14 25
11 30160 25 162 22 6 68 3 65
nombres de patients ayant développé des infections au système respiratoire (ta
bleau 1.2).
En utilisant la méthode de la sous-section 1.4.1, l’effet (logarithme du rapport
de cotes) dela première étude par exemple, est mesuré par T1 = log (“)
log log(0.2) = —1.59. La variance (le cet estimateur est elle-même
estimée par
‘i — + — ± + = + 7 + 51—25 + = 0.24.
Pour l’ensemble des 22 études. l’estimnateiir de l’effet moyen (log du rapport
— uT
de cotes moyen) est donné par T . Cependant, mine des valeurs de 12
i1
(celle (le l’étude 15) est zéro, ce cjm rend impossible l’utilisation directe de cette
formule. Comme plusieurs auteurs tels que Gelman et aÏ. (2003) recommandent,
l’une (les solutions consiste à ajouter 0.5 à toutes les valeurs des tableaux 2 x 2.
Ainsi, devient log ( 2j1j et devient. êi =
.110.5 +
1 + I - + - . On obtient donc T = —0.93 et. une estimation
—,—u,. n +O.n fl 2j -r-(I,O
de l’écart type de cet estimateur est donnée par Y’1/ = 0,09. ce
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qui donne l’intervalle de confiance de niveau 95% : (—1.11: —0.76) (sur l’échelle
dii rapport de cotes : (exp(—1.11): exp(—0.76)) = (0.33: 0.17) ).
Nous pouvons aussi tester Fhomogénéité des effets des études en calculant
Q = — T)2/t,j]. Ici, Q = 57,98, alors qu’au niveau 95%, la valeur
critique de la khi-cieux avec 22 — 1 = 21 degrés de liberté est égale à 32,67. Donc
Q dépasse de beaucoup la valeur critique et nous tendons fortement à rejeter
l’hypothèse de l’homogénéité des effets. C’eci suggère qu’un modèle à effets fixes
llest pas du tout. approprié pour ce cas-ci.
1.4.2. Cas où les tailles échantillonnales intra-études sont petites
1.1.2.1. Estimateur de Mantet-Haenszet
Lorsque les tailles échantillonnales intra-études sont. petites. nous ne pouvons
plus faire confiance à Fapproximation de la proposition 1.1.1. Une alternative,
présentée dans Cooper et Hedges (1994). consiste à calculer l’estimateur du rap
port de cotes global de Mairtet-HaenszeÏ
1 w [P2j (1 —ORMH
=
, (1.4.2)
Z—1 w[pi(1 — p2])]
où w = . Bien sûr. les p. sont inconnus, et nous utilisons donc l’équivalentJ flij±T12j
empirique de l’éciuation (1.1.2)
Zj_l .l’2J(U1J —OR1f if , (1.1.3)
Z=y cy(n2 — C2J)/fli
où n = ny +fl2j, le nombre total (le sujets clans l’étude j. Notons que clans le cas
où J = 1 (c’est—à—chre lorsqu’il n’y a qu’tme seule étude), les ni du numérateur
et du dénominateur de l’équation (1.1.3) s’annulent et l’équation se réduit. à la
définition du rapport de cotes empirique. Une estimation de la variance du loga
rithne de OR1H (voir Robins, Breslow et Greenland, 1986 ; Robins, Greenlancl
et Breslow. 1986) est
=
+
Z1(P1S+QR)
+ (144)
2(JR)2 2(1R3) (1s) 2(1S,)
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où = (.r2J + (fli — i))/n. Q = (.ty + (fl2j L’2J))/flJ, R .r2J(fllJ —
et = .r1(n1 — .r2J)/nJ. Lorsque J = 1, l’équation (1.1.4) se réduit à l’équation
de la variance pour le logarithme du rapport de cotes d’une étude, défini par
l’équation (1.4.1). Les bornes (le l’intervalle de confiance de niveau 95 pour le
rapport de cotes global. sont exp[log(ORfH) — 1.96(q)’!2] et exp[log(ORAJH) +
1.96(t)1/2]. L’homogénéité peut être testée à l’aide du même test développé à la
sous-section précédente.
Cooper et Heclges (1994) affirment que l’analyse de Mantel-Haenszel est valide
clans les cas où il y a plusieurs études avec des tailles échantillonnales petites, et
clans les cas où il y a un petit nombre d’études, mais avec de grandes tailles
édhantillonnales.
Avec les données sur la décontaininat ion du système digestif, on obtient OR]fH
0.35. avec intervalle de confiance (0.298; 0.421).
1.4.2.2. Modification. de Peto de le.stiniateiir de Mantet-Hae,uszet
Contrairement à l’estimateur de Mantel-Haenszel. la. modification de Peto de
Ï’estimateur de ManteÏ-HaenszeÏ (Yusuf et aï., 1985) est calculée sur l’échelle du
logarithme naturel
Z-1(O-E)
logORp0 = \.J -
L=i VJ
où O — E — Z) — J (XJJ+.T! ) î..L2jH2J2 et V t?1] fl2j(Xl ,+X21 )tni,+u2, —ri —.r2)J J —] flhj±t12j nlJ+n2J J (ni] +n,)ùni +n2J—1)
L’expression O — E représente la différence entre le nonibre observé de cas
favorables du côté des patients «traitement.», noté O. et le nombre espéré de tels
cas, sous l’hypothèse que le «traitement» n’est. pas différent clii «contrôle», noté
E. La variance de la différence O — E, est notée l/.
Les bornes de l’intervalle de confiance de niveau 95%7 pour log ORpto, sont
log Peto — 1.96(c)’12 et log ORPeto + 1.96(t.)2, OÙ V = (Z_, b)’.
Bien que certains auteurs. tels que fleiss (1981), déconseillent l’utilisation de
méthodes telles que celles employées clans la modification de Peto de l’esti,nateur
de Mantel—Haenszel. celle-ci demeure tout de même très populaire clans le domaine
de l’épidémiologie.
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Pour les données sur la décontamination du système digestif, on obtient
10g ORpjo = L005.
avec intervalle de confiance(—1,1Z; —0,84) (sur l’échelle du rapport de cotes
(0,31; 0.43)).
1.5. MODÈLES À EFFETS ALÉATOIRES POUR LA MÉTA-ANALYSE
SUR LES RAPPORTS DE COTES
Comme nous l’avons remarqué plus tôt, il semble préférable d’analyser les
données d’une méta-analyse à l’aide d’un modèle à effets aléatoires plutôt qu’un
modèle à effets fixes. étant donné que l’effet réel est susceptible de varier d’une
étude à l’autre. Afin de pouvoir assimiler nos données à un iriodèle à effets aléa
toires, il faut supposer les mêmes conditions qu’à la sous-section 1.1.1, c’est-à-dire
que les tailles échantillonnales intra-études sont élevées. De la même manière qu’à
cette sous-section, nous définissons, pour j 1 J,
— (2j (nuy—log1
\‘ujC2j — 2j)
Nous faisons alors l’hypothèse que les y sont indépendants et suivent une clistri—
bution normale avec moyenne et variance = + + + 1J 1j 12j ii1]L1j fl2jJ2]
Tel qu’il est coutume de faire clans la pratique courante, nous estimons donc les
variances en utilisant le résultat asymptotique de la sous—section 1.4.1. Nous
supposons cependant que les Oj sont issus (d’une manière indépendante) d’une
distribution normale avec moyenne comnaine [t et variance commune T2. C’est
de là que vient l’expression « effets aléatoires » bien que n’étant pas des valeurs
observées, les effets, O, j = 1 J, sont considérés comme des variables aléa
toires. Le paramètre [t est une mesure globale du logarithme naturel du rapport
de cotes pour l’ensemble des études.
Notons que lions aurions aussi bien pu décrire ce modèle de la manière sui
vante
Yj = (9 + c,
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où les t9 sont Li.d. N(t. r2) et les e N(tJ. â) et indépendants. Les & sont aussi
indépendants des
Cependant. ce ne serait pas une bonne idée «utiliser un nodèle cFaiialvse de
variance à un facteur avec effet aléatoire dans lequel les e, sont issus «une dis
trihution nonnale avec une variance commune u2. La raison est que peur chaque
étude. il ny a qu’tme seule observation. «est-à-dire Yj•
Maintenant. il y a cIeux méthodes générales (non bayésiennes) pour faire de
l’inférence sur le paramètre d’intérêt. i la méthode des moments et celle de la
vrajsemÏlance maximale.
1.5.1. Estimateur de la vraisemblance maximale
Si nous procédons par la méthode de la vraisemblance maximale dans le but
d’estimer le paramètre d’intérêt, ii,, il est préférable d’obtenir (si possible) la dis
trihution marginale des Yj’ sachant tt et. T2. En effet, cette distribution comporte
beaucoup moins de paramètres. Celle—ci est. obtenue clans la proposition suivante.
Proposition 1.5.1. Les distributions 7naigniates des y (sachant ,u et r2) , en
moyennant sur tes Oj, sont indépendantes et normales
N(i,. + r2).
D ÉMONsTRÀTIO N. Nous savons que
N ( &. ) et
N(t, r2).
Il est donc évident que Yj doit, suivre une distribution marginale gaussienne.
Donc nous n’avons qu’à déterminer la moyenne et la variance de la distribution
marginale des y. La mno enne est obtenue en prenant la double espérance
[yj] E[yI&] E[] i.
La variance est donnée par
Var(/j)) = Va.ï(iF.{y + E{VcnC j
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= Var(&1) +E[],
= T2 +
D
Comme nous aurions pu le prévoir, la proposition 1.5.1 montre que la variance
totale des effets observés (les yj). est donnée par la somme de la variance concli
tionnelle de l’effet observé, autour de &j, et la variance des paramètres 9j, autour
de l’effet moyen,
Par la proposition 1.5.1, la vraisemblance conjointe de [t et T2 est
L([t, T2) = L(p, T2y) =J(yz. r2) f [2(T2 ± &2)]1/2 exp [4]
=
+ exp H a ±‘
Le logarithnie naturel de la vraisemblance est donc
Ï(p, T2) = log L(i, T2) — [og@ + T2) +
_2],
où C est une constante. Pour obtenir un estimateur de la vraisemblance maximale
du paramètre [I (et à la fois du paramètre T2), il suffit de résoudre pour [t et r2
le systènle d’équations suivant
J
:——O.) =0,
jzl J
011 1
— (yi)2 o
— 2, &+r2 (&+r2)2 —
Après simplifications, nous trouvons que la solution de ce système est donnée par
la valeur 2 telle que
+ 2
- ) z=1 2]
, (1.5.1)
J J_l
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et pour cette valeur î2. si nous définissons 1 (J 1.1),
(1.5.2)
j=i wj
Notons que si î2 = O, alors l’estimateur (le t est le même que pour le modèle à
effets fixes (cest logique puisque, poser r2 = O, est équivalent à dire que toutes les
études ont le même effet). Ainsi, dans le cas où les tailles échantillonnales intra—
études sont grandes, le modèle à effets fixes n’est qu’un cas particulier du modèle
à effets aléatoires. Le modèle à effets aléatoires ajoute une correction (dépendant
de la variance inter-études r2) aux poids donnés aux différentes études de la
méta-analyse. Plutôt que de faire un test clans le but de montrer que la variance
inter-études T2 n’est pas significativement différente de O (comme il est coutume
de faire dans le cas du modèle à effets fixes), le modèle à effets aléatoires tient
toujours compte de cette variance, qu’elle soit grande ou petite.
finalement, si nous désirons calculer un intervalle de confiance approximatif
pour [t, nous n’avons qu’à utiliser le fait que tout estimateur de la vraisemblance
maximale suit asymptotiquement une distribution normale avec moyenne, le pa
ramètre estimé et variance, l’inverse de l’information de Fisher. L’information de
Fisher est
I(jt)=I =—E —
(1.5.3)
Nous pouvons estimer l’information de Fisher, donnée par l’équation (1.5.3), en
Févaluant au point ([t. î2).
Pour terminer Fanalyse, il faut prendre fexponentielle de l’estimation calcu
lée car le paramètre jt est à l’échelle du logarithme naturel du rapport de cotes.
Comme la transformation exponentielle est bijective, il s’agit toujours cl’im esti
mateur à vraisemblance maximale,
Pour les données sur la clécontamnination du système digestif, on obtient comme
estimateur du logarithme naturel du rapport de cotes moyen, —1,23 (sur l’échelle
Ï8
du rapport de cotes t 0.29), avec iiitervalle de confiance (—1,57; —0,89) (sur
l’échelle du rapport de cotes’. (0.21; 0.41)).
1.5.2. Estimateurs de la méthode des moments
Il y a plusieurs estimateurs qui utilisent la méthode des nioments. L’im d’eux
est obtemi comme suit. D’abord, nous considérons un estimateur (non pondéré)
de la variance des effets Oj, r2
- )2/(J
-
où est la moyenne non pondérée des yj. Il peut être niontré que l’espérance de
s est
j
j=i
Par définition, ,2 est un estimateur sans biais de E[s2j. Par la méthode des mo
iïients et en estimant o par le même estimateur défini plus haut, &, nous obte
nons un estimateur de r2
î2 — (1/J)&. (1.5.4)
DerSimonian et Laircl (1986) donnent une version légèrement plus raffinée de î2.
Peu importe comment r2 est estimé. l’estimateur de t est donné par l’équation
(1.5.2). Maiheuretisement, la valeur de î2, domnée par l’équation (1.5.4) (ou par
tout anitre estimateur obtenu en utilisant la méthode des inioments), est parfois
négative. Dans ce cas, nous attribuons à î2 une valeur de 0, ce qui fait que cet
estimateur n’est plus sans biais.
Pour les données sur la décontamination du système digestif, on obtient comme
estimateur du logarithme naturel du rapport de cotes moyen, —1.22 (sur l’échelle
du rapport de cotes : 0.30), avec intervalle de coiifiance (—1.55: —0,89) (sur
l’échelle du rapport de cotes t (0.21; 0.11)). Ces résultats sont très près de ceux du
modèle à effets aléatoires de la vraisemblance maximale (comme on pouvait s’y
attendre), mais s’éloignent considérablement de ceux des modèles à effets fixes.
Chapitre 2
MODÈLES À EFFETS ALÉATOIRES
BAYÉSIENS AVEC DISTRIBUTION
NORMALE DES EFFETS
Parmi les modèles vus jusqu’à présent, le meilleur. pour une méta-analyse
sur les rapports de cotes, semblerait être le dernier du chapitre 1, c’est-à-dire le
modèle à effets aléatoires. Malheureusement. pour que ce modèle soit valide. il
faut que les tailles échantillonnales intra—études soient. suffisamment grandes (et
il est. difficile de dire quelles tailles sont. suffisamment grandes). De plus, même
en supposant cyue les tailles échantillonnales intra-étucles soient assez grandes, ce
modèle comporte cl ‘autres problèmes.
Premièrement, l’inférence sur le paramètre d’intérêt est basée sur une estima
tion ponctuelle de la variance, T2, dont il n’est pas tenu compte de l’incertitude.
Deuxièmement, il arrive que pour certains ensembles de données, l’estiinateur
de la vraisemblance maximale n’existe pas. Plus exactement, il arrive parfois que
1 equation (1.5.1) n ait pas de solution en -r. Dans ce cas, il faut utiliser un des
estimateurs de la méthode des moments. Cependant, comme nous l’avons vu, il
est difficile de faire confiance à de tels estimateurs car ils peuvent prendre des
valeurs négatives
Pour pallier à ces problèmes. il est donc nécessaire d’aller un peu plus loin
clans notre cheminement. Une solution possible serait cI’at t ribuer des densités
2t)
a priori non informatives aux paramètres du modèle à effets aléatoires, et d’en
suite faire appel au théorème de Bayes pour faire de l’inférence à partir des densi
tés a posteriori. Il en résultera ce que Poil appelle un modèle bayésien hiérarchique.
Afin d’arriver à faire de l’inférence sur les paramètres d’un tel type de modèle,
il sera inévitable d’employer certaines mét hocles bayésiennes d’échantillonnage,
dites «méthodes de MCMC».
Nous verrons d’abord clans ce chapitre un résumé de ces méthodes. Ensuite,
nous les utiliserons afin de faire de l’inférence pour cieux modèles à effets aléatoires
différents.
2.1. DÉFINITIoNS DE BASE ET MÉTHODES D’ÉCHANTILLONNAGE
BAYÉS I EN N ES
2.1.1. Éléments de base de l’analyse bayésienne
Les éléments de base de l’analyse bayésienne sont
le paramètre d’intérêt, disons O. Il s’agit d’un paramètre complètement gé
néral et de dimension arbitraire. Le paramètre d’intérêt peut parfois être
vu comme le « véritable état de la nature ».
la distribution a priori de &, notée 71(6). Le paramètre d’intérêt O est consi
cléré comme une variable aléatoire. Le choix de sa densité, basé sur l’infor
mation connue a priori (c’est-à-dire avant d’observer les résultats de l’ex
périence) du paramètre O, est subjectif.
— la fonction de vraisemblance (ou simplement vraisemblance), notée f(xO).
La vraisemblance donne la distribution des données, .r, sachant la valeur du
paramètre O. Il s’agit ici de faire un choix quant à la densité représentant le
mieux possible les données de l’expérience.
la distribution a posteriori, notée f(Oc). La distribution a posteriori résume
l’information contenue clans les données, r, unie à l’information contenue
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clans la distribution a priori. il est possible dobtemr cette distribution (I p05—
tenon grâce au théorème de Bayes
—
(&) x f(c)
J
— f0) x f(O)d&’
où e représente le support de . Notons que le dénominateur n’est quune
constante de normalisation, puisquil ne dépend pas de . Nous pouvons
clone écrire
f(r) x f(O). (2.1.1)
Nous voyons que la distribution a posteriori est une sorte de «niise à jour»
de la distribution a priori, après avoir vu les données de l’expérience.
2.1.2. Définition du modèle bayésien hiérarchique
Le type de modèle que nous croyons être particulièrement approprié pour le
genre de données auquel nous nous intéressons clans ce mémoire. est le modèle
bayésien hiérarchique.
Définition 2.1.1. Nons appelons modèle bayésien hiérarchique, te modète bayé
sien j(yO), (O), où f(yO) est ta vraisemblance des données et où n(9), ta toi
a priori, est décomposée en distributions conditionneties. Aiïsi, dans un cadre
gé’nérat, nous avons
nt1_i(&q_iq)q(q)dOi.
O e R et les paramètres 01(i = 1. 2 ) sont dits hyper-paramètres.
Le but de l’analyse bayésienne hiérarchique est de modéliser l’information en
niveaux successifs et conditionnels tout en distinguant l’apport structurel et ce
lui proprement subjectif. De plus, nous pouvons incorporer au modèle d’autres
informations sur les paramètres de la loi a priori afin de diminuer l’imprécision
amenée par cette loi. Connue nous le verrons clans la suite de ce chapitre. nos don—
nées peuvent être traitées naturellement à l’aide de diverses variantes de modèles
bayésiens hiérarchiciues.
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2.1.3. L’frhantillonneur de Gibbs
Pour les modèles vus dans ce chapitre, il est impossible d’obtenir la forme
analytique de la distribution marginale a posteriori du paramètre d’intérêt. II
faut donc utiliser certaines méthodes d’échantfflonnage dans le but d’estimer
les moments et quantiles de cette distribution. L’une de ces méthodes s’appelle
l’échantillonneur de Gibbs. Celle-ci est aussi appelée échantillonnage conditionnel
altenzan4 et est basée sur le concept des chafnes de Markov.
Définition 2.1.2. Une chaîne de Markov est une suite de variables aléatoires
gl,92,•••, telle que pour tout t, la distribution de t sachant 91, 92, . . ,1 dépend
seulement de la valeur la plus récente, t.
Supposons que B est le vecteur contenant tous les paramètres du modèle. Par
la simulation de chaînes de Markov, nous cherchons à échantillonner itérative-
ment de manière à ce qu’à chaque étape du processus, nous nous attendons à
échantillonner à partir «une distribution qui s’approche de plus en plus de la dis
tribution conjointe a posteriori deS, p(By). Pour faire de l’inférence surS, nous
conservons seulement les itérations à partir d’un certain point à partir duquel il
semble y avoir eu convergence.
Supposons maintenant que O a été divisé en d composantes ou sous-vecteurs,
B = (O1....Bd), et que pour chaque i = 1,2,...,d et chaque itération t, il est
possible de générer directement à partir de la distribution a posteriori condition
nelle de O (sachant toutes les autres composantes de B), notée p(o4t1, y), où
nt—1
— Irat M flt—1 nt—L
— jVjj... Vj_1,Vj41,...,V4
Chaque itération de l’échantfflonneur de Gibbs circule à travers les sous-
vecteurs de B, en générant chaque sous-ensemble conditionnellement sur la valeur
de tous les autres. U y a donc d étapes à l’intérieur de l’itération t. À chaque itéra
tion t, chaque 9f est généré à partir de la distribution conditionnelle p(BiIt” y).
Ainsi, chaque sous-vecteur 9 est mis à jour conditionnellement sur les valeurs
les plus récentes des autres composantes de B, qui sont les valeurs de l’itération
t pour les composantes qui ont déjà été mises à jour et les valeurs de l’itération
t —1 pour les autres composantes.
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Il peut être démontré que, sous certaines conditions, il existe mi nombre B
tel que pour tout t > B et i 1 d, la valeur 0 est un échantillon de la
distribution marginale u poste’imri de 0 (voir Robert. 2001).
2.1.4. Algorithmes de Metropolis et de Metropolis-Hastings
Pour tous les modèles qui seront vus dans ce chapitre (à l’exception du pre
mier), il y a certaines composantes Oj pour lesquelles il n’est pas possible de
générer directement à partir de p(&0’. y). Nous ne pouvons clone pas utiliser
directement l’échantillonneur de Gibhs afin de faire de l’inférence sur le para
mètre d’intérêt. Il est nécessaire de non seulement faire appel à l’échantillonneur
de Gihbs, mais aussi d’y intégrer d’autres méthodes d’échantillonnage, connues
sous le nom de l’algorithme de Met? opolis-Hastings.
L’algorithme de Metropotis-Hastinqs est un terme général pour une famille de
méthodes pour la simulation de chaînes de Markov, qui sont utiles pour générer
tics échant ilions à partir de distributions bayésiennes a posteriori. Cet algorithnie
est une généralisation de l’aÏgoiithme de MetropoÏis.
2.1.1.1. Algorithme de Metropolis
Définition 2.1.3. L ‘algorithme de Metropolis est une adaptation d ‘une marche
atéatoire qui utilise une règle d acceptationejet pour converger à la distribution
cible spécifiée. L aÏgorithme procède comme suit
1. générer une valeur initiale 0°, pour laquelle p(0°y) > 0.
2. Pour t = 1, 2 M
(a) générer un candidat 0* à partir d une distribution proposée qt(0* é?t_1)
(No us choisissons q(0* 0t— I) (le manière à ce qu i1 soit facile de générer à partir
de cette distribution). Pour t aigo’r?thme de Metropolis (mais pas pour I aigorith’me
de Metropotis-Hastings), la distrih ution proposée doit être symétrique, e ‘est-à-dire
qu ‘elle doit satisfaire la condition qt (0 Ob) q, (Ob 0(J) pou’, tout 0a, °b et t.
(b) Calculer le ratio de densités,
P(0Y) (2.1.2)
j)(0 g)
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(e) Générer U uni! (0. 1). Si U < min(r. 1). alors nons posons 0
Sinon, nous posons =
Si la siite d’itérations 0’. 0. .. est irréductible. non périodique et non transi
toire. alors elle converge à la distribution cible. Même si nous n’allons pas donner
de preuve de ce résultat, nous porivons comprendre la logique de cet algorithme
(voir Gelman et aï. (2003) pour plus de détails). La règle d’acceptation1rejet peut
être énoncée comme suit
— si le passage de la valeur à la valeur 6 auigniente la valeur de la densité
U J)O5triOi1. nous posons =
— si le passage de la valeur 0I à la valeur 0* diminue la valeur de la densité
u posteriori, nous posons 0t 9* avec probabilité égale au ratio de densités,
r. et nous posons 0 = 01_1 autrement.
2.1.4.2. Aïgo’rithme de Metropoïis-Hastings
L’aïgorith7ne cïe Metropoïis-Hastings généralise l’aïgorithme de Metropotis de
deux manières. Premièrement, il n’est pas nécessaire que les distributions propo
sées tJt soient symétriques. Deuxièmement, dans le but de corriger pour l’asymétrie
de q, le ratio de densités r est remplacé par un ratio (le ratios
—
p(O*y)/q(0*9l_l)
(9 1 3)î
—
pt_y)/q(9t_0*) -.
Notons que si q, est symétrique, alors Féquation (2.1.3) se réduit à l’équation
(2.1.2), c’est-à-dire que le ratio devient le nième que celui de l’algorithme de
Metropolis. Le fait de permettre que les q soient asymétriques peut augmenter
la vitesse de convergence de la marche aléatoire. Notons d’ailleurs que Féchan
tilloniieuir de Gibbs peut être vu comme un cas particulier de l’algorithme de
Met ropohs-Hastings.
Pour que l’algorithme (le Metropolis—Hastings soit efficace, les conchtions smn
vantes doivent être satisfaites
— pour tout 0, il est facile tIc générer à partir de tj(&*C).
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- Il est facile de calculer le ratio r.
En moyenne. O se trouve à une distance raisonnable de dans l’espace
paramètre (sillon la marche aléatoire serait trop lente).
— Les valeurs de 0* ne sont pas rejetées trop souvent (sinon la marche aléa
toire perd trop de temps en restant aux mêmes points pendant plusieurs
itérations).
2.1.4.3. C?oix de ta densité proposée q(0*0)
Il y a cieux classes principales de distributions proposées. La première contient
essentiellement des marches aléatoires autour de l’espace paramètre. Ces clistri
butions sont souvent la normale avec la valeur actuelle du paramètre comme
moyenne et dont, la variance est choisie de manière à optimiser l’efficacité de l’al
gorithme. Certains auteurs suggèrent de prendre comme variance une constante
Cx (l’inverse du hessien du log de la densité conditionnelle a posteriori). La
constante C peut être modifiée au besoin au cours de la simulation clans le but
d’améliorer l’efficacité de l’algorithme. La deuxième classe contient les distribu
tions construites par inspection afin cl’approximer de près la distribution concli
tionnelle a posteriori. Dans ce dernier cas, le but est d’obtenir un taux cfaccep
tation (clans Falgorithme de Metropolis—Hastings) qui soit le plus élevé possible.
2.1.5. Test pour la convergence d’une chaîne de Markov
Considérons un paramètre uni-dimensionnel O pour lequel nous avons généré in
chaînes de Markov parallèles (par exemple à Faicle de Féchantillonneur de Gihbs)
à partir de ru valeurs initiales dispersées dans I’espace-paramètres. Après avoir
retranché une partie des itérations, nous voulons savoir s’il y a eu convergence.
c’est-è—dire si les valeurs générées semblent être à peu près issues de la distribution
marginale n posteriori de 0. Il est alors possible de tester la convergence de la
manière suivante.
Supposons clu’après retranchement des 3 premières itérations. les valeurs res
tantes sont 0j(i = 1
. J = 1 in). Nous calculons d’abord les variances
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inter—suites et intra—suites, V et TV
ni n in
:*i’
li’ — s;. ou
= —
—
La variance inter-suites. T ‘, contient un facteur de n car elle est basée sur la
variance des moyennes intra-suites, j, chacufle d’elles étant une moyenne de n
valeurs de 9.
Nous pouvons estimer la variance de la distribution marginale a posteriori de
, ear(&y), par une moyenne pondérée de V et TV
= 1W+ 1V
Selon Gelman et al. (2003). en supposant que la distribution des valeurs initiales
est très étendue (comme il se doit), la quantité ±(Iy) surestime la variance
marginale a posteriori, mais elle est. asymptotiquement sans biais.
Notons aussi que. pour tout ri fini, la variance intra-suites TV sous-estime
r’ar(Ojy) car les suites individuelles n’ont pas eu le temps de se déplacer sur toute
la distribution cible et elles ont par conséquent moins de variabilité. Cependant.
clans la limite lorsque n ‘ oc, l’espérance de approche ‘t’ai(9y) (voir Gelman
et aÏ. (2003) pour plus de détails).
Nous têstons la convergence de la chaîne de Markov en estimant le facteur
par lequel l’échelle de la distribution actuelle de O pourrait être réduite si les
simulations étaient poursuivies à la limite n —* oc. Cette réduction d’échelle
potentielle est estimée par
— (O))h/2
Notons que R
,
1 lorsque n —* oc. Pltis R est près de ï. plus nous avons confiance
que les simulations générées représentent bien la distribution cible.
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2.2. MODÈLE BAYÉSIEN HIÉRARCHIQUE AVEC APPROXIMATION NOR
MALE DE LA VRAISEMBLANCE
2.2.1. Définition du modèle
Supposons le même contexte qu’au chapitre 1. Grâce à la proposition 1.1.1,
nous pourrons utiliser un modèle hiérarchique très simple clans le but d’obtenir
un rapport de cotes global pour les J études. Il s’agit du même modèle à effets
aléat.oires du premier chapitre. niais pour lequel l’inférence sera maintenant faite
d’un point de vue bayésien.
Pour chaque étude j,j = 1 ....,J, posons
y = log (.T2i(i
—
xi(n2 —
où et j = 1 ,...,J , sont les nombres de sujets respectivement clans les
groupes «contrôle» et «traitement». et 11j et 12j sont les nombres de sujets pour
lesquels le diagnostic est positif. Par la proposition 1.1.1. nous savons que si les
nj et 02j sont grands. alors les g suivent approximativement une distribution
normale avec moyenne O = log le rapport de cotes réel de Fétude j,
et variance o + 1 + 1 +J ljPij ït2jP2j ttj (i—Pli) n (l—p2)
Afin de simplifier le modèle, nous estimons le paramètre o par
1 1 1 1
+
•i 12j 0ij — .Clj 112j — .E2j
et ensuite nous supposons que les variances sont connues et égales à
. (j =
1 J). Le premier niveau du modèle est alors donné par la vraisemblance
approximat ive des y
N ( O, â)
et les y sont inclépenclants(clans la mesure où les études peuvent être considérées
comme indépendantes).
Pour le deuxième niveau, nous spécifions une distribution a jilori pa7aifl-
tique pour les &
j[i. 2 r2). i.i.d. j = 1, J. (2.2.1)
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où t et r2 sont des hyper-paramètres inconnus auxquels nous attribuerons ci
dessous une distribution u priori non informative (nous pourrions aussi leur attri
buer des distributions partiellement informatives). Autrement dit, nous supposons
que les rapports de cotes réels des J études sont eux-mêmes issus d’une populatioll
de distribution normale autour d’une moveime comnnme i. et avec ime certaine
variance commune r2. Le paramètre i joue le rôle de rapport de cotes global
pour les J études. Ce sera donc le paramètre «intérêt. Notons quil s’agit ici du
même modèle à effets aléatoires de la section 1.5. La différence consiste seulement
en la manière de faire de l’inférence sur le paramètre d’intérêt. Alors que dails
la section 1.5. nous avons utilisé des méthodes telles que la vraisemblance maxi
male, nous consiclèrerons ici les distributions a posteriori des paramètres après
leur avoir attribué certaines distrihut ions u priori.
Notons finalement que le choix d’une distribution normale clans l’équation
(2.2.1) n’est justifié que par le but d’obtenir un modèle conjugué pour lequel les
paramètres auront des distributions u posteriori faciles à écrire. Cependant, nous
n’avons pas la certitude que ce choix de distribution (la normalité des O) décrive
bien la réalité. Dans les chapitres ultérieurs, rions étudierons d’autres alternatives,
mais tenons-nous en à ce cas simple pour l’instant.
2.2.2. Inférence bayésienne pour le paramètre d’intérêt
2.2.2.1. Distribution a priorï des hyper-paramètres
Notre but est maintenant de faire de l’inférence sur le paramètre i. Pour y
arriver, nous devons d’abord assigner une distribution u priori non informative
pour (pj, r). Nous nous baserons potu’ l’instant sur la plus simple des possibilités
suggérées par Gelman et al. (2003).
La distribution a priori de (p., r) est définie en conditionnant sur r et en
attribuant une distribution a prio’ uniforme pour p. sachant. r
p(p., r) — p(ir)p(r) p(r). (2.2.2)
Une distribution a i’riori raisonnable pour r est
ji(r) x 1. (2.2.3)
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II pourrait ici être objecté que ce choix de distributions u p?iori est arbitraire et
quil pourrait clone indûment influencer l’inférence sur le paramètre cl’iutérêt. Il
est effectivement important de se poser cette question. Dans ce cas, la réponse
est que les données d’une méta—analvse comportent. généralement tellement d’in—
formation. que le choix de distribution u priori a en fait peu cI’iiifluence sur la
distribution f; posteriori du paramètre «intérêt (et donc peu d’influence sur Fin—
férence de celui-ci). Les résultats de simulations du chapitre quatre concordent
avec cette affirmation. Dans le cas où nous ferions affaire à une méta-analyse
comportant relativement peu d’information, il serait à conseiller de procéder à
une analyse de sensibilité ei choisissant quelques densités u priori radicalement
différentes.
Une fois que la distribution u priori des hyper-paramètres a été spécifiée,
plusieurs possibilités s’offient à irous pour estimer la distribution (marginale)
a posteriori de t. L’mw cFelles passe par l’évaluation de la distribution marginale
u posteriori des hyper-paramètres.
2.2.2.2. Gatcuts basés sur ta distrib ution margin aïe a posteriori des hyper-
paramètres
Avec la distribution u. priori des hyper-paramètres telle que décrite par les
équations (2.2.2) et (2.2.3), il nous est. possible de calculer la clistrihutioi margi
nale a posteriori des hyper-paramètres. Celle-ci est donnée par
p(p., Ty) p(t, T)p(gp., T),
où y = (Yi yj). Ell moyennant sur 9 = (9 9j), il est. facile de vérifier que
les clistrihutioiis marginales dles g sont normales et indépendantes
VjP.T N(tt.a+r2).
Nous pouvons aiflsi écrire la cle;isité marginale u posteriori comme
P(tI. T) p(p. T) fl V(yjp. + T2). (2.2.1)
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2.2.2.3. Distribution a postetiori de t sachai.t T
Factorisons la densité marginale a posteriori des hyper-paraniétres
p(jt, ry) p(p’ y)p(Ty). (2.2.5)
Le premier facteur du côté droit de l’équation (2.2.5) est simplenient la clistrihu—
tion u posteriori de p. si T était collilu. Par inspection de l’équation (2.2.1) et en
supposant que T est comni, avec p(pIT) 1. iious trouvons que le log de la dis
trihutioll a posteriori est qnaclraticue en p clone p(pT, y) doit être normale. La
moyenne et la variance de cette distribution peuvent être obtemie en coisiclérant
les comme J estimés indépendants de [t avec variailces ( + T2). En combinant
les données avec la densité a priori uniforme p([iT), nous obtenons
[IT. y N(. (2.2.6)
où
J
_1 J/_j +r2,u] 1
=
et = ‘ , . (2.2.7)1
]t J=l
Nous pouvons aussi vérifier l’éciuation (2.2.6) par force brute, à partir de
l’équation (2.2.4)
J
p([LIT, y) o H N(py, + T2)
i= t
.1 j1 (y
—
cx exp ——
______
2 J2+T2i=’ j
cxexp [— (P2Z1 _2v/2)]
cxex{’ [[t22[t( 2)
+ (vl9+2)Ï }
1 f 1 ‘ N2
=exp
9/V2+T2)
X N(pj. X1).
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(2.2.8)
où fi et sont tels que définis ci—haut clans Féquation (2.2.7).
2.2.2.4. Distribution a posteriori de r
Nous pouvons maintenant obtenir analytiquement., à une constante prés, la
distribution u posteriori de r à partir de l’équation (2.2.5) et en substituant le nu
mérateur et le dénominateur par les équations (2.2.4) et (2.2.6), respectivement
p(jt. rq)
p(ig) = p(jir, y)
fl N(yjt. â + r2)
N(jtfi, )
Cette identité clojt être valide pour n’importe quelle valeur de ji (autrement dit,
tous les facteurs de p. doivent s’annuler lorsque l’expression est simplifiée) en
particulier, l’identité est valide si l’on reniplace p par fi. ce qui rend l’évaluation
de l’expression très simple
J - —d) JN(yjp. ; + r)p(ry)
t)
;1/2 fl [(& + r2)1/2 exp ( 2(+r2) ) Ï (2.2.9)
où f, et sont définis clans l’équation (2.2.7).
2.2.2.5. CaÏcut de ta distribution a posteriori de p
Par l’équation (2.2.5), il nous est possible de générer un échantillon de la
distribution u posteriori de t’. Il suffit de générer, en premier lieu, un échantillon
de la distribution u posteriori de r. donnée par l’équation (2.2.9). Ensuite. pour
chaque valeur de r générée, nous utilisons l’éciuation (2.2.6) afin de générer une
valeur de ji, sachant r. Les valeurs de ji ainsi obtenues forment un échantillon de
la distribution a posteriori de p. L’estimateur ponctuel du log du rapport de cotes
global est donné par la moyenne de cet échantillon. Les bornes d’un intervalle de
confiance de niveau 95% pour ce même paramètre sont données pal les quantiles
2.5% et. 97.5% du même échantillon. Si nous désirons faire de l’inférence sur le
rapport de cotes global, il faut d’abord prendre l’exponentielle de chaque valeur
de l’échantillon de la distribution a posteriori de i. Ensuite nous pouvons calculer
la mo enne et les quantiles désirés sur le nouvel échantillon.
Pour les données sur la clécontan ination du système digestif, on obtient comme
estimateur du logarithme naturel du rapport de cotes moyen, —1,22 (sur l’échelle
du rapport de cotes : 0.30). avec intervalle de confiance (—L5.5: —0.89) (sur
Féchelle du rapport de cotes : (0.21: 0.11)). Ces résultats sont très près de ceux du
modèle à effets aléatoires de la vraisemblance maximale (comme on pouvait s’y
attendre), mais s’éloignent considérablement de ceux des modèles à effets fixes.
2.2.2.6. CaÏculs basés szr t’échantitto7mueur de Gibbs
Une méthode alternative pour l’estimation de la distribution (marginale) a pos
teriori du paramètre d’intérêt, t. est basée sur l’utilisation de l’échantillonneur
de Gihhs. Bien que clans ce cas-ci, cette méthode soit moins bonne que celle illus
trée plus haut. nous la présenterons néanmoins à titre illustratif. Cette méthode
possède l’avantage qu’elle est plus simple mathérnatiqnenient et peut ainsi être
facilement implémentée dans le logiciel R par exemple. Elle n’exige que le calcul
de la distribution conditionnelle a posteriori de chacun des Paramètres et hyper-
paramètres du modèle. Dans notre cas. les paramètres sont les . j 1 J,
et les hyper-paramètres sont et r. La densité a priori des hyper-paramètres est
toujours la même ciue celle donnée plus haut
p(i,r) 1.
En se basant sur l’équation (2.1.1), nous trouvons que la densité conjointe a pos
teriori de tous les paramètres est
p(. p.. rjy) fl N(Ojjp. r2) fl N(yO. ), (2.2.10)
Û exp [- 21} {exp [_ }.
1
—
) r (3 — ) ..I
—cxl) — . flexp — . , . (2.2.11)
r 2r- I
1=1 J
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2.2.2.7. Distribution conditionriette u posterzor de chaque 9j
Dans la densité conjointe u posteriori de tous les paramètres (2.2.10), les fac
teurs qui impliquent t9 sont la distribution u priori N(p., T2) et la vraisemblance
N(&, ). La distribution conditionnelle a posten’ori de chaque Oj, sachant les
autres paramètres citi modèle, est
r. y (2.2.12)
où
-‘
tCl1/J + U’jYj 1
et , ,,
tL, I ‘IL0 i
où
1
=
— et w
Il est à remarquer que la notation N(y,u, r2) désigne la densité au point y de
la normale avec moyenne t et variance r2, alors que la notation N(ti, r2) désigne
la distribution normale avec moyenne ti et variance T2.
En développant le produit de l’équation (2.2.10). il est facile de voir que la
densité conjointe a posteriori des O (conditionnelle aux autres paramètres) est
égale au produit des J densités conditionnelles u posteriori des j. Il s’ensuit que
les distributions en (2.2.12) sont indépendantes. Donc l’échantillonnage des un
à la fois est équivalent à l’échantillonnage du vecteur & à partir de sa distribution
conditionnelle u posteriori.
2.2.2.8. Distribution conditionnette u posteriori de t et r
Dans la densité conjointe u posteriori de tous les paramètres (2.2.11), ji et
r n’apparaissent que clans les facteurs N(Oj. r2). En développant et simplifiant
leur produit, nous cléterniinons facilement les distributions conditionnelles u pos
teriori de p et r. Celles-ci soiit
pour i.
r, y N(, r2/J),
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où
[t=
— pour r
TS[Ifl
Jf(.J_1I)
où
—
et la notation Inv—F(o, t3) désigne la distribution gamma inverse avec paramètres
et /3.
Maintenant que toutes les distributions conclitioimelles a posteriori ont été
calculées, il suffit d’appliquer la méthode décrite à la section 2.1.3 pour obtenir
des échantillons des distributions marginales a pos1eiori de tous les paramètres
du modèle. Une chose intéressante à noter est ciue cette méthode nous permet
de faire de l’illférence non seulement sur le paramètre cFintérêt. t, mais aussi sur
tous les autres paramètres du modèle. En particulier, il arrive parfois que nous
nous intéressions à la distribution marginale o posteriori du paramètre r2.
En effet, si nous la combinons à la distribution marginale a posterzorz de ji,
nous pouvons obtenir une densité préciictive d’un paramètre &j, représentant
le rapport de cotes réel d’une hypothétique nouvelle étude. La densité prédictive
peut être utile notamment en ce qui concerne le calcul de la taille échantillonuale
de cette nouvelle étude.
2.2.3. Résultats du modèle pour l’exemple sur la décontamination
du système digestif
Pour les données sur la décontamination du système digestif, on obtient comme
estiniateur dlu logarithme naturel du rapport de cotes moyen. — 1.21 (sur l’échelle
du rapport. de cotes : 0.29 ), avec intervalle de confiance (—1.65: —0.89) (sur
l’échelle du rapport de cotes : (0.19: 0.41)). Les légères différences (le ces résultats
par rapport à ceux de la section 2.2.2.5 sont dus au fait cine l’échantiÏlonneur
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(le Gihhs prend beaucoup de temps à converger. Nous pouvons y voir un avan
tage de la méthode développée dans les sections 2.2.2.1 à 2.2.2.5, par rapport à
celle faisant appel à Fécliantillonneur de Gihhs. Notons aussi que ces résultats
ressemblent beaucoup à ceux des modèles à effets aléatoires non bayésiens, mais
que les intervalles de confiance sont ici un peu plus grands.
2.3. MODÈLE HIÉRARCHIQUE AVEC VRAISEMBLANCE EXACTE
2.3.1. Définition du modèle
Le modèle de la section précédente comporte certains problênies. Par exemple,
supposons que certaines des tailles échantillonnales parmi les J études sont petites
ou que certaines probabilités sont très petites. Il se peut alors qu’une ou plusieurs
valeurs de Xj soit zéro. Dans ce cas, l’expression Yj = log n’est pas
définie. Comme le suggèrent Gelman et aÏ. (2003), une solution plausible serait
alors de considérer une légère modification de la définition des
11j = log ((2j + °‘5’j — + (2.3.1)
(iij + O,5)(n2 — 2j + 0,5))
Cependant, l’approximation normale pour la distribution (les y risque de ne
pas être très boiine puisque cette approximation suppose que les p ne sont pas
extrêmes et que les fljj sont assez grands.
De pins, le modèle de la section précédente comporte un autre problème
ce modèle fait l’hypothèse que les sont connus, ignorant ainsi l’incertitude au
sujet de ces paramètres.
Afin de pallier à ces problèmes, nous pouvons utiliser un modèle hiérarchique
semblable à celui de la section précédente, mais en changeant le premier niveau
(lu modèle, c’est-à dire la vraisemblance. Au lieu de prendre les y comme définis
à l’équation (2.3.1), il est préférable de considérer la distribution exacte des x,
c’est-à-dire la binomiale
rj bin(njj,pjj) i = l.2,j = 1 ,...,J. (2.3.2)
Comme le suggèrent Smith et at.(1996), posons
= logit(pi) et 6 + logit(p2J).
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p(i—pi )II s ensuit que à = log (I ), le rapport de cotes reel de 1 etucle j. De\P1]\ P2jj
la nême manière que pour le modèle de la section précédente, nous posons
3d,r2 N(dr2) i.i.d.j = 1.2 J.
Autrement dit, si
= (, . . . , j), alors la distribution a priori de est ir() =
fl1 N(jd, r2). Le paramètre d’intérêt est clone d.
Pour les 1q, une distribution a priori vague quelconque ferait l’affaire. Pour
fin de simplicité, prenons la densité p(jij ci, r) N(tt 0. o), où o est un grand
nombre (voir Lambert et aL(2005), pour une justification du choix de cette dis
tribution a priori). De plus, il est raisonnable de dire qu’a priori, ,ci est inclépen—
clant de cfj. Nous pouvons clone poser comme distribution conjointe a priori pour
[t
=
(p1 tj) et = (i y), sachant d et r, la densité
p(t, d, r) p(d, r)p(d, r)
= H N(d, r2) H N(tO, u). (2.3.3)
Finalement, pour compléter le modèle, il faut choisir une distribution a priori
pour les hyper-paraniètres ci et r. Dumouchel (1990) et Dumouchel et Water
naux (1992) recommandent de prendre des distributions propres car l’attribution
de distributions a priori impropres peut mener à une distribution a posteriori
impropre. S;nith et aÏ. (1996) suggèrent de prendre
p(d, r2) = p(ct)p(r2),
où
p(d) = N(dO. u) et p(r2) = Inc — f(r2cL cv). (2.3.1)
où u est grand et c est petit. De cette manière, la densité a priori de ci est presque
uniforme et la densité a priori de r2 est presque égale à la densité p(r2) x
Il est facile de montrer que cette dernière densité pour r2 est équivalente à poser
comme densité a priori poux r : p(r) 1. Ainsi, la distribution a priori des
hyper-paramètres, décrite par l’équation (2.3.4). est pratidluement équivalente à
celle employée pour le modèle de la section précédente.
37
2.3.2. Estimation du paramètre d’intérêt par l’algorithme de
Metropolis-Hastings
2.3.2.1. Distiibution conjointe u posteriori de tous les paramètres du modèle
Soit i (I1. .r12 Iii), ï2 = (121. 122 2J) i = (Pll.P12 .....pyj) et
1Y2
= (P21. P22 P2J). En supposant Findépendance de i et .t. la vraisemblance
de .i
=
(fj, 12) est
f() [(ni) (1_ P1j)T’u X (n2i)i (1— P2)t2J2J].
(2.3.5)
Comme nons avons besoin de la vraisemblance en fonction de t et S, nous rempla
çons dans l’équation (2.3.5) pi par et P2j par Après simplification
et élimination des facteurs indépendants des ttj et 5j. nous trouvons que la vrai
semblance conjointe de t et S est donnée par
e(hhj±Sj2j
L(, L’ + e0J ‘u (1 + e1’Ji )fl2]] . (2.3.6)
En utilisant les équations (2.3.3), (2.3.4) et (2.3.6), la distribution conjointe
a posteriori de tous les paramètres du modèle est
J
p(tt. . d. r2I) fl[f(.IPi. 5j)P(t’j. SId. r2)]p(d r2)
J
t’ CJ+ÔJ»2J
=
[(1 + )n (1 + e°5 )12j
N(Sjd, r2)V(i2O
x N(dO, u)[Inu — f(r2a. ci)].
(2.3.7)
2.3.2.2. Distributions conditionnelles u posteriori des paramètres
L.étape suivante est de trouver la distribution conditionnelle u posteriori de
chacun des paramètres du modèle.
3$
En considérant l’équation (2.3.7) et en enlevant tons les facteurs qui ne contiennent
pas jq, nous trouvons que la clistribut ion conditionnelle ci posteriori de est
ep /i(.rj + i2J) —
p(i.à.d.r.i) x (1 + ) n1 (1 + +à] ) U
De la même manière. les distributions conditionnelles a posteriori de ti. d et r2
sont
t- Mexp [à]i2J
— 2r2
(1 + eCjj )U2i
N (d
r2 +Jj r2+J)’
p(r2. i,d, ) Tne — f(r2a + J/2. + (j — cl)2).
Comme les densités conditionnelles a posteriori de d et r2 sont connues, nous
pouvons générer directement à partir de ces densités. Cependant, pour les 6j et
les
ij,
nous devons faire appel i l’algorithme de Metropolis-Hastings tel que dé
crit à la sous-section 2.1.1. Létape clé de cet algorithme est le choix des densités
q([ij) et q() «proches» de p(p.6, d, r2, .) et p(àt, cl, r2, ). Il y a plusieurs
possibilités pour ce choix de q(/tj) et q(j). L’une d’elles est. de prendre une ap
proximat ion normale centrée aux valeurs courantes de et de 6. La variance est
approxilnée par l’inverse de la matrice hessienne du logarithme de Ï([lj, cl, r2, i)
et p(ij[1, d. r2, ), évalué aux valeurs courantes de p et. de j. Nous pouvons
aussi multiplier la variance par une constante choisie de manière à optimiser l’al
gorithme. Un programme R employant cette méthode peut être trouvé en annexe
de ce mémoire.
2.3.3. Résultats du modèle pour l’exemple sur la décontamination
du système digestif
Pour les données sur la dlécontalnination du système digestif, nous avons pris
— 1000 et a = 0.001 (le fait de changer ces valeurs avait très peu d’effet
sur les résultats). Nous avons obtenu comme estiniateur du logarithme naturel
Ïu rapport de cotes moyen. —1.47 (sur l’échelle chi rapj)ort de cotes: 0.23),
avec intervalle de confiance (—1.96; —1.03) (sur l’échelle du rapport de cotes
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(0.14; 0,36)). Remarquons que ces résultats diffèrent beaucoup de tous ceux des
autres modèles vus jusqu’à présent. Par exemple, l’estimation du logarithme na
turel du rapport de cotes moyen a .iiminué considérablement, et ce même par
rapport à l’autre modèle bayésien, dont la seule différence est qu’il utilise une
vraisemblance approchée plutôt que la vraisemblance exacte.
Chapitre 3
MODÈLES À EFFETS ALÉATOIRES
BAYÉSIENS AVEC DISTRIBUTION
ASYMÉTRIQUE DES EFFETS
Dans les chapitres préceclents, tous les modèles à effets aléatoires (bayésiens et
non bayésiens) faisaient l’hypothèse que la population des paramètres représen
tant les rapports de cotes réels des différentes études (sur l’échelle du logarithme
naturel) suivait une distribution normale. Cette hypothèse est généralement faite
clans la pratique courante. Cependant, celle-ci est faite par convenance et n’est
basée sur aucune justification théorique. Il se peut qu’effectivement la distribution
des effets soit loin de la normale. Cest pour cette raison que Burr et Doss (2005)
ont proposé une méthode afin de tenir compte de cette possible non-normalité.
Il s’agit d’un modèle bayésien faisant appel à une classe de distributions a przorz
non paramétriques modélisant la distribution des effets (logarithme de rapport
de cotes).
Malheureusenient, cette méthode nous oblige à prendre la vraisemblance ap
proxiniative des données. Or, comme nous venons de le voir, les résultats peuvent
varier énormément pour la vraisemblance exacte par rapport à la vraisemblance
approximative.
Le but de ce chapitre est de tenter de développer une autre méthode per
mettant d’étudier Finfluence, sur l’estimation du rapport de cotes moyen, de la
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non-normalité de la distribution des effets. De plus, nous désirons que cette mé
thode fonctionne aussi bien en prenant la vraisemblance exacte qu’en prenant la
vraisemblance approximative.
L’une des caractéristiques importantes de la distribution gaussienne est que
son asymétrie est nulle, c’est—à-dire que sa densité est parfaitement symétrique. En
général, nous soupçonnons qu’il n’en soit pas ainsi de la dlistribution des effets. En
fait, nous savons que son asymétrie n’est jamais exactenient mille, sans toutefois
connaître ni sa magnitude ni son signe.
Il serait donc intéressant de voir quel est l’effet, sur l’iiiférence du rapport
de cotes moyen, de l’attribution d’mie distribution asymétrique (au lieu de la
distribution gaussienne) pour la population des rapports de cotes réels. Dans ce
chapitre, nous développerons un tel modèle à l’aide d’une méthode cl’approxima—
tion des densités basée sur le développement en série d’Edgeworth. Pour ce faire,
nous résumerons d’abord la théorie des séries cl’Eclgeworth en se basant sur les
livres de Hall (1992) et Kolassa (2006), pour ensuite créer de nouveaux modèles
utilisant cette théorie.
Notons d’ailleurs que nous avons rejeté une autre approche, basée sur l’attri
bution de la distribution gamma généralisée comme distribution des effets, mais
que celle-ci mériterait peut-être d’être explorée plus en détail (voir Tadikamalla,
1979).
3.1. L’AsYMÉTRIE D’UNE DISTRIBUTION
Comme son nom l’indique, l’asymétrie est une mesure du degré à quel point
une distribution s’éloigne d’une distribution dlui serait parfaitement synlétrique,
telle que la distribution normale. Si la queue gauche de la distribution est plus
prononcée que la queue droite, nous disons que son asymétrie est négative. Si
c’est l’inverse qui est vrai, alors son asymétrie est positive. Si les cIeux queues
sont égales. alors son asymétrie est zéro.
vIathéniatiquement. l’asymétrie se mesure par
I[(X
—
E[Xj)3]
r
=
-
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E
[Q_i)l]
où i. est égal à Fespérance de X et , son écart type. À partir de cette cléfluitioll.
il est facile de vérifier que la distribution normale a une asvniétrie de zéro. La
distribution gamina, quant à elle. a une asymétrie de 2/ vï. Nous voyons donc
que l’asymétrie de la gamma est toujours positive. De plus, elle peut. être très
grande si n est très près de zéro.
3.2. DIsTRIBuTIoNs ASYMPTOTIQUES EN GÉNÉRAL ET DÉVELOP
PEMENT EN SÉRIE D’EDGEWORTH
3.2.1. Quelques notions de base en méthodes asymptotiques
Définition 3.2.1 (convergence en distribution d’uue suite de fonctions de répar
tition). Supposons que F,, est ta onction (te répartition de ta variable aléatoire
X,, et f ta fonction de répartition de ta variable atéatoii’e X. Nous disons qu y
a conveijence en distribution si f,,(i) ‘ f(i) lorsque n. .‘ oc. pour tout point :r
où F est continue.
Il existe plus «mie manière d’approximer mie fonction de répartition F, (clé
penclaiite de Findice n) par une fonction G,, (dépendante aussi de n). Lime «elles
consiste à estimer F,,() par la troncation d’une somme infinie, dont les coeffi
cieiits dépendent de n
Gi,,(x) A,,, (i)a,7,,,,, (3.2.1)
m=0
où ar,,,, décroït à mesure que n augmente et les A,,(x) sollt une suite de follctiolls
de i. Souvent, la différeilce elltre la fonction de répartition cible et l’approximation
est d’une taille comparable au premier terme négligé: c’est—È-clire
= G41,,(i) + O(a.iji,,). (3.2.2)
En général, l’expression
F, (i) = A,,, (x)ci,,, (3.2.3)
ii, =0
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n’est pas valide. De telles techniques peuvent être utiles même dans les cas où
la somme infinie ne converge pas à la cible. Ce qui nous intéresse ici est le com
portement de la différence entre f et Gr,? lorsque n, plutôt que iI, augmente.
Nous nous intéressons ici aux sommes infinies comme clans l’équation (3.2.3), pour
lesciuelles toute troncation après un nombre quelconque de termes M, tel qu’en
(3.2.1), suit le comportement décrit par l’équation (3.2.2).
3.2.2. Définition des moments et des cumulants
La jonction caractéristique d’une variable aléatoire X est définie par
= E[exp(itX)] = E[cos(tX)] + i[sin(tX)].
La fonction (t) est aussi connue sous le noni de transformée de Fourier de la
distribution. Notons que la fonction caractéristique existe toujours en tout point
de la ligne réelle.
La fonction génératrice des moments d’une variable aléatoire X est définie
par
tt(t) = E[exp(tX)].
Il peut être démontré que si ‘(t) existe clans un voisinage de O, alors tous
les moments de X existent et sont donnés par t1 = E[X]] =
1.2,...,oc.
La fonction génératrice des cumutants d’une variable aléatoire X est définie
par i(t) log(tx(t)). Soit tj la dérivée d’ordre j évaluée au point O de la
fonction r(t). Si les dérivées de tout ordre j = 1. 2 oc de ux(t) existent au
point O, nous appelons les coefficients îj les cummzÏants de X. Ils sont parfois aussi
nommés s cmi- invariants.
Pour les dluatre premiers moments et cumulants. les relations suivantes peuvent
être démontrées
=
= [i — Var(X),
K3 [13 3[’I/’2 + 2t = E[(X
— t’i)31
44
s.j=JL.1—4p1p3—3t4+12ps4—64
Nous reconnaissons ici le troisième cumulant comme étant I’asymttrie de la va
riable aléatoire X, dans le cas où X possède une variance égale à 1.11 est facile de
montrer que pour la distribution normale, tous les cumulants d’ordre supérieur à
2 sont égaux à zéro.
3.2.3. Développement en série d’Edgeworth
Supposons que la variable aléatoire X est telle que E[X] = O et Var(X) =1.
Mors sa fonction charactéristique est
exp (_t2/2 +
où m est le cumulant de X d’ordre m. La preuve du développement en série
d’Edgeworth est basée sur la notion heuristique d’apprœdmer la distribution de
X en tronquant la somme infinie dans l’exposant ci-haut, en approerimant la
quantité
exp (Icmut)m/m!)
par un polynôme p(t), et en calculant ensuite une fonction de répartition (ou
densité) approximative dont la transformation de Fourier est à peu près égale à
exp(—t2/2)p(t).
Définition 3.2.2. Pour j = 1.2, . . . , oo, les polynômes d’Hennite sont définis
par
hj(x) = (-iv [LexP(_x2/2)] /exp(-x2/2).
Les six premiers polynômes d’Hennite sont
hi(x)=x.
h3(x) = z3 — 3z,
h5(x)=x5—10x3+15x,
15
116(1) = r6 — 15x1 + 45x2 — 15.
Supposons que X est une somme standardisée de n variables aléatoires in
dépendantes et identiquement distribuées, c’est-à-dire que X }/V, où
pour tout j = 1, . . . , n, a une moyenne de O et une variance de 1. Si nous
recherchons une série cl’Eclgeworth ne comportant que des cmnulants d’ordres
inférieurs ou égaux à quatre, nous pouvons définir la densité approximative
e(i) = (x)[1 + tÏl3(I)/6 + h1li(x)/24 + (i)2h6(I)/Z2Ï,
où nj’ = itn1_t/2 et (i) est la densité normale standard.
Il peut être démontré que lorsque e(i) est utilisé afin d’approximer la densité
de X, alors l’erreur absolue est uniformément d’ordre o(ïr’).
Cependant, clans notre cas, nous ne cherchons seulement qu’à approximer
la densité d’une variable aléatoire quelconque (n’étant pas une somme d’autres
variables aléatoires). Donc, n = 1 et en utilisant les expressions pour les six
premiers polynômes d’Hermite,
e(x) (;)[1 + i3h3(x)/6 + H4h4(.T)/24 + 3Ïl6(;)/72],
= Q(x)[1 + (r3 — 3x)/6 + — 6x2 + 3)/24+
— 15x1 + 45:12 — 15)/72],
ç5(.r)[(1 + 314/24 15h:/72) — 3xt3/6 + x2(45n/Z2 — 6t1/24)+
13h:3/6 + x1(4/24 — 15h/72) + x6h/72,
= (x)[(1 + h4/8 — 5/24) — + (5/2 —
+ (ht — 5)x1 + 6] (3.2.1)
où i et h4 sont les cmmilants d’ordres 3 et 1. Rien ne nous garantit que e(x)
soit une bonne approximation de la densité de X, mais nous tenterons néamnoins
d’utiliser la fonction e(x) comme densité asymétrique dont notis pré-assignerons
l’asymétrie. Notre but. est d’obtenir une densité dont la moyenne et la variance
sont indépendantes de l’asymétrie, c’est-à-dire que le fait de changer la moyenne
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ou la variance n’affecte aucimement l’asymétrie de la distribution, et dont la
moyenne et la variance sont indépendantes l’une de l’autre.
Si nous voulons une distribution de moyemne ,i, variance r2, asymétrie i et
cumulant d’ordre 4 , nous pouvons tenter d’évaluer la fonction e(.x) de l’équation
(3.2.1) au point i
=
(y — p)/T. La fonction obtenue,
J(y[i, T. h3. n) = e((y —
devrait avoir une moyenne d’environ j et une variance d’environ r2 (puisque e(i)
approxillie une densité de moyenne O et variance 1). De plus, nous nous attendons
à ce que l’asymétrie de f(y) soit près de la valeur :3, et indépendante de [I et r2.
Cependant, avant de tenter de vérifier ces dernières affirmations, il faut s’assurer
que f(y) est bien une densité. Malheureusement, nous nous apercevons que pour
certaines valeurs de t, , i et
,
f(y) prend des valeurs négatives. Pour régler
ce problème. nous pouvons simplement considérer la fonction
, ) mnax(O, f(yt, r, I3, Ifl.
À une constante près, la fonction g(y) est une densité. La constante qui normalise
g(y) est inconnue, maïs cela est en fait sans importance car celle-ci peut être
estimée numériquement avec beaucoup de précision.
La fonction g(y,u, r. f4) a cependant encore un petit problème t il arrive
qu’en certains intervalles de points, se trouvant à plus de cinq écarts types de
la moyenne ([I), g(y) est croissante en s’éloignant de la moyenne. Cette carac
téristique ne iiomms convient pas car nous désirons que la densité ait une formne
semblable à celle de la densité gaussienne. Une solution consiste à simplement
considérer la fonction
g(yt. r, t3. si y — <5rÏi(y[!, T, F3, ) =
O, autremnent.
La clemisité (à une constante près), Ii(yy., r. h, h.1). est celle cjui nous convient.
Maintenant, les simulations démontrent que ho a effectivement une moyenne
très près de ji et une variance très près de r2. Ialheureusement. cette densité n’a
pas une asymétrie exactenient égale à t3. Cependant, les résultats de simulations
17
montrent que nous pouvons généralement trouver une valeur de i pour laquelle
l’asymétrie de h(y) est effectivement très près de la valeur de i pré-assignée (et
ce sans affecter la moyenne et la variance de h(j)). Par exemple, pour h3 = Ï,
les simulations montrent qu’avec i 2, h(?j) a une asymétrie extrêmement près
de 1. Pour 0,5, on peut aussi montrer que i = 1 est une «bonne» valeur.
Finalement, les simulations permettent aussi de vérifier que l’asymétrie de Ïi(y)
est indépendante de sa moyenne et de sa variance.
Les graphiques de la figure 3. Ï montrent quelle est la forme des densités
= 0, r = 1, /3, i)) pour des asymétries de 1 et 0,5. Dans la figure 3.2,
on trouve les mêmes densités, mais pour les asymétries contraires, —Ï et —0.5.
Chacune de ces densités est comparée à la distribution normale standard (la nor
male avec moyenne O et variance 1). On peut voir que ces densités sont régulières
et unimodales. De plus, celles ayant une asymétrie de 1 et —1 ont une forme qui
s’éloigne suffisamment de la normale pour s’attendre à obtenir des résultats qui
cliffèreront de ceux obtenus en utilisant la normale comme distribution des ef
fets. Notons d’ailleurs que des valeurs de i supérieures à Ï (ou inférieures à —1)
donnent des densités himoclales qui ne sont pas appropriées pour notre aialyse.
C’est pour cette raison que l’on ne coisidère pas les asymétries supérieures à Ï
en valeur absolue.
Maintenant, nous sommes capables d’utiliser la densité h(ytt, r. i3, I4) afin
de définir des modèles à effets aléatoires bayésiens avec distribution asymétrique
des effets.
3.3. DÉFINITIoN DES MODÈLES
La définition des modèles est identique à celles des modèles des sections 2.2
et 2.3. La seule différence se trouve au niveau de la distribution des effets. Dans
les sections 2.2 et 2.3, nous avons supposé que les effets (cest-à-clire les rapports
de cotes réels), étaient issus d’une dlistribution normale avec moyenne et variance
inconnues. Ici, nous remplaçons cette distribution normale par la distribution
dont la densité est donnée par la fonction k(J[t. r, t3. i), définie à la sous—section
3.2.3. Tout comme pour les modèles (les sections 2.2 et 2.3, la moyenne i et l’écart
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fIG. 3.1. Densités d’<Edgeworth» avec asymétries positives
type T sont des hyper-paramètres inconnus, auxcjuels nous attribuons les mêmes
distributions a priori dÏu’aux dites sections. Par contre, nous fixons les paramètres
K3 et t à certaines valeurs différentes de O. Le but est (le voir quelle est l’influence,
sur l’inférence du paramètre [t, de l’attribution d’une distribution asymétrique des
effets. Ce que nous suggérons est d’essayer de fixer d’abord l’asymétrie à la valeur
la pius élevée possible. cest-à-dire égale à 1 (I3 = 1 et h = 2), et d’ensuite
la fixer à la valeur la plus basse possible, c’est-à-dire égale à —1 (i = —1 et
2 ). Comme ces dieux distributions des effets sont aussi Plausibles l’une que
densité de h(y) avec asymétrie de —1,0
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FIG. 3.2. Densités d’<Edgeworth» avec asymétries négatives
l’autre, et aussi plausibles que la distribution normale, la comparaison des leurs
résultats est une sorte d’analyse de sensibilité, faite au niveau de la cbstribution
des effets, plutôt qu’au niveau de la distribution a prwrz des hyper-paramètres
(comme il est coutume de faire). Les résultats peuvent aussi être comparés à ceux
des modèles des sectiois 2.2 et 2.3 (qui correspondent d’ailleurs aux modèles ici
présentés avec paramètres t3 O).
Un fait important à noter est qu’aucune diistribution asymétrique usuelle n’au
rait pu être utilisée au lieu des distributions cl’<Eclgeworth» obtenue plus haut.
—4 —2 0 2 4
X
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TAB. 3.1. Résultats pour les iïoclèles «Edgeworth» avec vraisem
blance approchée. Les colonnes nommées «log(RC)» contiennent les
estimés des logarithmes de rapports de cotes moyens. Les colonnes
nommées «IC» donnent les intervalles de confiance de niveau 959’
pour les rapports de cotes (et non logarithme de rapport de cotes)
rnoyells.
asymétrie log(RC) IC
-1 -1,28 (0,17; 0,11)
-0.5 -1.23 (0.19; 0,42)
0.5 -1.20 (0,20; 0,43)
1 -1,16 (0,21; 0,44)
En effet, si nous prenions par exemple la distribution gamma avec paramètres o;
et t3, alors il faudrait fixer = 4 afin d’avoir une asymétrie de 1. La moyenne
et la variance seraient donc, respectivement, 4//3 et 4//32. Il s’ensuit que le seul
moyen de faire varier la moyenne, tout en conservant l’asymétrie égale à 1, est
de faire varier 3. Or, une variation de /3 implique une variation de la variance,
4//32. Autrement dit. la moyenne et la variance ne sont pas indépendantes. L’in
férence sur la moyenne des effets serait donc fortement influencée par la variation
entre ces mêmes effets. Comme nous l’avons remarqué plus haut, les distributions
d’<Edgeworth» ne possèdent pas ce problème. C’est pour cette raison que nous
privilégions ces dernières.
3.3.1. Résultats des modèles pour l’exemple sur la décontamination
du système digestif
Pour les données sur la clécontaminatioii dlu système digestif, nous avons ob
ternis des résultats en prenant, clans un pmermer temps, l’approximation nonnale
de la vraisemblance, et clans un deuxième temps. la vraisemblance exacte. Pour
chacune de ces vraisemblances, nons avons successivement fixé l’asymétrie, de la
distribution des effets, à —1, —0.5. 0,5 et 1. Les résultats sont présentés clans les
tableaux 3.1 et 3.2.
Ces tableaux de résultats nous permettent d’observer quatre choses
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TAB. 3.2. Résultats pour les modèles «EcÏgeworth» avec vraisern—
blance exacte. Les colonnes nommées «1og(RC)> contienneiit les
estimés des logarithmes de rapports de cotes moyens. Les colonnes
nommées «IC> dlollnent les intervalles de confiance de niveau 95%
pour les rapports de cotes (et non logarithme de rapport de cotes)
moyens.
asynlétrie log(RC) IC
-1 -1,57 (0,11; 0.34)
-0.5 -1,51 (0,13; 0,34)
0.5 -1,13 (0,15; 0.37)
1 -1.36 (0.17: 0.39)
(1) Plus l’asymétrie est négative, plus le rapport de cotes moyen estimé est
petit. Plus l’asymétrie est positive, plus le rapport de cotes moyen estimé
est grand.
(2) Le fait de changer l’asymétrie n’a pas ou peu de conséquences sur la lon
gueur des intervalles de confiance.
(3) Le fait d’utiliser la vraisemblance exacte (par rapport à la vraisemblance
approchée) a l’effet d’abaisser considérablement les estimés des rapports
de cotes moyens. mais n’a que très peu d’influence sur la longueur des
intervalles de confiance.
(4) Il y a une importante différence, clans l’inférence sur le rapport de cotes
moyen. avec les asymétries les pius opposées possibles pour notre modèle
cl’<Edgeworth», 1 et —1. et ce malgré le fait que la quantité cfinforriiation
est ici relativement grande. De plus. conime le montrent les figures 3.1 et
3.2, ces asymétries ne sont pas extrèmes, ce qui signifie que même de pe
tites différences d’asymétries peuvent avoir une influence non négligeable
dans Finférence sur le rapport de cotes moyen.
Chapitre 4
COMPARAISON DES RÉSULTATS DE
PLUSIEURS MODÈLES POUR DEUX
EXEMPLES DE MÉTA-ANALYSE
Nous avons appliqué sept modèles différents à deux exemples d’ensembles de
données provenant de la littérature. Le premier exemple provient de l’article de
Lechat et aï. (1998). Ses données sont résumées dans le tableau 4.1. Cet exemple
a été Choisi tout simplement parce qu’il contient plusieurs études clans lesquelles
il y a très peu de sujets. Nous nous attendons clone à obtenir des résultats très
différents d’un modèle à l’autre.
Le deuxième exemple provient de l’article de Smith et aï. (1996). Il s’agit
exactement des mêmes données utilisées tout an long de ce mémoire dans le but
d’illustrer chaciue méthode, c’est-à-dire les données étudiant l’effet, sur les cas
cfinfections, de la clécontamination du système digestif (tableau 4.2). La raison
pour laquelle nous reprenons cet exemple est que nous analyserons ici les résultats
beaucoup plus en détails.
Les sept modèles utilisés pour faire la méta-analyse de ces ensembles de don
nées sont
— modèle 1 celui de la section 3.3 (utilisant le développement en série cl’Ecl
geworth) avec une asymétrie de —1 et avec la vraisemblance exacte;
TÀB. 1.1. Données de l’exemple i t chaque entrée contient le
nombre de cas observés versus le nombre de sujets total du groupe
(contrôle ou trait ement)
étude contrôle traitement étude contrôle traitement
1 116 19 10 29 015
2 0/7 0.12 11 2 20 0,20
3 0.6 06 12 023 2/36
4 2/20 1 29 13 33:208 23208
5 49/189 37,/194 14 2/16 133
6 0,13 0/11 15 8/81 18: 261
7 8/25 125 16 18/145 9/133
8 3, 31 7/105 17 9/134 9, 232
9 82121 54, 320 18 135 370
T1\B. 4.2. Données de l’exemple 2 t chaque entrée contient le
nombre de cas cfinfections observés versus le nombre de sujets total
du groupe (contrôle ou traitenlent)
étude contrôle traitement étude contrôle traitement
1 25/54 7/47 12 40/185 31/200
2 2441 4x38 13 10,41 9,39
3 37’95 2096 14 40/185 22/193
4 11/17 1/14 15 4/46 0,45
5 2649 10,/48 16 60/140 31, 131
6 13,84 2/101 17 12/75 475
7 38 ‘170 12 *161 18 42/225 31, 220
$ 29/60 128 19 26,57 7,55
9 920 1/19 20 17 92 3 91
10 44 47 22/49 21 23 “23 11 25
11 30.160 25/162 668 3 65
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modèle 2 celui de la section 3.3 (utilisant le développement en série cFEd
geworth) avec ime asymétrie de 1 et avec la vraisemblance exacte;
— modèle 3 : celui de la section 2.3;
— modèle 4 : celui de la section 2.2;
modèle 5 : le modèle à effets aléatoires classique (modèle de DerSimonian
et Lairci, une version légèrement raffinée du modèle de la sous-section 1.5.2)
modèle 6 : le modèle à effets fixes de Peto (voir section 1.1.2.2);
— modèle 7 le modèle à effets fixes de la section 1.4.1.
4.1. DEscRIPTIoN DES RÉSULTATS
Pour chacun des deux exemples et pour chaque modèle, les estimateurs ponc
tuels ainsi que les bornes des intervalles de confiance de niveau 95 du logarithme
clti rapport de cotes global, ont été calculés en incluant successivement un nombre
croissant d’études clans la méta-analyse. Autrement dit, pour chaque exemple et
modèle, une méta-analyse cumulative a été effectuée. Pour le premier exemple,
nous avons commencé par inclure dans la mnéta-analyse seulement les huit pre
nuères études, et ensuite nous avofls ajouté les études suivantes, une à la fois,
jusqu’à la dernière. Pour le deuxième exemple, nous avons fait la même chose,
mais en débutant avec les cinq premières études. Tous les estimateurs et inter
valles de confiance bayésiens ont été obtenus à l’aide de la fonction bugs, contenue
dans le «package» R2WinBUGS du logiciel R.
Les résultats sont résumés par les graphiques des figures 4.1 à 1.8. Les fi
gures 4.1 à 4.4 concernent le premier exemple et. les figures 4.5 à 4.8 concernent
le deuxième exemple. Les graphiques des figures 4.1 et 4.5 comparent les résul
tats des sept modèles lorsque les nombres d’études inclues sont fixés pour chaque
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graphique au milliulum (respectivement Imit et cinq) et au maximmii (respecti—
veillent dix-huit et vingt-cieux). Les graphicues des figures 4.2 à 4.4 et 4.6 à 4.8
comparent les résultats des méta-analyses incluant les dÏifférellts nombre d’études
lorsque les modèles sont fixés pour chaque graphique (il y a donc sept graphiques
pour chacun des cieux exemples).
4.2. DiscussioN DES RÉSULTATS
4.2.1. Modèles fixés
Les graphiques des figures 4.2 à 4.4 et 4.6 à 4.8 montrent qu’eu général la
longueur des intervalles de confiance diminue lorsque le nombre d’études, inclues
clans la unéta-analyse, augmente. Nous devions nous y attendre puisque l’ajout
d’études signifie une augmention d’information. Cependant, la figure 4.2 montre
qu’il n’en est pas toujours ainsi. Ell effet, pour les trois premiers modèles du
premier exemple, la longueur des intervalles de confiance augmente lorsque le
nombre d’études passe de 9 à 10 et de 10 à 11. Ceci est probablement dû au fait
qtue l’ajout d’une étucie, ayant un rapport de cotes empirique largement différent
de ceux des études précédentes, crée davantage d’incertitude au sujet des différents
paramètres du modèle.
Autre fait à remarquer, la longueur des iutervalles de confiance, lorsque le
nombre d’études augmente, ciiminue davantage pour les ;noclèles bayésiens (par
ticulièrement les modèles 1. 2 et 3) que pour les modèles non bayésiens. Ceci est dû
au fait que lorsque que le nombre cl’étticles est petit, il y a beaucoup dl’illcertitude
au sujet des paramètres des modèles bayésiens, ce qui augmente la longueur des
intervalles de confiance. Dun autre côté, les modèles à effets fixes ignorent par
exemple la variance inter-études, et ignorent par conséquent l’incertitude au sujet
de ce paramètre. C’est pour cette raisoil que les modèles à effets fixes cionileuit
des intervalles plus courts, uuèuuie lorsque le nombre d’études est petit.
4.2.2. Nombres d’études fixés
Comparons les ciifférellts modèles pour des nombres d’études, inclues cÏaiis la
méta—analyse. fixés au miuiuumni et au nuaxiumuuui (figures 4.1 et 4.5).
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Les cieux modèles bayésiens avec distribution des effets asymétrique (les ino
clèles 1, 2) ont toujours des intervalles de confiance à peu près de la même longueur.
Cependant, les estimateurs ponctuels et les bornes des intervalles de confiance
peuvent varier grandement. Par exemple, considérons les résultats clii premier
exemple avec les huit premières études inclues clans la méta-analyse. Alors que le
modèle 1 (celui avec une asymétrie de —1) donne une estimation du log du rapport
de cotes global de —0.90(—2,3$, —0.07). celle du modèle 2 (celui avec une asymé
trie de 1) est de —0,69(—1.69, 0.23). Sur l’échelle du rapport de cotes (en prenant
l’exponentielle), les intervalles sont respectivement (0.09, 0.93) et (0,1$, 1,26).
Ces cieux modèles (1 et 2) donnent des intervalles de confiance de longueurs
environ égales à celles du modèle 3. Ses estimateurs ponctuels et bornes des
intervalles de confiance sont approximativement donnés par la moyenne de ceux
des modèles 1 et 2. Nous nous attendions à de tels résultats puisque le modèle 3
est équivalent aux modèles 1 et 2, mais avec une asymétrie de 0.
Le modèle 4 donne des intervalles de confiance plus petits que ceux des modèles
1. 2 et 3. Par exemple, clans le cas du premier exemple avec les huit premières
études inclues dans la méta-analyse, l’intervalle de confiance de niveau 95% du
modèle 4 est (—1.30, —0,01), alors que celui du modèle 3 est (—2,05. 0,01). Ceci
est dû au fait que le modèle 4 suppose que les variances intra-études sont connues
(alors que ces variances sont en fait estimées vaguement). L’incertitude de ces
paramètres est clone ignorée, ce qui reiici les intervalles de confiance plus courts.
Le modèle 5 donne des intervalles de confiance encore plus petits que ceux
du modèle 4. Ces cieux modèles sont identiques, excepté que clans le cas du mno
clèle 4, l’inférence est faite d’une manière bayésienne. La méthode bayésienne
tient compte de l’incertitude au sujet de tous les paramètres dii modèle grâce à
l’attribution de distributions a priori aux hyper-paramètres. Pour le niocièle 5,
l’inférence est faite d’une marnière classique, ne permettant l)5 de tenir compte
de l’incertitude de tous les paramètres du modèle. C’est de là que provient le
raccourcissement des intervalles de confiance.
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Chose intéressante, les intervalles de confiance des modèles à effets fixes (les
modèles 6 et 7) peuvent être égaux à ceux du modèle 5, même sils sont générale-
nient plus petits que ces derniers. Ceci provient du fait que la variance inter-études
dii modèle à effets aléatoires classique est parfois estimé comme étant nulle, c’est—
à-dire que 2 O. Dails ce cas, les résultats du modèle à effets aléatoires classique
(modèle 5) soiit les mêmes que ceux du modèle 7.
huit premières études l’ensemble des études
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FIG. 4.1. Estimateurs ponctuels et bornes des intervalles de
confiance de niveau 95c - exemple 1
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FIG. 4.2. Estimateiirs poiictuels et bornes des iiitervalles de
confiance de nivean 95 - exemple 1
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FIG. 4.4. Estimateurs ponctuels et bornes des intervalles de
confiance de niveau 959go - exemple 1
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modèle 7
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cinq premières études l’ensemble des 22 études
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FIG. 4.5. Estiiriateurs ponctuels et bornes des intervalles de
confiance de niveau 95%’ - exemple 2
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FIG. 1.6. Estimateurs pollctuels et bornes des intervalles de
coilfiailce de iliveau 95% - exemple 2
modèle 2
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confiance de niveau 95o - exemple 2
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Chapitre 5
SIMULATIONS
Nous avons déjà vu que les différents modèles présentés dans ce mémoire
donnent effectivement des inférences qui peuvent différer considérablement. Ce
pendant, nous avons encore d’importantes questions à répondre. Par exemple, y
a-t-il un (ou des) modèles qui pefforment mieux que les autres, et ce dans tous les
cas de méta-analyses sur les rapports de cotes? Sinon, quels sont les modèles plus
appropriés pour des jeux de données spécifiques? Les modèles bayésiens, coûtant
un peu plus d’efforts à comprendre et à implémenter, en valent-ils vraiment la
peine? Finalement, quel est l’intérêt des nouveaux modèles bayésiens, avec distri
butions asymétriques des effets, développés dans ce mémoire? À l’aide d’études
de simulations, dont nous présenterons les résultats dans ce chapitre, nous avons
tenté de répondre partiellement à ces questions.
5.1. SIMULATION DES DONNÉES
L’approche que nous avons choisie, pour la simulations des données, est la
suivante. Nous fixons d’abord certains paramètres de base, qui demeureront les
mêmes à chaque répétition de la simulation:
- le nombres d’études indues dans la méta-analyse, J,
— les nombres de sujets dans les groupes «contrôle» et «traitement» de chaque
étude, n1,i = 1,2,j = 1,...,J,
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— la moyenne et l’écart type, [t et u, des probabilités d’être diagnostiqué
positif dans les groupes «contrôle» (ces probabilités sont généralement dif
férentes d’une étude à l’autre),
— la moyeime, l’écart type et l’asymétrie, [ttogOR’ togOR et I-3, de la distri
bution à partir de laquelle les vrais logarithmes de rapports de cotes sont
générés (nous supposons donc que chaque étude tente de mesurer un ef
fet potentiellement différent, tel que supposé par tous les modèles à effets
aléatoires).
À chaque répétition de la simulation. les probabilités des groupes «contrôle»,
p’, j = 1 J, sont générées indépendamment et à partir de la distribution
bêta avec paramètres tels que la moyenne et l’écart type possèdent les valeurs
pré-fixées. Lorsque l’asymétrie est non nulle, les vrais logarithmes de rapports de
cotes. iogOR, j = 1, . . . . J, sont générés indépendamment à partir de la densité
de l’équation (3.2.3) avec moyenne, écart type et asymétrie pré-fixés. Lorsque
l’asymétrie est nulle, ceux-ci sont simplement générés à partir de la distribution
normale avec moyenne et écart type pré-fixés. À partir des logarithmes de rap
ports de cotes et des probabilités des groupes «contrôle», il est facile d’obtenir les
probabilités des groupes «traitement», P2j j 1 J. Ensuite, nous générons
les nombres de sujets avec diagnostique positif clans les groupes «contrôle» et
«traitement». xj, i = 1, 2. j = 1, . . . , j, à l’aide de la distribution binomiale avec
paramètres nj et Pj pour j = 1. 2, j = 1 J. Les fljj et les xj sont les données
dont nous avons besoin pour effectuer la mnéta-analyse.
À chaque répétition et pour chaque modèle, on calcule l’estimateur ponctuel
ainsi qu’un intervalle de confiance de niveau 95 pour la moyenne dles logarithmes
de rapports de cotes. Fillalement, des statisticjues de performance sont calculées
écart quaclratique moyen, biais et variance des estimateurs ponctuels, ainsi que
la probabilité de couverture des intervalles de confiance.
Étant dormé que les simulations sont très longues (à cause des modèles bayé
sieiis ci’ «Eclgeworth»), les paramètres à fixer que nous avons choisis sont peu
nombreux. Nous avons procédé en deux parties. Dans un premier temps, nous
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avons voulu comparer seulement les modèles bayésiens avec vraisemblance appro
chée et les modèles classiques (non bayésiens). Dans ce cas, nous avons fait clniuze
simulations, clans lesquelles les paramètres suivants étaient toujours les mêmes
J = 5,
—jj5O,rr1,2.JrrL...,J,
= 0.2 et = 0.05.
— togOR = 1.
Les quinze simulations sont faites en fixant successivement chacune des paires de
paramètres ([‘1goR, ‘3) possibles avec = — log(4). — log(2), log(1), log(2),
ou log(4), et /3 —Ï, 0, ou Ï.
Dans m deuxième temps, nous avons voulu comparer seulement les modèles
bayésiens avec vraisemblance exacte et les modèles classiques (non bayésiens).
Dans ce cas, nous avons fait neuf simulations, clans lesquelles les paramètres
suivants étaient toujours les mêmes
J = 5,
-
—
= 0.2 et = 0,05,
- logOR = 0.5.
Les neuf simulations sont faites en fixant successivemeit chacune des paires de
paramètres (PlogOR. k3) possibles avec ,UlogOR = — log(3),log(Ï), ou log(3), et h3
—1, 0, ou 1. Remarquez quici les paramètres logQR et k3 ont dû être modifiés
dans le but d’éviter certains cas extrêmes pour lesquels les modèles bayésiens avec
vraisemblance exacte ont des problèmes de convergence.
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5.2. PREMIÈRE PAKHE: MODÈLES CLASSIQUES COMPARÉS AUX
MODÈLES BAYÉSIENS AVEC VRAISEMBLANCE APPROCHÉE
Les tableaux 5.1 à 5.20 contiennent les résultats des statistiques de perfor
mance pour les six modèles différents suivants:
— modèle de la section 3.3 (utilisant le développement en série d’Edgeworth)
avec une asymétrie de 1 et avec la vraisemblance approchée, que nous no
terons edge(1)
— modèle de la section 2.2, que nous noterons edge(O).
— modèle de la section 3.3 (utilisant le développement en série d’Edgeworth)
avec une asymétrie de —1 et avec la vraisemblance approchée, que nous
noterons edge(-1).
— modèle à effets aléatoires classique (modèle de DerSimonian et Laird, une
version légèrement raffinée du modèle de la sous-section 1.5.2), que nous
noterons mndont
- modèle à effets fixes de Peto (voir section 1.4.2.2).
— modèle à effets fixes de la section 1.4.1, que nous noterons flxed.
Pour chaque modèle, les statistiques de performance ont été obtenues en pre
nant la mqyenne des résultats de méta-analyses appliquées à trois cents ensembles
de données générés aléatofrement (les mèmes ensembles de données pour tous les
modèles). Pour les modèles bayésiens, nous avons fixé la moyenne et la variance de
toutes les distributions a priori normales des hyper-paramètres. respectivement à
0.0 et 1000. Pour les distributions Gamma u priori; nous avons fixé le paramètre
o à 0.01 (des valeurs de o inférieures à 0.01 rendaient la convergence trop lente).
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TAB. 5.1. biais estimés, [logoR —log(4), première partie des simulations
modèle hj — —1 K3
— 0 Kt3
edge(1) 0.16 0.45 0.38
eclge(0) 0.35 0,33 0,25
eclge(-1) 0,27 0,25 0,15
random 0,36 0,35 0,27
Peto 0,38 0,40 0.38
fixecl 0.50 0,52 0.49
5.2.1. Comparaison des modèles au niveau du biais
Les tableaux 5.1 à 5.5 contieiilent les biais estimés (calculés comme la va
leur estimée du paramètre moins la vraie valeur de celui-ci). Eu les observant,
nous collstatons d’abord ciue la plupart des biais sont positifs, surtout lorsque le
paramètre [tt09OR est négatif.
Nous voyons aussi que parmi les quinze simulatioims, à ueuf reprises c’est le
modèle edge(-1) qui a le biais le pius près de zéro; deux fois. le modèle eclge(0)
deux fois, le modèle random; une fois, le modèle Peto. De plus, le modèle eclge(0)
est toujours parmi les trois meilleurs.
Une autre chose intéressante à signaler est que peu importe le modèle uti
lisé, les biais varient beaucoup lorsque l’on change l’asymétrie de la distribution
des effets. Par conséquent, aucun modèle n’est robuste à la non-nornialité de la
distribution des effets.
Finalement, pour le modèle edge(1), le biais (et donc l’estimateiir) est toujours
plus élevé que pour les modèles eclge(0) et edge(-1). De même, pour le modèle
eclge(—1), le biais (et clone l’estirnateur) est toujours plis petit ciue pour les modèles
eclge(0) et eclge(1). Autrement dit, pour les modèles avec distribution asymétrique
des effets, l’estimateur varie clans le sens du siglie de l’asyniétrie.
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TAB. 5.2. biais estimés. Poî = — log(2), première partie des simulations
modèle H3 = —1 K3 O H3 = 1
eclge(1) 0.35 0.32 0.25
edge(0) 0.22 0.18 0,11
edge(-1) 0.14 0.09 -0.008
random 0.24 0.20 0.13
Peto 0.28 0,27 0.22
fixecl 0,37 0,36 0.30
TAB. 5.3. biais estimés. [tiogOR log(1). première partie des simulations
modèle H3 = —1 H3 = O H3 = 1
edge(1) 0.29 0,23 0.16
eclge(0) 0.11 0.09 0.02
eclge(-1) 0.04 -0.02 -0,11
rai dom 0,16 0,10 0,04
Peto 0,23 0.19 0,13
fixecÏ 0.26 0.22 0.16
TÀB. 5.1. biais estimés, [tiogoR = log(2), première partie des simulations
modèle H:3 1 n3 = O n3 = 1
edge(1) 0.24 0,17 0.11
edge(0) 0,07 0,02 -0,03
eclge(-1) -0,03 -0,09 -0.16
ranclom 0,10 0,04 -0.01
Peto 0.15 0.11 0.04
fixecl 0.15 0.10 -0,007
5.2.2. Comparaison des modèles basée sur la probabilité de couver
ture
Les tableaux 5.6 à 5.10 contiennent les probabilités de couverture estimées.
Nous notons en premier lieu que les modèles à effets fixes (fixeci et Peto) ont claiis
TÀB. 5.5. biais estililés. t1/oQR = log(1). première partie des simulations
modèle ‘:i = 1 n3 0 h = 1
eclge(1) 0.22 0,12 0,07
eclge(O) 0.05 -0,05 -0.08
edge(-1) -0.06 -0,16 -0.20
randoni 0.07 -0,03 -0.06
Peto 0.04 -0,04 -0,09
flxecl 0.06 -0.05 -0.13
tous les cas des probabilités de couverture estimées tic très loin inférieur à 95. et
à celles des modèles bayésiens. En effet. la plus grande probabilité de couverture
des modèles à effets fixes est t).697, alors que presque toutes celles des modèles
bayésiens se trouvent au-dessus de 0,90.
Quant au modèle à effets aléatoires classique (ranclom), il a généralenient
des probabilités tic couverture estimées de peu inférieures à 0.90. mais toujours
inférieures à celles des modèles bayésiens.
Ces résultats ne sont pas étonnants puisque nous avons choisi une valeur
de 1.00 pour l’écart type des effets. ce qui est relativement élevé. Les modèles
à effets fixes ne tiennent pas conipte de cette variabilité des effets. Le modèle
à effets aléatoires classique, bien qu’il tiennent compte de cette variabilité, ne
tient pas compte de l’incertitude au sujet de la magnitude exacte de cette 11ième
variabilité. Comme les modèles bayésiens tiennent compte de cette incertitude,
ceux-ci possèdent tics probabilités de couvertures plus réalistes, qui sont presque
clans tous les cas de très peu inférieures à 0.95.
5.2.3. Comparaison des modèles au niveau de la variance
Les tableaux 5.11 à 5.15 contiennent les variances estimées de l’estimateur tin
logarithme de rapport de cotes global. On y remarque que tous les modèles à
effets aléatoires (bayésiens et non bayésiens) ont des variances comparables. Par
contre, les modèles à effets fixes ont généralement des variances plus petites que
ces deniiers (sauf pour n3 = 1 et < 0).
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TAB. 5.6. probabilités (le couverture estimées. [IlogoR = — log(4),
première partie des simulations
modèle n3 —1 K3 = O K3 = 1
eclge(1) 0,833 0.863 0.910
eclge(0) 0,917 0.930 0.950
edge(-1) 0,937 0.950 0.963
rancïoui 0.790 0.813 0,900
Peto 0,667 0,603 0.657
fixecl 0.547 0.527 0.593
TÀB. 5.7. probabilités de couverture estimées, 1/ogQR = — log(2),
première partie des simulations
modèle n3 = —1 n3 = O n3 = 1
eclge(1) 0.867 0,910 0.920
eclge(0) 0,937 0,947 0,96
eclge(-1) 0,943 0.950 0.917
random 0,847 0.877 0.883
Peto 0.643 0.610 0.587
fixed 0,603 0,590 0,590
TA3. 5.8. probabilités
première partie des simulations
de couverture estimées. JtlogQR = log(1),
modèle n3 = —1 K:3 O K:i = 1
edlge(1) 0,893 0,913 0.923
edge(0) 0,937 0,937 0,937
edge(-1) 0.937 0,940 0,920
ranclom 0.870 0.873 0,873
Peto 0,600 0,590 0,570
fixed 0.647 0.630 0.650
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TiB. 5.9. probabilités de couverture estimées, ftlogOR log(2),
première partie des simulations
modèle i = —1 k3 O k3 1
eclge(1) 0,903 0,933 0.920
edge(0) 0,937 0,927 0,920
eclge(-1) 0,940 0,927 0,917
random 0,857 0,897 0.873
Peto 0,610 0.643 0.567
fixecl 0,677 0.673 0,623
TAB. 5.10. probabilités de couverture estimées, [I’iogOR = log(4),
première partie des simulations
modèle k3 = —1 i3 = O k3 = 1
edge(1) 0,917 0,947 0,927
eclge(0) 0.937 0.943 0,917
eclge(-1) 0,950 0,920 0.893
ranclom 0,887 0.893 0.863
Peto 0,690 0,677 0,610
fixeci 0,697 0,670 0.647
TAB. 5.11. variances estimées, [1togOR = — log(1), première partie
des simulations
modèle k3 = 1 k3 = O k3 = 1
eclge(1) 0,190 0,234 0.307
eclge(0) 0,187 0,223 0,273
eclge(-1) 0.193 0.219 0,215
random 0.191 0,222 0,272
Peto 0.153 0.200 0,333
fixed 0.177 0.218 0.392
Encore une fois, ces résultats ne sont pas très surprenants car, comme nons
venons de le rappeler, les modèles à effets fixes négligent la variabilité des effets.
74
TÀB. 5.12. variances estimées. P1oR — log(2). première partie
des siniulat ions
modèle K3 = 1 K3 O K = 1
eclge(1) 0,191 0,234 0.303
eclge(0) 0.192 0.225 0.271
ecÏge(-1) 0.200 0,225 0.246
ranclom 0.18$ 0.225 0.276
Peto 0,188 0.23$ 0.355
flxed 0,166 0.218 0.323
modèle K3 = 1 K3 = O K3 1
edge(1) 0.19$ 0.245 0.29$
eclge(0) 0.205 0,232 0265
edge(-1) 0,227 0.237 0.241
ranclom 0.204 0,236 0.26$
Peto 0,197 0,244 0.310
fixed 0.167 0.207 0.249
TAB. 5.14. variances estimées, ,UloqOR log(2). première
modèle K:3 —1 K3 O K3 1
edge(1) 0,208 0,247 0,294
edge(0) 0.21$ 0.236 0,259
edge(-1) 0.244 0.247 0.239
ra.iicÏom 0.214 0.237 0.261
Peto 0,173 0,204 0,241
flxecl 0.16$ 0,197 0,218
5.2.4. Comparaison des
moyen
modèles au niveau de
partie des simulations
l’écart quadratique
Les tableaux 5.16 à .5.20 contiennent les écarts quaclraticues moyens estiniés.
Pour des valeurs de [IlogoR égales à — log(4). — log(2). ou log(1), c’est générale
ment le modèle ctÏge(—1) qui performe le mieux du point de vue de l’écart qm—
dratique moyen. Cependant. pour des valeurs de [logOR égales à log(2) ou log(4),
ce sont les modèles à effets fixes qui pertorinent le mieux.
TAB. 5.13. variances estimées, [1togOR = log(1), première partie des simulations
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TAB. 5.15. variances estimées, ,LtlogQR log(4), première partie des simulations
modèle K3 = —1 K3 = O K3 Ï
edge(1) 0,212 0,237 0.277
edge(0) 0.230 0,225 0.241
eclge(-Ï) 0,256 0,232 0.226
ranclom 0,229 0,226 0.212
Peto 0.145 0,156 0.174
fixecl 0,179 0,186 0.190
TAB. 5.16. Écarts qilaciratiques moyens estimés. [logOR
— log(4), première partie des simulations
modèle K3 1 h3 = O K3 1
eclge(1) 0,402 0,436 0,451
eclge(0) 0.309 0,332 0,335
eclge(-1) 0,266 0,281 0.267
ranclom 0,321 0,344 0,345
Peto 0,297 0,360 0,477
fixed 0,127 0,518 0.632
TAB. 5.17. Écarts quaciratiques moyens estimés, [tlogOR
— log(2), première partie des sirmiulations
modèle K:3 = —1 K3 O K3 = 1
eclge(1) 0,313 0,336 0,366
eclge(0) 0,240 0,257 0,283
edge(-1) 0,220 0,233 0.246
random 0,246 0,265 0,293
Peto 0.266 0,311 0,103
fixed 0.303 0,318 0,113
.53 DEuxIÈME PARTIE MODÈLES CLASSIQUES COMPARÉS AUX
MODÈLES BAYÉSIENS AVEC VRAISEMBLANCE EXACTE
Les tableaux 5.21 à 5.32 contiennent les résultats des statistiques de perfor
mance pour les six modèles différents suivants
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T\B. 5.1$. Ecarts quactratiqites moveils estimés. [IogQR Iog(1).
première part je des simulations
modèle n = —1 K3 O t3 = 1
eclge(1) 0.282 0.298 0.324
eclge(0) 0.225 0.210 0.265
edge(-1) 0,229 0,237 0.253
random 0.230 0,246 0.270
Peto 0,250 0.280 0.327
fixed 0.235 0,255 0.275
TAB. 5.19. carts quadratiques moyens estimés, [/ogOR = log(2),
première partie des simulations
modèle h3 = 1 K3 = O K3 = 1
edge(1) 0.264 0.276 0.306
edge(0) 0.223 0.236 0.260
edge(-1) 0,245 0.255 0.265
random 0.224 0.239 0.261
Peto 0,195 0.216 0.243
fixecl 0,190 0,207 0,21$
TAB. 5.20. earts quadratiques moyens estimés, PlogOR = log(4),
première partie des simulations
nioclèle K3 = 1 h:3 = t) K3 1
edge(1) 0,260 0,251 0,282
eclge(0) 0,232 0,227 0.247
eclge(-1) 0.260 0.2.58 0.266
random t).234 0.227 0.216
Peto 0.147 0.1.58 0,182
fixed 0.183 0.189 0.207
(C
modèle de la section 3.3 (utilisant, le développement en série d’Eclgeworth)
avec mie asymétrie de 1 et avec la vraisemblance exacte. que nous noterons
edge (1),
modèle de la section 3.3 (utilisant le développement en série cl’Edgeworth)
avec une asymétrie de —1 et avec la vraisemblance exacte, que nous note
rons edge(-1),
modèle de la section 2.2, que nous noterons edge(O),
— modèle de la section 2.3. que nous noterons approc. bayes
modèle à effets aléatoires classique (modèle de DerSimonian et Laircl, une
version légèrement raffinée du modèle de la sous-section 1.5.2), que nous
noterons ra’ndom,
modèle à effets fixes de la sectioïi 1.1.1, que nous noterons fi:red.
— modèle à effets fixes de Peto (voir section 1.4.2.2),
Dans cette deuxième partie des simulations, nons avons généré seulement cieux
cents ensembles de données (au lieu de trois cents clans la première partie) car
les chaînes de Markov des modèles cl’ «Edgeworth» avec vraisemblance exacte
prennent beaucoup plus de temps ciue celles des modèles cl’eEclgeworth» avec
vraisemblance approchée. Tous les paramètres des distributions a priori ont été
fixés au même valeur que clans la première partie des simulations.
5.3.1. Comparaison des modèles au niveau du biais
Les tableaux 5.21 à 5.23 contiennent les biais estimés. Les résultats sont ici
un peu surprenants.
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TAB. 5.21. biais estimés. /tlogQR — log(3). deuxième partie des simulations
modèle K = — 1 K3 O K 1
edge(1) 0.011 0,041 0.010
edge(0) -0.086 -0,073 -0.096
eclge(-1) -0.175 -0.181 -0.200
approx.bayes 0.102 0,139 0.117
ranclom 0,133 0,166 0J47
fixecl 0.163 0,221 0,184
Peto 0,106 0,149 0.123
Avec b1loqOR = — log(3). les modèles bayésiens avec vraisemblance exacte
tendent à sous-estimer le logarithnie de rapport de cotes global, alors cjue tous
les autres modèles surestiment le logarithme de rapport de cotes global. Comme
conséquence tin fait que l’asymétrie positive dans les modèles «eclge> a tendance
à faire monter l’estimateur du logarithme de rapport de cotes global, il advient
que ce soit le modèle edge(1) qui possède les biais les plus près de zéro.
Avec PlogOR log(1). la situation est différente. Les modèles «edge> ont le
nième comportement. mais ce n’est plus le modèle edge(1) qui a les plus petits
biais. Ici, les trois modèles etÏge(0). approx.haves et raiidom, donnent tous tics
biais qui ne sont pas significativement tiifférents de zéro, alors que les autres
modèles ont tics biais qui, parfois sont significativement tiifférents de zéro, et
parfois ne le sont pas.
Dans le cas tic tlogoR log(3). tous les modèles excepté edge(1), ont des biais
qui ne sont pas (ou à peine) significativement différents de zéro.
5.3.2. Comparaison des modèles basée sur la probabilité de couver
ture
Les tableaux 5.24 à 5.26 contieiment les probabilités tic couverture estimées.
Les probabilités tic couverture semblent avoir à peu près le nième comporte—
nient tiue tians la première partie tics simulations. La seule différence est qu’ici
les modèles à effets fixes ont tic iiieilleurcs probabilités tic couvertures que tians la
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TAB. 5.22. biais estimés. t1iogOR = log(Ï). deuxième pwtie des sinuilations
modèle K3 = 1 K3 = O = 1
edge(1) 0.082 0.123 t).065
eclge(0) -0,002 -0.031 -0,011
edge(-1) -0,079 -0.049 -0.096
approx.bayes 0,001 0,027 -0.020
raridom 0,019 0.044 -0.003
fixecl 0.039 0.067 0.017
Peto 0.02$ 0.066 0.015
TAB. 5.23. biais estimés, ttlogOR = log(3), deuxième partie des simulations
modèle K3 = 1 K O K3 1
edge(1) 0.121 0.143 0.106
eclge(0) 0,035 0.061 0,030
edge(-1) -0,037 -0,018 -0,050
approx.hayes -0.045 -0.028 -0.054
random -0,030 -0,012 -0,040
fixed -0,035 -0.02.5 -0,053
Pet.o -0.032 -0,017 -0,044
première partie des simulations. Ceci est. dû au fait que, clans la deuxième partie
des simulations, nous avons fixé l’écart type des effets (le paramètre UfogoR) 0,5.
soit deux fois plus pet.it que clans la première partie. Donc le fait de ne plus tenir
compte de cette variabilité n’est plus dramatique, bien clu’encore très notable.
5.3.3. Comparaison des modèles au niveau de la variance
Les tableaux 5.27 à 5.29 contiennent les variances estimées. Celles-ci se coin-
portent sensilile;nent de la même manière que dans la première partie.
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TÀB. 5.21. probabilités de couverture estimées, /iïogOR — log(3),
deuxième partie des simulations
modèle hi = —1 h3 = O K3 = 1
eclge(1) 0.975 0,960 0,940
eclge(0) 0,970 0,970 0.950
edge-1) 0.955 0.975 0.950
approx.hayes 0.985 0.970 0.970
raildom 0.930 0,935 0,900
fixed 0,860 0,840 0.845
Peto 0.910 0.880 0.875
TAB. 5.25. probabilités de couverture estimées, PlogOR log(1),
deuxième partie des simulatious
modèle = 1 = O K3 1
eclge(1) 0,950 0,955 0,950
edge(0) 0,965 0.960 0,955
eclge(-1) 0.970 0.970 0.935
approx.bayes 0,980 0,970 0.965
raiiclom 0,930 0,925 0,915
fixed 0.880 0.875 0.830
Peto 0.855 0.870 0.795
5.3.4. Comparaison des modèles au niveau de l’écart quadratique
moyen
Les tableaux 5.30 à 5.32 contiennent les écarts quadratiques moyens estimés.
Ici, ce sont généralement les modèles approx.baves. random. Peto et fixed qui font
le mieux. Ceci est dû au fait ciue les modèles «ecIge> ont des variances beaucoup
plus élevées que celles des autres modlèles.
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TAB. 5.26. probabilités de couverture estimées. [IloqoR = Iog(3).
deuxième partie tics simulations
modèle i = —1 k3 = O k3 = 1
edge(1) 0,960 0,975 0,935
edge(0) 0.97.5 0,985 0.950
edge(-1) 0.970 0.980 0.930
approx.hayes 0.980 0.980 0.915
ranciom 0,930 0.960 0,880
fixed 0,880 0,875 0,840
Peto 0.880 0.880 0.835
TÂB. .5.27. variances estimées. /tlogQR = — log(3). deuxième partie
tics si;;iulat ions
modèle k3 = 1 k3 O k3 1
edge(1) 0,167 0,180 0,208
edge(0) 0,179 0.214 0.233
ecige(-1) 0,195 0,258 0,280
approx.bayes 0,104 0.102 0.111
ranciom 0,101 0.101 0,107
fixed 0,101 0,101 0,109
Peto 0,090 0.090 0,098
TAB. 5.28. variailces estimées, [tiogoR = log(1), deuxième partie
tics simulations
modèle k;3 = 1 k3 = O k3 1
edge(1) 0.105 0.107 0,130
edge(0) 0,113 0,106 0,128
edge(-1) 0,121 0,111 0.123
approx.baves 0,085 0,084 0,101
rantlomn 0.085 0.081 0.101
fixed 0.082 0,081 0,100
Peto 0.094 0.092 0.111
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TAB. 5.29. variances estimées. /JlogOR = log(3). deuxième partie
des sinnilat ions
modèle h3 = — Ï h O h’3 = 1
eclge(l) 0.086 0,096 0.120
edge(0) 0,089 0,091 0,116
eclge(-l) 0,092 0,090 0,112
approx.hayes 0.076 0,079 0,099
rindom 0.076 0.080 0.100
fixeci 0.069 0,076 0,096
Peto 0.060 0.069 0.086
T\B. 5.30. Écarts quaciratiques moyens estimés, /logQR =
— log(3), deuxième partie des simulations
modèle = —1 t3 = O t = Ï
eclge(1) 0,167 0.182 0.208
edge(0) 0.187 0.219 0,212
eclge(-1) 0.225 0.292 0.320
approx.hayes 0.114 0.122 0.125
ranclom 0,118 0,129 0,128
fixecl 0,128 0.150 0,143
Peto 0.101 0.112 0.113
5.4. CoNcLusioNs DES RÉSULTATS DE SIMULATIONS
Nous avo;is vu qu’en géiiéral. ce sont les modèles «edge» qui ont les probabili
tés de couverture les plus réalistes. Du point de vue du biais, c’est le plus souvent
un des modèles «eclge> qui fait le mieux. Si ce n’est pas un des modèles «ecige»
qui fait le mieux, alors au moins un des modèles «eclge> a un biais qui n’est pas
significativement différent de zéro. Du point de vue de l’écart quaciratique moyen,
les modèles «ecIge> sont moins convaincants, à cause de leurs hautes variances qui
mènent à des «EQM» plus élevés que ceux des autres modèles.
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TÀB. 5.31. Écarts cuadratiques moes estimés. [IlogoR = Iog(1),
deuxième partie des sinmlations
modèle K3 = 1 K3 O K3 1
edge(1) 0.112 0,122 0.134
edge(0) 0.113 0.107 0.128
ecÏge(-1) 0.127 0.111 0.132
approx.bayes 0.085 0.085 0,102
raudom 0,085 0.086 0.101
fixed 0.083 0.085 0,101
Peto 0.095 0.096 0,114
TAB. 5.32. Écarts quaciratiques mm-eus estimés, /logOR = log(3).
deuxième partie des simulations
modèle K:3 —1 K3 = O K:3 1
eclge(1) 0,101 0,117 0,131
eclge(0) 0.090 0,095 0,117
ecÏge(-1) 0.093 0.090 0.111
approx.bayes 0.078 0.080 0,102
randoni 0,077 0.080 0.102
fixed 0,071 0,076 0,099
Peto 0,061 0.069 0.088
Ces résultats nioritrent l’intérêt des modèles d’eEdgeworth» développés au
chapitre 3. En effet. que ce soit avec la vraisemblance exacte ou avec la vraisem
blance approchée, c’est toujours Fun des modèles edge(1). edge(t)) ou eclge(-1)
(quoidlue nous ne sachions pas lequel), qui fait le mieux du point de vue tÏe la
probabilité de couverture et du biais. Ceci indique que les résultats de ces trois
modèles devraient toujours être comparés, en vue de faire une analyse de sensi
bilité (conime nous lavions proposé à la fin du chapitre 3).
CONCLUSION
Ce mémoire visait à comparer les estirnateurs du rapport de cotes global d’un
ensemble quelconque de tableaux de contingences 2 x 2 indépendants. Plusieurs
méthodes ont été présentées, certaines classiques et d’autres bayésiennes, et une
noi ivelle méthode bayésienne a été développée.
La méthode la plus connue et la plus utilisée en pratique clans l’estimation du
rapport de cotes global, est le modèle à effets aléatoires classique de DerSimonian
et Lairci (1986). Les simulations niontrent que ce modèle n’est pas approprié
lorsque les nombres de cliagnosticues positifs sont très petits dans les groupes
«contrôle» ou clans les groupes «traitement». En effet, l’approximation normale
de la vraisemblance peut être mauvaise clans de tels cas. d’où l’intérêt des modèles
avec vraisemblance exacte.
Les modèles avec vraisemblance exacte ont été développés d’une manière bayé
sienne car ils sont ainsi faciles à implémenter à l’aide du logiciel WinBUGS par
exemple et permettent d’obtenir des intervalles de confiance a posteriori exacts.
Ceci les rend très attrayants clans le but d’être employés couramment dans la
pratique.
La grande conclusion des simulations fait un peu appel à l’opinion du statisti—
cien. Il peut choisir entre une méthode dont les estimateurs sont moins biaisés mais
plus variables, et mie autre dont les estimateurs sont plus biaisés mais plus précis.
Comme les résultats de simulations sont ici loin d’être exhaustifs, il est encore
difficile de choisir un nioclèle en particulier qui serait généralement le «meilleur».
Cependant, il ne faut pas oublier cju’il est important que les intervalles de
confiance soient aussi réalistes ciue possible. clans le but d’obtenir des résultats
plus conservateurs. Les simulations montrent que les intervalles de confiance les
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plus réalistes sont ceux des niodèles bavéSiells. Or. une analyse bayésienne devrait
toujours être accompagnée cl une anal se de sensibilité. Nous p;’oposons clollc que
cette dernière soit effectuée à l’aide des modèles d’Edgeworth>. développés au
chapitre 3. avec asymétries de 1, 0 et —1. Nous croyons ïue les densités a j’riori
des hyper-paramètres des modèles bavésieiis ont. quant à elles, très peu cl’iuftuence
sur l’estimation clii l’apport de cotes global. Cependant, il resterait à appuyer cette
affirmation par des simulations supplémentaires.
finalemeiit, remarquofls qu’il reste encore à déterminer s’il est généralement
préférable d’employer les modèles bayésiens avec vraisenihlance exacte ou avec
vraisemblance approchée. Il serait intéressairt de faire d’autres simulatious visant
spécffiquemellt à comparer ces cieux vraisemblances.
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Annexe A
EXEMPLE DE PROGRAMME DES
SIMULATIONS
# Ce programme R fonctionne dans R pour Windows, mais pas dans
# R pour Linux car le <package bayésien BRugs n’est pas encore
# développé pour Linux.
library(R2WinBUGS)
library(meta)
library(rmeta)
library (BRugs)
edge density<-function(x ,m, s,13, 14){
#fonction donnant la valeur de la densité
#edgeworth aux points du vecteur x,
#avec moyenne m, écart type s, asymétrie 13,
#et cumulant avec ordre 4, 14.
N<-1
K<-length(x)
log<-rep(NA , K)
for(j in 1:K){
logtjJ<log(max(1E-3OO,1+l4/($*N) -5*l32/24
-
À-ii
13*((x[j]-m)/s)/(2*sqrt(N)) +
(5*l32/2-l4)* ((x[j] -m)/s)2/(4*N) +
13* ( (x [j] ffi) /5) 3/ (6*sqrt (N))
+ (14-5*l32)*((x[j]-m)/s)4/(24*N) +
132*( txtj] -m)/s) 6/(72*N)))
- log(s) -O.5*((x[j]-m)/s)2
I
log<-log-max(log)
exp(log)
I
redge<-function(M,m, s ,L3 ,L4=2){
#fonction générant M valeurs de la distribution
#edgeworth avec moyenne m, écart type s,
#asymétrie 13, et cumulant avec ordre 4, 14.
grid<-seq((m-5*s), (m+5*s) ,by=O.001)
as .vector(sainple(grid,size=M,replace=T,
prob=edge.density(grid,m,s,L3,L4)))
}
meta. random. effects<-function(yl ,nl ,y2 ,n2)
{
output<-vector(”list” ,2)
names(output)<_c(1CI.meanORh1,flmean1)
y<-log((y2+O . 5)/(n2-y2+O .5))
-log( (yl±O .5) / (nl-yl+O.5))
s2<-1/(y2+O.5) + 1/(n2-y2+O.5)
+ l/(yl+O.5) + 1/(nl-yl+O.5)
meta<-metagen(y,sqrt(s2) ,sm=”OR”)
A-iii
mean<-meta$TE. random
se<-meta$seTE. random
output[[l]]<- c(mean-1.96*se, mean+1.96*se)
output [[2]] <-mean
return(output)
}
meta.OR.bin.norm.gamOlnorml000<-function(xc,nc,xt,nt,n.iter)
{
output .binnorm<-vector(”list” ,2)
names(output .binnorm)<-c(”CI .meanOR’ , “mean”)
J<-length(nc)
Num <- J
rc <- xc
rt<- xt
data <— list (“Num” , “rc” , “rt” , “flc” , ‘nt” )
inits <- functionO{1ist(de1ta=rep(O,Num),mu=rep(O,Num),d=O,tau1)}
parameters <- c(”d”)
bin.norm.sim <- openbugs (data, inits, parameters,
“bin.norm.gamOlnormlooo.bug’ ,n. chains=1, n.iter=n. iter)
attacli.bugs(bin.norm. sim)
output.binnorm[[1]]<- as.vector(quantile(d,c(O.025,O.975)))
output binnorm[[2]] <- mean(d)
return(output binnorm)
}
A-iv
meta. OR. edgeworth<-function(xc ,nc, xt ,nt ,13,14, n. iter)
{
output . edgeworth<-vector(” list” , 2)
names(output.edgeworth)<-c(”CI .meanOR” , “mean”)
J<-length(nc)
Num<-J
n <- 1
rc <- xc
rt<- xt
data <— list “n”, , “rt” , , “nt’, II3I 4I)
inits <- functionO{list(m=O,tau=1,delta=rep(O,Num),mu=rep(O,Num))}
parameters <- c(”m”)
sim <- openbugs (data, inits, parameters, “edgeworth.bug”,
n. chains=1, n. iter=n. iter)
attach. bugs(sim)
output.edgeworth[[11]<- as.vector(quantile(m,c(O.025,O.975)))
output . edgeworth [[21] <- mean(m)
return(output
. edgeworth)
}
meta. fixed. effects . small . samples . Peto<-function(xl ,nl , x2 ,n2)
{
output<-vector(”list” ,2)
names(output)<-c(”CI .meanOR” , “mean”)
a<-x2
b< - xl
A-v
c<-n2-x2
d<-nl-xl
O_E<-a - (a+b)*(a+c)/(a+b+c+d)
V<- (a+b)*(a+c)/(a+b+c+d)*(1- (a+b)/(a+b+c+d))*(b+d)/(a+b+c+d-1)
mean<- sum(O_E)/sum(V)
y• mean<-1/sum(V)
se<-sqrt(v mean)
output[[1]]<- c(mean-1.96*se, mean+1.96*se)
output [[21 1 <-mean
return (output)
}
meta.fixed.effects.large.samples<-function(yl,nl,y2,n2)
{
output<-vector(”list” ,2)
names(output)<-c(’CI.meanOR” ,
T<-log((y2+O.5)/tn2-y2+O.5))-log((yl+O.5)/(nl-yl+O.5))
v<-1/(y2+O.5) + 1/(n2-y2+O.5) + l/(yl+O.5) + 1/(nl-yl+O.5)
w<-1/v
mean<-sum(w*T)/sum(w)
v.mean<- (sum(w) ) (-1)
se<-sqrt(v .mean)
output[[11]<- c(mean-1.96*se, mean+1.96*se)
output[[2]1<-mean
return(output)
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}
meta.OR.norm.norm<-function(yl,nl,y2,n2,n.sirns)
{
output.norm<-vector(”list” ,2)
names(output.norm)<-c(”CI.meanOR”,”mean”)
J<-length(nl)
Num <- J
rc <- yl
rt<- y2
nc<-nl
nt<-n2
data <— list (“Num” , “rc” , “rt”, “nc” , ‘nt” )
inits <- function() {list ( mu=rep(O,Num), m=O, tau=1)}
parameters <- c(”m”)
norm.norm.sim <- openbugs(data, inits, parameters, “norm.norm.bug”,
n. chains=1, n. iter=n. sims)
attach bugs (norm. norm. s im)
output.norm[[1J]<- quantile(m,c(O.025,O.975))
output norm[ [2] 1 <- mean(m)
return(output .norm)
}
Simulation<-function(pl.mu,pl.sd,mean.effect,s.,N1,N2,L3.true,n.iter)
{
output. sim<-vector( “list” , 14)
names(output.sim)<-c( “CI.meanOR.edgel”,”edgel.mean”,
A-vii
“CI .meanOR. edge1” , “edge_l .mean”,
“CI.meanOR.bin.norm”,”bin.norm.mean”,
“CI .meanOR.norm.norm”, “norm.norm.mean”,
“CI meanOR. random” , “random. mean”
‘CI .meanOR.fixedlargesample” , “fixedlargesample.mean”,
“CI .meanOR.peto” , “peto .mean”)
J<-length(N1)
alpha<- -p1.mu*(p1.sd2+p1.mu2-p1.mu)/p1.sd2
beta<- (p1.mu-1)*(p1.sd2+p1.mu2-p1.mu)/p1.sd2
pl<- rbeta(J,alpha,beta)
if(L3.true == O){
logOR<-rnorm(J,mean.effect,s)
}
if(L3.true = -1L3.true==1){
logOR<-redge(J, mean.effect,s,L3= L3.true)
I
OR<-exp(logOR)
p2<-pl*OR/(pl*OR+1-pl)
rbin<-function(n
, p)
{
J<-length(n)
out<-rep(NA, J)
for(j in 1 :J)
j
A—viii
out[jl<—rbinom(1,n[j1 ,p[jJ)
}
out
I
xi<-rbïn(Ni ,pi)
x2<-rbin(N2 ,p2)
edgei<- meta.OR.edgewortli(xi,N1,x2,N2, i,2,n. iter)
output. sim[[i]] <-edgei$CI .meanOR
output sim[[2]1 <-edgel$inean
edge_i<- meta.OR.edgeworth(xi,N1,x2,N2,-i,2,n. iter)
output. simt[31] <-edge..J$CI .meanOR
output sim[[4]] <-edge_1$mean
bin norm<-meta. OR. bin norm. gamOlnormi000(xl ,Ni , x2 , N2 ,n. iter)
output. sim[[51] <-bin norm$CI meanOR
output sim [[6]] <-bin norm$mean
norm.norm<- meta.OR.norm.norm(xi,Ni,x2,N2,n.iter)
output. sim [[71] <-norm. norm$CI meanOR
output sim[[81] <-norm.norm$mean
random<-meta. random. effects(xi ,Ni , x2 ,N2)
A-ix
output . sim [[9]] <-random$CI . meanOR
output. sim[[1O]] <-random$mean
fixedlargesample<- meta.fixed.effects.large.samples(xl,N1,x2,N2)
output.sim[[11]]<- fixedlargesample$CI.meanoa
output. sim [[12]] <- f ixedlargesample$mean
peto<- meta.fixed.effects.small.samples.Peto(xl,N1,x2,N2)
output
. sim[[13]] <- peto$CI . meanOR
output.sim[[14]]<- peto$mean
return(output
. sim)
}
set. seed(1)
-5
N1<-rep(50, J)
N2<-N1
pl.mu<-O.2
pl.sd<-O.05
mean.effect<- log(1)
s<-O.5
L3.true<- O
A-x
n. simul<-200
resultatsloglL3egalO<-array(NA, c(n. simul ,3,7))
for(i in 1 :n.simul)
{
simu<-Simulation(pl
. mu,pl . sd,mean. effect , s ,N1 , N2 ,L3
. true,300000)
resultatsloglL3egalO [i , 2, 1] <- simu$edgel . mean
resultatslogll3egalO[i, 1,11<- simu$CI.meanûR.edgelCl]
resultatsloglL3egalO[i,3,11<- simu$CI.meanOa.edgel[2]
resultatsloglL3egalO Ci, 2,2] <- simu$edge_1 . mean
resultatsloglL3egalO[i, 1,21<- sïmu$CI.meanOR.edge_1[1J
resultatsloglL3egalO[i,3,2]<- simu$CI.meanOR.edge_1[2]
resultatsloglL3egalO [i,2,3] <- simu$bin . norm . mean
resultatsloglL3egalO[i,1,3]<- simu$CI.meanOR.bin.norm[1J
resultatsloglL3egalOti,3,3]<- simu$CI.meariOR.bin.norm[2]
resultatslogll3egalO [i ,2,4] <- simu$norm . norm . mean
resultatsloglL3egalO[i, 1,4]<- simu$CI.meanOR.norm.norm[1]
resultatsloglL3egalO[i,3,41<- simu$CI .meanOR.norm.norm[2]
resultatslogll3egalO Li, 2,51 <- simu$random. mean
resultatsloglL3egalO[i, 1,5]<- simu$CI.meanOR.random[1]
resultatsloglL3egalO[i,3,51<- simu$CI.meanOR.random[2]
resultatsloglL3egalO [i ,2,6] <- simu$fixedlargesample . mean
A-xi
resultatsloglL3egalO[i, 1,61<- simu$CI.meanoR.fixedlargesample[1]
resultatsloglL3egalO[i,3,61<- simu$CI.meanOR.fixedlargesample[21
resultatsloglL3egalo [i ,2,7] <- simu$peto mean
resultatsloglL3egalO[i,1,7]<- simu$CI.meanoR.peto[1]
resultatsloglL3egalO[i,3,71<- simu$CI.meanoR.peto[21
dump(”resultatsloglL3egalo”, “resultatsloglL3egalo’)
seedloglL3egalo<- Random. seed
dump(?seedloglL3egalOhl,
“seedloglL3egalO”)
}#f in du programme R
Modèles pour la function bugs (ou openbugs)
edgeworth (fichier edgeworth.bug):
model
{
C<- 100000000
for( i in 1 Num ) {
rc [il dbin(pc ti] , nc [il)
rt[i] — dbin(pt[il , nt[il)
logit (pc [il) <- mu [il
logit (pt [il) <- muti] + delta[i]
mu[i] - dnorm(0.O,1.OE-3)
zeros[i] <- O
A-xii
zeros[il dpois(phi[i])
x [il <- (delta[i] -m) /s
phi[i] <- C - log(max(1+14/($*n) -5*13*13/24 -
13*x[i]/(2*sqrt(n))+(5*13*13/2-14)*pow(x[il ,2)/(4*n)
+ 13*pow(x[i] ,3)/(6*sqrt(n))+
(14-5*13*13)*pow(x[i] ,4)/(24*n)+
13*13*pow(xtil , 6)/(72*n) , 1 .0E-99))
+log(s)+ 0.5 * pow(x[iJ , 2)
delta[iJ dflat()
I
m”dnorm(O.O,O.OOl)
common<-exp(m)
a<-0. 01
b<-0.01
taudgamma(a,b)
s<-1/sqrt(tau)
I
Vraisemblance exacte, effets normaux
(fichier bin.norm.gamolnorml000.bug):
model
{
for( i in 1 Num ) {
rc [il dbin(pc [i] , nc [i])
rt[iJ dbin(ptti] , nt[il)
logit (pc [il) <- mu Li]
logit(pt[i]) <- muLi] + deltaLi]
mu[i] dnorm(0.O,1.OE-3)
delta[i] dnorm(d, tau)
}
d dnorm(0.O,1.OE-3)
taudgamma(0.O1,0.01)
OR<-exp(d)
}
Vraisemblance approchéée, effets normaux
(fichier norm.norm.bug):
model
{
for( ï in 1 Num ) {
y[i]<- log((rt[i]+0.5)*(nctï]-rcLi]+0.5)/
(rc [ï] +0.5) / (nt Li] -rt [ï] +0.5))
tau2 [ï] <-1/(1/(rt [i] +0. 5)+1/ (nc [il -rc Li] +0.5)
+1/(rc[i]+0.5)+1/(nt[i]-rt[i]+O.5))
y[i]dnorm(mu[i] ,tau2[i])
mu[i] dnorm(m, tau)
}
m dnorm(0.0,1.OE-3)
taudgamma(0.01,0.01)
sd<-1/sqrt (tau)
}
