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ABSTRACT
This thesis consists of three projects focusing on constructing appropriate statistical models
to monitor the dynamics of disease transmission in animal disease surveillance system. One big
challenge in analyzing such disease surveillance data is that the diagnostic tests are usually known
to have imperfect sensitivity and specificity, thus the observations are usually misclassified, which
introduces uncertainty in determination and modeling of the true disease status among animals.
In the first project (Chapter 2), we propose a latent spatial piecewise exponential model and apply
the model to a porcine reproductive and respiratory syndrome virus (PRRSV) disease surveillance
data. The misclassification of test outcomes are accounted for by using a two-level survival model.
Spatial distance and time-varying covariates are incorporated to account for disease transmission.
In the second project (Chapter 3), we are motivated by parameter estimations in hidden Markov
models (HMM) and mixed HMM (MHMM), both can be applied to the animal disease surveillance
data where the outcomes are with misclassification. The parameter estimations in these models
are challenging because of the latent variables and random effect. We propose a pairwise fractional
imputation using the idea of parametric fractional imputation as well as the Markov property.
The proposed estimation method is shown to provide efficient parameter estimates and achieves
computational efficiency. In the third project (Chapter 4), we further investigate into the piecewise
exponential model proposed in the first project and consider estimation of the hazard functions
where a monotone restriction is put on the hazard. The estimation involves EM-algorithm and the
principle of isotonic regression is used for constraint optimization of the model parameters. Details
of the estimation algorithm is developed and the bootstrap confidence interval is constructed for
measuring the variability of the estimates. The proposed model is then applied to another PRRSV
surveillance study in the swine population.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Background and Motivation
Statistical models play an important role in epidemiology, which studies the occurrence of disease
or other health-related characteristics in human or animal populations. In modern swine production
industry, the surveillance of porcine reproductive and respiratory syndrome virus (PRRSV) disease
is of high importance because of its severe impact on pork production throughout the world.
PRRSV is currently the most costly infectious disease of swine in many parts of the world, and the
purpose of surveillance is to study the disease transmission pattern in populations and to detect
disease. Oral fluid sampling offers an efficient way to collect infectious disease information such as
PRRSV (Olsen et al., 2013), samples can be taken frequently and tested for the virus of interest
using certain diagnostic tools. One big challenge in analyzing such disease surveillance data is
that the diagnostic tests are usually known to have imperfect sensitivity and specificity, thus the
observations are usually misclassified, which introduces uncertainty in determination and modeling
of the true disease status among animals. Construction of proper statistical models is crucial in
the analysis and interpretation of the disease surveillance data.
In this dissertation, we develop several statistical models to explore the PRRSV disease related
problems. To account for misclassification in the data, the proposed models can be complicated thus
the parameter estimation can be challenging. We further develop algorithms for model parameter
estimation in different models. While we consider specific application of the models to PRRSV
surveillance data, the methods we propose can be applied in multiple areas involving misclassified
data.
21.2 Dissertation Organization
This dissertation is composed of a general introduction at the beginning, three main chapters
with three different projects and a general conclusion at the end.
The first project (Chapter 2) is motivated by modeling the dynamics of disease spread using
the disease surveillance data, which is misclassified, interval-censored and with certain spatial
correlation due to disease transmission. We propose a latent spatial piecewise exponential model
with misclassification of events to address the challenges in modeling such disease surveillance data.
Specifically, a piecewise exponential model is used to describe the latent disease process, with spatial
distance and time-varying covariates incorporated for disease spread. The observed surveillance
data with imperfect diagnostic tests are then modeled using a binary misclassification process
given the latent disease statuses from the piecewise exponential model. Model parameters are
estimated through a Bayesian approach utilizing non-informative priors. The proposed model allows
researchers to model disease spread among units and relate the transmission rate to the distance
between units, even when the true disease status is unobserved. With application and simulation
studies, we show that the model is efficient, interpretable and straight-forward to implement.
The second project (Chapter 3) is motivated by the application of hidden Markov models
(HMM) to misclassified disease surveillance data. Parameter estimation for HMMs is challenging
because the model employs discrete latent variable to describe the Markov chain structure. In
comparison to EM algorithm, we propose a new approach of parameter estimation for HMM using
a novel application of parametric fractional imputation (PFI) combined with the Markov property.
The proposed algorithm is fully efficient in the sense that it does not introduce Monte Carlo
sampling errors in the E-step of the Monte Carlo EM algorithm. The performance of the proposed
method is compared with the existing MCEM methods through a simulation study. We further
extend the algorithm for parameter estimation in mixed hidden Markov model (MHMM), which
is an extension of HMM with the incorporation of random effects in either the conditional or the
hidden parts of the HMM. The MHMMs permit greater flexibility in modeling correlation structure
of the data, however, estimation of parameters in MHMM is more challenging with the addition
3of a random effect, because the model involves two types of latent variables, the hidden variable
and the random effect. The paired imputation idea is especially efficient for Markov models while
providing a good estimation of the model parameters for both HMM and MHMM.
In the third project (Chapter 4), we further investigate into the piecewise exponential model with
monotonic increasing restriction on hazard functions. Based on the idea of modeling the distribution
of failure time for infectious disease in Chapter 2, a monotone increasing restriction on hazards
guarantees that as time passes when more animals in the group are getting diseased, the hazard
of a healthy animal being diseased during the next sampling period increases. With the monotone
restrictions and misclassified observations, estimation of the model parameters can be challenging.
We consider inference for the proposed model and develop an EM algorithm based on the principle
of isotonic regression to obtain estimates for the hazard functions. Bootstrap confidence intervals
are developed for parameter estimations. In the simulation study, the proposed model is compared
with several other candidate models to show that consideration of misclassification and monotone
restriction is necessary. Finally as an illustration, we use the proposed model to estimate the
distribution of time-to-disease for the animals using a PRRSV disease surveillance data and the
model gives reasonable and interpretable results.
4CHAPTER 2. A LATENT SPATIAL PIECEWISE EXPONENTIAL MODEL
FOR INTERVAL-CENSORED DISEASE SURVEILLANCE DATA WITH
TIME-VARYING COVARIATES AND MISCLASSIFICATION
Abstract: Understanding the dynamics of disease spread is critical to achieving effective animal
disease surveillance. A major challenge in modeling disease spread is the fact that the true disease
status cannot be known with certainty due to the imperfect diagnostic sensitivity and specificity
of the tests used to generate the disease surveillance data. Other challenges in modeling such data
include interval censoring, relating disease spread to distance between units, and incorporating time-
varying covariates, which are the unobserved disease statuses. We propose a latent spatial piecewise
exponential model (PEX) with misclassification of events to address the challenges in modeling such
disease surveillance data. Specifically, a piecewise exponential model is used to describe the latent
disease process, with spatial distance and time-varying covariates incorporated for disease spread.
The observed surveillance data with imperfect diagnostic tests are then modeled using a binary
misclassification process given the latent disease statuses from the PEX model. Model parameters
are estimated through a Bayesian approach utilizing non-informative priors. A simulation study
is performed to evaluate the model performance and the results are compared with a candidate
model where no misclassification is considered. For further illustration, we discuss an application
of this model to a porcine reproductive and respiratory syndrome virus (PRRSV) surveillance data
collected from commercial swine farms.
52.1 Introduction
Animal pathogen control is a serious production, economics and, in the case of zoonotic agents,
a public health issue. Effective disease surveillance is key to achieving disease control, but under-
standing the dynamics of disease spread is critical to achieving effective animal disease surveillance.
Therefore, the purpose of this paper is to use disease surveillance data to study disease transmission
among pens within barns and determine the impact of distances among pens on disease spread.
Porcine reproductive and respiratory syndrome virus (PRRSV) surveillance data was used in
this study because of its severe impact on pig production throughout the world. First identified
on the basis of clinical signs in the 1980’s, PRRSV had become endemic in most swine producing
countries by the mid-1990s and is currently the most costly infectious disease of swine in many
parts of the world. For example, PRRSV costs the United States swine industry approximately
$664 million annually (Holtkamp et al., 2013). In China, PRRSV outbreaks caused pork prices to
increase by 85 percent in 2006 (Lin et al., 2013). A common cause of respiratory and reproductive
disease in pigs, PRRSV produces a chronic, persistent infection and stimulates weak protective
immunity against genetically heterologous isolates (Zimmerman et al., 2012). These features present
a severe challenge to control of the virus.
Animal disease surveillance data typically consists of diagnostic test outcomes for samples re-
peatedly collected at regular time intervals. This represents several challenges to understanding
disease spread. First, the diagnostic sensitivity and specificity of the assays used to test samples
are typically imperfect, so the true disease status is not known with certainty. Second, the latent
time-to-disease is interval-censored because the samples are taken at predetermined time points,
thus even discounting the uncertainty of the diagnostic test, the time-to-disease can only be known
to have occurred within certain time intervals. Third, to study the spread of infectious agents, the
hazard of a certain pen becoming infected needs to be modeled by incorporating the true disease
statuses of other pens within the same barn, as well as the spatial distances among the pens. In this
situation, the true disease statuses of the pens are time-varying covariates in the survival model
and cannot be known with certainty.
6Interval-censored data is commonly used in time-to-event analysis and abundant work has been
done on the estimation of survival functions in this situation. The study of interval-censored
time-to-event data can be found in many areas, including clinical trials where patients underwent
disease assessment at prescheduled clinic visits, animal epidemiology studies where samples were
collected and tested at fixed sampling points, and other longitudinal studies (Lindsey and Ryan,
1998; Huang and Wellner, 1997; Finkelstein, 1986). In the present study, if the diagnostic test
outcome perfectly reveals the true disease status at sequential time points, the interval-censored
time-to-event can be determined to lie in the interval between the last negative test and the first
positive test. However, with imperfect diagnostic test, the exact time interval where the event
occurred is unknown, so the traditional estimation methods can no longer be applied directly. In
recent years, the effect of misclassification and measurement error has received much attention.
Lyles et al. (2011) used validation data-based adjustment for outcome misclassification in logistic
regression. Yi et al. (2015) derived methods for mixed measurement error and misclassification in
covariates. For survival models, McKeown and Jewell (2010) proposed a nonparametric maximum
likelihood approach for misclassified univariate current status data. Garc´ıa-Zattera, Hara, and
Koma´rek (2016) proposed an accelerated failure time model for misclassified clustered interval-
censored data.
In this paper, for each pen, we evaluate the influence of the infection status of other pens in
the same barn due to disease spread. The hazard rate of each pen can vary across the sampling
periods. In addition, the spatial distances among pens must be included in the model so that the
analysis can be used to determine whether, and to what extent, distance plays a role in disease
spread. In this case, a piecewise constant hazard function can be used to account for the change
of hazard; such a survival model is called piecewise exponential model. A piecewise exponential
model is commonly used for interval-censored time-to-event data (Friedman, 1982; Lindsey and
Ryan, 1998), where a constant hazard can be assumed in each time interval and covariate effects
can be accommodated using proportional hazards, if there are any. Due to its simplicity and
flexibility, this model has been advocated in different research areas in recent years. Berry et al.
7(2004) built a piecewise baseline hazard function in the Bayesian survival model to allow for changes
in hazard rate overtime. Moreover, the piecewise constant hazard assumption was proved useful in
some medical research areas, such as cancer survival analysis (Goodman, Lib, and Tiwari, 2011).
However, the cited examples did not consider misclassification of the event outcome.
In this paper, we extend the piecewise exponential model to account for misclassification of the
disease status as a result of the use of imperfect diagnostic tests. With predetermined jump points,
we parameterize the log-hazard function for each pen with a piecewise linear regression. To account
for disease spread, the covariates are set as the unknown true disease status for all pens within the
same barn and the effect of their spatial distance is included and assessed in model. Sensitivity
and specificity of the diagnostic test are used to build a model relating true disease statuses and
the imperfect test outcomes.
This paper is structured as follows. In Section 2.2, the data structure and misclassification
process are described, then the piecewise constant hazard is constructed for the unobserved time-
to-event using a log-link and the latent disease statuses are incorporated as covariate effects. We
present the likelihood function of the model and use a Bayesian approach for estimation of model
parameters. In Section 2.3, the proposed model is applied to a PRRSV surveillance data set to illus-
trate the efficiency of the model. In Section 2.4, some simulation studies are performed to evaluate
the proposed model. The estimation bias, standard deviation and RMSE (root mean square error)
of the model parameters are reported from estimation results. Model without misclassification is
calculated and compared to the proposed model. In Section 2.5, some conclusions and future work
are discussed.
2.2 The Model
Suppose there are I groups (buildings) and J subjects (pens) in each group i in the study.
Each subject j(j = 1, 2, ..., J) is sampled at predetermined sampling time points 0 = τ0 < τ1 <
... < τK < ∞. Let uijk be the observed binary diagnostic test outcome for subject j in group i
at sampling point τk. Test outcome uijk equals 1 if it is test positive and 0 otherwise. Let yijk
8denotes the corresponding binary true event (disease) status, which equals 1 if the true status is
diseased and 0 otherwise. The time origin is set to 0 and p0 is introduced to be the probability
that an event has happened at the enrollment of the study, i.e., p0 = p(yij0 = 1). The diseased
subjects are assumed to be diseased till the end of the study, i.e., if yijk = 1, then yijm = 1 for all
m ≥ k. For subjects that are free of an event (i.e., yij0 = 0) at time 0, let tij denotes the unobserved
time-to-event for subject j in group i. Note that the true status yijk is uniquely determined by tij ,
i.e., yijk = I(tij ≤ τk) for k ≥ 1.
To account for the spread of disease among subjects, distance between subjects needs to be
defined. Figure 2.1 illustrates the internal structure of a barn (group) and the pen (subject)
locations within the barn on a commercial swine farm. The subjects can be treated as arranged in
a row of unit squares and each vertex of the square indicates a subject location. The number of
pens within a barn may vary between production systems, but the inside structure of the barns are
usually similar. Let djj′ denote the spatial distance between subjects j and j
′
within each group.
If subjects j and j
′
are adjacent to each other in the unit grid then djj′ = 1 , otherwise djj′ can be
calculated as the Euclidean distance between j and j
′
. Let Di be a J×J distance matrix of djj′ for
group i. For an animal disease surveillance data where the barns have equal size and structure, the
Di are the same for all i = 1, 2, ..., I. We are interested in modeling the time-to-event distribution
for the subjects with consideration of the spatial spread of the infection among the subjects. We
propose to describe the underlining time-to-event with a piecewise exponential model and relate
the observed test outcome with the latent disease status using a misclassification model.
2.2.1 The Misclassification Model
Let γ1 and γ0 be the sensitivity and specificity of the diagnostic test. Then γ1 = p(uijk =
1|yijk = 1) and γ0 = p(uijk = 0|yijk = 0). Based on the notations above, the distribution of the
diagnostic test outcome given the latent disease status can be defined as:
uijk|yijk = 0 ∼ Bernoulli(1− γ0),
uijk|yijk = 1 ∼ Bernoulli(γ1), (2.1)
9Figure 2.1: Inside structure of a barn and the pen locations on a swine farm.
The sensitivity and specificity are usually regarded as properties of the diagnostic test. The values
of these parameters are usually known for well established diagnostic tests.
2.2.2 The Spatial Piecewise Exponential Model
A Cox proportional hazards model (Cox, 1972) for the time-to-event t has hazard function
λ(t|x) = λ0(t) exp(xTβ), (2.2)
where λ0(t) is the baseline hazard function, x is a vector of covariates, and β is a vector of fixed
effect coefficients. We consider a piecewise constant hazard function for analyses of the interval-
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censored disease surveillance data. The whole duration of study is partitioned into K intervals
using the observation time 0 = τ0 < τ1 < ... < τK < ∞. Define the k-th interval as (τk−1, τk] and
assume that the hazard function is constant within each interval. To consider the spread of disease
among the subjects within the same group, we propose a model where the hazard of a certain
subject becoming diseased can be influenced by the status of the rest of the subjects within the
same group and this influence is associated with the spatial distance between the subjects. Let
λijk be the hazard of subject j in group i becoming diseased in time interval (τk−1, τk] given no
event has happened by time τk−1. Then the conditional time-to-event tij |yij,k−1 = 0 follows an
exponential distribution
tij |yij,k−1 = 0 ∼ exp(λijk), tij ∈ (τk−1, τk].
Let yij′ ,k−1 be the true disease status for subject j
′ 6= j at time τk−1, which has potential to affect
the disease status of subject j at time τk. By using a log link function, the covariate effects can be
incorporated into the hazard function, i.e., within each time interval (τk−1, τk],
log
(
1
λijk
)
= β0 +
∑
j′ 6=j
(
β1 + β2exp(−djj′ )
)
yij′ ,k−1, (2.3)
where β0 is a regression parameter in the baseline hazard, β1 is a regression parameter associated
with yij′ ,k−1 but not related to distance, and β2 is a regression parameter associated with yij′ ,k−1
and the distance between subject j and j
′
. β1 guarantees that as the distance gets large, the
effect of yij′ ,k−1 to yijk does not decay to 0. Also, the exponential decay exp(−djj′ ) indicates that
the influence of a diseased subject decreases as the distance between subjects gets further. By
a transformation on both sides of (2.3), the hazard function for time interval (τk−1, τk] can be
expressed as:
λijk = exp
−
β0 + ∑
j′ 6=j
(
β1 + β2exp(−djj′ )
)
yij′ ,k−1

= e−β0 exp
−∑
j′ 6=j
(
β1 + β2exp(−djj′ )
)
yij′ ,k−1
 , (2.4)
where e−β0 can be interpreted as the baseline hazard and the covariate yij′ ,k−1 is unknown and
time-varying. In this way, the hazard function for subject j can be modeled using K parameters
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λij1, ..., λijK , each representing the risk of the sampled subject being diseased in one particular time
interval. Because the risk is assumed to be piecewise constant and the distances among subjects are
taken into consideration, the corresponding model is called a spatial piecewise exponential model.
For each subject j such that yij0 = 0, the survival function for event time tij in interval (τk−1, τk]
can be derived as:
Sijk(t) = exp
−
∑
l<k
λijl(τl − τl−1) + λijk(t− τk−1)
 (2.5)
where λijk is defined in (3). Then the probability density for the failure time of subject j in
(τk−1, τk] can be derived as:
fijk(t) =
∂
∂t
[1− Sijk(t)]
= e−
∑
l<k
λijl(τl−τl−1)λijke−λijk(t−τk−1).
2.2.3 Likelihood of the Latent Disease Process
Here we develop the likelihood of the latent disease process using the piecewise exponential
model. Given that subject j is not diseased at time τk−1, k ≥ 1, the tij follows an exponential
distribution with λijk, as defined in (2.4). Thus the conditional density can be derived as
f(tij |yij,k−1 = 0) = λijke−λijk(tij−τk−1)
In particular, let yi.k = (yi1k, ..., yiJk) be a vector of the disease status of all subjects in group i at
τk, the conditional probability of subject j being diseased at τk, k ≥ 1 is:
p(yijk = 1|yi.k−1;β) = I(yij,k−1 = 1) + p(tij ∈ (τk−1, τk]|yij,k−1 = 0) · I(yij,k−1 = 0)
= I(yij,k−1 = 1) +
∫ τk
τk−1
f(tij |yij,k−1 = 0)dt · I(yij,k−1 = 0) (2.6)
Based on the assumption of conditional independence of yi.k given yi.k−1, the likelihood for yi =
(yi.0,yi.1, ...,yi.K) can be derived as
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f(yi; p0, β) = f(yi.K |yi.K−1;β)f(yi.K−1|yi.K−2;β) · · ·
f(yi.1|yi.0;β)f(yi.0; p0)
=
J∏
j=1
[f(yij0; p0)
K∏
k=1
f(yijk|yi.k−1;β)]. (2.7)
2.2.4 Joint Likelihood Function
Let ui = (ui.0,ui.1, ...,ui.K) denote the observed outcome for all subjects in group i. For each
group i, it is assumed that the observed outcomes ui are conditional independent given latent true
status yi so that
f(ui|yi) =
∏
j
∏
k
f(uijk|yijk)
=
∏
j
∏
k
[(1− γ0)uijkγ1−uijk0 ]1−yijk × [γuijk1 (1− γ1)1−uijk ]yijk . (2.8)
where the conditional distribution of uijk given yijk can be derived as from the misclassification
model defined in (1). Let u˜ = (u1,u2, ...,uI) and y˜ = (y1,y2, ...,yI) denote the observed outcome
and underlying true status for all subjects in all groups, let p0 and β = (β0, β1, β2) be the parameters
of interest. Based on the assumption of independent groups, the joint likelihood function for the
entire model is
L(u˜, y˜; p0, β) =
I∏
i=1
Li(ui,yi; p0, β)
=
I∏
i=1
f(ui|yi)f(yi; p0, β), (2.9)
where f(yi; p0, β) and f(ui|yi) are derived in (2.7), (2.8).
2.2.5 Bayesian Estimation
The parameters of interest in this model are p0 and β, where p0 is the probability that an event
happens at the beginning of sampling time and β = c(β0, β1, β2) are the regression parameters in the
latent spatial piecewise exponential model. We propose to use a Bayesian method to estimate the
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model parameters. Because p0 takes values in [0, 1], a conjugate Beta prior distribution f(p0) is used
for p0. The Normal distribution priors f(βi) are used for the regression parameters βi, i = 0, 1, 2.
Based on the joint likelihood function derived in (2.9), the joint posterior distributions for p0, β0, β1
and β2 can be derived as
f(p0, β0, β1, β2, y˜|u˜) =
I∏
i=1
f(ui,yi|p0, β0, β1, β2)f(p0)f(β0)f(β1)f(β2). (2.10)
Non-informative priors are used for all model parameters in this paper. Informative priors can
be applied if prior knowledge is available for one or more parameters. Markov chain Monte Carlo
(MCMC) is used to generate a sequence of draws from the posterior distribution of the param-
eters. The unknown true disease status y˜ is also simulated in the MCMC algorithm along with
the parameters. Inference for the model parameters is then based on the draws from the poste-
rior distribution. The MCMC method is done using freely-distributed software JAGS version 4.0
(Plummer, 2015).
2.3 The Analysis of PRRSV Surveillance Data
In this section, the proposed model is applied to a dataset based on oral fluid samples collected
from three barns on one swine farm. Surveillance data facilitates the efficient use of resources for the
control of infectious disease and is essential for control/elimination programs. Oral fluid sampling
and testing using nucleic acid- or antibody-based assays is one approach used for increasing the
efficiency and reducing the cost of surveillance in swine herds (Ramirez et al., 2012). Oral fluid
samples are easily collected from pens of pigs by allowing them to chew on cotton rope suspended in
the pen for 20-30 min, manually extracting the fluid from the rope, and decanting the sample into
a tube for submission to the laboratory. In this study, samples collected from each pen were tested
for PRRSV nucleic acids using polymerase chain reaction (PCR)-based assay. In this situation, the
pen is treated as the subject unit with a fixed location in a 2 × 18 matrix. The event of interest
is defined as a PCR-positive, i.e., the assay detects PRRSV nucleic acids from one or more of the
individual pigs in the pen.
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In 3 wean-to-finish barns on one finishing site, oral fluid samples were collected weekly from
every occupied pen (108 pens; ∼ 25 pigs per pen) for 8 weeks. This provided a total of 972 oral
fluid samples. The samples were completely randomized and then tested for PRRSV RNA. Let
uijk denotes the diagnostic test outcomes for pen j in barn i at sampling time τk, uijk = 1 if the
test outcome is positive and 0 if negative. The test outcomes are recorded with misclassification
because of the imperfect sensitivity and specificity of the diagnostic test. Sensitivity measures the
proportion of actually diseased sampling units which are correctly identified as diseased, whereas
specificity measures the proportion of actually healthy sampling units which are correctly identified
as healthy. So the diagnostic sensitivity and specificity of the assay refer to γ1 and γ0, respectively.
Reference values for γ1 and γ0 were 0.9 and 0.98 from related studies (Olsen et al., 2013). The
number of diseased pens in each barn (among 36 pens) at each sampling week are shown in Table
2.1. An individual response profile (IRP) plot in Figure 2.2 shows the change of test outcomes for
each pen overtime.
Table 2.1: Number of diseased pens in each Barn at each Time point.
Week Barn ]Diseased.Pens Barn ]Diseased.Pens Barn ]Diseased.Pens
0 A 3 (36) B 2 (36) C 0 (36)
1 A 6 (36) B 2 (36) C 1 (36)
2 A 7 (36) B 2 (36) C 1 (36)
3 A 15 (36) B 5 (36) C 1 (36)
4 A 16 (36) B 13 (36) C 0 (36)
5 A 30 (36) B 24 (36) C 3 (36)
6 A 36 (36) B 36 (36) C 8 (36)
7 A 36 (36) B 36 (36) C 34 (36)
8 A 36 (36) B 36 (36) C 36 (36)
From Table 2.1, it can be seen that the initial probability for a pen being PRRSV-positive was
very low, with an average about 5/108 ≈ 0.046. As the virus spread over time, more pens became
infected, i.e., tested PRRSV PCR-positive. That is, few pens were infected initially, but the virus
continually spread to surrounding pens until, gradually, all pens were virus-positive at the end of
the study period. Figure 3 illustrates the pattern of spread among pens by barn. Based on the test
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Figure 2.2: Individual response plot (IRP) for diagnostic test outcomes of each pen overtime for
all three barns based on the PRRSV surveillance data.
16
outcomes, the mean time to disease for the three barns were 3.81 weeks (A), 4.75 weeks (B) and 6.42
weeks (C). The proposed model was applied to study the time to disease tij for each pen within the
building, with p0 = p(yij0 = 0) and the hazard λk = e
−β0exp{−∑j′ 6=j(β1 + β2exp(−djj′ ))yij′ ,k−1}
for tij ∈ (τk−1, τk].
A Bayesian approach is used to estimate the model parameters, similar to the simulation studies.
Estimation was based on 30,000 MCMC iterations after disregarding the first 20,000 MCMC draws
as burn-in. The posterior means, standard deviations and 95% Bayesian credible intervals (CI) are
reported in Table 2.2. The 95% Bayesian credible intervals do not include 0, indicating that the
parameter estimates are statistically significant. The constructed model has successfully provided
evidence for the spread of disease and the spatial relationship among the pens. In particular, the
initial probability of a pen being infected is estimated to be pˆ0 = 0.048. The baseline hazard of a
pen being diseased within a time interval is estimated as e−βˆ0 = 0.014. Both parameters β1 and β2
associated with the covariates are negative, which indicates an increase in the hazard of a pen being
infected when other pens in the same barn are infected. It is estimated that the existence of an
infected pen in a barn will increase the hazard of healthy pens in the same barn to become diseased
by a multiplicative factor of exp(0.219 + 3.512 exp(−djj′ )). It is clear to see that the influence
decreases as the distance between two pens becomes larger.
Table 2.2: Posterior results for parameters in the analysis of PRRSV data
Posterior mean Posterior S.D. 95% CI
p0 0.048 0.0208 [0.0157, 0.0958]
β0 4.236 0.3525 [3.6290, 4.8795]
β1 -0.219 0.0361 [-0.2885, -0.1583]
β2 -3.512 0.4262 [-4.2467, -2.6676]
2.4 Simulation Study
A simulation study was performed to investigate the performance of the proposed model. To
mimic the true data structure in the PRRSV surveillance study, we set the group size I = 3 and
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number of subjects J = 36 within each group. All groups have equal size and structure, the subjects
within the group have fixed locations and are arranged in a 2 × 18 matrix. The distance between
the subjects can be calculated as the Euclidean distance. Time-to-event data are simulated for
each subject following the proposed spatial piecewise exponential model. The observed outcomes
are then simulated with the misclassification parameters. The proposed Bayesian approach is then
applied to estimate the model parameters. One thousand simulations were run for the parameter
configuration.
The initial probability of an event occurrence is set to p0 = 0.05. Within each time interval
(τk−1, τk], k ≥ 1, the hazard is generated as in (2.4), where model parameters are set to be β0 =
4, β1 = −0.2, β2 = −3. According to the model specification, the time-to-event data were generated
as follow. The sampling period is divided into 9 intervals τ0 < τ1 < ... < τ9, where τk − τk−1 = 1
for k = 1, ..., 9. For each subject j in group i, first generate true status yij0 from a Bernoulli(p0)
distribution at the initial sampling point τ0. If yij0 = 1, the event happens to the subject at the
beginning of the study and thus yijk = 1 for k ≥ 1. Otherwise simulate t1 from an exponential
distribution with rate λij1, where λij1 is calculated from (2.4). If t1 ≤ 1, which means the event
happened to the subject before τ1 and after τ0, let tij = t1, thus yij0 = 0 and yijk = 1 for k ≥ 1.
If t1 > 1, then yij0 = yij1 = 0 and we generate t2 from an exponential distribution with rate λij2,
where λij2 is calculated from (2.4). Similarly, if t2 ≤ 1, let tij = 1 + t2 and the event happened to
the subject before sampling time τ2, thus yij0 = yij1 = 0 and yijk = 1 for k ≥ 2. If t2 > 1, yijk = 0
for k = 0, 1, 2 and t3 is generated from an exponential distribution with rate λij3. Similarly in this
way, the failure time tij for each subject can be generated. With the predetermined misclassification
parameters γ1 = 0.9, γ0 = 0.98, the observed outcome uijk then can be generated from the following
Bernoulli distributions:
uijk|(yijk = 1) ∼ Bernoulli(γ1),
uijk|(yijk = 0) ∼ Bernoulli(1− γ0).
One thousand simulated sets of data were generated and analyzed by the proposed Bayesian
approach for parameter estimation. The prior for p0 was chosen as Beta(0.5, 0.5), which is a non-
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informative conjugate prior for p0 on interval (0, 1). The priors for the regression parameters β0, β1
and β2 were chosen as non-informative N(0, 1000
2). For each simulated data set, model implemen-
tation is based on 30,000 MCMC iterations after disregarding the first 20,000 MCMC realizations
as the burn-in procedure for the algorithm. Three chains are run to check for convergence of the
mcmc algorithm based on the scale reduction factors. Based on 1000 simulation trials, the bias,
standard errors and root mean square errors (RMSE) of posterior means as parameter estimators
are calculated and reported in Table 2.3 (Model 1).
For comparison, a model without misclassification is also considered. In this case, the exact
time interval where the disease occurred is assumed to be known and no latent class for disease
is needed. Parameters in this simplified model can be estimated using either Bayesian method or
maximum likelihood method. For Bayesian method, priors for model parameters are chosen the
same as in Model 1. Based on the same 1000 simulated datasets, the parameter estimation bias,
standard deviation and RMSE are also reported in Table 2.3 (Model 2).
Table 2.3: Bias, standard deviation and RMSE for parameter estimations in the model with mis-
classification (Model 1) and model without misclassification (Model 2) based on 1000 simulations
Model Parameter True Value Bias S.D. RMSE
p0 0.05 0.00 0.02 0.02
Model 1 β0 4 0.03 0.36 0.36
β1 -0.2 0.00 0.04 0.04
β2 -3 0.03 0.58 0.58
p0 0.05 0.02 0.02 0.03
Model 2 β0 4 -0.54 0.35 0.64
(Bayesian) β1 -0.2 0.05 0.03 0.06
β2 -3 0.76 0.43 0.87
p0 0.05 0.01 0.02 0.03
Model 2 β0 4 -0.64 0.33 0.72
(Likelihood) β1 -0.2 0.04 0.04 0.06
β2 -3 0.74 0.46 0.87
The results in Table 2.3 suggest that the posterior means for the initial probability p0 and
regression parameters β0, β1, β2 are approximately unbiased estimators under the proposed model.
The histograms of the posterior means for the parameters appear unimodal, bell shaped and cen-
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tered around the true parameter values (Figure 2.3). However, if misclassification is not considered,
the estimation results can be very biased as shown in Table 2.3 (Model 2).
2.5 Conclusions and Future Work
We have proposed a latent spatial piecewise exponential model to study interval-censored disease
surveillance data with time-varying covariates and misclassification. This proposed model allows
researchers to model disease spread among units and relate the transmission rate to the distance
between units, even when the true disease status is unobserved. The model is interpretable, flexible
and straight-forward to implement. Our model allows the assessment of time-varying covariates,
which were the latent disease status in our application. Simulation studies also show that when
observed outcomes are with misclassification, the proposed model works better in parameter esti-
mation then the model without misclassification. When applied to the PRRSV surveillance data,
the model results in significant model parameter estimates, thereby providing strong evidence of
distance related disease spread among pens within a barn. Once the disease spread pattern is cap-
tured using the proposed model, it can be utilized for developing sampling guidelines, e.g., optimal
sample size, sampling frequency and sample allocation to maximize the power of disease detection
at a minimal cost.
Some extensions of the model can be considered in future work. In the application of PRRSV
surveillance data, samples were taken weekly so the time intervals are equally spaced as τk−τk−1 =
1. This model however is not limited to equally spaced time intervals, and can be generalized
easily to situations that different subjects are sampled at different regular or irregular time points.
Another extension can be the consideration of recurrent event data. In this paper, it is assumed
that the event happens only once per unit, that is, when the unit is diseased, the status stays
the same until the end of the study. This assumption is appropriate for studying of the data of
PRRSV. Another consideration is diseases in which recovery does not preclude reinfection, such
as influenza. In such instances, analyses for recurrent event data need to be developed. A general
idea is to develop models for a sequence of events, one for each disease occurrence and/or recovery
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Figure 2.3: Histograms of posterior means for model parameters obtained from 1000 simulations.
The bold line indicates the true value used for generating the data.
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process. Furthermore, whereas there are only three groups and the groups are assumed to be
independent from each other in this PRRSV surveillance data, modern production systems have
more hierarchies of structures, e.g., company → farm → barn → pen. These could be taken into
account when evaluating disease spread at levels higher than the pen by collecting data at multiple
levels. Random effects can also be added to the model to capture random variation at higher levels.
All the above topics are the subjects of the on-going research.
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CHAPTER 3. A PAIRWISE FRACTIONAL IMPUTATION METHOD TO
HIDDEN MARKOV MODEL AND EXTENSION TO MIXED HIDDEN
MARKOV MODEL
Abstract: The hidden Markov model (HMM) is commonly used for modeling a sequence of
data generated by an underlying process, where the hidden distribution is a finite state Markov
chain. Parameter estimation for HMMs is challenging because the model employs discrete latent
variable to describe the Markov chain structure. Mixed hidden Markov model (MHMM) is an
extension of the hidden Markov model (HMM) with the incorporation of random effects in either
the conditional or the hidden parts of the HMM, thus the MHMM allows for greater flexibility in
modeling correlation structure of the data. The estimation of MHMM is more challenging with the
addition of a random effect, because the model involves two types of latent variables, the latent
variable and the random effect. For parameter estimation, EM algorithm is popular, where the
computation for the conditional distribution of the hidden states and random effect given observed
data can be quite heavy. In this paper, we propose a new approach of parameter estimation for
HMM using a novel application of parametric fractional imputation (PFI) of Kim (2011) combined
with the Markov property. The proposed algorithm is fully efficient in the sense that it does not
introduce Monte Carlo sampling errors in the E-step of the EM algorithm. This algorithm is then
extended to MHMM. The performance of the proposed method is compared with the existing
estimation method through an extensive simulation study. Finally, a real data application using a
set of animal disease surveillance data is presented.
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3.1 Introduction
The hidden Markov model (HMM) is a two-level model where the underlying distribution for
the second level random process follows a Markov chain. The basic theory was published by
Baum and his colleagues in the 1960s to early 1970s and the model has been successfully used in a
variety of application fields where sequences of observations are generated by an underlying Markov
process. The HMM is widely used in speech recognition (Juang and Rabiner 1991), precipitation
modeling (Hughes and Guttorp 1999), gene finding and profiling (Liu, Neuwald and Lawrence
1999), econometrics (Hamilton 1990), and several applications in time series data are reviewed in
MacDonald and Zucchini (1997). Altman (2007) proposed a general framework for the mixed hidden
Markov model (MHMM), by allowing the incorporation of random effects in either the conditional
or hidden parts of the model. The MHMMs can model multiple processes simultaneously with
more efficient estimation of the parameters as well as model correlation structure. In this paper,
we focus on modeling the disease transmission of Porcine Reproductive and Respiratory Syndrome
Virus (PRRSV), which is an infectious disease in the swine population. The HMM framework has
also been widely used in the study of misclassified disease status (Bureau, Shiboski and Hughes,
2003). Due to disease transition mechanism, its reasonable to model the true disease status with
a Markov model. When we assume that the animals raised in the same group tend to infect each
other more and have similar disease status, the MHMM can be used to model the autocorrelation
in the true disease status from subjects in the same group.
The hidden Markov model framework has a simple algorithm structure and is straightforward to
be implemented. The parameter estimation usually relies on maximum likelihood or Bayesian ap-
proaches. The EM algorithm is used for parameter estimation in HMMs, known as the Baum-Welch
algorithm (Baum, Petrie, Soules and Weiss 1970), but the use of a recurrent forward-backward for-
mula in the Baum-Welch algorithm is time-consuming and numerically sensitive. Robert et al
(1993) proposed an efficient Bayesian estimation of the model through Gibbs sampling. Scott
(2002) used the recursive algorithm in an Markov Chain Monte Carlo (MCMC) context and some
empirical results are demonstrated. With random effects included in the model, the parameter
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estimation for MHMM becomes more challenging because the model incorporates two levels of
latent variables. Bayesian method can be used to handle this problem (Seltman (2002)), but the
frequentist approach is not fully investigated and has some computational challenges. In case where
there are only a few random effects, numerical methods of integration work well (Altman (2007)).
The Monte Carlo EM algorithm (McCulloch (1997)) can also be used by integrating out all the
hidden states, but this method requires large samples of the random effect and is computationally
heavy. Altman (2007) also pointed out that the existing methods gave a biased estimation for the
variance component in MHMM.
In this paper, we propose a new estimation method for HMM based on the idea of parametric
fractional imputation (PFI) proposed by Kim (2011) and extend this method for estimation of
MHMM parameters. The PFI is developed as a general tool for handling missing data. In PFI,
more than one imputed values are generated and the fractional weights are assigned to the imputed
values. In HMM, the latent variable describing the Markov structure is treated as missing data and
parametric fractional imputation for discrete missing data is applied. Using the Markov property,
the functional form of the fractional weights can be simplified and the computation is easy and
very fast. The basic idea is to impute the adjacent latent variables in the HMM and the proposed
method is called pairwise fractional imputation. The pairwise fractional imputation imputes all
possible values for adjacent pairs in the HMM and it does not introduce any Monte Carlo sampling
errors in the E-step of the EM algorithm. Therefore, the resulting estimator achieves the full
efficiency.
The paper is organized as follows. In Section 3.2 the basic concept, notation and model setup
are introduced for the clarity of presentation. In Section 3.3, existing estimation methods are
reviewed and the pairwise fractional imputation method is proposed as a novel application of PFI.
The algorithm is explained in detail through an example. In Section 3.4, the proposed estimation
method is extended and applied to the mixed HMM framework, algorithm is explained in detail
through an example. In Section 3.5, a simulation study is conducted to investigate the performance
of the proposed method and to compare with the existing methods. In Section 3.6, the proposed
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method is applied to an animal disease surveillance data. Some concluding remarks are made in
Section 3.7.
3.2 Basic Model Setup
3.2.1 Hidden Markov Model Setup
Suppose there are N subjects in the study where each subject is sampled at pre-scheduled time
points t = 1, ..., T . At each sampling point t, let zit be the unobserved (hidden) status of subject
i, i = 1, ..., N . Let yit be the corresponding observed outcome with misclassification error. Both yit
and zit take values from a finite set {1, 2, ...,K}, where K is known. For each subject i, the hidden
Markov model assumes that the distribution of yi = (yi1, ..., yiT ) depends on the hidden state zi
and the elements of zi = (zi1, ..., ziT ) follow a Markov chain with stationary transition matrix and
initial probability p0. Let γ be the misclassification parameter, so the conditional distribution of
yi given zi can be denoted as f1(yi|zi; γ). Assume that the misclassification parameter γ is known
and, conditional on the hidden states z = (z1, z2..., zN ), the observed outcomes y = (y1,y2, ...,yN )
are independent. Thus, the misclassification model in HMM can be written as
f1(y|z) =
N∏
i=1
T∏
t=1
f1(yit|zit).
Consider the case where each subject follows an independent Markov chain, and the transition
distribution for the hidden state zi can be denoted as f2(zit|zi,t−1; θ) for some parameter θ. As-
suming that the marginal distribution of initial status zi1, denoted as f2(zi1; p0) for some p0, is the
same for all subjects, by the Markov property, the hidden state model is
f2(zi; p0, θ) = f2(zi1; p0)
T∏
t=2
f2(zit|zi,t−1; θ).
Thus, the joint likelihood function based on the joint density of (y, z) can be derived in (3.1) and
the observed likelihood function can be derived in (3.2)
L(y, z; p0, θ) = f1(y|z)f2(z; p0, θ)
=
N∏
i=1
{
f1(yi1|zi1)f2(zi1; p0)
T∏
t=2
f1(yit|zit)f2(zit|zi,t−1; θ)
}
. (3.1)
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L(p0, θ; y) =
∑
z
f1(y|z)f2(z; p0, θ)
=
N∏
i=1
∑
zi
f1(yi|zi)f2(zi; p0, θ)
 . (3.2)
3.2.2 Mixed Hidden Markov Model Setup
The mixed hidden Markov models (MHMMs) extend the class of HMMs by the incorporation of
random effect in either the hidden state model or the misclassification model. Suppose the subjects
are no longer independent but seperated into N groups with J subjects within each group, each
subject is still observed and sampled at pre-scheduled time points t = 1, ..., T . Let zijt be the
hidden true status of subject j in group i, i = 1, ..., N ; j = 1, ..., J . Let yijt be the corresponding
observed test outcome with misclassification error. On top of the HMM constructed in Section
3.2.1, a mixed hidden Markov model (MHMM) can be constructed by adding a group level random
effect ui to the distribution of hidden states zij so that
zij ∼ f2(zij |ui; p0, θ1),
where the random effect ui is assumed to follow a distribution f3(ui; θ2), i = 1, ..., N for some θ2.
For each subject j in group i, the misclassification model is defined the same as in the HMM setup,
f1(y|z) =
N∏
i=1
J∏
j=1
T∏
t=1
f1(yijt|zijt).
The hidden states {zij}Tt=1 is assumed to follow a Markov chain given the random effect ui,
where
f2(zij |ui; p0, θ1) = f2(zij1; p0)
T∏
t=2
f2(zijt|zij,t−1|ui; θ1).
Thus the joint likelihood function for MHMM can be written as:
L(y, z,u; p0, θ1, θ2) = f1(y|z)f2(z|u; p0, θ1)f3(u; θ2)
=
∏
i
∏
j
f1(yij |zij)f2(zij |ui; p0, θ1)f3(ui; θ2), (3.3)
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where p0, θ1 and θ2 are parameters of interest. Notice that there are two levels of missing infor-
mation in the model, the hidden status z and the random effect u. Thus the observed likelihood
function can be derived by integrating out u and z.
L(p0, θ1, θ2; y) =
∫
u
∏
i
∏
j{
∑
zij f1(yij |zij)f2(zij |ui; p0, θ1)f3(ui; θ2)}du (3.4)
3.3 Proposed Estimation Method for HMM
Based on the model setup in Section 3.2.1, we are interested in maximizing the observed like-
lihood in (3.2) to estimate the model parameters. Since the model involves latent variable z, the
expectation-maximization (EM) algorithm can be used to estimate the parameters. In this section,
we propose a new estimation method based on parametric fractional imputation (PFI). In Sec-
tion 3.3.1, the Monte Carlo EM algorithm is reviewed. In Section 3.3.2, the parametric fractional
imputation method is reviewed in the context of HMM. In Section 3.3.3, the proposed estimation
method modifies the imputation step using the Markov property. The proposed method is explained
in detail using a toy example.
3.3.1 Review of Monte Carlo EM algorithm
Since γ is known, the parameters of interest are p0 and θ. In EM algorithm, the target is
to compute the conditional expectation E{logL(p0, θ; y, z)|y} = ∑Ni=1E{l(p0, θ; yi, zi)|yi} in the
E-step, where L(p0, θ; y, z) is defined as in (3.1), and maximize the conditional expectation to get
the parameter estimation. Wei and Tanner (1990) proposed Monte Carlo EM algorithm to first
draw z
∗(1)
i , ..., z
∗(B)
i ∼ f(zi|yi; pˆ0, θˆ) in the E-step, where pˆ0, θˆ are the estimates from previous
iteration. Then approximate E{l(p0, θ; yi, zi)|yi} ∼= B−1
∑B
b=1 logL(p0, θ; yi, z
∗(b)
i ). The predictive
distribution for zi can be computed by Bayes rules as
zi|(yi; p0, θ) ∼
f1(yi|zi)f2(zi; p0, θ)∫
f1(yi|zi)f2(zi; p0, θ)dzi
(3.5)
In many cases the predictive distribution in (3.5) does not follow a known closed-form distribution
and generating Monte Carlo samples from (3.5) involves some computation techniques such as
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Metropolis-Hastings algorithm, which can be computationally heavy. Also, the convergence of
Monte Carlo sequence of the estimators is not guaranteed for fixed Monte Carlo sample sizes
(Booth and Hobert, 1999).
3.3.2 Review of parametric fractional imputation
We can consider an alternative computational tool using fractional imputation to approximate
the conditional expectation without calculating the predictive distribution in (3.5). The basic idea
is to generate M > 1 imputed vectors for zi, say z
∗(1)
i , ..., z
∗(M)
i from a distribution h(zi) that does
not depend on θ and assign fractional weights w
∗(1)
i , ..., w
∗(M)
i so that E[logL(θ1; yi, zi)|yi; θˆ] =∑M
m=1w
∗(m)
i l(yi, z
∗(m)
i ; θ), where θˆ is a consistent estimator for θ. The fractional weights are cal-
culated from w
∗(m)
i ∝ f1(yi, z∗(m)i ; θˆ)/h(z∗(m)i ) and
∑M
m=1w
∗(m)
i = 1. This equation holds at least
approximately for large M. Since in our case, the hidden state zit takes values in a finite set
{1, 2, ...,K}, we can list finite possible values of zi (KT combinations in all) so that each imputed
value z
∗(m)
i can be taken as one of the K
T combinations. Enumerating all possible KT values of zi
can be viewed as numerical integration, and this method works well when K or T is small, otherwise,
a large number of KT imputed values for zi would make the computation almost impossible.
3.3.3 Proposed method
Based on the idea of parametric fractional imputation above, we propose a so-called pairwise
fractional imputation method which makes use of the Markov property to modify the imputation
step and simplify the algorithm. To explain the basic idea, we derive the score function of the
parameters of interest (p0, θ) for each subject i:
S(p0, θ, zi) =
∂
∂(p0, θ)
logL(p0, θ; zi,yi) = S(p0; zi1) +
T∑
t=2
S(θ; zit, zi,t−1).
From the score functions we notice that the estimation of p0 only depends on zi1 and the estima-
tion of θ only depends on the set of pairs (zit, zi,t−1). This gives us an idea of creating pairs of
observations, the corresponding pairs of hidden states, and then use the PFI on these paired data
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for parameter estimations. In particular, for each subject i, we can reconstruct the data and create
T elements of pairs:
E1: Observing yi1, missing zi1.
E2: Observing (yi2, yi1), missing (zi2, zi1).
...
ET : Observing (yiT , yi,T−1), missing (ziT , zi,T−1).
Based on the idea of EM algorithm, we need to estimate E[S(p0; zi1)|yi1] and E[S(θ; zit, zi,t−1)|yi]
in order to get estimation of p0 and θ. We can use the idea of parametric fractional imputation and
modify the imputation step. Since zit takes discrete values, instead of simulating zi, it is possible
to enumerate all possible values of zi1 and the pairs (zit, zi,t−1) for t = 2, ..., T . The imputed values
of zi1 and (zit, zi,t−1) can be written as, say z
∗(n)
i1 , n = 1, 2, ...,K and (z
∗(m)
it , z
∗(m)
i,t−1),m = 1, 2, ...,K
2
respectively. We then assign fractional weights to each of the imputed values, where the fractional
weights can be understood as the conditional probability of obtaining the imputed value given
observed yi, i.e.
w
∗(n)
i1 = Pr(zi1 = z
∗(n)
i1 |yi1; pˆ0) (3.6)
w
∗(m)
it = Pr
{
(zit, zi,t−1) = (z
∗(m)
it , z
∗(m)
i,t−1)|yi; θˆ
}
,
with
∑
nw
∗(n)
i1 =
∑
mw
∗(m)
it = 1, where the summation is over all possible values of z
∗(n)
i1 and
(z
∗(m)
it , z
∗(m)
i,t−1), respectively. The conditional probabilities in (3.7) can be obtained by Bayes formula,
see Example 1 for details. Once the fractional weights are computed, the conditional expectation
for the score functions of p0 and θ can be expressed as:
E[S(p0; zi1)|yi1] =
∑
n
w
∗(n)
i1 S(p0; z
∗(n)
i1 )
E[S(θ; zit, zi,t−1)|yi] =
T∑
t=2
∑
m
w
∗(m)
it S(θ; z
∗(m)
it , z
∗(m)
i,t−1)
In this way, compared with the fully enumerated PFI, we can reduce the number of imputed values
to K + K2(T − 1) for each subject i. Compared to KT imputed values in fully enumerated PFI,
30
this largely decreased our computational burden especially when T or K is large. Algorithm of the
proposed method is explained in detail through the following example.
Example 1 Consider a simple hidden Markov model where yit and zit are binary variables
taking values in {0, 1}, where i = 1, ..., I; t = 1, ..., T . The sequences of outcomes yit are generated
from the hidden variables zit through the conditional distribution f1(yit|zit = 1) ∼ Bernoulli(γ1)
and f1(yit|zit = 0) ∼ Bernoulli(1− γ0), where γ1, γ0 are known parameters (for example they can
represent the sensitivity and specificity of a diagnostic test). To model the distribution of hidden
states z, let p(zi1 = 1) = p0 denote the initial probability of the hidden state. A logistic regression
is used to model the transition probability for the hidden Markov chain:
logitp(zit = 1|zi,t−1;α, β) = α+ βzi,t−1.
Then the joint likelihood function can be calculated as
L(y, z; p0, α, β) = f1(y|z)f2(z; p0, α, β)
= f1(y|z)
N∏
i=1
[
pzi10 (1− p0)1−zi1
T∏
t=2
{ exp(α+ βzi,t−1)
1 + exp(α+ βzi,t−1)
}zit{ 1
1 + exp(α+ βzi,t−1)
}1−zit]
,
(3.7)
where the parameters of interest are (p0, α, β). From the joint likelihood function in (3.7), the score
functions for (p0, α, β) can be calculated as:
S(p0; z) =
1
p0
N∑
i=1
zi1 − 1
1− p0
N∑
i=1
(1− zi1)
S(α, β; z) =
N∑
i=1
T∑
t=2
{
zit − 1
1 + exp(−α− βzi,t−1)
}(
1
zi,t−1
)
.
To obtain the maximum likelihood estimator of (p0, α, β), we use the proposed algorithm using
the parametric fraction imputation method of Kim (2011) :
1. Imputation Step: Set z
∗(1)
i1 = 0 and z
∗(2)
i1 = 1 as initial status. For each pair of elements from
E2 to ET , there are 4 possible combinations for the missing part (see Table 3.1).
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Table 3.1: List of 4 possible combinations for the missing pair.
m (z
∗(m)
it , z
∗(m)
i,t−1)
1 (0,0)
2 (0,1)
3 (1,0)
4 (1,1)
2. Weighting Step: Given parameter estimates at iteration l as θˆ(l) = (pˆ
(l)
0 , αˆ
(l), βˆ(l)). For the
first time point t = 1, calculate the fractional weights as:
w
∗(n)
i1l = Pr(zi1 = z
∗(n)
i1 |yi1; pˆ0)
=
f1(yi1|z∗(n)i1 )Pr(zi1 = z∗(n)i1 ; pˆ(l)0 )∑2
n=1 f1(yi1|z∗(n)i1 )Pr(zi1 = z∗(n)i1 ; pˆ(l)0 )
.
For t = 2, ..., T,
w
∗(m)
itl = Pr
{
(zit, zi,t−1) = (z
∗(m)
it , z
∗(m)
i,t−1)|yi; θˆ
}
=
f1(yi|z∗(m)it , z∗(m)i,t−1)Pr(zit = z∗(m)it , zi,t−1 = z∗(m)i,t−1; θˆ(l))∑4
m=1 f1(yi|z∗(m)it , z∗(m)i,t−1)Pr(zit = z∗(m)it , zi,t−1 = z∗(m)i,t−1; θˆ(l))
.
3. Update the parameters (p0, α, β) by solving:
1
p0
N∑
i=1
2∑
n=1
w
∗(n)
i1l z
∗(n)
i1 −
1
1− p0
N∑
i=1
2∑
n=1
w
∗(n)
i1l (1− z∗(n)i1 ) = 0,
N∑
i=1
T∑
t=2
4∑
m=1
w
∗(m)
itl
z∗(m)it − 11 + exp(−α− βz∗(m)i,t−1)

(
1
z
∗(m)
i,t−1
)
= 0.
4. At the current parameter (pˆ
(l+1)
0 , αˆ
(l+1), βˆ(l+1)), update the fractional weights as in Step 2,
set l = l + 1 and go to Step 3. Stop if (pˆ
(l)
0 , αˆ
(l), βˆ(l)) meets the convergence criterion, which
is set as the total increment of parameter estimates less than a certain threshold 0.001.
3.3.4 Variance Estimation with Parametric Bootstrap
A parametric boostrap is considered for variance estimation of the estimators obtained from the
proposed method. The bootstrap method (Efron 1979) is handy for variance estimation and usually
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1,000 bootstrap replications are adequate for estimation of sampling variance. Let θ = (p0, α, β)
denote the parameters in the model, the bootstrap variance estimator for θˆ can be calculated as
follows:
1. Using an estimator θˆ of θ, get bootstrap samples y∗(b) ∼ f1(y|z∗(b)), where z∗(b) ∼ f2(z; θˆ).
2. For each bootstrap sample y∗(b), compute θˆ∗(b) using the proposed method and calculate the
bootstrap difference δ∗(b) = θˆ∗(b)− θˆ. The bootstrap principle says that the distribution of δ∗
approximates the distribution of δ = θˆ − θ.
3. Use the variance of θˆ∗ to estimate variance of θˆ. Based on B bootstrap samples, the bootstrap
variance estimator can be calculated by
VBS(θˆ) =
1
B − 1
B∑
b=1
(θˆ∗(b) − θ¯∗)2,
where θ¯∗ = B−1
∑B
i=1 θˆ
∗(i). It can be shown that VBS(θˆ) converges to V (θˆ) as B goes to
infinity.
3.4 Extension of Proposed Method to MHMM
For the mixed hidden Markov model, we add a group level random effect ui to the distribution
of hidden states in HMM. We extend the proposed estimation method in Section 3.3.3 to avoid
large computation work of integrating out z and u to get the observed likelihood in (3.4). To
explain the basic idea, we first derive the score functions of the parameters (p0, θ1) in the hidden
state model from the joint likelihood function in (3.3) for each subject j in group i, then conditional
expectation of S1 on observed data can be written as in (3.8).
S1(p0, θ1; zij , ui) =
∂
∂(p0, θ1)
f2(zij |ui; p0, θ1)
= S1(p0; zij1) +
T∑
t=2
S1(θ1; zijt, zij,t−1, ui).
E[S1(p0, θ1; zij , ui)|yij ] =
∫ ∑
zij
S1(p0, θ1; zij , ui)f2(zij , ui|yij ; p0, θ1)dui (3.8)
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The integral over ui in (3.8) can be approximated by Gaussian quardrature. Suppose that ui
satisfies some conditions as E(ui) = 0 and V ar(ui) = σ
2, get M quantiles q
∗(1)
i , ..., q
∗(M)
i from a
standard normal N(0, 1) and set u
∗(m)
i = σq
∗(M). For a certain value of u∗(m)i , we can approximate
E[S1(p0, θ1; zij , u
∗(m)
i )|yij ] using the proposed pairwise fractional imputation method in Section
3.3.3. For each u
∗(m)
i , we can enumerate all possible values of zij1 and the pair (zijt, zij,t−1). For k =
1, the fractional weights for z
∗(k)
ij1 can be calculated as w
∗(k)
ij1 = Pr(z
∗(k)
ij1 = 1|yij1, pˆ0), k = 1, 2, ...,K.
For t = 2, ..., T , we can calculate the fractional weights w
∗(mn)
ijt (m = 1, 2, ...,M, n = 1, 2, ...,K
2) as
in Table 3.2:
Table 3.2: Fractional weights for each set of imputed values u
∗(m)
i and (z
∗(n)
ij,t−1, z
∗(n)
ijt ).
u
∗(1)
i u
∗(2)
i . . . u
∗(M)
i
(z
∗(n)
ij,t−1, z
∗(n)
ijt ) (0,0) w
∗(11)
ijt w
∗(21)
ijt . . . w
∗(M1)
ijt
(0,1) w
∗(12)
ijt w
∗(22)
ijt . . . w
∗(M2)
ijt
(1,0) w
∗(13)
ijt w
∗(23)
ijt . . . w
∗(M3)
ijt
(1,1) w
∗(14)
ijt w
∗(24)
ijt . . . w
∗(M4)
ijt
where w
∗(mn)
ijt = Pr
[
(zijt, zij,t−1) = (z
∗(n)
ijt , z
∗(n)
ij,t−1)|yij, u∗(m)i
]
. Then the conditional expectation in
(3.8) can be approximated by
E[S1(θ1; zij , ui)|yij ] ∼=
K∑
k=1
w
∗(k)
ij1 S1(p0; z
∗(k)
ij1 )
+
T∑
t=2
M∑
m=1
K2∑
n=1
w
∗(mn)
ijt S1(θ1; z
∗(n)
ijt , z
∗(n)
ij,t−1, u
∗(m)
i ), (3.9)
maximize (3.9) to get the estimate for θ1. To estimate θ2, the conditional expectation of the score
function for θ2 on observed data can be approximated by
E[S2(θ2;ui)|yi] ∼=
M∑
m=1
w
∗(m)
i S2(θ2;u
∗(m)
i ),
where w
∗(m)
i ∝
∑
j
∑
t
∑K2
n=1w
∗(mn)
ijt and
∑M
m=1w
∗(m)
i = 1.
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Example 2 Consider similar settings as in Example 1 with a random effect added to the hidden
Markov process, then the distribution for hidden states can be expressed as:
logit p(zijt = 1|zij,t−1, ui;α, β) = α+ βzij,t−1 + ui,
where ui ∼ N(0, σ2). Then the parameters of interest are θ1 = (p0, α, β) and θ2 = σ. Use
the method proposed above, the algorithm can be implemented using the parametric fractional
imputation in Kim (2011):
1. Find an initial parameter estimate of p0, α, β and σ, generate M quantiles from N(0, 1) as
q
∗(1)
i , ..., q
∗(M)
i and let u
∗(m)
i = σˆ
(0) ∗ q∗(m)i ,m = 1, 2, ...,M.
2. At current iteration l, given u
∗(m)
i generated in Step (1), list 2 possible values {0, 1} for
zij1 and 4 possible values {(0, 0), (0, 1), (1, 0), (1, 1)} for each pair of (zijt, zij,t−1), denote as
z
∗(k)
ij1 and (z
∗(n)
ij,t−1, z
∗(n)
ijt ), where k = 1, 2, n = 1, 2, 3, 4. Given the current parameter estimate
pˆ
(l)
0 , αˆ
(l) and βˆ(l), calculate the fractional weights for z
∗(k)
ij1 and (z
∗(n)
ijt , z
∗(n)
ij,t−1, u
∗(m)
i ) as:
w
∗(k)
ij1 = Pr(zij1 = z
∗(k)
ij1 |yij1; pˆ(l)0 )
=
f1(yij1|z∗(k)ij1 )Pr(zij1 = z∗(k)ij1 ; pˆ(l)0 )∑2
n=1 f1(yij1|z∗(k)ij1 )Pr(zij1 = z∗(k)ij1 ; pˆ(l)0 )
,
For t = 2, ..., T,
w
∗(mn)
ijt = Pr
{
(zijt, zij,t−1) = (z
∗(n)
ijt , z
∗(n)
ij,t−1)|yij , u∗(m)i ; αˆ(l), βˆ(l)
}
=
f1(yij |z∗(n)ijt , z∗(n)ij,t−1)Pr(zijt = z∗(n)ijt , zij,t−1 = z∗(n)ij,t−1|u∗(m)i ; αˆ(l), βˆ(l))∑M
m=1
∑4
n=1 f1(yij |z∗(n)ijt , z∗(n)ij,t−1)Pr(zijt = z∗(n)ijt , zij,t−1 = z∗(n)ij,t−1|u∗(m)i ; αˆ(l), βˆ(l))
3. Update the parameters p0, α, β by solving:
1
p0
∑
i
∑
j
2∑
k=1
w
∗(k)
ij1 z
∗(k)
ij1 −
1
1− p0
∑
i
∑
j
2∑
n=1
w
∗(k)
ij1 (1− z∗(k)ij1 ) = 0
∑
i
∑
j
T∑
t=2
M∑
m=1
4∑
n=1
w
∗(mn)
ijt [z
∗(n)
ijt −
1
1 + exp(−α− βz∗(n)ij,t−1 − u∗(m)i )
]
 1
z
∗(n)
ij,t−1
 = 0
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4. Update σ2 by computing
σˆ2(l+1) =
∑
i
∑M
m=1w
∗(m)
i (u
∗(m)
i − µˆ(l+1))2∑
i
∑M
m=1w
∗(m)
i
where
µˆ(t+1) =
∑
i
∑M
m=1w
∗(m)
i u
∗(m)
i∑
i
∑M
m=1w
∗(M)
i
,
w
∗(m)
i ∝
∑
j
∑
t
∑K2
n=1w
∗(mn)
ijt and
∑M
m=1w
∗(m)
i = 1.
5. Update u
∗(m)
i = σˆ
(l+1)q
∗(m)
i , go to Step 2. Stop if pˆ
(l)
0 , αˆ
(l), βˆ(l), σˆ(l) meets the convergence
criterion, which is set as the total increment of parameter estimates less than a certain
threshold 0.001.
3.5 Simulation Study
In this section, a simulation study is performed to examine the performance of the proposed
method on both hidden Markov model and mixed hidden Markov model.
3.5.1 Simulations for HMM
In the simulation study for hidden Markov model setup, we use N = 100 subjects with T =
10 consecutive observations for each of the subjects in the simulations. Let yit be the observed
outcome for subject j at time t and zit be the associated hidden disease state (0 for healthy and
1 for diseased). We consider the simple case where the groups of subjects are independent from
each other. According to the hidden Markov model setup, the conditional distribution yit|zit ∼
Bernoulli(γ1zit + (1 − γ0)(1 − zit)), where the misclassification rates γ0, γ1 are set to be 0.98
and 0.9, respectively. The hidden state model is based on a logistic regression, where logitp(zit =
1|zi,t−1;α, β) = α+βzi,t−1. Let the initial probability of a subject being diseased be p(zi1 = 1) = p0,
so the parameters of interest are the regression parameters p0, α and β.
In the simulation study, the parameters are set as p0 = 0.6, α = −1, β = 2. The true disease
status for each subject zit is generated from the hidden state model and the observed values yit
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are generated from the misclassification model defined in Section 4.2.1. The whole process is inde-
pendently repeated for 1, 000 times. For each simulated sample, we apply two different estimation
methods. The first one is the proposed method shown in Section 4.3. The second one is the Monte
Carlo EM algorithm with parametric fractional imputation, where the Monte Carlo samples for the
hidden state zi of each subject i are generated from f(zi|yi; pˆ0, αˆ, βˆ) and the fractional weights are
assigned to each sample correspondingly.
Consider the same setup as in Example 1, the Monte Carlo EM algorithm with PFI can be
realized as follow (Kim, 2011):
1. Imputation Step: Given an arbitrary parameter value θˆ(0) = (pˆ
(0)
0 , αˆ
(0), βˆ(0)), for each subject
i, sample z
∗(m)
i = (z
∗(m)
i1 , z
∗(m)
i2 , ..., z
∗(m)
iT ) from f(zi|yi; θˆ(0)),m = 1, 2, ...,M .
2. Weighting Step: Given parameter estimates at iteration l as θˆ(l) = (pˆ
(l)
0 , αˆ
(l), βˆ(l)), calculate
the fractional weights for each z
∗(m)
i as:
w
∗(m)
il ∝
f(yi, z
∗(m)
i ; θˆ
(l))
f(z
∗(m)
i |yi; θˆ(0))
∝ f1(yi|z
∗(m)
i )f2(z
∗(m)
i ; θˆ
(l))
f1(yi|z∗(m)i )f2(z∗(m)i ; θˆ(0))
∝ f2(z
∗(m)
i ; θˆ
(l))
f2(z
∗(m)
i ; θˆ
(0))
=
f2(z
∗(m)
i1 ; pˆ
(l)
0 )
∏T
t=2 f2(z
∗(m)
it |z∗(m)i,t−1, αˆ(l), βˆ(l))
f2(z
∗(m)
i1 ; pˆ
(0)
0 )
∏T
t=2 f2(z
∗(m)
it |z∗(m)i,t−1, αˆ(0), βˆ(0))
where
∑M
m=1w
∗(m)
il = 1.
3. Update the parameters (p0, α, β) by solving:
1
p0
N∑
i=1
M∑
m=1
w
∗(m)
il z
∗(m)
i1 −
1
1− p0
N∑
i=1
2T∑
m=1
w
∗(m)
il (1− z∗(m)i1 ) = 0
N∑
i=1
T∑
t=2
M∑
m=1
w
∗(m)
il
z∗(m)it − 1
1 + exp(−α− βz∗(m)i,t−1)

 1
z
∗(m)
i,t−1
 = 0
4. At the current parameter (pˆ
(l+1)
0 , αˆ
(l+1), βˆ(l+1)), update the fractional weights as in Step 2,
set l = l + 1 and go to Step 3. Stop if (pˆ
(l)
0 , αˆ
(l), βˆ(l)) meets the convergence criterion.
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Table 3.3 gives the Monte Carlo bias, standard error and root mean squared errors (RMSE)
of the estimations for both methods based on 1, 000 simulation studies. For the Monte Carlo EM
algorithm, 500 Monte Carlo samples z
∗(m)
i ,m = 1, 2, ..., 500 were used for each subject i. As is shown
in Table 3.3, both estimation methods provide nearly unbiased estimators of the initial probability
p0 and the regression parameters α and β. The RMSE for the proposed method is smaller than the
Monte Carlo EM method. This is because the proposed method used the full information using
Markov structure and no Monte Carlo samples are involved. Moreover, the computation burden
is largely reduced using the proposed method. For a Markov chain of length 10 (i.e. T = 10),
by using the proposed method, only 4 ∗ 9 + 2 = 38 values need to be imputed for each subject
zi. However, we need to enumerate all 2
10 = 1, 024 possible values for zi to obtain the observed
likelihood function. This difference becomes much bigger as the length of vector zi increases. Thus
by using the proposed method, the computation time is largely shortened. For example with zi
of length 10, it takes about 7 seconds on average for one simulation based on the proposed PFI
method compared to 2 minutes for MCEM method, using a personal computer with 2.7 GHz Intel
Core i5 processors. We also run a simulation with p0 = 0.05 to see how the estimation method
performs when the initial probability of being positive is very low. The same conclusion also holds
for p0 = 0.05. The histograms of the parameter estimates based on 1000 simulations in Figure ?? do
not deviate substantially from the normal distribution, which indicates that the usual asymptotic
properties apply reasonably well.
Table 3.3: Estimation Bias, Standard Error and RMSE using two estimation methods in HMM.
Estimation results are from 1, 000 simulated datasets each with 100 subjects and a Markov chain
length of 10. The initial probability of hidden status is set as p0 = 0.6 and p0 = 0.05.
Proposed Method MCEM-PFI
p0 Value Parameter Bias S.E. RMSE Bias S.E. RMSE
p0 = 0.6 p0 0.00 0.057 0.057 0.00 0.058 0.058
α 0.00 0.136 0.136 -0.03 0.278 0.279
β 0.00 0.210 0.210 -0.02 0.344 0.344
p0 = 0.05 p0 0.00 0.029 0.029 0.00 0.029 0.029
α 0.00 0.114 0.114 0.01 0.218 0.218
β 0.00 0.208 0.208 0.03 0.293 0.295
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Figure 3.1: Histograms of parameter estimates p0, α, β using the proposed pairwise fractional impu-
tation method on 1000 simulated datasets with Markov chains of length 10 and an initial probability
of p0 = 0.6. The red verticle line is the true value used for simulations and the blue curve is the
fitted normal distribution from estimation results.
3.5.2 Simulations for MHMM
To examine the performance of the proposed method on mixed hidden Markov models and
to investigate the influence of random effect to the estimation of other model parameters, we
perform another simulation study and compare the estimation results using the proposed method
to that using the Monte Carlo EM algorithm. We simulate data with different number of groups
(N = 3, 10, 20), with J = 36 subjects within each group and 9 consecutive observations for each
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of the subjects within the group. Let yijt be the observed outcome for subject j in group i at
time t and zijt be the associated hidden disease state (0 for healthy and 1 for diseased), where
i = 1, 2, ..., N ; j = 1, 2, ..., 36; t = 1, 2, ..., 9. According to the mixed hidden Markov model setup in
Section 3.2.2, a group level random effect ui is put in the hidden model to allow the probability
of becoming diseased from one week to the next to vary among different groups. The conditional
model is yijt|zijt ∼ Bernoulli(γ1zijt + (1− γ0)(1− zijt)), where the misclassification rates γ0, γ1 are
known and set as 0.98 and 0.9. The hidden model is based on a logistic model, where logitp(zijt =
1|zij,t−1, ui;α, β) = α + βzij,t−1 + ui, ui ∼ N(0, σ2). Let the initial probability of a subject being
diseased be p(zij1 = 1) = p0, so the parameters of interest are regression parameters θ1 = (p0, α, β)
and variance component θ2 = σ.
In the simulation study, the parameters are set as p0 = 0.6, α = −1, β = 3, σ = 0.5. A group
level random effect is generated from N(0, σ2) for each group, the true disease status for each
subject zijt is generated from the hidden model and at last the observed values yijt are generated
from the conditional model, given the misclassification rates. The whole process is independently
repeated for 1000 times. The value of variance component is increased to σ = 1 to assess different
random effect influences. The number of groups are set to N = 3, 10, 20 in the simulation study
in order to assess the estimation of random component. Both Monte Carlo EM and the proposed
PFI method (Section 4.4) are used to estimate the parameters and compared.
Table 3.4 gives the Monte Carlo bias, standard error and root mean squared errors (RMSE)
of the estimations for both MCEM and proposed PFI methods based on 1000 simulation studies
with three different parameter settings and three different group sizes. We use 1000 Monte Carlo
samples in the E-step for MCEM algorithm and 1000 quantiles from a standard normal in Guassian
quadrature for the proposed PFI method. As is shown in Table 3.4, both the proposed method
and MCEM provide unbiased estimators of the regression parameters p0, α and β and histograms
of the parameter estimates (not shown) do not deviate substantially from the normal distribution,
which indicates that the usual asymptotic properties apply reasonably well. Also, the RMSEs of the
proposed method are smaller than the Monte Carlo EM estimators. For the variance component σ,
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both methods show significant bias when group size is very small as 3, which indicates 3 groups of
data can’t provide enough information on capturing the group level correlations. However, the bias
for estimating σ is reduced for an increased sample size when using the proposed PFI method and
it actually provides an unbiased estimator when group size is greater than 10. But the bias does
not change a lot in the case of using MCEM. When sample size is small, the increase of σ leads to
increased variability in estimates the regression parameters but doesn’t influence the precision in
the estimates too much. Moreover, by using the proposed method, the computation time is also
improved comparing to MCEM. For example, when group size is 3, it takes about 1.2 minutes on
average for one simulation based on the proposed PFI method compared to 7.5 minutes for MCEM
method, using a condo cluster with 2.50GHz 8-core Intel Haswell processors.
3.6 Application
The hidden Markov model (HMM) has been widely used in the study of misclassified disease
status (Bureau, Shiboski and Hughes, 2003). In this section, both HMM and MHMM are applied
to an animal disease surveillance data for monitoring the disease transmission among animals on a
farm given the misclassified diagnostic test outcomes. Monitoring disease over time is an important
subject in animal disease surveillance system and many diagnostic tools are developed for a certain
disease. Surveillance data facilitates the efficient use of resources for the control of infectious disease
and is essential for control/elimination programs. For example, in modern Porcine Reproductive
and Respiratory Syndrome Virus (PRRSV) surveillance system, recent research has shown that oral
fluid specimens can be used to monitor the circulation of PRRSV and is a promising approach for
increasing the efficiency and cost effectiveness of virus surveillance (Ramirez et al., 2012). Despite
the abundance of diagnostic tools, such tools are subject to classification errors and may introduce
uncertainty. Analysis incorporating such uncertainty using a statistical model is important for
better understanding of the true disease status. Since the animal’s disease status changes overtime
and also depends on disease status at the previous sampling point, it’s reasonable to model the
true disease status using a Markov model thus the HMM is appropriate to be applied here.
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Approximately 12,150 pigs in 10 wean-to-finish barns on 10 different farms were under the
study. Oral fluid samples were collected from 6 pens at each barn starting at the time of pig
placement, about 3 weeks of age, and thereafter at 2-week intervals for a period of 18 weeks. Oral
fluid specimens were primarily collected by persons working on-site and were then mailed to the
diagnostic laboratory to be test for the virus of interest (PRRSV) using PCR-based assays. The
sampling unit was the pen, which was a fixed location and a barn level random effect was considered
to model the autocorrelation from the pens within the same barn. Additionally, the newly born
pigs (observations for the first 3 timepoints) are assumed to have maternal antibody and the single
PRRSV PCR positive oral fluid is considered a false positive and reclassified as negative, so the
data for the first 3 timepoints need to be deleted.
Let yijt be the PCR test outcome for pig j in group i at timepoint t and let zijt be the associated
hidden disease status. yijt = 1 means a positive test result and 0 means a negative test result.
zijt = 1 means the pig is actually diseased with PRRSV and 0 means the pig is healthy. The test
outcomes are with misclassification because of the imperfect sensitivity of PCR test. A sensitivity
of γ1 = 0.9 and specificity of γ0 = 0.98 are used as misclassification rate in the conditional model
of yijt|zijt. Then the disease transition probability can be modeled as:
logitp(zijt = 1|zij,t−1, ui;α, β) = α+ βzij,t−1 + ui,
where {ui} are iid with N(0, σ2). The initial probability of a pig being diseased is modeled as
p(zij1 = 1) = p0.
We then use bootstrap methods for variance estimation. In many cases one can derive the
sampling variance of an estimator from general likelihood theory. In other cases, the variance
estimator maybe difficult to derive or many not exist in closed form. The bootstrap method (Efron
1979) is handy for variance estimation in such cases. The parametric bootstrap differs from the
empirical bootstrap in the source of bootstrap samples, where we generate bootstrap samples from
a parametrized distribution. Usually 1,000 bootstrap replications are adequate for estimation of
sampling variance, however, good estimates of confidence intervals often require 5000 replicates or
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more. The bootstrap variance estimator for θˆ1 and θˆ2 in the mixed hidden Markov model can be
calculated using the algorithm in Section 3.3.4.
Both a hidden Markov model and a mixed hidden Markov model are fitted. The proposed PFI
method is used to for parameter estimation. A parametric bootstrap method described above is used
for parameter inference. Parameter estimates, bootstrap biases and bootstrap standard deviations
were shown in Table 3.5. Estimates for p0 and the regression parameters are very similar in the
two models. The initial probability of the animals being diseased is high as 0.64 and the regression
parameter β is statistically significant from zero. Furthurmore, to demonstrate whether it’s better
to add a random effect in the hidden model, we used the first 8 weeks of data for parameter
estimation in both models, predictions for results in the 9th week were calculated and compared to
those in the real data. Let yˆ
(1)
ijT denotes the prediction for the last week observation from hidden
Markov model and yˆ
(2)
ijT denotes the prediction for the last week observation from mixed hidden
Markov model with group level random effect. Mean squared prediction error were calculated as
MSPE1 =
√∑10
i=1
∑6
j=1(yˆ
(1)
ijT − yijT )2/60 and MSPE2 =
√∑10
i=1
∑6
j=1(yˆ
(2)
ijT − yijT )2/60. Table
3.5 gives the MSPE for both models, A two sample t-test shows no difference in MSPE for the two
models with p-value=0.3049.
3.7 Conclusion Remarks
In clinical or epidemiology studies, the true disease status of a subject is of high importance but
is always unknown, so it very common to include a latent variable as true disease status in most
models. It’s also possible to include random effects in the model for the hidden process to capture
inter-cluster heterogeneity. Estimation of such mixed hidden Markov model is complicated, because
it involves two types of ”missing data”. In this paper, a new estimation method for hidden Markov
model is proposed using the idea of parametric fractional imputation and the Markov property and is
extended to MHMM. The proposed method provides a new frequentist way of parameter estimation
in the hidden Markov models by creating new pairs of variables from a vector of observations to
reduce the number of imputed values needed. The paired imputation idea is especially efficient for
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Markov models while providing a good estimation of the model parameters for both HMM and
MHMM. Simulation studies show that this modification largely reduced the computation burden
as well as providing efficient estimations. The performance of the method on variance component
for random effect is actually pretty good when cluster size is fair.
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Table 3.4: Estimation Bias, Standard Error and RMSE using two estimation methods in MHMM.
Estimation results are from 1, 000 simulated datasets for each of the specified group numbers
N = 3, 10, 20. Each group has 36 subjects and each subject has 9 consecutive observations.
PFI MCEM
Group Size σ Parameter Bias S.E. RMSE Bias S.E. RMSE
N=3 σ = 0.5 p0 0.00 0.047 0.047 0.00 0.056 0.056
α 0.01 0.171 0.171 0.03 0.337 0.339
β -0.02 0.297 0.297 0.02 0.300 0.301
σ -0.10 0.177 0.202 -0.17 0.100 0.195
σ = 1 p0 0.00 0.05 0.05 0.00 0.054 0.054
α 0.01 0.247 0.247 0.03 0.617 0.620
β -0.02 0.324 0.325 0.01 0.329 0.329
σ -0.17 0.391 0.426 -0.31 0.373 0.482
N=10 σ = 0.5 p0 0.00 0.026 0.025 0.00 0.030 0.03
α 0.01 0.087 0.087 -0.01 0.193 0.193
β -0.01 0.160 0.160 0.03 0.156 0.158
σ -0.04 0.117 0.122 -0.13 0.048 0.139
σ = 1 p0 0.00 0.027 0.027 0.00 0.030 0.030
α 0.01 0.090 0.090 0.01 0.317 0.317
β -0.02 0.165 0.167 0.03 0.170 0.172
σ -0.06 0.245 0.252 -0.22 0.171 0.276
N=20 σ = 0.5 p0 0.00 0.018 0.018 0.00 0.021 0.021
α 0.00 0.057 0.057 0.01 0.135 0.135
β -0.01 0.105 0.105 0.02 0.121 0.123
σ -0.02 0.082 0.084 -0.12 0.032 0.128
σ = 1 p0 0.00 0.016 0.016 0.00 0.021 0.021
α 0.00 0.056 0.056 -0.02 0.169 0.170
β -0.01 0.115 0.115 0.03 0.117 0.121
σ -0.03 0.147 0.151 -0.24 0.090 0.258
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Table 3.5: Parameter Estimates, Bootstrap Bias (B.Bias) and Bootstrap Standard Deviation
(B.S.D.) and Mean Squared Prediction Error (MSPE) for PRRSV data with mixed Hidden Markov
Model (MHMM) and Hidden Markov Model (HMM).
MHMM HMM
Parameter Estimates B.Bias B.S.D. Estimates B.Bias B.S.D.
p0 0.64 0.00 0.072 0.64 0.00 0.072
α 0.18 0.02 0.358 -0.10 0.02 0.260
β 1.70 -0.03 0.482 1.93 0.01 0.415
σ 0.59 -0.04 0.207 NA NA NA
MSPE 0.611 0.609
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CHAPTER 4. ESTIMATION OF MONOTONE RESTRICTED HAZARD
FUNCTIONS IN PIECEWISE EXPONENTIAL MODEL WITH
MISCLASSIFIED INTERVAL-CENSORED DATA
Abstract We consider the problem of modeling the time-to-disease for animals with data col-
lected from an animal disease surveillance system. There are several challenges in analyzing the
diagnostic test outcomes from animal disease surveillance. First, since the samples are collected at
pre-scheduled time points, the data are interval-censored. Second, the observed test outcomes are
subject to possible misclassification due to the imperfect sensitivity and specificity of the diagnostic
tests. In this project, with little information about the shape of hazard function, we construct a
two-level piecewise exponential (PEX) model for the interval-censored data with misclassification,
where a piecewise-constant hazard function with specified jump points is used. We are particularly
interested in putting monotone increasing restrictions on the hazard functions to account for the
spread of disease overtime. With monotone restrictions on the parameters and misclassified ob-
servations, estimation of the model parameters can be challenging. We develop an EM algorithm
based on the principle of isotonic regression to obtain estimates for the hazard functions. As an
illustration, we use the proposed method to estimate the distribution of time-to-disease for ani-
mals in a disease surveillance system. Finally, a simulation study is conducted to investigate the
performance of the estimator and effect of a constrained hazard function.
4.1 Introduction
Lifetime data are often subject to complicated censoring mechanisms and interval-censored data
is a commonly seen data type. When data are interval censored, the failure time T can not be
observed, but is only known to lie in an interval obtained from a sequence of examination times.
There has been previous research work on interval-censored data in human or animal epidemiology
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studies, where data are collected at regular visit times (sampling points). Finkelstein and Wolfe
(1985) proposed a semiparametric model for regression analysis of interval-censored failure time
data. Diamond, McDonald and Shah (1986) fitted a nonparametric proportional hazards model
to current status data. De Gruttola and Lagakos (1989) proposed nonparametric and weakly
structured parametric methods for analyzing doubly-censored survival data with an application to
AIDS. Monti and Frankena (2005) used an accelerated failure time (AFT) model with different
distributions.
When building an appropriate model for the lifetime data, it is important to get knowledge
of the hazard function. When the shape of the hazard function is known, parametric models can
be built in terms of their hazard functions such as exponential, Weibull, lognormal, etc. In cases
where little can be assumed about the form of the hazard function, or there may be reasons for
the hazard function to be discontinuous, a piecewise exponential (PEX) model offers a flexible
modeling alternative. Specifically for interval-censored time-to-event data, a constant hazard can
be assumed in each time interval and covariate effects, if there are any, can be accommodated
using a proportional hazards model. The PEX model parameters λ˜ can be interpreted as hazard
values. Moreover, the PEX model can be modified to incorporate restrictions on the shape of the
hazard function λ˜. Usually we are interested in modeling a monotone hazard function. For example
in this study, the hazard of being disease is expected to be monotone increasing overtime due to
disease transmission. As time passes, more animals in the group are getting disease, the hazard of a
healthy animal being diseased during the next sampling period increases. This is a very important
restriction in modeling the time-to-disease distribution in animal disease surveillance system with
limited data. In a PEX model, λk denotes the hazard in sampling interval k. The monotone
increasing constraints on λ˜ is λ1 ≤ λ2 ≤ ... ≤ λK .
Barlow et al (1972) proposed the isotonic estimator for monotone functions and further formu-
lated a generalization of this problem and calculated its Fenchel dual. Later Durot (2002) studies
its asymptotic properties relative to the L1-metric. Some other research work has been done on
the estimation of monotone hazard functions in lifetime data. Moore et al. (2001) developed
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a pseudo-likelihood method to obtain monotone estimates of hazards in a piecewise exponential
model. Reboul (2005) developed a nonparametric estimation for U-shaped hazard rate. In some
recent work, Zhang, Cheng and Tu (2016) proposed a nonparametric estimation of monotone re-
gression functions with interval-censored observations. Lopuhaa and Musta (2017) developed kernel
smoothed Grenander-type estimators for a monotone hazard rate in randomly right censored data.
However, none of these work has considered observations with misclassification, which is common
in animal disease surveillance studies where the diagnostic tests have imperfect sensitivity and
specificity.
In this paper, we develop a two-level piecewise exponential model for the interval censored
time-to-disease data with misclassified observations. Monotone increasing restrictions are put on
the piecewise constant hazard functions to account for disease transmission overtime. This model
involves three key components: interval-censored time-to-event data, misclassified observations, and
monotone restrictions on hazards. We develop an EM algorithm based on the principle of isotonic
regression for parameter estimation. The rest of the paper is organized as follows: In Section 4.2, we
describe the model and introduce some notation. In Section 4.3, we develop the estimation method
using the EM-algorithm based on the principle of isotonic regression. Bias adjusted Bootstrap
confidence intervals are calculated for the estimators. In Section 4.4, the proposed model is applied
to our animal disease surveillance data for illustration. In Section 4.5, we perform a simulation study
to investigate the performance of the proposed model and algorithm under different classification
parameter setup. Three other comparable models are also run and estimation results are compared
to the proposed model. Some conclusions and future work are discussed in Section 4.6.
4.2 Model
We use the PEX model for the latent disease transmission process. The PEX model is charac-
terized by a piecewise constant hazard function and the jump point can be either a function of the
data or according to physical considerations related to the process, but independent of the data.
Specification of the hazard jump points and the value of the hazard function between each jump
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point completely determines the model. We define the following notation for the model. Suppose
there are I subjects in the study and subject i (i = 1, 2, ..., I) is sampled at predetermined time
points. The K hazard jump points are set as the sampling points τ1 < ... < τK . In addition, we set
τ0 ≡ 0, τK+1 ≡ ∞, [τk−1, τk) to be time interval k and λk to be the value of the hazard function
in interval k. Let uik be the observed binary diagnostic test outcome for subject i at sampling
point τk. Test outcome uik is equal to 1 if the test is positive and 0 otherwise. Let yik denote the
corresponding binary true event (disease) status, which equals 1 if the event happens (i.e., true
status is diseased) and 0 otherwise. The time origin is set to 0 and p0 denotes the probability that
an event has happened at the enrollment of the study (i.e., p0 = p(yi0 = 1)). Let T be a positive
random variable that represents the time to occurrence of an event. T is commonly called the
“failure time”. For a precise definition of failure time, a time origin needs to be specified. At each
time point τk, for a subject that has not experienced an event at a previous time point τk−1 (i.e.,
yi,t−1 = 0), the time origin is set as τk−1 and λk denotes the hazard of an event happening during
the time interval (τk−1, τk). Thus the hazard function λk(t) can be expressed as:
λk(t) = lim4t→0p(τk−1 ≤ T < τk−1 +4t|T > τk−1)/4t. (4.1)
In this study, little information is available to determine the shape of the underlying hazard
function, thus the piecewise exponential (PEX) model is a flexible method for analyzing the data and
a step function can be used to approximate the hazard function. In the animal disease surveillance
study where the disease can be infectious, it’s reasonable to assume that as time passes when
more animals in a group are getting diseased, the hazard for a healthy animal to become diseased
increases. To account for the transmission of the disease, the PEX model can be modified to
incorporate monotone increasing restrictions on the shape of hazard λ˜, i.e., λ1 ≤ λ2 ≤ ... ≤ λK .
4.2.1 Likelihood function for PEX model with misclassification
4.2.1.1 Likelihood function for misclassification model
Due to the imperfect diagnostic tests, the misclassification of observations needs to be consid-
ered. Let γ1 and γ0 be the sensitivity and specificity of the diagnostic test. The sensitivity and
50
specificity are usually regarded as properties of the diagnostic test and the values of these parame-
ters are usually known for well-established diagnostic tests. Based on the notations above, we can
define the sensitivity as γ1 = p(uik = 1|yik = 1) and specificity as γ0 = p(uik = 0|yik = 0). Then
for each subject i at sampling point τk, the distribution of the diagnostic test outcome uik given
the latent disease status yik can be defined as:
uik|yik = 0 ∼ Bernoulli(1− γ0),
uik|yik = 1 ∼ Bernoulli(γ1).
Additionally for each subject i, it is assumed that the observed outcomes ui are conditional inde-
pendent given latent true status yi, then the likelihood for misclassification model can be derived
as:
f(ui|yi) =
K∏
k=1
f(uik|yik)
=
K∏
k=1
[(1− γ0)uikγ1−uik0 ]1−yik [γuik1 (1− γ1)1−uik ]yik . (4.2)
where the conditional distribution of uik given yik can be derived as from the misclassification
model defined above.
4.2.1.2 Likelihood function for latent model
For each subject i, given that the subject is not diseased at time τk−1, k ≥ 1, the failure time
T follows an exponential distribution with λk. Thus the conditional density can be derived as
f(t|yi,k−1 = 0) = λke−λk(t−τk−1) (4.3)
From the model setup, it’s clear that p(yik = 1|yi,k−1 = 0) = p(t ∈ [τk−1, τk)|yi,k−1 = 0). Then the
conditional probability of subject i being diseased at τk, k ≥ 1 is:
p(yik = 1|y.k−1;λk) = I(yi,k−1 = 1) + p(t ∈ (τk−1, τk]|yi,k−1 = 0) · I(yi,k−1 = 0)
= I(yi,k−1 = 1) +
∫ τk
τk−1
f(t|yi,k−1 = 0)dt · I(yi,k−1 = 0)
= I(yi,k−1 = 1) + (1− e−λk)I(yi,k−1 = 0)
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In particular, let y.k = (y1k, ..., yIk) be a vector of the disease status of all subjects at τk, based on
the assumption of conditional independence of y.k given y.k−1, the likelihood for hidden status of
all subjects y can be derived as
f(y; p0, λ˜) = f(y.K |y.K−1;λK)f(y.K−1|y.K−2;λK−1) · · ·
f(y.1|y.0;λ1)f(y.0; p0)
=
I∏
i=1
[f(yi0; p0)
K∏
k=1
f(yik|yi,k−1;λk)]. (4.4)
4.3 Constrained Optimization with EM algorithm
Let u˜ = (u1,u2, ...,uI) and y˜ = (y1,y2, ...,yI) denote the observed outcome and underlying
true status for all subjects, let p0 and λ˜ = (λ1, ..., λK) be the parameters of interest. Due to
misclassified observations, the joint likelihood function for the entire model can be derived as
L(p0, λ˜) ≡ L(u˜, y˜; p0, λ˜) =
I∏
i=1
Li(ui,yi; p0, λ˜)
=
I∏
i=1
f(ui|yi)f(yi; p0, λ˜), (4.5)
where f(ui|yi) and f(yi; p0, β˜) are derived in (4.2) and (4.4), respectively.
The method of maximum likelihood is used to obtain estimates of the parameters in the proposed
model. With a monotone increasing restriction on λ˜, the MLE problem can be written in terms
of the nonlinear programming (NLP) problem by setting the objective function to −L(p0, λ˜), i.e.,
maximize{p0,λ˜}L(p0, λ˜) subject to λ1 ≤ λ2 ≤ ... ≤ λK . The principle of isotonic regression (Barlow
et al.) provides a method for obtaining isotonic estimates in NLP problem with order restrictions
on the parameters. The PEX model may have a large number of parameters and with order
restrictions on the parameters λ˜, the MLE may lie on the boundary. Moreover, with misclassified
observations, the true status y˜ is not known. Hence, we use the EM algorithm to overcome these
difficulties and provide an acceptable method of estimation. The algorithm is shown to converge
to the maximum likelihood solution for interval-censored data with possible order restrictions on
the hazard function.
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4.3.1 The EM algorithm
The basic idea is to maximize the conditional expectation of the joint log likelihood function
in (4.5) for the complete data (u˜, y˜) given observed data u and the current estimates p
(l)
0 , λ˜
(l).
Because in this model, the parameters of interest are all contained in the likelihood of the latent
model, the problem to maximize the conditional expectation of log-likelihood of the latent model
given observations
E[l(yi; p0, β˜)|u˜; p(l)0 , λ˜(l)],
is simplified. To guarantee that the EM algorithm converges to a global maximum, we need to
prove that the log-likelihood for the proposed model is concave for all parameters p0, λ˜ such that
0 ≤ p0 ≤ 1 and λk ≥ 0, i = 1, 2, ...,K.
Proof: We only need to show that the Hessian matrix of l(y˜; p0, λ˜) is negative semi-definite for
all parameters p0, λ˜ over the parameter space. Notice that l(y˜; p0, λ˜) =
∑I
i=1 li(yi; p0, λ˜), so it is
enough to show that li(yi; p0, λ˜) is concave for all i = 1, 2, ., , , .I and the concavity is preserved
under addition. For each i, the log likelihood for the latent model can be derived as:
li(yi; p0, λ˜) = li(yi0; p0) +
K∑
k=1
li(yik|yi,k−1; λ˜)
= yi0logp0 + (1− yi0)log(1− p0) +
K∑
k=1
{
yiklog
[
I(yi,k−1 = 1) + (1− e−λk)I(yi,k−1 = 0)
]
+(1− yik)log
[
I(yi,k−1 = 0)− (1− e−λk)I(yi,k−1 = 0)
]}
= yi0logp0 + (1− yi0)log(1− p0) +
K∑
k=1
{
yiklog(1− e−λk)− λk(1− yik)
}
(1− yi,k−1).
(4.6)
Take the first and second derivative of li w.r.t. p0 and λ˜. From the formula below, it is clear the
∂2li/∂p
2
0 ≤ 0 for 0 ≤ p0 ≤ 1.
∂2li
∂p20
= −yi0
p20
− (1− yi0)
(1− p0)2
∂2li
∂λk∂λl
= − e
−λk
(1− e−λk)2 yik(1− yi,k−1)I(k = l).
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Let the Hessian matrix Hi(λ˜) =
{
∂2li
∂λk∂λl
}
k,l=1,...,K
, then Hi(λ˜) is a block diagonal matrix and for
all λk > 0, k = 1, ...,K, it is easily recognized as being negative semidefinite. Therefore the Hessian
matrix of l(y˜; p0, λ˜) retains negative semidefinite property for all p0, λ˜. Hence, l(y˜; p0, λ˜) is concave
and the EM algorithm is able to achieve the global maximum. The details of the EM-algorithm is
shown as follow.
The E-step consists of determining target function:
Q(p0, λ˜|p(l)0 , λ˜(l)) = E[l(y˜; p0, λ˜)|u˜, p(l)0 , λ˜(l)]
=
I∑
i=1
E[l(yi; p0, λ˜)|ui, p(l)0 , λ˜(l)]
=
I∑
i=1
E[l(p0; yi0)|ui0, p(l)0 ] + E[l(λ˜; yi)|ui, p(l)0 , λ˜(l)]. (4.7)
The target function in (4.7) can be calculated in two parts. First,
E[l(p0; yi0)|ui0, p(l)0 ] = E(yi0|ui0; p(l)0 )logp0 + (1− E(yi0|ui0; p(l)0 ))log(1− p0),
where
E(yi0|ui0; p(l)0 ) = p(yi0 = 1|ui0; p(l)0 )
=
p(ui0|yi0 = 1)p(yi0 = 1)
p(ui0; p
(l)
0 )
p(ui0; p
(l)
0 ) = p
(l)
0 γ
ui0
1 (1− γ1)1−ui0 + (1− p(l)0 )(1− γ0)ui0γ1−ui00 .
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E[l(p0; yi0)|ui0, p(l)0 ] = log(p0)
p
(l)
0 γ
ui0
1 (1− γ1)1−ui0
p(ui0; p
(l)
0 )
+ log(1− p0)
(
1− p
(l)
0 γ
ui0
1 (1− γ1)1−ui0
p(ui0; p
(l)
0 )
)
= log
(
p0
1− p0
)
p
(l)
0 γ
ui0
1 (1− γ1)1−ui0
p(ui0; p
(l)
0 )
+ log(1− p0). (4.8)
Second,
E[l(λ˜; yi)|ui; p(l)0 , λ˜(l)] =
K∑
k=1
E
{[
yiklog(1− e−λk)− λk(1− yik)
]
(1− yi,k−1)|ui; p(l)0 , λ˜(l)
}
=
K∑
k=1
{
0 · p(yi,k−1 = 1, yik = 1|ui; p(l)0 , λ˜(l))
+0 · p(yi,k−1 = 1, yik = 0|ui; p(l)0 , λ˜(l))
+log(1− e−λk)p(yi,k−1 = 0, yik = 1|ui; p(l)0 , λ˜(l))
+log(e−λk)p(yi,k−1 = 0, yik = 0|ui; p(l)0 , λ˜(l))
}
=
K∑
k=1
{
log(1− e−λk)p(yi,k−1 = 0, yik = 1|ui; p(l)0 , λ˜(l))
−λkp(yi,k−1 = 0, yik = 0|ui; p(l)0 , λ˜(l))
}
(4.9)
Based on the updated estimates in l-th iteration p
(l)
0 and λ˜
(l),
p(yi,k−1 = 0, yik = 1|ui; p(l)0 , λ˜(l)) =
f(yi,k−1 = 0, yik = 1,ui; p
(l)
0 , λ˜
(l))
p(ui; p
(l)
0 , λ˜
(l))
p(yi,k−1 = 0, yik = 0|ui; p(l)0 , λ˜(l)) =
f(yi,k−1 = 0, yik = 0,ui; p
(l)
0 , λ˜
(l))
p(ui; p
(l)
0 , λ˜
(l))
(4.10)
The calculation of the conditional probabilities in (4.10) are tricky. In general,
f(yi,k−1 = m, yik = n,ui; p
(l)
0 , λ˜
(l)) =
K∏
k=1
f(uik|yik)
{ ∑
y
ik
′
:k
′ 6=k−1,k
f(yik′ , yi,k−1, yik)
}
(4.11)
Specially with the model setup in this paper, m,n take values in {0, 1}. Additionally, based on the
model assumptions, if yik = 0, then yik′ = 0 for all k
′ ≤ k, if yik = 1, then yik′ = 1 for all k
′ ≥ k.
Then the summation in (4.11) can be simplified to:∑
y
ik
′
:k
′ 6=k−1,k
f(yik′ , yi,k−1 = 0, yi,k = 1) = f
(
{yik′ = 0 : k
′
< k − 1}, yi,k−1 = 0, yik = 1, {yik” = 1 : k” > k}
)
,
∑
y
ik
′
:k
′ 6=k−1,k
f(yik′ , yi,k−1 = 0, yi,k = 0) =
∑
y
ik”:k”>k
f
(
{yik′ = 0 : k
′
< k − 1}, yi,k−1 = 0, yik = 0, yik”
)
.
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The marginal likelihood of observed ui can be calculated in (4.12) and the conditional expec-
tation in (4.9) can be calculated. The M-step consists of choosing the values of p0 and λ˜ that
maximize Q(p0, λ˜|p(l)0 , λ˜(l)), where p(l)0 , λ˜(l) are the values of the parameters after l-th iteration. p0
can be updated by maximizing the conditional expectation in (4.8). With the monotone increasing
restriction on λ˜, the estimations can be obtained through a isotonic regression problem described
in Section 3.2.
p(ui; p
(l)
0 , λ˜
(l)) =
∑
yi
K∏
k=1
f(uik|yik)f(yi1, ..., yiK). (4.12)
p
(l+1)
0 =
1
I
p
(l)
0 γ
ui0
1 (1− γ1)1−ui0
p(ui0; p
(l)
0 )
. (4.13)
4.3.2 The generalized isotonic regression
The isotonic regression problem is to minimize
∑M
i=1(gi−xi)2wi subject to restrictions x1 ≤ x2 ≤
... ≤ xM with wi > 0 and given gi. The isotonic regression has solved many restricted maximum
likelihood estimation problems. To apply the principle of isotonic regression to maximizing the
conditional expectation in (4.9), we use the generalized isotonic regression idea in Barlow and
Brunk (1972).
Let g and w > 0 be given functions on Ω = {1, 2, ...,K} with g = (g1, ..., gK) and w =
(w1, ..., wK). Let Φ be a proper convex function and isotonic constraint on λ˜ as λ1 ≤ λ2 ≤ ... ≤ λK .
Then the problem
Minimizeλ˜
K∑
k=1
[Φ(λk)− gkλk]wk, (4.14)
is called a generalized isotonic regression problem. Notice that if Φ(λk) = λ
2
k/2, the above problem
is equivalent to the isotonic regression problem:
Minimizeλ˜
K∑
k=1
(
λ2k
2
− gkλk
)
wk = Minimizeλ˜
{1
2
K∑
k=1
(λk − gk)2wk
}
− 1
2
K∑
k=1
g2kwk,
and these two optimization problems have the same minimizer.
Theorem 1: Let Φ be a proper convex function and φ is its derivative. Suppose the range of
g is in the effective domain of φ−1 where g is a given function on Ω. Then λ∗k = φ
−1(g∗k) is the
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solution for the problem in (4.14) and g∗k is given by g
∗
k = mint≥kmaxs≤k
{∑t
r=s grwr/
∑t
r=swr
}
.
Notice that the minimizing function is unique if Φ is strictly convex. To solve the constrained
maximization of (4.9), let
Ak = p(yi,k−1 = 0, yik = 1|ui; p(l)0 , λ˜(l))
Bk = p(yi,k−1 = 0, yik = 0|ui; p(l)0 , λ˜(l))
so that the conditional expectation in (4.9) can be denoted as:
E
[
l(λ˜; yi)|ui, p(l)0 , λ˜(l)
]
=
K∑
k=1
{
log(1− e−λk)Ak − λkBk
}
.
Based on the theorem described above, we have
minλ˜E
[
l(λ˜; yi)|ui, p(l)0 , λ˜(l)
]
= minλ˜
K∑
k=1
{
−log(1− e−λk)Ak + λkBk
}
≡ minλ˜
K∑
k=1
{
−log(1− e−λk) + λkBk
Ak
}
Ak, (4.15)
with a monotone increasing restriction on hazards λ1 ≤ λ2 ≤ ... ≤ λK . Letting Φ(λ) = −log(1 −
e−λ), it can be proved that Φ(λ) is a proper convex function for λ > 0.
Proof: A function is said to be convex if its matrix of second derivatives is positive semidefinite
over the entire parameter space. The first derivative of Φ(λ) is φ(λ) = −e−λ/(1−e−λ). The second
derivative is φ”(λ) = e−λ/(1− e−λ)2 and φ”(λ) ≥ 0 over the parameter space of λ > 0.
The derivative φ(λ) = −e−λ/(1 − e−λ) and the inverse function is φ−1(λ) = −log [λ/(1− λ)].
Define gk = −Bk/Ak and wk = Ak. Then the problem in (4.15) is a general isotonic regression
problem and according to Theorem 1, we can calculate
g∗k = mint≥kmaxs≤k
∑t
r=s grwr∑t
r=swr
,
and λk can be updated as
λ
(l+1)
k = φ
−1(g∗k) = −log
( g∗k
g∗k − 1
)
.
The updated values will be used in E-step to update the target function Q(p0, λ˜|p(l+1)0 , λ˜(l+1)).
Repeat the procedure until some convergence criterion is met.
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4.3.3 Bootstrap confidence intervals for estimated hazard functions
For the estimates of the hazard functions developed in the previous section, some measures of the
variability is necessary. The bootstrap method can be expected to provide approximate confidence
intervals. These are confidence intervals for the expected value of the estimate and display its
variability. However, they should not be mistakenly interpreted as confidence intervals for the true
hazard function. In this section, we use the simple percentile method and the bias-corrected and
accelerated (BCa) method to construct confidence intervals for the estimated hazard functions. The
simple percentile bootstrap procedure in Efron (1981, 1982) is transformation invariant and easy to
implement, however, confidence intervals based on the percentile method might not be symmetric,
and some justification for bias is needed. The BCa method (Efron, 1987) requires some analog of
the jackknife and is expected to have better coverage probability.
The simple percentile interval can be constructed via a parametric bootstrap. B bootstrap
samples (y
∗(b)
i ,u
∗(b)
i ), b = 1, ..., B; i = 1, ..., I are simulated from the fitted PEX model using the
ML estimate θˆ = (pˆ0,
ˆ˜
λ). The bootstrap estimates θˆ∗b can be calculated from the simulated data
and the 100(1− α)% simple percentile bootstrap confidence interval for θ is
[θ∗α/2, θ
∗
1−α/2],
where θ∗q generically denotes the q quantile of the bootstrap realizations θ∗1, ..., θ∗B. If the bootstrap
distribution is symmetric and centered on the ML estimate, the simple percentile method will
perform well. Otherwise, we use the BCa method to adjust for bias and skewness. The bias in the
bootstrap distribution can be adjusted by the constant
zˆ0 = Φ
−1[#(θˆ∗ < θˆ)/B],
where #(θˆ∗ < θˆ)/B denotes the proportion of the B bootstrap samples for which the bootstrap
estimate θˆ∗ is less than the MLE θˆ from the original data. Additionally, the skewness can be
adjusted by using an acceleration constant a, which can be approximated as
aˆ =
∑I
i=1(θˆ(.) − θˆ(i))3
6(
∑I
i=1(θˆ(.) − θˆ(i))2)3/2
,
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where θˆ(i) is estimated from the original sample with the i-th subject ui deleted and θˆ(.) =∑I
i=1 θˆ(i)/I. Then the 100(1− α)% BCa interval for θˆ is
[θ∗α˜1 , θ
∗
α˜2 ],
where
α˜1 = Φ
(
zˆ0 +
zˆ0 − z1−α/2
1− aˆ(zˆ0 − z1−α/2)
)
α˜2 = Φ
(
zˆ0 +
zˆ0 + z1−α/2
1− aˆ(zˆ0 + z1−α/2)
)
4.4 Application
Monitoring disease over time is an important subject in the animal disease surveillance. In
this section, the proposed piecewise exponential model with monotonic increasing hazard function
is applied to a dataset based on oral fluid samples collected from a disease surveillance system.
Approximately 12,150 pigs in 10 wean-to-finish barns on 10 different farms are under the study.
Observations are obtained from oral fluid samples collected from 6 pens at each barn starting at the
time of pig placement, about 3 weeks of age, and thereafter at 2-week intervals for a period of 18
weeks. Oral fluid specimens are primarily collected by persons working on-site and then mailed to
the diagnostic laboratory to be tested for the virus of interest (PRRSV) using PCR-based assays.
Additionally, the newly born pigs (observations for the first 3 time points) are assumed to have
maternal antibody and the single PRRSV PCR positive oral fluid is considered a false positive and
reclassified as negative, so the data for the first 3 time points need to be deleted. Thus there are 7
sampling points for collecting the samples for each subject.
Because the 10 barns are on 10 different farms and the samples are taken from six randomly
selected pens within each barn, we can treat the samples as independent subjects and let λk
denote the hazard of a healthy subject being diseased during time interval {τk−1, τk}, k = 1, 2, ..., 6.
Because PRRSV is an infectious disease, as time goes on, the probability of a healthy animal
being diseased becomes larger. A monotone increasing restriction is put on the piecewise constant
hazards λk, i.e. λ1 ≤ λ2 ≤ ... ≤ λK . The proposed estimation method using the EM algorithm and
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isotonic regression in Section 2 is applied. The adjusted bootstrap confidence interval is calculated
for the estimated hazards. The estimation results are shown in Table 4.1 and Figure 4.2 (a). For
model comparison, we use three candidate models on the same dataset and compare the estimation
results. The first one does not consider misclassification, but requires isotonic constraints on the
hazard functions. The second one considers misclassification, but doesn’t have isotonic restriction.
The third one is a simple estimation from the raw data with neither misclassification nor isotonic
regression considered, hence can be treated as a raw estimation of the model parameters. Further
investigation into these three models is shown in Section 5, here we show the estimation results
from all four models in Figure 4.2 for comparison.
From Table 4.1, the initial probability of the animals being diseased at the beginning of the
sampling period is high as 0.64. The estimated hazard of a healthy animal becoming diseased
increases overtime and the estimates are all significantly different from zero based on the 95%
bootstrap intervals. To further interpret the results, we can calculate the probability of a healthy
animal becoming diseased during the time period [τk−1, τk] as pk = 1−exp(−λk). At the beginning
of the study, the probability is as low as p1 = 1 − exp(−0.178) = 0.16. Gradually as more
animals are diseased, the probability increases to p6 = 1 − exp(−1.25) = 0.7. This result offers
a reasonable interpretation of the data as we can see; during the last sampling period, almost all
animals are diseased. From Figure 4.2 (b), it is clear that when no misclassification is considered,
Model 2 and Model 4 tend to provide larger parameters estimates. Both the proposed model
(Model 1) and Model 3 consider the misclassification in the observed outcomes; thus they provide
similar estimation results. However, Model 3 does not have monotone increasing restrictions on
the hazard functions; thus the estimations are not strictly increasing and have a sudden drop in
hazard estimates during the fourth sampling week.
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Table 4.1: Estimation results for model parameters and the 95% adjusted bootstrap confidence
intervals for Model 1.
Parameter Estimate 95% Adjusted Bootstrap CI
p0 0.64 [0.4886, 0.7727]
λ1 0.178 [0.0032, 0.4695]
λ2 0.225 [0.0468, 0.4735]
λ3 0.314 [0.1355, 0.6042]
λ4 0.314 [0.1049, 0.5061]
λ5 0.314 [0.0533, 0.4643]
λ6 1.250 [0.3588, 3.0670]
4.5 Simulation Study
4.5.1 Simulation setup for all candidate models
A simulation study was run to evaluate the performance of the model and the estimation
method. The misclassification parameters were set as r1 = 0.9, r0 = 0.98. 1000 simulations were
run with p0 = 0.6 and λ˜ = c(0.2, 0.3, 0.4, 0.4, 0.6, 1). In order to mimic the true situation as in
application, we choose two hazard functions that are of the same value (both take values as 0.4).
In this way, we are able to show that the monotone restriction on hazard function is necessary and
if not considered, the parameter estimates may move in the wrong direction. We ran simulations
for different numbers of subjects I = c(60, 100, 500), with each subject sampled for K = 7 times.
Three candidate models were run to compare to the proposed model and estimation results were
compared in the simulation study.
(1) Model 1: Estimation with misclassification and the isotonic constraint (Proposed model).
(2) Model 2: Estimation with isotonic constraint but no misclassification considered.
l(y˜; p0, λ˜) =
I∑
i=1
l(yi; p0, λ˜)
=
∑
i
yi0log(p0) + (1− yi0)log(1− p0) +
∑
i
K∑
k=1
{
yiklog(1− e−λk)− λk(1− yik)
}
(1− yi,k−1)
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Then we maximize l(y˜; p0, λ˜) to get the ML estimate of p0 and λ˜, so pˆ0 = 1/(IJ)
∑
i yi0. That
is, we solve
maxλ˜
K∑
k=1
{∑
i
[yiklog(1− e−λk)− λk(1− yik)](1− yi,k−1)
}
(4.16)
with the restriction λ1 ≤ λ2 ≤ ... ≤ λK to get estimates of λk, k = 1...,K. Letting Ak =∑
i yik(1− yi,k−1) and Bk =
∑
i(1− yik)(1− yi,k−1), the problem in (11) is equal to
maxλ˜
K∑
k=1
{
log(1− e−λk)Ak − λkBk
}
≡ minλ˜
K∑
k=1
{
−log(1− e−λk)Ak + λkBk
}
= minλ˜
K∑
k=1
{
−log(1− e−λk) + λkBk
Ak
}
Ak
Similar to problem (6) described in section 2.3, let gk = −Bk/Ak and wk = Ak, calculate
g∗k = mint≥kmaxs≤k
∑t
r=s grwr/
∑t
r=swr and the estimation for λk can be calculated as λˆk =
−log [g∗k/(g∗k − 1)].
(3) Model 3: Estimation with misclassification but no isotonic constraint.
In this model, when no isotonic constraint is put on the hazard function λ˜, the EM algorithm is
used to estimate the parameters, while the target function Q(p0, λ˜|p(l)0 , λ˜(l)) can be maximized
by solving the score functions,
p
(l+1)
0 =
1
IJ
p
(l)
0 γ
ui0
1 (1− γ1)1−ui0
p(ui0; p
(l)
0 )
λ
(l+1)
k ←
e−λk
1− e−λkAk −Bk = 0
where Ak and Bk are defined as in Section 2.3.
(4) Model 4: Estimation with no misclassification and no isotonic constraint.
This is the simplest model, where pˆ0 =
1
I yi0 and λˆk =
ek
nk−1(τk−τk−1) , where ek is the number
of subjects that will expire by time τk, nk−1 is the number of subjects who have not expired
by time τk−1 and have remained in the study.
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4.5.2 Coverage probability for bootstrap confidence interval
For the proposed model (Model 1) with misclassification and monotonic increasing restrictions,
we evaluate the two-sided 95% BCa bootstrap confidence interval as described in Section 4.3.3.
Different number of subjects I = c(60, 100, 500) are used and the coverage probabilities are approx-
imated for each parameter. A total 1, 000 sets of data are generated using a set of true parameter
values p0 = 0.6 and λ˜ = c(0.2, 0.3, 0.4, 0.4, 0.6, 1). The coverage probability is computed as the
proportion of simulation runs for which the lower endpoint of the BCa bootstrap interval is less
than the true value of the parameters and the upper endpoint of the interval is greater than the true
value of the parameters. As Efron and Tibshirani (1994) recommended, the number of bootstrap
samples used here is B = 2, 000. We compare the estimated coverage probability with the 95% nom-
inal level. The Monte Carlo margin of error is approximately 1.96[0.05(1− 0.05)/1000]1/2 = 0.013,
or approximate 1%. A procedure is generally regarded as accurate as long as the error probabil-
ity is within ±1% error of the nominal level. Figure 4.3 shows the effect of sample size on the
approximated coverage probability for all model parameters, with a nominal level of 95%.
4.5.3 Simulation results
From the simulation results in Table 4.2 and Table 4.3, we can see that under different simulation
setups, the proposed model (Model 1) provides almost unbiased estimations for initial probability p0
and the hazard functions λk, k = 1, 2, ..., 6 using misclassified interval-censored data with monotone
restrictions on hazard functions. With sensitivity and specificity parameters set to γ1 = p(zit =
1|yit = 1) = 0.9, γ0 = p(zit = 0|yit = 0) = 0.98, Model 1 and Model 3 consider the misclassification
in observations, thus have smaller estimation bias than Model 2 and Model 4. In addition, the
proposed model (Model 1) shows smaller RMSE than Model 3 and since Model 3 doesn’t have
monotone restrictions on the hazard functions, 63% of the estimations for λ˜ are not monotone
increasing based on 1000 simulation results. We also run the four models with a different sensitivity
and specificity setup (γ1, γ0) = (0.8, 0.9), which introduces more misclassification error in the
observed outcomes. From the results in Table 4.3, we can see that as misclassification rates increase,
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the estimation bias in Model 2 increases, but Model 1 and Model 3 can still provide almost unbiased
estimations because these two models take into consideration the misclassification error. For Model
3, 71% of the estimations for λ˜ are not monotone increasing with (γ1, γ0) = (0.8, 0.9).
For the proposed model, we calculate the coverage probability for the BCa bootstrap confidence
intervals under different sample sizes and the results are shown in Figure 4.3. The nominal level is
95% with ± 1% error. We find that the sample size has a substantial effect on the performance of
the BCa bootstrap confidence interval. When the sample size is relatively small as 60, the coverage
probabilities of BCa bootstrap CIs for hazardsλ5 and λ6 are lower beyond the 1% error margin
of the nominal level. When the sample size increases, the coverage probabilities for all model
parameters become closer to the nominal 95% level. Specifically when sample size is big enough
as 500, the coverage probability for all parameters fell into the ±1% margin of error with nominal
level of 95%. A lot of the deviation here could be due to the Monte Carlo error.
4.6 Conclusions and Future Work
In this paper, we propose a two-level piecewise exponential model with monotone increasing
hazard functions to model the time-to-disease in an animal disease surveillance system. Observa-
tions are sampled in a weekly schedule so the data is interval censored. The piecewise exponential
model provides a flexible way to model the interval-censored data. In addition, with a monotone
increasing constraint on the hazard function, the model can capture the disease spread pattern,
i.e., as more animals getting diseased overtime, the hazard of a healthy animal becoming diseased
increases. The model also considers misclassification of the diagnostic test outcome and simulation
study shows that the model can provide robust estimation even when the sensitivity and specificity
of the diagnostic test are relatively far from perfection. The BCa bootstrap confidence interval has
good coverage accuracy with relatively large sample size. Overall, the proposed model is flexible
and not difficult to implement. Also the model is easy to interpret and could be extended to include
a monotone decreasing hazard function.
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Figure 4.3: Coverage probabilities for BCa bootstrap confidence intervals for all model parameters
versus the number of subjects. The black solid horizontal line indicates the nominal 95% level,
with 1% Monte Carlo margin of error as the horizontal dashed lines.
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CHAPTER 5. SUMMARY AND DISCUSSION
In this dissertation, we develop appropriate statistical models to monitor the dynamics of dis-
ease transmission in animal disease surveillance system. The three main chapters of this disser-
tation focus on three different models and statistical inferences for different disease surveillance
datasets, where observations are with misclassification. While we consider application of the mod-
els to specific surveillance data, the methods we propose can be applied in multiple areas involving
misclassified observations.
In Chapter 2, we propose a latent spatial piecewise exponential model to study interval-censored
disease surveillance data with time-varying covariates and misclassification. This proposed model
allows researchers to model disease spread among units and relate the transmission rate to the dis-
tance between units, even when the true disease status is unobserved. The model is interpretable,
flexible and straight-forward to implement. Our model allows the assessment of time-varying co-
variates, which were the latent disease status in our application. Simulation studies also show that
when observed outcomes are with misclassification, the proposed model works better in parame-
ter estimation then the model without misclassification. When applied to the PRRSV surveillance
data, the model results in significant model parameter estimates, thereby providing strong evidence
of distance related disease spread among pens within a barn. Once the disease spread pattern is
captured using the proposed model, it can be utilized for developing sampling guidelines, e.g.,
optimal sample size, sampling frequency and sample allocation to maximize the power of disease
detection at a minimal cost. The proposed model can be generalized easily to situations that differ-
ent subjects are sampled at different regular or irregular time points, and recurrent event data can
also be considered. Furthermore, whereas there are only three groups and the groups are assumed
to be independent from each other in this PRRSV surveillance data, modern production systems
have more hierarchies of structures, e.g., company → farm → barn → pen. These could be taken
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into account when evaluating disease spread at levels higher than the pen by collecting data at
multiple levels. All the above topics are the subjects of the on-going research.
In Chapter 3, we develop a new estimation method for the hidden Markov model with an
extension to mixed hidden Markov model, where a group level random effect is added to capture
inter-cluster heterogeneity. The proposed method provides a new frequentist way of parameter
estimation in the hidden Markov models by using the idea of parametric fractional imputation and
the Markov property and create new pairs of variables from a vector of observations to reduce the
number of imputed values needed. The proposed pairwise fractional imputation method imputes
all possible values for adjacent pairs in the HMM and it does not introduce any Monte Carlo
sampling errors in the E-step of the EM algorithm. Therefore, the resulting estimator achieves the
full efficiency. The proposed algorithm is further extended for parameter estimation in MHMM
and the performance on the variance component for random effect is actually pretty good when
cluster size is fair.
In Chapter 4, we further investigate into the piecewise exponential model with monotone in-
creasing hazard functions to model the time-to-disease in an animal disease surveillance system.
With the monotone increasing restriction on hazards, the proposed model provides a flexible way
to capture the disease spread pattern, i.e., as more animals getting diseased overtime, the hazard
of a healthy animal becoming diseased increases. The model also considers misclassification of the
diagnostic test outcome and simulation study shows that the proposed model can provide robust
estimation even when the sensitivity and specificity of the diagnostic test is relatively low. The BCa
bootstrap confidence interval shows good coverage accuracy properties, but the disadvantage is the
computational cost. Overall, the proposed model is flexible and straight-forward to implement,
also easy to interpret and can also be extended to include a monotone decreasing hazard function.
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