Abstract. Let Hq(d) be the Iwahori-Hecke algebra for the symmetric group, where q is a primitive lth root of unity. In this paper we develop a theory of support varieties which detects natural homological properties such as the complexity of modules. The theory the authors develop has a canonical description in an affine space where computations are tractable. The ideas involve the interplay with the computation of the cohomology ring due to Benson, Erdmann and Mikaelian, the theory of vertices due to Dipper and Du, and branching results for cohomology by Hemmer and Nakano. Calculations of support varieties and vertices are presented for permutation, Young and classes of Specht modules. Furthermore, a discussion of how the authors' results can be extended to other Hecke algebras for other classical groups is presented at the end of the paper.
1. Introduction 1.1. Support varieties have been developed in a variety of contexts that involve categories which are Frobenius (i.e., where injectivity and projectivity are equivalent) and have a monoidal tensor structure. The monoidal tensor structure generally arises from a Hopf structure on an underlying algebra. Examples of such categories include modules for finite group schemes, quantum groups and Lie superalgebras (cf. [FP1, FP2] [FPe], [NPal] , [BNPP] ). More recently, the key properties of support varieties have be used to create axiomatic support theory and tensor triangular geometry. Very little is known about extracting geometric properties from Frobenius categories where there is no underlying coproduct.
In this paper we will develop a support variety theory for the Iwahori-Hecke algebra for Weyl group for the symmetric group (i.e., type A), and for Hecke algebras for other classical groups. In general, the module category for Hecke algebras lacks a tensor structure. This presents major difficulties in executing important constructions. Our modified theory of support varieties differs from approaches proposed using the Hochschild cohomology (cf. [L] ). In those contexts, varieties can be defined, however it is not clear how (i) these varieties can be computed and (ii) how they can be used in the general theory. It is anticipated that our methods along with several recent developments in extending the theory in type A to other Weyl groups (cf. [DPS2, DPS3] ) might lead to a general finite generation results entailing the cohomology ring and the creation of a general theory of supports with realizations for arbitrary Hecke algebras.
The maps # and * are both involutions. We will also use the dual ∨ defined by:
For any H q (d)-module M one can define a dual module M * := Hom C (M, C), where the action of H q (d) is given by (hf )(m) := f (h * m). Let l be the smallest integer such that 1 + q + · · · + q l−1 = 0, and set l := ∞ if no such integer exists. If q ∈ C * is a primitive jth root of unity then l = j. Furthermore, if q is a not root of unity then H q (d) is semisimple.
Let Λ(d) := {λ d} be the set of all compositions of d and Λ + (d) := {λ ⊢ d} be the set of all partitions of d. Given two compositions λ, µ ∈ Λ(d) (resp. partitions), we denote µ λ (resp. µ ⊢ λ) if µ is finer than λ. A partition/composition λ of d is called l-parabolic if every part of λ is either 1 or l, and it is simple provided that exactly one part of λ is not 1 and all other parts are 1's.
A partition λ = (λ 1 , λ 2 , . . . ) is called l-restricted if λ i − λ i+1 ≤ l − 1 for all i. The set of the l-restricted partitions of d will be denoted by Λ + res (d). A partition λ is called l-regular if its transpose λ ′ is l-restricted. The set of all l-regular partitions of d is denoted by Λ + reg (d). 2.2. We refer the reader to [DJ1] and [Mat] for details about the representation theory of H q (d). The major classes of representations parallels those for the modular representation theory of the symmetric group. For each λ ∈ Λ + (d) there is a q-Specht module of the Hecke algebra H q (d), denoted by S λ . If λ ∈ Λ + reg (d) then S λ has a unique simple quotient denoted by D λ . One obtains a complete collection of non-isomorphic simple modules D λ for λ ∈ Λ + reg (d) for H q (d)-module in this way. These simple modules are self-dual and absolutely irreducible.
For a composition λ ∈ Λ(d), let Σ λ be the corresponding Young subgroup of Σ d , that is Σ λ ∼ = Σ λ 1 × Σ λ 2 × · · · . Associated to this Young subgroup there is a corresponding subalgebra of H q (d):
Define the permutation module
One also has the isomorphism M λ ∼ = ind
there is a unique indecomposable direct summand of M λ containing S λ that is the Young module Y λ . All other summands are Young modules whose partitions are strictly greater than λ in the dominance ordering. Furthermore, Y λ ∼ = Y µ if and only if λ = µ.
The Hecke algebra H q (d) has two one-dimensional representations [Mat, 1. 14], which we denote C and sgn, given by:
When q = 1 these specialize to the usual trivial and sign representations of CΣ d .
In general the tensor product of two
is not a Hopf algebra. However the automorphism # lets us define, for each H q (d)-module M , a new module M # with the same underlying vector space and with action given by h • m := h # m. This specializes for q = 1 to tensoring with the sign representation. This is denoted by M ⊗ sgn := M # .
The simple H q (d)-modules can also be indexed by Λ + res (d). For λ ∈ Λ + res (d) denote the corresponding simple module by D λ . It is a fact that D λ = soc Hq(d) (S λ ). The relationship between these two labellings is given by:
We remark that that tensoring with the sign representation turns Specht modules into dual Specht modules and vice-versa (cf. [J1, 6.7] , [Mat, Exer. 3 .14]):
3. Transfer and Cohomology 3.1. We begin by defining the notion of transfer for Hecke algebras and state one of the main results that involves the decomposition of induced modules. For an algebra A and an
Let λ be a composition and µ, ν λ be two subcompositions. We abuse the notation by letting Σ λ /Σ µ , Σ ν \Σ λ and Σ ν \Σ λ /Σ µ denote the set of distinguished left/right/double coset representatives, respectively. For a distinguished double coset representative w ∈ Σ ν \Σ λ /Σ µ , Σ ν ∩ Σ w µ is always a Young subgroup. More precisely, there exists a unique subcomposition of λ, denoted by ν ∩ µ w λ, such that Σ ν∩µ w = Σ ν ∩ Σ w µ , where Σ w µ := wΣ µ w −1 . One has a restriction map res λ,µ : M Hq(λ) ֒→ M Hq(µ) .
Definition 3.1.1 ( [Jo, L] ). Let µ λ be two compositions. For a H q (λ)-H q (λ)-bimodule M , the transfer map tr µ,λ : M Hq(µ) → M Hq(λ) is defined as follow:
Theorem 3.1.2 (Mackey Decomposition, [Jo, Theorem 2.29, 2.30] 
Moreover, for an m ∈ M Hq(µ) ,
3.2. For H q (λ)-modules M and N , the transfer map on the H q (λ)-H q (λ)-bimodule Hom C (M, N ) induces the transfer map on extension groups:
, and the restriction map on Hom C (M, N ) induces the restriction map:
The restriction map might be omitted when it is clear from the context. For instance, for α ∈ Ext • Hq(λ) (M, N ), we use the shorthand convention: tr µ,λ (α) := tr µ,λ res λ,µ (α).
Proposition 3.2.1. Let λ be a composition, and let
(b) See [Du, Theorem 2.7] .
(c) Using the same arguments in (a), we can show that for every w ∈ Σ λ , βT w = T w β. So,
(d) The result follows from similar arguments in (c).
(e) For every w 1 ∈ Σ λ /Σ µ and w 2 ∈ Σ µ /Σ ν , it is clear that w 1 w 2 ∈ Σ λ /Σ ν . So,
(f) Viewing α as an element in Hom H(µ) (M ′ 1 , M 2 ), the result follows from applying Theorem 3.1.2 to Hom H(µ) (M ′ 1 , M 2 ). (g) We calculate left hand side of (g) as follow:
Similarly, using (c), (f), (d) and (e), we get the other identity.
(h) We apply induction on µ with respect to the partial order . In the case that µ is the trivial composition (1, 1, . . . ), Ext
• Hq(µ) (C, C) ∼ = C, hence the result holds trivially. Suppose that µ is nontrivial and the result holds for all proper subcomposition of µ. For each w ∈ Σ µ \Σ λ /Σ µ , since there are no non-trivial normal Young subgroup of Σ µ , µ ∩ µ w is a proper subcomposition of µ, hence by induction hypothesis, there exists α w,ν ∈ Ext
w . This conjugation by T w gives a map Ext
Proof. Since T w ∈ H q (λ), T w commutes with α, so 
for some x ν and y ν such that deg x ν = 2l − 2 and deg y ν = 2l − 3. Set x ν := y 2 ν when l = 2. The ring R ν has a reduced commutative subring
According to Lemma 3.3.1, we could choose x ν and y ν for all simple l-parabolic ν λ compatibly such that T w · x ν = x wν and T w · y ν = y wν for where w is the double coset representative in Σ ν \Σ λ /Σ ν and wν λ is the unique simple l-parabolic subcomposition such that Σ w ν = Σ wν .
Theorem 4.1.1. Let λ = (λ 1 , . . . , λ m ) n be a composition and set λ/l := (⌊λ 1 /l⌋, . . . , ⌊λ m /l⌋). Let µ λ be a maximal l-parabolic subcomposition. The following statements hold.
(a) The restriction map res λ,µ induces an isomorphism
where ν 1 , . . . , ν ⌊n/l⌋ are all simple l-parabolic subcomposition of µ. Moreover, the induced isomorphism
is independent of the choice of µ. (b) Under the isomorphism above,
hence it is enough to prove the result of res λ,µ for the trivial partition λ = (n). Let ν ⊢ n be an l-parabolic partition conjugate to µ. The isomorphism induced by res λ,ν has been proved in [BEM] . By Proposition 3.3.1, res λ,µ and res λ,ν induce the same isomorphism.
So, it suffices to prove the result for partition λ where every part is a multiple of l, and µ is a maximal l-parabolic partition. Since res (n),µ = res λ,ν • res (n),λ and the restriction map res (n),µ is given by projection, the result follows.
For a composition λ, we set
where ν 1 , . . . , ν |λ/l| are all simple l-parabolic subcomposition of some maximal l-parabolic subcomposition µ of λ. By Theorem 4.1.1, R λ does not depend on the choice of µ, and it is a commutative reduced subring of R λ . Moreover, R λ is a finitely generated R λ -module.
Finite Generation:
For the remainder of this paper, assume that all modules for the Hecke algebra
Proof. (a) We can conclude this statement by applying the Künneth theorem and [BEM, Theorem 1.1].
(b) First consider the case when λ = (l). Then one can directly prove using explicit projective resolutions for H q (l) (cf. [KN, 5 .1]) that for any simple H q (l)-module, S, then H
• (H q (l), S) is a finitely generated R (l) -module. Now using induction on the composition length and the long exact sequence in cohomology, it follows the statement of (b) holds for a finitely generated H q (l)-module M .
Next consider the case when λ = (l a , 1 s ). Any simple H q (λ)-module is an outer tensor product S = S 1 ⊠ S 2 ⊠ · · · ⊠ S a ⊠ C s By the Künneth theorem,
which is a finitely generated R λ -module from the preceding paragraph. By an inductive argument on the composition length the statement holds for R (l a ,1 s ) . Now consider the case when λ = (d) and let µ = (l a , 1 s ) be a maximal l-parabolic partition of λ. According to Proposition 3.2.1(a)(b), the restriction map res λ,µ : H
is already shown to be finitely generated over R µ . Since R µ is finitely generated as a R λ -module, it follows that H
• (H q (µ), M ) is finitely generated over R λ . Therefore, by Proposition 3.2.1(a) the transfer map splits restriction and one can apply Proposition 3.2.1(h) to show that H
• (H q (d), M ) is finitely generated over R (d) .
Finally, let λ = (λ 1 , λ 2 , . . . , λ t ) be a partition of d. Any simple H q (λ)-module is an outer tensor product S = S 1 ⊠ S 2 ⊠ · · · ⊠ S t By the Künneth theorem and the fact that the finite generation statement holds for H(λ j ) for j = 1, 2, . . . , t, one can conclude that H
• (H q (λ), S) is a finitely generated R λ -module. Again by an inductive argument one can now conclude the statement of part (b).
4.3. Support Theory: Set W λ := MaxSpec R λ . According to Theorem 4.2.1 the set W λ is an affine homogeneous variety. Given M ∈ mod(H q (λ)), define the (relative) support variety W λ (M ) as the variety of the annihilator ideal, J Hq(λ) (C, M ), in R λ for its action on H
• (H q (λ), M ). These support varieties are closed, conical subvarieties of W λ . For each µ λ, there exists a restriction map in cohomology res * λ,µ : W µ → W λ which is induced by the inclusion of H q (µ) ≤ H q (λ). We can now formulate a definition for the support varieties for modules for H q (λ).
By using the functoriality of the restriction map and the fact that the restriction maps are finite maps, one can state the following proposition.
Next we present below several elementary properties of these support varieties. The proofs from [Ben, §5.7] can be used to verify these facts.
the symmetric group on three letters and σ ∈ Σ 3 then
The following proposition gives an simplification of the formulas given in Definition 4.3.1 via maximal l-parabolic subcompositions. 
(c) For any maximal l-parabolic subcomposition µ λ,
Proof. (a) Consider the transfer map
and the restriction map
According to 3.2.1(a) and (b), tr µ,λ • res λ,µ = a id for some unit a ∈ H q (λ) as an endomorphism of J Hq(λ) (C, M ). One has res * λ,µ • tr * µ,λ = id as an endomorphism of W µ (M ), from which the result follows. (b) For each µ λ, let µ ′ be a maximal l-parabolic subcomposition of µ. Therefore, by (a),
(c) The result follows from (b) and the fact that every l-parabolic subcomposition of λ is contained in a given maximal l-parabolic subcomposition up to conjugacy.
Varieties and Induction:
The following proposition states how relative support behave under induction.
Proposition 4.4.1. Let ν, µ, λ be three compositions such that µ λ and M ∈ mod(H q (µ)).
, where
Proof. (a) This follows by applying Frobenius reciprocity: Ext
The result follows from the following calculation.
(c) We proceed with the following calculation.
We end this section with a result that will useful for computing support varieties in the case when one has some information about the vertex of a module. In particular this will be applied in case of Young vertices.
Proof. Using Proposition 4.3.3(b) and 4.4.1(c), we obtain
It follows from the Definition 4.3.1 that
5. Rates of Growth 5.1. Complexity: Let {d n } n≥0 be a sequence of non-negative integers. The rate of growth r(d • ) of this sequence is the smallest non-negative integer c for which there exists a positive real number
Alperin [A, §4] first defined the notion of complexity of modules for finite groups. We can also state this for Hecke algebras. Our goal will be to relate the complexity to the dimension of the support varieties defined in the previous section.
Definition 5.1.1. Let M ∈ mod(H q (d)) and let
5.2. For Hecke algebras the conventional proofs to relate the dimension of the support variety to (i) the rate of growth of certain extension groups and (ii) the complexity of the module do not work because of the absence of the tensor product (i.e., a coproduct structure on H q (d)).
We first prove that the complexity can still be interpreted as the rate of growth of certain Ext-groups related to taking the direct sum of simple, Specht, Young and permutation modules.
Proof. (a) = (b)
. This follows by using the standard arguments (cf. [Ben, Prop. 5.3.5 
]). (c) ≤ (b), (d) ≤ (b)
. One can apply [Ben, Prop. 5.3 .5] to deduce these statements.
(b) ≤ (c). This will be proved by using induction on the dominance order of partitions. Set s := r(Ext
By induction suppose that for every µ ⊲ τ , we know r(Ext
There exists a short exact sequence of the form
with N having composition factors of the form D µ with µ ⊲ τ . Therefore,
. This statement will be proved in a similar fashion as above. Set
Let λ be maximal with respect to so Y λ = S λ and r(Ext
There is a short exact sequence of the form
with Z having a Specht filtration with factors of the form S µ with µ ⊲ τ . Consequently,
(d) = (e). The statement follows because every Young module appears as a summand of a permutation module, and the summands of the permutation modules are Young modules.
Complexity and Support Varieties.
We now can relate the complexity of modules in mod(H q (d))) to the dimension of their support varieties. Furthermore, every module in H q (d)) has complexity less than the complexity of the trivial module. Note that for Hopf algebras this is an easy consequence of tensoring a minimal projective resolution of the trivial module by the given module M .
Next by using the argument given in [Ev, ] one has r(Ext
According to Theorem 5.2.1 and Frobenius reciprocity,
6. Permutation and Young modules 6.1. In this section we will use our established properties on complexity and support varieties, in addition to the theory of Young vertices, to give an formula for the complexities of the permutation modules {M λ } and the Young modules {Y λ }. This is accomplished by first determining their support varieties as images of the map res * d,λ (resp. res * d,ρ(λ) ) on the support varieties of the trivial module.
Let ⌊ ⌋ denote the floor function. Note that the Krull dimension of the cohomology ring H
• (H q (d)), C) or equivalently dim V Hq(d) (C) is ⌊d/l⌋. We can now determine the complexity and support varieties for the permutation modules M λ :
Proposition 6.1.1. Let λ = (λ 1 , . . . , λ s ) d and M λ be a permutation module for 
The partition λ [0] can be obtained by successively striping horizontal rim l-hooks from λ, and |λ [1] | is the number of such hooks removed. 
Proof. Part (a) follows from Proposition 4.4.2. In order to prove (b) take the dimension on both sides of (a) and recall from Proposition 4.3.2 that res * (d),ρ(λ) preserves dimension, and the dimension of the support variety of the trivial module is also determined in Theorem 4.1.1.
As a consequence of the aforementioned theorem, we recover the well-known fact that Y λ is projective exactly when λ is p-restricted. Furthermore, from Theorem 6.2.1(b), one can see that for a block B of weight w, there are Young modules in B of every possible complexity {0, 1, . . . , w}. The following result characterizes Young module of complexity one.
Corollary 6.2.2. A nonprojective Young module Y λ has complexity one if and only if λ is of the form
Proof. From Theorem 6.2.1, λ [1] = 1 precisely when the l-adic expansion of λ has the form
Recall that a module is called periodic if it admits a periodic projective resolution. From the definition of complexity it is easy to see that if M is a finite-dimensional periodic H q (d)-module then c Hq(d) (M ) = 1. However, it is not clear whether the converse holds. For finite groups the known proofs depend on using the coalgebra structure on the group algebra which allows one to put an action on the tensor products of modules.
6.3. In this section we will apply our prior computation for Young modules to give an explicit description for the location of the support varieties for modules in a block B of
We remark that all the composition factors of a given Specht module lie in the same block. Note that by Nakayama rule, B λ = B µ if and only if they have the same l-core.
Now suppose B µ is a block of H q (d) with weight w and l-coreμ 
where
That is, the Young vertices for the Young modules in a block are all contained in a unique vertex H q (ρ max ), which is the vertex for the Young module Yμ +(lw) . Define the support of the block to be
We now give a precise location for the support variety for a block of the Hecke algebra H q (d).
Theorem 6.3.1. Let B λ be a block of H q (d) of weight w and let M be a finite-dimensional module in B λ . Let ρ := ρ max for the block B λ . Then:
Proof. (a): Since S µ has a filtration with sections being irreducible module and Y µ has a filtration with sections being Specht modules, one has using the definition of support in Section 4.3,
For the other inclusion, one needs to apply the ordering of factors on these filtrations. From Theorem 5.2.1, we have exact sequences of the form
where the composition factors in N are of the form D µ with µ ⊲ τ . By induction we can assume that
and Proposition 4.3.3, it follows that
A similar inductive argument using (5.2.2) can be used to prove that
. Now by analysis prior to the statement of the theorem, 7. Specht Modules, Vertices, and Cohomology 7.1. In this section, we will consider the question of computing vertices for Specht modules. This will entail introducing a graded dimension for Specht modules, in addition to, considering the relative cohomology for Hecke algebras of Young subgroups.
7.2. Weights of Partitions. For a partition λ and a natural number l, the l-weight of λ, denoted by wt l λ, is the number of l-hooks that we could consecutively remove from the partition λ to reach the l-core of λ, denoted by core l λ. For a natural number n, we set the l-weight of n to be the l-weight of the trivial partition (n), so wt l n = wt l (n) = ⌊n/l⌋. It is clear that |λ| = |core l λ| + lwt l λ. We say that λ has small l-core if |core l λ| < l.
Lemma 7.2.1. Let λ be a partition and l be a natural number. The number of hooks whose lengths are multiple of l is wt l (λ), the l-weight of λ.
Proof. We will prove the result with the help of l-abacus of partition λ. Suppose that λ = (λ 1 , . . . , λ r ), and let b i := λ i − b + r. The beads of the l-abacus occupies positions b i . Hooks of length multiple of l are in bijection with the moves of a bead at b i to an unoccupied position b i − lk, which is in the same runner with b i , for some k ≥ 1. The number of such moves is exactly the l-weight of λ.
7.3. Dimensions of Specht Modules. For an integer n, let the t-integer be [n] t := 1−t n 1−t . When t = 1, one applies limits to obtain [n] 1 = n. We will now define a graded version of the dimension for Specht modules (also referred to as the graded dimension) that will involve the divisibility of cyclotomic polynomials. For a partition λ, let
where I is the set of all hooks of λ and h i is the hook length of the hook i. By hook length formula, we have dim 1 S λ = dim S λ . The graded dimension of the partition λ is the generic degree of the partition λ up to a power of t [Car, §13.5] , and the graded dimension is a polynomial with nonnegative integer coefficients [Mac, §III.6 ].
Theorem 7.3.1. Let Φ l (t) be the l-th cyclotomic polynomial in t. Then, Proof. Let l be an arbitrary natural number. When l = 1, there are no factors Φ 1 (t) in dim t S λ , and wt 1 |λ| − wt 1 λ = 0. Now, assume that l ≥ 2. Applying Lemma 7.2.1 to the trivial partition (|λ|), the number of times Φ l (t) dividing the numerator of dim t S λ is wt l (|λ|) = wt l |λ|. Similarly, applying Lemma 7.2.1 to partition λ, the number of times Φ l (t) dividing the denominator dim t S λ is wt l λ. Therefore, Φ l (t) divides dim t S λ exactly wt l |λ| − wt l λ many times. When one specializes to t = 1, the result follows from the fact that Φ p r (1) = p when p is a prime, and Φ n (1) = 1 when n is not a prime power.
7.4. Relative Cohomology. In this subsection, we follow the constructions in [Ho] and provide discussion of relative cohomology for Hecke algebra. Let M be a H q (d)-module, and let λ d be a composition. An interesting problem would be to determine whether a suitable support variety theory can be established for the relative cohomology (H q (d), H q (λ)). 7.5. Vertices for some Specht Modules. We begin this section by discussing blocks and relative projectivity. By using the previous result on relative projectivity and information about the graded dimension one can obtain information about the vertex for Specht modules.
Theorem 7.5.2. Let λ be a partition, and ρ a := (l a , 1 |λ|−al ). Assume that l is prime. Then, the vertex of S λ is ρ a for some a that satisfies
In particular, if λ has small l r -core for r ≥ 2 then a = wt l λ.
Proof. It is shown in [DD, Section 1.8] that the vertex of an arbitrary module, particularly S λ , is of form ρ a for some natural number a.
Letρ a := (1 la , l wt l |λ|−a , 1 core l |λ| ). Since S λ is H q (ρ a )-projective,
The right hand side of the equation above is a free H q (ρ a )-module, so the left hand side S λ ↓ Hq(ρa) is a projective H q (ρ a )-module, and has dimension divisible by l wt l |λ|−a . Note that one can verify that the projective modules in H q (l) have dimension divisible by l by using their realization as Young modules. So, according to Theorem 7.3.1,
Therefore,
wt l r |core l r λ|.
Theorem 7.5.1 insures that the module S λ , which is in the block B λ , is relative H q (ρ wt l λ )-projective. If ρ a is the vertex of S λ , then ρ a ρ wt l , which implies that a ≤ wt l λ.
As a consequence of Theorem 7.5.2, one can compute the vertices for Specht modules for partitions whose some of the parts is less than l 2 .
Corollary 7.5.3. Let λ be a partition. Assume that l is prime. If |λ| < l 2 , then the vertex of S λ is (l wt l λ , 1 |core l λ| ).
Proof. For every r ≥ 2, |core l r λ| ≤ |λ| < l r , hence λ has small l r -core. The result follows from Theorem 7.5.2.
Remark 7.5.4. For the group algebra of symmetric groups kΣ d , [Lim] calculated the vertex and the support variety of S λ for many partitions, in particular, when |λ| < p 2 , where p is the characteristic of k, This can be used in conjunction with the realization of the cohomological support varieties as rank varieties to compute the complexity for Specht modules for symmetric groups in this case.
8. Connections to other Hecke algebras for other Weyl groups 8.1. Morita equivalence. We will apply our results for Hecke algebra for other classical groups. Our discussion will follow the one given in [BEM, Section 6] . In the case when the root system if of type B n (or C n ), the Hecke algebra involves two parameters Q an q. Let H q,Q (B n ) denote this Hecke algebra. For type D n the Hecke algebra involves one parameter and we will denote this Hecke algebra by H q (D n ).
Consider the following polynomials
We summarize the various Morita equivalence theorems for H q,Q (B n ) and H q (D n ) (cf. [DJ, (4.17) ], [P, (3.6 ) (3.7)]). 
Support theory for A(m).
Let n be even and set m = n/2. The algebra A(m) as defined in [Hu] is an example of a Z 2 -graded Clifford system (cf. [Hu, Section 4] ). Set B = A(m) and B + be the augmentation ideal of B. Furthermore, let A = H q ((m, m)) be the subalgebra in B corresponding to B 1 (in the Clifford system), and A + be its augmentation ideal. Then B · A + = A + · B. Now one can consider the quotient B = B//A ∼ = C[Z 2 ] (the group algebra of the cyclic group of order 2).
From [GK, 5.3 Proposition] , one can apply the spectral sequence and the fact that B is a semisimple algebra to show that
In fact one can show that H • (A, C) is an integral extension of H • (B, C). If M is a finitedimensional B-module, we will declare that V B (M ) := V A (M ) which is defined in Definition 4.3.1.
Next we will compare the notion of complexity in mod(B) versus mod (A) . Since B is a free A-module, any projective B-resolution restricts to a projective A-resolution, thus c B (M ) ≥ c A (M ). On the other hand, by [Hu, 4.4 Corollary], all simple B-modules are summands of simple A-modules induced to B. By applying the characterization of complexity given in Theorem 5.2.1(a)(b) and Frobenius reciprocity, one obtains c B (M ) = c A (M ). 8.3. Let E n be the algebras and f n := f n (Q, q) (resp. f n (q)) be the polynomials as described in Theorem 8.1.1 under the Morita equivalence with H q,Q (B n ) (resp. H q (D n )). For notational convenience, set
Let F (−) : Mod(H(Φ n )) → Mod(E n ) be functor that provides the equivalence of categories when f n is invertible. Under the equivalence of categories, one can define support varieties for modules over H(Φ n ) as follows. Let M be a finite-dimensional module for H(Φ n ). Then V H(Φn) (M ) = V En (F (M )).
The support varieties for E n can be obtained by taking the support varieties for Hecke algebras of type A. We have the following theorem that extends Corollary 5.3.1. Let L be the irreducible E n -module such that F (C) = T . Under the categorical equivalence, the trivial module C goes to the simple E n -module labelled by the partition ((n), ∅). The statement now follows because c H(Φn) (C) = dim V En (T ) = n l .
By using the Morita equivalence one can prove analogs of Theorem 6.3.1 for the blocks of H(Φ n ) and obtain the location of their support varieties for various modules. One can pose an interesting question if one can (i) extend the support variety theory for Hecke algebra of types B n and D n to even roots of unity, and (ii) if a theory of support varieties can be developed in for Hecke algebras of other Coxeter groups.
