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1Evaluating price-based demand response in practice
— with application to the EcoGrid EU Experiment
Guillaume Le Ray, Emil M. Larsen, Pierre Pinson, Senior Member, IEEE
Abstract—Increased emphasis is placed today on various types
of demand response, motivated by the integration of renewable
energy generation and efficiency improvements in electricity
markets. Some advocated for the development of price-based
approaches, where the conditional dynamic elasticity of final
users is exploited in the power system, e.g. for system balancing.
However, very few real-world experiments have been carried out
and price-based demand response has consistently been found
difficult to assess and quantify. It is our aim here to describe
an approach to do so, as motivated by the large-scale EcoGrid
EU experiment. In this project, 1900 houses were equipped with
smart meters and other automation devices in order to adapt
consumption to real-time electricity prices every five minutes,
while monitoring it with the same resolution. Our approach
first relies on the clustering of residential load observations that
behave similarly within a given experiment. Then, a clinical
testing approach, based on a test and a control group, is adapted
to assess whether price-responsive loads were actually responsive
or not. Interestingly, in the deployment phase of the project, the
results show that houses could be deemed price-responsive on
some test days, while results were inconclusive on some others.
Index Terms—Clustering, demand response, electric load mod-
elling, smart grid, time-series analysis.
I. INTRODUCTION
TARGETS TO increase the proportion of renewable en-ergy production to 27% by 2030 across all 28 EU mem-
ber states [1] present significant technical challenges, since
existing markets, services and technologies are unlikely to be
robust enough to cope with the expansion of variable power
generation, also with limited predictability. Among the various
options to support large-scale renewables penetration like wind
and solar power, Demand Response (DR) has emerged as a
popular approach, with its natural advantages and caveats [2].
Applications of DR as a system service are multiple, frequency
control [3], congestion management [4], distribution grid ser-
vices [5] and overall system balancing [6]. Some also discuss
long term impacts on the grid planning [6]. The Ecogrid EU
project is actually only using DR for overall system balancing.
Recent developments in that direction follow the concepts
of (i) direct control, where a higher-level operator would
somehow operate these electric loads, and (ii) control by price,
where advantage is taken of the elasticity and cross-elasticity
of electric power consumers. There obviously are obstacles
in rolling out DR, including the non-flexibility of demand [7]
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and the low participation due to information asymmetries [8].
Control by price has additional difficulties over direct control
due to the complexity in predicting response to price vari-
ations [9], although forecasting models and control schemes
that make effective use of them have been researched [10].
From articles presenting early DR program [11] to those re-
viewing DR state-state-of-the-art deployment [12]–[15], some
highlight problems of communication between the different
units during the implementation of DR programs resulting
in non-responsiveness of the controllers. However techniques
that can readily identify whether a set of electric loads is
price-responsive remain lacking, while this may be crucial in
practice. This issue is of particular relevance during the de-
ployment phase of demand response equipment and programs.
Indeed a logical subsequent step after deploying necessary
hardware and software is to control that the different elements
communicate as expected, react to the right information, or
simply to verify that the overall concept functions.
The present paper introduces a proposal test-control method
to assess whether or not electric loads are price-responsive or
not. The principle of comparing control and test groups has
been extensively used in the medical industry to evaluate the
efficiency of a treatment for over 200 years [16], and more
recently in the electricity field, industrials working on load
research practices have been using this approach to develop
Customer Base Line (CBL) and evaluate candidate customers
under DR [17]. This method has the advantage of having
both the candidate customers and CBL to be exposed to the
same weather conditions. Such an approach aims at assessing
through hypothesis testing whether loads are responsive or
not, which is a basic question to answer before aiming for
a quantification and characterization of that response.
Prior to undergoing this test-control analysis, electrical loads
are clustered based on similar behavior within a given exper-
iment (i.e., a test day with a given price profile). This allows
to identify electric loads that do not respond as expected,
while sorting subgroups of responsive households. Note that
here the terms ’household’ are used with the same meaning
as ’load’ and do not consider the consumer behavior as
the response is automated by a controller; when we write
’responsive loads’ or ’responsive households’ the reader should
read ’responsive controllers which have modified significantly
the electricity consumption’. The value of the clustering step
of our methodology also lies in the dimension reduction of the
problem since, instead of trying to assess whether each and
every household in a large-scale demand response experiment
(with 1000 households or more) is responsive or not, a fully
data-driven clustering step narrows down the analysis by
2focusing on a low number of subgroups of households with
similar dynamic characteristics. This may also be seen as
having the side benefit of pinpointing electric loads that could
be useful in providing specific grid services such as balancing
and congestion management, in view of the characteristics of
their response.
Existing literature related to clustering applications (also
referred to as segmentation) focuses on profiling, to group
the consumers with similar energy consumption patterns [18],
[19], or on modelling, to obtain more homogeneous data
to improve forecasting accuracy [20], [21]. However, similar
approaches using clustering to exclude electric loads that
are not responding to the price have not been found in the
literature, despite interest from industry in knowing whether a
smart controller is responsive or not [17].
The development of this methodology was originally mo-
tivated by, and then applied to, the EcoGrid EU demand
response experiment, in which 1900 houses and 100 industrial
loads receive new electricity prices every five minutes [22].
On the Danish island of Bornholm where the experiment
takes place, the majority of the participants have resistive
electric heating and heat pumps installed. Their controllability,
combined with the heat capacity of the buildings, yields
virtual electric power storage. Houses are equipped with
smart meters reporting consumption in real-time, as well as
a range of automated controllers that make provision of DR
convenient by enabling controllability of a wide range of
small-scale Distributed Energy Resources (DERs) in a cost-
efficient manner. The automated controllers are proprietary
and were developed by different companies. In this study,
they are therefore considered as black boxes. However, it is
known that these rely on state-of-the-art control techniques
used for DR, like hysteresis control and economic model
predictive control, allowing to schedule consumption optimally
considering weather and price forecasts, as well as customer
preferences in terms of comfort.
The prices seen by these electric loads originate from the
EcoGrid EU market. It was primarily designed to support
balancing when larger shares of renewables are present in the
power system, yielding additional and more variable balanc-
ing needs. In EcoGrid EU, knowledge of the power system
state is updated every five minutes. This higher temporal
resolution, compared to the hourly time units broadly used
in deregulated power systems today, naturally allow to better
adapt to dynamic balancing needs. Another key aspect of the
market is that it is bidless for demand, hence reducing risk
and increasing convenience for small customers who would
not otherwise participate. A full introduction to the market
behind price generation in the EcoGrid EU experiment is
given in [23]. The first phase of the EcoGrid EU project was
completed in early 2014, where price-responsive controllers
from two different manufacturers were installed in 1200
houses. The price-responsiveness of participants was analysed
and eventually validated using the clustering and test-control
methods presented here.
The paper is structured as following. Section II presents
the empirical framework of the experiment, with particular
emphasis on the data and various test-cases to be analyzed. Our
methodology is described in Section III, by first introducing
the clustering approach for identifying fully non-responsive
households and subgroups of responsive electric loads, fol-
lowed by the test-control method to assess whether these re-
ponsiveness can be seen as genuine price-responsiveness. The
results for the roll-out phase of the EcoGrid EU experiment
are used as an illustration in Section IV. The paper ends with
conclusions and perspectives for future work in Section V.
II. EMPIRICAL FRAMEWORK
The analysis is data-driven and the processes of generation
of the data used in this paper are described in the following
section. Details on how the controllers operate were kept
confidential by the manufacturers.
A. Data Presentation
The datasets consist of electricity consumption for each
candidate household with a resolution of 5 minutes. Real-time
price series have the same temporal resolution, allowing for the
joint analysis of the dynamics of both price and consumption
series. Only consumption related to space heating varies as a
function of prices based on the controllers deployed for heat
pumps and resistive electric heating.
B. Customer Base Line Generation
Throughout the initial phase of the demonstration, house-
holds were recruited and then made price-responsive gradually.
Some households had their automation disabled deliberately
by the central operator, while others had their automation
disabled due to reported technical problems. These households
were gathered and averaged to form the CBL. Due to the
random nature of technical problems, the composition of the
test and CBL groups varied from one test-case to the next.
Test and CBL groups also varied according to the number
of households using one of two control-equipment types and
according to different heating types (heat pump or resistive
electric heating). As the size of the CBL and participant groups
differ throughout the overall experiment, this influences the
resulting data analysis and especially the estimated confidence
intervals and hypothesis tests performed.
C. Test Cases Presentation
In order to test the controllers, test cases were designed to
stress and assess their price-responsiveness with extreme price
variations. As the energy consumption should be a function of
the price, a significant change in the electricity consumption
is expected when such extreme price variations occur [24].
More precisely, a variation in price is to be seen as an incentive
for modification of electricity consumption: upwards when the
price goes down, and downwards when the price goes up.
Table I and Fig. 1 gives a summary of the price variations
applied during each test case. All the test cases have the same
duration of 24 hours. The negative prices are strong incentives
to consume electricity send to controllers as they are making
money by doing so. In contrary high positive prices are design
to decrease immediately the consumption.
300:00 06:00 12:00 18:00 00:0003:00 09:00 15:00 21:00
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Fig. 1: Price signals broadcast during the different test cases
.
TABLE I: PRICE VARIATIONS DURING THE TEST-
CASES [24].
Test period Min / Max (C/MWh) Baseline (C/MWh) Test signal
25/10/2013 -53.7 / 148.0 47.2 Test 1
07/11/2013 -53.7 / 148.0 47.2 Test 2
21/11/2013 -61.3 / 140.3 39.4 Test 3
27/11/2013 37.4 / 41.4 39.4 Test 3
06/12/2013 -134.5 / 134.5 0 Test 5
10/12/2013 -134.5 / 134.5 0 Test 5
11/12/2013 -134.5 / 134.5 0 Test 5
12/12/2013 -134.5 / 134.5 0 Test 5
20/01/2014 -134.5 / 134.5 0 Test 5
21/01/2014 -134.5 / 134.5 0 Test 5
22/01/2014 -134.5 / 134.5 0 Test 5
23/01/2014 -134.5 / 134.5 0 Test 5
08/03/2014 -61.3 / 140.3 39.4 Test 3
11/03/2014 37.4 / 41.4 39.4 Test 3
09/04/2014 -61.3 / 140.3 39.4 Test 4
13/04/2014 -61.3 / 140.3 39.4 Test 4
III. METHODOLOGY FOR ASSESSING PRICE-RESPONSIVE
BEHAVIOR
A. A Non-supervised Classification for Dimension Reduction
and to Identify Sub-groups
A natural way to reduce dimension and to extract informa-
tion from a large and noisy dataset is to group it into more
homogeneous clusters. Each of these clusters exhibit more
homogeneous characteristics of its individuals than the overall
dataset does [25]. Consequently, clustering can be used to
exclude groups which could be considered as outliers [17]. In
addition, it emphasizes characteristic patterns in consumption,
which may implicitly include the consumption variations due
to changes in price.
As it is most likely the case for any real-world experiment,
it was observed within the EcoGrid EU demonstration that
uncertainty existed in the actual price-responsiveness of heat
appliance controllers during DR experiments. This may be due
to customers being able to interact with controllers - turning
them off or changing comfort settings. Other issues, e.g., bad
choice of location for temperature sensors used by controllers,
can also result in households not being responsive (or just a
little) at certain times. A number of other punctual technical
problems can affect the responsiveness of these heat appliance
controllers. Therefore, employing clustering for identifying
and isolating these outliers can focus our analysis on the DR
of well-functioning installations. On a more practical level it
generates a list of targets to troubleshoot for the technicians.
The time period (24 hours), the replications (16 tests) in the
experiment, the amplitude of the incentives and consequently
the amplitude of the responses leave little doubt that the largest
part of the consumption variation is from variations in the
controllers and not from changes in consumers preferences.
Clustering approaches have been extensively described in
the literature. The interested reader is for instance referred
to [26] for an overview of clustering algorithms and [25] for
applications in electric load analysis. Out of this wealth of
algorithms, the most suitable one to be used depends upon the
data setup and our a priori knowledge of the expected output
(e.g., the number of clusters to be obtained) [27]. Hierarchical
clustering permits to effectively choose the number of clusters,
a posteriori, according to the so-called dendrogram, which is
a clustering tree where the level of details (and the number of
clusters) is increasing as its branches are further divided. An
example dendrogram used to cluster 35 households in one of
the EcoGrid EU experiment is shown in Fig. 2. Hierarchical
clustering is a non-supervised classification method where
individuals are grouped according to their relative distances
in a similarity space determined by a set of variables [28].
Hierarchical clustering can be performed in an agglomerative
or divisive manner. The former approach starts with each
household as a cluster and ends up with one cluster (bottom-
up approach), while the latter one sees the whole set of
households as one cluster to start with and eventually ending
with each household as a cluster (top-down approach). Their
outputs are similar, but Hierarchical Agglomerative Clustering
(HAC) is known to be faster to compute.
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Fig. 2: dendrogram for the clustering of of 35 households in
one of the EcoGrid EU experiment. The red line indicates the
cut to be made to obtain 3 clusters.
4Here our households may naturally have different average
consumption levels depending on the house types, number of
inhabitants and human behavior. Consequently, some form of
alignment is needed to make them all comparable in order
to measure some kind of distances between them. However
the variance σ2i of the time-series from each household i
should not be affected, as the variability in amplitude of the
adjustment in consumption during DR events is of high impor-
tance. For each and every test case in the experiment, electric
power consumption series were centered on their average
consumption, by subtracting the mean consumption on a per-
household basis, over the entire test case. Considering the orig-
inal power consumption series x′i = {x′i,1, . . . , x′i,t, . . . , x′i,T }
for household i (i = 1, . . . , I), with t the time index, this reads
xi,t = x
′
i,t −
1
T
T∑
t=1
x′i,t, i = 1, . . . , I, t = 1, . . . , T (1)
xi = {xi,1, . . . , xi,t, . . . , xi,T } is the resulting centered power
consumption series for household i, with I the number of
households at time t. The series xi has the same dynamics
and amplitude as x′i, though centered on 0, thus allowing
to better compare the higher-order dynamics of the various
households [29], [30].
In our experimental framework, the hypothesis is that if a
household is active and receives a price variation during a DR
event, the consumption should be affected. The variation in
consumption is not expected the same for all houses because
of their prior status (e.g. temperature, controller setup), nev-
ertheless it should be possible to cluster similar patterns of
consumptions’ variation as they are expected to react. In that
context, the chosen distance for the clustering approach ought
to account for covariances between the consumption series. In
our experimental framework, the space we have to explore has
the dimension of the number of measurements performed in
time. With a temporal resolution of 5 minutes and a test case
duration typically of 24 hours, this translates to fairly large
dimensions. However, it is expected that power consumption
observations are serially correlated, i.e., not independent from
one time instant to others. In other words, the effective
dimension of the space within which the consumption patterns
are observed is clearly less than the number of time steps
T . The chosen distance for the clustering approach ought
to reflect that aspect. The Mahalanobis distance [31], which
fulfills this requirement, is then adopted. For two series xi and
xj , it is defined as
d(xi,xj) = (xi − xj)> S−1ij (xi − xj) (2)
where Sij is the covariance matrix between the two time-
series. However, the covariance matrix Sij may happen to be
singular when the number of households (I) is smaller or
about the same as the number of data points (T ) in the time-
series [32]. This problem arises often while working with time-
series as the number of data points can be extensive compared
to the number of households. To prevent such issues with
singularity, Sij is replaced in (2) by a shrunk covariance matrix
S∗ij . Shrinkage is an efficient way to obtain a non-singular
closest estimate of the original covariance matrix Sij . It is
calculated as
S∗ij = λTij + (1− λ)Sij (3)
where Tij , commonly referred to as the target, is a diagonal
matrix formed with the element on the main diagonal of
the original covariance matrix Sij [32]. λ is the shrinkage
coefficient. S∗ij is a trade-off between a highly-structured
matrix (Tij) and a non-organized one (Sij), while λ allows
controlling the balance between the two [33]. We set
λ =
{
λ∗, if λ∗ 6 1
1, otherwise (4)
with
λ∗ =
∑
m6=n σ̂(cmn)∑
m 6=n c2mn
(5)
where cmn are the components of the (sample) covariance
matrix Sij and σ̂(cmn) their estimated variance [34].
HAC is a fairly general framework, given a metric suitable
for the data at hand (e.g., the Mahalanobis one used here). Sim-
ilarly, one may flexibly choose the way to regroup individuals
within clusters. The most common one is the Ward’s method,
also known as minimum-variance method. It aims to minimize
the increase of the within-cluster sum of squared distances, E,
at each iteration of the agglomerative process [26],
E =
K∑
k=1
∑
xi∈Ck
d(xi,gk)
2 (6)
where K is the number of clusters, xi ∈ Ck the households in
cluster Ck and gk the center of gravity of cluster Ck, defined
as
gk =
1
nk
∑
xi∈Ck
xi (7)
where nk is the number of households in Ck.
Following [35], the total variance of a set of households,
after clustering, can be expressed as the sum of the within-
cluster variance plus the between-cluster’s center variance.
Consequently, since the Ward’s method aims at minimizing
the increase of within-cluster variance at each iteration, it also
maximizes the variance between cluster centers. The resulting
clusters can then be seen as the most homogeneous possible
subgroups from the set of households. The HAC algorithm
is illustrated in Fig. 3, starting with each household being its
own cluster. It then iterates until all households are merged
into a single cluster. The result of the HAC is conveniently
represented in a dendrogram such as that in Fig. 2. The
dendrogram is a basis to decide on how many clusters should
be chosen. The decision of where to cut the tree depends on
the structure of the tree and the goal of clustering. If the goal
is to have a clear and precise information on each cluster, a
higher number of cluster will be favored. Conversely, if the
goal is to isolate outliers, a lower number of clusters will be
favored. It is then difficult to implement an automated routine
to select the number of clusters. The decision is based on
our expertise in interpreting the structure of the tree and thus
subjective [36].
5Start
Each points is a cluster
Calculate the
proximity matrix
Merge the 2
closest clusters
One cluster
left?
Cut the dendrogram
to generate the
final clusters
End
no
yes
Fig. 3: The Hierarchical Agglomerative Clustering (HAC)
algorithm.
After computing the HAC, the information contained in the
different clusters should be summarized. When it comes to
time-series, the clusters’ averaged time-series is a suitable way
to represent the specificities of each cluster. One of our test
cases, with 5 averaged cluster time-series identified from the
dendrogram, is shown in Fig. 4 together with the averaged
time-series of the CBL, as well as the corresponding price
signal. Such representation allows clusters with reactive adjust-
ment to the price variations (if compared to CBL) to be sorted
apart from those that do not adjust during the DR event or
show erratic patterns (e.g., due to technical problems). These
are consequently not considered in the subsequent analysis.
In the example of Fig. 4, the households from the clusters 2
and 5 are to be excluded from the test group, since cluster 2
follows the CBL while cluster 5 has no daily variations which
most likely means that the households are empty. As these
outliers are removed, the data quality of the treatment group is
improved and eases the subsequent qualitative and quantitative
analysis. When mentioning test groups in the remainder of the
paper, we refer to those subgroups selected after the clustering
was performed.
B. A Clinical Trial Test Approach
Clinical trials were historically developed in the pharma-
ceutical industry. Owing to the variety of potential responses
of biological organisms as individuals, it became common to
perform tests on populations instead, thereby smoothing the
potential negative effect of individual features on an overall
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Fig. 4: The averaged time-series is calculated for each cluster
in the test group and displayed as a colored dashed line. The
black dashed line is the averaged time-series of the CBL and
the green line is the price.
assessment. In the present case, we can employ a similar clin-
ical trial test approach since our data comes from a reference
(CBL) and a test group, while our interest lies in the difference
in consumption between these two groups [37]. Moreover,
the inherent uncertainty on the responsiveness (response to
a treatment) resulting from the absence of homogeneity in the
test group as well as in the reference group (e.g., behavior
of the user, thermal comfort setup, energetic profile of the
buildings), supports the idea that a clinical trial approach
is relevant here. The question we aim to answer can be
formulated as Do price variations induce significant changes
in power consumption patterns?
The results of the clustering on households recruited in the
DR program from the different groups exposed in Table II, can
be analyzed in two different ways. On the one hand, one can
visually assess whether the average response of the selected
clusters from each group is responsive by direct comparison
6with the CBL during the DR event. The purpose of visual
inspection is to show that DR works for some clusters, and not
for others, to a non-scientific audience who is not familiar with
more objective statistical methods. However such an analysis
cannot conclude on the significance of the response observed,
while relying on expert knowledge at evaluating variation in
patterns. On the other hand, this can be tested more rigorously
in an hypothesis testing framework (see Section III-C). The
purpose of hypothesis testing is to satisfy a scientific audience
who requires a degree of objectivity when the results (e.g.,
lower unit electricity costs for the consumer) are presented.
Fig. 5 is an example of a case used for visual evaluation
of a given test case. By observing the dynamics of the mean
consumption series of the test group compared to the CBL, one
may conclude on the responsiveness of that test group based on
confidence intervals. Experience with such consumption data
shows that it does not follow a Gaussian distribution. Hence, a
nonparametric approach (Non-Studentized pivotal method) is
used to obtain confidence intervals. More specifically, we em-
ploy a common resampling technique known as bootstrap [38]
to generate them. From all the 5000 resampled average time-
series, 95% confidence intervals defined by 2.5% and 97.5%
quantiles of the distributions of bootstrap samples are obtained.
From visual inspection of Fig. 5, one may infer that the
behavior of the test group is different from that of the
CBL when the confidence intervals are not overlapping (for
example, from 7:05 to 8:05). In other situations, when the
confidence intervals overlap or when the average time-series
lies within the confidence intervals of another one, one cannot
conclude. A more detailed analysis of Fig. 5 shows that the
test group exhibits higher consumption during the low price
period and lower consumption in the high price period with
respect to the CBL. The lower consumption in the period 23:05
to 5:05 is induced by the smart controllers in the experiment
shifting load to the lower price period that starts at 07:05.
Smart controllers receive a day-ahead price forecast (as well
as an hour-ahead price forecast every half hour) allowing them
to schedule consumption in an optimal manner. The value of
the relative real-time price with respect to recent and limited
forecasted prices therefore contributes to visual estimation of
whether a test group is price response or not. For example, in
Fig. 5, the relative price is high in the period 23:05 to 5:05, so
it is expected that a price-responsive cluster would have lower
consumption than the CBL during this period.
C. Hypothesis Testing to Assess Price-responsiveness
A standard way to assess results in a clinical trial test is to
employ hypothesis testing. The hypothesis obviously depends
on the question, e.g., is the test group’s consumption different
than that of the CBL during a DR event? In this question it
can even be specified lower or higher instead of ‘different’.
Based on this hypothesis, a test is formulated and applied
to the data. The method used to analyze the hypothesis test
should be chosen according to the assumptions on the sample
values’ distribution. The aim of the EcoGrid EU DR program
is to displace electric power consumption from periods with
higher prices to periods with lower prices. Whether this goal is
achieved or not can then be determined based on the economic
value to the households, i.e., in relation to cost per unit of
electricity consumed. Consequently here, hypothesis testing
may allow us to objectively state whether a test group is
price responsive or not. We use a framework similar to that of
conventional clinical trial tests, with a type I error threshold
α of 0.05.
A hypothesis test can be formulated, since the average cost
of a kWh of electricity consumed during a test-case by the
test group should be lower than the cost for the CBL during
the same period. The average unit cost C¯i, for a test case with
T time steps, is calculated as
C¯i =
∑T
t=1 CtiPt∑T
t=1 Cti
(8)
where Cti is the consumption of electricity from household i
at time t and Pt the price at time t. A simple observation of
the average unit cost distributions tells us that the variances of
the 2 samples are different and that they may have heavy tails.
Therefore, standard parametric tests are excluded. The Mann-
Whitney test (also known as the Wilcoxon rank sum test) is a
convenient solution, since the number of households in each
of the subgroups is large. A one-sided Mann-Whitney test is
performed on the ranks. The hypotheses are the following,
H0 : µtest > µCBL
H1 : µtest < µCBL
(9)
where µ corresponds to the sum of ranks, H1 is the one-sided
tailed alternative hypothesis and H0 is the null hypothesis. The
null hypothesis means that the activity of the price-responsive
controllers is not significantly modifying the average unit
cost, so that it could be considered lower than the control
group average unit cost. If the H0 is rejected, the alternative
hypothesis is confirmed statistically.
The one-sided tailed alternative hypothesis is more restric-
tive than the two-sided tailed standard hypothesis test, as it
specifies that the samples should not only be different, but
that the test sample’s mean should be lower than the control
sample’s mean. The Mann-Whitney test defines the statistic U
with the following formula
U = min
(
n1n2 +
n1(n1 − 1)
2
−R1,
n1n2 +
n2(n2 − 1)
2
−R2
)
(10)
where n1, n2 are the size of the 2 samples and R1, R2 are
the sum of the ranks for these two samples respectively. U
follows a normal distribution and we can calculate the p-value
as
P (U > U1−α|µtest > µCBL) (11)
The P-value can be seen as the probability of obtaining a test
statistic result at least as extreme or as close to the one that was
actually observed, assuming that the null hypothesis is true.
The test is considered significant when the p-value is lower
than the type I error threshold α, which is the chance that we
mistakenly reject the null hypothesis (that the samples’ means
are different). All the details related to statistical aspects can
be found in [39].
7Fig. 5: The average time-series from the CBL and a cluster from the test group with their respective 95% confidence intervals
generated from the bootstrap. The green line is the price.
IV. RESULTS
A. Clustering Results
The cluster analysis aims to identify the price-responsive
participants in the test group (possibly in the form of var-
ious subgroups) and to separate them from obviously non-
responsive households. Emphasis is placed here on how many
households are kept in the analysis from the original subgroups
after computation of the HAC, as it influences the subsequent
analysis.
TABLE II: NUMBER OF HOUSEHOLDS IN VARIOUS TEST
CASES: NUMBER IN THE TEST GROUP (NUMBER DEEMED
PRICE-RESPONSIVE AFTER CLUSTERING) / NUMBER IN THE
CBL.
Date Manufacturer 1Electric Heating
Manufacturer 1
Heat Pump
Manufacturer 2
Electric Heating
25/10/2013 68 (48) / 288 36 (24) / 197 88 (55) / 82
07/11/2013 65 (58) / 289 36 (33) / 197 88 (61) / 92
21/11/2013 67 (61) / 292 36 (36) / 200 87 (75) / 94
27/11/2013 66 (55) / 292 36 (34) / 201 89 (78) / 91
06/12/2013 — — 115 (74) / 99
10/12/2013 — — 103 (84) / 91
11/12/2013 — — 100 (70) / 86
12/12/2013 — — 106 (69) / 89
20/01/2014 — — 230 (194) / 105
21/01/2014 — — 223 (121) / 100
22/01/2014 — — 230 (110) / 104
23/01/2014 — — 229 (107) / 105
08/03/2014 30 (30) / 324 20 (17) / 236 237 (125) / 75
11/03/2014 38 (38) / 317 24 (18) / 229 232 (171) / 76
09/04/2014 101 (99) / 249 58 (43) / 188 249 (197) / 109
13/04/2014 38 (38) / 311 24 (22) / 222 269 (188) / 114
The clusters are visually selected by comparing the averaged
consumption time-series of each cluster to the averaged CBL
consumption time-series during event with price variations
(Fig. 4). If the averaged consumption time-series of a cluster
seems to be flat (no activity, e.g., as for cluster 5 in Fig. 4),
following the same pattern as the averaged CBL time-series
(e.g., as for cluster 2 in Fig. 4) or showing unexpected pattern,
it will be excluded from the dataset used in the evaluation of
the price responsiveness. When all the clusters are non price-
responsive, only the aberrant ones will be removed.
Table II gives a summary of the clustering selection; the
range of the selection from the original data goes from 52%
to 100%. In other words, a maximum of a half (48%) of the
smart controllers were in the test group, but did not visually
appear to be price-responsive. The graphical representation of
clusters is also useful for identifying different types of price-
responsive behavior. For example, in Fig. 4, cluster 1 gathers
the controllers which have been stimulated by the first price
variation, while cluster 3 gathers the ones which have been
stimulated by the second price variation and cluster 4 gathers
the ones which have reacted to both stimuli. It also illustrate
the differences of behavior between the manufacturers as
the price-response strategies and constraints are implemented
differently. Such information was not known beforehand, and
brought more insight on how a set of controllers behave at the
occasion of large price variations. However, this paper does
not focus on this aspect, but it worth mentioning it as it is a
good way to illustrate it.
B. Results of the Clinical Trial Test Approach
The chosen clusters are used to generate graphical
overviews of each group during the different test-cases
(Fig. 5). Table III summarizes the visual evaluation of the
graphs displaying the averaged time-series associated with the
95% confidence intervals of the treatment and CBL groups for
each manufacturer, equipment type and for different test-days.
Results here should be interpreted as, for each experiment,
whether it was possible to find one or more clusters that could
be seen as price responsive, or not.
In the roll-out phase of the EcoGrid EU demonstration, con-
trollers and other infrastructures were continually developed
8and improved, which explains the improvement of the DR as
the heating period went on.
C. Results of the Hypothesis Testing
The main goal of the EcoGrid EU project is to push elec-
tricity consumption during periods of high prices to periods
of low electricity prices. This means an economic evaluation
can be done, by comparing the average unit cost of selected
test groups to the CBL. In this case, hypothesis testing could
be applied to each and every identified clusters, or only to
those where visual assessment indicated that price response
may be present. As for the visual assessment before, the test
is applied to all clusters that were not discarded through the
clustering analysis, for instance since deemed as outliers or
clearly non-responsive.
TABLE III: THE COLOR OF THE CELL RETURN THE RESULTS
OF THE VISUAL EVALUATION; GRAY IS RESPONSIVE, LIGHT
GRAY IS NON-RESPONSIVE. THE FIGURE IS THE P-VALUE
FROM THE MANN-WHITNEY TEST. SIGNIFICANT TEST AT
α = 5% ARE SHOWN IN BOLD AND ITALIC.
Date Manufacturer 1Electric Heating
Manufacturer 1
Heat Pump
Manufacturer 2
Electric Heating
25/10/2013 0.98 0.44 0.20
07/11/2013 0.39 0.0013 0.88
21/11/2013 0.95 0.20 0.09
27/11/2013 0.34 0.34 0.81
06/12/2013 — — 0.13
10/12/2013 — — 0.00022
11/12/2013 — — 0.0015
12/12/2013 — — 0.12
20/01/2014 — — 0.99
21/01/2014 — — 0.22
22/01/2014 — — 0.21
23/01/2014 — — 0.63
08/03/2014 0.54 0.59 0.0068
11/03/2014 0.86 0.80 0.28
09/04/2014 0.0034 0.0096 0.21
13/04/2014 0.96 0.12 0.0014
The Table III shows the Mann-Whitney test’s results for
the different test periods. A standard type I error threshold
is chosen (α = 5%). The significant tests are shown in bold
and italic. The comparison between the results from visual
evaluation and the hypothesis testing in Table III exposes the
difference between price-responsiveness which can be visually
noticed but not statistically validated using the measure of unit
cost, and the price-responsiveness that does have a significant
economical impact on the average unit cost. The results
show that towards the end of the roll-out of the EcoGrid
EU project, it was possible to visually and rigorously find
differences between CBL and test groups (manufacturer 1
electric heating, manufacturer 1 heat pump and manufacturer
2 electric heating), indicating a price-responsive behavior
overall. The improvement of the responsiveness over time is a
direct consequence of the tunning operated on the controllers
during the experiment. Further steps in such an evaluation
work would consist in quantifying and characterizing this
price-responsiveness, while also assessing if this corresponds
to the maximum response that could be provided by these
groups of households.
V. CONCLUSIONS
The method presented in this paper shows how a systematic
evaluation of DR can be done even with datasets that contain
outliers, noise, and other undesirable effects. The clustering
can easily be generalized to other time series classification,
although scalability to data with more observations remains an
area for inquiry. We have successfully applied it to 2 weeks
data with a resolution of 5 minutes, but further work should
investigate clustering of time-series with more observations.
Clustering based on the coefficients of an auto-regressive
model of each subject may be viable.
The methodology established provides a springboard to fur-
ther understand the different types of DR present in residential
loads. User interaction with DER controllers is expected to
have a large impact on the DR available, and the HAC used
to separate useful households from those which do not appear
extremely effective in this circumstance.
From a widespread power system perspective, being able to
identify which customer segments exhibit a price response is
important for grid operators looking to identify and invest in
customers to participate in new DR schemes. Such clustering
may also be a useful technique to decide additional financial
reward for customers who perform best, in the form of a
capacity payment, perhaps funded by the same public service
obligations (PSOs) that support renewable generation.
Comparing treatment subgroups to the CBL graphically
is also useful for presenting the differences in consumption
to a broad audience in an intuitive manner. However, visual
interpretation is not a statistically valid way of confirming a
response. Therefore, the 2-sample Mann-Whitney test compar-
ing the averaged unit cost of price-responsive and non price-
responsive subgroups supplements the graphical approach
well, as it allows us to validate or reject hypothesis for each
test-case. This analysis answers one of the key points of
the demonstration: cost can be reduced for some consumers.
Obviously, a necessary further step is to characterize and
quantify the responsiveness of electric loads. This has been the
focus of our further research over a 8 month live experiment
in the EcoGrid EU project, which kicked off after the first
assessment results presented here allowed to verify the demand
response potential in our set of electric loads.
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