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Abstract
The Kechris-Pestov-Todorcˇevic´ correspondence (KPT-correspondence
for short) is a surprising correspondence between model theory, com-
binatorics and topological dynamics. In this paper we present a cat-
egorical re-interpretation of (a part of) the KPT-correspondence with
the aim of proving a dual statement. Our strategy is to take a “direct”
result and then analyze the necessary infrastructure that makes the
result true by providing a purely categorical proof of the categorical
version of the result. We can then capitalize on the Duality Principle
to obtain the dual statements almost for free. We believe that the dual
version of the KPT-correspondence can not only provide the new in-
sights into the interplay of combinatorial, model-theoretic and topolog-
ical phenomena this correspondence binds together, but also explores
the limits to which categorical treatment of combinatorial phenomena
can take us.
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ical constructions
AMS Subj. Classification (2020): 18A05, 05C55, 37B99
1 Introduction
The Kechris-Pestov-Todorcˇevic´ correspondence (KPT-correspondence for short)
is a surprising correspondence between model theory, combinatorics and
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topological dynamics published in 2005 in [7]. For a locally finite count-
able homogeneous first-order structure F the paper [7] establishes a corre-
spondence between combinatorial properties of Age(F), the class of finite
substructures of F , and dynamical properties of Aut(F) in the following
sense: Aut(F) is extremely amenable if and only if Age(F) has the Ramsey
property. In case Aut(F) is not extremely amenable [7] offers a technique to
compute its universal minimal flow in case the structure F can be expanded
by a linear order < in a particular way (see [7] for details).
The KPT-correspondence was later generalized to uncountable struc-
tures (see [1, 2] and [4] for a more recent result), while a generalization
from the model-theoretic point of view can be found in [8]. In this paper we
present a categorical re-interpretation of (a part of) the KPT-correspondence
with the aim of proving a dual statement. It follows that for a projectively
locally finite projectively homogeneous object F in a suitable category C,
the automorphism group of F endowed with an appropriate topology is ex-
tremely amenable if and only if the projective age of F has the dual Ramsey
property.
It was Leeb who pointed out already in 1970s [9] that the use of cate-
gory theory can be quite helpful both in the formulation and in the proofs
of results pertaining to structural Ramsey theory. This point of view was
formally supported only recently [10] when it was established that the Ram-
sey property (formulated in the language of category theory) is a genuine
categorical property. Effectively, it means that this purely combinatorial
property can be studied by a completely new set of tools – the tools of
category theory. One possible way to do so is to take a “direct” Ramsey
result and then analyze the necessary infrastructure that makes the result
true by providing a purely categorical proof of the categorical version of the
result. We can then capitalize on the Duality Principle to obtain the dual
statements almost for free.
The search for dual Ramsey statements has been an important research
direction in the past 50 years because dual Ramsey results are relatively rare
in comparison to the vast number of ”direct” Ramsey results. We believe
that the dual version of the KPT-correspondence can not only provide the
new insights into the interplay of combinatorial, model-theoretic and topo-
logical phenomena this correspondence binds together, but also explores the
limits to which categorical treatment of combinatorial phenomena can take
us.
This paper builds on many interpretations of the KPT-correspondence,
but most notably on papers by Nguyen Van The [12, 13], Zucker [16] and
Dasilva Barbosa [3].
2
In Section 2 we briefly fix the basic notions and notation. The notions
that do not come from category were imported from Fra¨ısse´ theory (e.g.
the age of a structure) and model theory (e.g. the notion of a locally finite
structure). The Fra¨ısse´ theory provides the tools to understand countable
structures by looking at their finite approximations. Hence, it is essential
to understand what a finite substructure of a structure is. This is trivial in
case of first-order structures, of course, but becomes quite a challenge in the
setting of category theory. It turns out that it suffices to consider subobjects
that are “finite in nature” in the following sense: the hom-set hom(A,B)
has to be finite whenever A and B are “finite”, and each “finite” object has
to have only finitely many “finite” subobjects (up to isomorphism).
In Section 3 we introduce the Ramsey property and Ramsey degrees in
two settings: for objects and for morphisms. Structural Ramsey theory has
traditionally been the study of the Ramsey property for finite structures.
This view shifted slowly to a new perspective (see [6, 15, 16, 11]) where
it became more convenient to consider colorings of embeddings instead of
coloring of substructures. This point of view is essentially a categorical point
of view as demonstrated in [10]. Not surprisingly, the dual Ramsey property,
which has been studied from the very beginning of the structural Ramsey
theory in the early 1970s, turns out to be nothing but the categorical dual
of the Ramsey property. This is the starting point of the present paper.
In Section 4 we provide the abstract categorical proof of the KPT-
correspondence and, by the straightforward application of the Duality Prin-
ciple, obtain the dual of KPT-correspondence. Roughly, the result claims
that under certain assumptions the automorphism group of a projectively
locally finite projectively homogeneous object is extremely amenable if and
only if the projective age of the object has the dual Ramsey property.
Ramsey property imposes a very strong requirement of a class of finite
structures, so it is not surprising that many classes of finite structures (such
as finite graphs and finite partially ordered sets) do not enjoy the property.
It is quite common, though, that after expanding the finite structures under
consideration with appropriately chosen linear orders or unary predicates the
resulting class of expanded structures has the Ramsey property. In Section 5
we consider expansions as nothing but special forgetful functors (see [3]).
We introduce several additional requirements in the spirit of [7] that make
expansion particularly tame and enable us to consider group actions of a
particular kind. In Section 6 we consider the existence of expansions that
have the Ramsey property in the spirit of [13]. We conclude the paper by
showing that even in this very abstract setting the existence of finite Ramsey
degrees is a necessary and sufficient condition for the Ramsey expansions to
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exist. The dual statement is then immediate: the existence of finite dual
Ramsey degrees is a necessary and sufficient condition for the expansions
with the dual Ramsey property to exist.
2 Preliminaries
Let us quickly fix some notation. Let C be a category. By Ob(C) we
denote the class of all the objects in C. Hom-sets in C will be denoted by
homC(A,B), or simply hom(A,B) when C is clear from the context. The
identity morphism will be denoted by idA and the composition of morphisms
by · (dot). If homC(A,B) 6= ∅ we write A
C
−→ B. Let isoC(A,B) denote
the set of all the invertible morphisms A→ B, and let AutC(A) = iso(A,A)
denote the set of all the automorphisms of A.
Let Cfin be a full subcategory of C such that the following holds:
(C1) all the morphisms in C are mono;
(C2) Ob(Cfin) is a set;
(C3) for all A,B ∈ Ob(Cfin) the set hom(A,B) is finite;
(C4) for every F ∈ Ob(C) there is an A ∈ Ob(Cfin) such that A
C
−→ F ;
and
(C5) for every B ∈ Ob(Cfin) the set {A ∈ Ob(Cfin) : A
C
−→ B} is finite.
We think of objects in Cfin as templates of finite objects in C.
Let A be a full subcategory of Cfin . An object F ∈ Ob(C) is homogeneous
for A if for every A ∈ Ob(A) and every pair of morphisms e1, e2 : hom(A,F )
there is a g ∈ Aut(F ) such that g · e1 = e2:
F F
A
g
e1 e2
An object F ∈ Ob(C) is homogeneous in C if it is homogeneous for Cfin .
For historical reasons (see [5]) we say that F ∈ Ob(C) is projectively homo-
geneous if it is homogeneous in Cop .
An object F is universal for A if A
C
−→ F for all A ∈ Ob(A), and it is
universal in C if it is universal for Cfin . Dually, F is projectively universal
in C if F is universal in Cop . Let us define the age of F in C by
AgeC(F ) = {A ∈ Ob(Cfin) : A
C
−→ F}
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and the projective age of F in C by
ProjAgeC(F ) = AgeCop (F ).
Clearly, every F is universal for its age and is projectively universal for its
projective age.
An F ∈ Ob(C) is locally finite for A if
• for every A,B ∈ Ob(A) and every e ∈ hom(A,F ), f ∈ hom(B,F )
there exist D ∈ Ob(A), r ∈ hom(D,F ), p ∈ hom(A,D) and q ∈
hom(B,D) such that r · p = e and r · q = f :
D F
A B
r
p
e q
f
• and for every H ∈ Ob(C), r′ :∈ hom(H,F ), p′ ∈ hom(A,H) and
q′ ∈ hom(B,H) such that r′ · p′ = e and r′ · q′ = f there is an
s ∈ hom(D,H) such that the diagram below commutes
D F H
A B
r
s
r′
p
e
p′
q f
q′
An F ∈ Ob(C) is locally finite in C if it is locally finite for Cfin , and it is
projectively locally finite in C if it is locally finite in Cop .
The automorphisms of F are finitely separated in C if the following holds
for all f, g ∈ Aut(F ) such that f 6= g: there is an A ∈ Ob(Cfin) and an
e ∈ hom(A,F ) such that f ·e 6= g·e. The automorphisms of F are projectively
finitely separated if the automorphisms of F are finitely separated in Cop .
Finally, a category C is directed if for all A,B ∈ Ob(C) there exists a
C ∈ Ob(C) such that A
C
−→ C and B
C
−→ C. As usual, Cop denotes the
opposite category. A category C is projectively directed if Cop is directed.
3 Ramsey property and Ramsey degrees in a cat-
egory
Let us start by introducing the Ramsey property and Ramsey degrees in
two settings: for objects and for morphisms.
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For k ∈ N, a k-coloring of a set S is any mapping χ : S → k, where, as
usual, we identify k with {0, 1, . . . , k − 1}.
For integers k > 2 and t > 1, and objects A,B,C ∈ Ob(C) such
that A
C
−→ B we write C −→ (B)Ak,t to denote that for every k-coloring
χ : hom(A,C) → k there is a morphism w ∈ hom(B,C) such that |χ(w ·
hom(A,B))| 6 t. (For a set of morphisms F we let w ·F = {w · f : f ∈ F}.)
In case t = 1 we write C −→ (B)Ak . On the other hand, we write C −→
(B)A<ω,t to denote that C −→ (B)
A
k,t for all k > 2.
A category C has the Ramsey property if for every integer k > 2 and all
A,B ∈ Ob(C) there is a C ∈ Ob(C) such that C −→ (B)Ak . A category C
has the dual Ramsey property if Cop has the Ramsey property.
For A ∈ Ob(C) let tC(A) denote the least positive integer n such that
for all k > 2 and all B ∈ Ob(C) there exists a C ∈ Ob(C) such that
C −→ (B)Ak,n, if such an integer exists. Otherwise put tC(A) =∞.
A category C has the finite Ramsey degrees if tC(A) < ∞ for all A ∈
Ob(C). By a dual procedure we can straightforwardly introduce the notion
of dual Ramsey degrees. We then say that a category C has the finite dual
Ramsey degrees if Cop has finite Ramsey degrees.
Define ∼A on hom(A,B) as follows: for f, f
′ ∈ hom(A,B) we let f ∼A f
′
if f ′ = f · α for some α ∈ Aut(A). Then(
B
A
)
= hom(A,B)/∼A
corresponds to all subobjects of B isomorphic to A. For an integer k > 2
and A,B,C ∈ Ob(C) we write
C
∼
−→ (B)Ak,t
to denote that for every k-coloring χ :
(
C
A
)
→ k there is a morphism w :
B → C such that |χ(w ·
(
B
A
)
)| 6 t. (Note that w · (f/∼A) = (w · f)/∼A for
f/∼A ∈
(
B
A
)
.) Instead of C
∼
−→ (B)Ak,1 we simply write C
∼
−→ (B)Ak .
A category C has the Ramsey property for objects if for every integer
k > 2 and all A,B ∈ Ob(C) there is a C ∈ Ob(C) such that C
∼
−→ (B)Ak .
For A ∈ Ob(C) let t∼C(A) denote the least positive integer n such that
for all k > 2 and all B ∈ Ob(C) there exists a C ∈ Ob(C) such that
C
∼
−→ (B)Ak,n, if such an integer exists. Otherwise put t
∼
C (A) =∞.
Proposition 3.1 Let C be a category such that all the morphisms in C are
mono and let A ∈ Ob(C). Then tC(A) is finite if and only if both t
∼
C (A) and
Aut(A) are finite, and in that case
tC(A) = |Aut(A)| · t
∼
C (A).
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Proof. Assume, first, that |Aut(A)| = ∞. Let us show that tC(A) = ∞ by
showing that tC(A) > n for every n ∈ N. Fix an n ∈ N and X ⊆ Aut(A)
such that |X| = n. Since t∼C (A) > 1 there is a k > 2 and a B ∈ Ob(C)
such that for every C ∈ Ob(C) one can find a coloring χ :
(
C
A
)
→ k such
that for every w : B → C we have that |χ(w ·
(
B
A
)
)| > 1. This is, of course,
trivial. We need this argument just to ensure the existence of a B such that
A
C
−→ B.
Let
(
C
A
)
= hom(A,C)/∼A = {Hi : i ∈ I} for some index set I. For
each i ∈ I choose a representative hi ∈ Hi. Then Hi = hi · Aut(A). Fix an
arbitrary ξ ∈ X and define χ′ : hom(A,C)→ X as follows:
if g = hi · α for some i ∈ I and some α ∈ X then χ
′(g) = α;
otherwise χ′(g) = ξ.
Take any w : B → C. Let f ∈ hom(A,B) be arbitrary. Then:
|χ′(w · hom(A,B))| > |χ′(w · f ·Aut(A))|.
Clearly, w · f ·Aut(A) = hi ·Aut(A) for some i ∈ I, so
|χ′(w · hom(A,B))| > |χ′(hi ·Aut(A))| = n.
This completes the proof in case Aut(A) is infinite.
Let us now move on to the case when Aut(A) is finite.
Let t∼C (A) = n for some n ∈ N. Take any k > 2 and any B ∈ Ob(C).
Then there is a C ∈ Ob(C) such that C
∼
−→ (B)A
2k ,n
. Let χ : hom(A,C)→ k
be an arbitrary coloring. Construct χ′ :
(
C
A
)
→ P(k) as follows:
χ′(f/∼A) = χ(f/∼A)
(here, χ is applied to a set of morphisms to produce a set of colors, which
is an element of P(k)). Then C
∼
−→ (B)A
2k,n
implies that there exists a
w : B → C such that |χ′(w ·
(
B
A
)
)| 6 n. Since w · (f/∼A) = (w · f)/∼A it
follows that
w ·
(
B
A
)
= {(w · f)/∼A : f ∈ hom(A,B)}.
Moreover, the morphisms in C are mono, so |u/∼A| = |Aut(A)| for each
morphism u ∈ hom(A,C). Therefore, |χ′(w ·
(
B
A
)
)| 6 n implies that |χ(w ·
hom(A,B))| 6 n · |Aut(A)| proving that tC(A) 6 n · |Aut(A)| = t
∼
C (A) ·
|Aut(A)|.
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For the other inequality note that t∼C (A) = n also implies that there is
a k > 2 and a B ∈ Ob(C) such that for every C ∈ Ob(C) one can find a
coloring χC :
(
C
A
)
→ k with the property that for every w ∈ hom(B,C) we
have that |χC(w ·
(
B
A
)
)| > n. Let ℓ = k · |Aut(A)| and take an arbitrary
C ∈ Ob(C). Let
(
C
A
)
= hom(A,C)/∼A = {Hi : i ∈ I} for some index set
I. For each i ∈ I choose a representative hi ∈ Hi. Then Hi = hi · Aut(A).
Since all the morphisms in C are mono, for each f ∈ hom(A,C) there is a
unique i ∈ I and a unique α ∈ Aut(A) such that f = hi · α. Let us denote
this α by α(f). Consider the following coloring:
ξ : hom(A,C)→ k ×Aut(A) : f 7→ (χC(f/∼A), α(f))
and take any w ∈ hom(B,C). Since |χC(w ·
(
B
A
)
)| > n, it easily follows
that |ξ(w · hom(A,B))| > n · |Aut(A)| proving that tC(A) > n · |Aut(A)| =
t∼C (A) · |Aut(A)|.
Assume, finally, that t∼C(A) = ∞ and let us show that tC(A) = ∞ by
showing that tC(A) > n for every n ∈ N. Fix an n ∈ N. Since tC(A) = ∞,
there is a k > 2 and a B ∈ Ob(C) such that for every C ∈ Ob(C) one can
find a coloring χ :
(
C
A
)
→ k such that for every w : B → C we have that
|χ(w ·
(
B
A
)
)| > n. Then the coloring χ′ : hom(A,C)→ k defined by
χ′(f) = χ(f/∼A)
has the property that |χ(w · hom(A,B))| > n.
This completes the proof. 
As an immediate corollary we have the following:
Corollary 3.2 Let C be a category such that all the morphisms in C are
mono and let A ∈ Ob(C). Then
(a) tC(A) > |Aut(A)|;
(b) if tC(A) 6 n then |Aut(A)| 6 n;
(c) if tC(A) = 1 then A is rigid.
Proof. (a) follows from Proposition 3.1, while (b) and (c) are direct conse-
quences of (a). 
Let us also show that Ramsey degrees are multiplicative.
Theorem 3.3 Let C1 and C2 be categories whose morphisms are mono.
Assume that for each i ∈ {1, 2} and all Ai, Bi ∈ Ob(Ci) we have that
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homCi(Ai, Bi) is finite and that tCi(Ai) is finite. Then for all A1 ∈ Ob(C1)
and A2 ∈ Ob(C2) we have that
tC1×C2(A1, A2) 6 tC1(A1) · tC2(A2).
Consequently,
t∼C1×C2(A1, A2) 6 t
∼
C1
(A1) · t
∼
C2
(A2).
Proof. The second part of the statement is an immediate consequence of the
first part of the statement, Proposition 3.1 and the fact that
|AutC1×C2(A1, A2)| = |AutC1(A1)| · |AutC2(A2)|.
To show the first part of the statement take any k > 2 and any (B1, B2) ∈
Ob(C1 × C2) such that (A1, A2)
C1×C2−→ (B1, B2). Let tC1(A1) = n1 and
tC2(A2) = n2, and choose C1 ∈ Ob(C1) and C2 ∈ Ob(C2) so that
C1 −→ (B1)
A1
2k, n1
and C2 −→ (B2)
A2
kh, n2
,
where h = |homC1(A1, C1)|. Let us show that
(C1, C2) −→ (A1, A2)
(B1,B2)
k, n1·n2
.
Take any coloring χ : homC1×C2((A1, A2), (C1, C2))→ k and let
χ′ : homC2(A2, C2)→ k
homC1 (A1,C1)
be the coloring defined by χ′(e2) = fe2 where fe2(e1) = χ(e1, e2). Since
C2 −→ (B2)
A2
kh, n2
there is a w2 ∈ homC2(B2, C2) such that
|χ′(w2 · homC2(A2, B2))| 6 n2. (3.1)
Now define χ′′ : homC1(A1, C1)→ P(k) by
χ′′(e1) = {χ(e1, e2) : e2 ∈ w2 · homC2(B2, C2)}.
Since C1 −→ (B1)
A1
2k , n1
there is a w1 ∈ homC1(B1, C1) such that
|χ′′(w1 · homC1(A1, B1))| 6 n1. (3.2)
Clearly, (w1, w2) : (B1, B2)→ (C1, C2) so let us show that
|χ((w1, w2) · homC1×C2((A1, A2), (B1, B2)))| 6 n1 · n2.
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To start with, note that
χ((w1, w2) · homC1×C2((A1, A2), (B1, B2))) =
= {χ(e1, e2) : e1 ∈ w1 · homC1(A1, B1), e2 ∈ w2 · homC2(A2, B2)}
=
⋃
{χ′′(e1) : e1 ∈ w1 · homC1(A1, B1)}.
This union has at most n1 distinct elements because of (3.2). Now, fix an
e1 ∈ w1 · homC1(A1, B1) and let us estimate the size of χ
′′(e1):
χ′′(e1) = {χ(e1, e2) : e2 ∈ w2 · homC2(B2, C2)}
= {fe2(e1) : e2 ∈ w2 · homC2(B2, C2)}.
Because of (3.1) we have that
|{fe2 : e2 ∈ w2 · homC2(B2, C2)}| 6 n2,
so these n2 functions applied to a single value e1 can produce at most n2
distinct values. Therefore, |χ′′(e1)| 6 n2 for each e1 ∈ w1 · homC1(A1, B1).
Therefore, the union consists of at most n1 distinct sets, and each set ap-
pearing in the union has at most n2 elements, whence
χ((w1, w2) · homC1×C2((A1, A2), (B1, B2))) 6 n1 · n2.
This completes the proof. 
Let F ∈ Ob(C) and let A,B ∈ Ob(Cfin) such that A
C
−→ B
C
−→ F . Every
coloring χ : hom(A,F ) → k and every w ∈ hom(B,F ) induce a coloring
χ(w) : hom(A,B)→ k by χ(w)(f) = χ(w · f). A coloring λ : hom(A,B)→ t,
t > 2, is essential at B if for every coloring χ : hom(A,F ) → k there is a
w ∈ hom(B,F ) such that kerλ ⊆ kerχ(w).
Lemma 3.4 Let A be a full subcategory of Cfin and let F ∈ Ob(C) be
universal and locally finite for A. The following are equivalent for all t > 2
and all A ∈ Ob(A):
(1) tA(A) 6 t;
(2) F −→ (B)A<ω,t for all B ∈ Ob(A) such that A
C
−→ B;
(3) for all B ∈ Ob(A) such that A
C
−→ B there is a coloring λ : hom(A,B)→
t which is essential at B.
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Proof. (1) ⇒ (2): Take any coloring χ : hom(A,F ) → k, take any B ∈
Ob(A) and find a C ∈ Ob(A) such that C −→ (B)Ak,t. Let p : C → F be any
morphism (which exists because F is universal for A). Let ξ : hom(A,C)→
k be the coloring defined by ξ(f) = χ(p ·f). Then there is a w : B → C such
that |ξ(w · hom(A,B))| 6 t. But ξ(w · hom(A,B)) = χ(p · w · hom(A,B)).
Therefore, for w′ = p · w : B → S we have |χ(w′ · hom(A,B))| 6 t.
(2) ⇒ (1): Take any B ∈ Ob(A) and assume that for every C ∈ Ob(A)
there is a coloring χC : hom(A,C) → k with the property that for every
w : B → C we have |χC(w · hom(A,B))| > t. Let X = k
hom(A,S). Then X
is a compact Hausdorff space with respect to the Tychonoff topology (with
k discrete). For C ∈ Ob(A) and e : C → F let
ΦC,e = {χ ∈ X : (∀w : B → C) |χ(e · w · hom(A,B))| > t}.
Let us show that ΦC,e is a nonempty closed subset of X for every C ∈
Ob(A) and every e : C → F . Take any C ∈ Ob(A) and e : C → F . Since
e·hom(A,C) ⊆ hom(A,S), define χ : hom(A,F )→ k by χ(e·f) = χC(f) for
f ∈ hom(A,C) and χ(g) = 0 otherwise. Note that χ is well defined because
e is mono. Then for every w : B → C we have χ(e · w · hom(A,B)) =
χC(w · hom(A,B)). So, |χ(e · w · hom(A,B))| = |χC(w · hom(A,B))| > t,
whence χ ∈ ΦC,e and ΦC,e is nonempty. To show that ΦC,e is closed note
that
X \ΦC,e = {χ ∈ X : (∃w : B → C) |χ(e · w · hom(A,B))| 6 t}.
Take any χ∗ ∈ X \ ΦC,e and choose a w
∗ : B → C such that χ∗(e · w∗ ·
hom(A,B)) = {c∗0, . . . , c
∗
s−1} for some s 6 t. Since A,B ∈ Ob(A) we have
that hom(A,B) is finite. Let hom(A,B) = {f0, . . . , fn−1} and
U = {ξ ∈ X : (∀i < n)(∃j < s)ξ(e · w∗ · fi) = c
∗
j}.
Then U is an open set in X and χ∗ ∈ U ⊆ X \Φe. This completes the proof
that ΦC,e is a nonempty closed subset of X.
Let Φ∗ = {ΦB,e : e ∈ hom(B,S)} and let us show that
⋂
Φ∗ 6= ∅. Since
Φ∗ is a family of closed subsets of a compact Hausdorff space, it suffices to
show that Φ∗ has the finite intersection property.
Take any ΦB,e0 , . . . ,ΦB,en−1 ∈ Φ∗. Because S is locally finite there exist
D ∈ Ob(A), p : D → F and mi : B → F such that p ·mi = ei, i < n. Let
us show that ΦD,p ⊆ ΦB,e0 ∩ . . . ∩ ΦB,en−1 . Take any χ ∈ ΦD,p and fix an
i < n. Then |χ(p · w · hom(A,B))| > t for all w : B → D. In particular,
for an arbitrary w′ : B → B we have |χ(p · (mi · w
′) · hom(A,B))| > t.
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But p · mi = ei, so |χ(ei · w
′ · hom(A,B))| > t, whence χ ∈ ΦB,ei . Thus
∅ 6= ΦD,p ⊆ ΦB,ei , for all i < n.
Therefore, Φ∗ has the finite intersection property, so
⋂
Φ∗ 6= ∅. Take
any χ0 ∈
⋂
Φ∗. Then for every e : B → F we have χ0 ∈ Φe, so in particular
for w = idB we have χ0(e · hom(A,B)) > t.
(3) ⇒ (2): Let k > 2 and χ : hom(A,F ) → k be arbitrary. Since λ
is essential at B, there is a a w ∈ hom(B,F ) such that ker λ ⊆ kerχ(w).
Hence, |χ(w · hom(A,B))| 6 t.
(2) ⇒ (3): Aiming for a contradiction, suppose that (2) holds but that
there is a B ∈ Ob(A) with A
C
−→ B such that no coloring in thom(A,B) is
essential at B. So, for every λ ∈ thom(A,B) there exist kλ > 2 and χλ :
hom(A,F )→ kλ such that
(∀w ∈ hom(B,F ))(∃f, g ∈ hom(A,B))
(λ(f) = λ(g) ∧ χλ(w · f) 6= χλ(w · g)).
(3.3)
Note that hom(A,B) is a finite set due to (C3), so let thom(A,F ) = {λ0, . . . , λn−1}.
Consider the coloring
χ∗ : hom(A,F )→
∏
i<n
kλi
given by
χ∗(h) = (χλ0(h), . . . , χλn−1(h)).
Because of (2) there is a w ∈ hom(B,F ) such that |χ∗(w · hom(A,B))| 6 t.
Let χ∗(w · hom(A,B)) = {c0, . . . , cs−1} for some s 6 t. Now, define β :
hom(A,B)→ t by
β(f) = i iff χ∗(w · f) = ci.
Then β ∈ thom(A,F ) so β = λi for some i < n. By (3.3) there exist f, g ∈
hom(A,B) such that
λi(f) = λi(g) and χλi(w · f) 6= χλi(w · g).
From λi(f) = λi(g) (that is, β(f) = β(g)) it follows that χ
∗(w ·f) = χ∗(w ·g)
whence, by projecting onto the ith coordinate, we get χλi(w ·f) = χλi(w ·g).
Contradiction. 
Let A be a full subcategory of Cfin , let F ∈ Ob(C) be universal for A and
let A ∈ Ob(A) be arbitrary. A coloring γ : hom(A,F )→ t, t > 2, is essential
if for every B ∈ Ob(A) such that A
C
−→ B and every w ∈ hom(B,F ) the
coloring γ(w) : hom(A,B)→ t is essential at B.
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Lemma 3.5 Let A be a full subcategory of Cfin and let F ∈ Ob(C) be
universal and locally finite for A. Let A ∈ Ob(A) and t > 2 be arbitrary.
Assume that for every B ∈ Ob(A) such that A
C
−→ B there is a coloring
λB : hom(A,B) → t essential at B. Then there exists an essential coloring
γ : hom(A,F )→ t.
Proof. The proof follows by a typical compactness argument. Let X =
thom(A,F ). Then X is a compact Hausdorff space with respect to the Ty-
chonoff topology (with k discrete). For B ∈ Ob(A) such that A
C
−→ B and
for e ∈ hom(B,F ) let
Φe,B = {β ∈ X : (∀k > 2)(∀χ : hom(A,F )→ k)
(∃w ∈ hom(B,F )) ker β(e) ⊆ kerχ(w)}.
To see that Φe,B 6= ∅ given B and e consider βe,B : hom(A,F ) → t
defined as follows:
βe,B(h) =
{
λB(f), if h = e · f for f ∈ hom(A,B),
0, otherwise.
Then βe,B is well defined (because e is mono) and βe,B ∈ Φe,B because λB
is essential at B and β
(e)
e,B = λB .
Next, let us show that each Φe,B is closed in X. Given B and e, take
any β0 ∈ X \ Φe,B. Then there exist k0 > 2 and χ0 : hom(A,F ) → k0 such
that
(∀w ∈ hom(B,F ))(∃f, g ∈ hom(A,B))
(β
(e)
0 (f) = β
(e)
0 (g) ∧ χ
(w)
0 (f) 6= χ
(w)
0 (g)).
Recall that hom(A,B) is finite because A,B ∈ Ob(Cfin) and because of (C3).
Let hom(A,B) = {f1, . . . , fn}, let β0(e · f1) = c1, . . . , β0(e · fn) = cn and let
O = {β ∈ thom(A,F ) : β(e · fi) = ci, 1 6 i 6 n}.
Then O is open in X and β0 ∈ O ⊆ X \ Φe,B. (Note that χ0 witnesses the
fact that every β ∈ O belongs to X \ Φe,B.)
Let Φ∗ = {Φe,B : B ∈ Ob(A), A
C
−→ B, e ∈ hom(B,F )} and let us show
that
⋂
Φ∗ 6= ∅. Since Φ∗ is a family of closed subsets of a compact Hausdorff
space, it suffices to show that Φ∗ has the finite intersection property. Take
any Φe0,B0 , . . . ,Φen−1,Bn−1 ∈ Φ∗. Because F is locally finite for A there exist
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D ∈ Ob(A), p ∈ hom(D,F ) and mi ∈ hom(Bi,D) such that p · mi = ei,
i < n.
Let us show that Φp,D ⊆ Φe0,B0 ∩ . . . ∩ Φen−1,Bn−1 . Take any β ∈ Φp,D
and fix an i < n. To show that β ∈ Φei,Bi let k > 2 and χ : hom(A,F )→ k
be arbitrary. Since β ∈ Φp,D there is a w ∈ hom(D,F ) such that ker β
(p) ⊆
kerχ(w), or, equivalently,
(∀f ′, g′ ∈ hom(A,D))(β(p · f ′) = β(p · g′)⇒ χ(w · f ′) = χ(w · g′)). (3.4)
Take any f, g ∈ hom(A,Bi) and assume that β(ei · f) = β(ei · g). Then
β(p · mi · f) = β(p · mi · g) whence χ(w ·mi · f) = χ(w · mi · g) by (3.4).
Therefore, we have shown that ker β(ei) ⊆ kerχ(w·mi) which completes the
proof of Φp,D ⊆ Φei,Bi for an arbitrary i < n.
Therefore, Φ∗ has the finite intersection property so
⋂
Φ∗ 6= ∅. Take
any γ ∈
⋂
Φ∗. Then for every B ∈ Ob(Cfin) such that A
C
−→ B and every
e ∈ hom(B,F ) we have that γ ∈ Φe,B. But γ ∈ Φe,B if and only if γ
(e) is
essential at B. Therefore, γ is essential. 
As an immediate consequence of the above two lemmas we have the
following.
Proposition 3.6 Let Cfin be a full subcategory of C such that (C1) – (C5)
hold. Let A be a full subcategory of Cfin and let F ∈ Ob(C) be universal and
locally finite for A. If A has finite Ramsey degrees then for every A ∈ Ob(A)
there exists an essential coloring γA : hom(A,F )→ tA(A).
4 Ramsey property and extreme amenability
Let G be a topological group. Its action on X is a mapping X ×G → X :
(x, g) 7→ xg such that x1 = x and (xg)f = xgf . A G-flow is a continuous
action of a topological group G on a topological space X. A subflow of a
G-flow X × G → X is a restriction Y × G → Y of the above action to a
closed subspace Y ⊆ X. A G-flow X×G→ X is minimal if it has no proper
closed subflows. A G-flow u : X × G → X is universal if every compact
minimal G-flow Z × G → Z is a factor of u. It is a well-known fact that
for a compact Hausdorff space X there is, up to isomorphism of G-flows, a
unique universal minimal G-flow, usually denoted by GyM(G).
A topological group G is extremely amenable if every G-flow X×G→ X
on a compact Hausdroff space X has a joint fixed point, that is, there is an
x0 ∈ X such that x
g
0 = x0 for all g ∈ G. Since Sym(X), the group of all
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permutations on X, carries naturally the topology of pointwise convergence,
permutation groups can be thought of as topological groups. For example,
it was shown in [14] that Aut(Q, <) is extremely amenable while Sym(X) is
not in case X is a countably infinite set.
We shall use the following lemma from [7]:
Lemma 4.1 [7, Lemma 4.1] Let G be a topological group. A G-flow X
has a joint fixed point if and only if for every n ∈ N, every continuous
f : X → Rn, every ε > 0 and every finite H ⊆ G there is an x ∈ X such
that (∀h ∈ H) ‖f(x) − f(xh)‖ 6 ε, where ‖ · ‖ denotes the euclidean norm
in Rn.
Lemma 4.2 Let F be a locally finite object. For A ∈ Ob(Cfin) such that
A
C
−→ F and e1, e2 ∈ hom(A,F ) let NF (e1, e2) = {f ∈ Aut(F ) : f ·e1 = e2}.
Then
MF = {NF (e1, e2) : A ∈ Ob(Cfin), A
C
−→ F and e1, e2 ∈ hom(A,F )}.
is a base of a topology τF on Aut(F ).
Proof. Take any A,B ∈ Ob(Cfin), any e1, e2 ∈ hom(A,F ), f1, f2 ∈ hom(B,F )
and any g ∈ NF (e1, e2)∩NF (f1, f2). Then g · e1 = e2 and g · f1 = f2. Since
F is locally finite there are a D ∈ Ob(Cfin), r ∈ hom(D,F ), p ∈ hom(A,D)
and q ∈ hom(B,D) such that r · p = e2 and r · q = f2. Moreover, since
g · e1 = e2 and g · f1 = f2, there is an s ∈ hom(D,F ) such that the diagram
below commutes
D F F
A B
r
s
g
p
e2
e1q
f2
f1
In particular, g · s = r, so g ∈ NF (s, r). Let us show that NF (s, r) ⊆
NF (e1, e2) ∩ NF (f1, f2). Take any h ∈ NF (s, r). Then h · s = r, whence
h · s · p = r · p, so h · e1 = e2. Analogously h · f1 = f2, so h ∈ NF (e1, e2) ∩
NF (f1, f2). 
If this construction is performed in Cop we end up with the dual topology
on Aut(F ) which denote by τopF .
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Lemma 4.3 Let F ∈ Ob(C) be a locally finite object whose automorphisms
are finitely separated. Then Aut(F ) endowed with the topology τF is a
Hausdorff topological group.
Proof. Take any f, g ∈ Aut(F ) such that f 6= g. Then there is an A ∈
Ob(Cfin) and an e ∈ hom(A,F ) such that f · e 6= g · e because the au-
tomorphisms of F are finitely separated. Clearly, f ∈ NF (e, f · e) and
g ∈ NF (e, g · e). To show that NF (e, f · e) ∩ NF (e, g · e) = ∅, assume that
there is an h ∈ NF (e, f · e) ∩NF (e, g · e). Then h · e = f · e and h · e = g · e
whence f · e = g · e – contradiction. So, Aut(F ) is a Hausdorff topological
space.
It is easy to show that −1 is a continuous map as the inverse image of
NF (e1, e2) under
−1 is NF (e2, e1). Let us show that the composition · is
continuous. The inverse image of a basic open set NF (e1, e2) under · is
Ye1,e2 = {(f, g) ∈ G
2 : f · g ∈ NF (e1, e2)} = {(f, g) ∈ G
2 : f · g · e1 = e2}.
Then an easy calculation shows that for every (f0, g0) ∈ Ye1,e2 we have
(f0, g0) ∈ NF (g0 · e1, e2)×NF (e1, g0 · e1) ⊆ Ye1,e2 .
Therefore, the composition · is continuous. 
Our intention now is to show that for every homogeneous locally finite
object F which is universal for Cfin we have that Aut(F ) endowed with
the topology τF is extremely amenable if and only if Cfin has the Ramsey
property. Let G = Aut(F ). Since G(e) = NF (e, e) is an open subgroup of
G, we have that {G(e) : A ∈ Ob(Cfin), e ∈ hom(A,F )} is a neighborhood
basis of the identity which consists of open subgroups of G.
Lemma 4.4 Let F be a homogeneous locally finite object in C which is
universal for Cfin . Assume that Cfin has the Ramsey property and let G =
Aut(F ). Fix a k > 2, an A ∈ Ob(Cfin), an e ∈ hom(A,F ) and a finite
H ⊆ G. Then for every k-coloring f : G→ k which is constant on elements
of G/G(e) there exists a g ∈ G such that f is constant on g ·H.
Proof. Define a mapping ψ : G → hom(A,F ) by ψ(g) = g · e. Then
ψ is a surjection because F is homogeneous (take any e′ ∈ hom(A,F );
the homogeneity of F yields that there is a g0 ∈ G such that g0 · e = e
′,
so ψ(g0) = g0 · e = e
′) and the classes of kerψ are G/G(e). Since f is
constant on elements of G/G(e), the k-coloring f : hom(A,F )→ k given by
f(g · e) = f(g) is well defined.
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Let H = {h0, . . . , hn−1}. Because F is locally finite there exist B ∈
Ob(Cfin), p ∈ hom(B,F ) and mi ∈ hom(A,B) such that p · mi = hi · e,
i < n.
A B F
mi
hi·e
p
Since Cfin has the Ramsey property, Lemma 3.4 yields that there is a w ∈
hom(B,F ) such that |f(w·hom(A,B))| = 1. But {mi : i < n} ⊆ hom(A,B),
so |f({w ·mi : i < n})| = 1.
Since F is homogeneous, there is a g ∈ G such that g · p = w.
A B F F
mi
hi·e
p
w
Having in mind that w ·mi = g ·p ·mi = g ·hi ·e we conclude that |f({g ·hi ·e :
i < n})| = 1, whence |f({g · hi : i < n})| = 1. Therefore, f is constant on
g ·H. 
Theorem 4.5 Let Cfin be a full subcategory of C such that (C1) – (C5)
hold. Let F be a homogeneous locally finite object in C which is universal
for Cfin and whose automorphisms are finitely separated. Then Aut(F )
endowed with the topology τF is extremely amenable if and only if Cfin has
the Ramsey property.
Proof. Let G = Aut(F ).
(⇒): By Lemma 3.4 it suffices to show that F −→ (B)Ak for every integer
k > 2 and all A,B ∈ Ob(Cfin) such that A
C
−→ B.
Fix a k > 2 and A,B ∈ Ob(Cfin) such that A
C
−→ B and let χ :
hom(A,F ) → k be an arbitrary coloring. Note that X = khom(A,F ) is a
compact Hausdorff space with respect to the Tychonoff topology (with k
discrete). Let G act on X by (ξ, g) 7→ ξg, where ξg(e) = ξ(g−1 · e), for all
e ∈ hom(A,F ). Clearly, this action is continuous. Then Y = {χg : g ∈ G}
is compact and G-invariant. Therefore, there is a χ0 ∈ Y such that χ
g
0 = χ0
for all g ∈ G, whence follows that χ0 is constant (take e1, e2 ∈ hom(A,F );
since F is homogeneous there is a g ∈ G such that g · e1 = e2; then χ0(e1) =
χ0(g
−1 · e2) = χ
g
0(e2) = χ0(e2)).
Since A,B ∈ Ob(Cfin) we have that H = hom(A,B) is finite by (C3).
Let s ∈ hom(B,F ) be a morphism (which exists because B ∈ Ob(Cfin)).
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Since χ0 ∈ Y , there is a g ∈ G such that χ0|s·H = χ
g|s·H . As χ0 is constant,
χg is constant on s·H. In other words, χg(s·e1) = χ
g(s·e2) for all e1, e2 ∈ H,
or, equivalently, χ(g−1 · s · e1) = χ(g
−1 · s · e2) for all e1, e2 ∈ H. Therefore,
|χ(w · hom(A,B))| = 1 for w = g−1 · s ∈ hom(B,F ).
(⇐): Assume that Cfin has the Ramsey property. Take any G-flow X
and let us show that it has a joint fixed point. By Lemma 4.1 it suffices to
show that for every n ∈ N, every continuous f : X → Rn, every ε > 0 and
every finiteH ⊆ G there is an x ∈ X such that (∀h ∈ H) ‖f(x)−f(xh)‖ 6 ε,
where ‖ · ‖ denotes the euclidean norm in Rn.
Take any n ∈ N, continuous f : X → Rn, ε > 0 and finite H ⊆ G. The
mapping ϕ : X ×G→ [0,+∞) : (x, g) 7→ ‖f(x)− f(xg)‖ is continuous as a
composition of continuous mappings, soW = ϕ−1
(
[0, ε/3)
)
is open. Clearly,
X × {idF} ⊆ W . Since X is compact and W open, there exists an open
V ⊆ G such that X ×{idF } ⊆ X ×V ⊆W . Since {G(e) : A ∈ Ob(Cfin), e ∈
hom(A,F )} is a neighborhood basis of the identity, we have G(e) ⊆ V for
some e ∈ hom(A,F ) where A ∈ Ob(Cfin). Therefore, X × G(e) ⊆ W , or,
equivalently,
(∀x ∈ X)(∀g ∈ G(e)) ‖f(x)− f(x
g)‖ < ε/3. (4.1)
Let us partition f(X) ⊆ Rn into finitely many sets A0, A1, . . . , Ak−1 so
that diam(Ai) 6 ε/3 for all i ∈ k. Fix an x0 ∈ X and for i ∈ k let
Wi = {g ∈ G : f(x
g
0) ∈ Ai} and Vi = {g ·G(e) : g ∈Wi}.
Clearly, {Wi : i ∈ k} is a partition of G and
⋃
i∈k Vi = G/G(e). Note that
{Vi : i ∈ k} is not necessarily a partition of G/G(e) as it may happen that
Vi ∩ Vj 6= ∅ for some i 6= j. Define a coloring c : G/G(e) → k as follows:
c(V0) = {0},
c(V1 \ V0) = {1},
c(V2 \ (V0 ∪ V1)) = {2},
...
c(Vk−1 \ (V0 ∪ . . . ∪ Vk−2)) = {k − 1},
and then extend it to c : G→ k by letting
c(g) = c(g ·G(e)).
Since c is constant on elements of G/G(e), Lemma 4.4 gives us that there is
a q ∈ G and a p ∈ k such that c
(
q · (H ∪ {idF })
)
= {p}. Let us show that
x = xq0 is the element of X we are looking for.
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Take any h ∈ H. Then c(q · h) = c(q) = p whence c(q · h · G(e)) =
c(q ·G(e)) = p. In other words, q ·h ·G(e) ∈ Vp and q ·G(e) ∈ Vp, so there exist
u, v ∈Wp such that q ·h ·G(e) = u ·G(e) and q ·G(e) = v ·G(e). Consequently,
q·h·s = u and q·t = v for some s, t ∈ G(e). Then, by definition ofWp, we have
that f(xh·s) = f(xq·h·s0 ) = f(x
u
0) ∈ Ap and f(x
t) = f(xq·t0 ) = f(x
v
0) ∈ Ap, so
‖f(xt)− f(xh·s)‖ 6 diam(Ap) 6 ε/3. (4.2)
On the other hand (4.1) implies
‖f(x)− f(xt)‖ 6 ε/3 and ‖f(xh)− f(xh·s)‖ 6 ε/3. (4.3)
because s, t ∈ G(e). Therefore,
‖f(x)− f(xh)‖ 6‖f(x)− f(xt)‖+ ‖f(xt)− f(xh·s)‖+
+ ‖f(xh·s)− f(xh)‖ 6 ε/3 + ε/3 + ε/3
using (4.2) and (4.3). 
As an immediate consequence of the Duality Principle we now have:
Corollary 4.6 Let Cfin be a full subcategory of C such that (C1)
op – (C5)op
hold. Let F be a projectively homogeneous, projectively locally finite ob-
ject in C which is projectively universal for Cfin and whose automorphisms
are projectively finitely separated. Then Aut(F ) endowed with the dual
topology τopF is extremely amenable if and only if Cfin has the dual Ramsey
property.
5 Expansions, group actions and the expansion
property
An expansion of a category C is a category C∗ together with a forget-
ful functor U : C∗ → C (that is, a functor which is surjective on ob-
jects and injective on hom-sets). We shall generally follow the conven-
tion that A,B,C, . . . denote objects from C while A,B, C, . . . denote ob-
jects from C∗. Since U is injective on hom-sets we may safely assume that
homC∗(A,B) ⊆ homC(A,B) where A = U(A), B = U(B). In particular,
idA = idA for A = U(A). Moreover, it is safe to drop subscripts C and C
∗
in homC(A,B) and homC∗(A,B), so we shall simply write hom(A,B) and
hom(A,B), respectively. Let U−1(A) = {A ∈ Ob(C∗) : U(A) = A}. Note
that this is not necessarily a set.
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An expansion U : C∗ → C is reasonable (cf. [7]) if for every e ∈
hom(A,B) and every A ∈ U−1(A) there is a B ∈ U−1(B) such that e ∈
hom(A,B):
A B
A B
e
U U
e
An expansion U : C∗ → C has unique restrictions if for every B ∈
Ob(C∗) and every e ∈ hom(A,U(B)) there is a unique A ∈ U−1(A) such
that e ∈ hom(A,B):
B↾e = A B
A B
e
U U
e
We denote this uniqueA by B↾e and refer to it as the restriction of B along e.
Lemma 5.1 Let U : C∗ → C be an expansion with unique restrictions.
(a) Let A ∈ U−1(A). Then A↾idA = A. Hence, if U(f) = idA then
f = idA.
(b) f ∈ hom(A,B) if and only if A = B↾f .
(c) Let f ∈ hom(A,B) and g ∈ hom(B,C) and let C ∈ U−1(C). Then
(C↾g)↾f = C↾g·f .
(d) Let A,B ∈ Ob(C) and let f : A→ B be an isomorphism in C. Take
any B ∈ U−1(B) and let A = B↾f . Then f : A → B is an isomorphism in
C∗.
Proof. (a) and (b) follow immediately from the fact that restrictions are
unique, while (c) and (d) follow from (a) and (b). 
The proofs of the following two lemmas are straightforward and very
similar, so we omit the proof of the first lemma.
Lemma 5.2 (a) The expansion U : C∗ → C is an expansion with restric-
tions if and only if for all A ∈ Ob(C) and all B ∈ Ob(C∗) we have that
homC(A,U(B)) =
⋃
A∈U−1(A) homC∗(A,B).
(b) The expansion U : C∗ → C is an expansion with unique restric-
tions if and only if for all A ∈ Ob(C) and all B ∈ Ob(C∗) we have that
homC(A,U(B)) =
⋃
A∈U−1(A) homC∗(A,B) and this is a disjoint union.
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Proof. Analogous to the proof of Lemma 5.3. 
Lemma 5.3 Let U : C∗ → C be an expansion with unique restrictions. For
A ∈ Ob(C) let A ∈ U−1(A) be arbitrary, and let {Ai : i ∈ I} be all the
objects in C∗ isomorphic to A such that U(Ai) = A, i ∈ I.
(a) AutC(A) =
⋃
i∈I isoC∗(Ai,A) and this is a disjoint union.
(b) Suppose that I is finite and that Aut(A) is finite. Then |AutC(A)| =
|I| · |AutC∗(A)|.
Proof. (a) Take any f ∈ AutC(A). Then A↾f = Ai for some i ∈ I
(Lemma 5.1), so f ∈ isoC∗(Ai,A). Conversely, take any f ∈ isoC∗(Ai,A) for
some i ∈ I. Then f : A→ A is clearly an automorphism of A. The union is
disjoint because of unique restrictions.
(b) Since AutC∗(A) ⊆ AutC(A) it follows that AutC∗(A) is also finite.
Note that for each i ∈ I, |isoC∗(Ai,A)| = |AutC∗(A)|. The claim now follows
from (a). 
Lemma 5.4 Let U : C∗ → C be a reasonable expansion with unique re-
strictions. If F ∈ Ob(C) is locally finite and F ∈ U−1(F ) then F is locally
finite.
Proof. Take any A,B ∈ Ob(C∗fin) and e ∈ hom(A,F), f ∈ hom(B,F). Let
A = U(A) and B = U(B). Note that A = F↾e and B = F↾f .
Since F is locally finite, there exist C ∈ Ob(Cfin), p ∈ hom(A,C), q ∈
hom(B,C) and r ∈ hom(C,F ) such that r · p = e and r · q = f . Let
C = F↾r. Let A
′ = C↾p. Then p ∈ hom(A
′, C). Moreover, Lemma 5.1 yields
A′ = (F↾r)↾p = F↾r·p = F↾e = A, whence p ∈ hom(A, C). Analogously,
q ∈ hom(B, C).
Assume now that there is an object C′ ∈ Ob(C∗fin) together with mor-
phisms p′ ∈ hom(A, C′), q′ ∈ hom(B, C′) and r′ ∈ hom(C′,F) such that
r′ · p′ = e and r′ · q′ = f . Let C ′ = U(C). Then p′ ∈ hom(A,C ′),
q′ ∈ hom(B,C ′), r′ ∈ hom(C ′, F ), and r′ ·p′ = e and r′ ·q′ = f . Since F is lo-
cally finite, there is a morphism s ∈ hom(C,C ′) such that the corresponding
diagram in C commutes. Let C′′ = C′↾s. Since C
′ = F↾r′ , Lemma 5.1 yields
C′′ = C′↾s = (F↾r′)↾s = F↾r′·s = F↾r = C, so, in particular, s ∈ hom(C, C
′)
and it makes the corresponding diagram in C∗ commute. 
An expansion U : C∗ → C is precompact (cf. [12]) if U−1(A) is a set for
all A ∈ Ob(C), and it is a finite set for all A ∈ Ob(Cfin).
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Lemma 5.5 Let U : C∗ → C be a reasonable precompact expansion with
unique restrictions, and let C∗fin be the full subcategory of C
∗ spanned by
the objects
Ob(C∗fin) =
⋃
{U−1(A) : A ∈ Ob(Cfin)}.
Then C∗ and C∗fin satisfy (C1)–(C5).
Proof. (C1) and (C3) are trivially satisfied as morphisms in C are mono and
hom(A,B) ⊆ hom(U(A), U(B)) for all A,B ∈ Ob(C∗). (C2) follows from
the fact that U−1(A) is always a set and the fact that Ob(Cfin) is a set. To
show that (C4) holds take any F ∈ Ob(C∗) and let F = U(F). Because
(C4) holds for C and Cfin there is an A ∈ Ob(Cfin) and e ∈ hom(A,F ).
Then F↾e ∈ U
−1(A) ⊆ Ob(C∗fin) and e ∈ hom(F↾e,F) by uniqueness of
restrictions. Finally, to show that (C5) holds take any B ∈ Ob(C∗fin) and
let M = {A ∈ Ob(C∗fin) : A
C∗
−→ B} and B = U(B); then clearly |M | 6∑
{|U−1(A)| : A
C
−→ B}, which is finite because (C5) holds for C and Cfin
and the expansion is precompact. 
Let U : C∗ → C be a reasonable precompact expansion with unique
restrictions and let F ∈ Ob(C). For A ∈ Ob(Cfin), e ∈ hom(A,F ) and
A ∈ U−1(A) let
N(e,A) = {F ∈ U−1(F ) : e ∈ hom(A,F)}.
If the expansion U is reasonable then N(e,A) 6= ∅ for all e ∈ hom(A,F )
and A ∈ U−1(A).
Lemma 5.6 Let U : C∗ → C be a reasonable precompact expansion with
unique restrictions and let F ∈ Ob(C). Take any A ∈ Ob(Cfin) and
e ∈ hom(A,F ), and let U−1(A) = {A0, . . . ,An−1}. Then
⋃
i<nN(e,Ai) =
U−1(F ) and N(e,Ai) ∩N(e,Aj) = ∅ whenever i 6= j.
Proof. Let us first show
⋃
i<nN(e,Ai) = U
−1(F ). The inclusion ⊆ is trivial.
As for the inclusion ⊇ take any F ∈ U−1(F ). Then F↾e = Ai for some i, so
F ∈ N(e,Ai). Assume, now, that there exists some F ∈ N(e,Ai)∩N(e,Aj).
Then Ai = F↾e = Aj whence i = j because U has unique restrictions. 
Let U : C∗ → C be an expansion with unique restrictions. We say
that U separates points if the following holds: for every F ∈ Ob(C) and all
F1,F2 ∈ U
−1(F ) such that F1 6= F2 there exist an A ∈ Ob(Cfin) and an
e ∈ hom(A,F ) such that F1↾e 6= F2↾e.
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Proposition 5.7 Let F ∈ Ob(C) be locally finite and let U : C∗ → C be a
reasonable precompact expansion with unique restrictions which separates
points.
(a) SF = {N(e,A) : U(A) ∈ Ob(Cfin), e ∈ hom(U(A), F )} is a base of
clopen sets of a topology σF on U
−1(F ).
(b) U−1(F ) with the topology σF is a Hausdorff space.
Proof. (a) To show that SF is a base of some topology on U
−1(F ) take any
F ∈ N(e,A) ∩N(f,B):
A F B
A F B
e
U U
f
U
e f
Lemma 5.4 tells us that F is locally finite, so there exist C ∈ Ob(C∗fin) and
p ∈ hom(A, C), p ∈ hom(B, C) and r ∈ hom(C,F) such that r · p = e and
r · q = f . Let C = U(C):
C A F B
C A F B
U
r
e
U
p
U
f
U
q
r
ep f
q
Then clearly F ∈ N(r, C). Let us show that N(r, C) ⊆ N(e,A)∩N(f,B).
Take any F ′ ∈ N(r, C). Then:
A C F ′
A C F
p
U
e
r
U U
p
e
r
Since r · p = e it follows that F ′ ∈ N(e,A). By the same argument F ′ ∈
N(f,B).
Therefore, SF is a base of a topology on U
−1(F ). Every basic open set
is clopen by Lemma 5.6.
(b) To show that (U−1(F ), σF ) is a Hausdorff space take any F1,F2 ∈
U−1(F ) such that F1 6= F2. Because U separates points there exist an A ∈
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Ob(Cfin) and an e ∈ hom(A,F ) such that A1 = F1↾e 6= F2↾e = A2. Then
F1 ∈ N(e,A1), F2 ∈ N(e,A2) and N(e,A1) ∩ N(e,A2) = ∅ (Lemma 5.6).

Next we show that each reasonable expansion with unique restrictions
yields an action of Aut(F ) on U−1(F ) for every F ∈ Ob(C). We shall show
that this action is continuous with respect to topologies τF on Aut(F ) and
σF on U
−1(F ) (see Lemma 4.2 and Proposition 5.7). We refer to this action
as logical.
Lemma 5.8 Let U : C∗ → C be a reasonable expansion with unique re-
strictions. Let F ∈ Ob(C) and g ∈ Aut(F ) be arbitrary but fixed.
(a) Let F ,F ′,F ′′ ∈ U−1(F ) be such that g ∈ hom(F ,F ′) and g−1 ∈
hom(F ′,F ′′). Then F = F ′′.
(b) For every F ∈ U−1(F ) there exists only one F ′ ∈ U−1(F ) such that
g ∈ hom(F ,F ′).
Proof. (a) We have the following:
F F ′ F ′′
F F F
g
U
g−1
U U
g g−1
whence F = F ′↾g = (F
′′↾g−1)↾g = F
′′↾g−1·g = F
′′↾idF = F
′′.
(b) Since U is reasonable there exists and F ′ ∈ U−1(F ) such that
g ∈ hom(F ,F ′). Assume that there is an F ′′ ∈ U−1(F ) such that g ∈
hom(F ,F ′′). Then by (a) we have g−1 ∈ hom(F ′′,F):
F ′′ F F ′
F F F
g−1
U
g
U U
g−1 g
As in (a) we now conclude that F ′ = F ′′. 
For F ∈ Ob(C), g ∈ Aut(F ) and F ∈ U−1(F ) let Fg denote the unique
element of U−1(F ) satisfying g−1 ∈ hom(F ,Fg).
Proposition 5.9 Let U : C∗ → C be a reasonable precompact expansion
with unique restrictions. Let F ∈ Ob(C) be a locally finite object. Then
Aut(F )× U−1(F )→ U−1(F ) : (g,F) 7→ Fg
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is a continuous group action with respect to topologies τF and σF (see
Lemma 4.2 and Proposition 5.7).
Proof. This is clearly a group action. Let us show that it is continuous. Let
N(e,A) be a basic open set in U−1(F ), where e ∈ hom(A,F ) and A = U(A).
Its inverse image is M = {(g,F) : Fg ∈ N(e,A)}. Take any (g0,F0) ∈ M
and let us show that
(g0,F0) ∈ N(e, g0 · e)×N(g0 · e,A) ⊆M.
Then g0 ∈ N(e, g0 · e) trivially, while F0 ∈ N(g0 · e,A) because of
A Fg00 F0
A F F
e
U
g0
U U
e g0
(note that the left square states that (g0,F0) ∈ M , while the right square
comes from the fact that g−10 ∈ hom(F0,F
g0
0 )).
To show that N(e, g0 · e)×N(g0 · e,A) ⊆M take any (h,F1) ∈ N(e, g0 ·
e)×N(g0 · e,A). From F1 ∈ N(g0 · e,A) we have
A F1 F
h
1
A F F
g0·e
U
h−1
U U
g0·e
e
h−1
Since h ∈ N(e, g0 · e) we have that h · e = g0 · e, that is, e = h
−1 · g0 · e.
Therefore, Fh1 ∈ N(e,A). 
Let A and A∗ be categories and U : A∗ → A and expansion. Following
[12] we say that U : A∗ → A has the expansion property if for every A ∈
Ob(A) there exists a B ∈ Ob(A) such that A
A∗
−→ B for all A,B ∈ Ob(A∗)
with U(A) = A and U(B) = B.
Lemma 5.10 Let A and A∗ be categories such that A∗ is directed and all
the morphisms in A are mono, and let U : A∗ → A be a reasonable expansion
with unique restrictions such that U−1(A) is finite for all A ∈ Ob(A). Then
U : A∗ → A has the expansion property if and only if for every D ∈ Ob(A∗)
there is a B ∈ Ob(A) such that for all B ∈ Ob(A∗) with U(B) = B we have
D
A∗
−→ B.
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Proof. (⇒) Obvious.
(⇐) Take any A ∈ Ob(A) and let U−1(A) = {A0, . . . ,Ak−1}. Because
A∗ is directed there is a D ∈ Ob(A∗) such that Ai
A∗
−→ D for all i < k. For
this D there is a B ∈ Ob(A) which fulfills the requirement of the lemma.
Take any A,B ∈ Ob(C∗fin) with U(A) = A and U(B) = B. Then A = Ai for
some i < k, so A = Ai
A∗
−→ D
A∗
−→ B, by the choice of B. 
Lemma 5.11 Let U : C∗ → C be a reasonable expansion with unique
restrictions. Let F be a homogeneous locally finite object of C and let
G = Aut(F ). Then for F ,F ′ ∈ U−1(F ) we have F ′ ∈ FG if and only if
Age(F ′) ⊆ Age(F).
Proof. (⇒) Assume that F ′ ∈ FG. Let A ∈ Age(F ′) be arbitrary, and let
e ∈ hom(A,F ′). Note that F ′ ∈ N(e,A). As every neighborhood of F ′
intersects FG, it follows that N(e,A) ∩ FG 6= ∅. In other words, there is a
g ∈ G such that Fg ∈ N(e,A). Then
A Fg F
A F F
e
U
g
U U
e g
whence follows that A ∈ Age(F) as g · e ∈ hom(A,F).
(⇐) Assume that Age(F ′) ⊆ Age(F) and let us show that every neigh-
borhood of F ′ intersects FG. Let N(e,A) be a neighborhood of F ′. Then
A ∈ Age(F ′) ⊆ Age(F), so there exists a morphism f ∈ hom(A,F). Since
F is homogeneous, there is a g ∈ Aut(F ) such that g · f = e:
F A F ′
A F F
U U
ef
U
g
ef
But then:
A F Fg
−1
A F F
f
e
U
g
U U
f
e
g
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whence follows that Fg
−1
∈ N(e,A). 
Proposition 5.12 Let U : C∗ → C be a reasonable expansion with unique
restrictions. Let F be a locally finite homogeneous object in C and as-
sume that U−1(F ) is compact with respect to the topology σF (see Propo-
sition 5.7). Let G = Aut(F ) and let F ∈ U−1(F ) be arbitrary. Then
U↾Age(F) : Age(F) → Age(F ) has the expansion property if and only if
Age(F) ⊆ Age(F ′) for all F ′ ∈ FG.
Proof. (⇒) Let A be the full subcategory of Cfin spanned by Age(F ) and
A∗ the full subcategory of C∗fin spanned by Age(F), and assume that U↾A∗ :
A∗ → A has the expansion property. Take any F ′ ∈ FG and let us show
that Ob(A∗) = Age(F) ⊆ Age(F ′). Let A ∈ Age(F) be arbitrary. Because
of the expansion property and Lemma 5.10 there is a B ∈ Ob(A) such that
A
C∗
−→ B for all B ∈ Ob(A∗) with U(B) = B. Take any f ∈ hom(B,F )
(which exists because B ∈ Ob(A) = Age(F )) and let B′ = F ′↾f . Then
B′ ∈ Age(F ′). Since F ′ ∈ FG, Lemma 5.11 yields Age(F ′) ⊆ Age(F),
so B′ ∈ Age(F). The choice of B now ensures that A
C∗
−→ B′. Finally,
A
C∗
−→ B′
C∗
−→ F ′ (since B′ ∈ Age(F ′)), whence A ∈ Age(F ′).
(⇐) Assume that Age(F) ⊆ Age(F ′) for all F ′ ∈ FG. Let A ∈ Age(F)
be arbitrary and let A = U(A). For e ∈ hom(A,F ) let
Xe = FG ∩N(e,A).
Let us show that
FG =
⋃
{Xe : e ∈ hom(A,F )}.
The inclusion ⊇ is trivial, while the inclusion ⊆ follows from the assump-
tion. Namely, if F ′ ∈ FG then Age(F) ⊆ Age(F ′); so A ∈ Age(F ′), or,
equivalently, there is a morphism f ∈ hom(A,F ′), whence F ′ ∈ Xf .
By construction each Xe is open in FG. Since FG is compact (as a
closed subspace of the compact space U−1(F )), there is a finite sequence
e0, . . . , ek−1 ∈ hom(A,F ) such that
FG =
⋃
{Xej : j < k}.
Since F is locally finite, there exist B ∈ Ob(Cfin) and morphisms r ∈
hom(B,F ) and pi ∈ hom(A,B) such that r · pi = ei, i < k. Let us show
that for every B ∈ Ob(C∗fin) such that U(B) = B we have A
C∗
−→ B.
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Take any B ∈ Ob(C∗fin) such that U(B) = B and let s ∈ hom(B,F) be
any morphism. Then, s ∈ hom(B,F ), so by the homogeneity of F there is
a g ∈ G such that g · s = r. Since g ∈ hom(F ,Fg
−1
) we have that
Fg
−1
B F
F B F
U U
sg·s
U
g
sr
g
In particular, r ∈ hom(B,Fg
−1
), so B ∈ Age(Fg
−1
). Now, Fg
−1
∈ FG =⋃
{Xej : j < k}, so F
g−1 ∈ Xei for some i. Moreover, r · pi = ei by the
construction of B. Therefore:
A Fg
−1
B
A F B
U
ei
U U
r
pi
ei r
Let A′ = B↾pi . Since B = F
g−1↾r we have A
′ = (Fg
−1
↾r)↾pi = F
g−1↾r·pi =
Fg
−1
↾ei = A. Consequently, pi ∈ hom(A,B). This concludes the proof that
A
C∗
−→ B. 
An expansion U : C∗ → C is projectively reasonable (resp. has unique
projective restrictions; has the projective expansion property) if Uop : (C∗)op →
Cop is reasonable (resp. has unique restrictions; has the expansion property).
6 Ramsey expansions
In this section we show that even in this very abstract setting the existence of
finite Ramsey degrees is a necessary and sufficient condition for the Ramsey
expansions to exist. The key technical tool for this result is a certain additive
property of Ramsey degrees.
Theorem 6.1 Let U : C∗ → C be a reasonable expansion with restrictions
and assume that all the morphisms in C are mono. For any A ∈ Ob(C) we
then have:
tC(A) 6
∑
A∈U−1(A)
tC∗(A).
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Consequently, if U−1(A) is finite and tC∗(A) < ∞ for all A ∈ U
−1(A) then
tC(A) <∞.
Proof. If there is an A ∈ U−1(A) with tC∗(A) = ∞ then the inequality is
trivially satisfied. The same holds if U−1(A) is infinite. Assume, therefore,
that U−1(A) = {A1, calA2, . . . ,An} and let tC∗(Ai) = ti ∈ N for each i.
Take any k > 2 and any B ∈ Ob(C) such that A
C
−→ B. Let h ∈
homC(A,B) be arbitrary. Because the expansion is reasonable there is a
B ∈ Ob(C∗) such that h ∈ homC∗(A1,B). Define inductively C0, C1, . . . ,
Cn ∈ Ob(C
∗) so that C0 = B and Ci −→ (Ci−1)
Ai
k,ti
. (Note that such a Ci
exists because tC∗(Ai) = ti.) Let Cn = U(Cn) and let us show that
Cn −→ (B)
A
k,t1+...+tn .
Take any χ : homC(A,Cn)→ k. By Lemma 5.2 (a) we know that
homC(A,Cn) =
n⋃
i=1
homC∗(Ai, Cn),
so we can restrict χ to each homC∗(Ai, Cn) to get n colorings
χi : homC∗(Ai, Cn)→ k, χi(f) = χ(f), i ∈ {1, . . . , n}.
Let us construct
χ′i : homC∗(Ai, Ci)→ k and wi : Ci−1 → Ci, i ∈ {1, . . . , n}
inductively as follows. First, put χ′n = χn. Given χ
′
i : homC∗(Ai, Ci) → k,
construct wi by the Ramsey property: since Ci −→ (Ci−1)
Ai
k,ti
, there is a
wi : Ci−1 → Ci such that
|χ′i(wi · homC∗(Ai, Ci−1))| 6 ti.
Finally, given wi : Ci−1 → Ci define χ
′
i−1 : homC∗(Ai−1, Ci−1)→ k by
χ′i−1(f) = χi−1(wn · . . . · wi · f).
Let us show that
|χ(wn · . . . · w1 · homC(A,B))| 6 t1 + . . .+ tn.
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By Lemma 5.2 we know that homC(A,B) =
⋃n
i=1 homC∗(Ai,B), so
|χ(wn · . . . · w1 · homC(A,B))| = |χ(wn · . . . · w1 ·
n⋃
i=1
homC∗(Ai,B))|
= |χ(
n⋃
i=1
wn · . . . · w1 · homC∗(Ai,B))|
= |
n⋃
i=1
χ(wn · . . . · w1 · homC∗(Ai,B))|
6
n∑
i=1
|χ(wn · . . . · w1 · homC∗(Ai,B))|.
Since B = C0 and by the constructions of wi’s we have that
wn · . . . · w1 · homC∗(Ai,B) ⊆ homC∗(Ai, Cn).
Therefore,
|χ(wn · . . . · w1 · homC∗(Ai,B))| = |χi(wn · . . . · w1 · homC∗(Ai, C0))|
= |χ′i(wi · . . . · w1 · homC∗(Ai, C0))|
6 |χ′i(wi · homC∗(Ai, Ci−1))| 6 ti.
This completes the proof. 
Lemma 6.2 Let U : C∗ → C be a reasonable expansion with unique re-
strictions which has the expansion property. Assume additionally that all
the morphisms in C are mono and that C∗ is a directed category. Let
A ∈ Ob(C) be arbitrary, let A1, . . . ,An ∈ U
−1(A) be distinct and assume
that ti = tC∗(Ai) ∈ N, i ∈ {1, . . . , n}. Then tC(A) >
∑n
i=1 ti.
Proof. Since tC∗(Ai) = ti, i ∈ {1, . . . , n}, for every i ∈ {1, . . . , n} there exists
a ki > 2 and a Bi ∈ Ob(C
∗) such that for every C ∈ Ob(C∗) one can find
a coloring χi : homC∗(Ai, C) → ki such that for every w ∈ homC∗(Bi, C) we
have that |χi(w · homC∗(Ai,Bi))| > ti.
Put k = k1 + . . .+ kn. Since C
∗ is directed, there is a D ∈ Ob(C∗) such
that Bi
C∗
−→ D for each i. Let ιi ∈ homC∗(Bi,D) be arbitrary, i ∈ {1, . . . , n}.
By the expansion property, for U(D) ∈ Ob(C) there is an E ∈ Ob(C) such
that D
C∗
−→ E for all E ∈ U−1(E).
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Now, take any C ∈ Ob(C) such that E
C
−→ C and any C ∈ U−1(C). For
every i ∈ {1, . . . , n} choose a coloring χi : homC∗(Ai, C) → ki such that for
every u ∈ homC∗(Bi, C) we have that
|χi(u · homC∗(Ai,Bi))| > ti.
Construct χ : homC(A,C) → k = k1 + . . . + kn as follows. Having in mind
Lemma 5.2,
for f ∈ homC∗(A1, C) put χ(f) = χ1(f);
for f ∈ homC∗(A2, C) put χ(f) = k1 + χ2(f);
...
for f ∈ homC∗(An, C) put χ(f) = k1 + . . .+ kn−1 + χn(f);
for all other f ∈ homC(A,C) put χ(f) = 0.
Let w ∈ homC(E,C) be arbitrary. Because U : C
∗ → C has unique
restrictions there exists a unique E = C↾w. Since E was chosen by the
expansion property and U(E) = E there is a v : D → E .
An Bn
...
... D E C
A1 B1
A E C
ιn
v
U
w
U
U
ι1
w
Let us show that |χ(w · homC(A,E))| > t1 + . . .+ tn. Note, first, that
|χ(w · homC(A,E))| > |χ(
n⋃
i=1
w · v · ιi · homC∗(Ai,Bi))|
because
w · homC(A,E) ⊇ w ·
n⋃
i=1
homC∗(Ai, E)
=
n⋃
i=1
w · homC∗(Ai, E) ⊇
n⋃
i=1
w · v · ιi · homC∗(Ai,Bi).
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The sets w · v · ιi · homC∗(Ai,Bi), i ∈ {1, . . . , n}, are pairwise disjoint (since
w·v·ιi ·homC∗(Ai,Bi) ⊆ homC∗(Ai, C)) and, by construction, on each of these
sets χ takes disjoint sets of values (since homC∗(A1, C) ⊆ {0, . . . , k1 − 1},
homC∗(A2, C) ⊆ {k1, . . . , k1 + k2 − 1}, and so on). Therefore,
|χ(
n⋃
i=1
w · v · ιi · homC∗(Ai,Bi))| =
n∑
i=1
|χ(w · v · ιi · homC∗(Ai,Bi))|.
As another consequence of the construction of χ we have that
|χ(w · v · ιi · homC∗(Ai,Bi))| = |χi(w · v · ιi · homC∗(Ai,Bi))| > ti
for all i ∈ {1, . . . , n}, which concludes the proof of the lemma. 
Theorem 6.3 Assume that all the morphisms in C are mono and that C∗ is
a directed category. Let U : C∗ → C be a reasonable expansion with unique
restrictions which has the expansion property. Then for any A ∈ Ob(C) we
have the following:
tC(A) =
∑
A∈U−1(A)
tC∗(A).
Consequently, tC(A) is finite if and only if U
−1(A) is finite and tC∗(A) <∞
for all A ∈ U−1(A).
Proof. Clearly, it suffices to show the following three facts:
(1) if U−1(A) = {A1,A2, . . . ,An} is finite and tC∗(Ai) <∞ for all i, then
tC(A) =
∑n
i=1 tC∗(Ai);
(2) if U−1(A) is infinite and tC∗(A) <∞ for all A ∈ U
−1(A) tC(A) =∞;
and
(3) if there exists an A ∈ U−1(A) such that tC∗(A) =∞ then tC(A) =∞.
(1) Assume that U−1(A) = {A1,A2, . . . ,An} is finite and that tC∗(Ai) <
∞ for all i. We have already seen (Theorem 6.1) that tC(A) 6
∑n
i=1 tC∗(Ai),
and that tC(A) >
∑n
i=1 tC∗(Ai) (Lemma 6.2).
(2) Assume that U−1(A) is infinite and that tC∗(A) < ∞ for all A ∈
U−1(A). Let us show that tC(A) =∞ by showing that tC(A) > n for every
n ∈ N. Fix an n ∈ N and take n distinct A1, . . . ,An ∈ U
−1(A). Then, by
Lemma 6.2, tC(A) >
∑n
i=1 tC∗(Ai) > n.
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(3) Assume that there is an A ∈ U−1(A) with tC∗(A) =∞. Let us show
that tC(A) =∞ by showing that tC(A) > n for every n ∈ N. Fix an n ∈ N.
The proof is a modification of the proof of Lemma 6.2.
Since tC∗(A) = ∞ there exists a k > 2 and a B ∈ Ob(C
∗) such that for
every C ∈ Ob(C∗) one can find a coloring χ′ : homC∗(A, C) → k such that
for every u ∈ homC∗(B, C) we have that |χ
′(u · homC∗(A,B))| > n. By the
expansion property, for U(B) ∈ Ob(C) there is an E ∈ Ob(C) such that
B
C
−→ E for all E ∈ U−1(E).
Now, take any C ∈ Ob(C) such that E
C
−→ C and any C ∈ U−1(C).
Choose a coloring χ′ : homC∗(A, C)→ k such that for every u ∈ homC∗(B, C)
we have that |χ′(u · homC∗(A,B))| > n. Construct χ : homC(A,C) → k as
follows:
for f ∈ homC∗(A, C) put χ(f) = χ
′(f);
for all other f ∈ homC(A,C) put χ(f) = 0.
Let w ∈ homC(E,C) be arbitrary. Because U : C
∗ → C has unique
restrictions there exists a unique E = C↾w. Since E was chosen by the
expansion property and U(E) = E there is a v : B → E .
A B E C
A E C
U
v
U
w
U
w
In order to show that |χ(w · homC(A,E))| > n note, first, that
|χ(w · homC(A,E))| > |χ(w · v · homC∗(A,B))|.
Since w · v · homC∗(A,B) ⊆ homC∗(A, C) we have that
χ(w · v · homC∗(A,B)) = χ
′(w · v · homC∗(A,B))
so, by the choice of χ′,
|χ(w · homC(A,E))| > |χ
′(w · v · homC∗(A,B))| > n.
This concludes the proof. 
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Corollary 6.4 Let U : C∗ → C be a reasonable expansion with unique
restrictions which has the expansion property. Assume additionally that
all the morphisms in C are mono and that C∗ is a directed category. Let
A ∈ Ob(C) be such that Aut(A) is finite.
(a) t∼C (A) is finite if and only if U
−1(A) is finite and t∼C∗(A) <∞ for all
A ∈ U−1(A), and in that case
t∼C (A) =
∑
A∈U−1(A)
|Aut(A)|
|Aut(A)|
· t∼C∗(A).
(b) Assume that U−1(A) is finite and t∼C∗(A) < ∞ for all A ∈ U
−1(A).
Let A1, . . . , An be representatives of isomorphism classes of objects in
U−1(A). Then
t∼C (A) =
n∑
i=1
t∼C∗(Ai).
Proof. (a) Since Aut(A) is finite, Proposition 3.1 implies that t∼C (A) is finite
if and only if tC(A) is finite. Moreover, Aut(A) is finite for all A ∈ U
−1(A)
because Aut(A) ⊆ Aut(A).
(⇐) Assume, first, that tC(A) is not finite. Then tC(A) is not finite, so
by Theorem 6.3, U−1(A) is not finite or there is an A ∈ U−1(A) such that
tC∗(A) is not finite. The remark at the beginning of the proof then implies
that U−1(A) is not finite or there is an A ∈ U−1(A) such that t∼C∗(A) is not
finite.
(⇒) Assume, now, that t∼C (A) is finite. Then tC(A) is finite, so by
Theorem 6.3, U−1(A) is finite, say U−1(A) = {A1, . . . ,An}, and
tC(A) =
n∑
i=1
tC∗(Ai).
By Proposition 3.1 we get:
|Aut(A)| · t∼C (A) =
n∑
i=1
|Aut(Ai)| · t
∼
C∗(Ai),
whence the claim of the corollary follows after dividing by |Aut(A)|.
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(b) By the assumption, U−1(A)/∼= = {A1/∼=, . . . ,An/∼=}. Then
t∼C (A) =
∑
A∈U−1(A)
|Aut(A)|
|Aut(A)|
· t∼C∗(A) by (a)
=
n∑
i=1
|Ai/∼=| ·
|Aut(Ai)|
|Aut(A)|
· t∼C∗(Ai)
=
n∑
i=1
t∼C∗(Ai) by Lemma 5.3.

We are now ready to prove the second main result of the paper:
Theorem 6.5 (cf. [16, 13]) Let Cfin be a full subcategory of C such that
(C1) – (C5) hold. Let F ∈ Ob(C) be a homogeneous locally finite object,
and let A be the full subcategory of Cfin spanned by Age(F ). Then the
following are equivalent:
(1) A has finite Ramsey degrees.
(2) There is a reasonable precompact expansion with unique restrictions
U : C∗ → C and a full subcategory A∗ of C∗ which is directed, has the
Ramsey property and U↾A∗ : A
∗ → A has the expansion property.
The implication (2)⇒ (1) follows immediately from Theorem 6.3. There-
fore, the rest of the section is devoted to proving that (1) ⇒ (2). The
construction we are going to present is a generalization of the construction
presented in [13].
Standing assumption. For the remainder of this section fix a category C
and its full subcategory Cfin such that (C1) – (C5) hold. Fix a homogeneous
locally finite object F ∈ Ob(C), let G = Aut(F ) and let A be the full
subcategory of Cfin spanned by Age(F ). Assume that every A ∈ Ob(A) has
a finite Ramsey degree tA(A).
Let C∗ be the category whose objects are pairs C = (C, θ) where C ∈
Ob(C) and θ = (θA)A∈Ob(A) is a family of colorings
θA : hom(A,F )→ tA(A)
indexed by the objects of A. For such a family θ = (θA)A∈Ob(A) and an
f ∈ hom(A,F ) we let θ(f) = θA(f).
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Morphisms in C∗ are morphisms from C that preserve colorings. More
precisely, f is a morphism from C = (C, θ) to D = (D, δ) in C∗ if f ∈
hom(C,D) and
δ(f · e) = θ(e), for all e ∈
⋃
A∈Ob(A)
hom(A,F ).
Let U : C∗ → C be the obvious forgetful functor (C, θ) 7→ C and f 7→ f ,
and let C∗fin be the full subcategory of C
∗ spanned by expansions of objects
from Cfin .
Lemma 6.6 The categories C∗ and C∗fin satisfy (C1) – (C5) and U : C
∗ → C
is a reasonable precompact expansion with unique restrictions which sepa-
rates points.
Proof. The categories C∗ and C∗fin clearly satisfy (C1), (C2) and (C3). Also,
U is clearly a forgetful functor. The fact that U is reasonable and has unique
restrictions follows immediately from the way morphisms in C∗ are defined,
while (C4) for C∗ and C∗fin follows from existence of unique restrictions.
Let us show that U is a precompact expansion. Clearly, U−1(F ) is a
set for all F ∈ Ob(C). Take any B ∈ Ob(Cfin) and any (B, β) ∈ U
−1(B).
According to (C3) and (C5) the set hom(A,B) is finite for all A ∈ Ob(A)
and there are only finitely many objects A ∈ Ob(A) such that hom(A,B) 6=
∅. Therefore, only finitely many of the βA’s are nonempty, and for each
nonempty βA we have only finitely many choices as βA ∈ tA(A)
hom(A,B),
which is finite.
The fact that U is precompact yields immediately that (C5) holds for
C∗ and C∗fin .
Finally, let us show that U separates points. Take any C ∈ Ob(C),
and any C1 = (C, θ1) and C2 = (C, θ2) in Ob(C
∗). Assume that for every
A ∈ Ob(Cfin) and every e ∈ hom(A,C) we have that C1↾e = C2↾e, and let
us show that then θ1 = θ2. Let θ1(p) = i for some p ∈ hom(A,C) where
A ∈ Ob(A). We know that C1↾p = C2↾p, so let C1↾p = C2↾p = A = (A,α).
From p ∈ hom(A, C1) and θ1(p) = i it follows that α(idA) = i. On the other
hand, from p ∈ hom(A, C2) it follows that θ2(p) = α(idA) = i. 
Lemma 6.7 U−1(F ) endowed with the topology σF (see Proposition 5.7)
is a compact Hausdorff space.
Proof. We already know (Proposition 5.7 (b)) that (U−1(F ), σF ) is a Haus-
dorff space, so let us show compactness. Let V =
∏
A∈Ob(A) tA(A)
hom(A,F ).
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The mapping ξ : U−1(F )→ V : (F,ϕ) 7→ ϕ is clearly bijective. The space V
together with the product topology is compact but the space U−1(F ), on the
other hand, is topologized by σF . So, in order to prove that (U
−1(F ), σF )
is also compact it suffices to show that ξ is open. Let
N(e,B) = {F ∈ U−1(F ) : e ∈ hom(B,F)},
be a basic open set in σF where B ∈ Ob(Cfin), e ∈ hom(B,F ) and B =
(B, β) ∈ U−1(B). Since A,B ∈ Ob(Cfin), as in the proof of Lemma 6.6
we conclude that
⋃
A∈Ob(A) hom(A,B) is finite. Let
⋃
A∈Ob(A) hom(A,B) =
{f0, . . . , fn−1} and let β(fi) = ci, i < n. From the way morphisms in C
∗ are
defined it follows immediately that
N(e,B) = {(F,ϕ) ∈ U−1(F ) : ϕ(e · fi) = ci, i < n},
which is clearly open in the product topology on V . Therefore, ξ is open. 
Having in mind the Standing assumptions for this section, Proposi-
tion 3.6 ensures that for every A ∈ Ob(A) there is an essential coloring γA :
hom(A,F ) → tA(A). Let γ = (γA)A∈Ob(A), and let Fγ = (F, γ) ∈ Ob(C
∗).
As we have seen in Section 5, expansions with unique restrictions induce
group actions in a straightforward manner: for g ∈ G and F ∈ U−1(F ) by
Fg we denote the unique element of U−1(F ) satisfying g−1 ∈ hom(F ,Fg).
Specifically, if F = (F,ϕ) and Fg = (F,ϕg) then
ϕg(g−1 · e) = ϕ(e), for all A ∈ Ob(A) and e ∈ hom(A,F ).
Moreover, this action of G on U−1(F ) is continuous (Proposition 5.9). Since
U−1(F ) is compact (Lemma 6.7) there is an F∗ = (F,ϕ∗) ∈ FGγ such that
(F∗)G is minimal with respect to inclusion. Put
A∗ = Age(F∗).
By the assumption F is locally finite, so Lemma 5.4 ensures that so is F∗.
This together with Ob(A∗) = Age(F∗) then implies that A∗ is directed.
Moreover, by the choice of F∗ Lemma 5.11 and Proposition 5.12 yield that
U↾A∗ : A
∗ → A has the expansion property. So, in order to complete the
proof of Theorem 6.5 we have to show that A∗ has the Ramsey property.
Lemma 6.8 Each A ∈ Ob(A) has at least tA(A) distinct expansions in A
∗.
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Proof. Take any A ∈ Ob(A) and let t = tA(A). Then there is a B ∈ Ob(A)
and a coloring χ : hom(A,F )→ t such that
(∀w ∈ hom(B,F ))|χ(w · hom(A,B))| = t.
In other words, χ(w) : hom(A,B) → t : f 7→ χ(w · f) is surjective for each
w ∈ hom(B,F ). Fix an arbitrary e ∈ hom(B,F ) and let B∗ = (B, β∗) =
F∗↾e. Then B
∗ ∈ Age(F∗) and
ϕ∗A(e · f) = β
∗
A(f), for all f ∈ hom(A,B). (6.1)
Since F∗ ∈ FGγ it follows by Lemma 5.11 that Age(F
∗) ⊆ Age(Fγ), so
B∗ ∈ Age(Fγ). This means that there is a morphism h ∈ hom(B
∗,Fγ)
whence
γA(h · f) = β
∗
A(f), for all f ∈ hom(A,B). (6.2)
From (6.1) and (6.2) we, therefore, get
γA(h · f) = ϕ
∗
A(e · f), for all f ∈ hom(A,B),
or, equivalently,
γ
(h)
A = (ϕ
∗
A)
(e).
Note that γ
(h)
A is essential at B (because γA is essential) so there is a
w ∈ hom(B,F ) such that ker γ
(h)
A ⊆ kerχ
(w). Since χ(w) is a surjective
t-coloring, it follows that γ
(h)
A is also a surjective t-coloring. Hence, (ϕ
∗
A)
(e)
is a surjective t-coloring. Choose f0, f1, . . . , ft−1 ∈ hom(A,B) so that
(ϕ∗A)
(e)(fi) = ϕ
∗
A(e · fi) = i, i < t
and let A∗i = (A,α
∗
i ) = F
∗↾e·fi , i < t. Then for each i < t we have that
A∗i ∈ Age(F
∗) = Ob(A∗) and:
α∗i (idA) = ϕ
∗
A(e · fi) = i.
Therefore, A∗0, . . . , A
∗
t−1 are t distinct expansions of A in A
∗ (they are
distinct because each α∗i colors idA by a different color). 
Lemma 6.9 A∗ has the Ramsey property.
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Proof. Take any A∗ ∈ Ob(A∗) and let A = U(A∗). As we have seen,
U↾A∗ : A
∗ → A is a reasonable expansion with unique restrictions which has
the expansion property. So, Theorem 6.3 applies and
tA(A) =
∑
A∈(U↾
A∗
)−1(A)
tA∗(A).
Lemma 6.8 implies that |(U↾A∗)
−1(A)| > tA(A). The equality above then
yields that tA∗(A) = 1 for all A ∈ (U↾A∗)
−1(A). In particular, tA∗(A
∗) = 1.

This completes the proof of Theorem 6.5.
Finally, as an immediate consequence of the Duality Principle we now
have:
Corollary 6.10 Let Cfin be a full subcategory of C such that (C1)
op –
(C5)op hold. Let F ∈ Ob(C) be a projectively homogeneous, projectively
locally finite object, and let A be the full subcategory of Cfin spanned by
ProjAge(F ). Then the following are equivalent:
(1) A has finite dual Ramsey degrees.
(2) There is a projectively reasonable precompact expansion with unique
projective restrictions U : C∗ → C and a full subcategory A∗ of C∗ which
is projectively directed, has the dual Ramsey property and U↾A∗ : A
∗ → A
has the projective expansion property.
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