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Abstract
Modern implicit generative models such as generative
adversarial networks (GANs) are generally known to
suffer from issues such as instability, uninterpretability,
and difficulty in assessing their performance. If we see
these implicit models as dynamical systems, some of these
issues are caused by being unable to control their behavior
in a meaningful way during the course of training. In this
work, we propose a theoretically grounded method to
guide the training trajectories of GANs by augmenting
the GAN loss function with a kernel-based regularization
term that controls local and global discrepancies between
the model and true distributions. This control signal
allows us to inject prior knowledge into the model. We
provide theoretical guarantees on the stability of the
resulting dynamical system and demonstrate different
aspects of it via a wide range of experiments.
1 Introduction
Generative adversarial networks (GANs) [15] have been
widely studied from different perspectives such as infor-
mation theory [7], dynamical systems [27, 31], and game
theory [10]. Despite the practical successes [21, 24, 40],
they have suffered from a lack of theoretical understand-
ing of what is actually learned by the generator and
how close the distribution of generated samples is to the
real one [4]. Moreover, the instability of training GANs
and its reliance on immense hyper-parameter tuning also
remains a major issue. On the other hand, classical
generative algorithms based on kernel methods have well-
grounded theories even though their performance has not
yet been comparable with GANs [12, 25]. This brings us
the possibility of combining the best of both worlds [23].
Previous work. Guided training of implicit genera-
tive models is mostly seen as conditional models or im-
posing some sort of inductive bias on the model. In
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conditional models, some aspects of the prior knowl-
edge (e.g., class label) are provided as the input to the
model [6, 9, 28]. However, while imposing inductive bias,
structural domain knowledge (e.g., the existence of dis-
crete classes) is incorporated into the model mostly in
heuristic ways [7, 19]. In contrast, our approach incor-
porates the prior knowledge by controlling the training
trajectories using witness points whose role is theoret-
ically grounded thanks to the transparency of kernel
methods. One might see this under the general umbrella
of adding more players to the adversarial training to
improve some aspects of training. For instance, [32] pro-
posed the use of multiple discriminators each of which
discriminates data distribution projected on a random
axis. In practice, this requires a sufficiently large number
of projections to ensure stability.
Our approach, on the other hand, takes advantage
of trainable witness points which make it possible to
recover the distribution with much fewer projections. It
is based on an unnormalized mean embedding (UME)
which under mild assumptions and any finite number
of witness points defines an almost-sure metric on the
space of probability measures [8, Theorem 2]. Another
related work is [11] which proposed to train multiple
GANs for different resolutions of images created by the
Laplacian pyramid. The pyramid architecture and the
resolutions are hard-coded and the algorithm has no
freedom to learn its own pyramid. Analogously, our
proposed witness points can be viewed as an adaptive
pyramid.
Our contribution. In this work, after reviewing nec-
essary background information (Section 2), we propose
a generic game (dynamical system) with new players
called witness points [8, 20] which can be combined with
several objectives of implicit generative models to guide
the training (Section 3). This combination provides an
explicit trade-off between global and local differences
between the real and generated distributions. This dis-
entanglement between global and local distances enables
witness points to guide the training trajectories towards
regions of interests in the data space. Hence, one can
also incorporate prior knowledge about the true distri-
bution during training using the witness points. Based
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on our empirical studies, this prior knowledge carried by
the witness points leads to a better convergence of the
learning algorithms of GANs by favoring missed regions
with stronger training signals. Witness points also im-
prove the interpretability of the models by giving a better
understanding of the aspects of the target distribution
that are missed by the generator. We provide theoretical
guarantees (Section 3.3) to ensure that adding witness
points does not harm the local stability of the model
and studies different aspects of it both analytically and
experimentally (Section 4). Since witness points are gen-
erally defined in the data space, and due to the expected
challenge in using conventional kernels (e.g., Gaussian)
to compute the similarity matrix in the data space, we
suggest an idea to deal with high-dimensional data by
defining witness points in an abstract low-dimensional
latent space associated with an autoencoder (Section 3.2).
Lastly, we provide theoretical stability guarantee for this
general setting in which the kernel is also trainable (Sec-
tion 3.3).
2 Background
GANs are among the most popular techniques for learn-
ing high-dimensional generative models [15]. The idea
is based on an adversarial game between two players,
namely, a generator and a discriminator. Let Z and X
be latent space and data space, respectively. The gen-
erator Gθ : Z → X is defined via a generative process
y = Gθ(z) for z ∼ PZ where Gθ is usually a feedforward
neural network parameterized by θ and PZ is a simple
distribution over the latent space, e.g., PZ = N (0, I)
for Z = Rdz . Hence, it is easy to sample from Gθ as
it involves only one forward pass through the generator
network. The discriminator D : X → R takes a data
point x as an input and then outputs a score D(x), e.g.,
via a classifier D : X → [0, 1].
Given a dataset D = {x1, . . . ,xn} of i.i.d. samples
from PX, the vanilla GAN [15] learns the generator Gθ
to approximate PX by solving the minimax optimiza-
tion problem: minG maxD Ex[log D(x)] + Ez[log(1 −
D(G(z)))]. Let QY be the distribution induced by the
generator Gθ. Then, it was shown that this problem is
equivalent to minimizing the Jensen-Shannon (JS) diver-
gence between PX and QY [15] which was later extended
to more generic distances [33].
Maximum mean discrepancy (MMD). In this
work we focus on the MMD as discrepancy measure
between PX and QY [16]. Let F be a reproducing kernel
Hilbert space (RKHS) defined by the positive definite ker-
nel k:X ×X → R with the canonical feature map φ:X →
F , i.e., φ(x) := k(x, ·) and k(x,y) = 〈φ(x), φ(y)〉F for
all x,y ∈ X . The MMD between PX and QY can be
defined as
MMD2(PX, QX) = sup
f∈F,‖f‖≤1
∣∣∣∣∫ fdPX − ∫ fdQY∣∣∣∣
= ‖µPX − µQY‖2F , (1)
where µPX := Ex∼PX [k(x, ·)] and µQY := Ey∼QY [k(y, ·)]
are the so-called mean embeddings of PX and QY [29].
For a characteristic kernel k [13, 16], MMD2(P,Q) = 0
iff PX = QY, i.e., the MMD is a proper metric on a
space of distributions. It is instructive to note that the
MMD can be viewed as an integral probability metric
(IPM) whose function class is a unit ball in the RKHS
associated with the kernel k [2, 30, 33]. In the following,
we discuss briefly how MMD has been used in generative
models to prepare for the presentation of our proposed
method in Section 3.
MMD-GAN. It was originally proposed in [12] and
[25] that the generator QY = Gθ(Z) is learned so as to
minimize MMD2(PX, QY) w.r.t. θ. Since the discrimi-
nator lives in a unit ball of the RKHS, the benefit of this
formulation is that the maximization problem w.r.t. the
discriminator can be solved analytically, as seen from (1).
In higher dimensions, however, the MMD-GAN usually
produces a generator that is inferior to those produced
by other variants of GANs. Hence, several methods have
been proposed recently to improve the MMD-GAN in-
cluding optimized kernels and feature extractors [23, 37],
gradient regularization [1, 5], and repulsive loss [38], to
enumerate a few examples.
3 Adversarial Training via Wit-
ness Points
Our idea is to construct a set of points V = {v1, . . .vJ} ⊂
V, which we call witness points, whose role is to capture
local differences between the real distribution PX and
the generated one QY and to provide means to guide
training trajectories or injecting prior knowledge about
the distribution during the course of training.
3.1 Discrepancy Measure via Witness
Points
We can rewrite the MMD (1) as ‖w‖2F where w :=
µPX − µQY ∈ F is known as a witness function which
characterizes the differences between PX andQY (see Fig-
ure 8 in the appendix). For any x ∈ X , let w(x) be a
witness function evaluation at x which, according to
the reproducing property of F , can be computed by
w(x) = 〈µPX − µQY , φ(x)〉F = µPX(x) − µQY(x). By
projecting the witness function w onto a set of J direc-
tions {φ(v1), . . . , φ(vJ)} in the RKHS F , [8] and [20]
2
propose a discrepancy measure known as the unnormal-
ized mean embeddings (UME) statisticas which is the
Euclidean distance computed w.r.t. the projected values,
i.e.,
UME2 =
1
J
∥∥∥∥∥∥∥
 µPX(v1)...
µPX(vJ)
−
 µQY (v1)...
µQY (vJ)

∥∥∥∥∥∥∥
2
2
=
1
J
J∑
j=1
(µPX(vj)− µQY (vj))2.
It was shown in [8] that if k is characteristic, translation
invariant, real analytic, and {v}Jj=1 are drawn from any
distribution η with a density, then for any J ≥ 1, η-
almost surely, ME2(PX, QY) = 0 iff PX = QY. In [20],
the authors extend the statistic by optimizing {vj}Jj=1
so as to maximize the test power of the two-sample test
H0:PX = QY against H1:PX 6= QY. The result is an
interpretable two-sample test which gives an evidence in
the form of optimized witness points showing where PX
and QY differ.
Objective function. Based on J witness points in the
input space X , we propose to learn the generator Gθ by
solving minθ max{vj}Jj=1 Lλ(θ, {vj}Jj=1) where the loss
function is defined as
Lλ(θ,V) := D(PX, QY) + λ ·UME2(PX, QY,V). (2)
Here, D(PX, QY) is an arbitrary GAN objective and λ >
0 is a trade-off parameter. The empirical estimate of (2)
when kernel k(·, ·) is employed can be obtained using
the observations x1, . . . ,xn from PX and the generated
samples y1, . . . ,ym from the generator QY = Gθ as
L̂λ(θ,V) = D(PˆX, QˆY)
+
λ
J
J∑
j=1
(
1
n
n∑
i=1
k(xi,vj)− 1
m
m∑
j=1
k(yj ,vj)
2 (3)
where PˆX := 1n
∑n
i=1 δxi and QˆY :=
1
m
∑m
j=1 δyj are the
empirical distributions of PX and QY.
We can observe that (i) the first term on the
rhs of (2) acts as a global discrepancy measure be-
tween PX and QY. For example, one may consider
D(PX, QY) = MMD2(PX, QY), i.e., the objective used
in the MMD-GAN, (ii) the second term acts as an auxil-
iary objective that provides a local discrepancy measure
between PX and QY, allowing the generator to learn
the fine details of the data, (iii) and by maximizing
UME2(PX, QY, {vj}Jj=1) at each iteration w.r.t. the wit-
ness points {vj}Jj=1, they tell us where PX and QY differ
most. For convenience and due to the reasons mentioned
above, we call the proposed algorithm GLOCAD which
stands for GLObal/LOCal Adaptive Discrimination.
Algorithm 1: GLOCAD
input : The number of witness points J , tradeoff
parameter λ, the learning rate γ , the
batch size B, the number of iterations to
optimize the generator and the witness
points in each loop ng, nv.
Initialize generator and discriminator parameters
{θg,θd}, initialize witness points V0 = {vj0}Jj=1,
define the convergence criterion.
output : the generator function Gθg (z) and witness
points V = {vj}Jj=1.
while convergence criterion is not met do
for t = 1, . . . , nv do
Sample minibatches X = {xi}Bi=1 ∼ PX and
Z = {zj}Bj=1 ∼ PZ
for j = 1, . . . , J do
vj ← vj + γ · ∇vjLλ(θg,V)
for t = 1, . . . , ng do
Sample minibatches X and Z
θg ← θg − γ · ∇θgLλ(θg,V)
Example 1. Consider a special case when we
have D(PX, QY) = MMD2(PX, QY) where QY =
Gθ(Z). Then, our objective (2) can be expressed as
Lλ(θ, {vj}Jj=1) = ‖wθ‖2F+λJ
∑J
j=1 wθ(vj)
2, where wθ :=
µPX − µQY is the witness function. One can see that
the objective function allows us to capture both local and
global difference between PX and QY simultaneously.
Algorithm 1 summarized the proposed GLOCAD,
which interlaces training iterations over the local term
UME2(PX, QY, {vj}Jj=1) (w.r.t. the witness points) with
training iterations of the total loss Lλ(θ, {vj}Jj=1) (w.r.t
the parameters of the generator).
3.2 Witness Points in a Latent Space
The formulation in (3) places witness points in the data
space. This works well when the differences between the
two distributions are localized in this space. However,
when the data space is complex (e.g., natural images), lo-
calizing the differences in the original domain (e.g., pixel
space) may not be effective, and it becomes necessary to
detect differences in another task-dependent transformed
space (e.g., the feature space of images). To this end,
we propose to augment (3) with extra components to
improve its performance on high-dimensional data.
To deal with more complex data manifolds M =
supp(PX) ⊂ X , we restrict the witness points {vj}Jj=1
to lie in the latent space S of an autoencoder [18] where
dim(S)  dim(X ). Formally, we denote an autoen-
coder parameterized by θd = {θed,θdd} as Aθd : X → X ,
consisting of an encoder Eθed : X → S and a decoder
3
Dθdd : S → X such that Aθd(x) = Dθdd (Eθed(x)). Fig. 9
illustrates the algorithm when the autoencoder is incor-
porated.
The new objective function can then be written as
L(θg,θd,V) = Lλ1(θg,V) + λ2Lr(θed,θdd), (4)
where the first term on the rhs is equivalent to the origi-
nal loss in (3) except that the kernel now depends on
the encoder Eθed , i.e., kEθed (x,y) = k(Eθ
e
d
(x), Eθed(y)).
The second term on the rhs measures the reconstruc-
tion error of the autoencoder Aθd and can be esti-
mated by L̂r(θed,θdd) := 1B
∑B
i=1‖xi −Dθdd (Eθed(xi))‖22 +
1
B
∑B
i=1‖Gθg(zi) − Dθdd (Eθed(Gθg(zi)))‖22 when applied
to the observations {x1, . . . ,xB}∪{z1, . . . ,zB} in a mini-
batch of size 2B.
The benefits of our new objective (4) are twofold. First,
the witness points live in the latent space S of the au-
toencoder whose dimension is lower than that of the
data space X , resulting in a more tractable optimization
problem. Second, the reconstruction loss encourages the
encoder to be injective. Consequently, the encoder maps
points from the data space to the new input space of
the kernel without a substantial loss of information and
allows the trained kernel to remain characteristic [23].
We call this version of the algorithm which is built
on top of GLOCAD, Auto-GLOCAD due to the incor-
porated autoencoder architecture. See Algorithm 2 (ap-
pendix) for more details. Even though most of our ex-
periments are on GLOCAD, the theoretical guarantees
of the next section apply to Auto-GLOCAD as a more
general case.
3.3 Stability Analysis
In this section, we employ the theory of dynamical sys-
tems to investigate the stability properties of our algo-
rithm for (4) as a more general form of (3) when the
kernel is also trainable via an autoencoder. Specifically,
we establish the existence of a desirable equilibrium point
for the GLOCAD, and prove that it is locally stable under
some specific conditions.
Note that the gradient descent update rule on (4)
results in the following continuous dynamical system
with the state space Φ = (θg,θd,V):
θ˙g := −∇θgL(θg,θd,V), (5)
θ˙d := ∇θdL(θg,θd,V), (6)
V˙v := ∇vL(θg,θd,V). (7)
To investigate the stability, we consider the behaviour of
the dynamical system (5) around its equilibrium state.
Formally, the equilibrium state Φ∗ is a desirable equi-
librium if PX = QY = Gθ∗g (Z), regardless of the values
of θd and V, and also the decoder Dθdd is an injective
function.
Proposition 1. If the generator is realizable, i.e., there
exists a θ∗g ∈ Θg such that PX = QY = Gθ∗g (Z), the
dynamical system of (5) has a desirable equilibrium Φ∗ =
(θ∗g ,θd,V) and this equilibrium is locally exponentially
stable.
Proof idea— To prove the existence, the objective
function of each term is expanded and differentiated
to obtain the dynamics of (5). It is then showed that
the rhs terms vanish at the equilibrium when PX =
QY. To prove the local stability, we linearize the system
around the desirable equilibrium point by computing
the Jacobian of the dynamics. We then prove that the
submatrix ∂θ˙g/∂θg of the Jacobian is negative definite,
which is sufficient to conclude the stability of the system,
e.g., see [31] and [38, Lemma A.2]. The detailed proof is
given in Appendix B.
Proposition 1 implies that introducing trainable wit-
ness points in V—in addition to the aforementioned
benefits—do not harm our algorithm in terms of its
stability.
4 Experiments
4.1 Numerical Simulation
First, we analyze the gradient descent (GD) dynamics
of GLOCAD on a one-dimensional problem with the
analytic solution. The GD is considered as an update
rule with infinitesimal step size resulting in a continuous
dynamical system.
Single Gaussian. In this simulation, the model Qθq =
N (mq, σq) and target distributions PX = N (0, 1) are
both Gaussian and one witness point is available to the
model. Training dynamics are derived by computing the
time derivative of parameters as dθq/dt = −∇θq (L) and
dv/dt = ∇v(L). Figure 1(a) shows how training dynamics
of parameters change by varying the value of the witness
point. The simulation gives us two insights: First, as it
is also clear from the theory when the model captures
the target distribution, the dynamics of the witness point
stops evolving which means that the value of witness
points is meaningful only when there is some mismatch
between the model and the target. Second, the rate of
convergence of the model parameters is affected by the
initial value of the witness points which is also expected
due to their tangled dynamics. We observed that either
too large or too small values of the witness point both
result in slow convergence suggesting that a clever choice
of its initial value could lead to faster convergence of the
model to data (See Appendix G.1.1).
To gain a more holistic view of the dynamics, the phase
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Figure 1: (a, b) Dynamics of training for the mean of a single Gaussian (c, d) Phase portrait of the dynamics of
training for the mean of a single Gaussian. Color codes are: dotted blue → target, red → trainable model, magenta
→ witness point.
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Figure 2: (a, b) Numerical solution of the differential equations governing the GD training of two means of a mixture
of Gaussians when only one witness point is provided. The results are plotted for various values of the regularization
weight λ. λ =∞ means that only the UME term exists. Color codes are the same as Figures 1(a) and 1(b). (c, d)
While MMD is indifferent to the presence of different frequencies in the target distribution (See (c)), the UME can
use its witness point to modulate its sensitivity to certain frequencies in the target distribution which are not yet
captured by the model (See (b)).
portrait of this dynamical system in a region around its
equilibrium (mq = 0) is plotted for different values of the
kernel bandwidth. It is seen in Figures 1(c) and 1(d) that
the system posses a continuum of equilibria (depicted by
the red line) rather than an isolated one. This is proved
for the general case in Section 3.3 and Appendix B.2.
Moreover, notice that the value of the kernel bandwidth
distorts the trajectories but does not lead to a qualitative
change in the dynamical landscape of the parameters.
Mixture of Gaussians. Next, we investigate the dy-
namics of the parameters θq = {m1,m2} of the model
Qθq = 0.5 · N (m1, 1) + 0.5 · N (m2, 1) that aims to cap-
ture a target distribution when the model is given only a
single witness point v. This experiment suggests that the
number of witness points does not need to be equal to
the modes of data. Since witness points are themselves
trainable, their dynamics allows learning several modes
by having a single witness point. The simulated dynam-
ics of the parameters over the course of GD training is
shown in Figures 2(a) and 2(b) . It was observed that
the fastest convergence occurs for a middle-valued λ that
emphasizes the positive role of having UME along with
the global term, which in this case is MMD (See Figure 12
in the appendix for further details).
Spiky Gaussian. This experiment aims to show the
ability of the GLOCAD to detect local differences. We use
a mixture of two Gaussians as the target distribution PX.
Specifically, we consider P1 := N (0, 1), P2 := N (0, σ2q)
where variance σ2q > 0 and PX := wP1 + (1 − w)P2
is defined on R for some weight w ∈ [0, 1]. We are
interested in the case where σ2q is small, and w is close
to 1. Consider a moment where the primary difference
is local (at the origin), e.g., Q = N (0, 1). Because the
second component (P2) visually appears as a spike that
rides on the wider Gaussian, we refer to PX as a spiky
Gaussian. Now we aim to approximate this distribution
by a single Gaussian Q as the model. In this setting,
the population MMD and the population UME can be
derived in closed form:
MMD2 = (1− w)2 [c(2) + c(2σ2q )− 2c(1 + σ2q )] ,
UME2 = (1− w)2
[
c(1)e
−v2
2(σ2+1) − c(σ2q )e
−v2
2(σ2+σ2q)
]2
,
where c(z) :=
√
σ2
σ2+z for z > 0. To show the usability
of MMD and UME in detecting the spiky component,
we compare ∇σqMMD2 and ∇σqUME2 in Figure 2(c)
and Figure 2(d). As can be seen in Figure 2(c), MMD
has no freedom to change its sensitivity to different fre-
quencies in the input. On the other hand, Figure 2(d)
shows that the sensitivity function of UME peaks at dif-
ferent frequencies (bandwidths) by having the freedom
to displace the witness points. This suggests that UME
enjoys this extra degree of freedom provided by witness
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Figure 3: Two-dimensional mixture of Gaussian mixture models. Red dots: generated samples, black dots: target
distribution, magenta stars: witness points, blue shade: the heatmap of the loss function of V. The heatmap shows
areas of the space that tend to absorb witness points during the optimization.
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Figure 4: −∇mqUME2 evaluated at various values of
mq Witness points in the UME guide the generator to
learn to capture unknown data modes. Gradient from
the UME where the true parameter to learn is at mp = 1.
points to focus its attention on different frequencies in
the input which is analogous to what adaptive filters
carry out [17]. Full derivation can be found in Section
C.2 in the appendix.
The Gradient −∇UME2 as a Training Guide. The
added UME term to the main objective (see (3)) acts as a
training guide which directs the generator to capture an
unknown data mode as indicated by the witness points.
The goal of this section is to make this statement explicit
with the following illustrative example.
Define S = N (0, 1). Let the true data distribution be
P := ωP1 + (1 − ω)S where P1 := N (mp, 1) for some
mean mp 6= 0 and mixing proportion ω ∈ [0, 1]. Let the
model be Q := ωQ1+(1−ω)S where Q1 := N (mq, 1) and
mq is the parameter to learn. This problem illustrates
a case where the data generating distribution P is bi-
modal, and one of its two modes is already captured
by our model Q, i.e., the second component S. Assume
that one witness point v is used, and it places at the
mode of P1, i.e., v = mp. Assume a Gaussian kernel with
bandwidth σ2. The gradient −∇mqUME2 is
− 2σ
2
σ2 + 1
ω2
[
1− e
(
− (mp−mq)
2
2(σ2+1)
)]
e
(
− (mp−mq)
2
2(σ2+1)
)
mp −mq
σ2 + 1
.
and is shown in Figure 4 (full derivations in Appendix D)
where we assume that the true parameter mp = 1 and
ω = 1/2.
We observe that atmq = mp (i.e., P = Q), the gradient
is zero, providing no signal to change mq further. When
mq > mp, the gradient is negative (pulling back), which
will decrease the value of mq toward mp. Likewise, when
mq < mp, the gradient is positive (pushing forward),
leading to a positive change of mq toward mp. Since
UME measures local differences around the witness point
v, the gradient signal is strong in the neighborhood of
v, and much weaker in other regions that are far from
v (theoretically non-zero). This observation holds true
for any kernel bandwidth σ2 > 0. It can be seen that a
higher value of the kernel bandwidth makes UME less
local (i.e., larger coverage with dispersed gradient signal)
at the expense of lower magnitudes (pointwise).
4.2 Synthetic Data
Objective Function Augmented by UME. In this
section, we analyze our method using synthetic two-
dimensional dataset. We aim to investigate the role of
witness points in capturing the local structure of PX.
We use a neural network to parameterize the generator.
Witness points are parameterized as two-dimensional
vectors in the input space. The dataset used in this
experiment is a mixture of Gaussian mixture models.
The outer mixture places 5 components on a ring around
the origin. Each of these components contains 3 Gaussian
components which are also located on a smaller ring
(see Figure 3(a)). The evolution of the generator (red
dots) and witness points (magenta stars) in Figure 3
shows that the global structure is initially captured by
the generator; subsequently, the local structure of each
component is captured by the witness points that act
as guides for the generator to capture finer details of
the distribution. Any missed mode is detected by the
witness points which subsequently attract the probability
mass of the generator. We observed that MMD-GAN
(without UME term) failed to capture all the modes
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Figure 5: The training progress of two generative models (Top row) MMD-GAN (Bottom row) MMD-GAN +
witness points
unless the learning rate is set to about 100 times smaller
which consequently makes the training much slower to
converge.
Learning witness points in the latent space was intro-
duced in Section 3.2 to allow presenting the theoretical
results for a more general setting of (5). Our initial
experiments confirm that learning witness points in the
latent space is feasible in practice and their interpreta-
tions are aligned with our expectation (detecting regions
of mismatch). See Appendix A.1 for details.
Introduce Prior Knowledge via Witness Points.
This section concerns a scenario where a generative model
is already trained on a dataset D1. Then, another dataset
D2 comes and we want the generative model to cap-
ture the new dataset too without forgetting the previous
dataset. This can be seen as life-long learning in genera-
tive models [34]. Figure 5 illustrates a similar scenario.
The prior information here is the fact that D2 comes after
D1 and we have access to samples from D2. Choosing a
few witness points from D2 seems to be an effective way
to incorporate this information in the training process.
As can be seen in Figure 5(c), it is hard for a genera-
tive model without witness points (MMD) to move some
probability mass from D1 to D2. However, it is clear
from Figure 5(c) that having witness points from D2 in
MMD+UME explicitly encourages this mass transfer. In
addition, previously placed witness points in D1 act as
anchors and ensure that previously learned distribution
won’t be forgotten.
4.3 High Dimensional Data
In this section, we show the efficacy of witness points as
a method to guide training in a high-dimensional case.
Similar to the experiment of Figure 5, we take D as the
entire MNIST dataset [22]. We take D1 as the dataset of
the images corresponding to a random subset of labels.
D2 is the images corresponding to the complement set
of digits. Let τ shows the training steps. We train
a moment matching generative model [25] on D1 from
τ = 0 until τ = τfork with MMD objective. After τfork,
we continue training in two branches (See Figure 7). In
one branch, witness points from D2 are introduced and
the MMD+UME objective is optimized on D1 ∪ D2. In
another branch, the training is continued as before the
fork by optimizing the MMD objective onD1∪D2. We use
a pre-trained MNIST classifier to monitor the state of the
generators after the fork. We observe that the presence of
witness points directs the generator towards the incoming
mode faster compared with when only MMD distance
is optimized in the absence of witness points. As can
be seen in Figure 6, both models perform equally before
τfork, but the guiding signal from the witness points
enables the MMD+UME model to capture the second
mode faster. The details of this experiment are provided
in Appendix G. We run the same experiment with a
different D1 and D2 and constantly observed that the
second mode is captured faster. This implies that the
learning signal from witness points is strong enough to
guide the training at the initial steps of transition between
phases.
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Figure 6: The course of training and transition from Phase 1 where only digit 2 exists to Phase 2 where the digits 2
and 6 both are present in the training set. The heatmap shows the normalized logits of the classifier on the generated
examples (the darker colors are closer to zero). Phase 2 in the x axis shows the starting point of the second phase.
The point C in the same axis shows the moment in which the second mode is captured by the generator. This is a
point where the number of hits for the second mode passes a threshold of 10% of all samples. The corresponding
iterations to every moment on the x axis: Phase 1: iter 1k (very initial steps are removed due to lack of space),
Phase 2: iter 5k, C(a): iter 9.7k, C(b):6.1k.
Figure 7: Witness points in the UME guide the generator
to learn to capture unknown data modes. The generated
images by MMD and MMD+UME after both models
are initially trained by MMD objective until the fork
and a new mode is presented to the model after the fork.
The rows from top to bottom shows the chronological
sequence of generated images in the course of training.
5 Conclusion
We introduced witness points as a dynamic component
with theoretical justification to guide the training tra-
jectories of implicit generative models. We showed its
efficacy using multiple experiments and provided stability
guarantees ensuring that incorporating these points does
not harm the stability of current algorithms. Applica-
tions of the witness points in areas such as monitoring the
course of training, and interpreting the missing modes
can be ideas for future work.
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Kernel-Guided Training of Implicit Generative Models
with Stability Guarantees
Supplementary
A Auto-GLOCAD Algorithm
Algorithm 2: Auto-GLOCAD
input : J , λ, γ, c, B, ng, nv as Alg. 1 and ne, nd the training iterations for encoder and decoder.
do initialization as Alg. 1; initialize encoder and decoder parameters θed,θ
d
d; define the convergence criterion;
output :Gθg (z), V as Alg. 1 and the decoder Dθd(·) .
while convergence criterion is not met do
for t = 1, . . . , nd do
Sample minibatches X = {xi}Bi=1 ∼ PX and Z = {zj}Bj=1 ∼ PZ
θed ← θed − γ · ∇θedLr(θed,θdd)(X,Z)
θdd ← θdd − γ · ∇θddLr(θed,θdd)(X,Z)
for t = 1, . . . , ne do
Sample minibatches X and Z
θed ← θed + γ · ∇θedL(θed,θg,V)(X,Z)
for t = 1, . . . , ng do
Sample minibatches X and Z
θg ← θg − γ · ∇θgL(θed,θg,V)(X,Z)
for t = 1, . . . , nv do
Sample minibatches X and Z
for j = 1, . . . , J do
vj ← vj + γ · ∇vjL(θed,θg,V)(X,Z)
A.1 Experiment: Witness Points in a Latent Space
To showcase the performance of Auto-GLOCAD and also the flexibility of the algorithm with respect to the first term
of (4) that is an arbitrary loss of an implicit generative model, we tested our method on a high-dimensional dataset,
MNIST [22] and Energy-Based GAN [39] as the employed generative model. Energy-Based GAN conceptually
fits well in our framework since its discriminator is an autoencoder. Hence, we do not need to employ an extra
autoencoder to encode the witness points as it is required in Algorithm 2 and will be detailed in the following.
According to Algorithm 2, the witness points are defined and optimized in the latent space of this autoencoder.
The results can be seen in Figure 10. As depicted in Figure 10(c), the progress of the witness points is informative
about the training procedure. The algorithm is given 20 witness points, half of which initialized to Eθed(x) (for
x ∈ training set) and the other half initialized to Eθed(y) (for y = Gθg(z)). The upper three rows of Figure 10(c)
show the progress of the first set and the lower three rows show the progress of the second set. In the beginning,
when PX and QY are completely distinct, the witness points converge to the support of the distributions (almost
clear digits belonging to PX in the upper rows and noisy images belonging to QY in the lower rows). As the training
proceeds, two sets of witness points become more and more similar implying that the distinctions between two
distributions are getting smaller. Whenever a mismatch occurs between PX and QY, a structured image appears in
the witness points suggesting that the distinction is more than noise. When the distributions match, we expect to see
unstructured images in the witness points. We did the same experiment on CIFAR10 dataset and observed the same
condition. The learned witness points for intermediate stages of training when there still exists some local differences
between true and generated distributions is shown in Figure 10(d). Even though the images are not meaningful,
we conjecture the witness points (when decoded from the latent space by the decoder of the autoencoder) can be
used to find the regions of mismatch between the true and generated distributions as a diagnostic tool to probe the
missed modes of the target distribution. We postpone more exploration in this direction to future work.
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Figure 8: The witness points help locate the local dif-
ferences between the true and synthetic distributions,
which are then used in guiding the model to capture the
missed regions (as shown by arrows).
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Figure 9: The schematic of Auto-GLOCAD where the
witness points vj live in the latent space. The trained
decoder is used to visualize the witness points.
(a) early witness (b) Phase 2, iter = 10 (c) late witness
(d) witness points on CIFAR10,
iter=30k
Figure 10: (a) Generated samples in a middle stage of the training process (b) The decoded learned witness points at early stages
of Auto-GLOCAD (c) The progress of the witness points. Upper three rows are initialized to samples from the training set (x ∈ X )
and the lower three rows are initialized to (G(z) ∈ Y). Initial states show the complete distinctions (almost clean images from PX and
unstructured noise from QY. In later stages of training, this clear distinction vanishes as the witness points become more and more
similar. (d) Some witness points learned for CIFAR10 dataset at intermediate stages of training.
B Stability Analysis
In the following, we study the equilibria and the dynamical behaviour of the parameters of GLOCAD at the
equilibrium. Our analysis is similar to that presented in [38] and [31]. Recall the following loss functions which are
considered in GLOCAD:
Lmmd = EPX [kD(x,x′)]− 2EPX,QY [kD(y,y)] + EQY [kD(y,y′)] (8a)
Lume =
1
J
J∑
j=1
(EPX [kD(x,vj)]− EQY [kD(y,vj)])2 (8b)
L = Lmmd + λLume (8c)
where kD(x,y) = k(D(x), D(y)) and D : X → K is the feature extractor which we will also call the discriminator
interchangeably. Let θg ∈ ΘG and θd ∈ ΘD be the parameters of the generator and the discriminator respectively.
Let V = {vj}Jj=1 and vj ∈ V for V ⊆ K. The trainable parameters of GLOCAD are {θg,θd,V}. Using gradient
based optimization methods to find the optima of these losses gives us the following dynamical system when the
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learning rate of the optimization algorithm tends to zero (γ → 0):
θ˙g = −∇θgL(θg,θd,V)
θ˙d = ∇θdL(θg,θd,V)
V˙v = ∇vL(θg,θd,V)
(9)
We proceed by making the following assumption about the equilibria of GLOCAD.
Assumption 1. At equilibrium (θ∗g ,θd,V), we have Pθ∗g = PX and Dθ∗d (x) is injective on supp(PX)
⋃
supp(Pθ∗g ).
The above assumption implies that, at equilibrium, the set of witness points V = {vj}Jj=1 can be arbitrary, that
is, Lume = 0 for any non-empty set V while being at equilibrium. In what follows, we provide the detailed proof of
Proposition 1.
B.1 Existence of Equilibria
Proposition B.1. If the generator is realizable, i.e., there exists a θ∗g ∈ ΘG such that QY = PX, then the dynamical
system of (9) has equilibria (θ∗g ,θd,V) for any θd ∈ ΘD and V ∈ VJ .
Proof. Here, we expand the gradient of the loss (8) w.r.t. each set of trainable parameters to obtain the rhs of (9).
Let x ∼ PX, z ∼ PZ, Y = Gθg(Z) ∼ QY. Suppose x, z and y be realized samples from these distributions. Let
denote the output of the D(·) by d, i.e., dx = D(x) and dy = D(y). To ease the derivations, we assume that the
kernel is isotropic stationary, i.e., k(x,y) = ψ(‖x− y‖). The first term of (8c) is independent of V and was proved
to be stable in [38].
The second term Lume is a function of all three set of trainable variables {θg,θd,V} and can be written as
Lume(θg,θd,V) =
1
J
J∑
j=1
(
E
x∼PX
[k(Dθd(x),vj)]− E
y∼QY
[k(Dθd(y),vj)]
)2
=
1
J
J∑
j=1
(
E2x[k(Dθd(x),vj)]− 2Ex[k(Dθd(x),vj)]Ey[k(Dθd(y),vj)]
+ E2y[k(Dθd(y),vj)]
)
,
where Ex[·] := Ex∼PX [·] and Ey[·] := Ey∼QY [·]. To simplify the notation, let ejxv = D(x)− vj and ejyv = D(y)− vj ,
emphasizing our assumption that the kernel is isotropic. With slight abuse of notation, we simply use k instead of ψ
where k(x,y) = ψ(x− y). Because y = Gθg(z), we rewrite Ey[·] as Ez[·]. This re-parameterization is done since
computing ∂Ez[·]/∂θg is much more convenient than ∂Ey[·]/∂θg due to the fact that the distribution with respect
to which the expectation is taken is no longer a function of θg and we can swap the expectation with the derivation
operators. Then, the dynamic of the system w.r.t. the parameters of the generator can be written as
θ˙g = − 1
J
J∑
j=1
(
2Ex [kD(x,vj)]Ex
[
∂kD
∂ejxv
∂ejxv
∂θg
]
− 2Ex [kD(x,vj)]Ez
[
∂kD
∂ejyv
∂ejyv
∂θg
]
−2Ezy [kD(y,vj)]Ex
[
∂kD
∂ejxv
∂ejxv
∂θg
]
+ 2Ezy [kD(y,vj)]Ez
[
∂kD
∂ejyv
∂ejyv
∂θg
])
(10)
= − 1
J
J∑
j=1
(
2 (Ez [kD(y,vj)]− Ex [kD(x,vj)])Ez
[
∂kD
∂ejyv
∂ejyv
∂θg
])
(11)
= 0, (12)
where we used the fact that ∂e
j
xv
∂θg
= 0 to derive (11). The last equality (11) follows from the fact that Ez[kD(y,vj)]−
Ex[kD(x,vj)] vanishes at the equilibrium (when PX = QY), see Assumption 1.
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Similarly, the dynamics of the parameters of the feature extractor θd can be written as
θ˙d =
1
J
J∑
j=1
(
2Ex[kD(x,vj)]Ex
[
∂kD
∂ejxv
∂ejxv
∂θd
]
− 2Ex[kD(x,vj)]Ez
[
∂kD
∂ejyv
∂ejyv
∂θd
]
−2Ez[kD(y,vj)]Ex
[
∂kD
∂ejxv
∂ejxv
∂θd
]
+ 2Ez[kD(y,vj)]Ez
[
∂kD
∂ejyv
∂ejyv
∂θd
])
=
1
J
J∑
j=1
(
2 (Ex[kD(x,vj)]− Ez[kD(y,vj)])Ex
[
∂kD
∂ejxv
∂ejxv
∂θd
]
+2 (Ez[kD(y,vj)]− Ex[kD(x,vj)])Ex
[
∂kD
∂ejyv
∂ejyv
∂θd
])
= 0, (13)
where we used the fact that Ez[kD(y,vj)]− Ex[kD(x,vj)] vanishes at the equilibrium.
Finally, the dynamics of the witness points can be written as
v˙j =
1
J
J∑
j=1
(
2Ex[kD(x,vj)]Ex
[
∂kD
∂ejxv
∂ejxv
∂vj
]
− 2Ex[kD(x,vj)]Ez
[
∂kD
∂ejyv
∂ejyv
∂vj
]
(14)
−2Ez[kD(y,vj)]Ex
[
∂kD
∂ejxv
∂ejxv
∂vj
]
+ 2Ez[kD(y,vj)]Ez
[
∂kD
∂ejyv
∂ejyv
∂vj
])
=
1
J
J∑
j=1
(
2 (Ex[kD(x,vj)]− Ez[kD(y,vj)])Ex
[
∂kD
∂ejxv
∂ejxv
∂vj
]
(15)
+2 (Ey[kD(y,vj)]− Ex[kD(x,vj)])Ex
[
∂kD
∂ejyv
∂ejyv
∂vj
])
(16)
= 0, (17)
where we used the same argument as above to conclude that v˙j vanishes at the equilibrium.
Above analysis show that (θ˙g, θ˙g,V) vanishes at an equilibrium where PX = QY=Gθ∗g (Z). Notice that the
equilibrium is not an isolated point in the space of parameters. In fact, E = {(θ∗g ,θd,v) for all θd ∈ ΘD} is the set
of equilibria that is an equilibrium subspace E ⊂ ΘG ×ΘD × VJ instead of an isolated equilibrium point. In other
words, we have continuum of equilibria rather than isolated equilibria.
B.2 Local Stability
Given that a desirable equilibrium exists as shown in Proposition B.1, we are now in a position to show the local
stability of this equilibrium subspace.
Lemma B.1 ([31, 38]). Consider a non-linear system of parameters (θ,γ): θ˙ = h1(θ,γ), γ˙ = h2(θ,γ) with an
equilibrium point at (0,0). Let there exist  such that ∀γ ∈ B(0), (0,γ) is an equilibrium. If J = ∂h1(θ,γ)∂θ |(0,0) is a
Hurwitz matrix, the non-linear system is exponentially stable.
Proposition B.2. The non-linear dynamical system with states Φ = (θg,θd,V) is exponentially stable at its
equilibrium (θ∗G,θd,V) for any θd ∈ Θd and V ∈ VJ .
Proof. We start off with deriving the Jacobian of the system (9) as
J ,
∂
.
θg
T /∂θg ∂
.
θg
T /∂θd ∂
.
θd
T /∂V
∂
.
θd
T /∂θg ∂
.
θd
T /∂θd ∂
.
θd
T /∂V
∂
.
VT /∂θg ∂
.
VT /∂θd ∂
.
VT /∂V
 . (18)
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For simplicity, we assume that the effect of the feature extractor is absorbed in the kernel and kD(x,y) =
k(D(x), D(y)) = k(x,y) = kxy and the kernel is radial k(x,y) = k(‖x− y‖) = k(xy) where xy is a scalar. Notice
that xy is not a multiplication. It only denotes a scalar which is a function of both x and y. This simplifies the
derivatives to a great extent. To further simplify the notations of partial derivatives, let ∆ab =
∂2a
∂b2 and ∆
a
bc =
∂2a
∂b∂c .
In addition, we only consider a single witness point (v), i.e., J = 1. The loss function is then simplified as
Lume = E2x[k(xv)] + E2z[k(yv)]− 2Ex[k(xv)]Ez[k(yv)]. (19)
Assume the only trainable parameters are the parameters of the generator θ = θg and the witness point v. The
dynamical system is then simplified as
θ˙ = −2Ez[k(yv)]Ez[k′yv∇yvθ ] + 2Ex[k(xv)]Ez[k′yv∇yvθ ] (20)
v˙ = 2Ex[k(xv)]Ex[k′xv∇xvv ] + 2Ez[k(yv)]Ez[k′yv∇yvv ]− 2Ex[k(xv)]Ez[k′yv∇yvv ]. (21)
The Jacobian matrix
J ,
[
JGG JGV
JV G JV V
]
=
[
∂
.
θT /∂θ ∂
.
θT /∂v
∂
.
vT /∂θ ∂
.
vT /∂v
]
(22)
then describes the behaviour of the system around the equilibrium point. Moreover, we have
1
2
JGG =− Ez[k′2yv∆yvθ ]Ez[k′
2
yv∆
yvT
θ ] + Ez[k(yv)]Ez[k
′′
yv∆
yv
θ + k
′
yv∆
yv
θ ] (23)
− Ex[k(xv)]Ez[k′′yv∆yvθ + k′yv∆yvθ ]
=− Ez[k′2yv∆yvθ ]Ez[k′
2
yv∆
yvT
θ ] + (Ez[k(yv)]− Ex[k(xv)])Ez[k′′yv∆yvθ + k′yv∆yvθ ] (24)
=− Ez[k′2yv∆yvθ ]Ez[k′
2
yv∆
yvT
θ ]  0. (25)
Since (Ez[k(yv)]− Ex[k(xv)]) = 0 at the equilibrium when PX = QY (See Assumption 1), the second term of (24)
vanishes at the equilibrium. The last line follows from the fact that MMT is positive semidefinite for every matrix
M ∈ Rm×n [36]. Having proved that JGG is negative definite makes it straightforward, inspired by [31](Lemma
C.3), to take the last step and show the local exponential stability of the system. The idea is to expand the
eigenvalue decomposition of JGG and projecting the system to the subspace that is orthogonal to the equilibria. The
resultant projected system has a Hurwitz Jacobian matrix ensuring the exponential stability of the system in the
subspace orthogonal to the equilibria. The result then follows from Lemma B.1 (See the last step of the proof of the
Proposition 1 of [38]).
C Derivation of the Analytical Dynamics Function
Here we derive the formulation of the dynamical system of (5) for simple tractable cases which are used to simulate
the dynamical systems of Section 4.1. We first reproduce a well-known lemma that will be useful for derivations to
come.
Lemma C.1 (Gaussian integral computation ([14], Lemma E.1)). Let a, b, c, d ∈ R with b, d > 0. Then
1√
2pi
∫
exp
(−(x− a)2
b
+
−(x− c)2
d
)
dx =
√
bd
2(b+ d)
exp
(−(a− c)2
b+ d
)
.
C.1 Single Gaussian
Assume P = N (mp, σ2p), Q = N (mq, σ2q ) and k(x, y) = exp
(
− (x−y)22σ2
)
be a Gaussian kernel with bandwidth σ2.
µP (v) =
∫
k(x, v)p(x)dx
=
1
σp
1√
2pi
∫
exp
(
− (x− v)
2
2σ2
− (x−mp)
2
2σ2p
)
dx
(a)
=
√
σ2
σ2 + σ2p
exp
(
− (v −mp)
2
2(σ2 + σ2p)
)
, (26)
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where at (a) we use Lemma C.1. It follows that
(µP (v)− µθ(v))2
= µ2P (v) + µ
2
Q(v)− 2µP (v)µQ(v)
=
σ2
σ2 + σ2p
exp
(
− (v −mp)
2
σ2 + σ2p
)
+
σ2
σ2 + σ2q
exp
(
− (v −mq)
2
σ2 + σ2q
)
− 2
√
σ2
σ2 + σ2p
σ2
σ2 + σ2q
exp
(
− (v −mp)
2
2(σ2 + σ2p)
− (v −mq)
2
2(σ2 + σ2q )
)
.
After further simplification p = N (0, 1), q = N (mq, 1) and θ = mq, we have
(µP (v)− µθ(v))2 = σ
2
σ2 + 1
exp
(
− v
2
σ2 + 1
)
+
σ2
σ2 + 1
exp
(
− (v −mq)
2
σ2 + 1
)
− 2 σ
2
σ2 + 1
exp
(
− v
2
2(σ2 + 1)
− (v −mq)
2
2(σ2 + 1)
)
.
giving rise to the following gradient vector field
dv
dt
= ∇v(µP (v)− µθ(v))2 = − 2σ
2
(σ2 + 1)
2 v exp
(
− v
2
σ2 + 1
)
− 2σ
2
(σ2 + 1)
2 (v −mq) exp
(
− (v −mq)
2
σ2 + 1
)
+
2σ2
(σ2 + 1)2
(2v −mq) exp
(
−v
2 + (v −mq)2
2(σ2 + 1)
)
.
Similarly, we have
dmq
dt
= −∇mq (µP (v)− µθ(v))2 = −
2σ2
(σ2 + 1)
2 (v −mq) exp
(
− (v −mq)
2
σ2 + 1
)
+
2σ2
(σ2 + 1)2
(v −mq) exp
(
−v
2 + (v −mq)2
2(σ2 + 1)
)
= − 2σ
2
(σ2 + 1)
2 (v −mq)[
exp
(
− (v −mq)
2
σ2 + 1
)
− exp
(
−v
2 + (v −mq)2
2(σ2 + 1)
)]
.
C.2 Spiky Gaussian
Let P1 := N (0, 1), P2 := N (0, σ2q ) and P := wP1 + (1− w)P2 defined on R for some weight w ∈ [0, 1] and variance
σ2q . When σ2q is small, the two distributions illustrate a case where the primary difference is local (at the origin).
Consider a moment when the trainable distribution (model) is Q = N (0, 1). We refer to P as a spiky Gaussian.
Assume a Gaussian kernel k(x, y) = exp
(
− (x−y)22σ2
)
for some bandwidth σ2 > 0. In the following we derive the loss
functions of both MMD and UME.
MMD: We have
MMD2(P,Q) = Ex,x′∼P k(x, x′) + Ey,y′∼Qk(y, y′)− 2Ex∼PEy∼Qk(x, y)
(a)
= (1− w)2 [c(2) + c(2σ2q )− 2c(1 + σ2q )] ,
where we note that all the expectations in the first line are Gaussian integrals and use Lemma C.1 to simplify all the
expressions at (a), and c(z) :=
√
σ2
σ2+z for z > 0. Note that when w = 1 or σ
2
q = 1, P = Q and MMD
2(P,Q) = 0.
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UME: With the help of Lemma C.1, we have similarly
µQ(v) = Ey∼Qk(y, v) = c(1) exp
( −v2
2(σ2 + 1)
)
,
µP (v) = wEx∼Qk(x, v) + (1− w)Ex∼P2k(x, v)
= wµQ(v) + (1− w)c(σ2q ) exp
( −v2
2(σ2 + σ2q )
)
.
It follows that
UME2(P,Q) = (µP (v)− µQ(v))2
= (1− w)2
[
c(1) exp
( −v2
2(σ2 + 1)
)
− c(σ2q ) exp
( −v2
2(σ2 + σ2q )
)]2
.
The derivatives of these loss functions with respect to σq are taken for the sensitivity analysis.
∂(MMD2)
∂σq
=
σqσ
2
2
√
σ2
σ2+σ2q+1
(σ2 + σ2q + 1)
2
− σ
2
4(σ2 + 2σq)2
√
σ2
σ2+2σq
(27)
∂(UME2)
∂σq
= −2(1− w)2
exp(− v22σ2+2 )
√
σ2
σ2+1
2
−
exp (− v22σ2+2σ2q ) exp(
σ2
σ2+σ2q
)
2
 (28)
×
2σqv2 exp(− v22σ2+2σ2q )
√
σ2
σ2+σ2q
(2σ2 + 2σ2q )
2
−
σ2σq exp(− v22σ2+2σ2q )
2(σ2 + σ2q )
2
√
σ2
σ2+σ2q
 .
C.3 Mixture of Gaussians
Assume that p(x) :=
∑cp
j=1 ωp,jN (x | mp,j , σ2p,j) :=
∑cp
j=1 ωp,jpj(x) where we define the j
th component pj(x) :=
N (x | mp,j , σ2p,j), ωp := (ωp,1, . . . , ωp,cp)> is a vector of non-negative mixing weights such that
∑cp
j=1 ωp,j = 1,
{mp,j}cpj=1 are the means of the cp > 0 components, and {σ2p,j}cpj=1 are the variances. Similarly, assume that
q(y) :=
∑cq
j=1 ωq,jN (y | mq,j , σ2q,j). It follows from (26) that the mean embedding µp of p w.r.t a Gaussian kernel
with bandwidth σ2 is
µp(v) =
cp∑
j=1
ωp,jµpj (v)
=
cp∑
j=1
ωp,j
√
σ2
σ2 + σ2p,j
exp
(
− (v −mp,j)
2
2(σ2 + σ2p,j)
)
.
D UME Provides An Extra Signal to the Gradient
Guiding the Generator to Capture a Missing Mode The added UME term to the main objective (see (3))
acts as a training guide which directs the generator to capture the unknown data modes as indicated by the witness
points. The goal of this section is to make this statement explicit with the following illustrative example.
Define S = N (0, 1). Let the true data distribution be P := ωP1 + (1− ω)S where P1 := N (mp, 1) for some mean
mp 6= 0 and mixing proportion ω ∈ [0, 1]. Let the model be Q := ωQ1 + (1− ω)S where Q1 := N (mq, 1) and mq
is the parameter to learn. This problem illustrates a case where the data generating distribution P is bi-modal,
and one of its two modes is already captured by our model Q , i.e., the second component S. We will show that by
placing a witness point v in a high density region of P1, the gradient −∇mqUME2 leads mq toward mp.
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Assume a Gaussian kernel k(x, y) = exp
(
− (x−y)22σ2
)
for some bandwidth σ2 > 0. By (26), we have
µP (v) = ωEx∼P1k(x, v) + (1− ω)Ex∼N (0,1)k(x, v)
=
√
σ2
σ2 + 1
[
ω exp
(
− (v −mp)
2
2(σ2 + 1)
)
+ (1− ω) exp
(
− v
2
2(σ2 + 1)
)]
.
Likewise,
µQ(v)=
√
σ2
σ2 + 1
[
ω exp
(
− (v −mq)
2
2(σ2 + 1)
)
+ (1− ω) exp
(
− v
2
2(σ2 + 1)
)]
.
It follows that
UME2(P,Q) = (µP (v)− µQ(v))2
=
σ2
σ2 + 1
ω2
[
exp
(
− (v −mp)
2
2(σ2 + 1)
)
− exp
(
− (v −mq)
2
2(σ2 + 1)
)]2
,
where we use one witness point v for UME2(P,Q) = UME2. To make the dependency on v explicit, we write UME2v.
To provide an explicit training guide which directs Q to capture the mode (i.e., P1), we set v = mp, giving
UME2v=mp =
σ2
σ2 + 1
ω2
[
1− exp
(
− (mp −mq)
2
2(σ2 + 1)
)]2
.
The parameter mq is updated with a first-order optimization algorithm which relies on the gradient
−∇mqUME2v=mp = −
2σ2
σ2 + 1
ω2
[
1− e
(
− (mp−mq)
2
2(σ2+1)
)]
e
(
− (mp−mq)
2
2(σ2+1)
)
mp −mq
σ2 + 1
.
To illustrate, we assume that the true parameter mp = 1 and ω = 1/2. The gradient −∇mqUME2v=mp evaluated
at various values of mq is shown in Figure 4.
We observe that at mq = mp (i.e., P = Q), the gradient is zero, providing no signal to change mq further. When
mq > mp, the gradient is negative (pulling back), which will decrease the value of mq toward mp. Likewise, when
mq < mp, the gradient is positive (pushing forward), leading to a positive change of mq toward mp. Since UME
measures local differences around the witness point v, the gradient signal is strong in the neighborhood of v, and
much weaker in other regions that are far from v (theoretically non-zero). This observation holds true for any kernel
bandwidth σ2 > 0. It can be seen that a higher value of the kernel bandwidth makes UME less local (i.e., larger
coverage with dispersed gradient signal) at the expense of lower magnitudes (pointwise).
E Other Interpretations
Witness points can be theoretically interpreted in different ways. Two such interpretations are adaptive filters and
change of coordinates as will be detailed in the following.
E.1 Interpretation as an Adaptive Filter
To elaborate more on the trade-off between the global and local terms in Example 1 in the main text, we consider
the shift-invariant kernel k(x,x′) = ψ(x− x′) where x,x′ ∈ Rdx and ψ is a positive definite function. Let ϕPX and
ϕQY be characteristic functions of PX and QY, respectively. Using Bochner’s theorem [26] and the Euler’s formula,
we can rewrite the objective in (1) in the Fourier domain as∫
Rdx
|ϕPX(ω)− ϕQY (ω)|2 dΛ(ω) +
λ
J
J∑
j=1
(∫
Rd
[ϕPX(ω)− ϕQY (ω)] cos
(
ω>vj
)
dΛ(ω)
)2
,
where Λ is the inverse Fourier transform of the kernel k. As we can see, {vj}Jj=1 appear as the frequency modulators.
The summands of the second term are most sensitive to frequencies which are determined by witness points {vj}Jj=1.
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Since these witness points are trainable, they determine frequencies to be learned at each iteration. For example, in
the case of natural images, the algorithm has the freedom to first learn the low frequency (long-range) structure
of the image and then shift its attention to learning the high frequency fine details. This transition is adaptively
controlled by witness points {vj}Jj=1. An experiment will be presented to empirically show this interpretation in
Section 4 and Figures 2(c) and 2(d).
E.2 Interpretation as Change of Coordinates
Let µP := Ex∼P [φ(x)] be the mean embedding of P in a Hilbert space H. The UME between P and Q is defined as
UME2(PX, QY) :=
1
J
J∑
j=1
(µP (vj)− µQ(vj))2
=
〈
(µP − µQ),
 1
J
J∑
j=1
φ(vj)⊗ φ(vj)
 (µP − µQ)〉
H
,
where ⊗ denotes the outer product, and 〈·, ·〉H denotes the inner product on H. Our regularized objective is
MMD2(P,Q) + λUME2(P,Q) = ‖µP − µQ‖2+λ 1
J
J∑
j=1
(µP (vj)− µQ(vj))2
=
〈
(µP − µQ),
I + λ
J
J∑
j=1
φ(vj)⊗ φ(vj)
 (µP − µQ)〉
H
,
where I:H → H is the identity operator.
Consider φ(x) = x i.e., a linear kernel. Then the regularized objective becomes
(µP − µQ)>
I + λ
J
J∑
j=1
vjv
>
j
 (µP − µQ),
where µP is simply the first moment of P .
If we assume orthonormal witness points {vj}Jj=1, we can then viewA =
∑J
j=1 vjv
>
j as the eigenvalue decomposition
of A. This basically means that the term λJ
∑J
j=1 vjv
>
j performs a change of coordinates by a rotation matrix whose
eigenvectors are vj . During the optimization of the following loss function
L = (µP − µQ)T
I + λ
J
J∑
j=1
vjv
>
j
 (µP − µQ),
with respect to the generator, we have to compute ∂L∂(µP−µQ) that becomes
∂L
∂(µP − µQ) = (I + 2A)(µP − µQ),
instead of
∂L
∂(µP − µQ) = I(µP − µQ),
meaning that the gradients are scaled by 2A. Since {vj}Jj=1 are trainable, we can say that at each iteration of the
generator, the gradients are altered by the matrix A whose eigenvectors are the directions in which P and Q are
most different.
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F More on the Issue of Vanishing Gradient
In this section, we elaborate more on the general idea of introducing a third component to the training process of
generative adverarial networks in addition to generator and discriminator and locate GLOCAD in this line of works.
For example in [35], a third component called lens is added to balance the training dynamics and prevent mode
collapse. They proposed to pass the data distribution through an autoencoder and use the reconstructed data as the
target distribution for a generator. This might lead to instability in higher dimensions according to the following
reasoning.
It has been proved by [3, Theorems 2.1 and 2.2] that if PX (real data) and QY (fake data) have supports contained
within two disjoint compact subsets, there is a smooth optimal discriminator that has perfect accuracy on the union
of their supports. This results in a vanishing gradient issue for the generator that leads to instability [3, Theorems
2.4 and 2.6] because of two reasons:
• The data distribution naturally lives on a low-dimensional manifold.
• The generated distribution is the result of applying function G : Rdz → Rdx on random noise z ∈ Z.
[3, Lemma 1] also proved that the dim(Img(G)) ≤ dim(Z) where dim(.) denotes the manifold dimension. Now
assume an autoencoder function with latent dimension l as fd(fe(.)) where fe : Rdx → Rdl and fd : Rdl → Rdx .
Based on [3, Lemma 1], dim(Img(fd ◦ fe)) ≤ l where we normally have l dx in autoencoders. This makes the real
and fake data manifolds even more distinguishable and exacerbates the vanishing gradient problem. Simply speaking,
lower-dimensional manifolds are more easily distinguishable in a high-dimensional embedding space. As a mental
experiment, in a 3-dimensional embedding space, an imaginary discriminator has easier job when it discriminates
two lines(1D manifold) than when it discriminates two planes(2D manifold).
G Experiments
In this section, we provide details for the experiments presented in the main text and also more results from the
experiments that was eliminated from the main text due to the shortage of space.
G.1 Experiment Details
The experiment details for the 2-dimensional example of Section. 4.2 is as follows:
• Generator architecture: [Linear(512):Tanh:Linear(2048):Tanh:Linear(512)
:Tanh:Linear(256):Tanh:Linear(256)] with 10-dimensional input noise dimension.
• Kernel: Gaussian kernel with trainable bandwidth.
• Batchsize: 64
• Trade-off weight between MMD and UME term (λ): 0.1
• Learning rate for the generator, and witness points: 0.001
• The number of iterations each component is trained (ng, nv): 1
• Number of witness points: 20
• Convergence criterion: The magnitude of the gradients back propagated to witness points is less than a threshold
(1e− 5) or the number of epochs is less than 20.
The experiment details for the MNIST and CIFAR10 examples are as follows
• Generator architecture:
[ConvTranspose2d(1024, 512, 4, 2,1):BatchNorm(512):ReLU
:ConvTranspose2d(512, 256, 4, 2, 1):BatchNorm(256):ReLU
:ConvTranspose2d(256, 128, 4, 2, 1):BatchNorm(128):ReLU
:ConvTranspose2d(128, 1, 4, 2, 1):Tanh] with 100-dimensional noise in the input.
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• Autoencoder architecture:
Encoder:[Conv2d(1, 64, 4, 2, 1):LeakyReLU(0.2)
:Conv2d(64, 128, 4, 2, 1):BatchNorm(128):LeakyReLU(0.2)
:Conv2d(128, 128, 4, 2, 1):BatchNorm(128):LeakyReLU(0.2,)]
Decoder:[ConvTranspose2d(hidden_dim, 128, 4, 2, 1):BatchNorm(128):LeakyReLU(0.2)
:ConvTranspose2d(128, 64, 4, 2, 1):BatchNorm(64):LeakyReLU(0.2)
:ConvTranspose2d(64, 1, 4, 2, 1):BatchNorm(1):Tanh()]
Notice that the first two arguments of Conv2d and ConvTranspose2d are the number of input and output layers.
The last three arguments are kernel size, stride, and padding respectively.
• Batchsize: 64
• Trade-off weight between MMD and UME term, λ = 0.5
• Number of witness points: 256
• Learning rate for the generator, encoder, decoder and witness points: 0.001
• The number of iterations each component is trained (ng, ne, nd, nv): 1
• Kernel: inverse multi-quadratic k(x, y) = (c2 + ||x− y||2)b with c = 1.0 and b = −0.5.
• Convergence criterion: The magnitude of the gradients back propagated to witness points is less than a threshold
(1e− 5) or the number of epochs is less than 20.
The idea of this experiment was to see the effectiveness of witness points for guiding the training of the generator.
To make our point clear, we designed a two-phase experiment. In the first phase, only one digit was presented to
the generator. The generator architecture was borrowed from [25]. To keep things simple, rather than employing
multiple kernels with different bandwidths similar to [25], we used a single Gaussian kernel with a bandwidth
that is heuristically set to 30 chosen by the median criterion.
G.1.1 Single Gaussian
Here, we provide a more comprehensive explanation of the single Gaussian experiment. In this simulation, we
assume that PX is a one-dimensional Gaussian N (0, 1) and the model Qθq is also Gaussian N (mq, σq) parameterised
by θq = {mq, σq} where σq = 1. Moreover, the algorithm has access to only a single witness point denoted by
v. To analyze the dynamics of the GD, we first compute the loss function L(θq, v) and then derive the governing
dynamics for each of these parameters by calculating dθq/dt = −∇θq (L) and dv/dt = ∇v(L).1 Specifically, the loss
function (3) becomes an MMD distance between two Gaussian distributions which is regularized by UME distance
with λ as the regularization weight. Thus, the trainable parameters are mq and v whose dynamics are governed by
v˙ = ∇v(µP (v)− µθq(v))2 and m˙q = −∇mq [MMD2(mq,mp = 0) + λ(µP (v)− µθq(v))2]. This dynamical system is
then solved numerically. Since we are interested in the role of UME, we study the effect of the governing dynamics
on trajectories by changing the value of λ. Figure 11 depicts the results of this analysis. As can be seen, the model
parameter mq converges to the target value and the witness point settles on a value different from the mean of the
distributions. It is noteworthy that the final value of the witness point becomes irrelevant when the two distributions
match, i.e., (µP (v)− µθq(v))2 = 0 for all v when P = Qθq . Moreover, we can also see in Figure 11 that the speed
of convergence is affected by the value of λ. The convergence gets slower for extremely low or large values of λ,
suggesting that combining the global and local terms gives faster convergence than what could be achieved by either
one alone.
G.1.2 Mixture of Gaussians.
Next, we investigate the dynamics of the parameters θq = {m1,m2} of the model Qθq = 0.5 ·N (m1, 1)+0.5 ·N (m2, 1)
that aims to capture a target distribution when the model is given only a single witness point v. This experiment
suggests that the number of witness points does not need to be equal to the modes of data. Since witness points are
themselves trainable, their dynamics allows learning several modes by having a single witness point. The simulated
1See Appendix. C.1 for the details.
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Figure 11: Numerical solution of the differential equations governing the GD learning of the mean of a Gaussian
distribution. Color codes: (dashed blue) target value of the parameter, (red) learned value of the parameter, and
(magenta) witness point. λ =∞ means that only the UME term exists.
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Figure 12: (a, b): Numerical solution of the differential equations governing the GD training of two means of a
mixture of Gaussians when only one witness point is provided. The results are plotted for various values of the
regularization weight λ. Color codes are the same as Figure 13
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Figure 13: Phase portrait of the 2-dimensional dynamical system of Figure 11 for various values of the kernel
bandwidth σ. The plot shows two equilibria : stable (the horizontal red line) and unstable (the line oriented in 45◦).
dynamics of the parameters over the course of GD training is shown in Figure 12 . It was observed that the fastest
convergence occurs for a middle-valued λ that emphasizes the positive role of having UME along with the global
term, which in this case is MMD (See Figure 12 in the appendix for further details).
G.1.3 Phase Portrait
Figure 13 depicts the phase portrait of the dynamical system enforced by UME loss function in a region encompassing
its equilibrium (mq = 0) for different values of the kernel bandwidth. As can be seen, the system has a continuum of
equilibria (depicted by the red line) rather than an isolated equilibrium point. This phenomenon is proved for the
general conditions briefly in Section 3.3 and in detail in Appendix B.1. This continuum is a stable equilibrium as it
has an enclosing vicinity that every trajectory starting in this region converges to the equilibrium. This observation
is also proved for the general case in Section 3.3 and Appendix B.2. It is noteworthy in Figure 13 that the value
of the kernel bandwidth changes the shape of the trajectories but leaves the locations of the equilibria unchanged.
This observation suggests that the stability properties of the resulting dynamical system are not too sensitive to the
choice of kernel.
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