Abstract: a switching adaptive robustified anti-windup compensator is proposed in order to improve the performance in the case of (possibly time-varying) large uncertainties, where previous purely robust solutions would be too conservative. Given a set of candidate controllers, the switching algorithm tries to determine and switch in the loop the most aggressive controller for which a small gain stability condition is satisfied according to the measured data (i.e. for the uncertainty currently affecting the plant), thus reducing the conservatism associated to previous robust solutions. An example shows the enhanced performance of the new algorithm.
INTRODUCTION
One of the most common nonlinearity in a control system is the actuator saturation, e.g. the maximum and minimum torque in an engine or the maximum and minimum voltage of an electric ciruit. When applying some control design methods to the saturated closed-loop system, the limits on the actuator must be taken into account, because otherwise serious consequences, e.g. oscillations, limit cycle or even instability can be the result. These consequences are the outcome of a discrepancy between the controller output and the plant input, and this phenomenon is usually called windup.
Anti-windup (AW) techniques are aimed at designing an add-on compensator which, connected to a control system which works well in the absence of saturation, ensures that the windup effects are drastically reduced; see , Galeani et al. [2009] for recent surveys about early and recent antiwindup research. While all AW techniques ensure some robustness for sufficiently small uncertainties, it was shown in , Galeani and Teel [2006] that the same natural definition of the AW problem (see Teel and Kapoor [1997] ) can be incompatible with a requirement of robustness with respect to a prescribed set of (possibly large) uncertainties. In these cases, the AW requirements must be relaxed and a robust solution can be adopted, at the price of reduced performance (due to the need of dealing with the worst case uncertainty): robust solutions were proposed in , Marcos et al. [2007] , Galeani and Paoletti [2005] . In order to mitigate the performance reduction, it is natural to think about adaptive AW compensation; however, at the best of the authors knowledge the only available contribution 1 is Kahveci and Ioannou [2007] , where classical continuous adaptation techniques are used. In this paper, an adaptive version of the robust solution in Galeani and Paoletti [2005] is proposed, based on the ⋆ This work was supported by the COMET K2 Center "Austrian Center of Competence Mechatronics (ACCM)", and by ENEAEuratom and MIUR under PRIN projects. 1 Anti-windup is not just control with bounded inputs, but an augmentation of an a priori given controller which must be inactive as long as saturation does not occur. While many contributions deal with adaptive control with bounded inputs, we know about only one dealing with adaptive AW.
switching adaptive control and unfalsified control ideas in Fekri et al. [2006] , Stefanovic and Safonov [2008] .
The paper is structured as follows: Section 2 gives preliminaries about (possibly weakened) anti-windup; Section 3 describes the structure and design of the proposed switching compensator, as well as some discussion of its properties; Section 4 presents a simulation example. Proofs are omitted due to lack of space.
Notation Given w ∈ R p , diag(w) is the diagonal matrix with the elements of w on the diagonal. Vector inequalities are meant componentwise, i.e., w > v means w i > v i for all i = 1, . . . , p. The saturation function of level w ∈ R p >0 is defined by saying that its i-th component is
Abusing notation, the same symbol indicates a signal and its Laplace transform (or a system, its impulse response and its transfer function), the exact meaning being clear from the context; in particular F •q is the response to input q(·) of a system with transfer function F (s) and zero initial condition. A function π : R → R is right continuous if π(t) = π(t + ), ∀t ∈ R, where π(t + ) := lim τ →t,τ >t π(τ ). Given a square matrix X, He(X) := X + X ′ .
PRELIMINARIES
The aim of this paper is to propose an adaptive robustification of an anti-windup (AW) control system. In order to properly define the problem of interest it is necessary 1) to describe the unconstrained closed-loop (Section 2.1), 2) to introduce the anti-windup as an add-on to deal with saturation as in Teel and Kapoor [1997] (Section 2.2), 3) to review the robustification approach in Galeani and Paoletti [2005] (Section 2.3), 4) to introduce the adaptative robustifying architecture (Section 3) whose details occupy the rest of the paper. Hence, getting to the problem of interest will take some space; the reader already familiar with the mentioned topics can jump directly to Section 3.
The unconstrained closed-loop
A linear uncertain plant P Ψ is given, formed by the connection of a nominal system
n is the plant state, u ∈ R p is the control input, y ∈ R q is the measurement output, d is the exogenous disturbance, 2 z is the performance output, y Ψ and z Ψ are the outputs of the perturbation Ψ ∈ S. In order to give global stability results with bounded controls, the following assumption is made (where P 0 = P since 0 ∈ S). Assumption 1. A is Hurwitz. Moreover, 0 ∈ S and ∃ρ > 0 such that max{ Ψ ∞ : Ψ ∈ S} ≤ ρ. 2
A linear controller K M is also given which induces desirable performance (i.e. a desirable (r, d) to z response) when connected to the nominal plant P 0 without saturation:
(3b) where r is the reference signal, u c ∈ R q is the feedback signal, and y c ∈ R p is the controller output. Let Σ U be the unconstrained closed-loop system formed by K M and P , namely Σ U is given by (1), (3) and u = y c , u c = y (4) Since K M induces desirable performance on P , it is reasonable to assume the following. Assumption 2. Σ U is well-posed and internally stable. 2 Note that Assumption 2 requires Σ U to be only nominally stable, so K M may be designed for nominal performance.
Model recovery (L 2 ) anti-windup compensation
Since the input u is affected by saturation (and disregarding by now the presence of uncertainty, i.e. assuming Ψ = 0), an add-on AW compensator K AW given bẏ
is connected to P and K M via the AW interconnection
yielding the AW closed-loop systemΣ SAW (namely, (1), (3), (5) and (6)). As in Teel and Kapoor [1997] , the AW compensator aims at solving the following problem, for the restricted saturation function satm, where 0 <m < m.
3 Definition 1. The L 2 AW problem is to find an AW compensator K AW such thatΣ SAW is well-posed and
Remark 2. Requirement 1 in Definition 1 imposes that as long as no saturation occurs, the (r, d) to z responses of Σ SAW andΣ U coincide (and this is always guaranteed by the linear structure of (5), which is linear in ξ and y c − sat m (y c + v 1 ) with ξ(0) = 0, and the definition of v 2 ); on the other hand, requirement 2 in Definition 1 imposes that after a saturating transient the (r, d) to z responses of Σ SAW recovers (in a L 2 sense) the corresponding response ofΣ U (this must be ensured by the design of K and L).2
Many recipes are available in the literature for fixing K and L in (5); e.g. using Algorithm 10 in Galeani et al. [2009] , K and L can be obtained from any solution of the following inequalities 5 (which are linear for fixed U )
Weakened AW and robustification
Teel and Kapoor [1997] show that if A is Hurwitz (which is true under Assumption 1), the stability of the solution of the L 2 AW problem in Definition 1 is robust-in-thesmall (i.e. for small enough perturbations); however it was shown in , Galeani and Teel [2006] that robust-in-the-large stability (i.e. for all perturbations in an a priori given set, like S in Assumption 1) requires (but is not implied) K M to be robustly-in-the-large stabilizing. Such a necessary condition means that even giving up high nominal performance and detuning K M in order to guarantee robust stabilization of P Ψ may not be enough to preserve stability in the presence of saturation if an AW compensator solving the problem in Definition 1 is employed. Hence, if robust-in-the-large stability is sought, the requirements in Definition 1 must be relaxed as in the following Definition 3, where the unconstrained AW closed loop Σ U AW denotes the interconnection of (1), (2), (3), and (5) by
The weakened L 2 AW problem with domain of robustness S is to find an AW compensator K AW such thatΣ SAW is well-posed and
(1) for Ψ = 0 and d = 0, ∃x
(2) Σ U AW is well-posed and internally stable, ∀Ψ ∈ S;
2 Remark 4. The main difference between a usual robust AW problem and the weakened problem is that in the latter the (r, d) to z response ofΣ SAW and Σ U need not coincide if d = 0 and/or Ψ = 0 (but have to coincide otherwise); this allows the robustification ofΣ SAW with Fig. 1 . Adaptive modification of the anti-windup closedloop system from Galeani and Paoletti [2005] respect to a class of uncertainties larger than the class of uncertainties not destabilizing for Σ U , thus overcoming the limits imposed by the standard AW definition. The weakened AW problem is always solvable, although the solution may be conservative in terms of performance. 2
The robustification approach proposed in Galeani et al. [2005] takes the form in Fig. 1 without the grey adaptation part, and consists in defining an augmented AW compensator K W AW composed by the AW compensator in Section 2.2 plus a filter F and a copy of the nominal plant P 0 with d = 0, all implemented in suitable coordinates (such that two copies P S and P M of P 0 appear); Fig. 2 is an equivalent representation (with
(with the first and third block rows of A aw and B aw corresponding to P M and P S , respectively). Remark 5. As in Section 2.2, K and L are responsible for fast recovery after saturating transients; on the other hand F is in charge to robustify the overall closed-loop by ensuring a small gain condition. However, if F (s) is too cautious (too small) and Ψ = 0, the (r, d) to z response ofΣ U AW (and then ofΣ SAW ) is far from the (r, d) to z response ofΣ U (which corresponds to F (s) = I, see Galeani et al. [2005] ); in particular, it can hide the presence of d to K M , thus imparing any disturbance rejection possibly guaranteed by K M . Therefore an online characterization of Ψ and an adaptation of F (s) can reduce the conservatism and improve the performance significantly. To this end in this paper an algorithm will be presented how to realize such an adaptation.
2
In order for F to perform its robustifying task, it is necessary to ensure a finite L 2 gain for the nonlinear loop from y c to u (see Fig. 2 ). If K and L are to be designed, this can be achieved adding to (7) the constraint
On the other hand, if K and L are already given, (9) yields an upper bound on the gain γ N L of the nonlinear loop. Fig. 2 . Equivalent representation of the system in Fig. 1 Under Assumption 1, all Ψ(s) ∈ S can be factored as Ψ(s) = W 2 (s)∆(s)W 1 (s) for some ∆(s) ∈ RH ∞ , ∆(s) ∞ < 1, and fixed W 1 (s), W 2 (s) ∈ RH ∞ . In order to ensure stability, a small gain condition is imposed by selecting F such that the outer loop in Fig. 2 has an L 2 gain less thanγ < 1; by (9), this holds if
10) where T denotes the transfer function from y F to y c in Fig. 2 . Since having F (s) close to I is desirable for performance (see Remark 5), in Galeani and Paoletti [2005] it was suggested to select F (s) via the optimization problem min F (s)∈RH∞ I − F (s) ∞ subject to (10), which in turn was solved by a frequency-by-frequency LMI optimization on a finite number of frequencies ω j followed by interpolation of the computed values of F (ıω j ).
As expected, in the attempt of getting the best performance, the above procedure yields high-order filters F (s). On the other hand, in this paper a set of low order filters F i (s), i = 1, . . . , N will be selected, and then adaptation will ensure high performance by selecting the most aggressive filter compatible with the stability constraint (10).
THE SWITCHING ROBUSTIFICATION
To simplify the discussion, first the switching architecture is discussed in Section 3.1; hence, the offline computation of the parameters of the switching filter is described in Section 3.2 whereas the online computation needed to generate the switching signal are described in Section 3.3. Finally, some stability properties of the proposed control scheme will be discussed in Section 3.4.
The switching architecture
Consider a nested family S = S 1 ⊃ S 2 ⊃ · · · ⊃ S N of uncertainty sets (with 0 ∈ S N ) and a family of robustifying filters F i satisfying (10) on S i , i = 1, . . . , N , characterized by increasing performance and decreasing robustness, described by (A F 
of Section 2.3 is then replaced by the switching filteṙ
where x F (·) : R ≥0 → R nF and σ(·) : R ≥0 → {1, . . . , N } is the switching signal that selects which F i has to be switched in the loop at each time; (11c) specifies that the state x F (·) is continuous at the switching times. At each time t, the adaptation block in Fig. 1 generates a set Fγ ,t ⊂ {1, 2, . . . , N } of indices of candidate filters (which satisfy (10) according to the available data and a priori information) and computes σ(t) as σ(t) = max Fγ ,t , (12) namely selecting the maximum index inside Fγ ,t i.e. the most aggressive filter which is feasible at time t.
Selection of the robustifying filter F i
Following Fekri et al. [2006] , the use of an adaptive control scheme (instead of a robust one) and the choice of the number of models N (in the case of a multimodel approach) must be justified on the basis of a precise definition of the performance requirements. For weakened AW (see the end of Section 2.3) the performance objective is to recover the natural AW response (i.e. to have I − F (s) ∞ as small as possible) while satisfying a small gain condition like (10); and then in our specific case, since adaptation is used to limit the conservativeness of a given choice of F (s), a new filter F i+1 must be computed for a restricted uncertainty set S i+1 whenever the ratio between the loop gains ensured by F i on S i+1 and on S i is below a certain conservativeness treshold X ∈ (0, 1).
To make the previous discussion more precise, assume 6 that a set valued function S (α) mapping α ∈ [0, 1] to subsets of S can be defined such that
, and for all α ∈ [0, 1] it is possible to express S (α) as
The following performance driven procedure can then be adopted to fix N and the filters F i , i = 1, . . . , N , where γ p (α, F ) is defined as follows (cfr (10)):
2 (ω)).
Step 1: Fix a robustness levelγ ∈ (0, 1), a conservativeness bound X ∈ (0, 1) and S max := S.
Step 2: Compute α min := max
If α min = 1 then stop (in this case, the natural AW is already robust enough and there's no need for robustification or adaptation), otherwise define S min := S (αmin) , α 1 := 1, S 1 := S max and set i := 1.
Step 3: Fix F i (s) as the optimal solution of the problem min
and define γ p,Fi = γ p (α i , F i ).
Step 4: Let γ p,i (α) := γ p (α, F i ) and define
Step 5: If α i+1 = α min then set N := i + 1, α N = α min , S N := S min and stop; otherwise set S i+1 := S (αi+1) , i := i + 1 and go to Step 3. The realizations (A F i , B F i , C F i , D F i ) of F i to be used in (11) must be chosen as follows in order to achieve switching stability of (11) in the forthcoming Proposition 9 (with an argument similar to [Liberzon, 2003, p. 50 
]).
6 The required assumption can be always satisfied e.g. by defining
1 (s) = αW 1 (s). Obviously, better results can be obtained by considering the specific structure of the considered application when defining S (α) . Fig. 3 . Selection of the N -filters
Step 6: for i = 1, . . . , N , find a minimal realization (
Step 7: find ε > 0 andP
Step 8: chooseα > ε. Define T F i =P 1 2 F i and
for i = 1, . . . , N , where the blocks having at least one dimension equal toñ F i are absent ifñ F i = 0.
Evaluation of Fγ ,t
Let a filter F i be actually feasible at levelγ if γ N L T • F i • Ψ ∞ ≤γ (actually unfeasible otherwise) where T denotes the transfer function from y F to y c in Fig. 2 , and data feasible at levelγ at time t if, according to the values of u(·) collected up to t, it holds that
(data unfeasible otherwise). Remark 6. By construction (see Section 3.2) each filter F i is actually feasible for all Ψ ∈ S i ⊃ S i+1 ⊃ . . . ⊃ S N . Given Ψ ∈ S i , an actually feasible filter F i guarantees stability of the AW closed loop in Fig. 1 if σ(t) = i for all t (by the small gain theorem); however, note that even if F j is not actually feasible for Ψ, the AW closed loop in Fig. 1 with σ(t) = j for all t need not be unstable. 2
The set Fγ ,t ⊂ {1, 2, . . . , N } will always contain the most cautious filter F 1 (which is a priori known to be actually feasible since Ψ ∈ S = S 1 , ∀Ψ) plus all other filters
where, compared with (14), the non measurable signal Ψ•u has been replaced by the measurable signal y−y S = y Ψ +d. As a matter of fact, in order to prevent excessively frequent switches, the relation in (15) is implemented with a bias in favour of the currently active filter as
where δ ij is the Kronecker delta (i.e. δ ij = 1 if i = j, and δ ij = 0 otherwise), and γ 0 ∈ (0, 1 −γ) is a small constant such that the currently active filter is still considered good until it guarantees a "gain" less than γ 0 +γ < 1. Remark 7. Note that Fγ ,t is built by using both a priori information (about F 1 and S 1 = S) and measured data.
So, even if (15) with i = 1 is violated, to be consistent with the a priori knowledge that F 1 feasible, it is necessary to include the index 1 in the set Fγ ,t and to argue that the violation of (15) is due to disturbances or initial transients (this phenomenon can be easily produced in simulation). A useful consequence of this fact is that Fγ ,t is never empty, and σ(·) is well defined for all t. 2 Remark 8. In order to evaluate (16) for i = 2, . . . , N , the adaptation block must simulate online the N − 1 systems having transfer functions T (s)F i (s), plus the dynamics needed to compute the truncated L 2 norms; hence the proposed strategy, while leading to improved performance, requires a relevant computational burden. 2
Properties of the proposed scheme
As a preliminary result, it is shown that the switching system F σ in (11) has good stability properties independently from the switching signals σ(·). (11) is globally exponentially stable, L ∞ stable and L 2 stable (with induced L 2 norm less than max i∈{1,...,N } F i ∞ ) for all switching signals σ(·). 2
The first useful property of the proposed control scheme is that if the external signals r, d are in L ∞ then the state of the overall control system is in L ∞ for any choice of the switching signal σ(·) (i.e. unbounded solutions cannot arise due to switching or to the feedback structure).
The following Proposition shows that, at least when the uncertainty is not time-varying and there is no disturbance, the indices of all feasible filters will be included in Fγ ,t provided that u(·) ∈ L 2 (as is often the case for AW systems where r and d are in L ∞ but not in L 2 ). Proposition 11. Let Ψ be time invariant and d(·) = 0. If u(·) ∈ L 2 then there exists T 0 (depending on the uncertainty Ψ, the initial conditions and the exogenous input r(·)) such that for all t > T 0 , the set Fγ ,t contains all the indices of the actually feasible filters. 2 Remark 12. Proposition 11 does not exclude the possibility that, even after a very long time, the set Fγ ,t will contain the indices of some actually unfeasible (and possibly destabilizing) filter; as a matter of fact, this must be expected if the exogenous signals are not rich enough to excite the uncertainty, e.g. for constant r (and d) with the overall state of the system at equilibrium. This implies the possibility that an unfeasible filter can be switched in the loop and remain active forever; however if this happens the measured data must still correspond to a "good" closed loop response (namely, they must be compatible with a loop gain less thanγ < 1, which implies a "stable response"), since otherwise the filter would have been falsified and the switching rule (12) would have chosen a more conservative filter.
Note also that the sufficiently long time T 0 depends on the actual uncertainty present on the system (in addition to the initial conditions and exogenous inputs), and then is not known; thus, while its existence is comforting, its value cannot be used to know if the current set Fγ ,t contains the indices of all the actually feasible filters.
The following Proposition illustrates some desirable properties of the filter F i that is switched in or out by the switching rule (12): in particular, based on the performance of the out-of-the-loop filters on the data generated with the switching filter F σ in the loop, on one hand the algorithm tries a more aggressive filter only if the current filter has proven to be reliable enough; on the other hand, a filter is switched out for a less aggressive filter only if the available data imply its unfeasibility. Proposition 13. Let Ψ be time invariant and d(·) = 0. Let t be a switching time, so that σ(t) = σ(t − ).
i) If filter F σ(t − ) is feasible at time t, then filter F σ(t) is more aggressive (i.e. σ(t) > σ(t − )). ii) If σ(t) < σ(t − ) (i.e. a less aggressive filter is switched in) then the available data have falsified the feasibility at levelγ of filter F σ(t − ) .
While the results in this section establish some basic stability properties of the proposed control scheme, and the simulations in Section 4 show that it induces desirable performance, much research work is still required to achieve formal performance guarantees.
A NUMERICAL EXAMPLE
Consider the damped-mass-spring system:
with state x = [qq] ′ , where q is the position,q the velocity, m = 0.05 the mass, k = 1 the elastic constant of the spring, f = 0.06 the damping coefficient and u the force exerted on the mass. The uncertainty is a real actuator with dynamics
2s+5 is given and guarantees fast response with zero steady-state error and rejection of step disturbances, despite the presence of very underdamped poles in the open loop system. As shown in Galeani and Paoletti [2005] , in the presence of saturation no AW compensator can robustly solve the natural AW problem with this data, and then the requirements must be relaxed and a robust, weakened AW compensator can be derived. In will now be shown that the proposed adaptive solution can yield improved performance with respect to the robust one. The uncertainty V (s) can be represented by the set of additive pertubations {Ψ(s) :
(for scalar uncertainty transfer functions, a single weight W (s) is sufficient). In a first step the gains K and L of the L 2 AW are obtained by solving the LMI in (7) under consideration of the nonlinear constraint (9). After specifying a worst case parameter ω 0 = 26, according to the algorithm in Section 3.2 a bank of filters F i , i = 1, ..., 8. The result can be seen in Fig. 4 . The necessary number of filters can be obtained by running the simulation and considering the experimental online L 2 -gain calculation. If the maximum L 2 -gain of the filter F N is far below the constraintγ an additional more aggressive filter would be necessary. The online selection of the filters F i is realized as described in Section 3.1. High-pass filters were used to approximately cancel d and to achieve y − y S ≈ y Ψ . The simulation scenario can be specified by the following parameters ω 0 (t) = [ω 0 (0) = 26, ω 0 (40) = 60, ω 0 (80) = 26] and the output disturbance d = Asin(2πf t); A = −0.3; f = 0.1Hz. It has to be mentioned that for a paramter value of ω 0 = 116 the unconstrained controller becomes unstable. In Fig. 5 and Fig. 6 the part of the simulation results, where the uncertainty is changing can be seen. The results show clearly the performance improvement of the adaptive-weakened AW against the L 2 weakened AW. Since the fixed robustifying filter F 1 is very conservative, it cancels all the information about the disturbance and then the controller K M cannot counteract it. However, during the simulation, where ω 0 = 26, the actually unfeasible filter F 6 remains active (instead of F 1 ) since the witnessed L 2 loop gain is small; as a result the adaptive AW compensator almost rejects the output disturbance. After t = 40, ω 0 = 60 and the most aggressive robustifying filter F 8 can be switched in, with nearly perfect tracking. If the uncertainty is getting worse again, A fast adaptation to filter F 6 occurs after t = 80 when again the uncertainty gets worse; in the transient, fast output oscillations occur, with amplitude similar to the excursion of the L 2 -weakened AW output. Similar oscillations occur when an unfeasible filter is switched in and then is falsified (see t = 80 in the simulation); if such oscillations are not acceptable for the application, they can be limited e.g. by introducing a "banning interval" such that a falsified filter cannot be switched in again before that interval has past (of course the falsified filter should not be banned forever if the uncertainty is time varying). 
