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Abstract-h this paper, we report results regarding bispectral analysis of the long range depen- 
dent ATM WAN traffic. Six different data sets were measured on 155Mbps links of the SUNET 
by a custom-built tracing tool capable of recording over eight million consecutive cell arrivals. The 
complex fractal behavior of the ATM traffic claims utilization of the higher-order spectra analysis. 
For each of the analyzed data sets, it was found that the Gamma distribution fits very well. The 
bispectrum was studied for extracting some additional information with respect to the long memory 
parameter. The nonlinearity of the time series was also tested with the help of the bispectrum. 
@ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In recent years, we have been observing a paradigm shift in the understanding of the nature of 
traffic in our modern packet networks including, e.g., ISDN, Ethernet, ATM, and Internet. This 
is due to the identified fractal behavior of measured traffic [l]. The observed fractal property has 
opened a new venue in teletraffic research [1,2]. However, fractal traffic modeling with the con- 
cepts of heavy-tailedness, long-range dependence (LRD), and self-similarity is not well established 
yet in teletraffic theory; moreover, the practical application to packet network traffic is an open 
research topic. There are even new concepts beyond self-similarity introduced in recent years 
like multifractals, which seem to be useful to capture some types of complex traffic behavior [a]. 
The reported ATM WAN measurements were carried out by the CARAT Laboratory of Telia Research in Swe- 
den. We would like to thank Nils Bjorkman, Urban Hansson, Alexander Latour-Henner, and Aziz Miah for the 
measurements. 
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Different tests have been developed to detect heavy-tailedness [3), LRD, and self-similarity 141. 
These methods include, e.g., variance-time plot, R/S method, periodogram, Whittle-estimator, 
etc. The application of these statistical procedures to measured data (e.g., from Internet or ATM 
networks) suggests the presence of fractal properties [5-71. However, the identification of fractal 
properties is not easy in practice and requires a comprehensive and deep statistical analysis of 
the data in order to avoid misunderstandings (e.g., from nonstationarity effects (81). Our aim is 
to provide an analysis of actual measured traffic from a different point of view by focusing on the 
higher-order statistics. The bispectral analysis is used for this purpose by which new information 
can be gained from a non-Gaussian process. The bispectral properties of data traffic with fractal 
property have not been investigated yet, and our goal is that the results presented in this paper 
may support the understanding about the challenging fractal phenomenon. We used actual traffic 
taken from an ATM wide area network in our analysis study. The measurements were taken by 
a custom-built measurement tool which was able to record eight million consecutive cell arrivals. 
These long traffic traces enabled us to carry out a statistically reliable analysis. 
The structure of the paper is the following. Section 2 is about the data. In Section 3, the 
time series will be examined first in terms of extent of memory. It is no wonder that long range 
dependence is coming out considerably. Much rather surprising is the fact that the gamma 
distribution fits very well to all of the increments of the time series. This non-Gaussian feature 
makes it available to use bispectral analysis. So, not only classical spectral methods but also the 
spectrum-bispectrum-based least squares fitting method will be used to estimate the long memory 
parameter. Moreover, two different bispectral methods will be applied to test the linearity, and 
significant nonlinearity will be found. Section 4 contains the conclusions. 
We should like to state that this paper is addressed to the reader familiar with the most widely 
known notions of long range dependence. Some knowledge about higher-order cumulants and 
higher-order spectra is also required. 
Figure 1. Topology of SUNET. 
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2. ATM WAN TRAFFIC MEASUREMENTS 
The configuration of the measurement is given in Figure 1. As a business customer of Telia, 
the Swedish network operator, different parts of the Swedish University Network (SUNET) are 
attached to Telia’s ATM wide area networks. The aggregated traffic on the SUNET was analyzed 
during the summer of 1996 in the framework of a common trial between the SUNET community 
and Telia Research. The LAN traffic of universities in the northern region around Uppsala are 
connected to an FDDI backbone which is connected on Rl, R2 routers and a 34 Mbps PDH link 
to the ATM backbone in Stockholm. This network joins the northern LANs of SUNET to the 
international Internet backbone and to the southern university networks around Gateborg. A 
CBR (constant bit rate) connection with 38.16Mbps cell rate was established on the SDH link 
between the routers R4 and R5 for the trial. The measurements reported here were performed 
on the connection between Uppsala and GGteborg. The ATM traffic streams were duplicated 
by means of optical splitters avoiding impacts on the original traffic flows. The duplicated 
traffic streams were routed on dedicated links to Telia Research in Haninge, where almost one 
hundred traffic traces were collected with more than eight million cell arrivals in each trace using a 
noncommercial custom built measurement instrument developed in the RACE Parasol project [9]. 
The measured connections used the guaranteed traffic class of Telia, and thus, the influence from 
other traffic in the network was negligible. The measured traffic was an aggregation of common 
Internet traffic including traffic generated by HTTP, FTP, telnet, chat, IPphone, etc. 
We analyzed the time series of aggregated 155 Mbps SUNET ATM WAN traffic on the 20 ms 
level. There are six data sets, Setl, Set2,. . . ,SetG. The data sets contain approximately from 
4 x lo4 to 6 x lo4 observations each. The observations are the number of nonempty cells gone 
through the connection in consecutive 20ms time intervals. We shall denote these time series 
by K. 
3. BISPECTRAL ANALYSIS OF THE ATM WAN TRAFFIC 
It is well known that various types of high-speed network traffic like ATM present the property 
of long range dependence or long memory; see [lo-121. This feature of the ATM traffic can 
be obviously observed in the following phase plot; see Figure 2. The points on the phase plot 
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Figure 2. Phase plot of Set3. 
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have coordinates (Yt, Y,+i). They are concentrated around the diagonal, meaning that large 
values of Yt are usually followed by large ones and small values by small ones. For stationary 
processes, this characteristic is referred to as pseudotrend and it reports the presence of long 
range dependence. 
Before the definition of the long range dependence, we give a brief account of the analysis of 
data in the frequency domain. 
3.1. Cumulants, Spectra, and Estimation of Bispectrum 
For properties of cumulants and higher-order spectra, we refer to the books [13-151. If a strictly 
stationary process Yt has third-order moments, then not only the covariances Cov(Yt, Y,+s) are in- 
variant with respect to the time-shift, but the third-order cumulants Cum(Yt, Yt+,., Yt+s), as well. 
It is convenient to use the notations 2 = ei2xw, zk = ei2awr, such that z(l:k__1) = (zi, ~2,. . . , z&l) 
and 2(&1j 
-t(l.l 1) = flz.;"i = e-i2nC tjwj. The Fourier transform of the third-order cumulants is 
called a bispectrum. While the spectrum S2 is real and nonnegative, the bispectrum Ss is com- 
plex valued and it has the following properties of symmetry: 
S3,Y (Q2)) = S3,Y ( z21.4 = S3,Y (Zl, z3) = S3,Y (z3,4 
= S3,Y b3, z2) = S3,Y (z2,23) = s:,, q;f2, 1 ( > 
where 2s = (zi.z~)-~, and * denotes complex conjugate. These equations imply that there are 
twelve triangles of frequencies in the plane, each of which can be considered as the basic domain 
for the bispectrum because it is completely specified over the entire plane if it is determined over 
one of the twelve triangles. We shall fix the triangle with vertices (O,O), (l/2,0), (l/3,1/3) as 
the basic domain for the bispectrum. The bicoherency is defined by 
B (Zl,Z2) = 
IS3,Y (21, z2)12 
S2,Y (21) S2,Y (zz) S2,Y (z3) 
Let us denote the estimate of the bispectrum of yt by S,‘,(.zi, z2), where the length of our time 
series is T. The smoothed biperiodogram will be used for the estimation of the bispectrum of Yt. 
Recall that the biperiodogram of Yt is 
$,&I, z2) = +T(zl)dT(Z2)dT(Z3). 
where 
T-l 
dT(Z) = c vz-t 
t=o 
is the discrete Fourier transform of the series Yt. 
Let W(wl, ~2) be a nonnegative bounded continuous weight function such that 
JJ 
+oO 
W(WI, w2) dwl dwz = 1. 
--oo 
We choose W(wl, ~2) to be 0 for ]wj] > l/2, j = 1,2, and also W(wl, wg) to satisfy the symmetry 
conditions 
W(Wl,W2) = W(WZ,Wl) = W(Wl,W3), 
where ws = -wi-w2 mod (l), and therefore, ws E [-l/2,1/2]. Now, the smoothed biperiodogram 
is defined bv 
where bT denotes a sequence of scale parameters such that bT > 0, bT -+ 0, b$ + 03, as T + 00 
and Wl(s1,s2) = W(b+‘(Xl - sl/T), bF1(X, - Q/T)). The estimate of STY actually involves a 
weighting of (2TbT + 1)2 biperiodogram ordinates in the neighborhood of (Xi, X2). 
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3.2. Long Range Dependence 
The stationary process Yt is called long range dependent with long memory parameter H if 
its spectrum &J(W) behaves around zero like c ]u]‘-‘~, with some constant c > 0. There are 
several methods for the estimation of the long memory parameter H, which is also called the 
Hurst parameter. These are the Whittle method, the Geweke-Porter-Hudak method, the R/S 
method, see [4], the variance-time method, and its modification, the IDC method (81. We used 
the Whittle and the Geweke-Porter-Hudak (G-P-H) methods, and we obtained the following 
estimated values g for the long memory parameter H. 
I Setname I fi I 
Set1 0.82 
Set2 0.89 
Set3 0.89 
Set4 0.80 
Set5 0.88 
Set6 0.82 
Whittle 
We did not want to fit a completely specified model and were interested only in the param- 
eter H, so we used the first fifth part of the frequency domain (0,1/2), where the behavior of 
the spectrum is determined mostly by the long memory effect, i.e., So = CL.&~~, for w in the 
neighborhood of zero. 
As it is well known (see, e.g., [4]), the applied two spectral methods utilize only the informa- 
tion given by the second-order moment structure of the data. A stationary Gaussian process is 
characterized totally by the mean and the second-order moments, or equivalently, by the spec- 
trum. The spectrum of a non-Gaussian process does not contain all the information about the 
parameters in general, and therefore, it is necessary to use the third- and higher-order properties, 
i.e., the bispectrum and higher-order spectra, for the identification. It turns out that the infor- 
mation given by the spectrum and the bispectrum describes some classes of nonlinear models, for 
example, bilinear ones; see [16]. Therefore, the non-Gaussian method of estimation based on the 
second- and third-order spectra, see [17], can be used for the estimation of the parameters of a 
non-Gaussian process. We found that the estimated bispectra of all data sets Setl, Set2,. , Set6 
are different from zero; see Figure 3. 
Thus, the bispectrum is available for extracting some additional information with respect to 
the long memory parameter. This can be explained by the fact that the estimated spectrum 
and the bispectrum are always asymptotically independent [13]. There are two situations when 
the bispectrum cannot be applied for parameter estimation. The first one is when it is zero, 
and the other is when the sixth-order moment of the distribution of the time series is infinite. 
The first case, i.e., the zero bispectrum, can be ruled out since the estimated skewness and the 
histograms of the data sets show that the distributions of data sets are far away from Gaussian. 
By our experience based on all the data sets, there is a recognizable convergence to the fractional 
Brownian motion as the aggregation level or time scale increases but the speed of the convergence 
is very slow. The convergence of the marginal distribution to the Gaussian one is slower than that 
in the case of independent observations. This is a consequence of the strong dependence structure 
since the Berry-Es&en bound is not necessarily applicable to long memory processes. So, even 
the 20ms time scale aggregated data proved to be non-Gaussian and considerably positively 
skewed. The positive skewness comes out in the phase plot in Figure 2 and on the following 
histogram, too; see Figure 4. We did not have to be afraid of the second case either, since the 
distributions have no heavy tails. Actually we found that the gamma distribution fits very well 
at all aggregation levels for all data sets. The estimated and the theoretical density function and 
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Figure 3. Estimated bispectrum of Set3. 
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Figure 4. Histogram of data Set3 and the gamma density function with the estimated 
parameters. 
characteristic function show the exact fitting of the marginal distributions to the gamma; see 
Figures 4 and 5. 
The following estimation method arising from Brillinger [17] and worked out in [15,18] is the 
improved version of the method of squared relative errors. The object function to minimize with 
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Figure 5. Real and imaginary parts of the estimated and the theoretical characteristic 
functions for Set3. 
respect to the model parameter 8 is 
S2b; 0) - q(w) 
2 
Sz(w; 0) 
[s&J,,W2;@ - s3T(wI,w2)~2 
2 ( ~l;w2(~2;q~2(~l +w~;Q)’ 
where the length T data set is segmented to smaller pieces of length v, II denotes the set of 
the Fourier frequencies in the interval (0,1/2), and A is the set of the Fourier frequency pairs 
in the triangle with vertices (O,O), (l/2,0), (l/3,1/3). We applied this method without the 
knowledge of the exact form of the model because we estimate H alone. Thus, small parts in 
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the neighborhoods of zero of the frequency sets were used as A and A above, because near zero 
the behavior of the spectrum and the bispectrum are determined mostly by the long memory 
effect. The values of parameter 0 = H estimated by this method were more stable than the 
ones estimated by minimizing only the first term of (1). The stability is meant with respect to 
variations of both the technical parameters of the procedure and the aggregation level of the 
data. 
Set1 Set2 Set3 Set4 Set5 Set6 
A 0.88 0.82 0.89 0.81 0.84 0.89 
3.3. Linearity Test and Bispectrum 
Let us consider a linear filter of the form 
r,= 5 e,et-m, 
m=--00 
such that along with the process et, the process Yt is third-order stationary also. Define the 
transfer function of this linear operator by 
cy (Z) = 2 u,z-m. 
m=--00 
It is known that for a linear process, the spectral density of nth (n = 2,3) order is given by 
Sri,,, (+I-1)) = fiu (q’) sn,e (q1:n-1)) : (2) 
1 
where n,“=, zj = 1. In particular, when et is i.i.d. (independent and identically distributed), then 
all spectra of et are constants and the Yt is called linear. The smoothed biperiodogram is used 
for a test of Rao-Hinich [19,20] and for a test by Terdik-Math; see [21]. In view of the spectra of 
a linear process, see equation (2), it is clear that the bicoherency of a linear process is constant. 
In case the series is not Gaussian, Subba Rae and Gabr 1191 and Hinich [20] built a linearity test 
to check the hypothesis that the innovation sequence {et} is independent, examining whether the 
bicoherency of Yt is constant. While the previous method tests strong linearity, the following one 
tests weak linearity. We shall call a model to be weakly linear if the linear predictor is optimal. 
This means that the innovation sequence et fulfills the following conditions: 
E (et 1 3t) = 0, E (ef ) .Ft) = Ee: = 02, QtcZ, (3) 
where 3t is the Bore1 field generated by e,, s < t, which is a stronger assumption than the 
whiteness of the noise et, but weaker than the independence of the series et. In view of our 
definition of weak linearity, testing the linearity is equivalent to checking the optimality of the 
linear predictor. The alternative is that the optimal predictor is of a quadratic type. The test is 
based on an additive property of the bispectrum of the innovation process; see [21]. We performed 
these tests and found the observed errors of the first kind of the Rao-Hinich test are all zero, and 
the test of Terdik-Math found only 0.01 for the Set2 and zeros otherwise. The conclusion is that 
all the data sets are significantly nonlinear, i.e., an adequate model for the ATM traffic could be 
chaotic. 
It is interesting to note that the imaginary part of the estimated bispectrum is zero for 
each of the six ATM data sets. This is equivalent to the property Cum(Y,,Yt+r,Yt+,) = 
Cum(Yt, Yt_,, Y+,), r, s E Z, which means something like third-order moment reversibility, e.g., 
white noise sequences do not necessarily have this property but independent stationary sequences 
do, and the Gaussianness of a stationary sequence also involves third-order moment reversibility. 
A possible physical explanation of the reversibility is due to the symmetrical congestion control 
mechanisms of the TCP layer and the fixed ATM cell size. 
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4. CONCLUSIONS 
It has been found that the time series of data sets under examination are long range dependent, 
nonlinear, and gamma distributed. The long memory parameters were estimated by spectrum- 
bispectrum-based least squares fitting and were found to be more stable than the ones arising 
from simply spectral methods. Two different bispectral methods were applied to test the linearity, 
and all of the six data sets were found to be significantly nonlinear. The zero imaginary parts 
of the bispectra show a noticeable feature, namely the reversibility of the ATM traffic. An 
interesting problem is to find the exact form of a model with the above-mentioned properties. 
So, to construct a stationary increment process, all the increment processes of which are gamma 
distributed, long range dependent, nonlinear, and third-order moment reversible, is one of our 
future research topics. 
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