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Elements from extensions of F
q
are employed to construct a class of linear codes over
F
q
with good parameters through symmetric polynomials over F
q
. ( 2000 Academic Press1. INTRODUCTION
Constructions of generalized Reed}Solomon codes over F
q
(see [3, Chap.
10]) only employ elements of F
q
; hence their lengths are at most q. In order to
make use of elements of F
q¨
, we modi"ed the constructions of generalized
Reed}Solomon codes in [4]. It turns out that the modi"ed constructions
yield many good codes and many improvements on Brouwer’s table [1] are
achieved. In this paper we develop the idea of constructing linear codes using142
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SYMMETRIC POLYNOMIALS AND CODES 143elements from any "nite extension of F
q
. It seems more natural to describe
our constructions through elementary symmetric polynomials. Our results
show that codes from our constructions have good parameters and the length
of codes constructed in this way could be arbitrarily large.
This paper is arranged as follows. In Section 2 we discuss some basic results
on certain linear spaces and present our constructions of linear codes. We list
examples of good codes from our constructions in Section 3.
2. CONSTRUCTION OF CODES
Let q be a prime power and let s be a positive integer. Consider the
polynomial in F
q
[X, >] given by
s~1
<
i/0
(>!Xqi)">s!p
1
>s~1#p
2
>s~2#2#(!1)s~1 p
s~1
>#(!1)sp
s
.
(1)
It is clear that p
i
is a polynomial in F
q
[X] for all 14i4s. In fact, p
i
is the ith
elementary symmetric polynomial in the s symbols X, Xq, Xq¨,2, Xqs~1 .
LEMMA 2.1. For any a3F
qs
and 14i4s, we have p
i
(a)3F
q
.
Proof. From (1) it is obvious that
p
i
(a)"p
i
(aq)"2"p
i
(aq s~1).
It follows therefore that p
i
(a)"p
i
(a)q, which is equivalent to p
i
(a)3F
q
. j
LEMMA 2.2. ‚et f3F
q
[X] and let b3F
qs
. „hen f (b)"0 if and only if
f (bqi)"0 for all 04i4s!1.
Proof. Since the coe$cients of f are in F
q
, it follows that f (bqi)"( f (b))qi
for all 04i4s!1. The lemma follows immediately from this equality. j
Let ( j
1
, j
2
,2, js) be an s-tuple of non-negative integers. We de"ne the
polynomial ej
1
j
22 js
3F
q
[X] as follows:
ej
1
j
2
2j
s
:" pj1
1
pj2
2
pjs
s
3F
q
[X].
As deg (p
i
)"qs~1#qs~2#2#qs~i, we have
deg (ej
1
j
2
2j
s
)" s+
i/1
(qs~1#qs~2#2#qs~i) j
i
.
LEMMA 2.3. „he qs polynomials ej
1
j
2
2j
s
, 04j
1
, j
2
,2, js4q!1, are lin-
early independent over F
q
.
144 LING, NIEDERREITER, AND XINGProof. It su$ces to show that, for any two di!erent s-tuples ( j
1
, j
2
,2, js)
and (k
1
, k
2
,2, ks) with 04j1, j2,2, js4q!1 and 04k1, k2,2, ks4q!1, the polynomials ej
1
j
2
2j
s
and ek
1
k
2
2k
s
have di!erent degrees.
We suppose that for some 04j
1
, j
2
,2, js4q!1 and 04k1, k2,2,
k
s
4q!1, we have
deg (ej
1
j
2
2j
s
)"deg (ek
1
k
2
2k
s
).
In other words,
s
+
i/1
(qs~1#2#qs~i) j
i
" s+
i/1
(qs~1#2#qs~i)k
i
,
or equivalently,
s
+
i/1
(qs~1#2#qs~i) ( j
i
!k
i
)"0.
It follows that j
s
!k
s
,0 mod q, hence j
s
"k
s
. This implies
s~1
+
i/1
(qs~1#2#qs~i) ( j
i
!k
i
)"0,
from which it follows that j
s~1
!k
s~1
,0 mod q, and hence j
s~1
"k
s~1
.
Continuing the same argument, we obtain j
i
"k
i
for all 14i4s. j
For 14m4q, let <
s,m
be the F
q
-vector space spanned by the set
Mej
1
j
2
2j
s
: +s
i/1
j
i
4m!1, j
i
50N. Clearly, for 14m4q and s51,
dimF
q
<
s,m
"D Mej
1
j
2
2j
s
: +s
i/1
j
i
4m!1, j
i
50N D
"D M( j
1
, j
2
,2, js) : +si/1
j
i
4m!1, j
i
50N D.
LEMMA 2.4. =e have dimF
q
<
s,m
"(m‘s~1
s
).
Proof. Let n (s, m) denote the dimension of <
s,m
. Then n(s, m) is equal to
the coe$cient of xm~1 in the formal power series
G(x) :"(1#x#x2#2)s‘1"(1!x)~s~1
over the reals. By evaluating this coe$cient as a Taylor coe$cient, we get
n (s, m)"G(m~1) (0)
(m!1)! "A
m#s!1
s B. j
For m52 and s52, let l"(l
1
, l
2
,2, ls~1)3Zs~1 with 04ls~14ls~2424l
1
4m!1 and let
A(s, m, l)
"DM( j
1
, j
2
,2 , js) : +si/1
j
i
"m!1, j
i
50, j
s
4l
s~1
, j
s
#j
s~1
4l
s~2
,2, +s ji4l1ND.i/2
SYMMETRIC POLYNOMIALS AND CODES 145For example, when s"2, l"l for 04l4m!1, so A(2, m, l)"l#1.
When s"3 and l"(l
1
, l
2
), we have A(3, m, l)"1
2
(l
1
#1) (l
1
#2)!
1
2
(l
1
!l
2
) (l
1
!l
2
#1).
For 24m4q and l"(l
1
, l
2
,2 , ls~1)3Zs~1 with 04ls~14ls~2424l
1
4m!1, let <
s, m, l
be the F
q
-vector space spanned by the set
Mej
1
2j
s
: +s
i/1
j
i
4m!2, j
i
50N
XMej
1
2j
s
: +s
i/1
j
i
"m!1, j
i
50, j
s
4l
s~1
,
j
s
#j
s~1
4l
s~2
,2, +s
i/2
j
i
4l
1
N.
We see easily that the following statements are true:
1. We have dimF
q
<
s,m, l
"(m‘s~2
s
)#A(s, m, l); and
2. the highest degree of a polynomial in <
s,m, l
is
(m!1) qs~1#s~1+
i/1
l
i
qs~i~1.
In particular, if l"(m!1, m!1,2, m!1), then <s,m, l"<s, m .
For every s51, let I
q
(s) denote the number of monic irreducible poly-
nomials in F
q
[X] of degree s. Then it is well known (see [2, Theorem 3.25])
that
I
q
(s)"1
s
+
b D s
k A
s
bB qb,
where k is the MoK bius function.
Let b
1
, b
2
,2 , bI
q
(s)3Fqs be roots of the distinct monic irreducible poly-
nomials in F
q
[X] of degree s (one root for each such polynomial). Label also
the elements of F
q
as a
1
, a
2
,2, aq.
For s52, 04t4q, 14r4I
q
(s), 24m4q, and l as above, de"ne the
F
q
-linear code C
q
(s, t, r, m, l) as
C
q
(s, t, r, m, l)"M( f (a
1
), f (a
2
),2 , f (at), f (b1), f (b2),2 , f (br)) : f3<s,m, lN.
THEOREM 2.5. If s52, 04t4q, 24m4q, l"(l
1
,2 , ls~1)3Zs~1
with 04l
s~1
424l
1
4m!1, and I
q
(s)5r’1
s
((m!1)qs~1#+s~1
i/1l
i
qs~i~1!t), then the code C
q
(s, t, r, m, l) has parameters [n, k, d], where
n"t#r,
k"A
m#s!2
s B#A(s, m, l),
d5r!1
s A(m!1) qs~1#
s~1
+
i/1
l
i
qs~i~1!tB.
146 LING, NIEDERREITER, AND XINGProof. Let f3<
s,m, l
, fO0. Suppose that f has r
1
roots among
Ma
1
,2, atN and r2 roots among Mb1,2, b3N. Then
r
1
4t and r
1
#sr
2
4deg ( f )4(m!1) qs~1#s~1+
i/1
l
i
qs~i~1.
This implies that, for c
f
"( f (a
1
),2, f (at), f (b1),2 , f (br))3Cq (s, t, r, m, l), its
Hamming weight wt (c
f
) satis"es
wt (c
f
)
5n!(r
1
#r
2
)
5r#t!1
s A(m!1) qs~1#
s~1
+
i/1
l
i
qs~i~1#(s!1) tB
"r!1
s A(m!1)qs~1#
s~1
+
i/1
l
i
qs~i~1!tB’0.
This in turn implies that the F
q
-linear map
<
s,m, l
P C
q
(s, t, r, m, l)
f C ( f (a
1
),2, f (at), f (b1),2, f (br))
is injective; hence
dimF
q
C
q
(s, t, r, m, l)"dimF
q
<
s,m, l
"A
m#s!2
s B#A (s, m, l)
and
d5r!1
s A(m!1)qs~1#
s~1
+
i/1
l
i
qs~i~1!tB. j
Remark. In the statement of Theorem 2.5, if m4q!1 and r"I
q
(s), then
the condition r’1
s
((m!1) qs~1#+s~1
i/1
l
i
qs~i~1!t) is automatically satis-
"ed. To see this, we distinguish between two cases.
First, let s be a prime. In this case, t#rs"t#+b Ds k (sb) qb"t#qs!q5qs!q. Hence,
r!1
s A(m!1) qs~1#
s~1
+
i/1
l
i
qs~i~1!tB
"1
s Ars#t!(m!1) qs~1!
s~1
+
i/1
l
i
qs~i~1B
51
s Aqs!q!(q!2)
qs!1
q!1B
’0.
SYMMETRIC POLYNOMIALS AND CODES 147When s is composite, we need to show that
rs"+
b Ds
k A
s
bB qb’(q!2)
qs!1
q!1 ;
i.e.,
qs#A +b D s, bOs k A
s
bB qbB (q!1)#(q!2)’0.
It is easy to see that D+b Ds, bOs k (sb) qb D4qs@2‘1, so
qs#A +b Ds,bOs k A
s
bB qbB (q!1)#(q!2)5(qs!qs@2‘2)#qs@2‘1#(q!2)’0.
Remark. The construction of the code C
q
(s, t, r, m, l) in this section can be
extended by adding further coordinates f (c) for roots c of irreducible poly-
nomials in F
q
[X] whose degrees are nontrivial divisors of s. However, so far
our best examples stem from the case considered in Theorem 2.5.
3. EXAMPLES
A comparison of the codes obtained from the construction above and the
codes from Brouwer’s table [1] reveals that our construction yields a number
of good codes. For s"3, q"3, 4, or 5, and r"I
q
(3)"(q3!q)/3, a number
of codes constructed with the method above have as good a lower bound on
the minimum distance as the ones listed in [1]. We list some of them in the
table below. The variables t, m, l
1
, l
2
, n, k, and d are the same as in Theorem
2.5.
q t m l
1
l
2
n k d
5 0 2 1 1 40 4 30
5 1 2 1 1 41 4 30
5 2 2 1 1 42 4 31
5 3 3 2 2 43 10 21
4 0 2 1 1 20 4 13
4 1 2 1 1 21 4 14
3 0 2 1 1 8 4 4
3 1 2 0 0 9 2 6
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