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Summary 
In this thesis, a multiresolution Markov Random Field (MMRF) model for 
segmenting textured images without supervision is proposed. Stochastic re- 
laxation labelling is adopted to assign the class label with highest probability 
to the block (site) being visited. Class information is propagated from low 
spatial resolution to high spatial resolution, via appropriate modifications to 
the interaction energies defining the field, to minimise class-position uncer- 
tainty. 
The thesis contains novel ideas presented in Chapter 4 and 5, respec- 
tively. In Chapter 4, the Multiresolution Fourier Transform (MFT) is used 
to provide a set of spatially localised texture descriptors, which are based 
on a two-component model of texture, in which one component is a defor- 
mation, representing the structural or deterministic elements and the other 
is a stochastic one. Experiments show that the algorithm is efficient in al- 
leviating class-position uncertainty via data propagation across resolutions. 
However, the blocking artifacts of the segmentation results show that it is 
preferable to combine both class and position information so as to achieve 
smoother and more accurate boundary estimation. 
In Chapter 5, based on the same MFT-MMRF framework, a boundary 
process is proposed to refine the segmentation result of the region process 
proposed in Chapter 4. At each resolution, all the image blocks on either 
sides of the preliminary boundary detected in the region process are treated 
as potential boundary-containing blocks (PBCB's). The orientation and the 
centroid of the boundary-segment contained in each PBCB are calculated. 
The sequence of PBCB's are then modelled as a MRF and the interaction 
energy between each pair of neighbouring blocks is defined as a function of 
the `distance' D between the centroids of the two boundary segments. During 
the stochastic relaxation process boundary/non-boundary labels are assigned 
to the PBCB's. Once the algorithm converges, the centroids of the identified 
true boundary blocks are connected to form the refined boundary which is 
propagated down to the next resolution for further refinement. 
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Chapter 1 
Introduction 
Texture is an important and ubiquitous characteristic for the analysis of dif- 
ferent types of image. It is present in the images of outdoor scenes and object 
surfaces which are frequently analysed in the fields of computer vision.. It can 
also be seen in multi-spectral images taken from satellites or aircraft which 
are analysed in the remote sensing community. In biomedicine, magnetic 
resonance imaging, ultrasound images of the human body and microscopic 
images of cell cultures or tissue samples often consist of regions of different 
textures [115]. 
1.1 What Is Texture? 
Texture originally referred to the appearance of woven fabrics. Some defini- 
tions are given in Collins English Dictionary [1] as: 
" "The surface of a material, esp. as perceived by the sense of touch. 
" The structure, appearance, and feel of a woven fabric. 
" The general structure and disposition of the constituent parts of some- 
thing. 
1 
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" The distinctive character or quality of something. 
" The nature of a surface other than smooth. " 
However, the definitions given above are too restrictive to describe visual 
textures and unfortunately, in the community of image processing or pattern 
recognition, no precise definition seems to exist. In the disciplines of image 
processing, pattern recognition and computer vision, texture is a term used to 
describe the properties of the surface of a given object or region encountered 
in an image. Informally, a texture can be described as a spatially organised 
area composed of a significant number of more or less regularly arranged 
primitives which resemble each other and give rise to the perception of re- 
gional homogeneity. Each primitive is a maximally connected set of pixels 
having, first, a specific gray level property such as the maximum, minimum, 
or the average gray level of the set, and secondly, a regional property such as 
area, shape, or elongation of shapes. The simplest primitive is a single pixel 
with its gray level. An example of a primitive with more than one pixel is a 
maximally connected set of pixels having the same gray level. These primi- 
tives are sometimes called texels [42]. Moreover, if levels of abstraction are 
taken into consideration, it is possible to find texture or sub-primitives within 
the primitives themselves. This non-homogeneity is called micro-texture [42] 
and the pattern composed of larger primitives is referred to as macro-texture 
[40]. Thus, texture is a regional property rather than a pixel property. It is 
because of this regional property that contextual constraints must be taken 
into account when texture is dealt with. 
To characterise texture, both the local gray level properties of the prim- 
itives and the spatial relationships or interaction between them must be 
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considered. The conceptual association of gray level primitives and their 
spatial dependence allows the evaluation of texture as having one or more of 
the properties such as fineness and coarseness, roughness, smoothness, con- 
trast, directionality, and regularity. The spatial relationship among texture 
primitives may be random, may have a pair-wise dependence or may exhibit 
correlation over a neighbourhood. The dependence or correlation can be 
stochastic or structural. Figure 1.1(a) shows a textured image (sand) with 
random spatial relationships. A texture like this is often called stochastic 
and obeys some probabilistic laws. Figure 1.1(b) shows a textured image 
(wire) with its primitives organised in a regular repetitive manner. Such 
a texture can be called deterministic or structural. Generally, natural tex- 
tures appear as a mixture of deterministic and stochastic components [81]. 
Figure 1.1(c) shows a natural texture (straw) with a dominating stochas- 
tic component, and Figure 1.1(d) shows a natural texture (burlap) with a 
dominating deterministic component. 
Applications of texture analysis are enormous and amongst them the main 
applications can be found in the following areas [63]: 
" Partitioning an image into regions of homogeneous texture 
" Discriminating images based on their texture characteristics 
" Extracting surface shape information from the texture disparity 
9 Retrieving images with similar texture from an image database 
" Synthesising textures that resemble natural textures for various com- 
puter graphics applications 
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(a) 
(c) 
(h) 
(d) 
Figure 1.1: a) A textured image (sand) with random spatial relationships 
(b) 
A textured image (wire) with its primitives organised in a regular repetitive 
manner (c) A textured image (straw) with dominating stochastic 
character- 
istic (d) A textured image (burlap) with dominating deterministic character- 
istic 
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1.2 Issues of Texture Analysis 
Texture analysis has been recognised as one of the most difficult and in- 
triguing areas in computer vision and image processing. The main issues 
concerning texture analysis can be summarised as follows [34]: 
1. Description and extraction of features: Given a textured region, find a 
description or model for it. This involves the extraction of some char- 
acteristic features of the texture region which are adequate to describe 
the region and to distinguish it from different textured regions. 
2. Discrimination: Given a textured region, identify to which of a finite 
number of classes the region belongs. This is a common issue of retriev- 
ing target images from an image database and is attacked by extracting 
the characteristic features of the texture region and feeding this infor- 
mation to the classification process [81]. 
3. Segmentation: Given an image with several different textured regions, 
detect the boundaries between them. This problem is solved by, first 
extracting features of the different textures, followed by the application 
of a segmentation algorithm to detect the boundaries between different 
textured regions [38][80][83][861. 
To deal with the first issue, a good set of texture feature descriptors 
should be capable of quantifying texture properties and in some applications 
be consistent with human visual perception, which define the visual charac- 
teristics of the given texture. Six common visual texture features suggested 
by Tamura [116] are coarseness, contrast, directionality, line-likeness, regular- 
ity, and roughness. To describe those features, Haralick et al. [44] suggested 
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some mathematical measures based on gray level spatial dependencies, such 
as angular second moments, contrast, correlation, variance, inverse difference 
moment, sum average, sum variance, sum entropy, maximal correlation co- 
efficient. The attempt to quantify textural content and properties poses a 
challenge of making an appropriate description of texture and detecting fea- 
tures which are adequate to discriminate different types of textures present in 
a specific application. Inadequate sets of feature descriptors result in under- 
segmented results, whereas redundant sets of texture features degrade the 
efficiency of the algorithm without improving the segmentation quality or, 
even worse, downgrade the segmentation result [139]. 
The second issue is basically a sub-problem of the third one since an 
approach capable of doing segmentation is also able to discriminate textures. 
Application of texture analysis techniques to discrimination has found its 
application in the security sector, where fingerprints [84], eyes [56], and facial 
[41] information are analysed and the target images are retrieved from the 
database accordingly. 
The third issue aims at the objective of partitioning a textured image 
into regions of homogeneous texture, each of them with its own distinctive 
attributes. Figure 1.2 shows an image with two different textured regions. 
The task of segmenting this image is to detect the boundary dividing the two 
textured regions based on the texture features extracted from the image. 
Segmentation techniques have been practised extensively in the remote 
sensing [134], computer vision [103], and medical imaging [115] communities. 
However, the difficulties encountered in the attempt to segment images are 
so intractable as to amount to quasi-philosophical problems. Marr expressed 
his view as ([89], page 272) : 
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Figur' 1.2: An iriiage vvitli t«oo textured regions 
"... 
. 
IIIe t11eoI'Y aI1d f)rautICe of segInelltation I'etll2IiIie<f 1)r11111tive 
for two reasons. First, it was well nigh impossible to formulate 
preciselY. III terms of t lie image or even of the (physical world what 
the exact goals of segmentation were. What, for example, is an 
object. and what makes it so special that it should be recoverable 
as it region in all 1Iiiage ? Is a nose. an object? Is a head one? 
Is 
it still one if it is attached to a body? What about a man on 
horsel)a<"k'. 7 
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\lutit alt t ('1t11)t ti lo 5('j?; II1('I1t or classify tcxttlr('s are 1)2is('(1 ()II eithe statistical 
r 
or structural (le ('ril)t ions 45]. Statistical ap1)roa('hes sn('11 as co-occurrence 
111"1t r1('es Mid alit O-regressive II]Odels rel)resellt, texture 1)V statistics extracted 
fl'ýýI11 lU('}Il image I11('aslll('II1('11ts. (i('tl(`I'Rlly, the are good for t('Xtlll'('S R'llll 
1'a11dom Spatial aI'1'2II1g('II1('lltti such as the 1)! It('ll Of tiýlIl(1 shown 111 
Figure 
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1.1(a). Structural approaches consider a textured image as composed of 
repeating texture elements like a piece of wire shown in. Figure 1.1(b). It 
is clearly preferable to combine both types of feature descriptors so as to 
describe both statistical and structural textures and give the classification or 
segmentation algorithms more adequate information to carry out their tasks. 
Conventional methods of segmentation generally use either region or 
boundary processing. In region-based segmentation algorithms [55] [83] [86], 
the manner in which initial regions are formed, the initial seeds are selected, 
and the criteria for splitting and merging regions are usually defined a pri- 
ori, so that the segmentation result will rely on the choice of the initial 
regions and the regions' shapes will depend on the chosen growth algorithm. 
Also, since region-based approaches seek localisation in class space, the con- 
fidence on the boundaries' location is often weakened by the adoption of a 
large- neighbourhood or window. Boundary based segmentation algorithms 
often attempt to map gray intensity space into feature space and then de- 
tect discontinuity or texture gradients in feature space by convolving a set of 
pre-defined masks with the feature map [68][128]. However, boundary-based 
segmentation algorithms, usually have difficulty in connecting boundary seg- 
ments and are sensitive to intensity fluctuations within textured regions and 
noise, which calls for post-processing by some form of smoothing or thinning. 
It is clearly desirable to combine both approaches to overcome their inherent 
limitations. 
Although some texture segmentation algorithms [8] [21] [25] [48] [55] [67] [86] 
carry out their task without supervision, most of them cannot work without 
intervention or supervision. A supervised segmentation algorithm requires a 
training phase based on a set of training textures in order to estimate the 
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parameters or feature vector with respect to each of the training textures. 
The drawback of this is that when a new texture outside the training set is 
given, this texture may be misclassified as one of the textures in the training 
set. Another drawback of supervised segmentation algorithms is that the 
number of the texture classes within the image of interest often has to be 
specified. Another major difficulty of texture segmentation resulting from 
the regional nature of texture is the compatibility of texture symbol (what 
class is the texture) with the position symbol (where is the texture boundary) 
[133]. If we take a big area of a textured image into consideration by using a 
large analysis window, we get high confidence of which class of texture this 
area contains. However, we lose confidence in where the texture boundary 
may be. On the other hand, if a smaller analysis window is utilised, the 
confidence in boundary position increases at the expense of compromising 
the certainty of texture class. This problem calls for remedy and poses a 
challenge to all segmentation algorithms [133] [138]. 
Recognising the issues argued above and the need to tackle them , the 
objectives of this thesis are: 
1. to introduce a set of texture feature descriptors which combines a struc- 
tural (deterministic) component based on the affine deformation of a 
patch of texture [49] and a statistical component based on the local 
Fourier energy spectrum, 
2. to propose a texture segmentation algorithm using a Markov Ran- 
dom Field (MRF) model, which integrates traditional region-based and 
boundary-based texture algorithms to overcome the limitations of both, 
3. to enable the segmentation to perform its task without supervision, in 
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the following sense: 
" the number of texture regions or classes in the input image need 
not to be known in advance 
" the algorithm does not require a priori knowledge of the textures, 
so a learning or training phase is not needed, i. e., the texture 
parameters or features are estimated without supervision, 
4. to demonstrate how a multiresolution or multi-scale approach can min- 
imise the class-position uncertainty [113][133]. 
1.4 Outline of This Thesis 
The rest of this thesis is divided into five chapters to treat the issues raised 
thus far. Chapter 2 gives a general overview of frequently used approaches 
to texture feature extraction and segmentation of textured images. Advan- 
tages and disadvantages/limitations are also compared between the different 
approaches. 
Chapter 3 is devoted to the theoretical description of a Multiresolution 
Markov Random Fields (MMRF) model and stochastic relaxation which sim- 
ulates the annealing process in heat treatment of materials. A general image 
modelling tool, Multiresolution Fourier Transform (MFT) [132], developed 
in the Department of Computer Science at the University of Warwick, is also 
briefly introduced. Some application examples of N MRF's are given and 
issues about the application of MMRF's are addressed. The purpose of this 
chapter is to provide the theoretical background for Chapter 4 and 5. 
The first part of Chapter 4 introduces a novel technique for texture fea- 
ture extraction, based on a two-component texture model, with a structural 
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component and a stochastic one [49]. The second part of Chapter 4 intro- 
duces a robust unsupervised region-based texture segmentation technique 
using Markov random fields (MRF) at multiple resolutions and stochastic 
relaxation to maximise the likelihood of texture classes. Some experiments 
are carried out to test the technique. 
Chapter 5 presents a technique for texture boundary refinement utilising 
boundary information between texture regions and using the same frame- 
work as the one introduced in the second part of Chapter 4. In this chap- 
ter, the region-based approach introduced in Chapter 4 is integrated with 
a boundary-based approach. Some experiments are also carried out to test 
this technique and to show the improvement of segmentation result. 
Chapter 6 concludes this thesis and suggests some future work to be done, 
to extend the scope of the new algorithm. 
Papers of the author's published during the course of this work are listed 
in an appendix. 
Chapter 2 
Approaches to Texture Analysis 
Analysing textured images is recognised as one of the most difficult tasks 
in image processing. The approaches to analyse them by and large remain 
ad hoc. Efficient segmentation methods for detecting edges or lines have 
failed to produce satisfactory results in analysing textured images because, 
in most cases, the fundamental texture elements consist of edge or line seg- 
ments which are wrongly taken as boundaries, while there are not necessarily 
any prominent edges or lines corresponding to the real boundaries between 
different textured regions. 
Based on the discussion in Section 1.2, it is clear that extracting features 
is the first step to achieve discrimination and segmentation of texture. In the 
rest of this chapter, a general survey of the frequently used approaches to 
texture feature extraction and segmentation of textured images is presented. 
The purpose of this survey is to review some of the representative works from 
different categories in texture analysis, so as to evaluate their advantages and 
limitations and to find a better way for texture analysis which maintains the 
advantages of others, but avoids their limitations, as much as is possible. 
12 
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2.1 A Review of Feature Extraction Methods 
Haralick [45][46], Gool et al. [40], and Reed and du Buf [105] have made ex- 
cellent surveys on different approaches to texture feature extraction. These 
approaches can be classified into feature-based, model-based, and structural 
classes [42][105]. However, the distinction cannot always be clearly made and 
a combination of approaches from different categories is frequently adopted. 
The main distinction between feature-based and model-based texture anal- 
ysis is that in feature-based texture analysis, texture features are evaluated 
without an ideal or model texture in mind, while in the case of model-based 
approaches, there is an underlying mathematical model which allows features 
to be measured by fitting the model to the texture. 
2.1.1 Feature-based Approaches 
In feature-based approaches, properties of textures are derived from statisti- 
cal measurements, from the operation of filters, or from transformations. 
A. Statistical Approaches 
Statistical approaches attempt to extract statistical information such as in- 
tensity, smoothness, coarseness, and so on from the texture regions. A widely 
used first order statistic is mean gray level. Spann and Wilson [112] used the 
mean gray level of each node in a quad-tree to characterise the node. 
One of the second order statistical methods uses the antocorrelation func- 
Lion to characterise the inter-relationship between pixels in textures. The au- 
tocorrelation function is capable of indicating the coarseness and regularity 
of a texture. If the primitives of a texture are relatively small (finer texture), 
the autocorrelation function will drop off rapidly with distance. If the prim- 
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itives of a texture are relatively large (coarser texture), the autocorrelation 
function will drop off slowly [45]. A high energy peak in the autocorrelation 
function is a good indication of regular texture. The autocorrelation meth- 
ods are based on spatial averaging of second-order interactions. Kaizer [60] 
conducted an experiment to investigate the relationship between the auto- 
correlation function and textures. By assuming the autocorrelation function 
was circularly symmetric and computed as a function of radial distance, he 
found that for any smooth gray level surface, there exists a reference res- 
olution at which no texture can be detected. As the resolution increases, 
finer textures are picked up. Nevertheless, autocorrelation methods are not 
sufficient to describe a texture since, first, many different natural textures 
have similar autocorrelation functions and, second, some textures of identical 
first-order statistics but different second-order statistics are indistinguishable 
[59][113]. Rosenfeld and Troy [107] also showed that autocorrelation is not 
a satisfactory measure of coarseness of texture. Another drawback of auto- 
correlation methods is that they often require large spatial windows, which 
results in losing the position information of texture boundaries. 
The gray level co-occurrence matrix is another common statistical ap- 
proach, first used by Julesz [57]. Haralick, Shanmugam, and Dinstein [44] 
specified a gray level co-occurrence in a matrix P(i, j, d, 0) as follows. Given 
an image f (x, y) of size L, x L, with a set of N. gray levels, define the matrix 
P(i, j, d, 8) as 
P(i, j, d, 6) = card{ ( (xl) yl), (x2, y2) )E (L, x L, ) x (L,, x L, ) 
(x2, y2) = (xi, yi) + (d cos B, d sin B), 
f(x1, yi) = i) . 
f(x2, y2) = j,, 0 < i, j< N9} (2.1) 
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where d denotes the distance between pixels (x1, yl) and (x27 Y2) in the image, 
0 denotes the orientation aligning (xl, yl) and (x2i y2), and card{. } denotes 
the number of elements in the set. An example is given in Figure 2.1. Figure 
2.1(a) is an image of size 6x6 with 5 gray levels. The corresponding gray 
level co-occurrence matrix with 0=0 and d=1 is demonstrated in Figure 
2.1(b). They suggested 14 statistical measures estimated from the gray level 
co-occurrence matrix to characterise textures, but Conners and Harlow ob- 
served that only five of these measures are normally useful, namely, energy, 
entropy, correlation, local homogeneity, and inertia [26]. The advantage of the 
co-occurrence method is that it characterises the spatial interaction between 
gray levels in a way that is invariant under monotonic gray level transforma- 
tions. Successful applications of co-occurrence matrices have been reported 
in [9][16][97][140]. However, generating co-occurrence matrices can be com- 
putationally expensive, especially when the range of gray levels is large. 
1 1 1 0 0 0 
1 1 1 0 0 0 
3 3 4 4 2 2 
3 3 4 4 2 2 
3 3 4 4 4 4 
3 3 3 4 4 4 
0 
ýý 2 
3 oA 
4 
gray level 
01234 
8 2 0 0 0 
2 8 0 0 0 
0 0 4 0 2 
0 0 0 10 4 
0 0 2 4 14 
(a) 
P(i, j, 1,0) 
(b) 
Figure 2.1: Generation of gray level co-occurrence matrix. (a) Original image 
(b) Gray level co-occurrence matrix P(i, j, 1,0) based on (a) 
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Another class of statistical approaches is fractal methods. Mandelbrot 
[85] introduced the term fractal derived from the Latin word fractus meaning 
irregular segments and stated that self-similarity is an important property 
of surfaces. Researchers have produced a number of interesting works using 
fractal dimension to characterise textures, especially the roughness and self- 
similarity of textures [61] [66] [72] [93] [99] [109] [110]. The fractal dimension of 
textures is well suited for describing the relative behaviour of texture at 
multiple spatial scales. Mandelbrot [85] suggested that, given a bounded set 
S in Euclidean n-space, the set is self-similar if S is the union of K,, different 
non-overlapping duplicates of S, each of which is similar to S scaled down 
by a ratio 1/r of S. The fractal dimension D of S is then defined as 
D= 
log(KK) 
log(r) 
(2.2) 
Nov the task of feature extraction is twofold: first, the value of K, must 
be found for each scale (r), secondly the fractal dimension D derived from the 
log-log plot of If, versus r. The fractal dimension is then used to characterise 
the texture. 
Sarkar and Chaudhuri [109] proposed a box counting method to estimate 
K,. in Equation (2.2) and to solve for D. Consider an image as 3-D space 
-, vith (x, y) denoting the coordinates of a 2-D plane and z denoting the gray 
level of the pixel at position (x, y). Now if an image of size MXM is scaled 
down to a size mxm, where m is an integer greater than 1 and the range of 
gray level is scaled down from G to g by the same ratio, then the ratio r in 
Equation (2.2) is AI/m and the planar space (x, y) is partitioned into squares 
of size mxm pixels with (i, j) indicating coordinates. On top of each square 
(i, j) is a stack of boxes, each of volume in xmxg and numbered increasing 
from the bottom. Let the maximum and minimum gray level of the pixels 
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within the (i, j)th square fall in boxes a and b respectively, then a variable 
kr(a. b) is assigned the value a-b+1, and Ii, is calculated as 
11r = kr(i,. l) (2.3) 
i, j 
This idea is demonstrated in Figure 2.2 where an image of size 20 x 20 pixels 
is scaled down to the size of 4x4 pixels (ratio r= 5) and the gray level is 
also scaled from 20 down to 4. Since the maximum gray level falls in box 3 
while the minimum falls in box 2, kr(2,2) =3-2+1=2. 
Counting Iir for different scaling ratios r and using Equation (2.2), the 
fractal dimension D can be estimated froln the least square linear fit of 
log(Kr) versus log(r). However, fractal dimension is only one feature of 
textures, using it alone is seldom sufficient to discriminate textures. 
Box 4 
Box 3 
..... 
I........:.. 
Figure 2.2: Determination of k: r. 
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B. Filter-based Approaches 
The spirit of this method is convolving filters or operators with a textured 
image to derive features. One of the simplest examples was introduced by 
Dinstein et al. [30]. They applied aKxK filter to an image to produce an 
output image in which each pixel is assigned a value of the difference between 
the maximum and minimum gray level within the filter centred at that pixel. 
A high value of a pixel in the output image suggests the presence of texture 
and low values suggest that the pixel is contained in a homogeneous region. 
We can see that the success of this method relies on the value of K, the 
window size. Small values of K can only work satisfactorily on the textures 
consisting of small primitives or textures with high-frequency content. 
One of the most widely adopted set of filters is the one proposed by Laws 
[74]. Laws suggested three basic 1x3 vectors: L3 = [1 2 1], E3 = [-1 0 1], 
and S3 = [-1 2- 1]. L3 is designed for local averaging, E3 for detecting 
edges, and S3 for detecting spots. These three basic filters can be convolved 
with themselves to construct filters of 1x5 which in turn can be convolved 
with themselves again to construct larger filters. For example, 
L5=L3*L3=[14641] (2.4) 
E5=L3*E3=[-1 -2021] (2.5) 
S5=L3*S3=[-1020-1] (2.6) 
W5=S3*E3=[1-202-1] (2.7) 
R5 = E3 * S3 = [-1 20 -2 1] (2.8) 
where "*" is the operator symbol for convolution. L5 is constructed for local 
averaging, E5 for detecting edges, S5 for detecting spots, WV5 for detecting 
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L3T x L3 L3T x E3 L3T X S3 
121 -1 01 -1 2 -1 
242 -2 02 -2 4 -2 
121 -1 01 -1 2 -1 
L3T x L3 L3T x E3 L3T x S3 
-1 -2 -1 10 -1 1 -2 1 
000000000 
121 -1 01 -1 2 -1 
L3T x L3 L3T x E3 L3T X S3 
-1 -2 -1 10 -1 1 -2 1 
242 -2 02 -2 4 -2 
-1 -2 -1 10 -1 1 -2 1 
Table 2.1: The nine 3x3 filters of Laws 
wave, and R5 for detecting ripple. By utilising vector multiplication, nxn 
centre-weighted filters can also be obtained. Table 2.1 illustrates the nine 
filters constructed by the multiplications of the three basic 1x3 filters of 
Laws. It is interesting to note that Sobel operators are among this set of 
filters. 
Laws's approach to feature extraction is a two-stage process which in- 
volves first measuring of microfeatures and afterwards calculation of macro- 
features as texture features. The microfeatures are measured by convolving a 
nxn filter with the original image, with the resulting image indicating local 
edginess, spots, etc.. referred to as the feature image. In the second stage, 
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the local statistics of these properties in the feature image are computed and 
then smoothed with a window significantly larger than the filters used in the 
first stage (e. g. a 15 x 15 smoothing window is used in Laws's work after 
applying 3x3 filters). The most useful local statistics are the sums of the 
squared or absolute values of the microfeature within the smoothing window 
which Laws termed texture energy measures. 
Laws's approach has influenced many subsequent works by different re- 
searchers [21][48][96][100][121]{126]. Patel et al. [96] adopted Laws's ap- 
proach to detect foreign objects (defects) in food. They used 3x3 Laws 
filters to obtain microfeatures, the macrofeatures were then calculated using 
the sum of absolute value of microfeatures within a5x5 window to create 
texture energy images. 
Although Laws's approach is computationally efficient, since the size of 
the filters is relatively small, only the high-frequency content of textures can 
be characterised and the approach is essentially ad hoc. Pietikäinen et al. 
[100] argued that the power of Laws filters depend on the general form (spot- 
like, edge-like, etc. ) rather than on the pre-set numerical values of the filters. 
Ade [2] thus proposed a method marrying Laws's and co-occurrence matrix 
approaches to automatically generate convolution filters, depending on the 
texture. These automatically generated filters are called eigenfilters, which 
were derived from eigenvectors of the principle component decomposition of 
the covariance matrix of the local neighbourhood. The advantage of this 
approach is that it reduces the number of filters needed for discrimination. 
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C. Transform-based Approaches 
In transform methods, images are usually divided into overlapping or non- 
overlapping blocks, each of which is then transformed into a new coordinate 
system of a different domain. Frequency is so closely related to texture that 
researchers often use transform methods to transform images into the spatial 
frequency domain for extracting features. 
Perceptual experiments of Julesz [58] and others [5][14] have suggested 
that `effortless' discrimination of texture is generally only achievable when 
their spectral attributes differ significantly. Chen [19] has explained that the 
claimed improvement in performance of co-occurrence based methods over 
simple spectral methods reported in the work of Weszka et al. [130] is due 
to crudeness of their spectral estimation techniques. Chen [19] reported that 
using a more accurate method, based on maximum entropy, results as good 
as the methods based on co-occurrence matrix can be obtained. Xu and 
Fu [136] used the Walsh transform as a measure of texture coarseness for 
segmentation. D'Astous and Jernigan [28] derived a set of texture features 
such as peak strength, two-dimensional curvature, area, squared distance 
from the origin, and angular location from the peaks of power spectrum, and 
another set of texture features such as spread, circularity, and elongation 
from the shapes of power spectrum. 
A method using multichannel Gabor filters to transform the image into 
the frequency domain for extracting texture features by analysing the spec- 
trum was first proposed by Knutsson and Granlund [70] and has been widely 
adopted since [8][10][32][33][55][101][104][114][118][127]. The goal is to trans- 
form texture differences into detectable filter-output discontinuities at tex- 
ture boundaries. This multi-channel filtering approach decomposes an image 
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with a bank of filters tuned to a specific combination of frequency and ori- 
entation, into several filtered images each with limited spectral information. 
The decomposition allows the exploitation of differences in dominant sizes 
and orientations of different textures. Another advantage of this approach is 
that it allows simple statistics of gray levels in the filtered images to be used 
as texture features. Knutsson and Granlund [70] used a set of four log-normal 
quadrature filters to estimate the local texture orientation. With this set of 
filters, structural properties of the texture are mapped into a slowly varying 
vector field representing local orientation. They also proposed three sets of 
quadrature filter pairs to estimate the local texture spatial frequency [42]. 
Each set of filters has a different centre frequency and each filter in the same 
set has a directional vector orthogonal to the one of the other filter. They 
use the estimated local orientation and frequency for texture segmentation. 
Wilson and Spann extended this approach using a complete transform based 
on Prolate Spheroidal Sequences [133]. 
Jain and Farrokhnia [55] used 28 real-valued, even-symmetric Gabor fil- 
ters to characterise the multiple channels. The impulse response of an even- 
symmetric Gabor filter is given by [35] 
1 x2 2 h(x, y) = exp -2-+- cos(2iruox) (2.9) 
xy 
where uo is the frequency of a sinusoidal wave function along the x-axis, and 
ax and ay are constants of the Gaussian envelope along the x and y axes, 
respectively. Filters with arbitrary orientations are obtained by rotating the 
x-y coordinate system. They first convolve the original image with each of 
the batik of Gabor filters to generate filtered images; each of these was then 
subjected to a nonlinear transformation to capture the attributes of blobs 
detected in the Gabor filtered images. Subsequently, the average absolute 
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deviation from the mean in small overlapping windows was used as texture 
features for each pixel in the nonlinearly transformed images. One of the 
limitations of this approach is the lack of a criterion for choosing the value of 
the parameter in the non-linear transformation. Also the approach assumed 
that different channels are independent from each other, which is contradict 
to the psychophysical and physiological evidence that there is interaction 
between different spatial frequency channels [123]. 
Generally, one disadvantage of Gabor filters is their non-orthogonality, 
which leads to redundant features at different channels or scales. It was 
shown that down-sampling the Gabor transform always results in severe 
degradation of segmentation quality [102]. 
Among the transform-based approaches, one of the most popular ones in 
recent years uses a filter bank as the wavelet transform to decompose a tex- 
tured image into sub-band images from which the texture features are then 
extracted [4] [20] [73] [75] [83] [87] [122] [137]. Hsu and Wilson [50] used the spec- 
tral energy density estimated in each block via the Multiresolution Fourier 
Transform (MFT) [132], a generalised wavelet transform, to characterise tex- 
ture in the hope that some textures have a distinctive spectral energy density 
which allows texture differentiation [49]. Chen and Kundu [20] suggested a 
method to identify textures by combining quadrature mirror filter (QMF) 
banks and hidden Markov models (HMM). First, a QMF bank is used as 
the wavelet transform to decompose the textured image into sub-band im- 
ages. Features such as normalised energy and normalised entropy are then 
extracted from the sub-band images by deriving the statistics based on the 
first order probability distribution of gray levels. Secondly, the sequence of 
sub-bands is modelled as a hidden Markov model (HMM), and one HMM is 
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designed for each class of textures to exploit the dependency among these 
sub-bands. During the classification process, the unknown texture is matched 
against all the models. They reported up to 93.33% classification accuracy. 
However, the algorithm requires a training process and the specification of 
the number of states in the HMM which limits the generality of this method. 
Lu et al. [83] utilised a pyramid-structured wavelet transform to decom- 
pose an image into four sub-images of different frequency bands (low-low, 
low-high, high-low, and high-high). The decomposition is then repeated on 
the sub-image of the low-low band to obtain the four sub-images at the next 
scale. Afterwards, an `energy measure' of the wavelet coefficients of the three 
sub-images of higher frequency bands at each scale is used as a texture fea- 
ture. Denoting Wk, i(i, j) the (i, j)th wavelet coefficient in the nxn window 
centred at pixel (k, 1), the `energy measure' of pixel (k, 1) is defined as follow. 
n 
Ek,: =2ý 11 Vk, z(i) j)l (2.10) W 
=, i=1 
This is similar to the approach used by Wilson and Spann [133], but it lacks 
the resolution in frequency to discriminate many textures. 
2.1.2 Model-based Approaches 
The aim of mathematical modelling in texture analysis is to capture the 
intrinsic features of the texture in a set of parameters, so as to understand 
the properties generating the texture. Any analytical expression explaining 
the properties of texture primitives and the dependency of primitives on 
their neighbourhood can be called a model. Having an underlying model, 
the analysis of a textured image can be more efficiently done by fitting the 
model to the image. Moreover, synthetic textures can be generated with an 
underlying texture model and compared visually with those of the data. 
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A. Autoregressive Models 
Autoregressive models are one of the major stochastic models utilised for 
texture analysis [18][62][64][88][108][111]. One of the commonly used models 
is shown in Equation (2.11) [64]. 
E Ok, 1"l(i+k, j+l)+e(i, j) (2.11) 
(k,! )EN1 
where e(i, j) = QQ - a(i, j) is a zero-mean correlated process and l(i, j) is the 
gray level of the pixel at position (i, j). By identifying appropriate param- 
eters of the AR models, the estimated parameters may be used to describe 
textures. Typically, the parameters Ok, j are estimated using a likelihood- 
based technique. 
Although this technique provides a good scheme for classification, the 
complexity and the computational cost of estimating the potentially large 
number of parameters is a serious concern. Choice of the neighbourhood Nl 
is also a critical and difficult problem. Moreover, it is nontrivial to apply 
such modelling to segmentation, since reliable parameter estimation conflicts 
directly with boundary localisation. 
B. Markov Random Field Models 
One of the most popular models utilised for texture analysis in recent years, 
MRF theory allows textures to be modelled in a more general way than 
simple linear models. A particular MRF model favours its own class of tex- 
tures by associating them with larger probabilities than other texture classes. 
MR. F theory is usually employed in conjunction with statistical decision and 
estimation methods, so as to formulate objective functions in terms of es- 
tablished optimisation principles. Maximum a posteriori (MAP) probability 
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is one of the most popular statistical criteria for optimisation and in fact, 
has been the most popular choice in MRF texture modelling [37][78]. MRF's 
and the MAP criterion together give rise to the MAP-MRF framework ad- 
vocated by Geman and Geman[37] and allow the systematic development of 
algorithms for a variety of vision applications. 
Cross and Jain [27] defined a Markov random field using a binomial joint 
probability density function on a neighbourhood of gray level pixels and 
fitted the model to a prototype texture measuring the associated parameters. 
The parameters were taken as features of the prototype texture and used 
to generate a synthetic texture which resembles the prototype. They used 
a hypothesis test to evaluate the goodness-of-fit under the model and found 
that their approach worked well for microtextures, but not for macrotextures. 
For the purpose of texture segmentation, Krishnamahari and Chellappa 
presented multiresolution models for Gauss-Markov random fields to repre- 
sent textures at different resolutions [71]. On a 2-D lattice Q of size 111 x N, 
each class of texture is modelled as a Markov random field X. The Marko- 
vianity of the joint probability density function of X is given as : 
p(x3 Jxt, dt y s, tE S2) = p(xs I xs+r, TE r)) 
2 
_j 
Xa_ErEn Brie+r (2.12) 
- 2ra2 exp - 2cr2 
where rl is the neighbourhood of site s, a and B, are the model parameters 
which describe the texture features. Sub-sampling SZ k times results in an 
image pyramid of k+1 levels with different resolution. The MRF at each 
level of the image pyramid has it own parameters set Q(k), B,. (k). However, 
Markovianity is lost at coarser resolutions under such a sub-sampling oper- 
ation. They presented two different parameter estimators, Kullback-Leibler 
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distance minimisation and local conditional distribution invariance approxi- 
mation to obtain a Markov approximation. 
In [86], Manjunath and Chellappa divided an image into a number of 
non-overlapping regions, each modelled by a Markov random field. Associ- 
ated parameters of each MRF are estimated from the corresponding region 
using a least squares estimate [65] and assigned as a feature vector to rep- 
resent that region. A simple clustering method was then used to perform 
coarse segmentation based on a distance measure between pairs of feature 
vectors. After the coarse segmentation, the parameters of the MRF's were 
recomputed and then used in a pixel based fine segmentation algorithm in- 
volving an approximation to the MAP estimate of the texture labels. The 
disadvantage of this technique is the simplicity-stability tradeoff. To reduce 
the computational cost, they used a least squares estimate [65] instead of an 
optimisation algorithm to obtain the estimate of the parameters, with the re- 
sult that the requirement that the covariance matrix for the joint probability 
density of their texture model being positive definite, is not guaranteed. 
Generally, MRF theory allows textures to be modelled in a more general 
way, however, it often requires large computational resources, especially when 
stochastic relaxation is adopted, and convergence rate can be a problem. 
2.1.3 Structural Approaches 
Structural approaches are utilised to analyse deterministic textures consist- 
ing of similar primitives spatially arranged according to some set of well- 
defined placement rules. However, in reality, natural textures seldom consist 
of identical primitives grouped by rigid placement rules, so that structural 
approaches are not frequently applied. Some structural methods of feature 
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extraction start from extracting texture primitives and then the spatial place- 
ment rule is analysed [91][119][120]. Methods working in this style are some- 
times called bottom-up. In [91], Matsuyama et al. proposed an approach 
combining bottom-up and top-down phases, which first extracts texture el- 
ements by executing a region-growing procedure based on gray levels. A 
clustering procedure then follows to extract `regularity vectors' from a set of 
relative positional vectors which appear often between the texture elements 
detected. False elements detected in the region growing can also be rejected 
by the clustering procedure since false elements usually appear randomly in 
the image and as a result the number of regularity vectors similar to those 
from/to the false elements is much smaller than the number of regularity 
vectors between real texture elements. Up to this stage, the algorithm is 
basically performed bottom-up and some texture elements may be missed 
out because of the presence of noise. Thus a top-down phase is performed 
to locate possible missing elements by applying a template matching method 
based on regularity vectors. Once the false elements are rejected and the 
missing ones detected, the regularity vectors are analysed to remove the re- 
dundant ones, which are the linear combination of other simple ones. The 
simple regularity vectors are then used to describe the spatial placement of 
texture elements. 
However, methods of this type are often sensitive to various image degra- 
dations such as shading, blurring, random noise, geometric warping, etc., so 
that their application is limited to rather simple and synthetic textures. In 
order to circumvent this limitation, Matsuyama [90] proposed a top-down 
method by which two spatial vectors representing the periodicity (placement 
rules) and the phase information are first estimated from the energy distribu- 
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tion of the power spectrum of the texture. Afterwards, with a region-growing 
method based on the spatial vector pairs and the phase information, texture 
primitives are extracted. The implicit assumption of this method that the 
texture consists of absolutely periodic primitives inevitably imposed a limi- 
tation on its application to most natural images, where texture primitives are 
usually irregularly shaped, or even randomly grouped without a clear shape. 
Another disadvantage of this method is that when the texture primitive itself 
has a significant directionality of its own, which is different from that of the 
displacement direction, there will be significant energy along this direction 
as well as along the displacement direction. This may result in taking the 
wrong spatial frequency as the representative frequency. 
Mathematical morphology models extracting texture features from mor- 
phological residues of opening and closing are frequently used by researchers 
[23][31][79][124][125]. Dougherty at el. proposed morphological granulome- 
tries as filter sequences to describe textures [31]. Based on the property of 
opening (we use o to represent the operator of opening) that if FoE=F, 
then for any set S, SoF<SoE and F is called E-open, an image sequence 
So Ek, k=1,2,3, ---, each called granulometry, is created by subjecting im- 
age S to the operation of opening by a sequence of structuring elements Ek 
for which Ek+l is Ek-open. Counting the number of pixels remaining in each 
granulometry, a decreasing function T (k) called granulometric size distribu- 
tion function results. The derivative of the normalised T (k), denoted by 
dW,, (k), is now frequently referred to as pattern spectrum and the moments 
of dW(k) are employed to extract texture features. To utilise this theory 
for texture segmentation, Dougherty at ei. thresholded each image into a 
binary one and placed a window IV(i, j) at each pixel (i, j) of the image and 
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calculated the pattern spectrum, d (i, j), by operating opening within the 
window. They employed a sequence of circular structuring elements of vary- 
ing radii and four sequences of structuring elements of one-pixel-wide and 
varying length, namely vertical, horizontal, +45° diagonal, and -45° diago- 
nal. After the pattern spectra corresponding to each of the five structuring 
element sequences are calculated for each pixel, their first three moments are 
computed to form a texture feature vector. Using these feature vectors, each 
pixel is classified using a Gaussian maximum likelihood scheme. The Nveak- 
ness of this scheme is the essentially ad hoc nature of the feature extraction. 
Huet and Mattioli [53] [54] proposed a mathematical morphological method 
to extract a minimum family of structuring elements, called a minimal gen- 
erating basis, to represent texture primitive patterns (texels). They convolve 
a window (from 2x2 to 10 x 10 pixels in most cases) with a textured image 
(taken as a sample for learning) and extract the minimal generating ba- 
sis from the set of all neighbourhoods, each one corresponding to a window 
and belonging to the invariance domain of the morphological transformation. 
Since a structuring element of the minimal generating basis corresponds to a 
primitive pattern (texel), the more complex the texture, the greater the num- 
ber of structuring elements in the minimal generating basis. They obtained 
some success in application of this method to defect detection and recognition 
of textures. They observed that the precision of the texture characterisation 
is proportional to the structuring element size. It may be expected that 
the computational cost will increase significantly when textures with high 
complexity are involved and the robustness of the method is limited by the 
sample space of textures used in the training process and the presence of 
noise. 
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Chen et at. [24) proposed a set of sixteen texture features based on the 
statistics of geometrical properties measured from a textured image. They 
first generate a set of binary images by thresholding the original image 
with a set of different threshold values. In the second step, for each bi- 
nary image, pixels with their gray level above the corresponding threshold 
are grouped into connected regions. The pixels with gray level below cor- 
responding threshold values are also grouped into connected regions in the 
same way. The irregularity of the xth connected region of the binary image 
with threshold value a defined as following is then calculated. Sixteen mea- 
sures: maximum value, average value, mean value, and standard deviation 
of the number of connected regions within the binary images with gray level 
above and below the thresholds, the irregularity of connected regions and 
the average irregularity with the binary images are used as features for clas- 
sifying textures. They compared this method favourably with Spatial Grey 
Level Dependence Matrix (SGLDM), Liu's features [82], and Statistical Fea- 
ture Matrix (SFA1) [135] on the complete 112 textures set from Brodatz [12]. 
The correct classification rate for this method is 85.6%, 64.6% for SGLDNI, 
32.7% for Liu's features, and 72.8% for SFM. However, for some textures 
with patterns much larger than the size of the window used, misclassification 
is inevitable. The method seems, like many others based on morphology, 
to have an ad hoc or heuristic basis. Also, as the authors reported, this 
method requires even more computational time than the time-consuming 
co-occurrence matrix approach. 
Fourier methods have also been used in characterising the structure of 
textures. After examining the Fourier spectrum of all the images in the 
Brodatz database, Liu and Picard [81] concluded that : 
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" Perceptually structured textures usually have dominant harmonic com- 
ponents which appear as structured spectral peaks. Conversely , when 
the harmonic components are strong, they usually dominate the per- 
ceptual pattern discrimination. 
" Although certain local inhomogeneities (such as texture on an uneven 
surface or viewpoint distortion) spread out or change the frequencies 
of the spectral peaks slightly, the intrinsic structure of these peaks 
remains. 
" Strong evanescent components correspond to prominent directionality 
in patterns; local inhomogeneities have only a minor effect on these 
components. 
Based on the above conclusions, they put forward a Wold-based texture 
model for describing textural features [81]. Before feature extraction is at- 
tempted, they first carried out a harmonicity test. The auto-covariance func- 
tion of an image is calculated as the inverse discrete Fourier transformation 
(DFT) of the image power spectrum. For highly structured textures the 
auto-covariance energy is concentrated periodically throughout the 2-D dis- 
placement plane. A region growing outwards continuously from the zero 
displacement until the value of the auto-covariance function drops to a spe- 
cific level (10 % of the auto-covariance function range in [81] ) is identified. 
This region is called the small displacement region. For each image in the 
Brodatz database, the ratio between the energy in the small displacement 
region and the total energy of the image, re is calculated. The histogram of 
the ratios is bimodal: the more structured the texture, the higher the ratio. 
Denoting the two classes as ch (harmonic) and c,. (random), the posterior 
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probability of ch is calculated as 
p(ChITe) = 
P(rel eh)P(Ch) (2.13) 
p(reICh)p(Ch) + p(relcr)p(cr) 
This probability was used as the confidence measure for characterising the 
image as highly structured. 
To extract the texture features, the mean of the image is first adjusted to 
zero and then the image is Gaussian tapered, followed by the computation of 
DFT. The local maxima of the DFT magnitudes are detected by searching 
a5x5 neighbourhood and examined for the harmonic peaks. In their work 
they only used the ten largest harmonic peaks for the Wold feature set. In 
image retrieval, the matching of the texture harmonic structures is done by 
comparing the \Vold feature sets. These feature sets inherit the property of 
spatial shift-invariance from the Fourier spectral magnitude, which is impor- 
tant for matching or comparing images in the image retrieving applications. 
However, the use of spectral peaks may be adequate for some texture, but 
it is not a general approach. Moreover, warping of the textures caused by 
imaging geometry will affect peak locations. 
Hsu and Wilson [50] proposed a method of texture synthesis by identifying 
the affine transformation which gives the best match between pairs of texture 
patches of a given size. The idea is to extract a pair of representative centroid 
vectors of the spectrum for each texture patch and to find the 2x2 affine 
transformation matrix which transforms the representative centroid vectors 
of a prototype patch into the centroid vectors representing a test patch. The 
affine transformation matrix is then used to transform all the coordinates 
of the Fourier coefficients of the prototype into a new set of coordinates 
with the same Fourier coefficients. An inverse Foilrier transform is then 
performed on the new spectrum to synthesise the test patch. To extract 
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the representative centroid vector pair, they first split the spectrum into 
two angular segments. Within each segment, the centroid vector and the 
variance with respect to the centroid vector are calculated. A set of centroid 
vector pairs, each corresponding to a different angle, separating the spectrum 
into two segments, can be obtained. The vector pair corresponding to the 
smallest variance is chosen as the representative vector pair of the texture 
patch. Applications of this affine transformation method are reported in 
[49][51][52]. It also forms the basis of the work reported in Chapter 4. 
In summary, feature extraction approaches should be capable of detecting 
both structural and statistical features isotropically. Based on the survey 
carried out above it is clearly preferable to combine both statistical and 
structural approaches so as to achieve this objective. This is one of the goals 
we are to pursue in this work. 
2.2 A Review of Segmentation Methods 
The goal of image segmentation is to divide an image into connected regions 
each of which has homogeneous characteristics such as gray level or texture, 
preferably a perceptual property, so that the segmenting of the image is 
consistent with human perception. Regions should have uniform content 
without small holes, boundaries between regions should be spatially simple, 
not ragged. This task is complex and mathematically close to intractable 
[45] [133]. 
Approaches to texture segmentation are roughly divided into region- 
based, boundary-based, and hybrid categories. Region and boundary-based 
approaches both seek texture features within neighbouring blocks of the tar- 
get image. The main difference is that region-based methods are concerned 
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with feature homogeneity, while boundary-based are concerned with the fea- 
ture inhomogeneity. Hybrids of the two approaches are often attempted in 
the scope of getting the advantages of one approach to complement the other. 
2.2.1 Region-based Approaches 
Among earlier region-based approaches are split-and-merge [22] [47], linkage 
region growing [11] and clustering [94]. They all attempted to group pixels 
or image blocks of similar characteristics together. Spann and Wilson [133] 
proposed a quad-tree approach which consists of three components: quad- 
tree smoothing , classification and boundary estimation. The smoothing is 
performed by letting d(i, j) be the (N x N) ,N= 2m 
field representing the 
data and the quad-tree is denoted as 
q(i, j, k) = 
1(q(2i, 
2j, k-1)+q(2i+1,2j, k-1) 
+q(2i, 2j + 1, k- 1) 
+q(2i + 1,2j + 1, k- 1)), fork >0 (2.14) 
and 
j, 0) = d(=, ý) (2.15) 
The maximum smoothing gain is obtained by truncating the quad-tree 
at a level m' < m. The classification task is performed by a local centroid 
clustering which moves probability masses to their centre of gravity within 
a window of width (2m + 1) covering the histogram of the image to be 
classified. The convergence properties of the clustering algorithm depend on 
the window size and the `peakiness' of the histogram. To alleviate the class- 
position uncertainty once the classification algorithm has converged, nodes 
with their class label different from any of their 8-neighbours are marked 
2.2 A Review of Segmentation Methods 36 
as members of the boundary region. Nodes not in the boundary region are 
given the same class label as their fathers; nodes in the boundary region are 
classified after smoothing, in such a way that their width is reduced by a 
factor of two each step down the quad-tree. Thus the result of this process 
is an estimate of the boundary between pixels at the lowest level of the quad 
tree. They reported that the approach is flexible enough to deal with many 
cases of practical interest, including those where the signal-to-noise ratio 
is well below 1. However, the performance of this technique can only be 
expected to be good when the assumptions underlying the algorithm, such 
as those relating to the spatial coherence of the regions to be segmented, are 
justified. 
In [861, Manjunath and Chellappa first divide an image into a matrix of 
equal sized non-overlapping windows with a texture feature vector attached 
to each window. Each feature vector is a set of parameters of a Gaussian 
Markov random field which are used to model the texture. A simple clus- 
tering method is applied to group the windows into regions in which each 
pair of neighbouring windows has a normalised Euclidean distance smaller 
than a threshold. IMF parameters are re-estimated from the coarsely seg- 
mented regions and used to refine the segmentation in a relaxation algorithm 
called maximum a posteriori marginal (MPM) which minimises the expected 
number of misclassified pixels. The limitation of this approach is that the ap- 
proximate number of texture classes has to be specified and a simple heuristic 
which is a function of the approximate number of texture classes is adopted 
as the threshold for merging regions. 
Jain and Farrokhnia [55] filtered an image with a set of Gabor filters with 
different parameters to create a sequence of filtered images.. Texture features 
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are then extracted by subjecting each filtered image to a non-linear trans- 
formation and computing an energy measure in a window around each pixel. 
They then perform a two-phase iterative clustering algorithm to achieve seg- 
mentation. Phase 1 is a K-means pass which creates a sequence of k clusters. 
Phase 2 then creates another sequence of clusters by merging two existing 
clusters at one time to seek for better clustering. After each iteration of the 
two phases, the square error of the new clustering is compared to the square 
error of the clustering of the previous iteration. This process is iterated un- 
til no further reduction of square error is possible. The limitation of this 
approach is the high computational cost for estimating the number of tex- 
ture classes and the unsatisfactory performance of this estimation, especially 
when the true number of classes is large. 
In [83], Lu at el. first performed a wavelet decomposition on the original 
image to create a low-frequency and three high-frequency channels. For each 
of the three high-frequency channels, energy measures of the wavelet coeffi- 
cients are extracted to form a feature image. The same process is repeated 
on the low frequency channel so that a multi-scale hierarchy is formed. For 
each scale, once the three feature images are created, a multi-thresholding 
method is applied to partition each into regions. High resolution segmented 
images at each scale are achieved by an intra-scale procedure which combines 
the three coarsely segmented images. Afterwards, the finely segmented im- 
age of the next coarser scale is expanded so that it can be combined with 
the finely segmented image of current scale by a inter-scale fusion process. 
This inter-scale fusion process is repeated from the fine scale to the coarse 
scale, until a stop condition is met. The purpose of the feature fusion pro- 
cess is meant to determine the number of texture classes. They reported a 
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segmentation result of an image consists of four equal-sized square textured 
regions at an error rate of 4.49%. The misclassification occurred mainly along 
the boundaries, particularly around the corner where the four regions meet. 
However, the thresholds deciding the minimal distance which two regions 
should at least be distant and the minimal size of region are chosen ad hoc 
and texture dependent. Inappropriately chosen thresholds can give rise to 
over-segmentation or under-segmentation. 
2.2.2 Boundary-based Approaches 
One of the main limitations of region-based approaches is their reliance on 
constant properties across each region. Because of surface geometry and 
other sources of variation, this condition is often not met in practice. To 
overcome this problem, it may be advantageous to look for significant local 
changes in properties. This is the basis of boundary-based segmentation. 
Traditional edge detection algorithms are designed to detect boundaries be- 
tween regions with homogeneous gray levels. These approaches are bound to 
fail when applied directly to detect boundaries between textured regions, due 
to the gray level fluctuations within textured regions. To make these edge 
detection algorithms work, textured images have to be transformed from gray 
level space to feature space. 
One of the earlier approaches was proposed by Knutsson and Granlund, 
which detected the boundary between oriented textures using quadrature fil- 
ters [70]. «ermser [128] proposed a set of four masks as shown in Figure 
2.3 for convolving with a texture feature image estimated from the original 
image. By comparing the two opposing subregions, numbered 1 and 2, of 
interest of each mask, a disparity measure is obtained. Masks All and A12 
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are used to detect the disparities along the vertical and horizontal directions 
respectively, while A13 and A14 are used along 45° and 135° respectively. The 
maximum disparity measure among the four masks is attached to the corre- 
sponding pixel to form a texture gradient image and segmentation is achieved 
by thresholding the texture gradient image and performing line thinning to 
the detected boundary. Although this approach demonstrated the interesting 
1 
12 
2 
Ml M2 
21 
2 
M3 M4 
Figure 2.3: Texture masks proposed by Diederich Wermser for detecting 
texture gradients. 
idea of texture gradient estimation, the segmentation method, relying on the 
simple thresholding, is not sophisticated enough to yield satisfactory results 
in terms of boundary continuity and accuracy. 
Khotanzad and Chen [68] suggested a boundary-based approach by ap- 
plying traditional edge detection operators such as Sobel to texture feature 
images. They first sample the original image by sliding a window in D-pixel 
wide steps in both horizontal and vertical directions. Six parameters of a 
simultaneous autoregressive (SAR) model are then extracted from each win- 
dow to describe texture features contained in that window. The six features 
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are then normalised so that they can be integrated into a `textural change' 
image. The textural change image is then transformed into a gray level 
image and Sobel operators are applied to detect edges. A thresholding op- 
eration is conducted to create an edge/non-edge image. Due to micro-edges 
within the textures, a clean-up step is performed to remove isolated edges 
from the edge/non-edge image. This edge/non-edge image is then mapped 
onto the original image by expanding each pixel of the edge/non-edge im- 
age D times in both horizontal and vertical directions. This expansion is 
necessary because the window slides over the image in D-pixel wide steps 
in both horizontal and vertical directions. The boundary contained in the 
expanded edge/non-edge image is D pixels wide and thus calls for thinning. 
They use the approach suggested in [106] to achieve the thinning. The per- 
formance of the suggested algorithm is satisfactory on detecting boundaries 
with no sharp corners. However, since this is a window-based technique, it 
is not possible for the algorithm to locate edges with pixel level accuracy. It 
is because of this reason that the segmentation around sharp corners is not 
accurate enough. Another disadvantage of this method is that continuity is 
not guaranteed. 
Tan [117] put forward a texture edge detection algorithm which per- 
forms six successive steps: spectral peak detection, `cortical channel' filter- 
ing, gradient estimation, channel combination, edge thresholding, and post- 
processing. The purpose of spectral peak detection is to determine the num- 
ber of cortical channels and channel parameters. The Converging Squares 
Algorithm (CSA) suggested by O'Gorman and Sanderson [92] is employed to 
iteratively detect the spectral peaks. The cortical channel filtering is carried 
out on the spatial frequency domain via FFT and inverse FFT. The output 
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image of each channel is supposed to reveal strong texture energy concen- 
trated in the vicinity of the central frequency and along the orientation to 
which the channel is tuned. Each channel output image is then convolved 
with Sobel operators to create a gradient image. A combined gradient image 
is then created by summing up all the individually weighted gradient images. 
This combined gradient image is subjected to a thresholding step to produce 
an edge image. Finally, post-processing is performed to thin the texture 
boundary and remove short edges. The performance of the algorithm is sat- 
isfactory except at the sharp corners where rapid textural transitions occur. 
Tan also reported that the algorithm can tolerate up to 20 % channel param- 
eter perturbation without much degradation in segmentation performance. 
However, using only gradient magnitude, this algorithm is not capable of 
differentiating textures which only differ in phase. Also, since the algorithm 
assumes that textures have distinct spectral peaks which correspond to some 
global regularities, textures with stochastic or irregular characteristics cannot 
be discriminated. 
2.2.3 Hybrid Approaches 
In region-based segmentation algorithms, the manner in which initial regions 
are formed, the initial seeds are selected, and the criteria for splitting and 
merging regions are defined a priori, thus the segmentation results rely on 
the choices of the initial regions and the region shapes depend on the chosen 
growth algorithms. Also since region-based approaches seek localisation in 
class space, the confidence upon where the boundaries are is weakened by 
the adoption of large neighbourhood and window. 
Boundary-based segmentation algorithms, on the other hand, usually 
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have difficulty in connecting boundary segments and are sensitive to noise and 
intensity fluctuation within textured regions, which calls for post-processing. 
Integration of both region and boundary-based approaches attempts seg- 
mentation from localisation in both class space using region information and 
position space using boundary information, in the hope that the aforemen- 
tioned shortcomings can be alleviated to some degree at a slight additional 
computational cost. Although this combination is clearly desirable, it re- 
mains less explored because how it can be achieved is not obvious. Also, 
because of the inherent difficulties in analysing textures, most of the re- 
ported approaches which incorporate region and boundary processes were 
only performed on gray level images. In the rest of this section, four in- 
teresting approaches which incorporate region and boundary processes are 
introduced [3][7][98][138]. Although only [138] is performed on textured im- 
ages, the others also provide interesting aspects which are possible to be 
adapted to segment textured images. 
Zhu and Yuille [138] introduced a segmentation approach called Region 
Competition which unifies aspects of `snake/balloon' algorithms and region- 
growing. The algorithm is derived by minimising a generalised minimum 
description length criterion which is a global energy function given in Equa- 
tion (2.16). 
E(I', {a; }) _ ds 
j_i 2 Jr', r 
(2.16) log P(Iýu,,, ) I µi, cri) dudvdxdy +A 
where AI is the number of regions contained in the image, P(Iýu,,, ýýµz, a ) 
is the Gaussian density function of the intensity I(u, t, ) at pixel 
(u, v) with 
mean p, and variance cri corresponding to region R2, I'= is the boundary of 
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region R2, w(x, y) is a circular window of size n centred at pixel 
(x, y), (u, v) 
is in w(x, y), and A is the code length needed to describe the density and code 
system for region R. The first term within the parentheses of Equation 
(2.16) is the length of region boundary r and the second term is the cost for 
coding the intensity of every pixel inside the corresponding region according 
to the probability density function. 
Their algorithm starts with a random initial segmentation by putting N 
seeds randomly across the image. All background which is not occupied by 
any seed regions is treated as a single region with uniform probability distri- 
bution. To minimise the energy function, an iterative operation consisting of 
two steps is conducted until the energy reaches a minimum. In the first step, 
they fix the boundary F, i. e., the regions are fixed, and compute the param- 
eter set ai by maximising P(Il ai). Secondly, ai is fixed, and the boundary 
F, is adjusted at each boundary pixel in the direction of the norm under 
a combination of a smoothing force and a static one. The smoothing force 
tries to make the boundary as straight as possible. The static force comes 
into play only when two seed regions meet and the two regions commence a 
competition to attract the pixel. Once the energy converges, the background 
region is assigned a new seed and the procedure of minimising the energy 
function resumes until the background region is completely occupied by seed 
regions. The algorithm then undergoes a region merging operation in which 
two adjacent regions are merged if the merging causes the largest energy 
decrease. Each region merging causes a new round of region competition. 
The competition algorithm ends when no merge can decrease the energy any 
further. Application of this algorithm was performed on a textured image 
using two texture filters and the result showed that, although the algorithm 
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demonstrates some interesting features, large covariance change between re- 
gions makes a bias of the boundary position noticeable and the similarity 
of the covariance matrices of different regions due to uneven illumination or 
shadows will downgrade the segmentation quality. 
Bhalerao and Wilson [7] put forward a multiresolution approach com- 
bining region and boundary processes, with a region adjacency graph and 
a boundary adjacency graph respectively. In the region adjacency graph, 
each node is iteratively averaged with its neighbours and `links' connecting 
nodes are switched `on' or `off' depending on the mean differences between 
them. In the boundary adjacency graph, an estimation of the gradient is per- 
formed on each node and the magnitude of the estimated gradient is used as 
a measure of the local edge energy and the argument as the orientation. The 
orientation estimate is then used to control the relaxation of the boundary 
graph. A `dual' of the region adjacency graph is created by linking together 
the boundary nodes. As the iterations proceed, pertinent information in the 
boundary process can be used to augment the region-linking decision and 
the existence of an `on' link in the region process tends to cause intersecting 
boundary links to be turned `off'. The performance of the algorithm is ex- 
cellent when applied to some synthetic images, but the segmentation is not 
satisfactory on natural images because the underlying image model did not 
take sufficient account of luminance variation across regions. 
Ahuja introduced a transform for integrated detection of image edges 
and regions for general purpose and low-level image segmentation [3]. The 
main feature of the transform is that it allows pixels to group recursively 
to form regions in a bottom-up manner, instead of fitting models of region 
geometry and intensity. The transform converts an image into a force field 
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by computing a force at each pixel which represents the pixel's affinity to 
the rest of the image. The force vector at each pixel is a function of a pair 
of scale parameters (Q Q9). o, is the spatial scale parameter which denotes 
the shortest distance of a pixel to the region boundary and thus carries the 
region boundary information. a. is the photometric scale which denotes 
the intensity contrast of region with the surrounding and thus conveys the 
region interior information. The force field captures distinct signatures of 
image regions which reflect the distributed evidence of the presence of a 
region. The detection of regions is achieved by locating contours of force 
divergence. However, no specific algorithm for using the transformation to 
automatically estimate the scales and identify region signatures was given. 
Also the method was not tested on textured images although the author 
claimed its applicability. 
Haddon and Boyce [43] proposed a two-stage segmentation algorithm 
which estimates the initial segmentation based on the location of the inten- 
sities of each pixel and its neighbours within the co-occurrence matrix and 
a relaxation labelling is employed at the second stage to impose local con- 
sistency. At the initial segmentation stage, a location in the space of the 
co-occurrence matrix is defined as a function of the intensities of a pixel x 
and its neighbour. This location in turn defines the probabilities of the pixel 
being interior to a region J? and being on the boundary bordering the region 
R1. At the second stage, local consistency of pixel classification is imposed 
by minimising the entropy of local information, where the inter-region com- 
patibility coefficients are derived from the magnitudes of the peaks in the 
co-occurrence matrices and those of the boundary are given a priori values 
based on general constraints of boundary connectivity. This technique pro- 
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vided a simultaneous solution of the region and edge segmentation problem 
using global information in a local context which is able to adapt to different 
image characteristics. However, the performance of this approach is limited 
if the clusters in co-occurrence space have substantial overlaps. 
2.3 Summary 
Several papers which are representative of general feature extraction and 
segmentation methods of different categories have been selected for review in 
this chapter. Their advantages and limitations were also discussed. However, 
it is difficult to compare their performance quantitatively because there is no 
accepted standard set of textures on which to base a performance measure. 
Nevertheless, in the applications of feature extraction, the survey conducted 
above indicates that it is clearly preferable to have a set of feature descriptors 
which is able to capture both statistical and structural features of textures. 
Methods designed to detect statistical or structural features alone are bound 
to miss out the features of the other type. In the first part of Chapter 4, we 
will present a two-component texture model in which one component is an 
affine deformation, representing the structural or deterministic elements and 
the other is a stochastic one based on the local Fourier energy spectrum 
Furthermore, the survey on segmentation methods shows that region- 
based processing, which only makes use of interior statistics of regions, very 
often generates irregular boundaries and small holes, while boundary-based 
processing, which only makes use of information along the boundary, does 
not guarantee closed boundary contours. Therefore, it is natural to integrate 
both region and boundary-based processes, by incorporating the duality of 
regional and boundary information to take advantages of one approach to 
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complement the other. However, the reported work of this nature is limited 
so far, and because of the difficulties in combining the two processes and 
detecting boundary information between textured regions, most of the few 
reported works are not capable of segmenting textures. It is this reason which 
motivates the work presented in Chapter 5. 
Moreover, some texture features appearing at a specific scale may not 
show up at other scales. Single scale methods are likely to miss important 
features which do not appear at the selected scale. Therefore, attempting 
to segment images at a single resolution or scale is unlikely to get satisfac- 
tory results because of the inherent class-position uncertainty. Also, most 
segmentation methods rely on some training stage or ad hoc decisions, such 
as the placing of seed points in region growing, and splitting and emerging 
criteria in split and merge. Unsupervised methods requiring no training or 
ad hoc rules are preferred. To attack the aforementioned shortcomings, we, 
first, propose an unsupervised multiresolution segmentation method using 
Markov Random Fields based on the regional features extracted using the 
two-component texture model in the second part of Chapter 4. Then, in 
Chapter 5, an approach integrating both region and boundary processes is 
presented. 
Chapter 3 
Multiresolution Markov 
Random Fields 
3.1 Aims 
Texture segmentation can be treated as an operation mapping a target image 
from its intensity domain into a class domain by assigning a suitable label to 
each pixel, based on some extracted feature vectors. If we treat a textured 
image as a function defined on a regular lattice of size Al xM with L possible 
texture classes/regions, then some symbols can be specified as follows: 
S= {(i, j) (i, j) is the coordinate of a site in the image; 1<i, j< All 
r= {y1 y is a class label; 1< y<L} 
A= {as IsES and A, E IF, is the class label of site s} 
x= {X, IsES and X, is the measurement at site s} 
A= {a JA is the labelling configuration of the lattice} 
Now, in the context of texture segmentation, what we want to achieve 
is to assign a proper texture class label to each pixel in an image based on 
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the given data such as average gray level within a window centred at that 
pixel or local texture features extracted in the neighbourhood of the pixel. 
An equivalent statistical description of this problem is that eve want to know 
P(AIX) based on the symbols defined above. According to Bayes' theorem, 
this posterior probability distribution is a combination of a prior probability 
P(a) and the conditional probability of the data, given the labels P(X I\), 
i. e. 
P(ajX) = 
P(X I))P(t) 
(3.1) 
P(X) 
where 
P(X) = P(XIA')P(A') 
A'EA 
is seen as a constant [37]. 
A convenient model for segmentation is that measurements at neighbour- 
ing sites in the same region are likely to be more nearly equal than those 
at neighbours belonging to different regions. This suggests that we use dif- 
ferences in measurements as the data. Denoting Xss, = JXs - X3'12 as the 
squared difference between the measurements at sites s and s' and C2 as the 
second order clique system (see Section 3.2.1), then P(X I A) maybe expressed 
as 
P(XIA) =H P(X88 las)AS, (s, s')EC2 
= II P(Xss, JA$ = Ast) H P(Xss'1 As As') (3.2) 
(s, a')EC2, (a, a')EC2, 
s 
where P(X'I. \, = A, ') (P(X 3'Ias 0 A,, )) is the probability of X' given that 
site s and s' belong to the same (different) region and assumed Gaussian as 
will be discussed in Section 4.2.1, 
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In its application to texture segmentation, Bayes' theorem can be used 
to calculate the Maximum A Posteriori (MAP) estimate, i. e. the mode of 
P(AIX), so as to find the optimal class label configuration for the image. 
Knowing the properties of P(X,,, I1\s = As, ) and P(XssiI. \9 A,, ), the task 
of maximising P(aIX) can be achieved by maximising P(a). However, the 
computational cost of the optimisation is far beyond acceptable bounds be- 
cause there are LA! "f configurations to be taken into account.. Instead of 
exhausting all the configurations, some simplifications have to be employed. 
Since texture is not a pixel property but a regional one, when texture is dealt 
with, the interaction between a pixel and its neighbourhood must be involved. 
This local characteristic makes Markov Random Fields a good candidate for 
achieving our segmentation objective at a relatively low computational cost. 
3.2 Markov Random Fields 
A Markov Random Field is a family of random variables A= {A3 sE S} 
with respect to a neighbourhood system N8, in which each random variable 
A, takes a value in r, if and only if the following two properties are satisfied: 
P(A)>o VAEA 
P(/t3I\s-{s}) = 
P(ASI" 
Na/ 
(3.3) 
(3.4) 
where )s_{8} is the configuration of the set S- {s} and AN, is the configu- 
ration of neighbourhood of site s, Ns. Besag [6] reasoned that if Equation 
(3.3) is satisfied, the joint probability P(\) of any random field is uniquely 
determined by its local conditional probability. Equation (3.4) is the local 
characteristic of Markov Random Field, called Markovianity and suggests 
that a Markov Random Field is a conditional probability measure of random 
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variables at a site depending only on the interactions with its neighbours 
within a neighbourhood Ar, [37]. In the image analysis community, this local 
characteristic implies that the statistical structure of the image is essentially 
localised within the neighbourhood system. 
3.2.1 Neighbourhoods and Clique Systems 
To segment regions of homogeneous texture, we need to connect measure- 
ment sites which have similar properties. This can be done by defining a 
neighbourhood system 
N={N, IVs ES} (3.5) 
where N, is the sub-set of S consisting of the sites neighbouring site s in 
some sense. The neighbour relation 7Z over Ar, is: 
" non-reflexive : for any s, s 1Z s is not true, i. e. a site is not a neighbour 
to itself. 
" symmetric : for any two sites a and b in N3, if aRb, then bRa. 
For a two dimensional image lattice S, N, usually covers the sites within 
a radius of r centred at site s but excluding s: 
A%, -{s'ls, s'ES, IIs-s'112<r, and s0 s'} (3.6) 
where Its - s'112 is the Euclidean distance between site s and s' and r is a 
natural number. The sites at or near the image borders have fewer neighbours 
than the inner sites depending on radius r. The simplest widely adopted 
neighbourhood is the so called first-order neighbourhood system, also called 
4-neighbour system. The four sites numbered "1" in Figure 3.1 are the 
constituent members of the first-order neighbourhood system of site s. The 
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Figure 3.1: Neighbourhood systems of site s 
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second-order neighbourhood system, also called 8-neighbour system, of site 
s is {first-order neighbourhood} U {the sites numbered "2"}. 
Within a neighbourhood system, a clique system c is defined as a sub- 
set of A(, consisting of single site, singleton, Cl = {s}, and/or a pair of 
neighbouring sites, doubleton, C2 = Is, s'}, and /or a triple of neighbouring 
sites, tripleton C3 = is, s', s"}, and so on. Thus C, the family of all cliques 
C'S is 
C= Cl U C2 U C3 U """ (3.7) 
where 
C, - {sIs E S} (3.8) 
C2 = {{s, s'}Is ES and S' E AQ (3.9) 
C3 ={{s, s', s"}I SE Sands', s" E. N''; 
s, s', s" are neighbours to one another} (3.10) 
Rectangle Rl in Figure 3.2 encompasses all the three possible clique types of a 
first-order neighbourhood system defined on a regular lattice S and rectangle 
R2 includes all the possible clique types of a second-order neighbourhood 
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Figure 3.2: Cliques within the first-order and the second-order neighbour- 
hood systems of site s. 
system. Since the segmentation is based on difference measurements, it is 
appropriate to use C2. 
3.2.2 MRF-Gibbs Equivalence 
Although the local characteristic makes MRF models attractive, some re- 
searchers [6][171 pointed out the following disadvantages of an MRF: 
" The joint probability P(a) can not be deduced without elaboration 
from the conditional probability P(A, I)N, ) of the label at s, given the 
labels at s' E N,. 
" Specifying local characteristics is nearly impossible because it is ex- 
tremely difficult to determine when a set of functions f (A, IAN, ) are 
conditional probabilities P(A IA) for a unique distribution on A, due 
to the non-trivial and highly restrictive consistency conditions imposed 
on them. 
" The stable configuration of a statistical process is specified in terms of 
the joint probability rather than the conditional probability. 
Fortunately, the Hammersley and Clifford expansion in [61 has established 
the theorem of MR. F-Gibbs equivalence that A is a Markov random field on 
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S with respect to N if and only if A is a Gibbs random field on S with respect 
to A%. Readers are referred to [6] [69] for the proof of the theorem. The 
importance of this theorem is that it provides a simple way of formulating the 
joint probability by specifying the clique potential functions, instead of local 
characteristics, appropriately chosen for desired behaviour of the system. In 
the context of texture segmentation, we can treat an image as a sample of 
Gibbs random field with respect to a neighbourhood system N if and only if 
its label configuration obeys a Gibbs distribution [78]. A Gibbs distribution 
is given, for a given set of measurements X, as 
P(A) _1 e_ 
uT T 
Z 
(3.11) 
where T is the temperature and the normalising factor Z is the partition 
function defined as 
Z e- 
AEA 
(3.12) 
To each configuration A, an associated interaction energy U(\, X) is defined 
as 
U(A, X) =Z v(, \, X) 
cEC 
(3.13) 
where ti. (A, X), called a potential, is the interaction among the sites in clique 
c. In the context of texture segmentation, the higher the potential is, the 
more repulsive the sites within the clique are against each other, i. e. it is 
more likely that they belong to different classes, and vice versa. 
While a Gibbs random field is characterised by its global property, the 
Gibbs distribution, a IMF model is characterised by its local characteristic 
in Equation (3.4). With the theorem of MRF-Gibbs equivalence, a MRF 
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model is specified as 
1 U(a41. AN3. XA(, ) 
P(A, IAA,, ) = Zse T (3.14) 
where the partition function ZS is defined as 
U(A8, ) %, r , XN3 ) 
Zs = e- T (3.15) 
A, Er 
and 
(As, AN,, -yN. )= VI(A,, A 8, 
X 
8) 
(3.16) 
cEC 
where X, g, represents the measurements (observed data) at the sites within 
the neighbourhood N,. Equation (3.14) suggests that the estimate of the 
class label at site s, A, is determined locally through the interaction between 
site s and its neighbourhood A' . 
AiRF models are often used in conjunction with statistical estimation, 
such as stochastic or deterministic relaxation, so as to formulate objective 
functions in terms of established optimisation principles, e. g. MAP. Relax- 
ation is an iterative process for reducing the ambiguity of labelling by min- 
imising an energy function in which contextual constraints are encoded [106]. 
MAP is one of the most often adopted statistical criteria for optimisation and 
in fact, has been the most popular choice in MRF texture analysis. In the 
MRF-MAP framework using relaxation, the task of partitioning a textured 
image is to maximise Equation (3.1), the a posteriori probability. That is 
to say that segmentation algorithms are seeking the configuration associated 
with lowest energy/cost. Equation (3.14) also suggests that the distribu- 
tion function depends on temperature T. At low temperatures, the posterior 
distribution concentrates on the label which associates with the lowest in- 
teraction energy U(\AN,, XN, ), whereas at high temperature the posterior 
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distribution is essentially flat and no specific label is particularly favoured. 
For the extreme cases, if T=0, the configuration with highest probability 
(the mode) is always chosen and if T= oo, Equation (3.14) represents an 
exactly uniform distribution on A and the label updating is purely random. 
Deterministic relaxation algorithms for MAP estimates always choose 
the configurations associated with lowest local energy, i. e. they only allow 
changes from higher energy configurations to lower energy configurations. 
This is done by simply setting T=0. On the other hand, while changes 
from higher energy states (lower probability) to lower energy states (higher 
probability) are encouraged, stochastic relaxation algorithms for MAP esti- 
mation also allow changes from lower energy states to higher energy states. 
This feature gives the algorithm a chance to `climb' out of local minima and 
thus is adopted in the rest of this work. Stochastic relaxation in a sense of 
simulated annealing is carried out by reducing the temperature T iteratively. 
According to Equation (3.11), as the temperature T decreases at each it- 
eration, the probabilities of the configurations associated with lower energy 
become larger and those with higher energy are reduced. This iterative re- 
finement, which continues as labelling ambiguity is reduced based on the local 
context, by successively reducing temperature, is analogous to a physical an- 
nealing process, in which a system is `guided' to its low energy, purified state. 
Eventually (hopefully), the system will settle in the state/configuration with 
lowest energy. Geman and Geman [37] suggested 
C 
T= log- 
(3.17) 
as the annealing schedule, where i is the number of iterations/full sweeps of 
all sites, C is a sufficiently large constant and T is the temperature function 
of i. Geman and Geman termed this sampling scheme a Gibbs sampler 
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[37]. Since the `energy landscape' over a Markov random field is usually 
non-convex, in order to avoid local minima it is preferable to start at high 
temperature and as the relaxation proceeds, T is decreased gradually in the 
manner of physical annealing. 
In addition to the attribute of local characteristic, the Gibbs sampler has 
the property of ergodicity, Le. the final configuration when the sampling 
converges is independent of the initial configuration when the sampling starts 
[37]. This means that we can initialise the labels of all the sites randomly. 
3.3 Issues about Applying MRF's 
Despite the advantages of Markov Random Fields, there are still some issues 
which call for attention: 
1. From Equation (3.17), we can see that the temperature T is propor- 
tional to the value of constant C. If C is too large, the convergence 
rate becomes too slow to be tolerable. If C is not large enough, the 
temperature is always low and, as a result, the algorithm becomes more 
likely to settle in a configuration with minimal local energy instead of 
minimal global energy. Figure 3.3 shows the curves of T (as a func- 
tion of the number of iterations) with respect to different values of C. 
Deciding the best value of C is non-trivial and the range of the interac- 
tion energy U(a )y8, Xg) has to be taken into account so that C can 
be better chosen. In the multiresolution approach used in our work, 
since the coarser segmentation results at higher levels are propagated 
down to lower levels, taking a lower value for constant C at higher 
resolutions will accelerate the convergence rate without degrading the 
segmentation result at the new level. 
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Figure 3.3: Stochastic annealing schedules. 
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2. For many cases, the number of texture regions in an image is not known 
a priori. If we want to make the algorithm unsupervised, it should be 
able to estimate the number of texture regions or classes automatically. 
Otherwise the algorithm must be provided with the number of texture 
classes. Suppose in the worst case that the algorithm has to work 
under supervision by requiring the number of texture classes to be 
specified, then from the partition function in Equation (3.15), we know 
that the posterior probability has to be calculated for all L texture 
class labels in 1'. From Equation (3.14), it is easy to see that the 
larger L is, the smaller the probability of each label to be selected. In 
this case, even for the label with lowest interaction energy (cost), its 
opportunity of being selected is slim because the posteriori probability 
of it is overwhelmed by the big population of labels. This means that if 
L is large, the algorithm takes more iterations or longer time before the 
optimal configuration can gradually emerge from the rest. On the other 
hand if L is given a value smaller than the actual number of texture 
regions, the image will inevitably be under-segmented. We will attack 
this issue in detail in Chapter 4 and make the algorithm unsupervised. 
3. Although Geman and Geman claimed that stochastic relaxation in con- 
junction with the annealing schedule guarantees convergence to the 
global minimum [36][37], it is unrealistic not to consider the time con- 
sumption of this slow schedule and specify some stopping rule for the 
algorithm. However, with the adoption of a stopping rule, convergence 
to the global minimum is no longer guaranteed, even if the simulated 
annealing scheme is adopted, because the `landscape' of the interaction 
energies over AMRF is non-convex and it is not possible to anticipate 
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where the local minima are and to differentiate the global minimum 
from local minima. In order to enable the algorithm to jump out of 
local minima, in our work, we allow the algorithm to continue for a few 
more iterations when it settles in a configuration. Note that settling in 
a configuration means there is no change to the label of any site over an 
iteration. This measure still does not guarantee the convergence to the 
global minimum because it also gives the algorithm a chance to jump 
out of the global minimum. However, as the temperature falls, the 
possibility that the algorithm jumps out from the global minimum to 
a configuration with higher energy approaches 0 [37]. The experiments 
conducted in the next section show the advantage of this measure. 
4. How the labels are updated is another issue. We could do it serially 
(such as raster scan) using only one processor or in parallel using mul- 
tiple processors. Serial updating certainly requires more time, while 
parallel updating requires more sophisticated hardware and communi- 
cation between processors [37]. Parallel updating can be executed syn- 
chronously, updating sites simultaneously at each time step, or asyn- 
chronously, updating them one at a time. The asynchronous case, in 
which each processor is driven by its own clock is more natural for both 
brains and computers. 
3.4 A Multiresolution Approach 
MRF's have been used to model textures in a Bayesian framework in the past 
and continue to attract researchers studying various image processing prob- 
lems by treating them as well-defined statistical inference problems. However, 
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despite the desirable attributes of the MRF framework, the assumption of 
Markovianity allows global information to exist and propagate only through 
local interactions within defined neighbourhoods. This inherent shortcoming 
calls for some remedy. In addition to this drawback, MRF models at single 
resolution do not provide a solution to the issue of uncertainty addressed 
in Chapter 1. Moreover, some texture features appearing at one scale or 
resolution do not necessarily appear at another. Applying MRF at a sin- 
gle resolution is likely to lose some important features which is essential to 
successful segmentation. To circumvent the aforementioned shortcomings, 
multiresolution approaches appear to be an intuitive and efficient extension 
which have the following advantages: 
" Multiple resolution approaches are efficient in allowing global informa- 
tion (e. g. texture class) and local information (e. g. texture boundary 
position) to propagate smoothly across different resolutions. 
" Class-position (what-where) uncertainty addressed in Chapter 1 is al- 
leviated via information fusion at different resolutions which leads to 
localisation in both class space and boundary position. 
" Texture features occurring at different resolutions or scales can be 
picked up within a multiresolution scheme to aid segmentation. 
" By segmenting the image at coarse resolution first, at relatively low 
cost (because the number of sites are smaller), the finer resolutions can 
be conditioned to avoid local minima which are far from the global 
minimum and computation is minimised. 
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An example of a multiresolution pyramid conforming to a quad-tree struc- 
ture is shown in Figure 3.4. Taking the original image as the bottom level 
(level 3 in this figure) of the structure, each higher level is created by sam- 
pling the level immediately below, such that each block at a level has four 
descendant blocks at that level. We can see that the higher the level (smaller 
level number), the higher the class resolution and the lower the position res- 
olution. In contrast, the lower the level, the lower the class resolution and 
the higher the position resolution. 
For such a multiresolution scheme, we can model each level of the struc- 
ture as a MRF, giving a multiresolution MRF (MMRF). The segmentation 
algorithm using a MRF framework starts at a nominal top level other than 
level 0 (because it is unrealistic to start segmenting an image from a level 
with only one site). It is reasonable in most cases to take the level with 8x8 
sites as the nominal top 
level. Due to ergodicity, the property of the sampler 
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that the eventual class label configuration of the image is independent of the 
initial configuration, at the nominal top level, the class labels of the pixels in 
the image are initially randomly configured. Upon convergence of the algo- 
rithm, the detected texture boundaries and class information are propagated 
down to next level, so as to allow refinement to be carried out at that level. 
Since the class resolution is higher at higher levels, to accelerate the compu- 
tation, we simply take the 1 to 4 expansion of the final configuration of the 
immediate ancestor level of a specific level as its initial configuration. In turn, 
since the initial configuration at lower levels is a coarse segmentation inher- 
ited from its father level, the sampling at the new level is conditioned on the 
result of the previous level. Therefore, the algorithm is allowed to start from 
a temperature lower than the starting temperature of the previous levels. 
This increases the convergence rate. 
In the application of NINIRF framework to image segmentation, to condi- 
tion the new level on the segmentation result of the previous level, we impose 
a neighbourhood system N, consisting of the 4 first-order neighbours on the 
same resolution level and the father on the level above (the shaded sites) as 
shown in Figure 3.5, i. e. 
J'/, = {(i - 1, j, k), (i + 1, j, k), (i, j-1, k), 
(2, i + 1, k), (1a/2j, 1j/2j, k- 1)) (3.18) 
where (i, j, k) is the coordinates of site s at level k and L. j denotes the 
floor of a real number. Note that at the nominal top level, since there is 
no ancestor level, the neighbourhood system consists of the 4 first-order 
neighbours only. Also note that the neighbour relation between site s and 
its father is not symmetric because the father site is a neighbour of s while 
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Equation (3.19) means that only the pair-wise interactions between site s 
and each of its neighbours in Ns are utilised to define interaction energy 
U(A. kv,, Xjv ). 
3.5 Segmentation Examples Using MRF's 
To show how M MRF models can be applied to image segmentation, and 
what factors affect their usefulness, some experiments were carried out. In 
the following experiments, we first build a multiresolution pyramid similar 
to Burt et al. 's Gaussian Pyramid [13] by employing a4x4 Gaussian-like 
kernel [131]. As a measure for class discrimination, the interaction potential 
VV between any site and its neighbours within the pyramid is based on the 
squared gray level difference, X, _II Xs - Xs, 112, between them. That- is 
to say that the only texture feature we will extract from each site is the 
mean gray level of that site. Since each level in the pyramid is created by 
convolving the Gaussian kernel with the immediate level below, the result of 
this local averaging operation on each site/pixel at each level is a low-pass 
filtered version of the level down below. So we can expect that the higher 
the level in the Gaussian pyramid, the lower the variance within the same 
regions, i. e. the higher the resolution in class space. However, the spatial 
resolution is reduced during the convolution and sub-sampling process. 
Of cause, we can expect that using mean gray level as the only textural 
feature is not enough to differentiate all textures. Since the only purpose in 
this section is to demonstrate how N MRF is applied, a more sophisticated 
and robust technique, extracting more features, will be given in Chapter 
4. We will also leave the detail of the calculation of V, (1\, AV;, XN, ) until 
Chapter 4. In order to analyse the relationship between constant C and the 
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convergence rate, the number of labels allowed in the examples is fixed at four, 
although the algorithm to be presented in Chapter 4 does not require this 
number to be specified. The 128 x 128 pixel images used in the experiments 
are limited to those consisting of only two regions separated by a vertical 
boundary. 
In summary, the segmentation algorithm employed in the following ex- 
amples is : 
step 1: Build Gaussian pyramid, a multiresolution gray level pyramid. 
step 2: Let current level = nominal top level 
step 3: Segment current level by modelling it as a MRF 
step 4: if current level nominal bottom level then 
propagate information gathered at current level down to next level 
else go to step 6 
step 5: Let current level = next level, go to step 3 
step 6: stop 
Example 1: Figure 3.6(a) is a Gaussian pyramid based on the original 
image (level 7) with two regions of random white noise separated by a vertical 
boundary right in the middle of the image. On the left-hand side of the image 
is the white noise with mean gray level equal to 180 and the variance equal 
to 900. The mean gray level of the white noise on the right-hand side of the 
image is 150 and the variance is 900 also. The nominal top level (level 3) 
consists of 8x8 blocks. Despite the squared difference between the means 
of the two regions being the same as the variance within each region (900), 
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the classification is still quite successful. Due to the lack of correlation of 
the noisy data at the bottom level (level 7), the algorithm stopped at level 
6. Figure 3.6(b) shows the segmentation results of levels 3 down to level 6. 
In order to make the results clearer, every level of the segmentation result is 
enlarged 2 times in both dimensions. Note that the nominal top level (level 
3) is partitioned into four different regions. The reason for this is that the 
gray levels of the sites along the physical boundary are the average values 
of the gray level of the sites belonging to different regions at the lower level 
in the Gaussian pyramid, so that they are different from the mean values of 
both regions. This is the nature of the averaging process and corresponds 
to the uncertainty of the spatial location at higher level. The gray levels of 
the sites at the top level are shown in Table 3.1. Although column 3 (start 
counting from 0) actually belongs to the left region and column 4 belongs 
to the right one, they are classified as two different regions. However, as 
the algorithm descends from the top of the pyramid, the spatial resolution 
becomes higher, so the actual boundary becomes more certain (see level 4 of 
Figure 3.6(b)) and only two regions are identified. The noise reducing effect 
of the Gaussian kernel is also apparent in Table 3.1. The variances (-- 1) of 
the 4 partitioned regions is insignificant compared to those (900) within the 
two regions at the bottom level. 
Example 2: Figure 3.7 shows another image pyramid of the same size 
and structure as that in Figure 3.6 consisting of two regions of natural tex- 
tures, burlap and sand from Brodatz's album [12]. Again, in order to show 
the algorithm's power of refining the boundary position, this time the verti- 
cal boundary is several pixels to the right of the middle of the image. The 
segmentation result at each level is shown in Figure 3.8(a). Note that at the 
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,; in(l teytººre ()ºº tlºc ri-lºt 
111"11c l (, ºi ;i itcr; it lull. III(, (error rattC ýltýt rtýýt5týs t"t>rresl>tttuºfitigly. although 
the total ºuººtºl, er of iter? ttiutts ltettttnes lýtrgtýº. 
Example 3: '[C]tr algoiitltºn is still rttlýust even when a lot, of ºtuisc is 
l, r, ý, ýýtºt. In 01(1ýr to test the rul>tºtittuess of the <tlguritI nt. tuoise is ; t(Itfe(l 
(liret"ily to 1 igtºne : 3.10. it tleaºt 8xg iutage which has been e'ttlait-ged 16 
times. "u uW rnoiw filteriººg is do me prior ttt Ilºe application of the algoritlºtti. 
Figure 3.13(a) and 3.13(h) are noisy Versiottºti of Figure 3.1(1 with Signal 
t() Aui; (e Ratios (')NR) 1-)(113 and 10(111 respectively. Figure 3.1-1 and 3.15 
shoe- the (latt; t (0011e(te(I when the algoi itltut is applied to the (lean image 
(Figure : 3.1O. S NR ý. ) and t Ise noisy iºrnat ; eti (Figure : 3.1: 3). Fi, ttre 3.1 f 
sf ºOvVs t hott t 1ºe higher t lie S\ li . 
i. c. the less nuis. v. t 1ºe quicker t lte ýtl it Iºnº 
as expected. III(' ltiglter I he ý\ If .t 
lttý lo er the error raste 
(see I., i IIn. 3.1 ý). 
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Figure 3.11: The relationship between the annealing constant C and total 
iterations with different I's (I is the number. of additional iterations carried 
out after the algorithm converges in a local minimum energy state) 
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Figure 3.12: The relationship between the annealing constant C and error 
rate with different I's 
(I is the number of additional iterations carried out 
after the algorithm converges in a local minimum energy state) 
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Figure 3.15: The relationship between C and error rate when different 
amount of noise are added to the clean image (I = 10) 
3.6 Conclusions 
The experiments carried out in the above examples show that MMRF for- 
mulation has the potential to yield good segmentation results at reasonable 
computational cost. Statistics about the computational cost in terms of 
the number of iterations per pixel will be given in Chapter 4 and 5 where 
the algorithm is performed without supervision. By adopting a multiresolu- 
tion approach, class-position uncertainty is alleviated and the conditioning of 
lower levels on higher ones, together with the local characteristics of MRF's 
keep the computational cost down. It therefore seems an appropriate model 
to use for texture segmentation. 
2 
Chapter 4 
Region-Based Texture 
Segmentation 
In this chapter, Ave present an algorithm which partitions a textured im- 
age into regions, with each possessing homogeneous texture properties. The 
algorithm consists of a texture feature extraction stage, followed by a segmen- 
tation one. The Multiresolution Fourier Transform (MFT) is first applied to 
a high-pass version of a textured image to create an image pyramid as de- 
scribed in Section 3.4. A set of four spatially localised texture features is then 
extracted from each block at each level of the image pyramid to describe it. 
Each set of texture features is based on a two-component model of texture, 
in which one component is an affine deformation, representing the structural 
or deterministic element and the other is a stochastic one based on the local 
Fourier energy spectrum [49]. Based on the extracted feature sets, the im- 
age pyramid is modelled as a sequence of MRF's and stochastic relaxation is 
adopted to maximise the posterior probability in assigning class labels to the 
blocks (sites) being visited. Class information is propagated from low spatial 
resolution to high spatial resolution, via appropriate modifications to the in- 
teraction energies defining the field, to minimise class-position uncertainty. 
Experiments on the segmentation of natural textures are used to show the 
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potential of the method. 
4.1 Feature Extraction A Two-Component 
Model 
The task of texture feature extraction involves three major steps: 
1. High-pass filtering using the Laplacian pyramid [13]. 
2. Multiresolution Fourier Transform (MFT) of the filtered image pyra- 
mid. 
3. Extracting features from the MFT. 
4.1.1 Image Filtering 
In order to help detecting the texture boundaries, we want the boundaries 
- the `discontinuity' - to be emphasised. Also, since textures consist of 
primitives and tiny edges (intensity fluctuation) composing the primitives, we 
want to have this important information being enhanced as well. The texture 
boundaries and the tiny edges within textures are all high frequency compo- 
nents of the image. The purpose of high-pass filtering an image is to reduce 
the influence of low frequency components of the image while preserving and 
enhancing the high frequency information. We utilise a method similar to 
Burt et al's [13] Laplacian Pyramid to get a high-pass filtered version of the 
original image. We first build a multiresolution gray level Gaussian Pyra- 
mid based on the original image (the bottom level) with each level of the 
hierarchy created by convolving a Gaussian weighting kernel [131] with the 
level below. The weighting kernel employed in the thesis is shown in Table 
4.1. The size of the kernel used in Burt et al's work [13] is 5x5 while the 
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Table 4.1: A Gaussian kernel for building a gray level Gaussian Pyramid 
0.0109 0.0582 0.0582 0.0109 
0.0582 0.1227 0.1227 0.0582 
0.0582 0.1227 0.1227 0.0582 
0.0109 0.0582 0.0582 0.0109 
size of the kernel used in this work is 4x4. We tailored the size to make 
it consistent with Multiresolution Fourier Transform where the size of the 
sampling window is 2k x 2k. The values of the elements of the kernel can 
vary provided Equation (4.1) is observed 
33 
1=1: w(m, n) 
m=0 n=0 
(4.1) 
where w(m, n) is the (m, n)th element of the kernel, to give a gain at d. c. of 
unity. 
Thus given 90J) as the original image, a sub-sampling process can be 
applied to create a Gaussian Pyramid as shown in Figure 4.1 with 90J), 
the original image, as the bottom level and gk (i, j) on top of gk+1(i, j ). 
33 
gk(i, j) = 
1: 1: w(m, n) 9k+i(2i + m, 2j + n), 0<k<N (4.2) 
m=0 n=0 
Although the dimension of the kernel is 4x4, it slides in 2-pixel wide 
steps in both horizontal and vertical direction, i. e., the sampling density is 
decreased by a factor of 4, so the size of the 2-D image gk (i, j) is a quarter of 
9k+1(i, j)" That is to say that the areas covered by two consecutive operation 
of the kernel are half-overlapped. This is to serve the purpose of reducing 
aliasing artifacts. 
The result of this local averaging operation on each pixel at each level is a 
low-pass filtered version of the level below. So we can expect that the higher 
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SAMPLING 
N 
gk - ek -1k 
Figure 4.1: From Gaussian Pyramid to Laplacian Pyramid 
the level in the Gaussian Pyramid, the lower the variance of the features 
within the same texture regions, i. e., the higher resolution in class space. 
However, the spatial resolution is reduced during the convolution process, 
i. e., the position of the textural boundaries becomes less certain. 
Now if we expand any level of the Gaussian Pyramid to the size of the 
immediate level below using Equation (4.3), we end up with an Expanded 
Pyramid as shown in Figure 4.1. 
ek(2, y) _4EE w(m, n)9k-i(x+m y+n 
m=On-o 22) 
D<k<N (4.3) 
where ek is the expanded version of gk_1 with size equal to that of g,. Since 
only the four terms for which '2 and are integers are included in 
Equation (4.3), the sum is multiplied by 4 to reflect the fact that there are 16 
pixels covered by the weighting function. A high-pass image pyramid called 
Gaussian Pyramid Expanded Pyramid Laplacian Pyramid 
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Laplacian Pyramid (see Figure 4.1) can now be created with each pixel at 
each level taking the difference between the gray levels at the corresponding 
pixels at each level of the Gaussian Pyramid and Expanded Pyramid [13], 
that is 
lk(x, y) = 9k (x, y) - ek(x, y) (4.4) 
where lk(x, y) is the gray level of pixel (x, y) at level k of the Laplacian 
Pyramid. 
It can be readily observed that the original image 9N(1, y) can be recov- 
ered by expanding ll once and adding it to 12, then expanding this image 
sum once and adding it to l3, and so on until level N is reached. In this 
work, IN is taken as the high-pass filtered version of the original image. If 
we want to preserve more information than IN, we expand any level of the 
Gaussian Pyramid higher than level N-1 to the size of the original image 
and then take the difference between gN and the newly expanded image as 
the high-pass filtered version. Figure 4.1 shows the process of establishing a 
Laplacian Pyramid. Figure 4.2(a) and (b) show a test image and its high- 
pass filtered version, respectively. Note that for the sake of perception, the 
gray levels of the high-pass image in Figure 4.2(b) have been raised by 128 
so that all the pixels with gray level lower than 128 have a negative gray 
value in the real image while the pixels with gray level higher than 128 have 
positive gray value. 
4.1.2 Multiresolution Fourier Transformation 
Adopting the Multiresolution Fourier Transform (MFT) derived by Wilson 
et al. [132], we create an image pyramid with K resolution levels based on 
the original image of size Al x Al - 2K x 2K as shown in Figure 4.3. Each 
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I. igure 4.2: A test image and its high-pass filtered version 
level k consists of an array of 2k x 2k square blocks taken frone the o1'191- 
null im age by sliding a sampling window of size 21t-k x 2''-k over the 
i111,19C 
in 21\' A 1-pixel wide steps in both horizontal and vertical directions. 
This 
means Him the adjacent windows in either horizontal or vertical 
directions 
are half-overlapped. For example at level 0, the top level. the size of 
the 
sampling willclo« is exactly the same as that of the original 
iluage, there- 
fore the sanll)ling results in only one block at that level. At the bottom 
level of the pyramid, the sampling window size is only one pixel, thus the 
sllº11)ling result is the 
duplicate of the original image. Since the size of alle 
vVVindlo v used in a level is a quarter of the one used at the immediate ancestor 
lei el. t lie pyramid thus created conforms to a quad-tree structure. 
The rio 
IX overlap e115I1res that the IIleasllreIllents of interest estimated 
fro"' ea c11 
block vary smoothly across the linage. This InultlresollltloIi structure Pro- 
vile, il Ira(le-off 1)et«'('en where the boundaries are and u)ltaj. the classes are. 
The luilltiresollitloll Fourier transforln is done by transforming the windowed 
(b) High-pass version of the original image ýaýUrtLinal image 
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Figure 4.3: Structure of Multiresolution Fourier Transform (MFT) 
blocks at each level into the frequency domain [132]. 
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A NIFT coefficient at level k is identified by three parameters: spatial 
co-ordinate ý(k), frequency co-ordinate w(k) and scale y(k). A 2-D MFT 
coefficient can be represented by 
.f 
(ý(k), W(k), 7(k)) wn( (k) - ýI (k), 'r(k)) .f 
('(k)) ei-i 
e(k) Q(M4.5) 
'(k) 
where f (ý'(k)) represents the original Al xM image in the spatial domain and 
w, (ý(k) - ýI(k)) is a windowing function with maximal energy concentration 
in both spatial and spatial frequency domain. Therefore, each level of MFT 
resembles a 2-D Short Time Fourier Transform (STFT). In order to reduce 
artifacts, in this work Ave employ a sine function as the windowing function, 
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i. e., at level k we denote 
wri(ý()) = wn(x, y, k) 
7r 
-= 
sin 
(2K 
k x) sin 
(2K 
-k 
y) 0<x, y< 2K-k (4.6) 
where (x, y) is the co-ordinates within a block. This makes inversion of a 
given level of the MFT simple and has been shown to be adequate in terms 
of spectral leakage [15]. 
The Multiresolution Fourier Transform has the following properties which 
are important in image analysis [15][49]: 
. Linearity: MFT is a hierarchical structure of STFT's, and because 
STFT is linear, the MFT inherits the linear property. 
9 Locality: each level of MFT performs local operation in each domain. 
This locality property enables the segmentation algorithm to minimise 
uncertainty. 
" Invertibility: Since STFT is invertible, the MFT has this property. 
This prevents errors due to information loss during the transformation 
from one domain to another. 
Note that for an image of size Al x Al, because we need to have enough 
samples of blocks to do the segmentation, the building process of a MFT 
structure has to stop at a nominal top level k with 2k x 2k blocks, each covering 
an area of 2" -k x 2h -k pixels. Also since texture is a regional property, a 
small block is not big enough to contain reliable textural features, so that the 
block size of the nominal bottom level of the MFT structure should be larger 
than 1X1. In our experience a nominal top level should at least contain 8x8 
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sites while a level with blocks covering 8x8 pixels is a reasonable choice for 
the nominal bottom level. 
4.1.3 Extracting Features 
As noted in Chapter 2, most attempts to segment or classify textures are 
based on either statistical or structural descriptions [45]. Statistical ap- 
proaches such as co-occurrence matrices and auto-regressive models represent 
texture with statistics extracted from local image measurements. Generally, 
they are good for textures with random spatial arrangements, but are not 
capable of characterising the structural information. On the other hand, 
structural approaches are utilised to analyse deterministic texture consisting 
of similar primitives spatially arranged according to some set of well-defined 
placement rules. However, in reality, natural textures seldom consist of iden- 
tical primitives grouped by rigid placement rules, so structural approaches 
are not frequently employed. Segmentation algorithms based on the tex- 
ture features extracted using either of these approaches alone frequently lead 
to under-segmentation, due to the inadequacy of discriminatory information 
about the texture classes. It is clearly preferable to combine both statistical 
and structural feature extraction techniques to estimate stochastic and de- 
terministic features. To this end, we present in this section a novel approach 
which extracts four local measurements to describe texture features based 
on the `stochastic+deterministic' decomposition, which is a generalisation of 
the \Vold decomposition of signals [49]. They are: 
Squared difference between the average gray levels of two neighbour 
blocks. 
X5 '2: Difference in the spectral energy densities, the stochastic component, 
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of two neighbouring sites via Multiresolution Fourier Transform, 
, ý'as-2 = ý(Ij (-)I - Ifs(-)1)2 to 
where J. (w) is the DFT of f. (ý) and w is the coordinate in frequency 
domain. 
X5 3, Y-, '4: Two measures associated with the deterministic component, 
based on an affine deformation model [49] 
f3() = fsý(A-ý( - x)) + vs( 
(4.7) 
where site s' is a 4-neighbour of site s, f8()) is a sub-image at site 
s, A is that 2x2 nonsingular linear co-ordinate transform and X that 
translation which together give the best fit in terms of total deformation 
energy between the two patches.. ý_is the coordinates of pixels within 
the sub-image at a site in the spatial domain. A is identified using the 
method described in [49]. 
The two measures associated with the deterministic component can 
now be defined as: 
Xss. 3: The deformation term IIA- III2 represents the amount of `warp- 
ing' required to match the given patch using its neighbour. I is 
the identity matrix. If h1A -1112 = 0, there is no `warping' error 
after the affine transformation. 
The error term JJvs(ý)112 is the average residual error in the ap- 
proximation, i. e., 
XSS-4 = JIv8(ý)112 
_ EIf3(ý-fs-(A-ý( -x))I2 
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To identify A, a pair of centroid vectors is first calculated to represent 
the local Fourier spectrum of each block, at the appropriate scale using the 
MFT. To find the centroid vector pair, (µl, µ2), of a sub-image site fs(ý), the 
values of two variable angles 0 and 02 are to be determined such that 
ý2(ei' es) = 
M1(01)02) ai(ei, 02) + M2(01,02) o (01,02) (4.8) 
1111(01,82) +A (01,02 ) 
is minimum, where 
M1(01) 02) : -- If(12 )z = 1,2 
(4.9) 
wE9; (B1, B2) 
or2(el, e2) _ Ali (01, e2) ,B 
lj(-)12 IIW - -(01,02) 1121 i 
2(4.10) 
E 
i(01 i 
02) is the centroid vector 
1 
Ai (01,02) = llli(01,02) 
If (W )12 W, 2=1,2 (4.11) 
E ,(i, e2) 
and 191(01,02) and 02(01,02) are the sets of coordinates in each of the two 
segments of the half-plane starting at angle 01 and divided at angle 02 (see 
Figure 4.4). To find the minimum v2(01i 02), each combination of angles 01 
and 02 is tested. The intervals of 0l and 02 are 0< 01 < ir and 01 < 02 < 
0l + ir. Note that by taking advantage of the Hermitian symmetry of the 
Fourier transform, only a half plane of the local spectrum/region needs to 
be analysed. In Figure 4.4,01 is used to divide the local spectrum into two 
lialf-planes and 02 is used to sub-divide the half-plane starting at 0l into two 
segments, 01 and 192. 
Now, for any two sub-image blocks of interest, fs and f,,, with their rep- 
resentative centroid pairs (tu , ü2) and W1, v2), respectively, the co-ordinate 
transform A is calculated from 
ü= = Av"; i=1,2 (4.12) 
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+(1 -ýr)bý(. r. 'j+l)+ubf(. r-+-l.! J+ 1) 
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(") is the i>>t('iisitV. (. i'. I/') is il (li5('i(t('-Výtlu('d (O urýliu. itýý. (. i.. a 
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IhaI, clcl Wu Ill \IF F sampling sc lic isle. 
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Figure 4.5: Interpolating the value at (x', y') from the value of its four nearest 
neighbouring real-valued co-ordinates 
4.2 Segmentation Using MMRF's 
We model the MFT structure as a sequence of MRF's, whose underlying 
theory has been introduced in Chapter 3. The neighbourhood of the MRF 
model we impose in the region-based process consists of the 4 first-order 
neighbours on the same resolution level and the father on the level above as 
shown in Figure 3.5, i. e., 
Ar, = {(i - 1, j, k), (i + 1, j, k), (i, j-1, k), 
(z, j + 1, k), (Li/2], [j/2j, k- 1) 1 (4.14) 
where (i, j) are the coordinates of site s and 1. J denotes the floor of a real 
number. The clique system within Ns is C2 only (see Equation (3.19)). 
The segmentation algorithm using the X MRF framework starts at a nom- 
final top level. Due to ergodicity, the property of the sampler that the eventual 
class label configuration of the image is independent of the initial configu- 
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ration, at the nominal top level, the class labels of the pixels in the image 
may be randomly assigned. Upon convergence of the algorithm, i. e., no more 
label changes after a full raster scan, the detected texture boundaries and 
class labels are propagated down to the next level so as to allow refinement to 
be carried out at the new level. Since the class resolution is higher at higher 
levels, to accelerate the computation, we simply take the 1 to 4 expansion of 
the final configuration of the immediate ancestor level of a lower level as its 
initial configuration. In turn, since the initial configuration at lower levels is 
a coarse segmentation instead of a random one, the algorithm is allowed to 
start from a temperature lower than the starting temperature of the imme- 
diate ancestor level. However, there is no criterion about how much lower 
the starting temperature can be set at a new level. 
4.2.1 Definition of Interaction Energy 
The interaction energy in Equation (3.16) between a site and its neighbour- 
hood defining the MRF is a function of the four local measurements describ- 
ing texture features and is defined as 
4 
U(As, AN,, Xv. m) _E am 
E Vm(\s, As, 
7 
Xss'm) (4.15) 
m=1 s'EJT3 
where . As, 1 < as <L is the class label at site s, XN, represents the mea- 
surements over the sites within the neighbourhood X, and the sum over m 
allows for 4 texture descriptors to be included. The pairwise interaction 
potential Vm is a suitably defined function of class labels of the two neigh- 
bouring sites s and s' and the measurement Xss'm estimated from the two, 
am is the weight of V. Note that, at the nominal top level, no interaction 
between site s and its father is involved in the calculation of Vm and for the 
other levels, only pairwise interaction energy Vi between site s and its father 
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is involved in the calculation of U(A3, )N,, XN,,,, ) because Xss'1 is the only 
measurement estimated between the two. Before we give the definition of 
V,,, (J s, As,, let us first look at the probability distribution of Xss',. 
Using the symbols defined in Section 3.2, if Xss'm represents the measure 
mentioned in Section 4.1.3, we denote 
uwm =E Xss'm , 
Vs and s' (4.16) 
or ö,, t => 
i'ss',,,, 
, 
Vs and s' (4.17) 
Figure 4.6 shows an image with three different regions. Each circle in 
the figure represents a site. The thick bars between neighbouring sites stand 
for strong feature measurements Xss'tz between the site pairs belonging to 
different classes while the thin bars stand for small Xss'm between sites 
belonging to the same region. From this figure, we know that awm is simply 
the average value of the thin bars while c is simply the average value of the 
thick ones. They are both re-calculated at the beginning of each iteration 
because of their dependence on the varying configuration. 
To examine the distribution of the measurements, we take 1984 pairs of 
blocks of 16 x 16 pixels from Figure 1.1(a) and (d), respectively, and calculate 
the differences between the mean gray levels of the two blocks of each pair. 
We call these differences intra-region differences. We then take 1984 pairs of 
blocks, each pair consisting of one block taken from Figure 1.1(a) and the 
other from Figure 1.1(d), and calculate the differences between the mean 
gray level of the two blocks of each pair. We call these differences inter- 
region differences. The probability distribution functions (histograms) of the 
two kinds of differences are displayed in Figure 4.7. The shapes of the two 
histograms conform roughly to Gaussian distributions with different means 
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and variances. However, by and large, it is an ideal assumption that textured 
images possess two probability distribution functions of feature difference 
significantly differing in mean values. In reality, textured images typically 
have both probability distribution functions centred at zero mean as shown 
in Figure 4.8 - the worst case. To ensure that the algorithm can handle 
the worst case, we assume that the two measurements have zero mean and 
denote 
1X1 P(Xss'ml. \s = As') = 
Qwm 27r 
e 2crwm 
l1 
ýOm 2= 
e 2vom 
(4.18) 
(4.19) 
Equation ( 4.18) is the joint probability distribution of the random vari- 
able difference X, s', assuming both sites s and s' belong to the same class. 
Equation ( 4.19) is the joint probability distribution of the random variable 
Xss'm assuming s and s' belong to different classes. Now we want to know 
whether the following inequality holds or not: 
P(7s ='s'I-Yss'm) > P(7s 0 As'IXss'm) (4.20) 
If Inequality (4.20) holds, it is more likely that sites s and s' belong to the 
same class. Otherwise they belong to different classes with higher probability. 
According to Bayes's theorem, (4.20) is equivalent to 
P(X. s'mP \s = As, 
) P(i1s = As') > 
P(Xss'mIAs A-") P(i\s A"') (4.21) P(., llss'm) P(Xssm) 
Substituting Equations (4.18) and (4.19) into (4.21), we obtain 
P as = In 
(- Asp 
- 
XIS IM 
> In 
P(A. 94 As') 83, m (4.22) 
Qwm win 2aöm Qom 
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As we mentioned previously that given the class labels of the neighbouring 
sites of s, we want to encourage the assignment of a correct label with a 
low interaction energy (Equation (4.15)) to site s, employing either side of 
Inequality (4.22), depending on the value of as and as,, as the potential 
Vm(As)As', Xss, m) is a reasonable definition. If as = A,,, the potential is 
equal to the right-hand side of Inequality (4.22), otherwise, the left-hand 
side. 
In P(Aý #ý ') 
- 22 
if As= isst 
Vm(ýºs, As'7 Xss'm) 
_/ 
oM (4.23) 
In P(A3=A '1)- Xss, m if 9 Ast Qwm 20,2 m) 
The physical meaning of Equation (4.23) is that if sites s and s' do belong 
to the same class, i. e., the probability that Inequality (4.22) holds is higher, 
it is more likely that assigning s and s' the same label will be encouraged 
by given a lower interaction energy. By contrast, if sites s and s' do not 
actually belong to the same class, i. e., the left-hand side of Inequality (4.22) 
is more likely to be smaller than the right-hand side, it is highly possible 
that a larger interaction energy will be given to discourage the assignment 
of the same label to sites s and s'. On the other hand, if sites s and s' are 
assigned different class labels, while they do belong to the same class, i. e. 
Inequality (4.22) is more likely to hold, the algorithm will tend to impose 
a larger interaction energy to penalise the assignment of different labels to 
sites s and s'. By contrast, if they do not belong to the same class, the 
algorithm will tend to endorse the assignment of different labels to the sites 
with a lower interaction energy. A similar approach is adopted for the other 
3 measurements, a computationally convenient approximation which is not 
unmeasurable, given their forms. 
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The derivation of potential above is only valid for site s and its 4-neighbours 
at the same resolution level. To derive the potential between site s and its 
father site f, some parameters have to be elaborated. As we mentioned previ- 
ously the only feature measurement between site s and its father f employed 
in the algorithm is the squared difference, Xsr, between the gray level, X8, of 
site s and the mean gray level, X f, of the region to which s's father belongs. 
Based on the same argument, the potential between any site s and its father 
f can be denoted as 
Vf(as, at, Xf) = 
In ýP(AsýAi)) - 
Xe 
aof I2 
In (p(, N"_al)) - awi I 2,2 
if As = of 
if a9 ar 
(4.24) 
where P(1,, A f) and P(as =A f) are the probabilities that A, # Af and 
A, = Af, respectively, They are to be elaborated in Section 4.2.4. 
xs f= 
(X5 
- ß'r)2 (4.25) 
where Xf is the mean gray level, calculated when the algorithm converges at 
level k-1, of the region to which s's father f belongs and 
Qw f=I xsi , 
Vs and f (4.26) 
ý+=ýI 
Qo f=XJ , Vs and f 
(4.27) 
A, OA f 
However, the ranges of the four measurements Xss',,, can be significantly 
different. In order to decide the weighting factor a, n, in 
Equation (4.15) we 
have to scale all of the four different ranges to the same range ([0,255] in this 
work). The range scaling also serves the purpose of helping to decide the 
constant C in Equation (3.17) and partly solving the first issue addressed in 
Section 3.3. 
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Having scaled the range of measurement values, there is still no criterion 
for deciding the values of the weighting factor in Equation 4.15 for each 
measure. Generally, but not always, a higher ratio of a m/Uwm suggests a 
higher weighting factor. In our work, denoting /3m = a2 ,, n/0 , m, a,,, 
is then 
decided as 
fl. a.. =, m=1,2,3,4 (4.28) Eß, 
_1 
om. 
4.2.2 Labelling the Sites 
Initialisation Prior to the beginning of the algorithm at each level some 
variables are initialised as following: 
" At the nominal top level: 
- A8 is assigned randomly for any site s (ergodicity of the sampler) 
- awm = the average of the first three quartiles of the ascendantly 
ordered Xss'7z 
- QO7z = the average of the last quartile of the ascendantly ordered 
Xss'm 
- P(a8 = a, i) = 0.75 
- P(a3#As, )=0.25 
The reason why P(A = as, ) and P(A3 As, ) are thus initialised is 
because in general there are more intra-region sites than inter-region 
ones. Roughly speaking, each site is expected to have an edge on at 
most one side. 
. At the levels other than the nominal top level: 
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- each site s is assigned the same label as its father 
- For all 4-neighbouring sites, Uv, m and vo,, n are calculated according 
to the initial configuration. 
- ow f= the average of the Xs f between the sites which are not next 
to any side of the detected boundary and their father sites. 
- vö f= the average of the X5 f between the sites along both sides 
of the detected boundary and their father sites. 
- P(A, = a,, ), P(a, # A,, ), P(., = )t f) and P(. X, A f) are calcu- 
lated as to be described in Section 4.2.4. 
After each iteration, P(as = )) and P(\3 A) at the top nominal level, 
and awm and o at any level are updated according to the new configuration 
under the constraints that P(. \s = As) > P(As as) and ow,,,, < Qöm. If the 
constraints are violated, the initial values are used instead. 
Label Assignment The sites are visited in a raster scan order from top left 
to bottom right. To allow the algorithm to execute without supervision, we 
allow as many labels as the number of sites in each level to be used. However, 
calculating the probabilities of Equation (3.14) for all allowed labels at each 
site is prohibitively expensive in terms of computational cost. Actually, for 
all A, not in AN,, P(A3 kN, )'s are all equal. Therefore, there is no need to 
calculate P(a, IRN, ) for more than one as which is not in AV,. Thus, for any 
site s, we only calculate the probabilities of the labels in AN, and one which 
is not in AN,. 
The advantage of this idea is twofold: first, it saves computational cost 
and solves the second issue mentioned in Section 3.3, by minimising the 
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number of labels to be involved. For example, for the worst case, assuming 
all the five neighbours (including father site) have different labels from each 
other, there are only six probabilities to be calculated. Knowing the maximal 
number of labels to be involved, in turn, helps us to decide an appropriate 
value of constant C in Equation (3.17), i. e. the first issue mentioned in 
Section 3.3 is partly solved. Secondly, this idea makes the specification or 
estimation of the number of textures unnecessary and enables the algorithm 
to work without supervision. 
Suppose the set of the candidate labels to be assigned to any site s is 
N= AN, u {any one ý AN, } 
= {y1Ii = 1,2,..., n} (4.29) 
where n is the number of the elements in AN. Then after P(), = yjj)AN, ), for 
all i<n, are calculated, we assign site s one of the labels from AN according 
to the output of an independent random number generator, r, taking value in 
the range [0,1]. Suppose Figure 4.9 illustrates the values of P(A5 = y; ýýýv, ) 
for all i and let 
i 
Pi=EP (A. =7'iIAN. ) (4.30) 
j=l 
then A, of site s is decided as 
1\3 -ryi , ifPi_1<r<P1 (4.31) 
Figure 4.10 demonstrates how the sampler favours the label with lowest 
interaction energy, i. e., maximum a posteriori probability. Assuming that 
the local configuration of site s at iteration t remains the same as in iteration 
t-1, that is to say U(as, AN, ) remains unchanged in iteration t-1 and 
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t, then according to Equation (3.14), as the temperature T goes down (T 
decreases monotonically with the number of iterations), the probability of 
the label with lowest interaction energy in iteration t will become higher 
than in iteration t-1 while the probabilities of the other labels will decrease. 
So, as the temperature T keeps dropping, the probability of the label with 
lowest interaction energy will keep increasing and eventually the algorithm 
will settle in a configuration where no more changes occur. If there is no 
label change after a full iteration, we say that the algorithm has converged. 
Since the algorithm might converge to a local minimum configuration, 
in our work, we allow the algorithm to continue for a few iterations after 
convergence so as to give it a chance to climb out of the local minimum. If 
no more changes occur throughout those iterations, the segmentation at the 
current resolution level is done. 
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increasing. Similarly, site 3 is next to three white neighbours and only one 
gray one, thus it will stick to label white with high probability. We call the 
two aforementioned problems deadlocks because both sibling regions try to 
differentiate themselves from each other without compromise. Deadlocks are 
most likely to occur at the nominal top level in this work because, for each 
site, there is no soft binding between children and father sites to prevent 
internal inconsistencies. 
To break deadlocks, when 90% of the sites at a level have their maximum a 
posteriori probabilities of assigning any label greater than 0.95, the algorithm 
detects the occurrence of deadlocks. Should there be any deadlocks, the 
region with smaller population is re-labelled with the label of the other. To 
detect deadlocks, for each pair of neighbouring regions, the average of intra- 
region and inter-region feature measurement Xss, m with highest weighting 
factor am, Cm and Qo n, are calculated to see if the following 
Inequality 
(4.32) holds. 
ýi-22IGo. 1 Qo (4.32) 
If Inequality (4.32) holds, it is very likely that there is a deadlock between 
the two neighbouring regions. 
4.2.4 Data Propagation Across Resolutions 
Once the algorithm converges at a specific level k-1, the information gath- 
ered at this level is propagated down to the next level (level k). The infor- 
mation to be gathered upon convergence is 
" Final configuration. This information is employed to: 
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1. Calculate the mean gray level of each segmented region which, in 
turn, is to be used at the immediate level below in the calculation 
of X3 f in Equation (4.25) and potential Vf(A,, A1, Xs f), a, ',, f and 
vof in Equation (4.24). 
2. Assign the initial configuration of the next level. 
" Texture boundaries. These are utilised to calculate P(A3 =A f) and 
P(A, A f) in Equation (4.23) and (4.24), respectively. We denote 
P(As=vt)=1-pk (4.33) 
where d is the shortest distance between site s and a site having a differ- 
ent class, i. e., it represents distance to the boundary propagated from the 
upper level. For example, Figure 4.12(a) shows an image segmented into 
two regions. Figure 4.12(b) shows the initial configuration and coarse 
boundary at level k inherited from level k-1. In Figure 4.12(b), site sl 
is right next to the propagated boundary, so d= 12 +0=1. For site 
S27 d= %/2-2+ 0=2, and for s3, d= 22 _+12 = ý, F5. Our argument 
is that at higher level, the class resolution is high while the position 
resolution is low, so the classification of sites farther away from the de- 
tected boundary is more reliable than the sites closer to the boundary. 
Based on this reasoning we expect that if a site is further away from 
the propagated boundary, the possibility of the site taking the same 
label as its father is higher, and vice versa. A in Equation (4.33) is a 
constant less than 1. By varying pk, it is possible to accommodate the 
appearance of regions too small to register at the largest scales. 
While, at the nominal top level, P(. 8 =As, ) and P(A8 
As, ) are 
recalculated at the beginning of each new iteration according to the 
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population of the assigned labels, at each level other than the nominal 
top level, their values are calculated according to Equation (4.34) at the 
first iteration and remain constant throughout the optimisation process 
at that level. 
P(A3 _ A") =1-21 (Pk° + Pk°) (4.34) 
where d, and ds, are the shortest distances from sites s and s' to the 
propagated boundary, respectively. Pk is a variable less than 1 which de- 
pends on level k. The reason Equation (4.34) is thus defined is twofold. 
First, the probability that a pair of sites farther away from the bound- 
ary belong to the same class is higher than the probability of the pairs 
closer to the boundary, so they are functions of distance. Secondly, the 
lower the level in the NIFT structure, i. e., the smaller the block size 
is, the higher is the probability that neighbouring sites belong to the 
same class. Therefore, A should be given a lower value to reflect this 
situation at lower level. In the rest of this work, all the experiments 
are conducted on images of size 256 x 256 and the algorithm starts at 
level 3 (block size 64 x 64) and ends at level 6 (block size 8x 8), so we 
denote 
pk = 0.25 - 0.05(k - 4), k=4,5,6 (4.35) 
This empirical formula reflects the fact that a boundary site will usually have 
3 neighbours in the same class, i. e. boundaries are locally straight lines. 
In summary, the algorithm can be described in short as shown in Figure 
4.13. 
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4.3 Experiments 
In the following experiments, all the images used are of size 256 x 256, the 
algorithm starts at level 3 of the MFT structure, where there are 8x8 sites, 
each containing 64 x 64 pixels (because of the 50 % overlap) and completes 
at level 6 where there are 64 x 64 sites, each containing 8x8 pixels. Table 
4.2 shows the constants I and C used at different levels. Constant I is the 
number of additional iterations carried out after the algorithm converges, and 
C is the constant in Equation 3.17 which decides the starting temperature 
of the algorithm: the higher the level, the larger the constant. The reason 
for this is that the coarser segmentation results at the higher level will be 
propagated down to the lower levels; we want to obtain the coarser results 
as accurately as possible, as long as we can afford the computational price. 
Since the population of the site at level k is 4 times less than that at level 
k+1, i. e., the computational load at level k is also 4 times less than that at 
level k+1, we can afford, at higher levels, to start at higher temperature so 
as to provide the algorithm a more moderate annealing schedule and to allow 
the algorithm higher value of constant I in order to give it more chance to 
climb out of local minimum configurations. 
Figure 4.14 to Figure 4.18 show the segmentation results of images con- 
sisting of different textural regions separated by different boundaries. The 
refinement of the segmentation results across levels can be seen clearly. These 
are quantified by listing the error rates, percentage of misclassification, in Ta- 
ble 4.2. The numbers of iterations per pixel are listed in Table 4.3. Note that 
for each experiment, there is a significant drop in the number of iterations 
per pixel from level 3 to 4 because of the big value changes of constant C 
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Table 4.2: Error rate of segmentation results 
level C I Error rate (%) 
k Image I Image II Image III Image IV Image V, 
3 8 3 7.053 13.075 11.464 6.892 2.600 
4 6 1 1.640 5.080 1.807 5.739 2.173 
5 4 1 1.341 2.278 1.312 3.795 1.401 
6 3 1 0.993 1.964 0.876 3.185 1.385 
Table 4.3: Number of iterations per pixel when the algorithm converges. 
level Number of iterations per pixel 
k Image I Image II Image III Image IV Image V 
3 0.189 0.340 0.186 0.202 0.182 
4 0.074 0.129 0.066 0.125 0.058 
5 0.349 0.562 0.531 0.594 0.250 
6 2.191 2.626 2.499 2.620 2.064 
Total 2.803 3.657 3.282 3.547 2.554 
and I. However, from level 4 downward, the number of iterations per pixel 
increases across levels because of the larger population of image blocks at 
lower level and the fixing of constant I, despite the fact that constant C is 
lowered (i. e., the lower the level, the lower the temperature the algorithm 
starts at). The most significant feature of these results is the extremely low 
number of iterations/pixel. This is a considerable improvement over pixel 
based NIRF methods [36]. 
The two textures of Image I in Figure 4.14, have distinctive mean gray 
level and possess structural properties with relatively regular spatial arrange- 
ment. Thus both the statistical and structural components of the feature set 
have their contribution to the discriminating task. Five regions are detected, 
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with three small false ones along the real boundary at level three. The reason 
for the three false ones to appear is that those small regions contain equiv- 
alent amounts of texture from different classes and the texture combination 
makes them differ significantly from both of the two classes. However, the 
three false regions are eliminated at level 4 and the boundary estimate is 
significantly improved (see Table 4.2). 
The two textures of Image II in Figure 4.15, show prominent structural 
properties but low gray level contrast, thus we can expect that the success 
of the algorithm relies mainly on the two structural measurements X8, '3 and 
X8, '4 rather than on the two statistical measurements Xss'1 and X33'2. 
Image III in Figure 4.16 contains one statistical texture and a determin- 
istic one. In this case all the 4 measurements all give their contributions. A 
ragged boundary is also employed to test the capability of the algorithm to 
detect such boundaries (see Figure 4.16(c) and (d)). 
Figure 4.17 demonstrates the algorithm's robustness in detecting sharp 
boundary junctions, while Figure 4.18 demonstrates the algorithm's capabil- 
ity in detecting small regions. In Figure 4.18, the round region with 48 pixels 
in diameter centred at pixel (137,121) is segmented satisfactorily. However, 
if a smaller region of the same texture with 32 pixels in diameter is present in 
the image, it cannot be detected by applying the algorithm at level 3 because 
the window size is far larger than the textured region. 
It is difficult to compare the feature extraction and segmentation ap- 
proaches because there is no accepted standard set of textures on which 
to base a performance measure and some approaches perform segmentation 
without supervision, while most of the algorithms require human interven- 
tion. However, in order to show the robustness of our algorithm, we choose 
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the algorithms of Lu et al. [83], and Wilson and Spann [133] for comparison 
because their feature extraction methods and segmentation techniques were 
surveyed in Section 2.1.1 and 2.2.1, respectively, and both of their methods 
and ours were applied on similar textured images without supervision. 
In [83], Lu et al. applied their algorithm which required two-scale wavelet 
decomposition to a textured image of size 256 x 256 pixels containing four 
equal-sized square textured regions. A classification error rate of 4.5% was 
reported. Comparing their result with ours of Image IV (Figure 4.17) in 
Table 4.2, we can see that on level 5, the error rate of our algorithm drops 
down to 3.8% which has outperformed Lu's algorithm. The error rate of our 
algorithm drops further down to 3.2% on level 6. 
Wilson and Spann applied their algorithm to four textured images Figure 
5.10-5.13 in [133], each consisting of two natural textures divided by a 
boundary of 256 pixel long. The resultant classification error per boundary 
point for each image was 1.8,2.3,2.9 and 2.5 (shown in Table 5.1 in [133]), 
respectively, which is equivalent to an error rate of 4.7%, 5.9%, 7.4% and 
6.4%, respectively. Comparing to our results of Image I-III (Figure 4.14- 
4.16) shown in Table 4.2, each also consisting of two natural textures divided 
by a boundary of 256 pixel long, the worst one is that of Image II with an 
error rate at only 2.0% on level 6. 
4.4 Conclusions 
In this chapter, we have presented a novel approach to texture segmenta- 
tion combining two important ideas: multiresolution MRF's to control the 
segmentation process and a two-component texture model, in which a de- 
formable template is used to model the structural element of the texture and 
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the energy spectrum is used to capture the stochastic element. In effect, 
this separation of the classification model from the texture model creates a 
highly flexible and general segmentation tool. Moreover, the effectiveness 
of the method has been shown with results from examples using natural 
textures. The potential for the MMRF to overcome the drawbacks of us- 
ing a single resolution, both in terms of accuracy and computation time, 
has been clearly demonstrated. Nevertheless, the blocking artifacts of this 
region-based algorithm calls for remedy because no attempt has been made to 
model the boundary explicitly, through a boundary or line process, although 
that is clearly feasible within the general MMRF framework [37]. We will 
propose a complementary boundary-based process in Chapter 5 to alleviate 
these effects and refine the boundary detected by the region-based process 
proposed in this chapter. 
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Figure 4.14: Image I and the segmentation results at four different 
levels 
with estimated boundary superposed. a) Level 3, b) Level 
4, c) Level 5, d) 
Level 6 
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Figure 4.15: Image II and the segmentation results at four different levels 
with estimated boundary superposed. a) Level 3, b) Level 4, c) Level 5, d) 
Level 6 
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Figure 4.16: Image III and the segmentation results at four different 
levels 
with estimated boundary superposed. a) Level 3, b) 
Level 4, c) Level 5, d) 
Level 6 
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Figure 4.17: Image IV and the segmentation results at four different levels 
with estimated boundary superposed. a) Level 3, b) Level 4, c) Level 5, d) 
Level 6 
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Figure 4.18: Image V and the segmentation results at four different levels 
with estimated boundary superposed. a) Level 3, b) Level 4, c) Level 5, d) 
Level 6 
Chapter 5 
Segmentation Integrating 
Region and Boundary Based 
Approaches 
Conventional methods of segmentation generally use either region or bound- 
ary processing. In region segmentation algorithms, the way in which initial 
regions are formed, the initial seeds are selected, and the criteria for splitting 
and merging regions are usually defined a priori. If the process is non- 
ergodic, as in deterministic algorithms, then the segmentation result relies 
on the choice of the initial regions and the resultant region shapes depend 
on the chosen growth algorithm. Also, since region-based approaches seek 
localisation in class space, confidence on the boundary position is weakened 
by the use of a neighbourhood or window. Boundary based segmentation al- 
gorithms, on the other hand, usually have difficulty in connecting boundary 
segments and are sensitive to intensity fluctuation within textured regions 
and noise, which calls for post-processing by some form of smoothing or link- 
ing. It is clearly preferable to combine both approaches to overcome their 
inherent limitations. 
In Chapter 4, we presented a method for segmenting textures using a Mul- 
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tiresolution Markov Random Field (MMRF) formulation, based on a novel 
texture model, which combines a structural component with a statistical one 
[52]. We showed in that chapter that MMRF models lead to a computa- 
tionally efficient and robust segmentation. However, the algorithm makes 
use of only region information. The input image is divided into an array 
of square blocks, each of them treated as a basic unit/site during the seg- 
mentation process, so that the resulting boundary estimates were limited by 
the uncertainty associated with the size of the window used for sampling the 
image at each resolution. Upon completion of the algorithm at each resolu- 
tion, the approximate boundary is drawn between blocks labelled differently. 
This approximation inevitably results in blocking artifacts shown in Figure 
5.10-Figure 5.14. Although refinement at successive levels of finer resolu- 
tion (smaller block size) does alleviate the uncertainty, the blocking artifacts 
still remain. Furthermore, since the initial configuration of a level, except 
the nominal top level, depends on the boundary information detected at its 
immediate ancestor level, the inaccuracy of the boundary approximation may 
be propagated. To overcome these shortcomings, we describe in this chapter 
a boundary process which is based on the same underlying MMRF framework 
as the region process introduced in Chapter 4 and complements the region 
process, giving improved boundary estimates at little extra computational 
cost. 
Employing the same MFT-MRF framework at each level, the textured 
image is first segmented using the region process. Following the completion 
of the region-based phase, all of the image blocks on either side of the prelimi- 
nary boundary are treated as potential boundary-containing blocks (PBCB). 
The orientation and the centroid of the boundary-segment contained in each 
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PBCB are estimated. The set of PBCB's is then modelled as a MRF and 
the interaction energy between each pair of neighbouring blocks is defined 
as a function of the `distance' D between the centroids of the two boundary 
segments. Again stochastic relaxation simulating annealing is adopted to 
maximise the a posteriori probability for assigning boundary-containing/non- 
boundary-containing labels to the PBCB's. Once the algorithm converges, 
the centroids of the identified boundary blocks are connected to form a re- 
fined boundary, which is then propagated to the next resolution for further 
refinement. 
5.1 Boundary-based Process 
When the region process is completed and the boundary process assumes the 
refining task, all the blocks on either side of the preliminary boundary are 
treated as PBCB's because we are not certain through which of them the 
boundary actually goes. Figure 5.1(a) shows the segmentation result of a 
textured image using the region process only. The shaded blocks in Figure 
5.1(b) are the PBCB's along the preliminary boundary. 
The objectives of the boundary process are: first, to estimate the orien- 
tation and centroid of the boundary segment in each of the PBCB's so that 
the position of the boundary segments can be estimated, secondly, to classify 
the PBCB's into boundary-containing and non-boundary-containing classes 
based on the estimated orientations and centroids, so that the boundary can 
be more accurately approximated by connecting the boundary segments con- 
tained in the blocks labelled boundary-containing and the blocking artifacts 
of the segmentation result of the region process can be eliminated. 
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Figure 5.4: A pair of Sobel operators for detecting intensity gradient. The 
left one is for detecting the amount of change in vertical direction while the 
right one is for the horizontal direction. 
5.1.2 Estimating Boundary Centroid 
Having estimated the orientations we still need more information to locate 
the boundary segments. The centroid of the boundary segment contained in 
each block is therefore calculated using a method similar to Calway's [15]. As 
described in [15][29][95] and [113], for an edge or boundary segment between 
regions of homogeneous gray levels, the spatial information is contained in 
the phase of the Fourier transform. The spatial position of the centroid of 
such a linear feature can be estimated by averaging the phase difference over 
all frequencies. The spectrum of a local linear feature may be written as [29] 
J(u, v) = 1(u, v) e-j(uz+y) (5.1) 
where (x, y) is the position of the centroid of the linear feature and 
i (u, v) is 
the spectrum of a feature at (0,0). Because of Hermitian symmetry only the 
coefficients in a half-plane as shown in Figure 5.2(d) have to be averaged. 
The autocorrelation coefficients of the image spectrum in both the u and 
v dimension respectively are 
= 
Eu, 
v EAB 
f (u, v) f (u + U', V) 
PU If (U, V) I2 
(5.2) 
Fu, 
v Eee 
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= 
Eu, 
vE6g 
f(u, v) f*(u, v'+'v') 
Pv (5.3) Eu, 
v Eeg If(u, v)I2 
where u' and v' are sampling intervals in u and v dimensions respectively. By 
substituting Equation (5.1) for both Equations (5.2) and (5.3), the estimate 
of the centroid position (x, y) can be given as 
xo = 
Arg(p) 
(5.4) 
u, 
Yo = 
Ar9(Pv) 
(5.5) 
v, 
Since the sampling intervals in this work are N, Equations (5.4) and (5.5) 
become 
N"Arg(p ) (5.6) ýo = 27r 
N" Ar9(Pv) 
(5.7) Yo = 21r 
However, for a natural image with two textured regions as shown in Figure 
5.3(a), the signature of the real boundary segment in the frequency domain 
as shown in Figure 5.3(c) is `drowned' by the signatures of the texture fluc- 
tuation and tiny edges. Using Calway's method without any modification is 
not sufficient to achieve the goal of detecting the centroid. Thus, instead of 
taking into account all the Fourier coefficients in one half plane of the spec- 
trum, we use only those within a strip along the orientation estimated using 
the method described in Section 5.1.1 as shown in Figure 5.3(e). This reduces 
the influence of texture fluctuations and separates the texture boundary from 
the texture features. 
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are also PBCB's on the same level are included in the neighbourhood system, 
i. e. 
A/, = {(i + i', j+ j') I (i, j) are the coordinates of site s; 
i', j' = ±1, (i + i', j+ j') is a PBCB} (5.8) 
The clique system adopted is still C= C2 (cf Chapter 4) and the label set 
r has only two elements, i. e. r= {boundary - containing, non - boundary - 
containing}. 
Definition of Interaction Energy To define interaction energy, the clique 
potential has to be specified first. In this work, the potential between a site s 
and each of its neighbours s' is defined as a function of A3, A,, and a `distance' 
measure D between the estimated boundary segments. The `distance' D is 
demonstrated in Figure 5.6 and defined as 
(5.9) D= II1I(Sin(81) + Sin(ez), 0< el, el < 7r/2 
where l is the vector joining the centroids of the boundary segments within 
the two blocks, and 01 is the angle between l and one of the boundary seg- 
y 
ments and 02 is the angle between l and the other segment. From Fig- 
ure 5.6, we can see that the more smoothly aligned a boundary segment 
pair, the smaller the 0 and 02, therefore, the shorter the `distance' between 
them. If this is the case, both blocks are more likely to be boundary contain- 
ing, a smaller cost (potential) is imposed to encourage labelling both blocks 
boundary-containing. If the `distance' is relatively large, it is less likely that 
both sites are boundary containing, and a higher cost should be imposed to 
discourage labelling both blocks boundary-containing. This is to say that the 
potential energy V(P A,,, D) is proportional to `distance' D. For example, 
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Figure 5.6: `Distance' between boundary segments 
in Figure 5.5 , 
11 11 between blocks (0,3) and (0,4) is about the same as that 
between blocks (0,3) and (1,3). However, 01 and 02 associating blocks (0,3) 
and (0,4) are relatively close to 2 while 01 and 02 associating blocks (0,3) and 
(1,3) are relatively close to 0, thus the distance D between (0,3) and (0,4) 
is much longer than that between (0,3) and (1,3). Therefore, we can expect 
that blocks (0,3) and (1,3) are more likely to be labelled boundary-containing 
while block (0,4) is to be labelled non-boundary-containing. Based on the 
above argument, the potential between sites s and s' is defined, in a fashion 
similar to Equation (4.23), as following 
n ao -2, 
if as =A Ip 
'\. #)h ,/ D2 
1'(ýa> >ºsý, D) _ (5.10) 
D2 In 0W J2i if '\S a31 
where Qw and o in Equation (5.10) are defined respectively as 
Qw = the average of the smallest 50 % of square distances (D2) (5.11) 
or; = the average of the largest 50 % of square distances (D2) (5.12) 
The reason we take 50% of the distances for calculating Qu, and ao is be- 
cause about 50% of the PBCB's are boundary-containing and non-boundary- 
containing, respectively. Based on the same reason, letting P(A3 = as, ) = 
P(), 96 A,, ) in Equation (5.10) is a reasonable choice and is not likely to 
affect the final labels significantly. 
Since a strong gradient indicates the presence of a boundary segment 
with high probability, we also make use of the magnitude of the gradients 
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as a measure to classify PCBC's. If the gradient magnitude of a block is 
stronger than its neighbour on the other side of the preliminary boundary, 
it is more likely that the boundary goes through this block rather than the 
other. So in this case, we add a negative cost £ to the total interaction 
energy to encourage the assigning of boundary-containing label to the block. 
Otherwise E is set to 0. 
Treating the four image borders as part of region boundaries, we can im- 
pose a fundamental constraint on the algorithm that a boundary is continuous 
without any disruptions in between boundary-containing blocks. This con- 
straint can be simply encoded into the interaction energy function by impos- 
ing that at least one of the two PBCB's next to the preliminary boundary seg- 
ment detected in the region process should be labelled boundary-containing. 
If the assigning of a non-boundary-containing label violates the boundary con- 
tinuity constraint a positive energy P is added to the interaction energy as 
a penalty, otherwise, P= 0. 
Based on the above discussions, the total interaction energy of each po- 
tential boundary-containing block with all its neighbours is therefore defined 
as 
U(A, kv., DN. ) D) -}- E+P (5.13) 
eEN, 
where DN, represents the distances between the sites within the neighbour- 
hood Ar,. Now let each block be a random variable taking values from the set 
I' = {boundary-containing, non-boundary-containing} and A be a set of label 
configurations of the sequence of potential block-containing blocks. A Gibbs 
distribution on the A-space can be defined in the same form as Equation 3.11, 
but using the energy defined in Equation 5.13 and the neighbourhood defined 
in Equation 5.8. 
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The task now is to find the maximum a posteriori (MAP) A3, i. e. A= 
arg maxP(AsIAN, ). Due to ergodicity of Gibbs Sampler, initialising the 
labels of the PBCB's randomly will not affect the final configuration. How- 
ever, this makes the algorithm slower to converge. As mentioned previously, 
one of the blocks next to a preliminary boundary segment must be a real 
boundary-containing block. Therefore, to reduce the computational cost, 
instead of initialising the labels randomly, for each block pair next to the 
preliminary boundary segment, we assign the label boundary-containing to 
the block with stronger gradient magnitude and non-boundary-containing to 
the other. When the simulated annealing process converges, the boundary is 
then connected. In this work we simply connect the centroids of the identified 
neighbouring boundary blocks to form the refined boundary. 
A boundary is not only supposed to be continuous but also one site wide 
or the connecting operation will result in `spaghetti' effects. Unfortunately, 
the requirement of one site width is not guaranteed to be met, therefore, 
a few spurious boundary-containing sites may appear when the algorithm 
converges. Observations suggest that a spurious boundary-containing block 
always appears as a boundary terminator. A boundary terminator can be de- 
fined as a site labelled boundary-containing which is isolated by non-PBCB's 
or blocks labelled non-boundary-containing in at least five directions within 
a 8-neighbourhood. The possible boundary terminators are shown in Figure 
5.7. To meet the width requirement, these boundary terminators have to 
be turned off. The reason boundary terminators are not penalised during 
the sampling process is that this will not only penalise spurious boundary- 
containing blocks but also prevent a boundary from forming, because the real 
boundary-containing blocks next to the broken spots of the forming boundary 
5.2 Data Propagation Across Resolutions 
.r 
o 
a 
J6 
0 
''b, i ýl 
h, lie ll, I(ll V-CoWa1Iled 
lýý ; of fl('U hrýtntdurý-corttuinecl or nom-PBCB 
12, S 
I i°ttrP : ý..: 12 tyfpe s of boll ndarr/ t(iifl/fa tnr. Tli(1 1('rttºinator of ('a("1i ("a(' is 
th(' (ctitrd ; it(' witltitt the 8-neigltimul-omi. 
ilpj)l'; II ; I, 
Im11111L11"v tt'1'llllll; ltO1'5 too. 
5,2 Data Propagation Across Resolutions 
iji(< fill ', I f-mill; 1i v hll'(k, arr i(irutili('(l. l, uitn(lat'v ittf0rutatiOtt ik prup- 
ýý; ýiI II (I' ii ItI tlW ]wyt 
level ; 111(1 tltee al uritltnº I('1)V, tts at ille new level. Ill lul 
tIii, tttl)(IPl uuf l, II)(-( ""in The ('stimat('l" at IcV. ('I /' . Ht( t as a "(di t utttittaint (m 
tI1O, (, at Iýýýýý1 A+I. 1)CI I; IIi, ing it t("itt5itit('tt(. iees Iwt ýýýýýýtt uI s(<tles. I he 
jtiI IttI ttio)tt iý v111l)lO\c(1 to 
ItIº(ý It lit 1; 11 º Ig II r; ºt iMl Of t1ºr r( ý, iuu l) rº ess , 1t t ho II c xt 1('N 
I ulike th'ir º"OºtuterJ)arts in tlu rº';; iuu i)rm"('SS. Ili' 1>urnu(laIies º'Sti- 
5.2 Data Propagation Across Resolutions 129 
mated in the boundary process are curved, so they cannot be propa- 
gated down to the next level (level k+ 1) in the same manner as in the 
region process. Figure 5.8(a) shows the final configuration of the re- 
gion process with the superposition of the curved boundary estimated 
in the boundary process at level 3. Note that although there are 5 re- 
gions detected in the region process the curved boundary detected by 
the boundary process divides the image into two regions - the real sit- 
uation. This is demonstrated in Figure 5.8(b) where, with each region 
closed by the detected boundary and the four image borders, all the 
pixels are assigned the same label. The grids are added to demonstrate 
the size of the blocks/sites at level 3. Figure 5.8(c) shows the initial 
label configuration at level 4. Note that within each region, all the sites 
completely enclosed in that region are assigned the same label. How- 
ever, for those sites which the boundary detected at the upper level 
goes through, their labels depend on what region most of their pixels 
belong to. 
2. Calculate P(A, =A f) and P(a, 0A f) in Equation 4.24 and P(A, = A8' 
and P(A A,, ) in Equation (4.23). By comparing Figure 4.12(b) and 
Figure 5.8(c), it is apparent that, for any levels other than the nominal 
top level, we can define P(\, _ Af) and P(A3 f) in Equation (4.24) 
in exactly the same way as we did in Equation (4.33), and P(A5 = Ast) 
and P(. \, 0 A,, ) in Equation (4.23) in exactly the same way as we did 
in Equation (4.34). 
3. Calculate mean gray level of each segmented region which, in turn, is 
to be used at the immediate level below in the calculation of potential 
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Vf (As7 ) X3 f), o,, 2,, f and Qo f in Equation (4.24). 
In summary, the complete algorithm can be described as shown in Figure 
5.9. 
5.3 Experiments 
In Chapter 4, the segmentation results of the region process were shown. 
To compare the performances between the algorithm utilising only region 
process and the one integrating both region and boundary processes, the five 
textured images used in Chapter 4 are tested again. 
From Figure 5.10-5.14, it is easy to see that without the boundary pro- 
cess the estimated boundary looks blocky and the error rate is higher. This 
is clearest in Figure 5.10(a) at level 3 where the image is segmented into five 
different regions with three spurious ones along the real boundary. However, 
by applying the boundary process, the spurious regions are eliminated and 
the boundary is significantly refined as shown in Figure 5.10(b) at the same 
level. This not only improves the segmentation result at a given level but 
will also gives the next level a better initial label configuration which will 
result in a more accurate boundary at the next level. 
The segmentation error rates of Figure 5.10-5.14 at different levels shown 
in Table 5.1-5.5 demonstrate the merit of the boundary process. Note that 
the error rates at levels 5 and 6 are similar. This represents the inherent 
uncertainty in the segmentation 
[133]. For some cases, the error rates after 
the execution of region process at level 6 are even higher than the error rates 
after the execution of boundary process at level 5. This not only represents 
the inherent uncertainty in the segmentation but also demonstrates the ad- 
vantage of incorporating the boundary process. Table 5.1-5.5 also list the 
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1. high-pass filter the input image 
2. current level k= nominal top_level 
3. execute region-based process 
3.1 extract texture feature measurements Xss'm 
3.1.1 perform multiresolution Fourier Transform 
3.1.2 extract texture features from each sites 
3.2 Segment current level using Gibbs Sampling scheme 
3.2.1 for all sites, label each site based on MAP 
3.2.2 if converge then continue; else go to step 3.2.1 
4. execute boundary-based process 
4.1 estimate boundary segments 
4.1.1 estimate orientation of boundary segments 
4.1.2 estimate centroid of boundary segments 
4.2 identify boundary-contained blocks using Gibbs Sampling scheme 
4.2.1 for all PBCB's, label each one based on MAP 
4.2.2 if converge then continue; else go to step 4.2.1 
4.3 connect boundary segments 
5. if current level = nominal bottom level then go to step 7; 
else propagate information to next level (level k+ 1) 
6. current level k=k+1; go to step 3 
7. stop 
Figure 5.9: Texture segmentation algorithm integrating region and boundary 
processes. 
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numbers of iterations per pixel (# i/p) at different level for each experiment. 
Note that the # i/p's in the region process are copied directly from Table 
4.3 because they are not expected to vary much. Also, note that # i/p's in 
the boundary process tends to increase as the algorithm descends the image 
pyramids because the sampling in boundary process is not conditioned on 
the result of previous level. Therefore, even constants C and I are given 
lower values at lower levels the key factor deciding # i/p's is the popula- 
tion of PBCB's. Comparing the # i/p's of region and boundary processes in 
Table 5.1-5.5, it can be seen clearly that the extra computational cost for 
adding boundary process is negligible. 
Again, as at the end of Chapter 4, comparing Lu and co-worker's [83] 
result (error rate 4.5%) with ours in Table 5.4 (the classification error rate 
of Image IVin Figure 5.13), we can see that after the execution of boundary 
process on level 4, the error rate of our algorithm drops down to 3.3% which 
has shown its superiority over Lu's algorithm. At level 6, the error rate of 
our algorithm drops down to 2.1% only. Comparing to the best result of 
Wilson and Spann's algorithm applied to Figure 5.10 in [133] (1.8 classifica- 
tion error per boundary point or equivalent error rate 4.7%), the worst result 
our algorithm obtained when it is applied to Image II in Figure 5.11 is only 
at an error rate 1.9%. Actually the error rate at level 4 (2.8%) of Image II 
(see Table 5.2) - the one with the worst result, has dropped below the best 
result Wilson and Spann's method obtained (4.7%). 
5.4 Conclusions 
In this chapter, we have shown that integrating region and boundary infor- 
mation for segmenting textured image using multiresolution Markov Random 
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Table 5.1: Segmentation error rates and number of iterations per pixel (# 
i/p) for Image I. 
level C I Region Process Boundary Process 
k Error rate (%) # i/p Error rate (%) # i/p 
3 8 3 7.053 0.189 3.079 0.018 
4 6 1 1.640 0.074 1.059 0.009 
5 4 1 1.265 0.349 0.485 0.016 
6 3 1 0.716 2.191 0.365 0.045 
Total # i/p 2.803 0.088 
Table 5.2: Segmentation error rates and number of iterations per pixel (# 
i/p) for Image II. 
level C I Region Process Boundary Process 
k Error rate (%) # i/p Error rate (%) # i/p 
3 8 3 13.075 0.340 7.890 0.014 
4 6 1 2.945 0.129 2.779 0.017 
4 1 2.000 0.562 1.840 0.046 F: 
6 3 1 1.851 2.626 1.877 0.100 
Total # i/p 3.657 0.177 
Table 5.3: Segmentation error rates and number of iterations per pixel (# 
i/p) for Image III. 
level C I Region Process Boundary Process 
k Error rate (%) #-i/-p Error rate (%) # i/p 
3 8 3 6.953 0.186 3.032 0.002 
4 1 1.807 0.066 1.645 0.005 
5 4 1 1.035 0.531 0.647 0.026 
6 3 1 0.848 2.499 0.693 0.088 
Total # i/p 3.282 0.121 
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Table 5.4: Segmentation error rates and number of iterations per pixel (# 
i/p) for Image IV. 
level C I Region Process Boundary Process 
k Error rate (%) # i/p Error rate (%) # i/p 
3 8 3 6.892 0.202 6.847 0.005 
4 6 5.852 0.125 3.328 0.020 
5 4 3.603 0.594 2.068 0.087 
6 3 2.237 2.620 2.100 0.188 
Total # i/p 3.541 0.300 
Table 5.5: Segmentation error rates and number of iterations per pixel (# 
i/p) for Image V. 
level C I Region Process Boundary Process 
k Error rate (%) # i/p Error rate (%) # i/p 
3 8 3 2.600 0.182 4.289 0.001 
4 6 1 1.645 0.058 1.816 0.007 
5 4 1 1.498 0.250 1.518 0.012 
6 3 1 1.395 2.064 1.170 0,029 
Total # i/p 2.554 1.571 
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Fields (MMRF) significantly improves the segmentation results. Since the 
boundary process uses exactly the same statistical approach (MMRFs with 
simulated annealing) as that used in the region process, the generality, effi- 
ciency and consistency of the overall framework are maintained. The extra 
computational cost of including boundary process is insignificant relative to 
that of the region process because only the potential boundary-containing 
blocks are involved in the sampling and the calculation of interaction energy 
is much easier than that defined in region process. 
The method currently adopted to connect the refined boundary is simply 
connecting the centroids of the identified neighbouring boundary blocks. This 
leaves room for further improvement and we are currently investigating better 
connecting techniques to refine the boundary. 
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Figure 5.12: Segmentation results of Image III. (a) The results before the 
boundary process is executed at level 3 to 6 respectively. (b) The results 
after the boundary process is executed at level 3 to 6 respectively. 
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level 3 
level 4 
level 5 
level 6 
lal (b) 
Figure 5.13: Segmentation results of Image IV. (a) The results before the 
boundary process is executed at level 3 to 6 respectively. (b) The results 
after the boundary process is executed at level 3 to 6 respectively. 
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level 3 
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l iguree 5.1.1: Segmentation results of Image V. (a) The results before the 
boundary process is executed at level 3 to 6 respectively. (b) 
The results 
aftcT the boundary process 
is executed at level 3 to 6 respectively. 
Chapter 6 
Conclusion 
In this thesis, a new approach to texture segmentation, based on a Multires- 
olution Alarkov Random Field, has been presented. The theory has been 
described and experimental results have been used to show its effectiveness 
in segmenting a variety of images. A way of integrating region and boundary 
processing was also proposed and has been shown to be effective in improving 
the segmentation performance. 
6.1 Thesis Summary 
The objectives of this thesis were to give a general idea of what texture is 
and what texture analysis is all about. We introduced a set of texture feature 
descriptors to represent the characteristics of textures and, based on this set 
of feature descriptors, a robust unsupervised multiresolution segmentation 
algorithm integrating region and boundary information. 
Although the term `texture' in the context of image processing and com- 
puter vision so far remains undefined formally, a description of the commonly 
accepted concept of texture is given in Chapter 1. Based on this concept, 
some issues frequently encountered in the literature were addressed, namely: 
description and extraction of features, texture discrimination and texture 
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segmentation. 
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The task of texture segmentation is non-trivial. For instance, there are 
no clear answers to the questions "what is an object? " and "what makes 
it so important that it should be treated and detected as a region from its 
surrounding environment? " The uncertainty about `what is where' plays 
an important and tricky role in texture analysis. The majority of texture 
segmentation methods still perform under human supervision. These super- 
vised segmentation methods require a priori knowledge about the number 
of texture regions present in the image and training in advance so as to es- 
tablish a texture property database on which to base the discrimination and 
segmentation methods. 
In Chapter 2, a survey of the notable methods of feature extraction and 
texture segmentation was carried out to reflect the issues addressed in Chap- 
ter 1 and how they have been tackled by various workers. In the latter 
part of Chapter 2, segmentation methods were divided into three categories: 
region-based, boundary-based, and hybrid categories. In general, the main 
difference between region-based and boundary-based methods is that the for- 
mer are concerned with feature homogeneity and attempt to group pixels or 
blocks with similar features together, while the latter are concerned with 
the feature inhomogeneity and attempt to detect boundaries between blocks. 
Often, region processes do not make use of boundary information, so that 
when a relatively larger window is used, the confidence on the boundary 
position is limited. Furthermore, for region growing methods, segmentation 
results depend on the underlying growing algorithm and how the seeds are 
placed. For split and merge methods, the criteria for splitting and merging 
have to be specified. On the other hand, boundary processes seldom use 
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region information and as a result, ensuring boundary continuity and thin- 
ness poses a challenge to the algorithms. To overcome the shortcomings of 
both processes, it is preferable to integrate the two. However, how this may 
be possibly achieved is not obvious and so far the possibility has been less 
widely explored [3] [77] [98] [138]. 
In Chapter 3, the goal of segmentation algorithms was discussed. Based 
on an understanding of the segmentation goal, we described the mathemat- 
ical background of Markov Random Fields (MRF) and how multiresolution 
approaches can be employed to alleviate class-position uncertainty. MRF's 
are one of the most popular models for texture analysis in recent years. Sev- 
eral issues surrounding the application of MRF's were raised and some simple 
experimental examples which put MRF theory to the test were also given. 
Despite the desirable attributes of the MRF framework, the assumption 
of Markovianity allows the global information such as texture features to be 
communicated only through local interactions within a defined neighbour- 
hood. This inherent shortcoming calls for some remedy. In addition to this 
drawback, NIRF models at single resolution do not provide a solution to the 
issue of uncertainty addressed in Chapter 1. Similarly, some texture features 
which occur at one scale or resolution do not necessarily appear at another. 
Applying MR. F at a single resolution is likely to lose some important features 
which are essential to successful segmentation. To circumvent these short- 
comings, multiresolution approaches appear to be intuitive and efficient with 
the following advantages: 
" Multiple resolution approaches allows global information (e. g. texture 
class) and local information (e. g. texture boundary position) to prop- 
agate smoothly across different resolutions. 
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" Class-position (what-where) uncertainty is alleviated via information 
fusion at different resolutions, which leads to localisation in both class 
space and boundary position. 
" Texture features occurring at different resolutions or scale can be picked 
up within a multiresolution scheme. 
In Chapter 4, we presented a new algorithm using Multiresolution Markov 
Random Fields (MMRF) described in Chapter 3, which partitions a textured 
image into regions, with each possessing homogeneous texture properties. 
The algorithm consists of a texture feature extraction stage followed by a 
segmentation one which requires no a priori knowledge about the number of 
textured regions present in the image. The Multiresolution Fourier Trans- 
form (MFT) is first applied to a high-pass version of a textured image to 
create an image pyramid as described in Section 3.4. A set of four spatially 
localised texture features is then extracted from each block of the image pyra- 
mid to describe it. Each set of texture features is based on a two-component 
model of texture, in which one component is an affine deformation, represent- 
ing the structural or deterministic elements and the other is a stochastic one 
based on the local Fourier energy spectrum. Based on the extracted feature 
sets, each level of the image pyramid is modelled as a Markov Random Field 
and stochastic relaxation is adopted to maximise the posterior likelihood in 
assigning one of the class labels to the block (site) being visited. Upon con- 
vergence of the algorithm at a given level, the segmentation result containing 
texture class and boundary information is propagated from low spatial res- 
olution to high spatial resolution to minimise class-position uncertainty, by 
repeating the algorithm at the next level. Experiments on the segmentation 
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of natural textures at the end of the chapter have shown the computational 
efficiency and robustness of this multiresolution segmentation method. 
However, the algorithm in Chapter 4 makes use of only region informa- 
tion. When the algorithm converges at each resolution level, the approxi- 
mated boundary is drawn between blocks of different texture classes. This 
approximation inevitably results in block artifacts. Although refinement at 
successive levels of resolution (smaller block size) does alleviate the uncer- 
tainty, the block effect remains. 
To overcome these shortcomings, a boundary-based process, using bound- 
ary information and the same MMRF framework to complement region pro- 
cess and give improved boundary estimates at little extra computational cost, 
is proposed in Chapter 5. At each resolution level, a preliminary boundary 
is first approximated using the region process. Following the completion of 
the region process, the boundary process assumes the task of boundary re- 
finement and all the image blocks on either side of the preliminary boundary 
approximated are taken as potential boundary-containing blocks (PBCB's). 
The orientation and the centroid of the boundary-segment contained in each 
PBCB are estimated so that a `distance' measure based on them can be 
calculated and encoded in the interaction energy function between pairs of 
PBCB's. ' The set of PBCB's is then modelled as a MRF and undergoes an 
optimisation process to detect the real boundary-contained blocks. Again 
simulated annealing is adopted to maximise the a posteriori probability for 
assigning boundary/non-boundary labels to the PBCB's. Upon completion 
of the algorithm, the refined boundary is formed by connecting the centroids 
of the blocks with boundary label and propagated to the next resolution for 
further refinement. 
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6.2 Limitations and Future Work 
Although the complementary boundary process does improve the segmenta- 
tion results of the region process, the two processes are performed sequentially 
in this work, i. e. the regional information and boundary information are not 
employed concurrently. Should there be any `leakages' - small disparities be- 
tween neighbouring blocks belonging to different regions, across the texture 
boundary, the region process will have difficulty detecting the boundary and 
sites on both sides of the boundary will be classified as belonging to the same 
class. The boundary process is not designed to counter the mislabelling due 
to leakages, but only to identify the boundary-containing blocks along the 
preliminary boundary estimated by the region process. Thus, this leakage 
effect can result in having two or more regions with significantly different 
textural properties being assigned the same class labels and being connected 
with narrow `bridges' over the leakages. The whole algorithm can thus be 
defeated by tiny leakages. One way to prevent this from happening is to 
make sure that between any site pairs, at least one of the components of the 
textural feature set is sensitive enough to detect the presence of a boundary, 
should there be one. This reasoning seems to suggest the use of a bigger 
feature set. However, there is still no guarantee that leakages can be pre- 
vented and on the other hand, as we mentioned in Chapter 2, too many 
features will downgrade the efficiency of the segmentation algorithm and the 
segmentation result. We expect that if the region and boundary processes 
are executed concurrently then the problem of leakage can be tackled without 
using a larger feature set. 
The method we proposed in Section 4.2.3 to counter the deadlock (some- 
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times called over-segmentation) problem is by and large heuristic. Since 
there is no real boundary or significant difference between over-segmented 
neighbouring regions, executing region and boundary processes concurrently 
may be able to avoid this problem, because boundary-containing blocks only 
emerge along real boundary. 
The method currently adopted in boundary process to connect the refined 
boundary is simply connecting the centroids of the identified neighbouring 
boundary blocks. This leaves room for further improvement and we are 
currently investigating connecting techniques to refine the boundary. 
6.3 Concluding Remarks 
In summary, the main contributions of this work are: 
1. Multiresolution segmentation is placed on a sound footing using MRF's 
in conjunction with stochastic relaxation. 
2. A way of combining region and boundary processing to improve the 
performance is found. 
3. The two-component texture model proposed by Hsu [49] is shown to 
be useful in segmentation. We demonstrate that the warping error is a 
good measure to discriminate structural textures. 
4. The algorithm is designed to work without human supervision. a priori 
knowledge on the features and number of textures in the input image 
need not to be specified, so a training phase is unnecessary. 
Although much work remains to be done, the results obtained so far 
compare favourably with those reported elsewhere. 
Appendix A 
List of Publications 
" Chang-Tsun Li, Roland Wilson, "Textured Image Segmentation Using 
Multiresolution Markov Random Fields and a Two-component Texture 
Model", in Proc. 10th Scandinavian Conference on Image Analysis, 
Lappeenranta, Finland, 1997. 
" Chang-Tsun Li, Roland Wilson, "MRF Approach to Texture Segmenta- 
tion Integrating Region and Boundary Information", in Proc. IASTED 
International Conference on Signal and Image Processing, New Orleans, 
USA, 1997. 
. Chang-Tsun Li, Roland Wilson, "Image Segmentation Based on a Mul- 
tiresolution Bayesian Framework", Submitted to IEEE International 
Conference on Image Processing, 1998. 
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