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Abstract
We apply the higher-order tensor renormalization group to the lattice CP(N − 1) model in two
dimensions. A tensor network representation of the CP(N −1) model in the presence of the θ term
is derived. We confirm that the numerical results of the CP(1) model without the θ term using
this method are consistent with that of the O(3) model which is analyzed by the same method in
the region β ≫ 1 and that obtained by the Monte Carlo simulation in a wider range of β. The
numerical computation including the θ term is left for future challenges.
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I. INTRODUCTION
One possible way to avoid the sign problem is to simply abandon Monte Carlo simulation.
Levin and Nave proposed the tensor renormalization group (TRG) in Ref. [1], where they
study two-dimensional classical systems. This method has no sign problem because it does
not consider the Boltzmann weight as a probability of generating field configurations. This
method makes it possible to calculate the partition function approximately based on the
singular value decomposition. The TRG method comprises mainly two steps. The first
step is to construct a tensor network representation of the partition function. The detail is
described in the next section. The second step is to decrease the number of tensors under
control of systematic errors. After that, one can finally compute the partition function
approximately by contracting all indices of a few coarse grained tensors. While the original
TRG was a method studying two-dimensional systems, Xie et al.[2] introduced the higher-
order TRG (HOTRG) as an extension to higher-dimensional systems, which is based on the
higher-order singular value decomposition.
One example of systems having the sign problem is a system including the θ term. The
QCD Lagrangian naturally includes this term, which breaks CP symmetry. θ is a free
parameter; for example, it takes from 0 to 2pi. From the experiment of the neutron electric
dipole moment, however, the parameter has the upper bound |θ| < 10−10 [3, 4]. Why is
the free parameter θ so small? This puzzle is the so-called strong CP problem. In order
to answer the question, lattice QCD simulation including the θ term is desirable, but the
presence of the θ term causes the sign problem.
Instead of approaching QCD directly, it is reasonable to start to investigate its toy model,
the CP(N − 1) model, which shares many features with QCD and has the θ term too. A
long time ago, Schierholz suggested an interesting scenario to solve the strong CP problem
in the CP(N − 1) model by analyzing the phase diagram in the β - θ plane [5]. In the
phase diagram, there are two phases, the confining phase and deconfinement phase (Higgs
phase), which are distinguished by observing “flattening” of free energy, and it was argued
that in the continuum limit, if θ = 0 is the only choice in the confining phase, the strong
CP problem would be resolved. To confirm this result, the authors of Refs. [6, 7] also
investigated the similar phase diagram by a similar way as Schierholz, where they used the
Monte Carlo method and computed the partition function in the presence of the θ term
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Z(θ) by computing the topological charge distribution P (Q). However, they insisted that
the main reason of the “flattening” of free energy is due to the statistical fluctuation of
P (Q) in their analysis. On the other hand, Plefka and Samuel [8] supported Schierholz’s
result by using another method, the strong coupling expansion, but they could not confirm
whether θ must be taken to zero in the continuum limit since they truncated higher-order
corrections. Although it is not clear that the solution can be directly applied to QCD, it is
interesting to verify the scenario with another method, namely the TRG approach which is
free of the sign problem. Moreover, this method can drastically reduce the truncation error
in an expansion of β.
In particular, the CP(1) model, which is equivalent to the O(3) model, is interesting since
it is connected with a verification of the Haldane conjecture [9, 10]: the two-dimensional O(3)
nonlinear sigma model with θ = pi is gapless. In order to prove this conjecture, Monte Carlo
simulations for the O(3) model with the θ term were conducted in various methods. In spite
of the presence of the sign problem, the extended cluster algorithm [11–13] and the refined
analysis [14–16] made the calculation feasible. As a result, the second-order phase transition
at θ = pi was found and it was shown that the observed critical exponents belong to the
universality class of the Wess-Zumino-Novikov-Witten (WZNW) model with a topological
coupling k = 1 [17–19] as expected [20, 21]. Furthermore, the phase structure of the two-
dimensional CP(1) model in the presence of the θ term was also investigated by the Monte
Carlo simulation [22]. The universality class, however, turned out to be different from that of
the WZNW model. Therefore it is worthwhile to assess the universality class and reanalyze
the phase structure by using the sign-problem-free method, i.e., tensor renormalization group
methods.
Our purpose in this paper is to apply the HOTRG to the CP(N − 1) model in two
dimensions. The organization of this paper is as follows: In Sec. II, we present a tensor
network representation of the CP(N − 1) model including the θ term, in Sec. III we show
the numerical results at θ = 0, and in Sec. IV we give our conclusions.
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II. TENSOR NETWORK REPRESENTATION OF THE CP(N − 1) MODEL
The partition function of the lattice CP(N − 1) model in two dimensions as a function
of inverse coupling constant β and the parameter θ is given by
Z =
∫ ∏
x
dz(x)
∏
x,µ
dUµ(x) e
−Sθ , (1)
where
Sθ = −βN
∑
x,µ
[
z∗(x) · z(x + µˆ)Uµ(x) + z(x) · z∗(x+ µˆ)U †µ(x)
]
− i θ
2pi
∑
p
qp, (2)
dz(x) ≡ dNz(x)dNz∗(x)δ(|z(x)| − 1), (3)
and za(x) is theN -component complex scalar field (a = 1, · · · , N) of unit length, z(x)·z(x) ≡
z∗a(x)za(x) = 1, and Uµ(x) is the link variable described by the auxiliary vector field Aµ(x),
i.e., Uµ(x) = exp{iAµ(x)}. The second term in the action is the θ term and
qp = A1(x) + A2(x+ 1ˆ)−A1(x+ 2ˆ)− A2(x) mod 2pi. (4)
In order to obtain a tensor network representation, one has to expand the Boltzmann weight
with new integers and then integrate out the old degrees of freedom (the complex fields z(x)
and the auxiliary field Aµ(x) in this case). In the end, one can obtain a tensor which has
indices of the new integers.
First, we derive a tensor network representation without the θ term and then consider
the θ term. To expand the Boltzmann weight with new integers, we use the characterlike
expansion [8],
exp
{
βN
[
z∗(x) · z(x+ µˆ)Uµ(x) + z(x) · z∗(x+ µˆ)U †µ(x)
]}
= Z0(β)
∞∑
l,m=0
d(l;m)exp[i(m− l)Aµ(x)]h(l;m)(β)f(l;m)(z(x), z(x + µˆ)), (5)
where d(l;m) are dimensionalities of characterlike representations, h(l;m)(β) are characterlike
expansion coefficients, f(l;m)(z(x), z(x+µˆ)) are characterlike expansion characters, and Z0(β)
is the normalization factor which makes h(0;0)(β) = 1. The integers l and m are non-negative
and will become the indices of the tensor shown below.
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FIG. 1: Decomposition of characterlike expansion characters f(l;m)(z(x), z(x + µˆ)).
The characterlike expansion coefficients h(l;m)(β) are expressed by the modified Bessel
functions of the first kind, 1
h(l;m)(β) =
IN−1+l+m(2Nβ)
IN−1(2Nβ)
. (6)
Since the modified Bessel function of the first kind, In(x), decreases rapidly as n increases
with a fixed value of x, one can safely truncate the sum of l and m in Eq. (5) at some order
(say l = m = lmax). The normalization factor is given by
Z0(β) =
(N − 1)!IN−1(2Nβ)
(Nβ)N−1
. (7)
In Appendix A, we show some explicit form 2 of the dimensionalities of characterlike
representations d(l;m) and the characterlike expansion characters f(l;m)(z(x), z(x+µˆ)) for any
integer l ≥ 0. The d(l;m) and f(l;m) are determined so as to satisfy the following conditions,∫
dz f(l;m)(z
′, z)f ∗(l′;m′)(z
′′, z) =
1
d(l;m)
δl,l′δm,m′f(l;m)(z
′, z′′), (8)
f(l;m)(z, z) = d(l;m). (9)
The term, f(l;m)(z(x), z(x + µˆ)), is expressed by the combination of two complex scalar
fields, z(x) and z(x + µˆ). In order to obtain a tensor network representation, one has to
1 We confirm this expression for any integer l ≥ 0 and m = 0, 1, 2, 3.
2 From these examples, f(l;m)(z(x), z(x+ µˆ)) for any l and m is inferred.
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integrate out the complex scalar fields z site by site. For that purpose, it is convenient to
rewrite it as follows,
f(l;m)(z(x), z(x + µˆ)) =
∑
{a}
F
{a}
(l;m)(z(x))F˜
{a}
(l;m)(z(x + µˆ)), (10)
where {a} = a1, a2, · · · , al, a′1, a′2, · · · , a′m, and ai = 1, 2, · · · , N for i = 1, 2, · · · , l, a′j =
1, 2, · · · , N for j = 1, 2, · · · , m. A pictorial expression of this decomposition is given in
Fig. 1. The explicit forms of F and F˜ are shown in Appendix B.
After the decomposition, the last step is to integrate out the old degrees of freedom, z
and A. If we focus on a site x, there are two F s and two F˜ s, as illustrated in Fig. 2. A
tensor expressed in terms of them is given by
Dx((ls;ms),{a})((lt ;mt),{b})((lu ;mu),{c})((lv ;mv),{d})
=
∫
dz(x)
√
d(ls;ms)d(lt;mt)d(lu;mu)d(lv;mv)h(ls;ms)(β)h(lt;mt)(β)h(lu;mu)(β)h(lv;mv)(β)
× F˜ {a}(ls;ms)(z(x))F
{b}
(lt;mt)
(z(x))F˜
{c}
(lu;mu)
(z(x))F
{d}
(lv ;mv)
(z(x)). (11)
FIG. 2: Integrating out the N -component complex scalar field z(x).
The integration of the complex scalar fields, z(x) and z∗(x), can be done analytically thanks
to the integral [8, 23]
∫
dz za1za2 · · · zamz∗b1z∗b2 · · · z∗bk ≡
∫
dNzdNz∗δ(|z| − 1)za1za2 · · · zamz∗b1z∗b2 · · · z∗bk
=(const.)× δmk
(N − 1)!
(N − 1 +m)!
∑
σ∈Sm
δa1bσ1
δa2bσ2
· · · δambσm
≡(const.)× δmk
(N − 1)!
(N − 1 +m)!δ
{a1,a2,··· ,am}
{b1,b2,··· ,bm}
, (12)
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where the sum means all permutations of the indices b. The detail of the tensor D is shown
in Appendix C.
At this point, we mention the integration of the link variable. The character expansion
of the θ term [24, 25] is given by
ei
θ
2pi
qp =
∑
np∈Z
einpϕp
2sin θ+2pinp
2
θ + 2pinp
(ϕp ≡ A1(x) + A2(x+ 1ˆ)− A1(x+ 2ˆ)−A2(x))
≡
∑
np∈Z
einpϕpGnp(θ)
=
∑
np∈Z
einp(A1(x)+A2(x+1ˆ)−A1(x+2ˆ)−A2(x))Gnp(θ). (13)
In contrast to the case of the complex scalar fields, the integration of the link variable is
rather simple. For one link variable, four integers are coupled (Fig. 3):∫ pi
−pi
dA ei(up−tp)Aei(m−l)A = δl−mup−tp
≡ H(l;m)up,tp . (14)
FIG. 3: Integrating out the link variable.
If θ = 0, the indices are selected to up = tp = 0 and the tensor H just gives a constraint
that the integer l is equivalent to the integer m, i.e.,
Gnp(θ = 0) =
sinpinp
pinp
= δnp,0, (15)
H
(l;m)
up,tp
→ H(l;m)0,0 = δl,m. (16)
The combination of these tensors derived above leads to one tensor network representa-
tion,
7
T xstuv ≡T x((ls;ms),{a},sp)((lt;mt),{b},tp)((lu;mu),{c},up)((lv ;mv),{d},vp)
≡Dx((ls;ms),{a})((lt ;mt),{b})((lu ;mu),{c})((lv ;mv),{d})
×H(lt;mt)up,vp H(lu;mu)sp,tp Gtp(θ)δtp,up. (17)
This combination of tensors is depicted in Fig. 4.
FIG. 4: Tensor of the CP(N − 1) model.
III. NUMERICAL RESULTS
By using the tensor in Eq. (17), we apply the HOTRG and obtain the partition function
of the CP(N − 1) model in the case N = 2 and θ = 0, in which case the tensor is given by
T xstuv ≡T x((ls;ls),{a},0)((lt ;lt),{b},0)((lu ;lu),{c},0)((lv ;lv),{d},0)
=Dx((ls;ls),{a})((lt ;lt),{b})((lu ;lu),{c})((lv ;lv),{d}), (18)
where each ai and a
′
j take 1 or 2 for i = 1, 2, · · · , ls and j = 1, 2, · · · , ls and the same holds
for {b}, {c} and {d}. Since this tensor has infinite number of elements, we calculate for
two cases: (i) l = 0, 1 (lmax = 1) and (ii) l = 0, 1, 2 (lmax = 2), which correspond to the
truncation of the sum of the integers l and m in Eq. (5). Due to the truncation, the bond
dimension of the tensor is (4lmax+1 − 1)/3. One can see the weights d2(l;l)h(l;l)(β) in Fig. 5. 3
3 Here, we put the value of f(l;m)(z(x), z(x+ µˆ)) as its maximum, d(l;m).
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FIG. 5: The weights d2(l;m)h(l;m)(β) of the characterlike expansion [Eq. (5)] in the case N = 2 and
l = m. We suppose that d(l;l) =
√
2l + 1 and h(l;l)(β) in Eq. (6) for any l.
For N = 2, d(l;l) equals
√
2l + 1. 4 This figure indicates that the truncation error grows as
β increases.
First, we compare the result of the TRG method (lmax = 1, 2) with that of the Monte
Carlo simulation. Figure 6 compares the average energy of the CP(1) model computed by
the two methods on 4× 4 lattice. The average energy E is defined by
E = − 1
L2
∂
∂β
lnZ, (19)
where L is the linear lattice size. We take the derivative with respect to β numerically in
the TRG method. In our Monte Carlo simulation, we use the Metropolis algorithm and
106 configurations after thermalization are generated for each β. The statistical errors are
estimated by the jackknife method and the autocorrelation time τint = 1− 65. The result of
the TRG method (lmax = 2) is almost consistent with that of the Monte Carlo simulation.
The little difference between the two results is considered to the truncation error lmax = 2
of the HOTRG. It is expected that these two results are consistent at sufficiently large lmax.
Next, Fig. 7 compares the result of the HOTRG with that of the O(3) model on 220×220
4 We confirm this expression for the case l = 0, 1, 2, 3.
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FIG. 6: Average energy of the CP(1) model computed by HOTRG and Metropolis algorithm. The
lattice size is 4×4. The circle marks indicate the results of HOTRG and the triangle marks indicate
the results of Metropolis algorithm.
lattice which is analyzed by the same method. Unmuth-Yockey et al. applied the HOTRG
to the O(3) model in Ref. [26]. By following them, we compute the average energy of the
O(3) model. The energy of the two models is connected to each other in the continuum
limit by the relation
1
β
+ EO(3)(β) = ECP(1)(β) + 6. (20)
Using this relation, we mapped the result of the O(3) model into the graph. In the limit
β →∞, that is, the continuum limit, these two results are expected to be consistent 5 and
in fact such a tendency is observed.
IV. SUMMARY AND OUTLOOK
In this work, we show a tensor network representation of the CP(N − 1) model including
the θ term. It is confirmed that the numerical results of the CP(1) model at θ = 0 using the
5 Here, we assume that the truncation error is small in the large β region.
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FIG. 7: Average energy of the CP(1) model and the O(3) model computed by using HOTRG. The
lattice size is 220 × 220. The circle marks indicate the results of the CP(1) model and the triangle
marks indicate the results of the O(3) model.
TRG method are consistent with that computed by the Monte Carlo simulation and that of
the O(3) model which is analyzed by the same method in the region β ≫ 1.
For our future work, we shall try to do the implementation including the θ term. In the
presence of this term, l no longer equals m. In this case, the computational cost of the TRG
methods turns out to be very expensive, and we may need some techniques to reduce the
cost.
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Appendix A: Some examples of dimensionalities of characterlike representations d
and characterlike expansion characters f
For m = 0,
d(l;0) =
√
(N − 1 + l)!
l!(N − 2)!(N − 1) , (A1)
f(l;0)(z(x), z(x + µˆ)) =
√
(N − 1 + l)!
l!(N − 2)!(N − 1)(z(x) · z
∗(x+ µˆ))l. (A2)
For m = 1,
d(l;1) =
√
(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
N − 1
N − 1 + l , (A3)
f(l;1)(z(x), z(x + µˆ)) =√
(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
[
(z(x) · z∗(x+ µˆ))l(z∗(x) · z(x + µˆ))− l
N − 1 + l (z(x) · z
∗(x+ µˆ))l−1
]
.
(A4)
For m = 2,
d(l;2) =
√
(N + 1 + l)!(N + l)(N − 1 + l)
2!l!N !(N − 1)
N(N − 1)
(N + l)(N − 1 + l) , (A5)
f(l;2)(z(x), z(x + µˆ))
=
√
(N + 1 + l)!(N + l)(N − 1 + l)
2!l!N !(N − 1)
[
(z(x) · z∗(x+ µˆ))l(z∗(x) · z(x + µˆ))2
− 2l
N + l
(z(x) · z∗(x+ µˆ))l−1(z∗(x) · z(x+ µˆ)) + l(l − 1)
(N + l)(N − 1 + l)(z(x) · z
∗(x+ µˆ))l−2
]
.
(A6)
For m = 3,
d(l;3) =
√
(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
3!l!(N + 1)!(N − 1)
(N + 1)N(N − 1)
(N + 1 + l)(N + l)(N − 1 + l) , (A7)
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f(l;3)(z(x), z(x + µˆ))
=
√
(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
3!l!(N + 1)!(N − 1)
[
(z(x) · z∗(x+ µˆ))l(z∗(x) · z(x+ µˆ))3
− 3l
N + 1 + l
(z(x) · z∗(x+ µˆ))l−1(z∗(x) · z(x+ µˆ))2
+
3l(l − 1)
(N + 1 + l)(N + l)
(z(x) · z∗(x+ µˆ))l−2(z∗(x) · z(x+ µˆ))
− l(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l)(z(x) · z
∗(x+ µˆ))l−3
]
. (A8)
Appendix B: Some examples of F and F˜
For m = 0,
F a1,··· ,al(l;0) (z) = C(l;0)z
a1 · · · zal , (B1)
F˜ a1,··· ,al(l;0) (z) = C(l;0)z
∗a1 · · · z∗al , (B2)
with
C(l;0) ≡
(
(N − 1 + l)!
l!(N − 2)!(N − 1)
) 1
4
. (B3)
For m = 1,
F
a1,··· ,al,a
′
1
(l;1) (z) = C(l;1)
[
za1z∗a
′
1 + E
a1a
′
1
(l;1)
]
za2 · · · zal , (B4)
F˜
a1,··· ,al,a
′
1
(l;1) (z) = C(l;1)
[
z∗a1za
′
1 + E˜
a1a
′
1
(l;1)
]
z∗a2 · · · z∗al , (B5)
with
C(l;1) =
(
(N + l)!(N − 1 + l)
l!(N − 1)!(N − 1)
) 1
4
, (B6)
E
a1a
′
1
(l;1) =
√
l
N(N − 1 + l)δ
a1a
′
1 , (B7)
E˜
a1a
′
1
(l;1) = −
√
l
N(N − 1 + l)δ
a1a
′
1 . (B8)
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For m = 2,
F
a1,··· ,al,a
′
1
,a′
2
(l;2) (z)
= C(l;2)
[
za1za2z∗a
′
1z∗a
′
2 + E
a1a
′
1
(l;2) z
a2z∗a
′
2
]
za3 · · · zal , (B9)
F˜
a1,··· ,al,a
′
1
,a′
2
(l;2) (z)
= C(l;2)
[
z∗a1z∗a2za
′
1za
′
2 + E˜
a2a
′
2
(l;2) z
∗a1za
′
1
]
z∗a3 · · · z∗al , (B10)
with
C(l;2) =
(
(N + 1 + l)!(N + l)(N − 1 + l)
2!l!N !(N − 1)
) 1
4
, (B11)
E
a1a
′
1
(l;2) = −
l(N − 1 + l) +√lN(N − 1 + l)
(N + l)(N − 1 + l) δ
a1a
′
1 , (B12)
E˜
a2a
′
2
(l;2) = −
l(N − 1 + l)−√lN(N − 1 + l)
(N + l)(N − 1 + l) δ
a2a
′
2 . (B13)
For m = 3,
F
a1,··· ,al,a
′
1
,a′
2
,a′
3
(l;3) (z)
= C(l;3)
[
za1za2za3z∗a
′
1z∗a
′
2z∗a
′
3 + E
a1a
′
1
1(l;3)z
a2za3z∗a
′
2z∗a
′
3 + E
a1a3a
′
1
a′
3
2(l;3) z
a2z∗a
′
2
]
za4 · · · zal , (B14)
F˜
a1,··· ,al,a
′
1
,a′
2
,a′
3
(l;3) (z)
= C(l;3)
[
z∗a1z∗a2z∗a3za
′
1za
′
2za
′
3 + E˜
a2a
′
2
1(l;3)z
∗a1z∗a3za
′
1za
′
3 + E˜
a2a3a
′
2
a′
3
2(l;3) z
∗a1za
′
1
]
z∗a4 · · · z∗al , (B15)
with
C(l;3) =
(
(N + 2 + l)!(N + 1 + l)(N + l)(N − 1 + l)
3!l!(N + 1)!(N − 1)
) 1
4
, (B16)
E
a1a
′
1
1(l;3) =
− 3l
N+1+l
+
√
X
2
δa1a
′
1 , (B17)
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E˜
a2a
′
2
1(l;3) =
− 3l
N+1+l
−√X
2
δa2a
′
2 , (B18)
E
a1a3a
′
1
a′
3
2(l;3) =
√
Y −√X
2N
δa1a
′
1δa3a
′
3 , (B19)
E˜
a2a3a
′
2
a′
3
2(l;3) = −
√
Y −√X
2N
δa2a
′
2δa3a
′
3 , (B20)
X =
3l(N + 4−Nl − l2)
(N + l)(N + 1 + l)2
, (B21)
Y = X +
4Nl(l − 1)(l − 2)
(N + 1 + l)(N + l)(N − 1 + l) . (B22)
Appendix C: Some examples of the tensor D
In this appendix, we show several examples of the tensor Dx in Eq. (11). Here, we define
W(l;m) ≡
√
d(l;m)h(l;m)(β)C(l;m). (C1)
Example 1:
Dx((ls;0),{a})((lt ;0),{b})((lu ;0),{c})((lv ;0),{d})
=
∫
dz(x)
√
d(ls;0)d(lt;0)d(lu;0)d(lv;0)h(ls;0)(β)h(lt;0)(β)h(lu;0)(β)h(lv;0)(β)
× F˜ a1,··· ,als(ls;0) (z(x))F
b1,··· ,blt
(lt ;0)
(z(x))F˜
c1,··· ,clu
(lu;0)
(z(x))F
d1,··· ,dlv
(lv ;0)
(z(x))
=W(ls;0)W(lt;0)W(lu;0)W(lv ;0)
×
∫
dz(x)[z∗a1(x) · · · z∗als (x)][zb1(x) · · · zblt (x)][z∗c1(x) · · · z∗clu (x)][zd1(x) · · · zdlv (x)]
=W(ls;0)W(lt;0)W(lu;0)W(lv ;0)δ
ls+lu
lt+lv
(N − 1)!
(N − 1 + ls + lu)!δ
{a1,··· ,als ,c1,··· ,clu}
{b1,··· ,blt ,d1,··· ,dlv}
. (C2)
In the last two lines, Eqs. (B1) and (12) are used.
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Example 2:
Dx((ls;1),{a})((lt ;0),{b})((lu ;0),{c})((lv ;0),{d})
= W(ls;1)W(lt;0)W(lu;0)W(lv ;0)
×
∫
dz(x)
[
z∗a1(x)za
′
1(x) + E˜
a1a
′
1
(ls;1)
]
[z∗a2(x) · · · z∗als (x)][zb1(x) · · · zblt (x)]
× [z∗c1(x) · · · z∗clu (x)][zd1(x) · · · zdlv (x)]
= W(ls;1)W(lt;0)W(lu;0)W(lv ;0)
×
[
δls+lult+lv+1
(N − 1)!
(N − 1 + ls + lu)!δ
{a1,··· ,als ,c1,··· ,clu}
{a′
1
,b1,··· ,blt ,d1,··· ,dlv}
+ E˜
a1a
′
1
(ls;1)
δls+lu−1lt+lv
(N − 1)!
(N − 1 + ls + lu − 1)!δ
{a2,··· ,als ,c1,··· ,clu}
{b1,··· ,blt ,d1,··· ,dlv}
]
. (C3)
Example 3:
Dx((ls;2),{a})((lt ;0),{b})((lu ;0),{c})((lv ;0),{d})
=W(ls;2)W(lt;0)W(lu;0)W(lv;0)
×
∫
dz(x)
[
z∗a1(x)z∗a2(x)za
′
1(x)za
′
2(x) + E˜
a2a
′
2
(ls;2)
z∗a1(x)za
′
1(x)
]
[z∗a3(x) · · · z∗als (x)]
× [zb1(x) · · · zblt (x)][z∗c1(x) · · · z∗clu (x)][zd1(x) · · · zdlv (x)]
=W(ls;2)W(lt;0)W(lu;0)W(lv;0)
×
[
δls+lult+lv+2
(N − 1)!
(N − 1 + ls + lu)!δ
{a1,··· ,als ,c1,··· ,clu}
{a′
1
,a′
2
,b1,··· ,blt ,d1,··· ,dlv}
+ E˜
a2a
′
2
(ls;2)
δls+lu−1lt+lv+1
(N − 1)!
(N − 1 + ls + lu − 1)!δ
{a1,a3,a4,··· ,als ,c1,··· ,clu}
{a′
1
,b1,··· ,blt ,d1,··· ,dlv}
]
. (C4)
Dx((ls ;0),{a})((lt ;2),{b})((lu ;0),{c})((lv ;0),{d})
= W(ls;0)W(lt;2)W(lu;0)W(lv ;0)
×
∫
dz(x)[za1(x) · · · z∗als (x)]
[
zb1(x)zb2(x)z∗b
′
1(x)z∗b
′
2(x) + E
b1b
′
1
(lt;2)
zb2(x)z∗b
′
2(x)
]
× [zb3(x) · · · zblt (x)][z∗c1(x) · · · z∗clu (x)][zd1(x) · · · zdlv (x)]
= W(ls;0)W(lt;2)W(lu;0)W(lv ;0)
×
[
δls+lu+2lt+lv
(N − 1)!
(N − 1 + ls + lu + 2)!δ
{a1,··· ,als ,b
′
1
,b′
2
,c1,··· ,clu}
{b1,b2,··· ,blt ,d1,··· ,dlv}
+ E
b1b
′
1
(lt;2)
δls+lu+1lt+lv−1
(N − 1)!
(N − 1 + ls + lu + 1)!δ
{a1,··· ,als ,b
′
2
,c1,··· ,clu}
{b2,··· ,blt ,d1,··· ,dlv}
]
. (C5)
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For more simplicity, we define
Sx
˜((ls;ms),{a})((lt;mt),{b}) ˜((lu ;mu),{c})((lv ;mv),{d})
≡ δls+mt+lu+mvms+lt+mu+lv
(N − 1)!
(N − 1 + ls +mt + lu +mv)!δ
{a1,··· ,als ,b
′
1
,··· ,b′mt ,c1,··· ,clu ,d
′
1
,··· ,d′mv }
{a′
1
,··· ,a′ms ,b1,··· ,blt ,c
′
1
,··· ,c′mu ,d1,··· ,dlv}
. (C6)
Using this definition, for example, we can express
Sx
˜((ls;2),{a})((lt;0),{b}) ˜((lu ;0),{c})((lv ;0),{d})
= δls+lult+lv+2
(N − 1)!
(N − 1 + ls + lu)!δ
{a1,··· ,als ,c1,··· ,clu}
{a′
1
,a′
2
,b1,··· ,blt ,d1,··· ,dlv}
, (C7)
Sx
˜((ls ;0),{a})((lt;2),{b}) ˜((lu ;0),{c})((lv ;0),{d})
= δls+lu+2lt+lv
(N − 1)!
(N − 1 + ls + lu + 2)!δ
{a1,··· ,als ,b
′
1
,b′
2
,c1,··· ,clu}
{b1,b2,··· ,blt ,d1,··· ,dlv}
,
(C8)
Sx
˜((ls−1;1),{a})((lt;0),{b}) ˜((lu ;0),{c})((lv ;0),{d})
= δls+lu−1lt+lv+1
(N − 1)!
(N − 1 + ls + lu − 1)!δ
{a1,a3,a4,··· ,als ,c1,··· ,clu}
{a′
1
,b1,··· ,blt ,d1,··· ,dlv}
,
(C9)
Sx
˜((ls;0),{a})((lt−1;1),{b}) ˜((lu ;0),{c})((lv ;0),{d})
= δls+lu+1lt+lv−1
(N − 1)!
(N − 1 + ls + lu + 1)!δ
{a1,··· ,als ,b
′
2
,c1,··· ,clu}
{b2,··· ,blt ,d1,··· ,dlv}
.
(C10)
The Kronecker deltas suggest a possibility of block diagonalization of the tensor D. Using
these tensors S, we obtain the following expressions:
Dx((ls;2),{a})((lt ;0),{b})((lu ;0),{c})((lv ;0),{d})
= W(ls;2)W(lt;0)W(lu;0)W(lv ;0)
×
[
Sx
˜((ls ;2),{a})((lt;0),{b}) ˜((lu ;0),{c})((lv ;0),{d})
+ E˜
a2a
′
2
(ls;2)
Sx
˜((ls−1;1),{a}2)((lt;0),{b}) ˜((lu ;0),{c})((lv ;0),{d})
]
,
(C11)
Dx((ls ;0),{a})((lt ;2),{b})((lu ;0),{c})((lv ;0),{d})
= W(ls;0)W(lt;2)W(lu;0)W(lv ;0)
×
[
Sx
˜((ls;0),{a})((lt;2),{b}) ˜((lu ;0),{c})((lv ;0),{d})
+ E
b1b
′
1
(lt;2)
Sx
˜((ls;0),{a})((lt−1;1),{b}1) ˜((lu;0),{c})((lv ;0),{d})
]
,
(C12)
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where the subscript “2” of {a}2 means the absence of a2 and a′2 in {a} and the same holds
for {b}, {c}, and {d}. This simple expression of the tensor D allows us to compute the more
complicated tensor easily.
For example,
Dx((ls;1),{a})((lt ;2),{b})((lu ;2),{c})((lv ;0),{d})
=W(ls;1)W(lt;2)W(lu;2)W(lv;0)
×
[
Sx
˜((ls;1),{a})((lt;2),{b}) ˜((lu ;2),{c})((lv ;0),{d})
+ E˜
a1a
′
1
(ls;1)
Sx
˜((ls−1;0),{a}1)((lt;2),{b}) ˜((lu ;2),{c})((lv ;0),{d})
+ E
b1b
′
1
(lt;2)
Sx
˜((ls;1),{a})((lt−1;1),{b}1) ˜((lu ;2),{c})((lv ;0),{d})
+ E˜
c2c
′
2
(lu;2)
Sx
˜((ls;1),{a})((lt;2),{b}) ˜((lu−1;1),{c}2)((lv ;0),{d})
+ E
b1b
′
1
(lt;2)
E˜
c2c
′
2
(lu;2)
Sx
˜((ls ;1),{a})((lt−1;1),{b}1) ˜((lu−1;1),{c}2)((lv ;0),{d})
+ E˜
a1a
′
1
(ls;1)
E˜
c2c
′
2
(lu;2)
Sx
˜((ls−1;0),{a}1)((lt;2),{b}) ˜((lu−1;1),{c}2)((lv ;0),{d})
+ E˜
a1a
′
1
(ls;1)
E
b1b
′
1
(lt;2)
Sx
˜((ls−1;0),{a}1)((lt−1;1),{b}1) ˜((lu ;2),{c})((lv ;0),{d})
+ E˜
a1a
′
1
(ls;2)
E
b1b
′
1
(lt;2)
E˜
c2c
′
2
(lu;2)
Sx
˜((ls−1;0),{a}1)((lt−1;1),{b}1) ˜((lu−1;1),{c}2)((lv ;0),{d})
]
. (C13)
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