Algorithms are presented that determine the visual relationships between word images in a document.
Introduction
Typical commercial OCR systems recognize images of words by segmenting them into isolated characters and recognizing those images. A decision for a word image is represented as the concatenation of the decisions for its individual characters. A postprocessing algorithm is sometimes used that compares a string of character decisions t o a word list and attempts to correct errors by finding the word that closely matches the string of character decisions.
A recent development has been to improve OCR postprocessing by considering the visual relations between words that exist in normal English language documents [l] . These relations include repeated words (such as "the", "of" and so on) and repeated substrings (for example, the word '(the" occurs at the beginning of the word "theatre"). This recent work capitalized on this characteristic by requiring that the decisions output by a postprocessing algorithm for two different word images must be the same when those images contain common sequences of image data. That is, the symbolic decisions are the same when the corresponding image data is equivalent.
This approach takes advantage of the fact that it is often possible t o determine that two word images or portions of word images are the same even when those images are degraded by noise that significantly impairs OCR performance. This same effect has been used previously in a method that determines the font and recognizes the function words in a document [3] .
This paper presents algorithms that are used t o calculate both whole-word as well as partial word relations between word images in a document image. This information is then used to constrain the decisions of an OCR so that they are the same when the corresponding portions of the images have been found t o be equivalent. 
contained in another. Relations three through five define the left-part-of and right-part-of relations. These occur often because of the use of common prefixes and suffixes. Relation number six defines the occurrence of a subimage from one word as the subimage of another.
Algorithms for Detecting Visual Inter-Word Relations
The algorithm that detects the six visual interword relations is composed of six steps. First, the whole-word equivalence relation is detected by an image clustering algorithm. The image prototypes from each cluster (i.e., the average of the word images in the cluster) are then compared in five separate steps that determine the other five relations (including the subimage, as well as the various left-part-of and right-part-of relations).
Whole-Word Clustering Algorithm
The whole-word clustering algorithm is described in Figure 3 . An agglomerative technique is used in which each image is compared to the list of current clusters. If the current word is not sufficiently similar to any of the available clusters, a new cluster is started. This process is continued until all the words have been processed. After clustering, any two word images in the same cluster are defined t o be equivalent and thus hold relation number one with each other.
The visual similarity between two binary images is calculated as described below. This metric is used in the word image clustering algorithm described in 
Finding Sub-pattern Relations
The other five visual relations are based on different types of sub-patterns. These relations are all detected by comparing portions of the prototypes from the clusters generated by the whole-word clustering algorithm. The algorithim that detects that one image is a subimage of another is presented in Figure 4 . This is done by comparing the cluster prototypes for shorter words to longer words using the IsSubImage metric. If two clusters have the subimage relation to each other, the individual words in the clusters are marked with this information. 
OCR Postprocessing With Visual
Inter-Word Relations A four-step algorithm is used to postprocess OCR results with visual inter-word relations [l] . The first three steps locate word decisions that are correct with high confidence. In the course of locating such high confidence decisions, some OCR errors are corrected. These high confidence word decisions are then used to learn images that correspond to individual characters and character sequences. These images are then used to decompose the remaining word images and generate new recognition results for them.
Experimental Results
An experimental system was developed to test the effectiveness of the algorithms presented above in improving OCR performance [l] . The input to this system is the output from a commercial OCR (i.e., Caere's AnyFont package) as well as the page images that were provided t o the OCR. The commercial device provides at least a single decision for each word and in cases where it is unsure, several alternatives are produced. Also, the bounding box coordinates for each word are output.
Six page images containing over 5000 word images were used to test the system. These were scanned at 300 ppi and the binary image produced by the scanning hardware was used. Uniform noise was added to each image using the documentation degradation model (DDM) package from the University of Washington [2] .
The accuracy of Caere's AnyFont OCR package on original pages is very high, more than 98% correct at the word level. After adding uniform noise with DDM, the word correct rate dropped t o 73.5%. It was observed that the word alternatives produced by the OCR do not improve performance significantly.
Word clustering was then computed using the bounding boxes output by the OCR and inter-word relations were calculated between pairs of clusters. In the present implementation, only the first four visual relations in Figure 1 were used. The overall word level correct rate was improved 86% to 92% and the accuracy of their alternative lists was improved from 87% t o 95%. That is, the error rate was reduced by about 40%. It should be noted that the word images tested here account for about 71% of the words in the original text pages. Implementation of the rest of the algorithm will further improve performance.
Conclusions
In this paper several algorithms for computing visual relations between word images in a text document were presented. These relations include equivalence between whole words and partial equivalence between portions of words. A method for using these relations t o improve the performance of a commercial OCR was discussed. Experimental results were presented that demonstrated the effectiveness of the postprocessing method.
