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Abstract
This paper studies the cycle indices of products of permutation groups. The main focus is on the product action of the direct
product of permutation groups. The number of orbits of the product on n-tuples is trivial to compute from the numbers of orbits of
the factors; on the other hand, computing the cycle index of the product is more intricate. Reconciling the two computations leads
to some interesting questions about formal power series. We also discuss what happens for inﬁnite (oligomorphic) groups and give
detailed examples. Finally, we brieﬂy turn our attention to generalised wreath products, which are a common generalisation of both
the direct product with the product action and the wreath product with the imprimitive action.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Given two permutation groups (G1, X1) and (G2, X2), there are two ‘natural’ actions for the direct product and two
for the wreath product, as follows. For the direct productG1 ×G2, we have the intransitive action (G1 ×G2, X1 ∪X2),
where the union is assumed disjoint; and the product action (G1 × G2, X1 × X2). For the wreath product G1  G2,
we have the imprimitive action (G1  G2, X1 × X2), and the power action (G1  G2, XX21 ) (sometimes also called the
product action).
We are interested in calculating the cycle index of these products, and its specialisations including the number of
orbits on n-tuples and on n-sets. For the intransitive and imprimitive actions, there are well-known techniques for this,
which we outline in the next section. However, for the power and product action, things are less simple. For the product
action of the direct product, the cycle index can be calculated by an operation which we describe. The number of orbits
on n-tuples is obtained from the corresponding numbers for the factors simply by multiplying them. It is not obvious
how these two operations are related; we discuss this in detail in the third section of the paper. In the fourth section we
make some preliminary remarks on the more complicated problems for power action of wreath products.
Bailey et al. [1] deﬁned a generalised wreath product of a family of permutation groups indexed by a poset. This
reduces to the product action for direct product and to the imprimitive action for wreath product. In the ﬁnal section of
the paper we discuss this construction and summarise what is known about enumeration.
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2. Preliminaries
This section contains deﬁnitions of the actions of products that we consider, and a summary of known material about
cycle index.
2.1. Actions of direct and wreath products
Let (G1, X1) and (G2, X2) be permutation groups. The direct productG1×G2 acts on the disjoint unionX1∪X2 by
the rule
x(g1, g2) =
{
xg1 if x ∈ X1,
xg2 if x ∈ X2,
and on the Cartesian product X1 × X2 by the rule
(x1, x2)(g1, g2) = (x1g1, x2g2).
Note that X1 × X2 is naturally identiﬁed with the set of transversals of the two sets X1 and X2 in the disjoint union.
By G1  G2 we mean the permutational wreath product, the split extension of the base group B = GX21 by G2
(permuting the factors of the direct product in the way it acts on X2). It acts on the Cartesian product X1 × X2 by the
rule
(x1, x2)f = (x1f (x2), x2), (x1, x2)g = (x1, x2g)
and on XX21 by the rule
(f )(x2) = ((x2))(f (x2)), (g)(x2) = (x2g−1)
for f ∈ B =GX21 , g ∈ G2, and  ∈ XX21 . Again, there is a natural identiﬁcation of XX21 with the set of transversals for
the copies X1 × {x2} of X1 in X1 × X2.
2.2. Cycle index of products
The cycle index of a ﬁnite permutation group (G,X) is
Z(G) = 1|G|
∑
g∈G
n∏
i=1
s
ci (g)
i ,
where n = |X|, s1, . . . , sn are indeterminates, and ci(g) is the number of i-cycles in the cycle decomposition of g. We
denote the result of substituting zi for si in Z(G) by Z(G; si ← zi). When we shall need to perform a substitution T
in a generic multivariate polynomial or power series P =P(s1, . . . , sn), it shall be denoted by P(T ). So, in particular,
Z(G; si ← zi) = Z(G)(si ← zi).
Knowledge of the cycle index enables various orbit-counting to be done. We let fn(G), Fn(G), and F ∗n (G) be the
numbers of orbits ofG on n-element subsets, n-tuples of distinct elements, and all n-tuples of elements ofX, respectively;
and we let fG(t), FG(t), F ∗G(t) be the ordinary generating function
∑
n0 fn(G)t
n and the exponential generating
functions
∑
n0 Fn(G)t
n/n! and∑n0 F ∗n (G)tn/n! respectively. It is possible to show directly (see for instance [5])
that the following equalities hold:
fG(t) = Z(G; si ← t i + 1),
FG(t) = Z(G; s1 ← t + 1, si ← 1 for i > 1),
F ∗G(t) = Z(G; s1 ← et , si ← 1 for i > 1).
Note that
F ∗G(t) = FG(et − 1).
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This equation can also be expressed as
F ∗n (G) =
n∑
k=1
S(n, k)Fk(G),
where S(n, k) are the Stirling numbers of the second kind; in otherwords, the sequence (F ∗n (G)) is the Stirling transform
of (Fn(G)) [2]. Hence we can recover the second sequence from the ﬁrst by the inverse Stirling transform:
Fn(G) =
n∑
k=1
s(n, k)F ∗k (G),
where s(n, k) are the Stirling numbers of the ﬁrst kind.
The cycle indices of direct and wreath products, with the intransitive and imprimitive actions, respectively, are given
by (see [5])
Z(G1 × G2) = Z(G1)Z(G2),
Z(G1  G2) = Z(G2; si ← Z(G1; sj ← si·j )).
This paper is mostly about the cycle indices of these groups in the product and power actions.
2.3. The cycle index theorem
The cycle index is used in solving several enumeration problems.
LetA be a set of “ﬁgures” (e.g. colours), each of which has a non-negative integer “weight”, w :A→ N, and let
a(t) be the ordinary generating function
∑
n0 ant
n
, where an is the number of ﬁgures of weight n (we are assuming
that there is only a ﬁnite number of ﬁgures of given weight).
Let X be a ﬁnite set; a function  : X → A (in the example, a colouring of the points of X) is said to have weight
w()=∑x∈X w((x)). The cycle index theorem allows us to enumerate such functions up to the action of a group G
acting on X. Now G acts on the set of functions by g(x)=(xg−1) (with g ∈ G).We introduce the function-counting
series b(t) =∑n0 bntn, where bn is the number of orbits of G on the functions of weight n.
The theorem shows how to get the function-counting series from the knowledge of the cycle index of G and of the
ﬁgure-counting series.
Theorem 2.1 (Cycle Index Theorem). With the above notation,
b(t) = Z(G; si ← a(t i)).
For a proof, see for instance [5].
2.4. Oligomorphic groups
It is sometimes convenient to extend these deﬁnitions to inﬁnite permutation groups. Such a group (G,X) is said
to be oligomorphic if G has only a ﬁnite number of orbits on Xn for all natural numbers n. For more on the material
covered in this section see [4].
For (G,X) a (ﬁnite or) oligomorphic permutation group, we deﬁne the modiﬁed cycle index Z˜(G) by the rule
Z˜(G) =
∑

Z(G),
where G denotes the permutation group on  induced by its setwise stabiliser in G, and the sum is over a set of
representatives of the G-orbits on ﬁnite subsets of X.
If it happens that G is a ﬁnite permutation group, then we have nothing new:
Z˜(G) = Z(G; si ← si + 1).
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Some particular oligomorphic groups of interest to us are:
• S, the symmetric group on an inﬁnite countable set;
• A, the group of order-preserving permutations of the rational numbers;
• C, the group of permutations preserving the cyclic order on the set of complex roots of unity.
Let us remark that the connection between the sequences (Fn) and (F ∗n ) can now also be described as follows: we
have that Fn(G S)=F ∗n (G) for any oligomorphic group G, where we use the imprimitive action of the wreath product
(see [4]; actually, it is not difﬁcult to construct a bijection between G  S-orbits on n-tuples of distinct elements and
G-orbits on arbitrary n-tuples).
We note one example here. If G = S, then G is n-transitive for all n0, and so
F ∗n (S) =
n∑
k=1
S(n, k) = Bn,
the nth Bell number (the number of partitions of an n-set). Thus, we have
Fn(S  S) = Bn
and so
F ∗n (S  S) =
n∑
k=1
S(n, k)Bk .
This is the number of (possibly improper) chains 12 in the poset of partitions of an n-set ordered by reﬁnement;
the sequence (F ∗n (S  S)) is sequence A000258 in the Encyclopedia of Integer Sequences [11].
3. Product action of direct product
In this section we consider the product action of the direct product of two permutation groups (G1, X1) and (G2, X2).
In what follows we shall discuss how the sequences associated with a direct product of permutation groups (in the
product action) are related to the sequences of the factors. We shall see that the tamest sequence in this regard is (F ∗n ),
for which F ∗n (G1 × G2) = F ∗n (G1)F ∗n (G2) holds. This is because an n-tuple of pairs is determined by the n-tuples of
its ﬁrst and second components, and this correspondence respects the action of G1 × G2.
The sequence (Fn) and the cycle index are also in principle easy to compute, although less immediately, while (fn)
tends to be, more often than not, quite wild.
In the former part we deal with ﬁnite groups. In the latter part we shall study the sequences for groups obtained as
products of the groups S, A, and C; in particular, for S × S, A × A, and C × C.
3.1. Cycle index
Take an i-cycle in a permutation g1 ∈ G1 and a j-cycle in a permutation g2 ∈ G2. The pair (g1, g2) acts on the product
of the supports of these two cycles as gcd(i, j) cycles each of length lcm(i, j). Hence the cycle index of G1 ×G2 can
be computed as follows: deﬁne si ◦ sj = (slcm(i,j))gcd(i,j), and extend multiplicatively to arbitrary monomials and then
additively to arbitrary polynomials. Then
Z(G1 × G2) = Z(G1) ◦ Z(G2).
The equality F ∗n (G1 × G2) = F ∗n (G1)F ∗n (G2) will be deduced from this fact.
In what follows, we often have to substitute s1 ← et and si ← 1 for i > 1 into a cycle index (or, more gen-
erally into a multivariate polynomial or power series); we denote this particular substitution by E. We also use
the notation [tn]P(t), where P(t) is a power series, to denote the product of n! and the coefﬁcient of tn in P(t).
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Now we have:
F ∗n (G1 × G2) = [tn]F ∗G1×G2(t) (1)
= [tn]FG1×G2(et − 1) (2)
= [tn]Z(G1 × G2;E) (3)
= [tn](Z(G1) ◦ Z(G2),E). (4)
The equality in (1) is just the deﬁnition of the exponential generating function F ∗G(t), for a group G. That in (2) relates
the sequences (Fn) and (F ∗n ), and that in (3) relates them to the cycle index of G, as described earlier.
On the other hand, we have:
F ∗n (G1)F ∗n (G2) = [tn]F ∗G1(t) · [tn]F ∗G2(t) (5)
= [tn](F ∗G1(t) • F ∗G2(t)) (6)
= [tn](Z(G1;E) • Z(G2;E)). (7)
We denote by the symbol • the operation between exponential generating functions given by
∑ antn
n! •
∑ bntn
n! : =
∑ anbntn
n! ,
that is, the operation induced on the e.g.f. by the termwise product (sometimes called Hadamard product) of the
corresponding sequences.
So we have to prove the equality between (4) and (7). Here it is, slightly rephrased.
Proposition 3.1. If P1 and P2 are polynomials in s1, s2, . . . ,
(P1 ◦ P2)(E) = P1(E) • P2(E).
Proof. Firstly, the thesis holds for the sis:
(s1 ◦ s1)(E) = s1(E) = et and s1(E) • s1(E) = et • et = et ;
for i > 1,
(s1 ◦ si)(E) = si(E) = 1 and s1(E) • si(E) = et • 1 = 1;
and ﬁnally, for i and j both greater than 1,
(si ◦ sj )(E) = (slcm(i,j))gcd(i,j)(E) = 1 and si(E) • sj (E) = 1 • 1 = 1.
This holds for monomials as well. In fact, assuming a <b< · · ·<z,
(smaa s
mb
b · · · smzz )(E) = smaa (E)
(that is, is equal to 1 if a > 1, or to emat if a = 1). So, we can limit ourselves to considering polynomials consisting
only of monomials in which a single indeterminate appears. For i > 1 and j > 1, one has
((sl1 + smi ) ◦ (sp1 + sqj ))(E) = (sl1 ◦ sp1 + sl1 ◦ sqj + smi ◦ sp1 + smi ◦ sqj )(E)
= (slp1 + slqj + smpi + (slcm(i,j))mq·gcd(i,j))(E)
= elpt + 3;
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Fig. 1. Orbits of S × S on 3-sets.
and
(sl1 + smi )(E) • (sp1 + sqj )(E) = (elt + 1) • (ept + 1)
= {2, ln}∞n=1 • {2, pn}∞n=1
= {4, (lp)n}∞n=1
= elpt + 3. 
Here we have identiﬁed a sequence and its exponential generating function, and used the notation (from Wilf [12])
that denotes by {an}∞n=0 the sequence corresponding to the e.g.f.
∑
n ant
n/n!.
3.2. The general case
The equality F ∗n (G1 ×G2)=F ∗n (G1)F ∗n (G2) holds in general (for ﬁnite or oligomorphic permutation groups). This
makes computing the number of orbits on n-tuples of a direct product a somewhat easy task, as the following procedure
P shows.
Procedure P (Product action). Let G1 and G2 be two oligomorphic groups acting on X1 and X2, with known Fn-
sequences (Fn(G1)) and (Fn(G2)).
P1. Apply the Stirling transform to (Fn(G1)) and (Fn(G2)) to obtain (F ∗n (G1)) and (F ∗n (G2)).
P2. Multiply them termwise to obtain (F ∗n (G1 × G2)).
P3. Apply the inverse Stirling transform to obtain (Fn(G1 × G2)).
See Section 2.2 for the deﬁnitions of Stirling transforms.
We now apply this procedure to some oligomorphic groups, describing the connections between the orbits we are
counting and other objects, thus relating orbit-counting problems to various enumeration problems (some of them
well-known and long-standing).
3.2.1. Example: S × S
Let us turn our attention to the action of S × S on X × X, where X is a countable set.
We start with the action on n-sets. The group is clearly transitive, so that f1 = 1. There are three orbits on 2-sets:
denoting by {(a, ), (b, )} a generic 2-set, the orbits correspond to a = b,  =  or neither. A set of representatives
for the six orbits on 3-sets is shown in Fig. 1, where points with the same ﬁrst or second coordinate are joined by a
horizontal or vertical line.
In general, an orbit on n-sets in this action determines two partitions 1 and 2 of n, corresponding to the equivalence
relations “ﬁrst component equal” and “second component equal” for an n-tuple in the orbit. These satisfy 2∗1,
where ∗1 is the partition dual to 1, and partitions are ordered by reﬁnement. However, the pair (1, 2) does not
determine the orbit uniquely.
The set of orbits on n-sets, whose size is fn(S × S), is in bijection with at least three other easily described sets:
• the set of binary (0–1) matrices with exactly n entries equal to 1 and no zero row or column, up to row and column
permutations;
• the set of bipartite graphs with n edges and no isolated vertex, in which one of the two blocks of the bipartition is
distinguished, up to isomorphism;
• the set of hypergraphs with no isolated vertex or empty edge having sum of edge sizes equal to n.
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(The third interpretation is due toKlazar (personal communication).) In the language ofmatrices, the number ofmatrices
corresponding to a given pair of partitions was studied by Brualdi [3].
For the orbits on n-tuples, counted byFn(S×S), we have analogous correspondences, this timewith labelled versions
of the matrices or graphs. The analogue of considering binary matrices is taking matrices as above, with exactly one
entry equal to 1, one equal to 2, . . . , one equal to n, and the rest zero. The analogue of the graph interpretation is
considering bipartite graphs as above with the edges labelled 1 to n. For hypergraphs, the incidences or “ﬂags” must
be labelled.
Calculating the numbers fn(S × S) appears to be difﬁcult (for the ﬁrst few terms and some references see Sloane
[11] where this is sequence A049311), but we can use the procedure given above to work out Fn(S × S).
Proposition 3.2. The number Fn(S × S) of orbits on n-tuples of distinct elements is equal to∑ni=1s(n, i)B2i .
Proof. This is a straightforward application of procedure P. Recall that F ∗n (S)=Bn, the nth Bell number. So F ∗n (S×S)
is equal to B2n and, Stirling-inverting F ∗n (S × S), we ﬁnd that Fn(S × S) =
∑n
i=1 s(n, i)B2i . 
Remark. The connection with partitions implied by the presence of Bell numbers can be made explicit.
It is easy to see that with each partition of {1, 2, . . . , n} we can associate an orbit on n-tuples of not necessarily
distinct elements, and vice versa. For instance, with the partition {{1, 3, 4}, {2, 5}} we associate the orbit containing
(a, b, a, a, b) (a 
= b).
Now, F ∗n (S × S) is equal to B2n , so an orbit on n-tuples of pairs corresponds to a pair of partitions of {1, 2, . . . , n}:
for instance with the pair of partitions
({{1, 3, 4}, {2, 5}}, {{1, 4}, {2, 5}, {3}})
we may associate the orbit containing
((a, x), (b, y), (a, z), (a, x), (b, y))
(a 
= b, x 
= y 
= z 
= x).
A generic pair of partitions corresponds to an n-tuple with repeated elements; to obtain n-tuples of distinct elements,
we have to add the condition that the two partitions havemeet {{1}, {2}, . . . , {n}} in the lattice of partitions of {1, . . . , n}.
(See the papers by Pittel [9] and Canﬁeld [7]). The sequence Fn(S × S) is sequence A059849 in Sloane [11].
The above generalises in a natural way to the product of k copies of S in the product action: one has F ∗n (Sk) = Bkn ,
and Fn(Sk) =∑ni=1 s(n, i)Bki .
3.2.2. Example: A × A
Here too we apply procedure P to obtain the orbit-counting sequence Fn for the groupsA×A,A×A×A, . . .; now,
furthermore, the links between the sequences counting orbits on n-sets and n-tuples can be well described.
Recall that for A one has fn = 1 and Fn = n! for each n, the group A consisting of order-preserving permutations
of Q. Applying the Stirling transform to the sequence (Fn(A)), we get (F ∗n (A)), whose terms also give the number of
labelled total preorders, also called weak orders or preferential arrangements (this is sequence A000670 in [11]). The
remaining steps of the procedure give Fn(A × A) in terms of Stirling numbers; for the record, we get Fn(A × A) =∑n
k=1 s(n, k)(
∑k
i=1 S(k, i)i!)2.
Lemma 3.3. For the groups G = A,A × A,A × A × A, . . . the ratio Fn(G)/fn(G) is equal to n! for each n.
Proof. The group induced by such a G on n points (elements ofQ,Q×Q, . . .) is trivial. Therefore each orbit on n-sets
gives rise to exactly n! orbits on n-tuples of distinct elements. 
DividingFn(A×A)byn!weobtainfn(A×A).UsingGAP [8],weﬁnd theﬁrst terms tobe1, 4, 24, 196, 2016, 24 976,
361 792, . . . (see sequence A101370 in Sloane [11]).
Regarding asymptotics, we haveFn(A×A) ∼ Kn!cn+1, where c=(1/ log 2)2 ≈ 2.08137 andK=1/4 exp(−(log 2)2
/2) ≈ 0.19661. For three different proofs see [6].
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Remark. Also in this situation one can give bijections between orbits and other structures: matrices, bipartite graphs,
pairs of partitions.
Here we have one orbit on n-sets for each binary matrix with exactly n entries 1 (without allowing permutations on
rows or columns); and one orbit on n-tuples of distinct elements for each matrix with entries 1, 2, . . . , n (one each) and
zero elsewhere.
As for graphs, we consider here bipartite graphs with a total ordering on each of the two blocks; label the edges to
get the correspondence with orbits on n-tuples.
Lastly, the correspondence with pairs of partitions whose meet is the partition into singletons requires the additional
condition that each of the partitions be ordered (that is to be an ordered list of subsets of {1, 2, . . . , n}).
3.2.3. Example: C × C
We may ﬁnally sketch what happens for the group C × C; recalling that fn(C) = 1 and Fn(C) = (n − 1)!, one can
apply the procedure to work out Fn(C × C). It is also straightforward to describe the analogue of the bijections: for
instance, orbits on n-sets correspond to binary matrices as above up to cyclic permutations of rows and columns.
4. Power action of wreath product
Finding a convenient expression for the cycle index of a wreath product G = G1  G2 in the power action is likely
to be difﬁcult.
However, we can count the orbits on n-tuples.We saw that for the direct product in the product action one has simply
F ∗n (G1 × G2) = F ∗n (G1)F ∗n (G2). The following proposition provides the analogous result for the wreath product in
the power action but requires also the knowledge of the cycle index of the group G2.
Proposition 4.1. Let G = G1  G2, in the power action. Then
F ∗n (G) = Z(G2; si ← F ∗n (G1)).
Proof. If the base group B is isomorphic to Gm1 , then each orbit of B on n-tuples is indexed by an m-tuple of orbits of
G1 on n-tuples. Taking the G1-orbits on n-tuples as ﬁgures, each B-orbit is a function from {1, . . . , m} to the set of
ﬁgures, and G-orbits on n-tuples correspond to G2-orbits on such functions. The result follows from the Cycle Index
Theorem. 
In particular, F ∗n (G  C2) = F ∗n (G)(F ∗n (G) + 1)/2 for any oligomorphic group G. From this, one can calculate
Fn(G  C2) by Stirling inversion as usual.
5. Generalised wreath products
In this section, we outline the construction of a generalisation of both the direct product (in the product action) and
the wreath product (in the imprimitive action) and pose some problems in the same vein as the rest of the paper.
Let I be a set with partial order . Suppose that a permutation group (Gi,Xi) is associated with each element i ∈ I .
Bailey et al. [1] deﬁned the generalised wreath product (G,X) =∏i∈I (Gi,Xi), in such a way that
• X is the Cartesian product∏i∈I Xi ;• if I is an antichain of size 2, then the generalised wreath product is the direct product with the product action;
• if I is a chain of size 2, then the generalised wreath product is the wreath product with the imprimitive action.
The generalised wreath product is deﬁned as follows. For each i ∈ I , we deﬁne the group Hi to be the direct product of
copies of Gi indexed by
∏
j>i Xj . The factor corresponding to an element (xj : j > i) in the product acts as follows.
Take any element (x′k : k ∈ I ) of X. If x′j = xj for all j > i, then Gi acts on the ith coordinate; otherwise, Gi acts
trivially.
Now the generalised wreath product
∏
i∈I (Gi,Xi) is the group generated by the subgroups Hi for i ∈ I . For further
information on the structure of this group we refer to [1].
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The obvious question now is to calculate, if possible, the cycle index, or at least the orbit-counting series, for a
generalised wreath product.
Some results are already known. Bailey et al. showed that, if all (Gi,Xi) are transitive, then (G,X) is transitive,
and gave a complete description of the orbits of G on X2 in terms of the orbits of Gi on X2i and the antichains of the
poset (I, ).
In particular, when (G,X) =∏i∈I (Gi,Xi) is transitive, the number of orbits on pairs F ∗2 (G), which is equal to
1 + F2(G) since G is transitive, is given by
1 + F2(G) =
∑
S
∏
i∈S
F2(Gi),
where the sum is over all antichains S of I.
Example. If each Gi is 2-transitive on Xi , then 1 + F2(G) is equal to the number of antichains in I. This number is
also equal to the number of poset homomorphisms from I to the 2-element chain.
Example. If I is the 2-element chain, then 1 + F2(G) = 1 + F2(G1) + F2(G2). If I is the 2-element antichain then
1 + F2(G) = (1 + F2(G1))(1 + F2(G2)). These agree with our earlier results for imprimitive and product actions.
Subsequently, Praeger et al. [10] showed that, for a generalised wreath product (G,X)=∏i∈I (Gi,Xi), if (Gi,Xi)
is n-transitive for all i ∈ I , then the number of orbits of G on Xn is equal to the number of poset homomorphisms from
(I, ) to the poset P(n) of partitions of an n-set (ordered by reﬁnement).
In particular, F ∗n (S2, X2) is equal toB2n , and F ∗n (S S,X×X) is the number of chains of length 2 inP(n) (including
trivial chains (, )). These of course agree with our earlier results.
The main problem we wish to pose now is to ﬁnd a common generalisation of the results referred to in this section
to count orbits on n-tuples of an arbitrary generalised wreath product, or (better) to calculate its cycle index.
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