We demonstrate that the problem of training neural networks with small mean squared error is computationally intractable. This answers a question posed by L. Jones [6] .
to prove results which are independent from the size of the data set. In this paper, we will be dealing with l 2 norm, so from here on refers to l 2 norm, and e F refers to e l 2 ,F , if not otherwise specified. A question of great importance is: given the data set, F and F in advance, could one find an efficient algorithm to solve the training problem formulated above. By efficiency we mean an algorithm terminating in polynomial time (polynomial in the size of the input). From the theoretical computer science point of view, algorithms requiring super-polynomial running time are considered too slow. This question is closely related to the problem of learning neural networks in polynomial time (see [3] ). The input in the algorithm is in fact the data set, by its size we understand the number of bits required to write down all (X i , Y i ). Question 1. Given F and F and a data set, could one find an efficient algorithm which produces a function f ∈ F such that:
This question could also be formulated in the following form: Question 2. What is the smallest relative error we can achieve by a polynomial algorithm ?
Question 2 is very difficult to answer in general. In this paper we will investigate the following important sub-question:
Question 3. Can one achieve arbitrary small mean relative error using polynomial algorithms ?
Our purpose is to negatively answer Question 3. This question was posed by L. Jones in his seminar at Yale (Spring 96), and in [6] . This problem is particularly important from the statistical point of view, because we are dealing with l 2 norm. Our investigation is inspired by former works done in [2] , [6] , [8] , etc, which show negative results in the l ∞ norm case.
To provide the negative answer to Question 3, we will show for several classes of neural networks there is a threshold (which is a positive number, independent from the size M of the data set), which limits the relative error from below, if we require the algorithms used to terminate in polynomial time. Precisely, it is shown that for certain classes, achieving relative error less than the threshold is computationally infeasible, i.e., NP-hard. A commonly believed hypothesis in Computer Science says that for a NP-hard problem, there is no polynomial algorithm to solve that. Leaving the details about NP-hardness for later section (Section 3), we state the following definition:
Definition. A positive number is a threshold of a class F of neural networks if the training problem by networks from F with relative error less than is NP-hard (hence computationally infeasible).
In this terminology, we are going to show the existence of thresholds (which is independent from the size of the data set) for the following classes of networks.
The first two types of classes we are going to consider are:
• F n = {f |f (x) = (1/n)( To define the third type of classes, we need some more notions. Let Φ be the set of real functions φ (from R to R), satisfying:
(1) φ is monotone increasing, and
for every x and δ > 0, d is the dimension of the input space.
These three conditions are needed to insure that the size of the input (data set) examined in later sections are polynomial in d.
Now the third type of networks we are interested in is:
With the exception of F 1 and G 1 , every class consists of two-layer networks. The nodes in the first layer will be called inner nodes, the node in the second layer is the output node. The output node produces a linear combination with positive coefficients of the outputs of the inner nodes. Our Main Theorem (stated below) gives thresholds for these classes. The Theorem is well illustrated by the fact that networks with fewer nodes have less computation power. Here the thresholds are decreasing while the number of nodes increases.
Main Theorem
Here is the key argument of the proofs. Assume there is an algorithm A which solves the training problem in some class (say F n ) with mean error . From some NP-hard problem, we will construct a special data set so that the solution produced by A (with this data set as input) in F n also gives the solution for the original NP-hard problem (via some obvious translation), if is sufficiently small. This will give a lower bound on , if we assume that the algorithm A is polynomial. In all proofs the leading parameter is d (the dimension of data inputs). So by polynomial we mean a polynomial with d as variable. All the input (data) sets constructed will have polynomial size in d.
The paper is organized in the following way. In the next section, we list some related works done in the case α is l ∞ norm. In Section 3, we provide the main tools to prove our Theorems. The proof for the classes F n , F n , G n will be shown in Section 4, 5, 6, respectively. We conclude with some remarks and open questions in the last Section (Section 7). Although the thresholds could be computed explicitly through the paper, we rather concentrate on their existence, and make no attempt to optimize them. Also note that since v l 2 ≤ v l ∞ , thresholds for l 2 norm are also thresholds for l ∞ norm, so our Main Theorem also hold for l ∞ norm. One could also replace step functions by signal functions and prove similar result for corresponding classes.
To conclude this Section, let us mention one important corollary. The Main Theorem suggests that learning F n , F n and G n (with respect to l 2 norm) is hard. For more about the connection between the complexity of training and learning problems, we refer to [3] , [5] and [9] . 
Previous works in the l ∞ case
The case α = l ∞ (interpolation problem) was considered by several authors for many different classes of usually 2-layer networks, (see [6] , [2] , [8] , [10] ). Most of them investigate the case when there is a perfect fit, i.e., e l ∞ ,F = 0. In [2] , the authors proved that training with zero relative error by 2-layer networks containing 3 step function nodes is NP-hard. Their proof can be extended for networks with more inner nodes and various logistic output nodes. This generalized the similar result of Maggido [10] on data sets with rational inputs. Combining the techniques used in [2] with analysis arguments, Lee Jones [6] showed that the training problem with relative error 1/10 by networks with two monotone Lipschitzian Sigmoid inner nodes and linear output node, is also NP-hard (NP-complete under certain circumstances). This also implies a threshold (1/10)M −1/2 for the class examined. However, this threshold is weak, since it is decreasing in M . This result was also extended for the n inner nodes case [6] .
It is also interesting to compare our results with Judd's. In [8] he considered the following problem "Given a network and a set of training examples (a data set), does there exist a set of weights so that the network gives correct output for all training examples ?" He proved that the problem is NP-hard even if the network is required to produce the correct output for two-third of the traing examples.
In fact, it was shown that there is a class of networks and data sets so that for any (polynomial) algorithm, there is a network and a data set from the class, for which the algorithm performs poorly. However, from this result one could not tell if there is a network which is "hard to train" for every algorithm. Moreover, the number of nodes in the networks grows with the size of the data set. So in some sense, the result is not independent of the size of the data set.
In our proofs, we exploit many techniques provided in these former works. The crucial one turns out to be the reduction used by A. Blum and R. Rivest, which involves the NP-hardness of the Hypergraph 2-Coloring problem.
NP-hard problems
First we give a brief description of NP class and NP-hard problem. (For a detailed treatment of these notions and more examples we refer to the standard book by Garey and Johnson [4] .) NP class consists of decision problems for which an affirmative answer can be verified in polynomial time. An NP-hard problem is a problem such that any polynomial algorithm used to solve this, can be used to solve any problem in the NP class in polynomial time. It is important to mention here that a NP-hard problem is not necessarily decision problem. For many problems in NP class (e.g. decide a graph is 3-colorable or Hamiltonian) no polynomial algorithm is known, and it is unlikely that such algorithms exist. Since a NP-hard problem is at least as hard as any problem in the NP-class, it is commonly belived that NP-hard problems cannot be solved in polynomial time. The first (and probably most important) NP-hard problem is the so-called k-SAT problem. In the following, let us describe this problem.
Let x i , i = 1, . . . , n be Boolean variables. Let ∧ and ∨ denote the logical AND and OR operations, respectively. Furthermore, let X = {x 1 , . . . , x n ,x 1 , . . . ,x n }, wherex = 1 − x. A Boolean function is satisfiable if it is not identically zero. Consider the Boolean function:
The terms E i are the clauses of f , and the variables u ir are the literals of E i .
Fact 1. To decide a k-CNF is satisfiable or not is NP-hard, for any k > 2 [4].
This fundamental problem is usually referred to as the k-SAT problem [4] . As already mentioned, a NP-hard problem is not necessarily a decision problem. It can also be a computational problem, where the final goal is to compute some quantity. Suppose B is a CNF formula, let max(B) be the maximum number of clauses which can be satisfied by a truth assignment. Consider k ≥ 2 and assume B is a k-CNF.
Fact 2. Compute max(B) is NP-hard.
Later on, we will refer to this problem as MAX-k-SAT problem. The NP-hard problems we will actually use in our proofs belong to the class of so-called "approximation is hard" problems. A problem is hard to approximate when even finding a solution within some factor of the optimal is also NP-hard. Recently, this kind of problems has been studied extensively, and many ground breaking results were proved (sse [1] , [11] ). The canonical problem of this class is the so-called APP-MAX-k-SAT problem (APP stands for approximate) [1] . In the following we will describe this problem.
Canonical problems Definition Let B be a CNF formula, where each clause has at most k literals. Let max(B) be the maximum number of clauses which can be satisfied by a truth assignment. The APP-MAX-k-SAT problem is to find a truth assignment which satisfies (1 − )max(B) clauses.
The following Theorem says that it is also NP -hard, when is small [1] .
There is a constant 1 > 0, such that finding a truth assignment, which satisfies at least
The problem is still hard, when every literal in B appears in only few clauses, and every clause contains only few literals. Let B 3 (5) denote the class of CNFs with at most 3 literals in a clause and every literal appears in at most 5 clauses [1] . Theorem 3.1.2 There is 2 > 0 such that finding a truth assignment, which satisfies at least
For the proof of Theorem 3.1.1 and 3.1.2, see [1] . The optimal value of 1 has been determined recently, but we do not go into this matter. For an upper bound, see [12] .
Approximate maximum 2-Coloring is hard
Let H = (V, E) be a hypergraph on the set V , and E is the set of edges (collection of subsets of V ). Elements of V are called vertices. The degree of a vertex is the number of edges containing the vertex. We could assume that each edge contains at least two vertices. Color the vertices with color Blue or Red. An edge is colorful of if it contains vertices of both colors, otherwise we call it monochromatic. Let c(H) be the maximum number of colorful edges one can achieve by a coloring. By a probabilistic argument, it is easy to show that c(H) is at least |E|/2 (the expectation of the number of colorful edges in a random coloring is at least 1/2). We will prove the following theorem: Consider the truth assignment in which x i (orx i ) is 1 iff it is Red and 0 otherwise. Observe that if a normal edge is colorful, then the corresponding clause is satisfied. Hence we satisfy at least t clauses.
Now the last step is to see how close t is to m(B). Note that the number of colorful edges is t + q, so:
Since c(H) ≥ q + m(B), it follows: 
Approximate the densest Hemisphere is Hard
Let X be a finite set of points on the unit sphere in R d . For every hyperplane H, defined by the equation ax = 0, let p(X, H) denote the number of points x in X satisfying ax > 0. Let h(X) be max p (X, H) , over all the choices of H. By considering a random hyperplane, it is easy to show that h(X) ≥ (1/2)|X|). The following theorem tells us that it is hard to approximate h(X). Theorem 3.3.1 There is a positive constant 4 such that finding a hyperplane H, which satisfies
Let us sketch the proof, which uses some arguments in [7] and Theorem 3.1.1. First let us mention that the problem of finding H, such that p(X, H) = h(X) (the densest Hemisphere) is NP-hard. The detailed proof of this is given in [7] . The main step in this proof is to reduce the problem to the MAX-2-SAT problem (which is NP-hard by Fact 2). The crucial argument here is to make a connection between the hyperplane and the truth assignment so that a point is in the positive half space if and only if the corresponding clause is true (for more details, see [4] ). Therefore, the number of points in the positive half space is equal to the number of satisfied clauses.
On the other hand, by Theorem 3.1.1, we cannot approximate MAX-2-SAT too well. It follows that the problem described in Theorem 3.3.1 is also NP-hard, if 4 is sufficiently small. Following the proof in [7] , we could also suppose that the points of X are in general position.
Proofs for classes F n
The leading idea is to find a data set, the size of which is polynomially bounded, and a constant , such that any function f which fits the data with relative error less than will give a solution to one of the NP-hard problems discussed in the last Section.
Proof for F 1
Without loss of generality, we can suppose
be a data set (M is polynomially bounded in d), where X i are points of general position on the unit sphere S d−1 of R d , and Y i are either 0 or 1. Furthermore, due to the proof in [7] , we can choose X i such that the data set has polynomial size. We suppose M is large, i.e., M > d.
By definition, we have:
Suppose now we could find a function f ∈ F 1 , f = step bx such that
Moreover, by similar arguments, we have:
since X i are in general position. Combining the last two inequalities, we obtain
that is,
H).

Note that h(X) ≥ (1/2)M and d ≤ M , the last inequality yields h(X)(1 − 6 ) ≤ p(X, H).
Now choose ≤ (1/6) 4 , where 4 is the constant in Theorem 3.
3.1, this implies h(X)(1 − 4 ) ≤ p(X, H).
Due to Theorem 3.3.1, finding such H (or f )is NP-hard. This completes our proof for the class F 1 . 
Proof for F 2
Consider a hypergraph H(V, E)
(H).
Our data set will be the following (inputs are from R d+1 instead of from R d , but it makes no difference)
where (p d+1 , 1/2) t and (0 d+1 , 1) t means (p d+1 , 1/2) and (0 d+1 , 1) are repeated t times in the data set. Similarly to [2] , consider two vectors a and b in R d+1 where
It is not difficult to verify that the function f 0 = (1/2)(step (ax + 1/2) + step (bx + 1/2)) fits the data perfectly, thus e F 2 = E f 0 = 0. Suppose f = (1/2)(step (cx − γ) + step (dx − δ)) satisfies E f − e F 2 ≤ . It is equivalent to:
, the previous inequality implies:
The ratio µ 0 /M is called misclassification ratio, and we will show that this ratio cannot be arbitrary small. In order to avoid unnecessary ceiling and floor symbols, we assume the upper-bound µ is an integer. We choose t = µ so that we can also assume that (0 d+1 , 1) and (p d+1 , 1/2) are well classified. Let H 1 (H 2 ) be the half space consisting of
Now let P 1 denote the set of i where p i / ∈ H 1 , and P 2 the set of i such that
Let Q = {C ∈ E|C ∩ P 2 = ∅}. Note that for each j ∈ P 2 , the degree of j is at most 10, thus
Let A 1 = {C|f (χ C ) = 1}. Since less than µ points are misclassified, |A 1 A 1 | < µ. Color V by the following rule:
• if p i ∈ P 1 , then i is Red • if p i ∈ P 2 , color i arbitrarily, either Red or Blue.
• if p i / ∈ P 1 ∪ P 2 , then i is Blue. 
Observe that the size of the data set is
On the other hand, |A 1 | ≥ (1/2)|E|, all together we obtain;
which yields:
Choose = 6 such that k( 6 ) ≤ 3 (see Theorem 3.2.1). Then 6 will be a threshold for the class F 2 . This completes the proof.
The following Corollary is very important.
Corollary 4.2.1 It is NP-hard to fit the data set D by a network of two nodes with arbitrary small misclassification ratio.
Proof. Suppose the misclassification ratio is ν. Let t = 4νM , this implies that the origin and p d+1 are well-classified. Following the previous proof, one could produce a coloring with at least (1 − h(ν))c(H) colorful edges, where h(ν) tends to zero as ν tends to zero. By Theorem 3.2.1, there is a lower bound for h(ν), so ν cannot be arbitrary small.
Before starting other proofs, let us describe the general method to handle the case of more than two nodes. The method consists of following steps:
• Extend the data set by a set of (special) points.
• Set the multiplicities of the special points sufficiently high so that those points should be wellclassified (meaning the error on the output is zero or very small).
• If we choose the special point properly, the fact that these points are well-classified will determine (roughly) the behavior of all but 2 nodes. In general we will show that all but 2 nodes have little influence on the outputs of non-special data points.
• The problem basically reduces to the case of two nodes. And we achieve a lower-bound by using Corollary 4.2.1 or arguments similar to those used in the proof for class F 2 .
Remark. We can avoid the use of points with high multiplicity by an alternative technique shown in Section 7.
Proof for classes F n+2 , n > 0
Suppose for a set of size M , one can find f such that E f ≤ e F n+2 + . For the case e F n+2 = 0, this
, the last inequality yields
We will again assume that µ is an integer. Now we have to specify the data set. For simplicity, we assume that inputs in the last section are from R d . In this section, we need to modify the inputs to have 2d coordinates (hence they will be vectors from R 2d . This, of course, does not effect the polynomial feasibility of the problem.
If Choose n vertices e i , i = 1, . . . , n of the unit hypercube U d . Let N i denote the set of vertices of U 2d which differ from 0 d * e i = e i in exactly one coordinate. Apparently |N i | = 2d. Since n is small compared to 2 d , one can choose e i so that the sets N i ∪ e i are mutually disjoint, and none of them contains the origin.
The set of special inputs (without multiplicities) is
The rest of the inputs is
where I is the set of inputs from R d described in the previous section. Moreover, for each input X i * 0 d in I 1 , associate output 2Y i /(n + 2), where Y i is the output associated to X i in the last section. Let D 1 denote this set of data points (with inputs from I 1 ). Now our data set is D 1 ∪ S 1 , where It is not complicated to check that for every special input x, a x and b x are less than −1/2. Moreover, for inputs from D 1 , only the first d coordinates play role in the inner product. Using these two facts, one can easily check that the hyperplanes H i and H a and H b form a perfect fit. Now by the note at the beginning of the section, the number of misclassified points is less than µ. Hence all the special data are well classified. This means for each i, there is exactly one node that is positive when input e i is given. Moreover, for every other input in N i , this node produces 0. Hence, this node defines a hyperplane which separates e i from all of its neighbors, consequently, from all the other vertices of U 2d . Without loss of generality, we can assume this is the i th node. So for every input other than e i , the i th node produces 0. That means to study the data set D 1 , we have to concentrate on the last two nodes (n + 1) th and (n + 2) th only, and hence, basically reduce to the 2 node case discussed in the last section (the outputs are scaled down by n + 2, but it makes no difference). The last two nodes fit the data set D 1 with misclassification ratio τ ( ), where
. Now by Corollary 4.2.1, τ ( ) cannot be arbitrary close to 0. A straightforward computation then shows that is lower-bounded by a number of form 7 = ζ/(n + 2)(nd) 1/2 for some positive constant ζ. Then 7 is a threshold for this class, this completes the proof.
Proofs for classes F n
Although used in the former proofs, the coefficients of the inner nodes are not essential. Our theorems still hold for the case the network has arbitrary positive coefficients (class F n ). These coefficients are unknown in advance. However, the threshold achieved here is of smaller order of magnitude except for the case n = 2.
Proof for class F 2
We prove that there is a positive threshold for this class. Consider the same data set D given in subsection 4.2 (the special points will have different multiplicities), and suppose we have found f ∈ F 2 such that E f < . As usual, it implies:
since e F 2 = e F 2 = 0. Let c be a small positive number (any number less than 1/10 will be good enough), let E c denote the set of inputs X i , which are relatively badly classified, namely, |f
Let µ c denote the cardinality of E c . By the above inequality
Again we assume µ c is an integer. The idea in this and later proofs is to bound the (c-) misclassification ratio |E c |/M for some small c, instead of to bound the misclassification defined in 4.2. Moreover, using the outputs of special points, we can guess the coefficients c i almost correctly, this will allow us to construct a coloring with many colorful edges.
Consider the data set used in 4.2. Now let the multiplicities of the special points (0 d+1 , 1) and (p d+1 , 1/2) be µ c . So it is clear that these two points are not in E c . Note that for any input, the output is either 0, c 1 , c 2 or c 1 + c 2 . We can suppose c 1 ≤ c 2 , so f (0 d ) is either c 2 or c 1 + c 2 . consider two cases:
This will lead to a contradiction, since (if is sufficiently small) there will be a point X i = χ C = j∈C p j with output 1, where all p j , j ∈ C and χ C are well classified. This yields that χ C ∈ H 2 \H 1 . On the other hand, all p j , j ∈ C will be in H 1 \H 2 , so their sum cannot be in H 2 \H 1 .
•
On the other hand, the output of p d+1 is either c 1 or c 2 , consequently |c i − 1/2| < 2c for i = 1, 2. This implies the following:
, and
With this information, now we can find a good coloring the same way as in 4.2, with µ c playing the role of µ. Similarly to Corollary 4.2.1, we can show that the ratio µ c /M cannot be arbitrary close to 0. This yields that is lower-bounded by some positive constant 8 , which (by definition) is a threshold for this class.
Proof for classes F n+2 , n > 0
Following the proof in 4.3 and 5.1, it suffices to show that n of n + 2 nodes are positive for exactly one (special) input (and then it reduces to the 2-node case ) We will consider the same data set as in 4.3. In order to achieve our goal, again we have to change the multiplicities of the special points. We will do it as follows.
As always, suppose
Let the multiplicity of the special points e i be µ 1/2(n+2) . Sice the output associated to these points are 1/(n + 2), it follows that e i / ∈ E 1/2(n+2) for all i = 1, 2, . . . , n. Let P i be the set of nodes, which are positive for input e i . We have
where c j is the coefficient of the node j. Now for any x ∈ N i , let Z x denote the set of nodes in P i , which are positive for the input x. Since all coefficients are positive, we obtain
Now let x, x ∈ N i has multiplicity µ 1/(5d(n+2)) . This implies that none of these points is in E 1/(5d(n+2)) We will show that there is a node in P i , which is zero for all x ∈ N i . Assume this is not true, then
where Y x is the output associated to x in the data set. Hence there is at least one x ∈ N i such that
a contradiction. This implies that there is a node which is positive with input e i and zero for all other inputs. Similarly to 4.3, the problem is reduced to the last two nodes. Choose c = 1/(kn), where k is a large constant (say 100)). The (c-) misclassification ratio is:
Again this ratio is lower-bounded by some positive constant, a straightforward computation show the threshold (or lower-bound of ) has the form 9 = ζ/(nd) −3/2 , for some absolute constant ζ > 0.
6 Proof for classes G n
Proof for G 2
The proof for sigmoidal nodes requires some restriction on the coefficients c i . This restriction can be achieved by adding some new data points, and will be shown in the following Lemma. This Lemma was already proved in [6] , though the proof there does not mention the (polynomial) input size, which is crucial. We will present the Lemma in the way it fits our purpose, along with some modification and a slight generalization in the proof. Lemma 6.1.1 Consider the data set S 2 with inputs being real numbers: 
By the Lipschitzian condition, we havē Consider the data set D in Section 4.2. We will extend this data set by the data set S 2 in the Lemma. We do it as follows: add a new dimension, and consider inputs in S 2 as vectors with only one non-zero coordinate corresponding to the new dimension. Also note that the new data points can be described in polynomial bits, so the input size is polynomially bounded. One can still verify that e G 2 = 0. We now give the new points (from S 2 ) high multiplicity to make sure the outputs satisfy the conditions of the Lemma. So we can suppose that c i ≤ 6/10. From here, the proof is basically the same as in Section 5.1. The only modification one has to make is to define H i = {x|c i φ i (x) > c i − c} (for some c small). Since φ i are monotone, it is a half space. The conditions on the coefficients will provide that if a data point has output 1 and is not in E c , then this input will be in the intersection of two half spaces H 1 and H 2 . Similarly, if the data point is not in E c and the output is 1/2, then the input should be inH 1 ∪H 2 . This implies a good coloring, as shown in Sections 4.2 and 5.1.
Proof for classes G n+2 , n > 0
In the case nodes are sigmoidal, we cannot expect zero outputs, though we can prove there are n nodes which have little effect on non-special inputs, and hence reduce to the basic case of 2 nodes. Consider the data set from last subsection (with multiplicities are subject to change). We keep the notations used in Section 5.1.
Let the multiplicity of e i be µ 1/(3(n+2)) , so we can assume that e i / ∈ E 1/(3(n+2)) . Since the output associated to e i is 1/(n + 2), it follows that f (e i ) > 2/(3(n + 2)). Thus it is a node j i for which c i j φ i j (e i ) > 2/(3n(n + 2)) For every x ∈ N i , let its multiplicity be µ 1/(100n 2 ) , so f (x) < 1/(100n 2 ) and hence c i j φ i j (x) < 1/(100n 2 ). It follows that c i j φ i j (y) < 1/(100n 2 ) for all input y other than e i . Without loss of generality, we can suppose i j = i. The total effect of the first n nodes on any input not in ∪ n i=1 {N i ∪ e i } is at most n1/(100n 2 ) = 1/(100n), which is negligible when we reduce the problem to the last two nodes. The last thing we have to take care of is that any hyperplane separating e i and its neighbors, also separates e i from the inputs of new special points from S 2 (which are not vertices of the hypercube). This is easy to satisfy, since all the inputs of S 2 are on a line through the origin.
When reduced to the two node case, c will be chosen equal to 1/(20(n + 2)), and we proceed as in 5.2. The (badly) misclassification ratio is µ c M − number of special points = M ( kn) 2 M (1 − 2 Θ (n 5 d) ) .
This implies the threshold has the form 10 = ζn −5/2 d −1/2 , for some constant ζ > 0. To conclude this section, let us notice that the method used in Section 6.2 could also apply in Section 5.1, giving a threshold of the form ζn −5/2 d −1/2 . It is better than that of Section 5.1 if n is essentially smaller than d.
Remarks and open questions 7.1 Remarks
• It is easy to see that our main result still holds under a further restriction that all outputs Y i have absolute value not larger than 1. If we allow Y i to have absolute value at most K, then all thresholds can be improved (multiplied) by a factor of K (this remark was suggested by the referee).
• In the case there are only two inner nodes, we do not have to suppose the coefficients are positive, since this fact is not used in the proof (4.2). But for the general case (more nodes), we do
