ABSTRACT Edge feature extraction is an important basis part for subsequent processing of video frame. The region with a small color difference is transformed into a luminance value for edge detection, which increases the difficulty of edge detection and reduces the detection accuracy. In order to improve the precision of edge detection in the regions with small color difference, local autocorrelation is proposed to enhance the edge feature. Edge detection is completed by using chroma information, and the detection rate is used to measure the extent of the detected edge of the ideal edge to be extracted. The input video frame is converted to YCbCr color mode, and local autocorrelation is applied to the luminance information Y and chroma information Cb for edge detection. Complementary processing is applied to the resulting image of edge detection based on local autocorrelation. In order to further improve the detection rate, supplementary processing is carried out. The standard edge images are defined for quantitative analysis and evaluation of proposed methods. Two kinds of edge correction processing based on the local autocorrelation comparison method and average method are proposed. Through experimental verification, the comparison method has a higher detection rate than the common method on the basis of local autocorrelation.
I. INTRODUCTION
With the rapid development of information technology, the Internet and multimedia technology are widely used, and a large number of video information data are produced in people's daily life and work. However, facing the complex and diverse video data, how to retrieve, analyze, recognize and understand the content of video in the mass of video data has become a hot and urgent problem in the field of video research. In recent years, electronic devices using related image processing such as digital cameras and printers have rapidly spread, and there is an increasing demand for video frame processing such as face recognition and automatic image quality correction [1] , [2] . In the case of performing face recognition and extraction of a person region, it is common to convert it into a grayscale image as a method of preparing and then starting target video frame
The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan. processing [3] - [5] . This is because when the original image is used as it is, there is much information with high redundancy, the amount of calculation is enormous, and problems arise such as excessive load on the arithmetic unit. Edge extraction processing is an example of a technique for reducing this redundant information [6] , [7] . Edge information extraction is an important basic part of video processing. Edge feature detection rate directly affects the quality of subsequent video processing, such as video content retrieval, tracking of moving objects in video, recognition and behavior understanding of specific objects in video, video compression and so on [8] , [9] . In this way, other information can be excluded from the target frame of video, and the contour information can be extracted simply to achieve the goal of simplifying subsequent image processing [10] . However, the difficulty of edge extraction greatly changes depending on the shooting conditions of the video frame [11] - [13] . Many scholars have proposed an improved algorithm based on the Canny operator [14] , [15] . However, the picture is affected by the illumination of the light source during the shooting, there is noise in the video frame and blurred edges [16] . If the Canny operator is simply used for edge detection, resulting from the influence of threshold parameter setting and local noise interference, some local edges with slow gray value changes will be lost when detecting false edges [17] .
In many edge extraction methods, a luminance signal Y is used from an original image of a color image having three signals of an RGB [18] . The luminance signal Y can reduce the information amount to about 1/3 by unifying the three signals of RGB [19] . However, since the ratio of the weighting of the B signal to the luminance signal is lower than that of the R and G signals, it is difficult to detect such as a boundary between blue and black [20] , [21] .
As part of the edge extraction, Sobel filter processing and Prewitt filter processing are simple and have a merit of a small calculation amount, which can be cited [22] , [23] . However, in either processing, it is necessary to set an appropriate threshold which varies depending on the video frame conditions, if misconfigured, various problems such as missing edges and detection of unnecessary edges occur [24] . It is necessary to develop an automatic and efficient method capable of accurately predicting video frame quality consistent with subjective evaluation [25] , [26] .
In this paper, we propose an edge complement method, which overcomes the difficulty of extracting edge features in the luminance signal Y by using the color difference component and the Local AutoCorrelation of the YUV colorimetric mode. The purpose is to complement the contour information of the human region in an environment where it is difficult to extract from the luminance signal and concrete contents are complementation of target contour by application of Local AutoCorrelation for color difference component of color video frame.
II. EDGE COMPLEMENT ALGORITHM
Video images often have regions with small chromatic aberration, but ordinary edge detection in regions with small chromatic aberration is difficult to obtain ideal processing results, which makes the rate of edge detection decline and affects the subsequent processing effect of video. In this research, the image of the RGB colorimetric mode is converted to the YUV color mode and processed. From the RGB colorimetric mode to the YUV colorimetric mode conversion is Formula (1). The red and green are negatively weighted, and the blue weighted strong positive weight is given to the low value for red and green. High values are returned for blue. Likewise, since the Cr signal weights negative to green and blue, and the red weight strong positive weight, low values are returned for green and blue, and high values are returned for blue. Figure 1 shows the image of each element of the YUV color mode. In the Cb signal image, the R and G signals are weak and the B signal is strong, the blue curtain is output with a high value, the R and G signals are strong, and the low skin color of the face is low value. In addition, an intermediate value is output for black in which the difference between the values of all the R, G, and B signals is small. This property is due to the weighting of the Cb signal. As a result, the gradient between blue and black is amplified, and it is easy to extract the edge which was difficult to extract in the luminance signal Y. Figure 2 shows an algorithm that performs edge complementation from color video frames. For the input signal image, a luminance signal image and a color difference signal image of the YUV color mode are first generated. Next, Local AutoCorrelation (LAC) processing is performed on these two images. Finally, supplementation processing is performed using two images as a result of Local AutoCorrelation.
A. LOCAL AUTOCORRELATION
AutoCorrelation is used in signal processing to analyze functions such as time domain signals, or sequences. It is a measure of how well a signal and its signal matched with the time shifted signal and is expressed as a function of the magnitude of the time shift. Autocorrelation is the cross-correlation of a signal with itself. Autocorrelation is useful for searching for repetitive patterns contained in a signal, and the correlation value is higher as the signal strength and pattern are similar to the original signal.
LAC used in this research does not derive the correlation value by time shifting but derives the correlation value by shifting the position of the mask to be measured vertically and horizontally. In order to solve the problem of the region edge detection rate reduction in video image with small color difference, an edge detection algorithm based on LAC was proposed to improve the edge detection rate. With this LAC, the correlation value increases within the region where the gradient changes little, and the correlation value decreases within the region where the change of the gradient is large. By using such properties, it is possible to extract a contour without using a threshold from a single image. In deriving the correlation value, since the measurement is performed by moving a mask including a plurality of pixels, it has a role of a low-pass filter that removes fine small features and leaves only large features. In addition, since the image is normalized by taking correlation locally, it is also said to be strong against lighting conditions such as a difference in the direction of the light source and overall brightness variation.
In this study, LAC uses two types of masks: horizontal and vertical masks. The horizontal direction mask and the vertical direction mask are represented by Formulas (2) and (3), respectively.
A LAC value φx(x, y) and a vertical direction LAC value y(x, y) are obtained for the target pixel. Compare these two values and set the minimum value as the LAC value φ(x, y).
The range of the LAC value φ (x, y) obtained from the above is 0 ≤ φ (x, y) ≤ 1. In the case of expressing in an image, since it must be represented by 8 bit without sign from 0 to 255, normalization is required. Therefore, the minimum value φmin and the maximum value φmax of the LAC value is used. The pixel value Out(x, y) of the LAC image is obtained by the conversion formula shown in Formula (6), and a LAC image is generated.
Two target frames A and B are shown in Figure 3 . Although LAC in image processing is applied to the luminance signal Y . Besides, it applies to the color difference signal Cb, so the output image of the LAC applied to the luminance signal Y is Y-LAC image (Figure 4) . The output image of the LAC applied to the color difference signal Cb is distinguished from the Cb-LAC image ( Figure 5 ).
The pixel values are compared for each image which shares each pixel value OutY (x, y) of the Y-LAC image and each pixel value OutCb(x, y) of the Cb-LAC image. And the minimum value is output Comp(x, y). The image of the process is shown in Figure 6 , and the equation is shown in Formula (7).
By substituting the minimum value, only strong edges can be left between the two images, and the features of both edges can be complemented without attenuation. However, it has the disadvantage of picking up noise. In the average method, pixel values are compared for each image that shares each pixel value OutY(x, y) of the Y-LAC image and each pixel value OutCb(x, y) of the Cb-LAC image, and the average value is output Comp(x, y). The average processing image is shown in Figure. 6 and the equation is shown in Formula (8). Features of each image are averaged, and slight noise can be suppressed. However, since the edge information is also averaged, there is a disadvantage that it attenuates to the edge.
Comp(x, y)
The detection rate is a measure showing the extent to which the edge can be detected with respect to the ideal edge to be extracted. This scale is defined as follows. First, for the target frames of videos, background deleted images A and B are prepared by manually deleting the background with yellow (R = 255, G = 255, B = 0) ( Figure 7 ). In Here GIMP is used as image processing software and yellow color (R = 0, G = 0, B = 255) is used as the filled color. Next, only the color difference component Cb is extracted for the background deletion images A and B, and Sobel filter processing is applied to the extracted components. However, the Sobel filtering result image is stronger edge information as it approaches white (255), whereas the LAC image becomes stronger edge information as it approaches black (0). Therefore, in order to match the condition with the LAC image, we invert the pixel value Sobel(x, y) after the Sobel filter processing using Formula (9) to generate the Sobel inversion pixel Inv(x, y) ( Figure 8) . As a result, the edge information of the human region is strongly detected, and edge information within the human region such as eyes and nose is weakly detected. By this weighting of the color difference component Cb, the yellow region is detected as 0, and in other regions, values around 128 are outputted. As a result, a very strong gradient occurs between the person region and the background.
By differentiating this image, it is possible to strongly detect the edge of the person region. Then, when threshold processing is performed using Formula (10) in which the value lower than the threshold T is 0 (black) and the value higher than 255 (white) for the Sobel inversion pixel Inv(x, y) is performed, the outline IdealEdge(x, y) are extracted ( Figure 9 ). Let this result be the ideal edge (IdealEdge: IE) to be detected for the target video frame. Figure 10 shows the specific calculation flow of the detection rate λ D Figure 10(a) is an ideal edge image obtained according to Formula (9) , where the blue color represents the Ideal Edge. In Figure 10 The detection rate is defined as the ratio λ D (Formula (11)) of the number of detectable pixels P Detect existing on the coordinate of IE with respect to the target video frame with respect to the number of pixels P IE of IE. Here, the ''detectable pixel'' is a pixel having a pixel value less than the threshold value T . That is, when the number of pixels is smaller than the threshold value T coincides with the number of pixels P IE on the IE and the coordinates of the IE in the target image, the detection rate is 1.
III. ERROR CORRECTION RATE CALCULATION
Supplemental processing is not performed locally on the target frames of video, but complements all pixels, so it complements not only target contour information but also other unnecessary information. However, the above detection rate λ D does not take into consideration any degradation in accuracy due to noise generated other than on IE. The ratio of erroneous complementary pixel number P Mis to the number of pixels P IE other than the intended portion is defined as the error correction rate λ M and is expressed by the Formula (12).
However, with the detection rate λ D alone, the influence of redundant information amount can not be determined. With the erroneous complementary rate λ M alone, the accuracy of the detected edge can not be determined. Here, ''score D'' is taken into consideration, taking both the detection rate and the error correction rate into consideration. The score D is defined as the result of multiplying the detection rate λ D by multiplying one (1 − λ M ) obtained by subtracting the erroneous complementary rate λ M from 1 and multiplying the result by 100. This calculation method is expressed by Formula (13) .
IV. SUPPLEMENT RESULT BY COMPARISON AND AVERAGE
The color difference signal Cb image, Y-LAC image and Y-LAC image of video frames A and B are shown in Figure 11 . It showed the target video frame A has the upper half of the human body, and has a boundary line between the blue series and black, whose background is not complex. Target video VOLUME 7, 2019 FIGURE 12. Result of supplementation by comparison method.
FIGURE 13.
Result of supplementation by average method. frame B showed that it with the background of the human body showing the upper body, and a boundary line between the blue series and black. In the target video frame B, it is difficult to distinguish between the head and the background in the luminance signal Y image, but even if it is converted to the color difference signal Cb image, the contours of the head and the background are not emphasized. As a result, almost no edge of the head was detected in both the Y-LAC image and the Cb-LAC image. The Y-LAC image realizes shoulder detection, but the Cb-LAC image is almost not detected except for the outline of the face.
As can be seen from the above results it is difficult to discriminate between the right temporal region and the background in the luminance signal Y image, and the temporal edge is missing in the Y-LAC image applying the LAC. On the other hand, the image of the color difference signal Cb is separated from the right temporal part and the background, and edge detection of the temporal part is realized in the Cb-LAC image.
For the target video frames A and B, the edge complement results by the comparison method are shown in Figure 12 , and the edge complement results by the average method are shown in Figure 13 . For the edge complementation result by the comparison method, the detection points are shown in blue (R = 0, G = 0, B = 255), and the non-detection points are shown in red (R = 255, G = 0, B = 0) line in Figure 14 . Figure 15 shows the detection / non-detection points of edge complement results by the average method in the same way.
The difference obtained by subtracting the edge density from each interpolation method can hardly be seen, and similarly to the target video frame A, the comparison method compared with the average method was conspicuous in the noise scattered throughout the image. As for the complementation using these two images, it is almost complemented by the result of the comparison method. Since only strong edges of Y-LAC image and Cb-LAC image are selected and complemented, edges are detected in the temporal part. However, a slight amount of noise exists in the entire image, and an erroneously complemented pixel is somewhat noticeable, such as strongly detecting an edge different from the target region lying on the left arm side.
In the result of the average method, the edge which was relatively difficult to detect in the Y-LAC image such as the head shoulder is missing. Since it is a complementary technique having both smoothing, the noise is reduced and the number of erroneously complemented pixels is small.
Here, we compare the detection rate and the error correction rate with respect to the complement by the comparison method and the average method in the target video frame A with respect to the score representing the degree of the complementing accuracy taking these two into account. Table 1 shows the detection improvement rate obtained by interpolation, and Table 2 shows the error correction rate and score. The threshold value T was set to 250. In the target video frame A, the comparison method has a slightly higher score than the average method. Regarding the detection rate, both methods showed an improvement of 10% or more, and the comparison method was about 4% higher than the average method, but as for the miscompensation rate, the average method was about 3%, and the score difference fell below 1.
In the target video frame B, the improvement rate was lower than 5% in either of the complementary methods, and the detection rate was almost equal although the comparison method was somewhat higher. As for the error correction rate, similar to the target video frame A, the average method was about 2% lower than the comparative method, and the score of the comparison method which was superior in the detection rate was lower than the average method.
In the target video frame A, complementation results by the comparison method were complemented by color difference signals. For the target video frame B, no improvement in the detection rate due to the color difference signal was observed in either method. This is because there was no significant difference between the R, G and B signals compared with blue, and the gradient was gentle even when converted to the Cb signal, so it could be considered that there was no improvement in edge detection. For both target video frames A and B, the comparison method has a higher detection rate than the average method.
However, the average method has a lower error correction rate than the comparison method, and in the target video frame B, the average method is higher than the comparison method. In the comparison method, it is possible to extract stronger edges, so unnecessary information which becomes high detection rate is emphasized, so the false detection rate tends to be high. On the other hand, since the average method can complement with reduced noise, it has a low error correction rate, but since the target edge information is suppressed, the detection rate tends to be low. As a result, it is considered that the relationship between detection rate and erroneous complementary rate varies depending on the video frame condition, so the superiority of the comparison method and the average method is not fixed.
In addition, for all the complementary results of this time, a low detection rate was obtained in the head. This is because the boundary between the head and the background was ambiguous about the background deletion work generated manually when IdealEdge was generated, so it is considered that there was a difference between the complement result and IdealEdge.
V. DISCUSSION AND CONCLUSION
In this paper, we proposed improvement of the accuracy of edge extraction by two signals of the luminance signal Y and the color difference signal Cb obtained by amplifying the gradient by weighting. Although it was possible to detect the boundary between blue and black which was difficult to detect with only the luminance signal Y , there are conditions which are difficult to detect even in complementing by the proposed method like the boundary between dark blue and black. In order to solve the problem, correction processing methods for color difference components and complementary images will be regarded as further research.
Firstly, the original video frames are converted into YCbCr color mode, LAC image is generated based on luminance information Y and chroma information Cb. Secondly, the result images of edge detection are obtained, and the detection result images are supplemented. Finally, the generated results are analyzed quantitatively based on the standard edge images. Regarding the correction for the color difference component, it is considered that the gradient between the background and the hair is further amplified and the edge of the Cb-LAC is more strongly output by applying the gamma correction to the color difference component of the image before applying the LAC process. However, there is a problem that even the gradient of the random noise existing in a very small amount like the complement image of the target video frame A is amplified. It can be seen from the evaluation results that the proposed method has a good effect on the edge detection with small chromatic aberration, and the adjustment experiment of the LAC parameters will be carried out for other types of situations in the future. In the following research, parameter adjustment experiments of LAC will be carried out for different types of video data, including different types of chromatic aberration and different shape of edge features, to further verify the effectiveness of the proposed algorithm. 
