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ABSTRACT 
Norms of the first and the second derivatives of the map that takes an invertible 
Hilbert space operator to its absolute value are estimated. Using this, first and second 
order perturbation bounds for this map are obtained. 
1. INTRODUCTION 
Let LZ(~ be the space of bounded linear operators on a separable 
Hilbert space 2 The absolute oalue of an operator A is the positive operator 
IAl defined as IAl = (A*A) ‘/’ Continuity properties of the map ( * I have . 
long been of interest to operator theorists, physicists, and numerical analysts. 
If 2 is infinite-dimensional, the map 1 . I on ~(G+?J is not Lipschitz 
continuous: there exists no constant c for which the inequality 
IIIAI - IBIll < cllA - BII (1) 
would hold for all A, B in G&@. One then looks for weaker inequalities. 
*Work supported, in part, by a research grant from the DAE, India. 
LINEAR ALGEBRA AND ITS APPLICATIONS 208/209:367-376 (1994) 367 
0 Elsevier Science Inc., 1994 
655 Avenue of the Americas, New York, NY 10010 0024-3795/94/$7.00 
368 RAJENDRA BHATIA 
This was done by Farforovskaya [6, 71 and by Kato [8], who showed that 
)[‘A’- lBl(I =G ;llA - 
for all A, B in 9d). 
Here ](A[] stands for the usual 
n-dimensional, the inequality (1) can 
“A” + llBll 
2 + log IIA _ BlI (2) 
operator bound norm of A. If Z is 
be seen to be valid for all A, B with a 
constant c N log n. Different kinds of results are known for other unitarily 
invariant norms. A survey of some of these results may be found in [I]. 
One of the main results of this paper is the following: 
THEOREM 1.1. Let A be an invertible operator. Then for all operators B 
in a neighborhood of A we have 
IllAl - IBIII < a,llA - BII + a,llA - Bii2 + O(llA - Bll”), (3) 
where 
a, = llA_‘II IIAII, a2 = IIA-lll + IIA-‘l1311Al12. (4) 
A natural way to obtain such a result would be through estimating norms 
of the first and the second derivatives of the map I * I. For the reader’s 
convenience a quick summary of the relevant ideas and notation is provided 
in Section 2. The main results are then proved in Section 3. 
2. PRELIMINARIES 
Most of the results quoted here can be found in [4, Chapter VIII]. 
Let X, Y be real Banach spaces. Let f be a map from an open subset E 
of the space X into the space Y. We say that f is differentiable at u E E if 
there exists a linear map ofc~> from X to Y satisfying 
OPERATOR ABSOLUTE VALUE 
for all x. This linear map is called the derivative of f at u. We have 
369 
W(u)(x) + tx) for all x E x. 
As an element of the space 9(X, Y > of linear operators 
inherits the norm 
from X to Y this 
If f is differentiable at all u E E, we get a map u --f q(u) from E into 
9(X, Y >. The derivative of this map at u, if it exists, is called the second 
derivative of f at u and is denoted as D2f(u). Note that D2f(u) is an 
element of S’( X, S’( X, Y )). This latter space can be identified naturally with 
the space B2(X, Y) of bounded bilinear maps from X into Y equipped 
with the norm 
lldl = inf{c: 1) ‘P( x1, x2) I( G cIlxlll Ilx,ll}. 
Indeed, if f E 9(X, 9% X, Y )) we define 
then f E gs( X, Y >, and this gives an isometric isomorphism between the two 
Banach spaces. 
We will find it convenient to regard D2f(u) as an element of B2( X, Y) 
via this correspondence. One of its important properties then is that as a 
bilinear map it is symmetric in the two variables. 
Let us give three illustrative examples on which we will draw later. In all 
the examples X = Y = .%‘(a. 
EXAMPLE 2.1. Let f(A) = A”, where n is a positive integer. Then using 
the binomial expansion for (A + B)“, one can see that 
of(A)(B) = c AklBAkZ, 
k,+k,=n-1 
D”f( A)( B,P B2) = c ( AjlB,Aj2Bz Aj, + AjIB, AjzB, Aj3) 
jl+j2+j,=n-2 
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for all B, B,, B, in S?(a, where in both the sums the indices are nonnegative 
integers. 
EXAMPLE 2.2. On the set of invertible operators define the map f as 
f(A) = A-‘. Then 
Df( A)(B) = -AP'BA-', 
D”f( A)( B,, B,) = A-+, A-%, A-’ + APIB,A-‘B, A-’ 
for all B, B,, B, in S@$@. 
EXAMPLE 2.3. Let f(A) = A*A. Then 
D’(A)(B) = A*B + B*A, 
D’f( A)( B,, B2) = B,*B, + B;B, 
for all B, B,, B, in ~&‘(a. (Note that both the maps are real linear). 
We will need versions of some of the standard calculus results. The 
familiar formulae for the derivatives of a composite function, 
have the following analogues. Let X, Y, 2 be Banach spaces; let g be a map 
from X to Y, and f a map from Y to 2. Let cp = f 0 g. Then for all 
x, x1> x2 E x 
@(x)(x,) = [~f(g(x))"~g(x)l(xl), (5) 
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The mean value theorem in this context is the following statement: in the 
special case when X is the interval [a, b] on the real line we have 
If(b) -f(a) II G lb - ala;;b II Wt>II. . . 
The Taylor expansion takes the form 
3. ESTIMATES FOR THE DERIVATIVES 
Fix 3, and denote B(Z) by s. Let si,,, gs, and 9+ denote the 
subsets of 9 consisting of the invertible, the self-adjoint, and the posi- 
tive operators, respectively. The set ~29~~” is open in z%‘; qY is a real linear 
subspace of 9, and 9+ is an open subset of ss. 
We will use some simple facts about operator monotone functions on 
(0, m>. For these we refer the reader to Davis [3] or to Donoghue [5]. 
A function f on (0, m) is operator monotone if the map induced by it on 
9+ is order preserving, i.e., if A > B >/ 0 then f(A) > f(B) >, 0. Such 




f(t) = (Y + Pt + ~ - 
0 AZ+1 & 4-4*), i 
where o E [w, p > 0, and p is a positive measure on (0, m> such that 
Let A be any element of 9 +. Then 
f(A) = al + PA + s( AZ - (A + A)-‘) ~/J(A). 
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From this we see that for any B E Ss 
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WA)(B) =$ = f(A + tB) t 0 
= PB + ju(h +A)-‘B(h +A)-‘d&). 
0 
Thus 
11 of( A) 11 = sup 11 of( A)( B) II 
IlBll= 1 
(8) 
the supremum being attained when B = I. Also, the (ordinary) derivative of 
f obtained from (7) is 
f’(t) = P + /:(A: # +(A). 
so 
Ilf’(Nll= DZ+~mP+A)-‘dB(h)l- /I (9) 
If LY = inf{( Ax, x) : 11 XII = l}, then the right hand sides of (8) and (9) are 
both seen to be equal to 
/3 + km(A + c+” &(A). 
We thus have: 
PROPOSITION 3.1. Let f be an operator monotone function on (0, w), and 
let f ’ be its derivative. Let f also denote the map induced by f on a+. For 
A E 9 + let Df( A) be the derivative off at A. Then 
11 W( A) 11 = IIf’( A) 11. (10) 
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The function f(t) = tr on (0, CO> is operator monotone if 0 < T < 1. SO 
we have: 
COROLLARY 3.2. Let f be the mup on 9’, defined as f(A) = A’, where 
0 < r < 1. Then 
(1 Df( A) 11 = ril A-llll-r. (11) 
COROLLARY 3.3. Let cp : gin, -+ B’, be the map defined as 4oC.A) = I Al. 
Then 
11 Dcp( A) 11 =s IIK1ll IIAII. (12) 
Proof. The map p is the composite of two maps Bi,” 49, f~%‘+, 
where g(A) = A*A, f(A) = Al/‘. So, by the chain rule, 
Dq( A) = of( A*A) . Dg( A). 
From (11) we have llDf(A*A)(( Q ~Il(A*A)-1(~1’2 = ~llA-lll. From what we 
observed in Example 2.3, lIDg(A < 2)) All. Hence 
11 Dq( A) 11 < 11 A-l11 1 All. n 
REMARK. The inequality (12) is an improvement on earlier known 
results [ 11. 
Proof of Theorem 1.1. In much the same way as above we will estimate 
the norm of the second derivative of cp. 
First, let f be as in (7). Then for the induced map f on 9+ we have 
D”f(A)(X,Y) = -/m{(h+A)-lX(h+A)-lY(h+A)-l 
0 
+(h+A)-‘Y(A+A)-‘X(A+A)-i}d&+). 
(See Example 2.2.) So 
k’“f(A)ii = 2/“11(A +A)-‘i3dW 
0 
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the norm being attained at X = I, Y = I. However, this is also the norm of 
IIf” ( A)jl. So, we have 
11 o”f< A) 11 = It f” ( A) 11. (13) 
In particular, if f(t) = t’ for some 0 < r < 1, then 
IID”f(A)II = r(1 - r)llA’-“11; (14) 
for r = $ this becomes 
11 D”f( A) 11 = all A+"((. (15) 
For the map g(A) = A*A we have D2g(AXB,, B,) = BTZ?, + B,*B,. 
So 11 D2g( A)11 < 2. So for the composite map p = fo g we have, using (6) 
and the inequalities derived above, 
b2dA)(B,, &)I[ ~tI~2f(A*A)II~I~g(A)11211B11111B211 
+ 11 W A*411 1 D2g( A) 11 llB,ll IlBnll 
< [II(A*A)-““~~IIAII” +(1(A*A)~“‘II]lIB~llIIB211 
= (IlAm’ll”llAll” + I/A-‘II)IIB,II 11B211. 
Taking the supremum over pairs B,, B, each of which has norm 1, we obtain 
[ID~~cP( A)II G IIA-‘II”IIAII” + IIA-ill. (16) 
Now, using Taylor’s theorem, we obtain Theorem 1.1 from the estimates (12) 
and (16). n 
4. REMARKS 
From Proposition 3.1 we can derive a few other results: 
COROLLARY 4.1. Let f be an operator monotone function on (0, a>, and 
let A, B be two positive operators bounded below by a, i.e., A > aZ > 0 and 
OPERATOR ABSOLUTE VALUE 
B > aZ > 0. Then 
IIf( A) -f(B) 11 <f’(a)llA - BII. 
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(17) 
proof. If f has the representation (7) and A > aZ > 0, then 
f'(A)=pZ+jj'(h+A)-'dp(h) 
< pz + (1 -(A + a)-" dp(h) 1 0 I 
=f'(a)Z. 
Now if A, B are both bounded below by a and if we put A(t) = (1 - 
t)A + tB, 0 < t < 1, then A(t) is also bounded below by a. Hence, using 
the mean value theorem, Proposition 3.1, and the above observation, we have 
IIf -f(B)11 G SUP 11 oft A(t)) A’(t) 11 
o<t<1 
G SUP b-‘( 49) iI II A’(t) iI 
ogt<1 
<f’(a)IiA - BII. n 
A special case is: 
COROLLARY 4.2. Let A 2 al > 0, B > al > 0. Thenfor 0 < r < 1 
[(A’ - B'l\ < rarp')lA - BII. (18) 
More general results than the two above have been proved by Kittaneh 
and Kosaki [9]. They too make use of the integral representation (7), but not 
the calculus approach we have adopted. 
REMARK 4.3. With a small modification most of our analysis could be 
done for all unitarily invariant norms. This is facilitated by the fact that if II * ]I 
is such a norm, then it enjoys a special property 
III ABC III < IIAII 111 B 111 IlCll for all A, B, C. 
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In particular, in our inequality (3) the operator norm lI*II can be replaced by 
any unitarily invariant norm 111 * 11) w h ere ai and a2 are still given by (4). 
REMARK 4.4. If n is a positive integer and n > 1, then the function 
f(t) = t” is not operator monotone on (0, a). Nor is the function f(t) = et. 
However, it is easy to see that for both these functions the relation (10) holds. 
We are thus left wondering what exactly is required of f for the validity 
of (10). 
Note added in proofi Following the ideas in this paper we have now 
found estimates for higher order derivatives of the absolute value map. This 
will appear in a forthcoming paper. 
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