We study the properties of groups that have presentations in which the square of each generator gives the identity and all relations are of even length. We consider the parabolic subgroups of such a group and show that every element has a factorisation with respect to a given parabolic subgroup. Moreover, we see that cluster group presentations have even length relations and study the reduced expressions of the coset elements appearing in factorisations with respect to maximal parabolic subgroups of elements of cluster groups of mutation-Dynkin type A n .
introduction
A presentation of a group is a concise method of defining a group in terms of generators and relations. In special cases, much information about the corresponding group can be extracted from a given presentation [22] . Coxeter presentations are a classical example of this [2] .
Recall that a pair (W, S), where S = {s 1 , .., s n } is a non-empty finite set, is called a Coxeter system if W has a group presentation with generating set S subject to relations of the form (s i s j ) m(i,j) , for all s i , s j ∈ S, with m(i, j) = 1 if i = j and m(i, j) ≥ 2 otherwise, where no relation occurs on s i and s j if m(i, j) = ∞ [21, Section 5.1]. Such a presentation is called a Coxeter presentation and any group with a Coxeter presentation is called a Coxeter group. An outline of the rich history of research into these groups is given in [3, Historical Note] . For example, [6] showed that each finite reflection group can be defined by a Coxeter presentation and [7] later showed that, conversely, every finite Coxeter group has a realisation as a reflection group. Any Coxeter system can be represented by its Coxeter graph, which defines the Coxeter presentation of the group. The Coxeter graphs of the irreducible finite Coxeter systems are well-known and these graphs classify the finite Coxeter groups [3, Chapter VI, Section 4, Theorem 1]. The applications of Coxeter groups are widespread throughout algebra [3] , analysis [18] , applied mathematics [5] and geometry [12] . However, the many combinatorial properties of Coxeter groups make them an interesting topic of research in their own right (see [2] ).
For example, for any subset I ⊆ S, W I denotes the subgroup of W generated by I. Any subgroup of W which can be obtained in this way is called a parabolic subgroup of W [21, Section 5.4] . It is known that the coset wW I contains a unique element of minimal length for each w ∈ W , meaning that we can choose a distinguished coset representative of wW I . It follows that there exists a unique factorisation of each element w ∈ W of the form w = ab such that l(a) + l(b) = l(w), where a ∈ W I and b ∈ W I [2, Proposition 2.4.4] . The reduced expressions for these distinguished coset representatives for a maximal parabolic subgroup of a Coxeter group of type A n are well known and can be described explicitly; see for example [24, Corollary 3.3] , [25] .
Reduced expressions of elements of a Coxeter group have been studied more generally. In particular, the Exchange Lemma is a fundamental property of a Coxeter group which states that a pair (W, S) is a Coxeter system if and only if each element of S is of order 2 and (W, S) satisfies the Exchange Property [2, Section 1.5].
In this paper, we will consider group presentations which generalise the Coxeter case by allowing any relations that have even length. We show that variations of some of these properties of Coxeter groups hold for any group, G, which has a group presentation of this type.
In particular, we can define a parabolic subgroup of G in an analogous way to the Coxeter case and prove that there exists a (not necessarily unique) factorisation of each element of G with respect to a given parabolic subgroup.
Given a quiver appearing in a skew-symmetric cluster algebra, also known as a cluster quiver, the corresponding cluster group presentation [28, Definition 1.2] (see also [1] and [19] ) will have relations of even length. Thus the results outlined above will hold for cluster groups. We give an example to show that the factorisation mentioned above is not unique in general for cluster groups, in contrast with the Coxeter case. Finally, we consider cluster groups of mutation-Dynkin type A n and show that the coset elements appearing in the factorisations with respect to maximal parabolic subgroups all have reduced expressions of a certain form.
The paper will proceed in the following way.
In Section 2 we establish basic properties of the length function on G and provide a more detailed summary of the main results in this paper.
In Section 3 we prove our first main result: that there exists a factorisation of each element of G with respect to a given parabolic subgroup.
Section 4 recalls the definition of a cluster group and discusses the connection between cluster groups, cluster algebras and Coxeter groups. Since the relations defining cluster groups are of even length, the theory above applies and we construct an example in which the factorisation with respect to a given parabolic subgroup is not unique.
The final section contains a study of the reduced expressions of the coset elements appearing in factorisations of elements of cluster groups of mutation-Dynkin type A n with respect to maximal parabolic subgroups.
Group presentations with even length relations
Let G be a group arising from a group presentation X|R . By the definition of the presentation of a group, any element w of G can be written as
where x j ∈ X and a j = ±1, for all 1 ≤ j ≤ r. The length of w ∈ G, l(w), is the smallest r such that w has an expression of this form and a reduced expression of w is any expression of w as a product of l(w) elements of X ∪ X −1 (where
x ∈ X} is a copy of X). We refer to l as the length function on G.
For a set X, we denote the free group on X by F (X).
Definition 2.1. A group presentation X|R has relations of even length if every relation in R has even length in F (X).
Note that, taking an index set I, if R is a set of relations of the form
, for i ∈ I then the length of the relation u i = v i is given by the length of the word u i v −1 i in F (X). Throughout this paper, let G be a group with group presentation X|R which satisfies the following conditions.
(I) For each x ∈ X, x 2 = e. (II) Every relation in R is of even length.
Analogously to the Coxeter case, we define a parabolic subgroup of G.
Definition 2.2. Let G I denote the subgroup of G generated by the elements of the subset I ⊆ X. A (standard) parabolic subgroup of G is a subgroup of the form G I for some I ⊆ X.
Moreover, for each I ⊆ X we define the following sets.
In Section 3, we will prove our first main result:
Proposition. (Proposition 3.8) Let G be a group defined by a presentation with generating set X subject to relations of even length. For each I ⊆ X, let G I denote the subgroup of G generated by I and
Then every element w ∈ G has a factorisation
where a ∈ G I , b ∈ G I and l(w) = l(a) + l(b).
By comparison, we can see that this result is similar to [2, Proposition 2.4.4] for Coxeter groups. However, unlike the Coxeter case, we will show that the factorisation for elements of G with respect to a given parabolic subgroup is not necessarily unique.
Coxeter presentations are a special case of group presentations of this type (i.e. group presentations satisfying conditions (I) and (II)). Similarly, given a quiver appearing in a skew-symmetric cluster algebra, also known as a cluster quiver, the corresponding cluster group presentation [28, Definition 1.2] satisfies conditions (I) and (II), meaning the results proven in this paper demonstrate that a cluster group presentation arising from any cluster quiver possesses properties which are comparable to those of Coxeter presentations.
Let G Q be a cluster group of mutation-Dynkin type A n with cluster group presentation T |R , where T = {t 1 , ..., t n }. We will examine the reduced expressions of elements of G Q , with respect to a fixed 1 ≤ i ≤ n, and prove the following.
Proposition. (Corollary 5.7) Let Q be a quiver of mutation-Dynkin type on n vertices with connected components of type A and consider the associated cluster group presentation
Then there exists a sequence of commutations taking t i 1 ...t i k to a reduced expression of the form:
where j pq is connected to i by an edge in Q for all
Properties of Group Presentations with Even Length Relations
To begin, we prove some basic results for the length function on a group with an arbitrary group presentation. Proof. Let G be a group arising from a group presentation X|R . Suppose that l(xw) < l(w) for some w ∈ G and x ∈ X. Let xw = x a 1 1 x a 2 2 ...x ar r , where x j ∈ X with a j = ±1 for all 1 ≤ j ≤ r, be a reduced expression. Then w = x −1 x a 1 1 x a 2 2 ...x ar r is an expression of w of length r + 1. Moreover, this expression must be reduced otherwise l(w) ≤ r, contradicting that l(xw) < l(w). Conversely, if there exists a reduced expression of w beginning in x −1 , say w = x a 1 1 x a 2 2 ...x ar r where x 1 = x with a 1 = −1 and x j ∈ X with a j = ±1 for all 2 ≤ j ≤ r (i.e. w = x −1 x a 2 2 ...x ar r ), then xw = x i 2 ...x ir and so l(xw) ≤ r − 1 < l(w). We phrase the result in the following way so that it resembles the Exchange Lemma for Coxeter groups [2, Section 1.5]. For the remaining results, we let G be a group with group presentation satisfying conditions (I) and (II). We establish some properties, analogous to the Coxeter case, of the length function on G. The first result is analogous to [ 
It follows that the order of each generator x i ∈ X of G is 2.
Remark 3.5. Suppose the group presentation X|R satisfied only condition (II). In this case, the surjective homomorphism ε exists and the order of each generator x i ∈ X of G is even.
In [21, Section 5.2] , the length function on a Coxeter group is defined along with five basic properties. Below, we consider the length function on G.
As for the Coxeter case, x 2 i = e, for all 1 ≤ i ≤ n, and so any element w of G can be written in the form w =
Lemma 3.6. For all w 1 , w 2 ∈ G and x ∈ X the following properties hold.
(
Proof. Using arguments similar to those in the Coxeter case [21, Section 5.2] we have the following.
(1) If l(w 1 ) = r then there exists an expression
If l(w 1 ) = 1, then there exists an expression w 1 = x i for some x i ∈ X, meaning w 1 ∈ X. By Proposition 3.4, each generator x i has order at least 2 (in fact, the order is equal to 2 by (I)). Thus x i = e for all 1 ≤ i ≤ n. So the converse, that l(x i ) = 1 for all 1 ≤ i ≤ n, also holds. (3) If l(w 1 ) = r 1 and l(w 2 ) = r 2 then there exist reduced expressions
..x jr 2 and so there is an expression (3) and (2), we have l(w 1 x i ) ≤ l(w 1 ) + l(x i ) = l(w 1 ) + 1. Applying (4) and (2), we have l(
Remark 3.7. The properties (1), (3) and (4) in Lemma 3.6 hold for a group with arbitrary presentation. It is easy to see that (2) and (6) fail for the trivial group given by the presentation x|x = e . However, the property
holds for any group with group presentation X|R . We can then apply (2 * ), (3) and (4) to prove that (5) also holds for a group with arbitrary presentation.
We recall in the previous section we defined the following sets for a given subset I ⊆ X: Proof. Let G be a group with presentation X|R , where X = {x 1 , ..., x n }, satisfying properties (I) and (II). We proceed by induction on l(w). If l(w) = 1 then w = x i , for some 1 ≤ i ≤ n. If x i ∈ I, then we choose a = e, b = x i . By Lemma 3.6 (2), this is the desired factorisation. If x i / ∈ I, then we claim that l(x i x k ) > l(x i ) for all x k ∈ I and so we choose a = x i , b = e. Taking any x k ∈ I, if l(x i x k ) < l(x i ) then l(x i x k ) = 0 as l(x i ) = 1, by Lemma 3.6 (2). Thus x i x k = e. It follows that
Suppose l(w) = r ≥ 1 and that the statement holds for every element of G of shorter length. If w ∈ G I then we choose b = e and a = w. Similarly, if w ∈ G I then we choose a = e and b = w. So we need only consider the case when w /
We assume, for a contradiction, that l(b ′ x k ) < l(b ′ ). That is, by Lemma 3.6 (5),
Finally, we note that a = a ′ ∈ G I and, as x k , b ′ ∈ G I , we have that b ∈ G I . Thus we have obtained the required factorisation of w. Remark 3.9. By applying Proposition 3.8 to w −1 , it can be shown that, for any
Proposition 3.8 does not hold in general for groups with an arbitrary group presentation. For example, consider the Klein four-group, V = {e, i, j, k}, [29, Section 44.5] given by the group presentation:
Taking w = j, as V has four distinct elements, no other expression of length 1 can equal w. That is, w = j is the only reduced expression of w. Moreover, taking I = {i}, V I = {e, i} and so w / ∈ V I . However, wi = ji = k and so l(wi) = 1 = l(w), meaning w / ∈ V I . It follows that w has no reduced factorisation with respect to V I .
As stated in [2, Proposition 2.4.4] , in the Coxeter case this factorisation exists but is furthermore unique. The element in the factorisation lying in the set W I can be shown to be the unique element of wW I of minimal length [21, Proposition 1.10]. The uniqueness of these minimal length coset elements distinguish them as coset representatives and they are referred to as the minimal coset representatives [21, Section 1.10]. Thus the set wW I ∩ W I contains only one element, namely the minimal coset representative of wW I . The uniqueness of the factorisation for elements of Coxeter groups is a consequence of the Exchange Lemma and is not a property that is transferable to the factorisations of elements in G with respect to given parabolic subgroup, G I . A counterexample proving this will be given in the next section.
For a fixed 1 ≤ i ≤ n, take I = X \ {x i }. Recall that, we denote the set
The following result is a consequence of Lemma 3.1. Proof. Suppose w ∈ G is such that every reduced expression of w begins in x i . If there was j = i such that l(x j w) < l(w) then, by Lemma 3.1, there would exist a reduced expression of w beginning in x j where j = i, a contradiction. Hence w ∈ i G. Conversely, suppose w ∈ i G and w = e. If w has a reduced expression beginning in x j for some j = i then l(x j w) < l(w), contradicting that w ∈ i G. Thus every reduced expression of w must begin in x i . We conclude that any element of G not equal to the identity element lies in i G if and only if all of its reduced expressions begin in x i .
Cluster groups
Cluster groups arise from presentations defined via cluster quivers and are closely related to Coxeter groups. Furthermore, cluster group presentations satisfy conditions (I) and (II). Thus, they provide an example, other than Coxeter group presentations, of the groups considered in Section 3. It follows that the results proved in Section 3 hold for cluster groups associated to cluster quivers. The focus of this section is to present the required background material for cluster groups in order to construct a counterexample which will prove that, given a parabolic subgroup, the factorisation of an element shown to exist in Proposition 3.8 is not necessarily unique.
Recall that a quiver is an oriented graph Q = (Q 0 , Q 1 ) where Q 0 is the set of vertices and Q 1 is the set of arrows. Moreover, a cluster quiver is one which has no loops or 2-cycles. In particular, these are the quivers which appear in skewsymmetric cluster algebras [15] .
A cluster algebra is a subalgebra of the field of rational functions, F = Q(u 1 , u 2 , ..., u n ), on a finite number of indeterminates. It is determined by an initial input known as a seed, consisting of a free generating set of F over Q and an integral skewsymmetrizable matrix, known as the exchange matrix. When the exchange matrix is skew-symmetric, it is represented by a cluster quiver and the cluster algebra is said to be skew-symmetric. A combinatorial process (mutation) is repeatedly applied to the initial seed, yielding more seeds, and from this process a generating set for the cluster algebra is produced. The elements of this generating set are known as the cluster variables of the cluster algebra. In order to present the foundational theory of cluster groups, it will be useful to recall how the process of mutation affects the cluster quiver in the skew-symmetric case. Note that the operation in (c) is well-defined as, no matter which pairs of arrows we choose to delete, the same number of arrows will be deleted in each direction. We remark that any mutation-Dynkin quiver has a unique type [17, Theorem 1.7] .
A cluster algebra is of finite type if it has finitely many cluster variables. The classification of cluster algebras of finite type [16, Theorem 1.9] shows that a skewsymmetric cluster algebra is of finite type if and only if there is a seed containing a quiver which is an oriented simply-laced Dynkin diagram. Therefore, a cluster quiver is of mutation-Dynkin type if and only if it lies in some seed of a cluster algebra of finite type. Moreover, it is shown that the cluster variables of the cluster algebra are in bijection with the almost positive roots of the root system of the same Dynkin type. Thus the classification of the cluster algebras of finite type demonstrates a connection between Coxeter groups and cluster algebras.
This connection was further developed in [1] , which associated to each quiver appearing in a seed of a cluster algebra of finite type a group presentation and showed that the corresponding group is invariant under mutation [19, Lemma 2.5], [1, Theorem 5.4] . For oriented Dynkin diagrams, this presentation is precisely a Coxeter presentation. Consequently, the group is isomorphic to a finite reflection group of the same Dynkin type as the cluster algebra from which the quiver arises. In addition, similar presentations have been defined for affine Coxeter groups [11] and Artin braid groups, in the simply-laced case [19] and the finite type case [20] . Considering the group presentation associated to each mutation-Dynkin quiver in [19] , together with the additional set of relations that specify that the square of each generator is equal to the identity, [19, Lemma 2.5] shows the resulting group is isomorphic to the group with presentation defined by [1] . Thus, we obtain another presentation associated to any quiver appearing in a skew-symmetric cluster algebra of finite type that gives a group that is isomorphic to a finite reflection group of the same Dynkin type. It is this group presentation, based on the work done in [19] , that was considered more generally in [28] and, due to the context, the corresponding groups were labelled cluster groups.
We note that, following [11] , if i and j are vertices of a cluster quiver Q which are joined by a single arrow, then we call this arrow simple. 
and R is the following set of relations:
(a) For all i ∈ Q 0 , t 2 i = e. (b) The braid relations: For all i, j ∈ Q 0 , (i) t i t j = t j t i if there is no arrow between i and j in Q.
(ii) t i t j t i = t j t i t j if i and j are joined by a simple arrow in Q. (c) The cycle relations:
for every chordless, oriented cycle
Remark 4.6. By [19, Lemma 2.4], the relations given in (c) are written in minimal form but could be replaced by the following, more symmetric, relation.
(c * )
in which all arrows are simple.
Without loss of generality, we may consider quivers where the arrows are unlabelled and whose vertices are labelled by the set {1, ..., n}, where n ∈ N equals the number of vertices. Remark 4.10. By the definition of the cluster group associated to a quiver Q, there is a surjective map from the set of vertices, V , of Q to the set of defining generators, T , of G Q . In general, it is not clear that this map is injective. That is, it may be that t i = t j in G Q for distinct i, j ∈ V . However, from the proof of Lemma 4.8, if Q is a quiver of mutation-Dynkin type ∆ then the set of defining generators, T , of G Q is a subset of the set of reflections in the Coxeter system (W ∆ , S). Moreover, by Corollary 4.9, T generates W ∆ . It is well known that W ∆ cannot be generated by fewer than |S| reflections (for a proof of this, see [10, Lemma 2.1]). As |S| = |T |, the map between V and T must be injective. This gives the following result.
Lemma 4.11. Let Q be a quiver of mutation-Dynkin type and consider the associated cluster group, G Q . Then t i = t j in G Q for any two distinct vertices i and j of Q.
While Coxeter group presentations possess many intrinsic properties, cluster group presentations also satisfy conditions (I) and (II), with the only possible relations of length 2, 4, 6 and 2r(r − 1), for each chordless cycle of length r. Thus the results given in Section 3 hold for cluster group presentations, meaning cluster groups possess properties that are comparable to Coxeter groups.
For cluster groups of mutation-Dynkin type A n , this fact is further strengthened in [28] , where it is shown that there exists an isomorphism between the lattice of subsets of the set of defining generators of the cluster group and the lattice of its parabolic subgroups [28, Theorem 4.15] . Moreover, each parabolic subgroup has a presentation given by restricting the presentation of the whole group [28, Theorem 5.2]. The proof of these results uses the fact that quivers of mutation-Dynkin type A n arise from triangulations of convex (n + 3)-gons [4, Lemma 2.1]. A graph, known as the braid graph, can then be obtained from a given triangulation [19, Definition 3.1]. This graph then gives rise to an isomorphism between the cluster group associated to a quiver of mutation-Dynkin type A n and the symmetric group on n + 1 elements, Σ n+1 [28, Lemma 3.10]. We will use the existence of this isomorphism to find our desired counterexample. Note that every triangulation of an n-gon has exactly n − 2 triangles and n − 3 diagonals. Remark 4.17. The braid graph described in Definition 4.16 is more commonly known as the dual graph of a triangulation [9] .
If a triangulation T can be obtained by a clockwise rotation of the triangulation
Suppose that T is a triangulation giving rise to a quiver Q of mutation-Dynkin type A n with corresponding braid graph Γ T . As any triangulation giving rise to Q will have the same braid graph, it makes sense to refer to Γ T as the braid graph of Q and we will denote this graph by Γ Q .
We note that Γ Q is a connected tree on n + 1 vertices and, as each triangle can be bounded by between 1 and 3 diagonals, the valancy of each vertex is equal to 1, 2 or 3.
Next, we choose any labelling of the vertices of Γ Q by the set {1, 2, ..., n + 1}. There is a bijection between the vertex set of Q (which is in bijection with the diagonals of T ) and the edges of Γ Q [19, Definition 3.1], meaning we have a bijection between the vertex set of Q and the set of edges of Γ Q . We label the edge corresponding to the vertex i under this bijection by E i . 
We use Lemma 4.18 to provide an example using cluster groups to illustrate Proposition 3.8. Consider the following triangulation, T :
From Definition 4.14, we have that Q T = Q. That is, T is a triangulation giving rise to Q. From this triangulation, we obtain the following braid graph of Q.
We consider the braid graph of Q with the following labelling.
With respect to this labelling, π Q is the isomorphism:
π Q :t 3 −→ (2, 4).
Take I = {t 1 , t 2 } ⊆ T and consider w = t 2 t 3 t 1 t 2 ∈ G Q . By Proposition 3.4, to show that this expression of w is reduced, we only need to show that there exists no expression of w of length 0 or 2. To do this, we can show that π Q (w) = π Q (w ′ ) for any w ′ such that l(w ′ ) ∈ {0, 2}. The computation and comparisons of the permutations π Q (w) and π Q (w ′ ) were performed using the following simple code in Maple T M ([23]).
To begin, we define the permutations t[i] to be π Q (t i ), for each 1 ≤ i ≤ 3, and w = π Q (t 2 t 3 t 1 t 2 ). The following code will check that no product of any two of these three permutations equals π Q (w). That is, we check that w has no expression of length 2 in G Q . > for i from 1 to 3 do for j from 1 to 3 do if not(i = j) then if PermProduct(t[i], t[j]) = w then print(i, j) fi fi od od;
We remark that we include the instruction "if not(i = j) then" to reduce the number of computations, as for each 1 ≤ i ≤ 3 we know that t 2 i = e. Thus we can conclude that the expression is reduced. Take a = t 2 t 3 and b = t 1 t 2 . Clearly, b ∈ G I . It remains to show that a ∈ G I and so we have a factorisation of w as given in Lemma 3.8. To show a ∈ G I , we show that t 2 t 3 t 1 and t 2 t 3 t 2 are reduced expressions in G Q . Again, by Proposition 3.4, we only need to show that there exist no expressions of these elements of length 1. As π Q (t 2 t 3 t 1 ) = (2, 3)(2, 4)(1, 2) = (1, 4, 3, 2), it is clear that π Q (t 2 t 3 t 1 ) = π Q (t j ), meaning t 2 t 3 t 1 = t j , for all 1 ≤ j ≤ 3. Similarly, as π Q (t 2 t 3 t 2 ) = (2, 3)(2, 4)(2, 3) = (3, 4), t 2 t 3 t 2 = t j for all 1 ≤ j ≤ 3. Thus a ∈ G I . Furthermore, we use this example to provide a counterexample to show that the factorisation given in Proposition 3.8 is not necessarily unique. Proof. Let Q be the same quiver considered in Example 4.19, along with the same labelling of Γ Q . Once more, take I = {t 1 , t 2 } ⊆ T and w = t 2 t 3 t 1 t 2 ∈ G Q . We saw in Example 4.19 that this is a reduced expression of w and that by taking a = t 2 t 3 and b = t 1 t 2 we obtain a factorisation of w as described in Lemma 3.8.
Note that we can apply a cycle relation to w to obtain the expression w = t 1 t 2 t 3 t 1 . As this is of length 4, it is also reduced.
Let a ′ = t 1 t 2 t 3 and b ′ = t 1 . As this expression for a ′ is a subexpression of a reduced expression of w, it must be reduced. Moreover, we claim that a ′ ∈ G I . As w = a ′ t 1 and l(w) = l(a ′ ) + 1, it must be that l(a ′ t 1 ) > l(a ′ ), otherwise w = t 1 t 2 t 3 t 1 would not be a reduced expression.
So it remains to show that l(a ′ t 2 ) > l(a ′ ). By Proposition 3.4, we only need to show that there exists no expression of a ′ t 2 of length 0 or 2. As π Q (a ′ t 2 ) = (1, 2)(2, 3)(2, 4)(2, 3) = (1, 2)(3, 4), we can conclude that a ′ t 2 = e. The computations required to verify that l(a ′ t 2 ) = 2 were performed in Maple T M ([23]) using a similar code to the one given in Example 4.19.
Finally, we verify the factorisations are distinct by observing that π Q (b) = (1, 2)(2, 3) = (1, 2, 3) = (1, 2) = π Q (b ′ ), so it must be that b = b ′ . Furthermore, if a = a ′ then it would follow that b = b ′ , so this cannot be the case either.
Thus, we obtain the factorisations
The counterexample given in the proof of Proposition 4.20 demonstrates that, for a cluster group G Q , it is possible for the set wG I ∩ G I to have more than one element for some I ⊆ T and w ∈ G Q .
Cluster Groups of mutation-Dynkin type A n : Reduced
Expressions of Elements in i G Q Let Q be a quiver of mutation-Dynkin type A n 1 ⊔ ... ⊔ A nr , where n 1 , ..., n r ∈ Z + and n = r i=1 n i , with r ≥ 1. For a fixed 1 ≤ i ≤ n, consider the set
By Lemma 3.10, we have that any element of G Q not equal to the identity element lies in i G Q if and only if all of its reduced expressions begin in t i . In this final section, we show that (for a fixed 1 ≤ i ≤ n), each element of i G Q has a reduced expression of a certain form. This will be done in three stages. Firstly, we will show (in Lemma 5.4) that an element of G Q for which there exists a reduced expression in which t i does not appear must have a reduced expression of a certain form. This will be proved using induction on the length of the element. Next (in Proposition 5.6) we study the reduced expressions of elements of G Q with respect to t i . The key idea is to consider the terms appearing between instances of t i in a reduced expression for the element, with applications of Lemma 5.4 to appropriate subwords. Finally, Corollary 5.7 shows that any element lying in i G Q has a reduced expression of a particular form. In order to illustrate these results, at each stage we will give an example of a reduced expression of the desired form.
To begin, we establish some notation. For 1 ≤ i = j ≤ n such that i and j are connected by an edge in Q, let Γ i j denote the set of t m ∈ T such that m = j (so t m = t j , by [28, Remark 3.13] ) and there exists a path between j and m in the underlying graph of Q that does not pass through i or any k = j such that i and k are connected by an edge in Q. Then Γ 2 3 = {t 4 , t 5 } but Γ 2 1 = ∅. Remark 5.2. Note that t j / ∈ Γ i j for all 1 ≤ j ≤ n. Moreover, as Q is of mutation-Dynkin type A n 1 ⊔ ... ⊔ A nr , the underlying graph of Q has no cycles of length greater than 3 and any two 3-cycles share at most one common vertex, by [26, Lemma 5.5] . It follows that each element of Γ i j will commute with every element of T \ (Γ i j ∪ {t j }). Definition 5.3. For an expression w = t i 1 ...t i k of w ∈ G Q (not necessarily reduced), we call the set {t i 1 , ..., t i k } the support of the expression.
Let w(Γ i j ) represent a reduced expression of a general element in G Q whose support is contained in Γ i j . By the above,
. Lemma 5.4. Let Q be a quiver of mutation-Dynkin type on n vertices with connected components of type A and consider the associated cluster group presentation G Q = T |R , where T = {t 1 , ..., t n }. Let 1 ≤ i ≤ n and w ∈ G Q and suppose there exists a reduced expression w = t i 1 t i 2 ...t i k , where t i j = t i for all 1 ≤ j ≤ k. Then w has a reduced expression of the form:
where the vertices j u are distinct for all 1 ≤ u ≤ N and j u and j ′ v are connected to i in Q, for all 1 ≤ u ≤ N and 1 ≤ v ≤ N ′ .
Moreover, this reduced expression can be obtained from the expression w = t i 1 t i 2 ...t i k by applying a sequence of commutations.
Proof. Let Q be a quiver of mutation-Dynkin type A n 1 ⊔ ... ⊔ A nr , where n 1 , ..., n r ∈ Z + and n = r i=1 n i , with r ≥ 1. Note that by Lemma 4.11 we can assume that, for all vertices i and j of Q, t i = t j if and only if i = j. We proceed by induction on l(w). Suppose that l(w) = 1 and w = t i 1 for some t i 1 ∈ T where i 1 = i. If i 1 is connected to i by an edge in Q then this reduced expression is of the form (1) by taking N = 0 and N ′ = 1. If i 1 is not connected to i by an edge in Q, then t i 1 ∈ Γ i ju for some j u connected to i and so this reduced expression is of the form (1) by taking N = 1, N ′ = 0 and t i 1 = w(Γ i j 1 ). Suppose l(w) = k > 1 and any element with a reduced expression of shorter length containing no t i terms has a reduced expression of the form (1) . If there exists a reduced expression w = t i 1 t i 2 ...t i k such that t i j = t i for all 1 ≤ j ≤ k, then we consider w ′ = t i 1 w = t i 2 ...t i k . Clearly, this is an element of shorter length with a reduced expression containing no t i terms. By induction there exists a reduced expression of the form:
containing k − 1 terms, where j u and j ′ v are connected to i in Q for all 1 ≤ u ≤ N, 1 ≤ v ≤ N ′ and the j u are distinct over 1 ≤ u ≤ N. Moreover, this reduced expression can be obtained from t i 2 ...t i k by applying a sequence of commutations. Thus
which consists of k terms and so is a reduced expression. If i 1 is not connected to i by an edge in Q, then t i 1 ∈ Γ i p for some p connected to i and so we take j 0 = p. Thus w(Γ i j 0 ) = t i 1 and
which is of the form (1) (after relabelling). It remains to consider when i 1 is connected to i by an edge in Q. In this case, if i 1 = j u for some 1 ≤ u ≤ N then we can commute t i 1 through and extend the first appearing w(Γ i i 1 ). By Remark 5.2, w(Γ i ju 1 )w(Γ i ju 2 ) = w(Γ i ju 2 )w(Γ i ju 1 ) for all j u 1 = j u 2 meaning we can assume, without loss of generality, that i 1 = j N . Moreover, as the j u are distinct,
By absorbing t i 1 into the second product, we obtain
where j ′ 0 = i 1 and w(Γ i j ′ 0 ) = e. After relabelling, this gives an expression of the required form. As the only relations we have applied were legal commutations, this expression contains k terms, thus is reduced.
By absorbing t i 1 into the second product, we obtain the expression
where j ′ 0 = i 1 . After relabelling, we obtain an expression of the form (1) . Again, as the only relations we have applied were legal commutations, this expression contains k terms and so is reduced. With respect to this labelling, π Q is the isomorphism:
π Q :t 4 −→ (4, 5), π Q :t 5 −→ (4, 6).
Take i = 1. So Γ 1 2 = ∅ and Γ 1 3 = {t 4 , t 5 }. Consider the element w = t 3 t 2 t 5 t 3 t 4 ∈ G Q . To show this expression is reduced, by Proposition 3.4, we only need to show that there exists no expression of w of length 1 or 3. The computations required to verify this were performed in Maple T M ([23]) using a similar code to the one given in Example 4.19. So this expression is reduced.
By applying the commutation t 2 t 5 = t 5 t 2 , we obtain the expression
which is a reduced expression of the form (1) where N = 0 (so the j u are trivially distinct) and N ′ = 3 with j ′ 1 = t 3 , j ′ 2 = t 2 and j ′ 3 = t 3 and w(Γ 1
Proposition 5.6. Let Q be a quiver of mutation-Dynkin type on n vertices with connected components of type A and consider the associated cluster group presentation G Q = T |R , where T = {t 1 , ..., t n }. Let 1 ≤ i ≤ n and w ∈ G Q and let w = t i 1 ...t i k be a reduced expression of w. Then there exists a sequence of commutations taking t i 1 ...t i k to a reduced expression of the form:
where j u , j ′ v and j pq are connected to i by an edge in Q, for all 1 ≤ u ≤ N,
Proof. Let Q be a quiver of mutation-Dynkin type A n 1 ⊔ ... ⊔ A nr , where n 1 , ..., n r ∈ Z + and n = r i=1 n i , with r ≥ 1. Fix 1 ≤ i ≤ n and suppose w ∈ G Q has a reduced expression w = t i 1 t i 2 ...t i k .
If t i j = t i for all 1 ≤ j ≤ k then, by Lemma 5.4, there is a sequence of commutations that can be applied to the reduced expression t i 1 t i 2 ...t i k to obtain a reduced expression of the form (1) , which is of the form (2) (by taking M = 0).
Assuming this is not the case means that there exist 1 ≤ p 1 < ... < p a ≤ k such that i p b = i for each 1 ≤ b ≤ a and i c = i for all c / ∈ {p 1 , ..., p a }. Therefore, we can write this reduced expression as the factorisation w = w 0 t ip 1 w 1 t ip 2 w 2 ...t ip a w a = w 0 t i w 1 t i w 2 ...t i w a where w 0 = t i 1 ...t i p 1 −1 , with i j = i for all 1 ≤ j ≤ p 1 − 1, and, for 1 ≤ b ≤ a, w b = t i p b +1 ...t i p b+1 −1 , with i j = i for all p b + 1 ≤ j ≤ p b+1 − 1 (taking p a+1 − 1 = k).
By Lemma 5.4, we can apply a sequence of commutations to w a = t i pa+1 ...t i k to obtain a reduced expression of w a of the form:
, where j u and j ′ v are connected to i in Q, for all 1 ≤ u ≤ N and 1 ≤ v ≤ N ′ . As t i w(Γ i ju ) = w(Γ i ju )t i for each 1 ≤ u ≤ N, we have a reduced expression
As w a−1 N u=1 w(Γ i ju ) has no terms equal to t i , we can then repeat this same process for w a−1 N u=1 w(Γ i ju ) and so on, in descending order, for each 1 ≤ b ≤ a − 1. The resulting expression, after relabelling, will be of the form Moreover, as only legal commutations have been applied, this expression is reduced. Finally, by Lemma 5.4, we can apply a sequence of commutations to obtain a reduced expression of w 0 N u=1 w(Γ i ju ) of the form (1) . Substituting this into the expression above, the resulting expression of w will be reduced and of the form (2) (after relabelling).
The next result follows immediately from Lemma 3.10 and Proposition 5.6.
Corollary 5.7. Let Q be a quiver of mutation-Dynkin type on n vertices with connected components of type A and consider the associated cluster group presentation G Q = T |R , where T = {t 1 , ..., t n }. Suppose l(t i w) > l(w) (i.e. w ∈ i G Q ), for some 1 ≤ i ≤ n, with w = e. Let w = t i 1 ...t i k be a reduced expression of w. Then there exists a sequence of commutations taking t i 1 ...t i k to a reduced expression of the form:
where j pq is connected to i by an edge in Q for all 1 ≤ p ≤ M and 1 ≤ q ≤ N p , where M, N p ∈ Z + . With respect to this labelling, π Q is the isomorphism: π Q :G Q −→ Σ 7 , π Q :t 1 −→ (1, 2), π Q :t 2 −→ (2, 3), π Q :t 3 −→ (3, 4), π Q :t 4 −→ (4, 5), π Q :t 5 −→ (4, 6), π Q :t 6 −→ (6, 7).
Consider w = t 3 t 2 t 4 t 5 t 6 t 3 t 5 t 1 t 2 ∈ G Q . To show this expression is reduced, by Proposition 3.4, we only need to show that l(w) / ∈ {1, 3, 5, 7}. The computations required to verify this were performed in Maple T M ([23]) using a similar code to the one given in Example 4.19. We must also check that any reduced expression of w begins in t 3 . This can be done by an easy modification of the above code which shows that no products of any nine of the above six permutations, for which the first term in the product is not equal to t [3] , is equal to π(w). Thus, this is a reduced expression of the form (3) with i = 3, M = 2 and N 1 = 3 with j 11 = 2, j 21 = 4, j 31 = 5 and w(Γ 3 j 11 ) = w(Γ 3 j 21 ) = e, w(Γ 3 j 31 ) = t 6 and N 2 = 3 with j 12 = 5, j 22 = 1, j 32 = 2 and w(Γ 3 j 12 ) = w(Γ 3 j 22 ) = w(Γ 3 j 32 ) = e. Finally, we note that the reduced expressions given by the previous three lemmas are not unique in general.
