Color assignment is a complex task of incorporating and balancing area configuration, color harmony, and user's intent. In this paper, we present a novel method for automatic color assignment based on theories of color perception. We define color assignment as an optimization problem with respect to the color relationships as well as the spatial configuration of input segments. We also suggest possible constraints that are suitable for taskspecific purposes and for enhancing visual appeal. Our colorization scheme is useful in many applications such as infographics, computer-aided design, and visual presentation. The user study shows that our method generates perceptually pleasing results over a variety of data sets.
Introduction
Color is an essential element of many facets of life: from selecting colors for one's clothes, cars, furniture, webpages, to designing, decorating, and conveying ideas, materials, and even emotions. Computer-aided colorization may assist humans in making these decisions and improving the visual quality of the outcome. The primary challenges in many colorization applications include, first, selecting a color palette that best represents the idea or purpose of the content being colorized [MSK04, OAH11, Ado13, COL13]. The usual next step is to assign the selected colors to the appropriate image partitions or segments. This is an equally (if not more) important and difficult task, for which one must consider how the input segments are shaped and composed, what colors are to be assigned and where in order to maximize the desired goals, and how visually appealing the outcome would be. We are particularly interested in solving the problem of coloring a 2D pattern template using a given color palette [SMV * 10, OAH11, LRFH13, MLM13], which we face in many practical application scenarios. We present a simple and intuitive approach for assigning colors to a set of uncolored image segments, based on existing rules discovered in the area of color perception. We build an objective function to evaluate and rank the assignment of colors by taking into account the color relationship in both spatial and range domains. The proposed method is designed to provide an efficient and intuitive process of colorization as well as visually pleasing results, as will be verified by our perceptual study.
The main contributions of this paper are thus summarized as follows:
• A novel, rule-driven method for assigning colors to uncolored image segments • Additional constraints to help enhance the quality of output in accordance with the purpose and intent of colorization • A crowd-sourcing-based user study to evaluate the proposed scheme against other methods
Related work

Color harmony
Color theory has a long history, dating back to Goethe [Goe10] followed by a plethora of subsequent discoveries on color harmony, balance, and perception. One of the well-known rules states that "colors having similar hues or complementary hues are harmonious". A variety of algorithms have been proposed to create harmonious color compositions based on this principle. Furthermore, several groups of researchers have developed computational models of color harmony [NS09, Nem07, SP11, CoSG * 06, SBS10]. These models are often derived from perceptual/psychological experiments and represented in the form of mathematical formula to quantify color harmony. Ou and Luo [OL06] established a color harmony model based on a perceptual experiment with human subjects. We employ their model to perform color assignment in such a way that the color harmony is maximized.
Luminance contrast
Luminance contrast is a basic image property which measures the difference of lightness between foreground and background, or between two neighboring image components. Increasing the contrast often enhances the legibility of the image content, for instance the use of black text on white background in books, documents, and visual acuity assessments. It is also widely used for image enhancement [MI06, XZTZ10] Recently, a data-driven approach was introduced that creates colorization of segmented images from a user-provided set of examples. O'Donovan [OAH11] suggested a datadriven quantitative model that evaluates the compatibility of colors by predicting ratings for a color palette of five colors. Lin et al. [LRFH13] presented a probabilistic model to solve color selection problem as well as color assignment problem. Their model recommends various colorization possibilities of a given 2D pattern template, using sample data from COLOURlovers [COL13] and learning the model by analyzing geometric information of template and color properties. In contrast, our method does not require a complex process of data-driven machine learning, but leverages widely accepted rules in color theories that are intuitive to understand and easy to implement.
Proposed method
Problem formulation
We define template as a segmented image, where each segment has been assigned a certain gray-level intensity. An area is a collection of one or more segments that share the same input gray-level intensity (see Figure 2) . Given an area set A = {A 1 , · · · , A N } in the input template and a color palette C = {C 1 , · · · ,C M }, our goal is to find a mapping from A to C that maximizes color harmony and luminance contrast.
Formally, we define the color assignment problem as finding a mapping function σ s.t. σ( A template is composed of disjoint areas, and an area is a collection of one or more segments having the same gray-level intensities. In our experiments, we use a template with five areas and a color palette with five colors.
[1.
.M], which maximizes the following objective function:
The first term E h measures the color harmony (Section 3.2), the second term Ec measures the luminance contrast of each area pair (Section 3.3), and the last term Ea controls the additional constraints, if any (Section 3.4). In our experiments we set λ = 10 for each additional constraint ( Figure  10 ), and λ = 0 when there is none.
Color harmony
There are several ways to estimate the harmony or compatibility of color combination [SBS10, OAH11] . In our method, we employ a color harmony model based on Ou and Luo's psychological experiments [OL06] . They introduced a quantitative model H which measures the color harmony based on three factors: chromatic, lightness, and hue effect, in CIELab color space. They conducted the experiments in the limited environment where the subjects were allowed to rate the harmony of two color combinations between -5 and 5. We adapt this model so that the colors are assigned while maximizing the color harmony of every combination of two constituent colors:
where σ(A i ) = Cp and σ(A j ) = Cq. We normalize the harmony values to range between 0 and 1. See Appendix for more details on H.
For each pair of areas A i and A j , we compute the harmony of their respective colors Cp and Cq. The weight w is defined as the total length of the border between the areas. That is, we set w i j as the number of pixels on the border between A i and A j . This encourages stronger harmony between adjacent areas. Figure 3 demonstrates the effect of our color harmony term.
Luminance contrast
Contrast is an important parameter in visual perception [Lam91] . It is known that when people see an object, the human visual system is highly sensitive to its contrast against the background, but not so much to its absolute color, texture, and shape. Figure 4a -d shows that regardless of the colors used for the foreground and the background, strong enough contrast is needed to draw the viewer's attention. Similarly, without enough contrast, texture or shape information can quickly lose its appeal and become somewhat ambiguous (Figure 4e-h ). Based on these observations, [MZ03] suggested that areas with high contrast are more likely to attract human attention and help distinguish scene components. We thus define the contrast term as
where σ(A i ) = Cp , σ(A j ) = Cq and D(Cp,Cq) is the luminance distance of two colors Cp and Cq for which we use L 2 distance on the L channel of CIELab color mode. The weight w i j is calculated in the same way as in Equation (2).
Given the image template and the color palette, the contrast term looks to maximize the sum of lightness distance between all assigned color pairs. The weight w promotes clearer distinction between adjacent areas. Figure 5 shows examples with and without the contrast term.
Additional constraints
As will be shown in Section 4, the aforementioned formulation with the default parameter setting generates satisfactory results on a variety of data sets. Here we introduce some additional constraints to meet application-specific needs. We adapt Ea = {E stab , Econt } term to our model according to the type of constraints : Ea = E stab for stability and Ea = Econt for continuity constraint. Similarity constraint is implemented as a hard constraint.
Stability [Bul07] suggested that when colors are arranged vertically, it is desirable to have darker colors on the lower side, providing viewer with the sense of gravitational stability. Such a constraint may be given by:
where y(A) is the vertical center of area A and L k is the lightness of the color σ(A k ). We normalized the image height to range from 0 (lowest position) to 1 (highest position).
Continuity Continuity rule in Gestalt laws states that people tend to perceive shapes as a whole when they appear to form a continuous path [Wer38] . As a variant of this rule, we suggest a constraint on space-color continuity. Note that continuity is the opposite of contrast, in that we encourage adjacent areas to have similar luminance values.
Similarity
According to the law of grouping in Gestalt theory, people tend to perceive elements that have similar shapes, sizes, or colors as a group [Wer38] . Therefore, we may optionally enforce that areas of similar shapes and/or sizes be assigned similar colors in the palette.
Optimization
With Equation (1) all set as described above, our goal is to find a mapping σmax that maximizes E.
We can simply find the globally optimal solution that maximizes the energy among all possible colorings. In this process, non-optimal solutions are also ranked in terms of their objective function values. In case there is a large number of colors and/or areas which makes it impractical to compute the globally optimal solution, a stochastic optimization process or a graph-based labeling technique may be used instead [GG84, BVZ01].
Results
This section presents test results of our method on certain application scenarios. All templates used consist of five areas, each of which may further decompose into multiple segments. As for color palettes, we used several fivecolor themes collected from Adobe Kuler [Ado13] and COLOURlovers [COL13].
Figure 1 and 6 show our test results on a series of uncolored templates available at COLOURlovers. For each coloring result, its ranking number reflects where it stands among all possible colorings in terms of maximizing the energy function. The number is assigned as inversely proportional to the energy function value, which means Rank 1 represents the best solution, and Rank 120 the worst. Note that the Rank 1 results generally meet the aforementioned criteria on color harmony and contrast. Figure 7 shows colorization of a 3D scene. We apply our method on the objects in the scene abstracted and classified into five 2D areas. The final rendering is then obtained by adding details back on the scene. Figure 8 shows our test results on web page colorization, which is a common application in the realm of color assignment [MLM13] . Web designers typically use three to five major colors in their design. For our test, we use a standard web page template with five areas (background, main body, header text, menu buttons, and button text). Figure 9 shows coloring of graph layouts such as pentagonal, line, and bar graphs. Our method allows users to pick and choose from multiple coloring choices. Figure 11 shows our test results on a template with text. In general, increasing luminance contrast between text and background improves readability [Sto12] , which is consistent with how our model is designed. When it is necessary to fix a color on a particular area, it can be enforced as a hard constraint. Figure 12 shows an example.
In general, there is no "ground truth" in the task of color assignment. We thus performed three perceptual studies to evaluate our method.
Experiment 1
The first perceptual study was conducted in order to evaluate our method against [LRFH13] , one of the state-of-the-art techniques. We first selected fourteen templates used in Lin et al.'s method, then for each of them we collected four color palettes and color assignments recommended by their method. On each of these 56 combinations of templates and color palettes, we ran our method and generated 56 colorings that marked Rank 1 in each case.
For each of these 56 template-palette pairings, we provided human subjects with two images: our result and Lin et al.'s result. The two images were placed in random order (left and right). In each case, the subjects were asked to select one of them based on their preference (using two-alternative forced choice design). The subjects were recruited on Amazon's Mechanical Turk, and a total of 100 people participated in the experiment. For most subjects, the experiment took just a few minutes. In total, the subjects gave 5589 evaluations (11 evaluations were missing from 10 participants). Figure 13 contains some results as well as how they were ranked statistically by the subjects. Additional results can be found in the supplementary material. Table 1 summarizes the preference analysis derived from this perceptual study. The 'Model' preference describes which of the two models was statistically preferred over the 56 cases. The result shows that our model was statistically preferred by the subjects 35 out of 56 times. As for the 'Subject' preference, we summed the number of subjects that chose our model over Lin et al.'s in each of the 56 cases, then computed the average. We did the same for Lin et al.'s model too. As shown in the table (second row), over half of the people on average preferred our results. The results created by our model are significantly preferred against the results from Lin. et al's model (p < 0.05 using one tailed t-test).
Experiment 2 We conducted another user study to evaluate our additional constraints described in Section 4. Table 2 shows the preference rankings of colorings generated using the constraints. A total of 35 subjects participated in the experiments through Amazon's Mechanical Turk. For testing the continuity and stability constraints, we showed the subjects five results obtained with the respective constraint, ranked 1, 30, 50, 90 and 120. The subjects were then asked to select one of them based on their preference. We used 10 different template-palette pairings including the ones in Figure 10 and therefore obtained 350 responses for each constraint. It turns out that people prefer Rank 1 results for both types of constraints, indicating that the use of constraints does contribute to enhancing the visual appeal. For similarity constraint, we showed two pictures, one with constraint and one without, then asked them to pick one they liked better. As shown in Table 2 , the majority of the participants preferred the results with the constraint. Figure 11: Coloring of templates containing text.
(a) (b) (c) Figure 12 : Fixing color on a specified area. Pink (top) and orange (bottom) are designated to the flowers.
Experiment 3
We have also compared our results with the manually generated colorizations. We collected 31 pattern templates from COLOURlovers and top ten most-voted colorings for each of those templates that were manually generated by the users. We then extracted colors from each of the top ten human colorings, and ran our method to colorize the same template using those colors. Figure 15 shows some results of this experiment. Additional results can be found in the supplementary material. In order to measure the resemblance between human coloring and ours, we split the rank range (1∼120) into 12 sections (e.g. a rank from 1 to 10 belongs to the 1st section), then identified where each human coloring ranked in our scheme. After analyzing 310 human colorings, we found that 107 of them belonged to the 1st section and 66 to the second section, which means that more than half of the human colorings were within the top 20 ranks in our scheme (Figure 14) . This high resemblance between human colorings and ours suggests the validity of basing our scheme on some established rules in visual perception and color theory. Figure 15 : Comparison with human coloring. For each template, the top row (Human) shows top five human colorings and the bottom row (Ours) shows Rank 1 colorings by our method using the same color palettes suggested by the humans above. The numbers in the middle row denote where each human coloring ranks in our scheme.
Discussion and Future work
Our scheme allows multiple rules/constraints to compete and thus occasional conflicts may arise, although control parameters (such as λ) could help prioritize them somewhat. Another limitation is that our method does not take high-level semantics into account, and thus may assign unnatural colors to known objects (Figure 16 ), which could be problematic in certain applications.
Since we assume that the color palette is fixed, sometimes the deficiency in the input color palette itself may degrade the quality of the coloring result (Figure 17) . A possible future research direction thus involves extending the current model to accommodate a flexible color palette that is capable of dynamically adjusting the colors in such a way that would improve the objective function value and therefore the quality of output.
Our framework may also be modified to incorporate additional features besides color and area, such as shape, orientation, and frequency. Another interesting future extension would be to develop an interactive colorization system that provides users with a visually intuitive control in some abstract parameter space.
Appendix: Color harmony model
Ou and Luo [OL06] proposed a color harmony function, H(Q 1 , Q 2 ), for calculating harmony of two color combination (Q 1 , Q 2 ). The function is the sum of three terms:
Rank 1 Template 
