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The interaction of light with a molecular system is the fundamental step of various chemical, physical
and biological phenomena. Investigating the nuclear and electron dynamics initiated by light-matter in-
teraction is important to understand, optimize and control the underlying processes. In this thesis two
theoretical methods describing the coupled nuclear and electron dynamics in molecular systems are ad-
dressed. In the presented studies the coupled dynamics induced by photoexcitation, the subsequent relax-
ation processes and the possibility to control the dynamics in the vicinity of conical intersections (CoIns)
are investigated for different molecular systems.
In the first part of this work the photorelaxation pathways of a group of molecules commonly used in
organic-based optoelectronic devices are characterized with the help of semiclassical ab intio molecu-
lar dynamics simulations. The relaxation pathways starting from the first excited singlet state of thio-
phene and of small oligothiophenes containing up to three rings is characterized by the interplay of inter-
nal conversion (IC) and intersystem crossing (ISC). Especially the ISC is mediated by ring-opening via a
carbon-sulfur bond cleavage. The resulting entropically favored open-ring structures trap the molecules
in a complex equilibrium between singlet and triplet states and a fast ring closure in the ground state is
hindered. The extension of the π-system going from the monomer to the trimer weakens and slows down
the ring opening process. Consequently the ISC is reduced for longer thiophene chains.
The following two chapters are centered around the topics of controlling the molecular dynamics near a
CoIn and monitoring the coherent electron dynamics induced by CoIns and laser interactions in the nu-
cleobase uracil and the symmetric molecule NO2. In order to investigate the coherent electron dynamics,
the ansatz used in this work allows a full-quantum description of the electron and nuclear motion and is
called nuclear and electron dynamics in molecular systems (NEMol). As part of this work NEMol was
extended to capture the coupled dynamics in complex high dimensional molecular systems. The observed
electron dynamics both in NO2 and uracil reflects coherence, decoherence and reappearance which are
all determined by the associated nuclear dynamics. The control of the molecular dynamics at a CoIn is
realized with the help of a few-cycle infrared (IR) pulse. The applied control schema utilizes the carrier-
envelope phase (CEP) of the pulse and allows to control the population distribution after the CoIn, the
nuclear dynamics as well as the coherent electron dynamics. Depending on the chosen laser parameters
and the molecular properties around the CoIn given by nature, two different mechanisms enable the con-
trol of the system. Both depend on the CEP but one is based on interference, which is generated by the
interaction with the CoIn, and the other one is solely due to the few-cycle waveform of the pulse. As
demonstrated for NO2 and uracil, the CEP control scheme even works for quite challenging boundary
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The road goes ever on and on
Down from the door where it began.
Now far ahead the road has gone,
And I must follow, if I can,
Pursuing it with eager feet,
Until it joins some larger way
Where many paths and errands meet.
And whither then? I cannot say
The Lord of the Rings:




The initial step of numerous chemical, physical and biological processes is the interaction of light with
a molecular system. This is a fundamental process in nature and can be found in photosynthesis [1–4],
the process of vision [5–7], during vitamin D synthesis [8–11] and is one reason for formation of pho-
tolesions in the genetic code [12–19]. Beside these biological processes there are also artificial systems
like inorganic and organic photovoltaics [20–24], photocatalysts [25, 26], molecular photoswitches [27–
29] and molecular motors [30–33] based on light-matter interaction. In all these examples the involved
molecule absorbs energy which leads to an increase of the electron and nuclear dynamics. In this very
broad field of research, this work is focused on the situation where the molecule absorbs enough energy
to promote a valence electron from the molecular ground state to higher electronic states.
This excited molecule undergoes different decay processes some of which are able to induce photochemi-
cal reactions. Consequently, it is desirable to understand how these decay mechanisms work on a molecu-
lar level and to predict which products emerge from such a photochemical reaction. In the simplest case of
a single molecule in the gas phase, which is still very challenging, there are two basic ways for the system
to return to the ground state after photoexcitation. The molecule can undergo fluorescence or phosphores-
cence, which means it returns to the ground state by emitting a photon. This statistical process happens
with a certain lifetime depending on the two states involved. In the other case the electronic energy of the
excited molecule dissipates by radiationless transitions between electronic states until the ground state is
reached. If the spin state does not change by the transition from one state to another it is called internal
conversion (IC) and the process is mediated by non-adiabatic coupling (NAC) elements. For the case in
which the spin state changes one speaks of intersystem crossing (ISC) and the transition is induced by
spin-orbit couplings (SOCs). In the case of IC the transition happens mainly in the vicinity of conical
intersections (CoIns). These CoIns are extraordinary points, seams or even higher dimensional cross-
ing spaces where two adiabatic states, solutions to the electronic Schrödinger equation, degenerate [34–
37]. They allow an ultrafast and very efficient transition between the electronic states. In order to gain a
complete picture of the relaxation process after photoexcitation it is necessary to simulate these complex
processes where both nuclear and electronic motion and their interaction play a key role. The theoretical
and experimental investigation of these fundamental processes offers a pathway to improve for example
the performance of photovoltaics or even allow the design of artificial photosynthetic systems [38].
Beside the initiation of these ultrafast processes, the interaction of light with molecules also provides a
possibility to study and analyze this dynamics via numerous spectroscopic techniques. The continuous
development of new laser sources today allows to generate highly tunable pulses that cover a wide area
of time scales from almost single cycle attosecond pulses to microsecond pulses and an energy range
from the infrared via the ultraviolet up to the X-ray regime [39–52]. This makes it possible to moni-
tor nuclear dynamics [53–56] and even electronic motion [57–59] of photoinitiated processes in atoms,
molecules and solids. Especially in the attosecond domain, broad-band pulses are used to generate elec-
tron wavepackets in highly excited states of molecules, leading to the discovery of effects such as electron
localization in diatomic molecules [60, 61] and purely electronic charge migration in biological relevant
molecules [57, 62, 63]. The possibility to tune the phase, the frequency and the intensity of a laser pulse
with high accuracy allows to design pulses which can guide the underlying molecular dynamics [64–66].
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2 Introduction
This brings us one step closer to control the outcome of photoinduced processes - one of the major goals
in photochemistry. Again the simulation of the coupled electron and nuclear dynamics is necessary to
explain and interpret the observations of these experiments but also to develop and expand new control
schemes [67–70] and spectroscopic techniques [71, 72].
This work features three major topics around the coupled nuclear and electron dynamics in photoexcited
molecules. In the first chapter the focus is on the photorelaxation of thiophene and its smaller oligomers.
This class of organic heterocyclic molecules is widely used in photoelectronic applications [73–78]. Es-
pecially poly(3-hexylthiophene) (P3HT), is one of the most used donor materials in polymer based solar
cells [79–81]. The beginning of the chapter gives a short recapitulation of the previously published re-
sults [82] on the deactivation pathways of photoexcited thiophene and of small oligothiophenes up to four
rings. These results were obtained by state-of-the-art quantum chemical methods and provide a static
picture of the possible relaxation pathways in this type of molecules. Within this work dynamics simu-
lations of the photorelaxation of thiophene, 2,2’-bithiophene and 2,2’:5’,2”-terthiophene are performed.
The used semiclassical methodology allows to treat all nuclear degrees of freedom simultaneously. The
contribution of singlet and triplet states to the overall process are taken into account by applying the sur-
face hopping including arbitrary couplings (SHARC) approach [83–86]. This ansatz is a generalization
of Tully’s fewest switches algorithm of surface hopping (SH) [87] and an introduction for both methods
is given in section 1.2. The analysis of the dynamics simulations presented in the sections 1.3 and 1.4
reveal a complex interplay of multiple electronic states with different spin symmetry. For the first time a
complete picture of the relaxation pathways of these three molecules is obtained and based on these re-
sults it is possible to make predictions about the behavior of longer oligothiophenes after photoexcitation.
The other two topics, namely the coherent electron dynamics induced by CoIns and the control of the
nuclear and electron dynamics near a CoIn, are discussed in the second and third chapter. As introduced
above, CoIns enable a radiationless transition between electronic states but more than that, in their vicin-
ity they create a extraordinary situation. The adiabatic separation [88] between the nuclear and electronic
motion breaks down and the time scales of their dynamics equalizes [34–37]. The molecular wave packet
approaching a CoIn gains a non-trivial geometric phase (GP) also called Pancharatnam–Berry phase [34,
35, 89, 90], which can promote self-interference [91–94]. In summary CoIns are not a simple funnel but
they create a coherent superposition of electronic states states whose composition is determined by the
shape and size of the NACs and the associated GP. The coherence lifetime of the superposition depends
strongly on the nuclear dynamics [95–99] which is directly influenced by the shape of the CoIn. Com-
parable superpositions can also be achieved by the coupling of electronic states with the help of laser
pulses. In such a case the composition is adjustable via the shape and the properties of the pulse, but
again nuclear motion leads to decoherence of the superposition [95–99]. The control scheme studied in
this work makes use of these two types of superpositions. Applying a few-cycle laser pulse before the
nuclear wave packet reaches the CoIn creates a tunable superposition between the two states forming the
CoIn. This superposition experiences the NACs and the associated GP when passing through the CoIn
region, leading to constructive or destructive interference. This interference process can be controlled
and influences the population transfer, the movement of the nuclei and also the coherent electron dynam-
ics induced by the CoIn. The control scheme presented in chapter 2 relies on the manipulation of the
phase of the molecular wave packet which makes the semiclassical methodology used in the first chapter
not suitable anymore. Therefore, the nuclear motion is simulated with the help of a grid-based nuclear
quantum dynamics method which is described in the section 2.1. The scheme to control the molecular
dynamics near a CoIn is introduced in detail in section 2.2. Both its physical boundary conditions and
its practicability are investigated on an analytic model system and the photactive molecule uracil. The
influence of the control scheme on the electron dynamics in NO2 is discussed in section 3.3.
Since the goal is to control the strongly coupled dynamics of electrons and nuclei in the vicinity of CoIns,
a sophisticated approach is needed which is able to capture the electron motion in a dynamic molecu-
lar system. One possibility to do so is the coupled nuclear and electron dynamics in molecular systems
(NEMol) ansatz [60, 100–103]. Its extension and further development is the main topic of the third
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chapter and is presented in section 3.1. Introducing the NEMol-grid extension and the one-electron-two-
orbital (1e-2o) approximation, the ansatz can now be applied to simulate coupled nuclear and electron
dynamics in high dimensional complex molecular systems. This new implementation is tested by mon-
itoring the coherent electron dynamics induced by laser pulse interaction and CoIns in the nucleobase
uracil (section 3.2) and the small symmetric molecule NO2 (section 3.3). In the NO2 test case also the




Dynamics of Thiophene and its Oligomers
Thiophene and its derivatives are important organic heterocyclic compounds that, among others, are
widely used as building blocks in pharmaceuticals [104–107] and organic materials for technological
applications [74, 75]. Regarding the second topic the remarkable intrinsic properties of thiophene deriva-
tives are of special interest. They undergo rapid ISC [108–110] leading to extremely high triplet quantum
yields [111]. This is a rare behavior of organic molecules [76] which normally exhibit only IC. This
property is important for charge separation and transport in conductive organic materials. In combination
with their efficient light harvesting and structural versatility they have attracted much attention as building
blocks for photoactive polymers and molecular aggregates. They are used as semiconductors [78], light
emitting diodes [73, 78, 112–115] and solar cells [77, 79, 116–122]. The thiophene derivative poly(3-
hexylthiophene) (P3HT) is an integral part of the P3HT/PCBM device [79–81] one of the most famous
examples of an organic solar cell. Beside these technical applications thiophene and its derivatives are
used as photoswitches [123] and biological labels [124–127]. It is also possible to enhance two-photon
absorption cross sections with the help of polythiophene bridges [128–131].
In order to improve the performance of devices containing oligothiophene components, a detailed un-
derstanding of the photoinduced mechanism is necessary to go beyond trial and error. A first step in
this direction is the investigation of the radiative and non-radiative process of isolated thiophene and its
smaller oligomers. That alone is already a challenging task due to the involvement of multiple electronic
states with different spin symmetry and the coupling of nuclear and electronic motion. In our previous
publication [82], the possible deactivation processes from the first excited singlet state (S1) of thiophene
and of small oligothiophenes up to four rings are investigated by state-of-the-art quantum chemical meth-
ods. The key findings of this work are summarized in section 1.1. Based on these results the next step
is to go beyond the static quantum chemical picture. Semiclassical on-the-fly dynamics offers the only
achievable way to treat molecular systems of this size full-dimensional. For this purpose the SHARC
approach [83–86] a generalization of Tully’s fewest switches algorithm of SH [87] is used which enables
the treatment of IC and ISC on the same footing. In section 1.2 Tully’s fewest switches algorithm and
the SHARC approach are introduced. The main results of this chapter are the ab intio molecular dy-
(A) (B) (C)
Figure 1.1: Ground state structure of thiophene (A), 2,2’-bithiophene (B) and 2,2’:5’,2”-terthiophene (C).
5
6 Chapter 1. Dynamics of Thiophene and its Oligomers
namcis simulations for thiophene, 2,2’-bithiophene and 2,2’:5’,2”-terthiophene which are presented in
section 1.3 and section 1.4. The ground state structures of these molecules are shown in figure 1.1. The
dynamic treatment including singlet and triplet states offers the possibility to extract time scales for the
relaxation process and to assign corresponding pathways. Since the thiophene chain is extended step by
step from monomer to trimer, these studies also allow to make predictions about the behavior of longer
oligothiophenes.
1.1 Quantum Chemistry of Thiophene and Oligothiophenes
In the article "Deactivation Pathways of Thiophene and Oligothiophenes: Internal Conversion versus In-
tersystem Crossing" [82] the relaxation pathways after excitation of the bright S1 state were studied in
great detail for thiophene, 2,2’-bithiophene, 2,2’:5’,2”-terthiophene and the corresponding tetramer. In
contrast to other studies [132–137] this was the first time that these four molecules were investigated com-
prehensively in context of photorelaxation including also the triplet states. The details are elucidated by
means of static quantum chemical calculations of the low-lying excited states and of the SOC of the S1
state and the triplet states. The quantum chemical results for the monomer, dimer and trimer are obtained
using the state-average complete active space self-consistent field (CASSCF) method and the complete
active space perturbation theory to the second order (CASPT2).
For the monomer thiophene the relevant geometries were optimized both on CASSCF and CASPT2 level
of theory. The results obtained using both methods are in good agreement regarding geometries, energies
and the state ordering of the singlet and triplet states. However, CASSCF overestimates the excitation
energies by approximately 0.5 eV. Starting from the planar Franck-Condon (FC) point the molecule can
reach a local S1 minimum with ππ∗ character and a closed-ring non-planar structure. Between this lo-
cal S1 minimum and the global minimum of the S1 state is a small barrier (0.06 eV), which arises as
a consequence of an avoided crossing [137]. The global S1 minimum structure is characterized by the
cleavage of one carbon-sulfur bond. In the vicinity of this open-ring minimum a low lying and thus very
efficient S1/S0 CoIn seam along the SCCC dihedral angle enables transfer in the ground state. Along
the ring-opening coordinate and for the open-ring structures, the first two triplet states (T1 and T2) and
the first two singlet states (S0 and S1) are approaching each other in energy. The SOC values increase
with carbon-sulfur bond elongation and ISC becomes more likely. A subsequent ring-closure brings the
system back to the closed-ring ground state.
Going to the dimer and trimer, CASSCFwas used to optimize the relevant molecular structures. Although
the obtained structures are in good agreement with the literature [132–135], CASSCF fails drastically to
describe excitation energies and thus the state ordering. Therefore, CASPT2 is necessary to correct the
energies for bithiophene and terthiophene. Both molecules are not planar in the electronic ground state
but the degree of planarity increases with increasing chain length [138]. For both dimer and trimer triplet
states are close to the S1 state already at the FC point and the subsequent relaxation pathways are quite
similar. A S1 minimum is reached via planarization and along this coordinate the S1 state intersects with
a triplet state. This degeneracy can compensate the moderate spin-orbit interaction of the involved states
and enables an effective ISC-pathway. A second, less effective ISC channel occurs around the S1 mini-
mum and is induced by thermal torsional fluctuations. Rotation around the inter-ring carbon-carbon bonds
enables the relaxation into the lowest triplet state T1. Finally the ground state can be reached via phospho-
rescence or by T1/S0 crossings which are characterized by the cleavage of one carbon-sulfur bond. The
direct ring-opening pathway of the monomer can also be found in bithiophene and terthiophene. For both
systems not all carbon-sulfur bonds are equivalent and depending on the location of the bond, the open-
ing can be more or less favorable. Even following the most favorable pathway, there is a higher barrier
towards the corresponding open-ring S1 minimum and the S1/S0 CoIn seam compared to the monomer.
With increasing chain length this barrier height becomes even larger, which can be rationalized by the
fact that the initial excitation is delocalized over a larger number of bonds, so each individual bond is
weakened to a lesser extent.
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In summary, the relaxation pathway in thiophene is characterized by ring-opening mediated by the cleav-
age of one carbon-sulfur bond. In the smaller oligothiophenes, a second pathway via inter-ring torsion
and low-lying triplet states is present due to the extension of the π-system.
1.2 A Short Introduction to the SHARC Approach
Predicting the initial processes after photoexcitation and the subsequent relaxation mechanisms is chal-
lenging and it is not sufficient to just investigate the critical points (minima, transition states and CoIns)
using a static picture. On an ultrafast time scale, the direction [139, 140] and the momentum [141, 142] of
the wave packet have to be taken into account to understand the overall process. The most intuitive way to
do so is to simulate the whole dynamics of the system. But with the growing size of the molecular system
an exact description of the coupled motion of nuclei and electrons becomes increasingly challenging if
not impossible. Nevertheless, in order to investigate complex molecules like thiophene and its oligomers
a mixed semiclassical ansatz is the only way to simulate the photoinduced dynamics. Within this semi-
classical description only the electrons are treated quantum mechanically, while the nuclei are treated as
classical particles. To include more than one electronic state in a semiclassical simulation the most promi-
nent method is Tully’s fewest switches algorithm of SH [87]. A generalization of Tully’s SH algorithm is
the SHARC approach [83–86]. The SHARC approach allows to treat couplings like those induced by an
electric field or SOC, which enable ISC and therefore are relevant for thiophene derivatives. In the fol-
lowing, a short introduction to Tully’s fewest switches algorithm of SH and the SHARC approach is given.
In a semiclassical SH alogrithm the electrons are treated quantum mechanically and represented by a




, written as a linear combination of the adiabatic




































The electronic Hamiltonian Ĥel inmost quantum chemistry calculations is themolecular CoulombHamil-




























The electronic wave function Φel(r, t;R(t)) is connected to the nuclear coordinates R(t) through the
parametric dependence of the electronic Hamiltonian on the vector R(t). Each nucleus A is treated as








The classical force on nucleus A is the negative gradient of the electronic energy of the active state α. In
this way, the nuclei follow classical trajectories (defined by the time-dependent positionsR of all nuclei),
which are influenced by the quantum mechanically treated electrons. In contrast to a wave packet, the
classical nuclei can only follow one particular force in each instant of time, and in SH this force is given
by the gradient of the active electronic state α.
In order to determine the active state and to enable the change of the active state the population |cα(t)|2
of each electronic state is used in the fewest switches SH ansatz [87, 143]. For this purpose the temporal
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)∣∣∂/∂R∣∣ϕα(r;R(t))〉 , but only on its product






∣∣∣ϕα(r;R(t))〉 = v · 〈ϕβ(r;R(t))∣∣∣ ∂
∂R
∣∣∣ϕα(r;R(t))〉 = v ·Kβα. (1.6)
With the help of equation 1.5 a propagator matrix BMCH(t + ∆t, t) can be defined to propagate the
coefficient vector c from one time step t to the next t + ∆t step. After each time step, the coefficients
cα(t) have to be corrected for decoherence effects [144–146]. The coefficients are used to calculate the









)∣∣ĤMCH ∣∣ϕα(r;R(t))〉− 2∆tRe{c∗αcβ}|cα|2 v ·Kβα. (1.7)
The value of Pα→β(t) defines the probability that the active state of the trajectory changes from state α to
state β. This change is called hopping event or surface hop. Based on all probabilities Pα→β , a stochastic
algorithm chooses if a surface hop occurs and defines the new active state. For a successful hopping event
two conditions have to be simultaneously fulfilled. For the first condition a uniformly selected random




Pα→k(t) < ζ ≤
N−1∑
k=1
Pα→k(t) + Pα→β(t). (1.8)
The second condition ensures that conservation of total energy after hopping can be achieved by adding
a momentum equivalent to Eβel(t)− E
α




M · (v ·Kβα)2
2K2βα
. (1.9)
If both conditions are fulfilled a surface hop is performed and the trajectory continues on the new active
state. Situations where only equation 1.8 is satisfied are called frustrated hopping events [149] and the
trajectory remains in the old active state. Since the non-adiabatic transitions are based on a stochastic
algorithm, an ensemble of trajectories is needed to properly reflect the fundamental quantum mechanical
process [87, 147, 150]. The ensemble should reflect the initial distribution of the phase space, each initial
phase space point should give rise to multiple trajectories and if necessary initial conditions should also
be distributed over multiple electronic states.
Up to this point ĤMCH is used for the electronic part of the dynamics but this Hamiltonian neither can
describe interaction with an external field nor SOC. In order to incorporate these arbitrary couplings the
electronic Hamiltonian Ĥel has to be extended.
Ĥel = ĤMCH + Ĥad. (1.10)
The additional coupling term Ĥad can contain the field dipole moment couplings which are necessary to
describe light-matter interactions, e.g. excitation or the Stark effect [151, 152]. To include ISC, the nec-
essary SOC elements can be described by the Breit–Pauli Hamiltonian [153, 154] or different mean-field
approximations [154–156].
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As discussed in great detail in the literature [83, 85, 87, 146, 157, 158], SH works best when the hop-
ping events only occur in small regions of configuration space with large couplings or in other words if
the state-to-state couplings are very localized. This situation is true for non-adiabatic transitions in the
adiabatic picture defined by the eigenstates of the MCH Hamiltonian. In contrast to other representation
like the diabatic one SH in the adiabatic picture reproduces very well the results of the exact factorization
formalism [159, 160]. The degree of localization of the couplings directly influences the number of hops
in the SH [157, 158] and thus the stability of the stochastic hopping algorithm. Simply including SOC
in the SH leads to a problem since couplings between states of different spin-symmetry are usually very
extended in space, see for example reference [161].
Beside this rather fundamental problem there exists also a more practical problem. Standard quantum
chemistry programs do not deliver the eigenstates or all other related quantities of the electronic Hamilto-
nian defined in equation 1.10. The SHARC approach [83–85] offers a solution for both problems. First of
all, approximate eigenstates of Ĥel can be found using quasi-degenerate perturbation theory [162–164].




of the MCH Hamiltonian are combined with the full
electronic Hamiltonian to calculate the non-diagonal Hamilton matrixHMCH . The diagonalization of





















The main advantages of this diagonal representation is that all couplings are localized [83–85] so that
independent of the spin symmetry, no state crossing occurs and if the states touch a CoIn is formed. In
addition, all multiplet components are split up. The main idea of the SHARC approach is to perform
fewest switches SH on these diagonal states. Therefore, several aspects of the basic SH algorithm have
to be adjusted to make it numerically stable and accurate. The temporal evolution of the electronic wave
function in the diagonal representation more precisely, those of the coefficients cdiag is determined with
a three-step propagator [84].
cdiag(t+ ∆t) = U
†(t+ ∆t)BMCH(t+ ∆t, t)U(t)cdiag(t). (1.13)
First the cdiag(t) are transformed into the MCH representation followed by a propagation from cMCH(t)
to cMCH(t + ∆t) with the help of the propagator matrix BMCH(t + ∆t, t) defined according to equa-
tion 1.5. For this electronic propagation only MCH quantities are used, which are accessible by stan-
dard quantum chemistry programs. In the last step the coefficients cMCH(t + ∆t) are transformed to
cdiag(t + ∆t). The diagonal coefficients are used to determine the probability Pα→β(t) of a hopping













)∗}∣∣cdiagα (t)∣∣2 −Re{cdiagα (t+ ∆t)(Bdiagαα )∗(cdiagα (t))∗} . (1.14)
Here Bdiagαβ and B
diag
ββ are the elements of the propagator matrix in the diagonal representation.
Bdiag(t+ ∆t, t) = U †(t+ ∆t)BMCH(t+ ∆t, t)U(t). (1.15)
To propagate the classic nuclei within the diagonal representation the MCH gradients have to be trans-
formed into the diagonal ones. The gradients of the diagonal states can be written as a linear combination
of several MCH gradients plus a contribution of the energy-difference-scaled NAC vector. For further
technical details please refer to the review [85] and the SHARC manual [86].
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1.3 Molecular Dynamics of Thiophene
The quantum chemical results for the relaxation processes of thiophene are briefly summarized in sec-
tion 1.1. Based on these results ab initio molecular dynamics simulations were performed using the
SHARC approach to include both singlet and triplet states. The underlying electronic structure calcula-
tions were done on the CASSCF level of theory. Ideally one would use CASPT2 as for the static quantum
chemical study [82] but the usage of CASPT2 was not feasible at the time the dynamics simulations were
performed. Even though there are several studies [165–168] performing dynamics simulations on thio-
phene some open questions remain. First of all, nothing is known about the relaxation dynamics after
the ring-opening, since only time scales in the range of 100 fs to 400 fs were studied. Secondly, for most
of these simulations no triplet states were taken into account. But as soon as the carbon-sulfur bond is
elongated, the SOC become large and the singlet–triplet energy gaps become small.
In the article "Ab Initio Molecular Dynamics of Thiophene: The Interplay of Internal Conversion and
Intersystem Crossing" published by Physical Chemistry Chemical Physics [169] the first dynamical study
of thiophene on a picosecond time scale including also triplet states is presented. The key findings of the
article are:
• The initial vibrational dynamics in the S1 state as well as the subsequent carbon-sulfur bond cleav-
age occur on a time scale of about 100 fs. This timing is in good agreement with the fast time
constants observed in the experiment [170] and in the other theoretical studies[165–167]. During
the ring-opening processes ISC is already partly active.
• In the literature [137, 167] a second relaxation pathway via ring-puckering is reported mediated
by two closed-ring CoIns. In contrast to the reported dynamics of Prlj, Curchod and Cormin-
boeuf [167] these two relaxation pathways (ring-opening and ring-puckering) are not clearly dis-
tinguishable but rather occur together.
• In the previous studies [165–167] a fast relaxation process leading back to the closed-ring ground
state was proposed after the carbon-sulfur bond cleavage. In principle, there is a S0/S1 CoIn seam
near the open-ring S1 minimum and one could assume that the system directly returns to the closed-
ring ground state. However, this process is very unlikely since it would require nearly momentum
inversion. Due to the long simulation time and the right description of the open-ring structures
using a multi-reference method this fast relaxation path is not observed in the present work.
• Preserving the momentum of the ring-opening process leads to flat potential, where the SOC get
large and the singlet–triplet energy gaps nearly vanish. In general, the corresponding open-ring
structures are mostly non-planar and very flexible leading to the situation that the system is trapped
in this area of the configuration space. The dynamics of the open-ring system is characterized by the
interplay of IC (S0/S1) and ISC (S0/T1 and T1/S1). The resulting long-lived entropically favored
open-ring structures in the singlet as well as in the triplet states agree with the long, constant signal
observed in the experiment [170] and for the first time provide an explanation for this signal.
On the following pages the article "Ab InitioMolecular Dynamics of Thiophene: The Interplay of Internal
Conversion and Intersystem Crossing" published by Physical Chemistry Chemical Physics is reprinted
from Physical Chemistry Chemical Physics 19 (2017), 25662-25670 with permission from the PCCP
Owner societies. The supporting information of this article is available under https://doi.org/10.1039/C7
CP05061E.
25662 | Phys. Chem. Chem. Phys., 2017, 19, 25662--25670 This journal is© the Owner Societies 2017
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Ab initio molecular dynamics of thiophene: the
interplay of internal conversion and intersystem
crossing†
Thomas Schnappinger,a Patrick Kölle,a Marco Marazzi, bc Antonio Monari, bc
Leticia González d and Regina de Vivie-Riedle *a
The fast and slow components of the relaxation of photoexcited thiophene have been investigated by
means of SHARC (surface hopping including arbitrary couplings) molecular dynamics based on
multiconfiguration electronic structure calculations. Triplet states are included to ascertain their role in the
relaxation process. After thiophene is excited to the S1 state, ultrafast dynamics (tfast = 96 fs) initiates a ring
opening due to cleavage of a carbon sulfur bond and simultaneous ring puckering. This time constant is in
agreement with previous experimental and theoretical studies. The subsequent dynamics of the open-ring
structures is characterized by the interplay of internal conversion and intersystem crossing. For the open-
ring structures, the S0, S1, T1 and T2 states are nearly degenerate and the spin–orbit couplings are large.
The underlying potential energy surface is flat and long-lived open-ring structures in the singlet as well as
in the triplet states are formed. Both the participation of triplet states and the shape of the energy surface
explain the experimentally observed slow ring closure in the ground state.
1 Introduction
Thiophene derivatives in the form of oligomers, polymers or
molecular aggregates have been shown to be one of the most
promising candidates of organic materials for technological
applications.1,2 In particular, owing to their efficient light
harvesting, structural versatility and intrinsic charge transport
behavior, thiophene based p-conjugated systems have attracted
much attention as solar cells,3–6 light emitting diodes,7,8 photo-
switches9 and as biological labels.10–12 In addition polythio-
phene bridges are also used to enhance two-photon absorption
cross sections.13–15 As poly(3-hexylthiophene) (P3HT) they form
in combination with phenyl-C61-butyric acid methyl ester
(PCBM) the famous P3HT/PCBM solar cell. This material
combination is still one of the most general and popular ones
for fundamental and conceptual studies.6,16 Detailed knowledge
of the initial processes after photoexcitation and the subsequent
radiative and nonradiative relaxation mechanisms of oligothio-
phenes should be advantageous to improve the performance of
thiophene-based applications. Furthermore, thiophene and its
oligomers exhibit remarkable intrinsic properties. For example,
small oligothiophenes show extremely high triplet quantum
yields.17 This property deviates strongly from the common
behavior found in most organic molecules where the ratio of
intersystem crossing (ISC) to internal conversion (IC) and
fluorescence is rather small.18
In contrast to the oligothiophenes no triplet quantum yield
was detected for the monomer, but weak phosphorescence with
a suggested lifetime of about 1 ms was reported.17,19,20 Using fs
pump–probe experiments Weinkauf et al.21 determined three
time constants (t1 = 80 fs, t2 = 25 fs and t3 4 50 ps) for the
relaxation path of thiophene after excitation to the S1 singlet
state. The time constant t1 is associated with a vibrational
dynamics in the excited S1 state. The ultrafast time constant t2
is assigned to the ring opening due to cleavage of a carbon
sulfur (C–S) bond. The third time constant is an indication that
in the gas phase the ring-closure is slower than 50 ps. Based on
static quantum chemical calculations22–24 and dynamics
simulations,25–27 the deactivation processes from the S1 state
of thiophene up to the conical intersections with the ground
state are discussed exclusively via its singlet states with minor
or no involvement of triplet states. The main deactivation
pathway is characterized through a low-lying conical intersection
seam arising from the ring opening. This seam is associated with
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a very small barrier with respect to the Franck–Condon (FC)
region, which allows a fast internal conversion.24 It was suggested
that ISC cannot compete with this fast internal conversion
process.22,24 Beside the ring opening a second relaxation channel
was reported via ring puckering.23,27
The previous dynamics simulations explored the initial
steps of the relaxation mechanism and enabled a better under-
standing of the photochemical properties of thiophene. How-
ever, two critical points were not taken into account due to
the methods employed26,27 or the focus chosen.25 Neither the
time-dependent density functional theory (TDDFT)26 nor the
algebraic diagrammatic construction to the second order
method (ADC(2))27 allow, in combination with trajectory
surface hopping, us to describe the relaxation dynamics after
the ring opening or the ring puckering. As a consequence, only
timescales in the range of 100–400 fs were studied. Secondly,
for these simulations no triplet states were taken into account.
But as soon as the carbon sulfur bond is elongated, the spin
orbit couplings (SOC) become large and the singlet–triplet
energy gaps become small.22,24
This work presents the first dynamical study of thiophene
on a picosecond timescale including also triplet states. It was
possible to give an explanation for the third time constant t3 and
to figure out the role of triplet states. For this study we have used
the surface hopping including arbitrary couplings (SHARC) soft-
ware package,28–31 which has already been successfully applied
to an important number of molecular systems.32–36
2 Computational details
The electronic states of thiophene were computed using the
state-averaged complete active space self-consistent field method37
including two singlet and three triplet states in the stage-averaging
procedure (SA(2S+3T)-CASSCF). The SA(2S+3T)-CASSCF wave
function was used as reference for the complete active space
second-order perturbation theory method (CASPT2).38 Minima
(Min), transition states (TS), conical intersections (CoIn) and
singlet–triplet minimum-energy crossings (STC) were optimized
using the SA(2S+3T)-CASSCF method and for a few important
stationary points also CASPT2 optimizations were performed. All
optimized geometries are given in the ESI.† The MOLPRO 2012
program39,40 was used for all CAS calculations. The molecular
dynamics of thiophene was simulated using the SHARC ab initio
dynamics package version 1.01.28–31 The necessary energies,
gradients, non-adiabatic couplings and spin–orbit couplings were
calculated on-the-fly at the SA(2S+3T)-CASSCF level of theory.
2.1 Ab initio level of theory
The SA(2S+3T)-CASSCF and CASPT2 calculations were carried
out using the 6-31G* basis set.41–43 This basis set proved to be
suitable to describe the excited states and the molecular
dynamics of thiophene properly as shown by Fazzi et al.26
The CASPT2 calculations were performed using a level shift of
0.1 a.u. The IPEA shift was set to zero as suggested by Zobel
et al.44 In our previous work24 the critical points along the
reaction pathway of thiophene were explored on the CASPT2(8/7)/
6-31G* level of theory and the results were benchmarked against
various quantum chemical methods. The active space included all
p-orbitals of thiophene and one pair of s-orbitals (s/s*) allowing
us to describe the bond cleavage of one of the two C–S bonds
(see Fig. S1 in the ESI†) and is sufficient for static calculations.
However, for dynamics simulations both indistinguishable
carbon sulfur bonds must be described equivalently in the active
space. Hence, an active space CAS(10/9) (Fig. 1) was employed in
this work including all p-orbitals of thiophene and the two pairs of
s-orbitals (s/s*) for both C–S bonds.
The spin–orbit coupling can be considered as the length of
the spin–orbit-coupling vector.24,45 Its components correspond
to the spin–orbit coupling matrix elements calculated by an
efficient method using the Breit–Pauli–spin–orbit operator.46
2.2 Dynamics
Dynamics simulations were performed using the active space
CAS(10/9) with and without consideration of the spin–orbit
couplings in order to determine the influence of triplet states
on the relaxation mechanism after photoexcitation up to ring
closure. The initial conditions were generated based on a
Wigner distribution computed from harmonic vibrational fre-
quencies in the optimized ground state equilibrium geometry.
For the CAS(10/9) singlet and triplet dynamics (CAS(10/9)-ST),
200 starting geometries and velocities in the energy window
5.0–10.0 eV were stochastically chosen. Analogously, 100 trajec-
tories were generated for the singlet only dynamics simulation
(CAS(10/9)-S). All trajectories started in the S1 state. The SHARC
ab initio surface-hopping algorithm uses a fully diagonal, spin-
mixed electronic basis, resulting from the diagonalization of
the Hamiltonian containing non-adiabatic and spin–orbit
couplings.30,31 The integration of the nuclear motion is done
using the Velocity-Verlet algorithm with a maximal time of 5 ps
using a time step of 0.5 fs. The coefficients of the electronic
wavefunction are propagated on interpolated intermediates
with a time step of 0.02 fs. Decoherence correction was taken
into account using the energy-based method of Granucci and
Persico with a parameter of a = 0.1 a.u.47 For the sake of
completeness the dynamics simulations were also performed
Fig. 1 State-averaged CASSCF molecular orbitals included in the active
space CAS(10/9) of thiophene, obtained using the 6-31G* basis set at the
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using the small active space CAS(8/7). These results are sum-
marized in the ESI.†
3 Results and discussion
3.1 Validation of the level of theory
First, it was checked if the static SA(2S+3T)-CASSCF(10/9) results are
in qualitative agreement with the CASPT2 and the experimental
data. Therefore, the excitation energies of the critical points along
the relaxation path were benchmarked against data from previous
theoretical23,24 and experimental48,49 studies. The excitation ener-
gies were also calculated at the CASPT2(10/9)/6-31G* level of theory
in order to check whether the previous CASPT2(8/7) results24 are
reproduced. Besides the S1 also the S2 state of thiophene has an
oscillator strength different from zero.24,27 Prlj et al.27 showed that
the S2 state is already depopulated within 10 fs by the S1 state.
Therefore, the overall deactivation pathway is not strongly depen-
dent on the initial state (S1 or S2) and we can restrict our simula-
tions to start in the S1 state. The excitation energies at the
optimized ground-state minimum are shown in Table 1.
The calculated S1 excitation energies are larger than the
experimental value of 5.26 eV, whereby the CASSCF result differs
strongly. Regarding the triplet excitation energies, the CASSCF
results are in good agreement with the CASPT2 values. In
particular, the experimental excitation energy of the T1(p1p1*)
state is reproduced very well. The excitation energy of the
T2(p2p1*) state is slightly higher. The order and the character
of the four states are the same as in the previous studies.22,24,27
The photochemistry of thiophene is characterized by two
deactivation pathways: ring opening due to the C–S bond
cleavage and ring puckering arising from the out-of-plane
mode. Accordingly, the S1/S0-CoIns of both relaxation pathways
were optimized besides the FC region and the stationary points
of the S1 potential energy surface. For all these structures the
excitation energies of the four low-lying excited states were
determined and compared to the data from previous CASPT2
calculations23,24 in Table 2. Additional optimizations were
performed for the T1 and T2 states and the T1/S0- and the
T2/S1-STC. These results can be found in the ESI† (Tables S1
and S2). All data show similar reaction profiles starting from
the FC region of the S1 state. First the local S1-Min-a is passed,
then a small barrier (S1-TS) has to be overcome to reach the
global minimum of the S1 state (S1-Min-b). This relaxation is
characterized by a ring opening via C–S bond cleavage. In the
vicinity of the S1-Min-b the lowest CoIns with the ground state
is located (S1/S0-CoIn-a). A further pathway via ring puckering
was also reported,23,27 leading to two conical intersections
S1/S0-CoIn-b and S1/S0-CoIn-c. Stenrup
23 distinguished two types
of puckering, one mainly on the sulfur atom (S1/S0-CoIn-b) and
another on one of the alpha carbons (S1/S0-CoIn-c). At all levels of
theory the different CoIns are energetically reachable, but the
two puckering CoIns lie well above S1/S0-CoIn-a. The energetic
position of the triplet states with respect to the S1 singlet state is
similar for the CASSCF and CASPT2 calculations. Furthermore,
the optimized triplet minima and singlet–triplet minimum-
energy crossings (ESI†) are in agreement with previous theoretical
results.22
The main differences between the CASSCF and the CASPT2
results arise from the overestimation of the S1 excitation energy
(see Table 1) and a stronger stabilization of the S1/S0-CoIn-a at
the CASSCF level (see Table 2). On a relative scale (DCASSCF
versus DCASPT2) the S1/S0-CoIn-a is about 1.24 eV and the S1-TS
barrier is about 0.34 eV lower in energy with respect to the S1
state at the FC point for the CASSCF results compared to the
CASPT2 results. This will accelerate the relaxation dynamics
towards S1/S0-CoIn-a and simultaneously reduce the possibility
of choosing the puckering pathway in the CASSCF dynamics. In
summary, the crucial area (S1-Min-a and S1-TS) where the path-
ways towards the CoIns are discriminated is described to be
qualitatively correct using the chosen SA(2S+3T)-CASSCF(10/9)
methodology compared to our CASPT2 results.24 The energetic
order of the triplet states compared to the S1 state is correct.
Thus, even though there are a few quantitative differences, we
Table 1 Calculated vertical singlet and triplet excitation energies (eV) for
the low-lying excited states at the optimized ground-state minimum of
thiophene compared to experimental data. Energies were calculated using
CASSCF(10/9)/6-31G* and CASPT2(10/9)/6-31G*
State Char. CASSCF CASPT2 Exp.
S1 p2 - p1* 6.18 5.52 5.26
a
T1 p1 - p1* 3.78 3.74 3.74
b
T2 p2 - p1* 5.06 4.72 4.50
b
T3 p2 - s1* 6.25 6.08 —
a Magnetic circular dichroism.48 b Electron energy loss spectroscopy.49
Table 2 Calculated excitation energies (eV) for singlet and triplet states of thiophene at the most relevant geometries. Shown are the CASSCF and
CASPT2 values of this work and the CASPT2 results from previous calculations (references).23,24 All energies are relative to the ground state minimum
energy. The energies of the optimized states are given in bold
Structure
CASSCF(10/9)/6-31G* CASPT2(10/9)/6-31G* Ref.
S0 S1 T1 T2 T3 S0 S1 T1 T2 T3 S0 S1 T1 T2 T3
S0-Min 0.00 6.18 3.78 5.06 6.25 0.00 5.52 3.74 4.72 6.08 0.00
b 5.58b 3.76b 4.75b 6.11b
S1-Min-a 0.83 5.45 3.36 4.88 6.45 1.49 5.16 4.02 4.61 6.14 1.49
b 5.08b 4.04b 4.55b 6.09b
S1-TS 1.02 5.56 3.65 5.03 5.80 1.09 5.24 3.73 4.81 5.30 1.64
b 5.15b 3.81b 4.65b 5.47b
S1-Min-b 3.29 3.44 3.17 3.66 5.52 3.58 4.04 3.70 4.30 5.72 3.55
b 4.00b 3.64b 4.29b 5.69b
S1/S0-CoIn-a 3.46 3.46 3.19 3.70 5.58 4.03
a 4.04a 3.85a 4.31a 5.95a 4.03b 4.08b 3.80b 4.31b 5.94b
S1/S0-CoIn-b 4.93 4.93 4.86 6.38 7.20 4.69
a 4.71a 4.86a 6.14a 6.87a 4.61c 4.61c — — —
S1/S0-CoIn-c 5.51 5.51 5.44 7.38 7.89 5.20
a 5.21a 5.23a 7.12a 7.62a 4.97c 4.97c — — —
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are convinced that the chosen methodology is adequate to
describe the dynamics of thiophene.
3.2 Excited state dynamics of thiophene
The thiophene dynamics is started in the S1 state and could be
followed through the conical intersections until ring closure in
the ground state. These non-adiabatic pathways were thought to
be the dominant relaxation pathways. To find out whether triplet
states are also involved we performed trajectory calculations with
(CAS(10/9)-ST) and without (CAS(10/9)-S) triplet states.
For the stochastic analysis the number of aborted trajectories
has to be considered. Some trajectories experienced convergence
problems and therefore terminated before reaching 5 ps. Fig. 2
presents how many CAS(10/9)-ST and CAS(10/9)-S trajectories
reached a given simulation time. In order to find a good
compromise between the simulation time considered and the
number of trajectories inspected, we restrict our analysis to
trajectories with at least 100 fs of simulation time. Trajectories
that terminate within the first 100 fs explore high energy regions
unimportant for the relaxation and are discarded. Accordingly,
198 trajectories for CAS(10/9)-ST and 95 trajectories for CAS(10/9)-S
have been analyzed. In general the CAS(10/9)-S trajectories are more
stable than the CAS(10/9)-ST trajectories and the average simulation
time of CAS(10/9)-S (1821.1 fs) is larger than the CAS(10/9)-ST
average time (902.0 fs).
All the trajectories were analyzed according to the following
aspects: the observed type of dynamics i.e. non-adiabatic
relaxation versus S1 vibrational dynamics, the final populated
state and the final molecular geometry. The results are sum-
marized in Table 3. For both simulation sets few trajectories,
approximately 20%, show exclusively vibrational dynamics in
the S1 state before termination in a time span between 200 fs
and 4 ps. All other trajectories relax either to the ground state or
to the triplet states T1 and to a small amount to T2. The final
distribution between the singlet and the triplet states is nearly
one-to-one. Within the singlet moiety the relative distribution
S1 : S0 is about 22 : 32. This changes when only singlets are
included (CAS(10/9)-S) to a ratio of 24 : 76 indicating that the
triplet states offer an additional effective relaxation channel.
Approximately half of the trajectories in both sets terminate
in thiophene-like closed-ring geometries. For the open-ring
structures we often observe premature termination. In these
cases we find high kinetic energy in the system, which makes
Fig. 2 Percentage of trajectories which have reached at least a given
simulation time. The 200 CAS(10/9)-ST trajectories are represented in red,
while the 100 CAS(10/9)-S trajectories are shown in blue.
Table 3 Distribution of the CAS(10/9)-ST and CAS(10/9)-S trajectories
according to the observed type of dynamics, the final populated state as
well as the final geometry. All percentages are given with respect to the
total number of analyzed trajectories. Trajectories that only show vibra-
tional dynamics in the S1 state without any participation of other states are
counted as vibrational dynamics
(10/9)-ST (10/9)-S
Non-adiabatic dynamics 83.3 83.2












Fig. 3 Locations of the initial geometries and the geometries where
surface hops from the S1 state to the S0 state occurred depending on
the averaged C–S distance rCS and dihedral angles FSCCC (top) and FCCCC
(bottom). Only trajectories from the CAS(10/9)-ST dynamics simulation set
are shown. The initial geometries are represented in blue, while the S1/S0
hopping geometries are marked in red. Both dihedral angles were rede-
fined in the range between 01 and 901. Additionally important CASSCF(10/
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recombination to the thiophene ring within the total propaga-
tion time of 5 ps highly unlikely. These trajectories are thus
counted as final open-ring geometries. For longer time scales,
not simulated, we expect that all open-ring structures are going
to form thiophene like closed-ring geometries. In the presence
of triplet states the ratio between open- and closed ring
geometries is 50 : 50. Without triplet states only 30% terminate
in open-ring structures, the remaining 20% form cyclopropene
or cyclobutene derivatives. These cyclopropene and cyclobutene
derivatives are S0 minimum structures (see the ESI†).
Prlj et al.27 reported that both possible relaxation mechanisms
(ring opening and puckering) are active and clearly distinguishable.
To figure out which relaxation pathway is followed by our CASSCF
trajectories, we defined three collective variables associated to the
encountered three CoIns and analyzed the geometries at the
hopping events from the S1 to the S0 state. S1/S0-CoIn-a describing
the ring opening is characterized by the averaged C–S distance rCS.
The dihedral angles FSCCC (averaged over both possibilities) and
FCCCC (for the definition of the angles see the ESI†) were used to
distinguish both puckering mechanisms. Fig. 3 shows the initial
geometries (blue diamonds) and the geometries where surface
hops to the S0 state occurred (red triangles) depending on the
three collective variables, the distance rCS and the dihedral
angles FSCCC (top) and FCCCC (bottom). The results are shown
for the CAS(10/9)-ST dynamics simulation, analogous figures for
the CAS(10/9)-S and the CAS(8/7)-ST dynamics can be found in
the ESI† (Fig. S4 and S5).
We observe no S1/S0 hopping event in the proximity of
the puckering CoIns (CoIn-b and CoIn-c). All S1/S0 hopping
geometries show a C–S distance rCS larger than 2.2 Å. The
values of FCCCC vary between 01 and 901 and for FSCCC between
01 and 501. Thus the deactivation mechanism involves mainly
simultaneous ring opening and ring puckering. Only for the
CAS(8/7)-ST dynamics, for which the ring opening is less
probable due to the choice of the active space (see Section
2.1), relaxation via exclusive ring puckering was detected up to
11%. Our CAS(10/9) results are in agreement with the dynamics
simulations of Fazzi et al.,26 but in contrast to the ADC(2)
dynamics simulation of Prlj et al.27 where ring puckering plays
a significant role. This difference may lie in the CASSCF
description slightly favoring the open-ring S1/S0-CoIn-a (see
Section 3.1) as well as in the ADC(2) description, which is, as
pointed out by the authors, not accurate for distorted geome-
tries close to the conical intersections with the ground state.27
Fig. 4 Energy profiles of four representative trajectories following the ring opening mechanism. All trajectories were initiated on the S1 potential energy
surface. The time evolution of the ground and the four lowest excited states are displayed in color, whereas the running state is indicated in black. The
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The energy profiles of four illustrative trajectories of the
CAS(10/9)-ST simulation are shown in Fig. 4.
All four trajectories are characterized by the ring opening
mechanism but differ in time when this event happens. After ring
opening the four states, S0, S1, T1 and T2, are nearly degenerate and
the corresponding potential energy surface is flat. A two-
dimensional cut along the C–S bond rCS and the dihedral angle
FSCCC for all four states illustrate this scenario in Fig. 5.
Several hops between these states occur since here the SOC
values are large and the energy gaps are small (ESI† Table S4).
We were able to optimize several singlet–triplet minimum-
energy crossings with an open-ring structure (see the ESI†).
The dynamics simulation suggests that in general the open-ring
structures are mostly non-planar and very flexible. Neverthe-
less, it was not possible to optimize an open-ring S0 minimum.
In Fig. 4(a) the C–S bond is broken after approximately 50 fs.
The resulting open-ring structure exists for about 900 fs
allowing many hops between the four degenerate states. At
about 1 ps the ring closes in the S0 state forming the thiophene
ring again. The second trajectory in Fig. 4(b) shows vibrational
dynamics in the S1 state for about 700 fs before the C–S bond
opens and the four states become degenerate. The subsequent
ring-closure does not take place within the presented 1 ps. The
last two trajectories are examples for different pathways that
can occur on the way to ring-closure. In Fig. 4(c) a cyclopropene
derivative is formed in the S0 state; Fig. 4(d) shows the participa-
tion of triplet states whereby a five membered thiophene ring is
formed intermediately in the T1 state leading to a minimum
geometry.
The populations of the individual excited states as a func-
tion of time are shown in Fig. 6 for the CASSCF(10/9)-ST (left)
and the CASSCF(10/9)-S (right) dynamics simulations.
After a short latency time between 10 fs and 20 fs the S1
population decreases and the S0 population increases. This
latency time was also observed on the same time scale by Prlj
et al.27 and can be attributed to pure vibrational dynamics in
the S1 state. During the first 200 fs the triplet states T2 and T1 do
participate to a small extent; however, the evolution of the S1
and the S0 population is still comparable for the CAS(10/9)-ST
and CAS(10/9)-S dynamics. After this first period most of the
trajectories show open-ring structures allowing IC into the S0
state and enhancing the possibility of ISC significantly. The
population of the T1 state increases further and after 600 fs the
S0 and the T1 populations are almost equal. Simultaneously,
the depopulation of the S1 state slows down. The T2 population
remains constant and the T3 state is nearly inactive within the
simulation time of 1 ps. The ratio between S0, S1 and T1 after
1 ps simulation time is approx. 40 : 20 : 40. The evolution of the
singlet state population of the CAS(10/9)-S dynamics signifi-
cantly differs from the CAS(10/9)-ST dynamics and leads to a
S0/S1 ratio of 70 : 30. The presence of triplet states opens up a
further decay channel leading to the T1 population. The ratio of
S0, S1 and T1 is an indication that both channels are more or
less equally effective. In addition, due to the energetic position
of the three involved states, a continuous exchange is possible.
Fig. 5 Two-dimensional potential energy surface of the S0, S1, T1 and T2 states
as a function of the C–S distance rCS and dihedral angle FSCCC. The surfaces
were obtained through a two-dimensional relaxed potential energy surface scan
of the S1 state along the two reactive coordinates using the SA(2S+3T)-
CASSCF(10/9)/6-31G* level of theory. The C–S distance was scanned between
2.6 and 4.0 Å and the dihedral angle FSCCC between 01 and 401.
Fig. 6 Time evolution of the average populations of the considered excited states for the CAS(10/9)-ST (left) and the CAS(10/9)-S trajectories (right). The
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Also in the singlet only case a continuous exchange, now
between the two singlet states, is observed in this region.
In both cases the overall evolution of the S1 state is more
complex than a single exponential decay. Hence, we decided to
fit the S1 decay with a biexponential function of the form f (t) =
a exp(t/tfast) + b exp(t/tslow). The time constant tfast describes
the fast component of the depopulation and can be assigned to
the sum of the two fast time constants extracted from the fs
two-color pump–probe photoelectron spectrum21 t1 = 80 10 fs
and t2 = 25  10 fs. The second time constant tslow can be
associated with the long experimental time t3 4 50 ps,
21
although due to the limited simulation time quantitative
agreement cannot be expected. The fitting parameters for the
CAS(10/9)-ST and CAS(10/9)-S dynamics simulations are sum-
marized in Table 4. The time constant tfast is twice the experi-
mental value when only singlet states are considered. Previous
simulations26,27 which also considered only singlet states,
reported fast relaxation times in the 100 fs regime, which are
closer to the experimental value, but relied on a different
evaluation strategy. The trajectories were stopped the first time
the S1 and S0 states were nearly degenerate. In contrast, in our
longer simulations forth and back transfer between both sing-
let states occurs and prolongs the decay time. When the triplet
states were included, both decay times decreased as now the
two additional decay channels T1 and T2 are opened. This is
clear evidence that triplet states play a role in the relaxation
dynamics. After the initial ultrafast dynamics (100–200 fs)
leading to the ring-opening path especially the triplet T1
becomes important. Now intersystem crossing can compete
with fast internal conversion since the SOC values are large
and the singlet–triplet energy gaps are small (ESI† Table S4).
The potential energy surface for the open-ring structures is
rather flat and the four states S0, S1, T1, and T2 are nearly
degenerate (see Fig. 5). This situation leads to long-living open-
ring structures in the singlet as well as in the triplet states. The
ring closure of these entropically favored structures happens on
a long time scale and is maybe mediated via collisions with the
environment. Our decay time tslow and the experimental time
constant t3, respectively, can be attributed to these long-lived
open-ring structures as already proposed by Weinkauf et al.21
As shown in Fig. 4(d) closed-ring structures occurring in the T1
state can exist for several 100 fs. These intermediate structures
may be the origin of the observed weak phosphorescence.17,19,20
However, the reported emission band at 2.88 eV17 rather lies
between the calculated vertical excitation energies of the closed-
ring triplet T1 and T2 minima (ESI† Table S2). Overall, our
dynamics simulations complement the picture of the relaxation
mechanisms of thiophene after excitation to the first excited
singlet state.
4 Conclusions
The relaxation mechanisms of thiophene after photoexcitation
have been investigated using ab initio dynamics simulations
including both singlet and triplet states. The simulations were
carried out at the SA(2S+3T)-CASSCF(10/9) electronic structure level
using the on-the-fly surface hopping program SHARC.28,29,31 The
electronic structure method was carefully benchmarked against
experimental and theoretical data.
We were able to analyze the relaxation process of thiophene
up to 1.6 ps after photoexcitation to the S1 state. Our proposed
relaxation pathway is summarized in Fig. 7.
The observed initial vibrational dynamics in the S1 state and
the subsequent ring opening via C–S bond cleavage occur with a
fast time constant tfast of about 100 fs, which is in good agreement
with experimental results21 and previous simulations.25–27 In this
fast relaxation period the system reaches the open-ring S1 mini-
mum (S1-Min-b) and intersystem crossing is already partly active.
When reaching the region of the ring-opening CoIn in principle
two pathways open. One directly returns the system to the closed-
ring ground state, but requires nearly momentum inversion. The
second, more probable one, preserves the momentum and leads to
a flat potential. Along this flat potential the spin–orbit couplings get
large and the singlet–triplet energy gaps nearly vanish. The system
is trapped in open-ring structures and the dynamics of the system
is characterized by the interplay of internal conversion (S0/S1) and
intersystem crossing (S0/T1 and S1/T1). The resulting long-lived
entropically favored open-ring structures in the singlet as well as
in the triplet states agree with the long constant signal observed in
the experiment21 and provide for the first time an explanation for
this signal. In contrast to previous theoretical simulations,25–27 our
results demonstrate that in thiophene no fast relaxation process
leads back to the closed-ring ground state.
Table 4 The parameters of the biexponential decay of the S1 state for the
CAS(10/9)-ST and CAS(10/9)-S dynamics simulations. The fitting function
used is a exp(t/tfast) + b exp(t/tslow). Additionally the experimental time
constants are also shown21
(10/9)-ST (10/9)-S Exp.
a 0.495  0.004 0.643  0.004 —
b 0.599  0.005 0.443  0.005 —
tfast (fs) 96  2 216  3 105  10
tslow (fs) 747  7 2686  54 450 000
Fig. 7 Schematic overview of our proposed relaxation pathway of photo-
excited thiophene. The ground and the three lowest excited states are
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Upon irradiation the thiophene polymers can in principle
form entropically favored open-ring structures. Even if only a
small fraction undergoes ring opening, this indicates a possible
drawback for thiophene-based devices. In the monomer case
the triplets lead to elongation of the excited state lifetime. Their
role is expected to become even more important and diversified
in the longer oligothiophenes and polythiophenes.
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1.4 Molecular Dynamics of Oligothiophenes
Following the analysis of the photoinduced dynamics of the monomer thiophene, this section focuses on
the relaxation dynamics of 2,2’-bithiophene and 2,2’:5’,2”-terthiophene. Again, the SHARC approach
is used to simulate the ab initio molecular dynamics of both molecules. As mentioned in section 1.1,
a meaningful description of the excited states of bithiophene and terthiophene is not possible using the
CASSCF method. The excitation energies on CASSCF level as well as the state ordering are wrong and
the use of the CASPT2 methodology to include the necessary dynamic electron correlation would be
desirable for the dynamics but is, even today, computationally unfeasible. In the end the used electronic
structure method is linear-response time-dependent density functional theory (LR-TDDFT) within the
Tamm-Dancoff approximation. Since LR-TDDFT is known to suffer from problems recovering CoIns
between excited states and the ground state [171, 172] this level of theory has been carefully bench-
marked against high level theoretical as well as experimental data, assuring a qualitatively correct and
almost quantitative description of all states involved in bithiophene and terthiophene.
Although there are other studies [166, 167] available, modeling the relaxation dynamics in oligothio-
phenes, the paper "Intersystem Crossing as a Key Component of the Non-Adiabatic Relaxation Dynamics
of Bithiophene and Terthiophene" published by the Journal of Chemical Theory and Computation [173] is
the first dynamical study of these two molecules covering a picosecond time scale and explicitly including
SOC and triplet states. The key statements of the article are:
• As expected from the previous quantum chemical calculations [82] the population transfer to the
triplet states via ISC plays a major role in the relaxation process of bithiophene and terthiophene.
Compared to the monomer, the initial vibrational dynamics in the S1 state is significantly longer.
• After the vibrational dynamics in the S1 state, the relaxation process for the majority of the tra-
jectories is described by ring-opening and inter-ring rotation. Similar to the monomer case this
ring-opening channels lead to an extended region of quasidegeneracy between the triplet and sin-
glet potential energy surfaces. The dynamics in this region is characterized by the interplay of
IC and ISC between the different states involved. The high flexibility of the open-ring structures
even allows trans-cis isomerization.
• On longer time scales ring closure can take place either on the S0 or the T1 state. The formation
of these closed-ring structures in the T1 state of the dimer and trimer can be an explanation of the
experimentally observed phosphorescence [174] for longer thiophene chains.
• The observed relaxation process is modified with increasing length of the thiophene chain. The ISC
channel induced by the carbon-sulfur bond cleavage is getting more and more hindered. For the
trimer the overall process is qualitatively similar to the dimer, but the initial period of vibrational
dynamics in theS1 is longer and the the ring-opening is less pronounced. This trend should continue
for the tetramer and even longer oligothiophenes.
Hereafter, the article "Intersystem Crossing as a Key Component of the Non-Adiabatic Relaxation Dy-
namics of Bithiophene and Terthiophene" published by the Journal of Chemical Theory and Computation
is reprinted with permission from Journal of Chemical Theory and Computation 14 (2018), 4530-4540.
Copyright 2018 American Chemical Society. The Supporting Information for this article is available
under https://doi.org/10.1021/acs.jctc.8b00492.
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ABSTRACT: We present a nonadiabatic dynamics study concerning the
subpicosecond relaxation of excited states in dimeric and trimeric thiophene
chains. The influence of the triplet states in the overall process is, for the first time,
taken into account by explicitly including spin−orbit couplings and hence allowing
intersystem crossing phenomena. We observe the fundamental role of the triplet
state manifold in driving the full relaxation process. In particular we evidence the
effect of both, inter-ring rotation and ring-opening, in the process, as compared to
the monomer, where the ring-opening process appears as the dominant one. In
addition, the evolution of the open structures allows for trans to cis isomerization in
the dimer and trimer. The overall relaxation process slows down with chain elongation. The complex decay mechanism
characterized by the presence of different competing channels, due to the presence of a quasi degenerate manifold, is explained
allowing the rationalization of oligothiophenes photophysics.
■ INTRODUCTION
Due to their remarkable intrinsic properties thiophene
derivatives and their oligomers are promising candidates to
be employed in organic materials for technological applica-
tions.1,2 They undergo rapid intersystem crossing (ISC)3−5
leading to extremely high triplet quantum yields.6 This
property deviates strongly from the common behavior found
in most organic molecules where the ratio of ISC to internal
conversion (IC) and fluorescence is rather small.7 Also, it is
important for charge separation and transport in conductive
organic materials. In combination with their efficient light
harvesting and structural versatility they have attracted much
attention as building blocks for photoactive polymers and
molecular aggregates. Examples are solar cells,8−12 light
emitting diodes,13,14 photoswitches,15 and biological la-
bels.16−18 In addition, polythiophene bridges are also used to
enhance two-photon absorption cross sections.19−21 As
poly(3-hexylthiophene) (P3HT) they form in combination
with phenyl-C61-butyric acid methyl ester (PCBM) the
famous P3HT/PCBM solar cell.11,22
A deeper understanding of the initial processes after
photoexcitation and the subsequent relaxation mechanisms of
oligothiophenes is essential to improve the performance of
thiophene-based applications. In our previous works23,24 we
were able to explain the relaxation processes for the monomer
thiophene with the aid of static quantum chemical calculations
and nonadiabatic molecular dynamics simulations: after
photoexcitation, fast ring-opening (approximately 100 fs)
leads to a degeneracy of singlet and triplet states. This
degeneracy and the corresponding flat potential energy surface
traps the system in entropically favored open-ring structures in
the singlet as well as in the triplet states (up to 50 ps).25
The structures of the most stable conformer are shown in
Figure 1 for the dimer TP2 (2,2′-bithiophene) and the trimer
TP3 (2,2′:5′,2′′-terthiophene). For both TP2 and TP3
experimental results6,26−28 indicate that ultrafast ISC takes
place from the first excited singlet state. Moreover
experimental and theoretical studies suggested two ISC
channels for both systems with time scales ranging from 1 ps
up to 140 ps.26,27 Based on static quantum chemical
calculations23,29−32 and dynamics simulations (excluding
triplet states)33,34 the relaxation processes after photoexcitation
for TP2 and TP3 are mainly ascribed to the torsional motion
around the quite flexible inter-ring bonds,35 whereas ring-
opening via CS-bond cleavage should only play a minor role in
the initial relaxation processes of both systems. However, for
the previous dynamics simulations33,34 only short simulation
times (300−500 fs) were studied, and important ISC processes
were excluded.
This work presents the first nonadiabatic dynamical study of
the dimer TP2 and the trimer TP3 at picosecond time scale
explicitly including spin−orbit couplings and triplet states. For
this study we have used the surface hopping including arbitrary
Received: May 22, 2018
Published: August 9, 2018
Article
pubs.acs.org/JCTCCite This: J. Chem. Theory Comput. 2018, 14, 4530−4540
© 2018 American Chemical Society 4530 DOI: 10.1021/acs.jctc.8b00492


























































































1.4. Molecular Dynamics of Oligothiophenes 21
couplings (SHARC) software package,36−39 which has already
been successfully applied to an important number of molecular
systems.24,40−44
■ COMPUTATIONAL METHODS
Ab Initio Level of Theory. The electronic states of TP2
and TP3 were computed using the density functional theory
(DFT) and linear response time dependent DFT (LR-
TDDFT). All LR-TDDFT calculations have been performed
within the so-called Tamm-Dancoff approximation (TDA).45
The DFT and TDA calculations were carried out with the ADF
program package (version 2017),46,47 using the B3LYP48−50
exchange-correlation functional with the D3 dispersion
correction by Grimme and co-workers.51 Minima (Min),
transition states (TS), conical intersections (CoIn), and
singlet−triplet minimum-energy crossings (STC) were opti-
mized with the ORCA code (version 3.0.3)52 as an external
optimizer. All optimized geometries are given in the
Supporting Information (SI). The DFT and TDA calculations
were carried out with the double-ζ polarized basis set (DZP)53
and a Becke54,55 and Zlmfit56 grid of good quality. For
benchmarking purposes, some calculations were performed
with the triple-ζ polarized basis set (TZP)53 in combination
with the same grid quality. In all optimization calculations
symmetry was not used. Scalar relativistic effects were included
with the zeroth-order regular approximation (ZORA),57−61
and the spin−orbit couplings (SOC) were calculated using a
perturbative method, as developed and implemented by Wang
and Ziegler.62
Dynamics. The molecular dynamics of TP2 and TP3 were
simulated using the SHARC ab initio dynamics package version
2.0.36−39 The necessary energies, gradients, nonadiabatic
couplings, and spin−orbit couplings were calculated on-the-
fly at the TDA/B3LYP level of theory.
The initial conditions for the dynamics simulations were
generated based on a Wigner distribution computed from
harmonic vibrational frequencies in the optimized ground state
equilibrium geometry. The underlying frequency calculations
were performed at B3LYP/DZP level of theory. For TP2 only
the trans conformer was studied, since it has been shown to be
the ground state global minimum.23,63 Time-resolved spectro-
scopic studies on the dimer26,27 used an excitation energy of
4.02 eV to reach the rising edge of the first absorption peak.
Corresponding to these experiments we have centered the
spectral window (3.0−4.0 eV) at the rising edge of the first
absorption peak (see the simulated absorption spectrum in the
SI). 84 starting geometries and velocities were stochastically
chosen.
For TP3, among the total number of ten ground state
minima,31,64−66 two nearly isoenergetic minima exist.23 The
eclipsed-anti-anti (eAA) conformer is the global minimum, and
the gauche-anti-anti (gAA) conformer is only 0.02 eV (ΔG)23
above. Since these conformers can easily interconvert, as will
be shown below, we restrict our initial condition generation to
Figure 1. Structure of 2,2′-bithiophene (TP2) in the trans
conformation a) and of 2,2′:5′,2′′-terthiophene (TP3) in the
eclipsed-anti-anti (eAA) conformation b). All relevant atoms are
labeled, as well as the inter-ring dihedral angles: ΦSCCS (red) in TP2
and ΦSCCS1 (red) and ΦSCCS2 (blue) in TP3, respectively. The
nomenclature is explained in more detail in the Supporting
Information (SI).
Table 1. Calculated Vertical Singlet and Triplet Excitation Energies (eV) for the Low-Lying Excited States at the Optimized
Ground-State Minimum of TP2 and TP3 Compared to Experimental and Theoretical Datah
state char. B3LYP/DZP B3LYP/TZP CASSCFa CASPT2b exp.
2,2′-bithiophene (TP2)
S1 π1→π1* 4.50 (0.54) 4.24 (0.48) 6.44 (0.45) 4.51 (0.45) 4.29
c
S2 π1→π2* 5.07 (0.01) 4.94 (0.00) 5.87 (0.01) 4.85 (0.01) 5.08
c
T1 π1→π1* 3.01 2.76 2.94 2.86 2.32
d
T2 π1→π2* 4.00 3.95 3.94 3.82
T3 π2→π1* 4.28 4.11 5.08 4.41
T4 π3→π1* 4.32 4.22 4.91 4.48
state char. B3LYP/DZP B3LYP/TZP CASSCFe CASPT2f exp.
2,2′:5′,2′′-terthiophene (TP3)
S1 π1→π1* 3.81 (0.52) 3.46 (0.49) 5.84 (0.55) 4.03 (0.55) 3.50
g
S2 π2→π1* 4.37 (0.00) 4.10 (0.00) 4.77 (0.00) 4.42 (0.00)
T1 π1→π1* 2.59 2.21 2.51 2.40 1.90
d
T2 π1→π2* 3.40 3.15 3.34 3.19 2.99
d
T3 π1→π3* 4.00 3.81 4.05 3.85
T4 π3→π1* 4.08 4.00 4.81 4.30
aCASSCF(12/11)/6-31G* underlying results from ref 23. bCASPT2(12/11)/6-31G*.23 cGas-phase absorption spectrum at room temperature.71
dPhotodetachment photoelectron spectrum in the gas phase.32 eCASSCF(18/15)/6-31G*23 underlying results from ref 23. fCASPT2(18/15)/6-
31G*.23 gAbsorption spectrum in solution at room temperature.6,72,73 hOscillator strength values are given in parentheses. Energies were calculated
using B3LYP/DZP and B3LYP/TZP.
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the eAA conformer. For the dynamics simulations of TP3, 36
starting geometries and velocities in the energy window 3.0−
4.0 eV were stochastically chosen from a Wigner distribution
(see the simulated absorption spectrum in the SI). For both
systems, in accord with the chosen excitation window, all
trajectories started in the S1 state.
The SHARC ab initio surface-hopping algorithm uses a fully
diagonal, spin-mixed electronic basis, resulting from the
diagonalization of the Hamiltonian containing spin−orbit
couplings.37,67 The integration of the nuclear motion is done
with the Velocity-Verlet algorithm with a maximal time of 1 ps
using a time step of 0.5 fs. In each time step, gradients were
computed for all states which are closer than 0.2 eV to the
active state; this is required in order to construct the gradient
of the spin-mixed active state. The coefficients of the electronic
wave function are propagated on interpolated intermediates
with a time step of 0.02 fs applying a local diabatization
technique68 in combination with the WFoverlaps code69 to
compute the wave function overlaps. Decoherence correction
was taken into account using the energy-based method of
Granucci and Persico with the parameter α = 0.1 au.70
For the statistical analysis of the results stemming from the
nonadiabatic dynamics, the number of aborted trajectories has
to be considered. Some trajectories experienced convergence
problems and therefore terminated before reaching 1 ps.
Beside the convergence, also problems arising from the DFT/
TDA methodology (e.g., the multiconfigurational character of
the ground state) have to be taken into account since they may
lead to unphysical behavior of the energy and the gradients. In
order to find a good compromise between the simulation time
considered and the number of trajectories inspected, we
restrict our analysis to trajectories with at least 400 fs of
simulation time, a maximum change in the total energy of 0.2
eV, a maximum change in the total energy per step of 0.2 eV,
and a maximal interstate hop energy of 1.0 eV.
■ RESULTS AND DISCUSSION
Validation of the Level of Theory. First, it was checked
whether the static B3LYP/DZP and B3LYP/TZP results for
both systems are in qualitative agreement with previous
CASPT2 results23 and the experimental data.6,32,71−73 There-
fore, the excitation energies of the optimized ground-state
minima (trans for TP2 and eAA for TP3) were benchmarked
(see Table 1).
The calculated S1 and S2 excitation energies for TP2 are in
between the CASPT2 and the experimental results. For the
first four triplet states the B3LYP energies are in good
agreement with the CASPT2 values. The energetic order and
the electronic character of all tested states are the same as in
previous studies.23,29,30,32 Moreover, the B3LYP functional
reproduces the CASPT2 excitation energies for the first six
states of TP3 quite well. The character of the states is also the
same as in previous studies,23,31,32 except for a slight difference
in the state ordering. Using TDA the third triplet state T3 lies
above the S1 independently of the chosen basis set. For both
systems the TZP basis set gives better agreement with
experiment than the smaller basis set DZP. In order to save
time for the dynamics simulations we decided to use the small
DZP basis set, as it is sufficient to well describe the low-lying
excited excited states of TP2 and TP3 in the Franck−Condon
region. In contrast to the CASPT2 methodology the excitation
energies at the CASSCF level as well as the state ordering is
wrong for TP2 and TP3. Hence, a meaningful description of
TP2 and TP3 is not possible using CASSCF.
Based on static quantum chemical calculations23,29−32 two
possible deactivation pathways for TP2 and also TP3 were
discussed: the first pathway is described by the rotation around
the inter-ring bonds. This rotation leads to a near-degeneracy
region of triplet states and the S1 state. In combination with
the moderate spin−orbit couplings this degeneracy should
allow ISC; subsequent internal conversion steps lead the
system in the T1 state. The relaxation back to the ground state
can take place through either phosphorescence or nonradiative
processes like cleavage of a C−S bond. The second pathway is
similar to the relaxation mechanism in the thiophene
monomer:24 the C−S bond cleavage leads to open-ring
structures where the S0, T1, S1, and T2 states are nearly
degenerate and the SOC increases significantly. Via these
open-ring structures, closed-ring conformers can be formed in
the ground state. In principle for TP2 as well as for TP3 many
open-ring structures are possible. As shown in our previous
work,23 structures with only one broken C−S bond are
energetically favored. In TP2 the four C−S bonds can be
distinguished into two groups: the inner bonds (1,2 and 1′,2′,
see Figure 1) and the outer bonds (1,5 and 1′,5′). The cleavage
of the inner bonds is energetically favored. The C−S bonds of
TP3 can be distinguished analogously in three groups: for both
terminal rings the C−S bonds can be divided into inner and
outer ones. The C−S bonds of the central thiophene ring form
the third group, the central bonds. The cleavage of one of the
inner or central bonds leads again, compared to outer bonds, to
more stable structures. In the following the discussion is
restricted to open-ring structures with a single broken inner or
central C−S bond.
All critical points of TP2 and TP3 along both relaxation
pathways were optimized using the small basis set DZP. The
excitation energies of the six low-lying excited states were
determined and compared with previous CASPT2 calcula-
tions.23 These results are collected in the SI. For all closed-ring
structures the B3LYP/DZP results are in sufficient agreement
with the CASPT2 values with slightly higher deviations for
open-ring structures. We are aware of the inherent problems of
the TD-DFT methodology to describe the multiconfigurational
character in the ground state and conical intersection between
S1/S0. However, in previous studies on oligothiophenes,
23,32−34
the relaxation pathway can be split into two parts. In the first
part describing the path from the Franck−Condon region to
the open-ring structures, the triplet states lie energetically close
to the S1 state, and the spin−orbit coupling is large. We are
very confident that this first part of the relaxtion is fully
described by TD-DFT. The second part is the dynamic of the
open-ring structures and the relaxation back to the ground-
state. Here the conical intersection between S1/S0 is very
important but not described well using TD-DFT. This may be
biasing the simulation toward the triplet state population. On
the other hand, the relaxation into triplet states is also present
in thiophene where we could perform the dynamics simulation
at the CASSCF level.24 Nevertheless, the overall shape of the
potential energy surfaces along the pathways is qualitatively
well reproduced using the B3LYP/DZP methodology. There-
fore, we are convinced that the chosen methodology is
adequate to describe the dynamics of TP2 and TP3.
Excited State Dynamics of 2,2′-Bithiophene (TP2).
Using our selection criteria, 53 trajectories out of 84
trajectories were taken into account to analyze the excited
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state dynamics of TP2. These 53 trajectories were first
analyzed according to the final populated state and the final
molecular geometry. A geometry is characterized as open-ring
structure if one of the C−S bonds is larger than 2.4 Å. The
results are summarized in Table 2.
After excitation to the S1 state, all analyzed trajectories show
nonadiabatic relaxation within the first picosecond. The final
distribution between the singlet and the triplet states is nearly
2:3. Within the triplet manifold the relative distribution T1:T2
is about 3:2; within the singlet moiety S0:S1 is 8.5:1. Most final
geometries are open-ring structures (68%), where one inner
bond is broken. Closed-ring conformations (trans or cis) are
only found for the S0 and the T1 state. Note that in the
monomer almost no triplet closed-ring structures were
found.24 Although all trajectories have been propagated from
an initial trans conformation, a one-to-one mixture of trans and
cis conformers is observed after relaxation.
The overall change in population of the ground state and the
individual excited states for the first picosecond is shown in
Figure 2 for the TP2 dynamics.
The populations dynamics of TP2 is more complex than for
the thiophene monomer24 and far from exponential behavior.
It is characterized by a fast decay of the S1 state population. In
the first 3 to 5 fs there is an ultrafast exchange of some
population between S1 and S2 states, probably attributable to
the initial conditions. Nevertheless, during the whole process
the S2 state plays no role. Indeed, after this initial exchange, the
S1 state population stays constant for about 100 fs. Thereafter
the first two triplet states, T2 and T1, start to participate via
ISC. The S1 state is mainly depopulated via the T2.
Subsequently the T1 state is populated via IC. This cascade
S1 → T2 → T1 finally enables the population transfer back in
the ground state S0. The T3 state is nearly not populated. The
ratio between S0, S1, T1, and T2 after 1 ps simulation time is
approximately 30:10:50:10. Compared to the monomer
dynamics, the relaxation from S1 state is significantly slower
in the first 200 fs.
Next we analyze which relaxation pathway leads to the final
structures. The two most relevant internal coordinates,
previously introduced, are the rotation around the inter-ring
bond (i.e., the dihedral angle ΦSCCS) and the C−S bond
cleavage described as the averaged C−S distance rCS of both
inner C−S bonds. In Figure 3 the time evolution (color coded)
of the trajectories is shown for the first 200 fs.
Starting from the Wigner distribution (dark blue dots) the
dihedral angle ΦSCCS varies between 130° and 160° (S0-
minimum at 143.0°), and an averaged inner C−S distance rCS is
found between 1.7 and 1.9 Å (S0-minimum value 1.75 Å).
Within the first 100 fs a small part of the trajectories leads to
planarization, while the majority undergoes ring-opening
reaching an average bond distance of up to 2.6 Å. Thereafter
further bond elongation is accompanied by significant
planarization reaching 180°. The dynamics simulation shows
that both reaction coordinates (ring-opening and planariza-
tion) are active on the same time scale. The energetic barrier
for the ring-opening in TP2 is estimated to be 0.2 eV (B3LYP/
DZP). The maximal barrier at the CCSD/6-31G* level of
theory was found to be 0.4 eV.23 Both values are higher than
for the barrier in the monomer24 found at 0.1 eV. Our
dynamics simulations confirm that due to the excess kinetic
energy deposited in the photon absorption process this barrier
can still be overcome, but it explains the slower decay of the S1
population (see Figure 2). The complete temporal evolution
up to 1 ps for ΦSCCS and rCS can be found in the SI.
The geometrical deformations observed in the first 200 fs
lead to many intersystem crossing events from the S1 state into
the triplet states (see Figure 4). Mostly transitions into the T2
and T3 state are observed, which is in agreement with previous
results.23,34 In principal these hopping events can be
distinguished geometrically and temporally. Hops between
the S1 state and the T3 state only occur for closed-ring and
nonplanar geometries, hence very early. They are mainly
forward and backward hops with no net populations exchange.
This explains the plateau in the S1 state population observed in
Figure 2 in the range from 3 up to 100 fs. Hops to the T2 state
are observed around two different rCS values. For the slightly
elongated C−S bonds (2.0−2.2 Å) the SOC values increase
and the two states T2 and S1 cross. This initiates the decay of
the S1 state after 100 fs in Figure 2. Further elongation of rCS
(up to 2.5−2.6 Å) leads to a further increase in the SOC and
to a near degeneracy of the T2 and S1 state, giving rise to a
second enhancement of hops shown in Figure 4. A complete
analysis of all hopping events for the whole simulation time can
be found in the SI. The open-ring dynamics leads, as in the
case of the thiophene monomer,24 to a dynamical equilibrium
between singlet and triplet states. All states involved, S0, S1, T1,
and T2, come close in energy accompanied by rather large
effective spin−orbit couplings (SI). Although the degeneracy is
not as complete among all states as in case of the monomer,
many back and forward hops between S1, T1, and T2 establish
the dynamical equilibrium. Due to the chosen methodology,
i.e. TDDFT, hops back into the ground state are only possible
Table 2. Distribution (%) of the TP2 B3LYP/DZP
Trajectories According to the Final Populated State as Well
as the Final Geometrya
final geometry
final state open cis trans Σ
S0 16 12 6 34
S1 4 0 0 4
T1 24 4 10 38
T2 24 0 0 24
Σ 68 16 16 100
aAll percentages are given with respect to the total number of
analyzed trajectories. The shown numbers are statistically not fully
converged. The maximum statistical error is 13%.74
Figure 2. Time evolution of the average populations along the TP2
trajectories. The ground and the five lowest excited states are
displayed.
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via the T1 and T2 state because of a poor description of the
open-ring S1/S0 conical intersection. This might explain why
the final population in S0 is lower than in T1, while for the
monomer, calculated at the CASSCF level, both states were
equally populated.24
The energy profiles of four illustrative trajectories are shown
in Figure 5. The individual states are color coded, and the
populated state is marked with black diamonds.
All four trajectories undergo ring-opening with the cleavage
of one of the inner C−S bonds after the first 100 fs. In Figure
5a),b) we focus on the first 400 fs. In the open-ring structure,
the system switches mostly between the quasi-degenerate S1
and the T2 state. In contrast to the monomer case, the ground
state S0 and the first triplet state T1 show much less
participation to the process. Two different reaction pathways
leading to closed-ring structures are shown in Figure 5c),d). In
example c) one C−S bond is broken after approximately 90 fs.
The T1 state is reached via S1 and T2 20 fs later. Although the
T1 state and the ground state are nearly degenerate, no hops
occur for the next 100 fs, and the ring-closure takes place in the
triplet state forming a nearly planar trans conformer. In
contrast, Figure 5d) reports an example of relaxation to a
closed ring trans conformer in the S0 state, reached from the S1
state via the T2 and the T1 state. Note that although we
presented trajectories leading to trans products, the open ring
structures can rotate almost freely around the inter-ring bond
and hence can easily undergo isomerization into the cis
conformer. This is reflected in the ratio between trans and cis
products shown in Table 2. The amount of closed-ring
conformers found for the T1 state explains the experimentally
observed phosphorescence75 which might occur from these
stable geometries.
Excited State Dynamics of 2,2′:5′,2′′-Terthiophene
(TP3). For TP3, 34 out of 36 trajectories were taken into
account for discussion of the excited state dynamics. These 34
trajectories were first analyzed according to the final populated
state and the final molecular geometry. Just as for the TP2
analysis a geometry is characterized as open-ring structure if
one of the C−S bonds is larger than 2.4 Å. The results are
summarized in Table 3.
Overall 62% of the trajectories terminate in the singlet
manifold from which only 8.8% reach the S0 state. The triplet
states are significantly less populated compared to the dimer.
The relative distribution of the T1 and the T2 state is 8:5, while
the T3 and S2 states play no role. This is a first hint for an
enhanced lifetime of the S1 state. For all excited states the
open-ring structures are again dominant (53%). No significant
preference toward the cleavage of the inner or the central C−S
bonds is observed. The sum of the closed-ring structures in the
T1 and S0 states amounts to 35%, with an excess of the eAA
conformer. In contrast to the TP2 dynamics, nearly 29% of the
analyzed trajectories stay near the FC-region in the S1 state,
thereof 12% show only vibrational dynamics.
The time evolution of the populations of the ground state
and the individual excited states is shown in Figure 6 for the
TP3.
The relaxation process of the S1 state is significantly slower
than in TP2 and again nonexponential. In the first 400 fs the S1
population stays nearly constant. The time needed for
geometrical rearrangement is thus four times longer than for
the dimer. After this period, the first two triplet states (T2 and
T1) can participate in the dynamics and start the nonadiabatic
decays. A cascade S1 → T2 → T1 enables the population
Figure 3. Analysis of the nonadiabatic dynamics of TP2 within the first 200 fs. Time evolution (see color code) of the trajectories in the subspace
spanned by the averaged ’inner’ C−S distance rCS and the dihedral angle ΦSCCS.
Figure 4. Locations of the geometries where the first surface hops
from the S1 state to triplet states (T2 and T3) occurred depending on
rcs and ΦSCCS in TP2 within the first 200 fs. The hopping geometries
are displayed in different colors according to the target state of the
hopping event. Additionally, relevant B3LYP/DZP optimized geo-
metries are represented in black, including minima (Min) and singlet-
to-triplet crossings (STC).
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transfer back to the ground state S0, comparable to the
relaxation dynamics in TP2. Again S2 and T3 do not
participate. The ratio between S0, S1, T1, and T2 after 1 ps
simulation time is approximately 15:50:25:10.
The geometrical relaxation process is analyzed with the help
of four collective variables associated with ring-opening and
the rotation around the inter-ring bonds. The inter-ring
rotation is characterized by the two dihedral angles, ΦSCCS1 and
ΦSCCS2 (see Figure 1b)). The ring-opening is characterized by
the averaged CS distance of both inner bonds (rCS
inner) and of
both central bonds (rCS
central). The time evolution of these
variables is shown in Figure 7.
The bond coordinates show a similar behavior as well as the
dihedral angles, with no clear preferences. In the first 200 fs
only a small part of the trajectories undergoes ring-opening and
therefore the planarization of TP3 may be considered as the
dominant geometrical deformation. After this first period more
trajectories show open-ring structures, still accompanied by the
out-of-plane vibrational motion around the complete planar
structure. Overall, the bond elongation as well as the inter-ring
rotation is less pronounced in the trimer. The inner C−S bonds
open slightly further than the central ones, finally leading to
longer time scales for inner bonds elongation.
The position of the first hopping events from the S1 state
into the triplet manifold was also analyzed. In Figure 8 the
position of these hopping events is shown depending on the
two averaged C−S bonds rcs and both dihedral angles ΦSCCS
(see Figure 1b)).
Figure 5. Energy profiles of four representative TP2 trajectories following the ring-opening mechanism. All trajectories were initiated on the S1
potential energy surface. The time evolution of the ground and the six lowest excited states is displayed in color, whereas the running state is
indicated with black diamonds. The energies are plotted relative to the ground state minimum. Initial and final structures are given for the last two
trajectories.
Table 3. Distribution (Absolute Numbers) of the TP3 B3LYP/DZP Trajectories According to the Final Populated State as
Well as the Final Geometryc
final geometry
final state inner central vib onlya e-AAb e-SSb g-AAb g-SAb g-SSb Σ
S0 0 0 0 0 1 1 1 0 3
S1 5 4 4 2 0 1 0 0 16
S2 1 1 0 0 0 0 0 0 2
T1 2 1 0 4 0 0 1 1 9
T2 1 3 0 0 0 0 0 0 4
Σ 9 9 4 6 1 2 2 1 34
aOnly vibrational dynamics observed. bThe nomenclature is explained in the SI. cThe shown numbers are statistically not fully converged. The
maximum statistical error is 17%.74
Figure 6. Time evolution of the average populations of the
participating excited states for the TP3 trajectories. The ground and
the five lowest excited states are displayed.
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Only intersystem crossing events from the S1 state into the
T2 and T3 state are observed. Near the Franck−Condon
region, for averaged rcs values between 1.7 and 1.9 Å, hops to
the T3 state occur. As in the dimer these hops are only
intermediate and thus ineffective. Effective hops to the T2 state
are again observed for slightly elongated C−S bonds (1.9−2.2
Å). More hops into the T2 are observed for central bonds
longer than 1.9 Å than for inner bonds. For both ΦSCCS
dihedral angles (Figure 8b)) no clear trend is observed. T2-
hops occur for dihedral angles in the range 130°−180°. Thus,
also for TP3 bond elongation is the key process. It enables the
intersystem crossing into the triplet states as well as the
internal conversion back to the ground state. The energy
profiles of four illustrative trajectories are shown in Figure 9.
The trajectory of Figure 9a) only shows vibrational
dynamics in the S1 state and presents no nonadiabatic
phenomenon. The other trajectories (Figure 9b), c), and d))
are characterized by intermediate ring-opening events. They
can be distinguished either geometrically or regarding their
time evolution. In b) and c) one of the central C−S bonds is
elongated/broken after 600 fs. The resulting open-ring
structures survive 10 to 100 fs and form closed-ring structures,
respectively, in the T1 state (b) or the ground state S0 (c). In
the last example d) one of the two inner C−S bonds is broken
after approximately 100 fs. The resulting open-ring structure
persists for about 700 fs allowing hops between the S1, T1, and
T2 state. This is in good agreement with the observed slight
preference for inner bond elongation (compare with Figure 7
top). The excited state lifetime is globally longer compared to
dimer and monomer. This is due to (i) a decrease in spin−
orbit couplings as the average C−S bond elongation is smaller
and (ii) an increase in the barrier toward bond elongation. Like
the dimer, closed-ring structures are formed in the T1 state
opening the path to phosphorescence.
■ CONCLUSIONS
The relaxation mechanisms of gas-phase irradiated oligothio-
phene have been unraveled and critically characterized by
means of nonadiabatic surface-hopping dynamics. The
TDDFT level of theory has been employed to calculate the
energies and gradients as well as nonadiabatic and spin−orbit
couplings on-the-fly along the trajectories. This level of theory
has been carefully benchmarked against high level theoretical
as well as experimental data, assuring a qualitatively correct and
almost quantitative description of all states involved. In our
interpretation we took into account possible limitations of the
method in describing the IC back to the ground state. In
partial contrast with previous studies performed without the
explicit inclusion of the spin−orbit coupling elements, the
simulation presents a quite complex scenario in which different
competitive pathways are active. Moreover, the influence of the
triplet state manifold appears crucial in driving the process.
Indeed, in the case of TP2 more than 60% of the trajectories
end in the triplet manifold after 1 ps.
The strong influence of the triplet states was also observed
for the case of the thiophene monomer,24 where it was
connected to the carbon sulfur bond cleavage, leading to ring-
opening and to a region of singlet triplet quasi-degeneracy and
increased spin−orbit couplings. As schematically reported in
Figure 10, a similar picture holds also in the case of
oligothiophene, even though the complexity is strongly
increased.
After excitation to the S1 state, the relaxation process for the
majority of the trajectories is described by ring-opening and
inter-ring rotation, leading to an extended region of quasi-
degeneracy between the triplet and singlet potential energy
surfaces. Hence, in this region a complex equilibrium between
the different states involved is established, characterized by
frequent back and forward nonadiabatic events. Eventually the
system can further evolve to the ring closure that can take place
either on the S0 or the T1 state. In addition, the ring-opening
and subsequent closure are accompanied by a high flexibility of
the intermediate molecular systems, and indeed trans-cis
isomerization is observed. The conclusions for the TP3 are
qualitatively similar, even if in this case the ring-opening is less
pronounced and one should speak of a carbon−sulfur bond
elongation rather than of bond cleavage. With increasing chain
Figure 7. Temporal evolution of the two averaged C−S bonds rcs and
both dihedral angles ΦSCCS of TP3, up to 1 ps.
Figure 8. Locations of the TP3 geometries where the first surface
hops from the S1 state to triplet states (T2 and T3) occurred
depending on both rcs distances (a) and both ΦSCCS dihedral angles
(b) for definition see Figure 1b). The hopping geometries are
displayed in different colors according to the target state of the
hopping event. Additionally, relevant B3LYP/DZP optimized geo-
metries are represented in black.
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length the excitation is delocalized over a larger number of
bonds, so each individual bond is weakened less.
Our results clearly identify the bond cleavage (or
elongation) as the key coordinate driving the relaxation, also
via the population of the triplet manifold. This process involves
rather large rearrangements of the molecular geometries all
along the 1 ps trajectory, even leading to a certain amount of
trans-cis isomerization. The formation of closed-ring structures
in the T1 state of the dimer and trimer is a prominent
difference from the thiophene monomer, and we believe it is
the reason why phosphorescence is experimentally observable
for longer thiophene chains. The efficiency of the ISC is
reduced for longer thiophene chains as the driving coordinate,
the carbon sulfur bond cleavage, is hindered. Hence, we have
provided a consistent description of the photophysics of
oligomeric thiophene, taking into account the coupling
between intersystem crossing and the geometrical reorganiza-
tion. However, it has to be underlined that our simulations
have been performed in gas phase. The influence of a viscose
environment, such as polymeric matrices, can be quite
important since the geometric reorganization may be
hampered. In the near future we plan to tackle this problem
by performing QM/MM nonadiabatic dynamics in thiophene
oligomers embedded in rigid polymeric matrices.
Figure 9. Energy profiles of four representative TP3 trajectories following the ring-opening mechanism. All trajectories were initiated on the S1
potential energy surface. The time evolution of the ground and the six lowest excited states is displayed in color, whereas the running state is
indicated with black diamonds. The energies are plotted relative to the ground state minimum. Example geometries are given for each trajectory,
with the broken carbon sulfur bond highlighted in yellow.
Figure 10. Schematic representation of the pathways active in the excited state relaxation of thiophene monomer compared with bithiophene
(TP2) and terthiophene (TP3), as rationalized from nonadiabatic dynamics.
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(31) Rubio, M.; Merchań, M.; Ortí, E. A. Theoretical Study on the
Low-Lying Excited States of 2,2’:5′,2’’-Terthiophene and
2,2’:5′,2’’:5′’,2’’’-Quaterthiophene. ChemPhysChem 2005, 6, 1357−
1368.
(32) Siegert, S.; Vogeler, F.; Marian, C. M.; Weinkauf, R. Throwing
light on dark states of α-oligothiophenes of chain lengths 2 to 6:
radical anion photoelectron spectroscopy and excited-state theory.
Phys. Chem. Chem. Phys. 2011, 13, 10350−10363.
(33) Fazzi, D.; Barbatti, M.; Thiel, W. Modeling ultrafast exciton
deactivation in oligothiophenes via nonadiabatic dynamics. Phys.
Chem. Chem. Phys. 2015, 17, 7787−7799.
(34) Prlj, A.; Curchod, B. F. E.; Corminboeuf, C. Excited state
dynamics of thiophene and bithiophene: new insights into
theoretically challenging systems. Phys. Chem. Chem. Phys. 2015, 17,
14719−14730.
(35) Lin, J. B.; Jin, Y.; Lopez, S. A.; Druckerman, N.; Wheeler, S. E.;
Houk, K. N. Torsional Barriers to Rotation and Planarization in
Heterocyclic Oligomers of Value in Organic Electronics. J. Chem.
Theory Comput. 2017, 13, 5624−5638.
(36) Richter, M.; Marquetand, P.; Gonzaĺez-Vaźquez, J.; Sola, I.;
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CHAPTER
TWO
Control of Molecular Dynamics
The main subject of the previous chapter was the investigation of molecular relaxation after photoexci-
tation. To simulate the relaxation pathways a semiclassical description of the molecules is used and the
resulting dynamics is characterized by the evolution of the populations and the classic nuclear geome-
tries. The semiclassical approach allows to treat large systems including all nuclear degrees of freedom
and can be easily parallelized, since each individual trajectory propagates without knowledge of the other
ones. These advantages are bought by neglecting the quantum nature of the nuclei. However, there are
situations where these quantum properties play a non-negligible role. The non-adiabatic transitions be-
tween two electronic states near CoIns are one of the most prominent examples. The electron dynamics
slows down and approaches the time scale of the nuclear motion leading to a situation where both are
strongly influencing each other [34, 35]. In the vicinity of CoIns a non-trivial GP also called Pancharat-
nam–Berry phase is introduced [34, 35, 89, 90], which can promote self-interference of the molecular
wave packet [91–94]. Also the bifurcation [175, 176] of the wave packet is not well described if the
nuclei are treated classically. Another critical aspect is the lack of decoherence in many semiclassical
approaches like Tully’s SH algorithm [87]. Coherence and decoherence can influence the appearance and
the shape of spectroscopic signals [95–99], which are the final observables to compare with experiment.
In order to describe all these phenomena correctly, a quantum description of the nuclei is necessary, since
it allows a proper description of non-adiabatic transitions and also the interaction of a molecule with a
short laser pulse.
In section 2.1 of this chapter a short introduction to the grid-based nuclear quantum dynamics method
used in this work is given. Based on the simulation of nuclear quantum dynamics, the idea of controlling
the molecular dynamics near CoIns is discussed in detail in this chapter. One of the major goals of
laser chemistry is the control of reactions with tailored light fields [64–66, 177]. Here the usage of laser
pulses goes beyond a simple excitation process. The aim is to monitor nuclear dynamics [53–56] and
even electron motion [57–59] induced by light-matter interaction on ultrashort time scales and to control
chemical reactions by modifying specific reaction pathways. In the latter cases the laser field takes over
the role of a reactive ingredient. The main parameters of the laser pulse that can be manipulated, are
the shape, the relative phase, the absolute phase, the intensity and to a lesser extent the frequency [151,
178–180]. The control of the nuclear and electron dynamics with a laser field, is a rich and active field
of research and there are a variety of control schemes present in literature. One of the most advanced
schemes, both in experiment and theory, is the optimal control theory (OCT) [69, 142, 181–188]. By
using feedback-driven setups, laser pulses are optimized to prepare specific molecular wave packets. This
concept is used in multiple areas ranging from reaction control over quantum information to the control of
electronic motion. In order to gain control over the outcome of a photochemical reaction also a sequence
of laser pulses [67, 68, 189–191] can be applied for example in a pump-dump scheme. Another possibility
is to modify the potential energy surfaces (PESs) itself via the Stark effect [151, 192]. Closely related is
the idea of placing the molecules in nanocavities forming hybrid light-matter states, termed as polaritons
or dressed states. By tuning the properties of the cavity new light-induced CoIns can be formed and
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new reaction pathways can be opened [193–198]. The control scheme on which this work is focused
relies on the absolute phase, also called carrier-envelope phase (CEP) of a few-cycle infrared (IR) pulse.
In section 2.2 the idea of applying the CEP control scheme in the vicinity of a CoIn is introduced. Its
potential is investigated using an analytic model system and the practicability is tested on a real molecular
system, namely the nucleobase uracil. Due to the short pulse duration and the proximity to a CoIn the
used CEP pulse not only effects the nuclear motion but also influences the electron dynamics. This aspect
will be discussed in section 3.3 of the third chapter for the molecule NO2.
2.1 A Short Introduction to Grid-based Nuclear Quantum Dynamics
The grid-based methodology [176] to simulate the nuclear quantum dynamics works in the adiabatic pic-
ture. The adiabatic picture is based on the Born-Oppenheimer (BO) separation [88] of electronic and
nuclear variables which leads to the introduction of electronic wave functions which are parametrically
dependent on the nuclear coordinates. This separation is also the basis for the semiclassical dynamics
used in chapter 1 and the foundation of its derivation in section 1.2. The use of the BO separation allows
to describe the nuclear motion as the propagation of a nuclear wave packet on a single uncoupled PES.
Within the adiabatic picture there are regions in the nuclear coordinate space where the PESs can either
come close or even touch each other forming a CoIn. By incorporating all electronic states whose PESs
are energetically close and including the relevant NAC terms the nuclear wave packet can now evolve on
coupled PESs. In addition, the coupling between different PESs can also be introduced by the interaction
with the electric field of a laser-pulse. In this section a brief outline is given, how such a propagation of
a nuclear wave packet on multiple coupled PESs can be realized.
In the BO separation the total molecular wave function Ψtot(r,R, t) is formulated as a sum of the nuclear





The nuclear wave functions χ(R, t) are propagated on the individual PESs formed by the corresponding








The time-independent electronic wave functions ϕ(r;R) are parametrically dependent on R and the or-
thonormal electronic eigenfunctionsϕα(r;R) of the time-independentMCHHamiltonian. The definition
of ĤMCH is given in equation 1.3. To obtain the PES Vα(R) of a specific electronic state α, the time-













T̂nuc + V (R, t)
]
χ(R, t). (2.4)
Here T̂nuc is the operator of the kinetic energy of the nuclei. The matrix V (R, t), shown in equation 2.5,
includes all relevant PESs Vα(R) and all couplings which allow the population transfer between the cor-
responding electronic states.
V (R, t) =

V1(R)− µ11(R)ε(t) τ12(R)− µ12(R)ε(t) · · · τ1n(R)− µ1n(R)ε(t)
τ21(R)− µ21(R)ε(t) V2(R)− µ22(R)ε(t) · · · τ2n(R)− µ2n(R)ε(t)
...
... . . .
...
τn1(R)− µn1(R)ε(t) τn2(R)− µn2(R)ε(t) · · · Vn(R)− µnn(R)ε(t)
 . (2.5)
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Within this setup two kinds of couplings are taken into account. First the time-independent ones which




∣∣∇R∣∣ϕβ(r;R)〉r∇R + 0.5〈ϕα(r;R)∣∣∇2R∣∣ϕβ(r;R)〉r. (2.6)
Since the ∇2 term, which contains the second derivatives, is much smaller than the ∇ term, it can be
neglected in a first approximation. However, this would lead to a non-Hermitian Hamiltonian operator.
To avoid this, the non-Hermitian behavior can be compensated for by using the partition equation 2.7 [176,
199, 200]. Here the term
〈
∇Rϕα(r;R)
∣∣∇Rϕβ(r;R)〉r can be neglected without loosing the hermiticity.〈
ϕα(r;R)
∣∣∇2R∣∣ϕβ(r;R)〉r = ∇R〈ϕα(r;R)∣∣∇R∣∣ϕβ(r;R)〉r − 〈∇Rϕα(r;R)∣∣∇Rϕβ(r;R)〉r. (2.7)




which is accessible by standard quantum chemistry programs. The second coupling considered inV (R, t)
is the time-dependent interaction with a laser pulse. This light-matter interaction is treated in the dipole
approximation as the product of the state specific dipole moment µαα(R), or respectively the transition
dipole moment µαβ(R), with the time-dependent electrical field ε(t) of the laser pulse. Here the transi-






This section concludes with two rather technical aspects. First, the method used in this work to solve
equation 2.4 and simulate the nuclear quantum dynamics is the dynamic Fourier method (DFM) [201–
203], which uses a discretized spatial representation of nuclear wave packet on ab initio PESs. The
numerical propagation is performed by integration of the TDSE (see equation 2.4) according to
χ(t+ dt) = e−i[T̂nuc+V (R,t)]dtχ(t) = Ûχ(t). (2.9)
The evolution operator Û is expanded in a Chebyshev series [202]. The advantage of this propagation
scheme is that in principle arbitrarily large time steps can be chosen, limited only by the amount of Cheby-
chev polynomials which must be employed to support it [202]. The second aspect directly connected with
the DFM is the problem of the so called curse of dimensionality. Simulations within the DFM are only
feasible in few dimensions due to the number of grid points scaling exponentially with additional de-
grees of freedom. This means that a full-dimensional quantum mechanical representation of the internal
motion of a small organic molecule is not feasible in terms of computational effort. Therefore only a
low-dimensional subspace of internal coordinates can be used. In order to select a proper subspace for
given molecular process a priori knowledge of the molecular system is necessary. The simplest way to
construct such a subspace is the manual selection of either pure normal modes or linear combinations
thereof. But there are also attempts to automate the coordinate reduction and selection process [204–
206]. Once a suitable subspace is found, the expressions including the derivatives with respect to the
nuclear coordinates R must be transformed. For the transformation of T̂nuc the G-matrix formalism is
used [207–210] and for coupling vectorsKαβ an analog transformation is applied [176, 199].
A more detailed introduction to the topic of grid-based nuclear quantum dynamics can be found in the
references [199, 211]. Beyond this grid based approach, there are methods that allow to include more
degrees of freedom in the nuclear quantum dynamics simulation. A commonly used example are the
different formulations of the multi-configuration time-dependent Hartree (MCTDH) ansatz [212, 213],
enabling the inclusion of few dozens of degrees of freedom. It works well in cases where the system’s
Hamiltonian is expandable in a normal mode fashion [214–216], but is less applicable if the PES can
be described only poorly with the help of this harmonic approximation, or if there is strong correlation
between the degrees of freedom [217].
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2.2 Control of Molecular Dynamics Close to a Conical Intersection
There are a lot of different schemes and methods discussed in the literature on how to influence and to
control the dynamics of a molecular system with the help of a laser pulse. Using a few-cycle pulse with a
well-defined waveform, it is possible to directly manipulate the dynamics of the molecule [65, 218]. The
electric field of such a few-cycle laser pulse with a Gaussian shape in the time domain can be written as
follows.












The product in front of the cosine defines the envelope of the pulse, which is influenced by the the maxi-
mum electric field strength Emax and the full width half maximum FWHM. The remaining pulse param-
eters are the central frequency ω0, the time zero t0 defining the temporal position of the pulse with respect
to the global simulation time and the phase φ between the central frequency and the envelope, also called
the CEP. For all simulations in this work an optimal alignment of the transition dipole moment and the
electric component of the pulse is assumed. Figure 2.1 depicts the electric field of three laser pulses which
only differ in the chosen CEP. For φ = 0.0π (orange line) the maximum of the electric field coincides
with the maximum of the envelope, i.e. the maximal electric field strength Emax (black line) at the time
t0 = 0.0 fs. By changing the CEP (purple and green line) the maximum shifts along the envelope in time.
Therefore, each of the three pulses has a different intensity distribution and a different maximum of the
electric field depending on the CEP. With an increasing number of optical cycles the difference in the
intensity distribution becomes smaller and the influence of the CEP vanishes.


























Figure 2.1: Three laser pulses with varying CEP φ (color-coded) but the same envelope (black), showing
the difference in the intensity distribution caused by the absolute phase of the laser pulses.
There a multiple examples [65, 219–224] how the dynamics of a molecule is controlled by varying the
CEP of a few-cycle laser pulse. If the chosen electric field strength is large enough to modify the PESs
itself via the Stark effect, the shape of the intersection region in the vicinity of the CoIn can be controlled
by the variation of the CEP [223–226]. Another example of a CEP based control is the creation of a
superposition of vibrational states which can be adjusted by variation of the CEP. This was demonstrated
both in experiment and theory [219, 227] for the controlled deprotonation and bond rearrangement of
small hydrocarbons after ionization with a few-cycle laser pulse. The control scheme which is discussed
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in this section follows the idea of creating an adjustable superposition of electronic states in the vicin-
ity of CoIn. This idea was formulated for the first time in the references [99, 228, 229] and tested for
an analytic model system. The NACs of a CoIn induce a population transfer between the two involved
electronic states leading to a coherent superposition between these two states. The phase relationship of
this superposition is determined by the from an shape of the NAC elements and the associated GP. This
phase in combination with the strength of the coupling defines the distribution of the population of the
involved states after the CoIn. The goal is now to create a second coherent superposition between the two
electronic states before the CoIn is reached by applying a few-cycle laser pulse. The phase relationship
of the laser pulse induced superposition can be varied via the CEP of the pulse. The interplay of the laser
induced superposition and the one created by the CoIn leads to constructive or destructive interference,
when passing the CoIn region. This interference influences the distribution of the population after the
CoIn and can be controlled by varying the CEP.
The main focus of the article "Waveform Control of Molecular Dynamics Close to a Conical Intersection"
published by the Journal of Chemical Physics [230] is to explore the physical boundaries of the CEP
control near a CoIn. In a first step, a two-dimensional analytic model system is used to elucidate the
necessary molecular properties and to optimize the remaining parameters of the laser pulse. To extend
the study the CEP control scheme is applied to the CoIn mediated relaxation of the nucleobase uracil after
photoexcitation. The key findings of the article are summarized as follows:
• In order to quantify the degree of controllability which can be achieved by this CEP control scheme
the CEP efficiency Γ(t) is introduced. It is calculated as the difference of the maximum and the
minimum population Ajj(t, φ) of a given target state j for each time step.






with Ajj(t, φ) = 〈χj(R, t, φ)|χj(R, t, φ)〉R.
(2.11)
For its maximum value the population of the state j shows the highest CEP dependence and conse-
quently the highest degree of controllability. In this work the value of Γ(t) is maximized by varying
all laser parameters except of φ. In combination with the population of the target state itself Γ(t)
offers a great tool to characterize the CEP control scheme.
• By optimization of the laser parameters, it was possible to identify two different processes, which
both enable a control over the population transfer and depend on the CEP. The first one is the process
described above, based on interference. The second process occurs due to the few-cycle waveform
of the laser pulse and shows no dependence on the shape and size of the NACs. This process is
refereed to as field-only mechanism, because it occurs even if no NACs between the evolved states
are considered at all and it strongly depends on the field strength of the laser pulse. The periodicity
of the CEP dependence of the population can be used to distinguish between the two mechanisms.
• Depending on the molecular system and the chosen laser parameters, both processes can be active,
vary in their strength, and even obstruct each other. Assuming ideal conditions for the transition
dipole moment and NACs in the analytic model system, it is possible to optimize a laser pulse that
leads to a CEP efficiency of 40 %, which is almost entirely based on the interference process.
• The interplay of the transition dipole moment and the NACs is essential to obtain CEP control over
the population transfer. The shape of the NACs and the transition dipole moment along the direction
of the wave packet motion enable the interference process or rather prevent it. In principle it should
be possible to achieve a high degree of CEP control assuming that there is a non-zero transition
dipolemoment if the wave packet moves along a suitable pathway toward the CoIn. Somemolecular
systemsmay provide these pathways naturally. For others molecules, it should be possible to control
the nuclear wave packet motion using OCT to open up the desired pathway. Therefore, specially
optimized and shaped laser pulses are used for the excitation process [142, 231].
• The CEP control scheme also works in the challenging boundary conditions of the nucleobase
uracil. In uracil theS2-S1-relaxation is mediated by a seam of CoIns and the wave packet is crossing
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this coupling region multiple times. By using two different starting conditions, two different types
of wave packets were studied. For the first one, the excited state wave packet oscillates around the
S2 minimum before parts of it are able to cross the barrier and reach the CoIn. In the second case,
the wave packet directly approaches the barrier and, thereafter, the CoIn in a more localized form.
The starting conditions determine the CEP efficiency Γ(t) and also the mechanism.
• The control of the branching ratio induced by a CoIn via a CEP pulse is a general concept. The
control is most effective for a system where a localized wave packet crosses the CoIn only once and
the transition dipole moment is extended in this area. Interestingly the CEP efficiency is long-lived,
which should be favorable for experimental detection.
On the next pages the article "Waveform Control of Molecular Dynamics Close to a Conical Intersection"
published by the Journal of Chemical Physics is reprinted from Journal of Chemical Physics 153 (2020),
224307 with permission from AIP Publishing. The supporting information of this article is available
under https://aip.scitation.org/doi/full/10.1063/5.0031398.
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ABSTRACT
Conical intersections are ubiquitous in chemical systems but, nevertheless, extraordinary points on the molecular potential energy landscape.
They provide ultra-fast radiationless relaxation channels, their topography influences the product branching, and they equalize the timescales
of the electron and nuclear dynamics. These properties reveal optical control possibilities in the few femtosecond regime. In this theoretical
study, we aim to explore control options that rely on the carrier envelope phase of a few-cycle IR pulse. The laser interaction creates an
electronic superposition just before the wave packet reaches the conical intersection. The imprinted phase information is varied by the carrier
envelope phase to influence the branching ratio after the conical intersection. We test and analyze this scenario in detail for a model system
and show to what extent it is possible to transfer this type of control to a realistic system like uracil.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0031398., s
I. INTRODUCTION
Non-adiabatic effects are well-known to influence the dynam-
ics of the photo-relaxation and photo-reaction of molecular sys-
tems. These effects are especially pronounced in the vicinity of a
conical intersection (CoIn), where the adiabatic separation between
nuclear and electronic motion breaks down1–3 and the electronic
states involved become degenerate. CoIn’s open up funnels for radi-
ationless electronic transitions, whose efficiency and branching rela-
tion is determined by the shape and size of the non-adiabatic cou-
pling elements (NACs) and the topography in the vicinity. They
play a central role in many chemical and biological processes, such
as retinal isomerization in vision,4,5 DNA photo-protection mecha-
nisms,6–9 molecular photo-switches,10–12 and molecular motors.13–15
As in the entire field of chemistry, the major goal in photo-chemistry
is to control the outcome of a reaction. Classical control agents
used in chemical synthesis are temperature, solvents, catalysts, pres-
sure, or concentration. Another avenue to obtain control in photo-
chemical reactions is to guide the underlying molecular dynamics
with specifically designed laser pulses.16–18 For this purpose, laser
parameters such as the frequency, the phase, and polarization can
be optimized. In addition, the waveform of a carrier envelope phase
(CEP) stabilized few-cycle laser pulse can be used as a control
parameter. These few-cycle laser pulses can be described via an enve-
lope function E0(t), the central carrier frequency ω0, and a carrier
envelope phase ϕ (CEP). This CEP offers the possibility to steer elec-
trons and nuclei.19–23 The steering relies on a superposition of two
or more electronic or vibrational states with a well-defined phase
relationship.
In our theoretical study, we take advantage of the fact that
the electron dynamics slows down in the vicinity of CoIn’s and
approaches the timescale of the nuclear dynamics. For control,
we apply a few-cycle IR laser pulse when the system’s dynamics
approaches a CoIn. The CEP pulse builds up a superposition of
the electronic states forming the CoIn, with its phase relationship
depending on the CEP. Since this occurs near a CoIn, also a non-
trivial phase (called the geometric or Pancharatnam–Berry phase)
is introduced.1,2,24,25 These two phase terms now lead to an interfer-
ence process when the CoIn is passed. The interference (constructive
or destructive) can be changed by varying the CEP. This process
modulates the population transfer via the CoIn toward competing
channels. The control of the coupled electron–nuclear dynamics at a
CoIn with a laser field is a rich and active field of research, and there
are a variety of laser control schemes present in the literature. Both in
the experiment and theory, optimal control theory26–29 was applied
to guide the dynamics of a molecular system via a CoIn toward a
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desired target state with shaped laser pulses. Another possibility to
obtain control is to modify the potential energy surfaces (PESs) and,
thus, the CoIn itself via the Stark shift.30,31 The high pulse intensities
used in this methodology can create new light-induced CoIn’s.32–34
The main difference of our applied CEP-control-scheme17,35,36 com-
pared to the two mentioned methods is that the control laser is very
short and only interacts with the molecular system shortly before
the CoIn is reached. The goal is not to control or change the path-
way toward the CoIn but to manipulate the phase relationship in the
system17,35,36 during the transfer.
After introducing the realization of the CEP-control-scheme
in our simulations, we want to ascertain to what extent this IR
control scheme is possible and determine its boundary conditions.
For this, we consider a two-dimensional analytical model system,
which is composed of three states. Two of them are connected via
a CoIn in a dissociation process. The CEP-control-scheme is applied
to modify the ratio between the two competing channels. Since
we work with a model, it is possible to change the size and shape
of the NACs and the transition dipole moment (TDM) and, thus,
to evaluate the necessary molecular conditions for a CEP control.
Besides the molecular properties, also the parameters of the few-
cycle laser pulse (such as the frequency, the timing, and the strength
of the electric field) influence the efficiency of the CEP-control-
scheme and have to be optimized. Through a detailed analysis of
the CEP dependent population, it is possible to distinguish between
the interference process and a process solely due to the compo-
nent light. Besides the analytic model system, we apply the CEP-
control-scheme to a photo-physical active molecule. As an exam-
ple, we have chosen the nucleobase uracil, where a CoIn enables
an ultra-fast few hundred femtosecond relaxation mechanism that
prevents harmful chemical modification.37,38 In previous studies,8,9
we demonstrated that the S2–S1 relaxation dynamics can be acceler-
ated and decelerated by light control. Here, we focus on the con-
trol possibilities at the CoIn. The relaxation process occurs step-
wise including forth and back crossing through the CoIn, which
results in a quite complex situation regarding the geometric phase.
Besides this, the TDM between the relevant states is rather weak
and localized. Therefore, uracil is a quite challenging system for the
CEP-control-scheme.
II. LIGHT–MATTER INTERACTION
AND THE CEP EFFICIENCY
Our goal is to influence the population transfer through a CoIn
with the waveform of a CEP stabilized few-cycle pulse in the IR and
to quantify the controllability. The dynamics of the model system
and uracil is simulated on coupled adiabatic PESs (VS1 and VS2) by




Ψ = ĤΨ, (1)
with
ĤΨ = ( T̂ + VS1 τ12 − μ12ε(t)





The used Hamiltonian includes the NACs τ12 and the transition
dipole moments μ12 between the first two excited states. This means
the light–matter interaction is treated within the dipole approxi-
mation and effects such as the Stark shift are taken into account
in the dipole-limit.30 For more details, see Sec. I of the supple-
mentary material. The few-cycle pulse has a Gaussian shape and is
defined as











We assume an optimal alignment of the transition dipole moment
and the electric component of the pulse. There are methods
described in the literature,39–41 which would, in principle, allow
for such an alignment of the molecular system. With the assumed
optimal alignment, the maximal possible effect of the CEP-control-
scheme for a given laser pulse is determined. Except for the orien-
tation of the electric field, all other laser pulse parameters remain
open for optimization to realize a CEP control. Besides the CEP ϕ
itself, these are the electric field strength Emax, the central frequency
ω0, the full width half maximum (FWHM), and the timing of the
few-cycle pulse. Time zero t0 of the pulse, defining the position of
the maximum, is selected to match the time when the wave packet
approaches the vicinity of the CoIn. The frequency and the time are
related to the topography of the CoIn, and the electric field interacts
with the TDM of the system. Beyond these parameters, the direct
influence of the NACs and the TDM as well as their interplay can be
tested in the model system, whereas, for uracil, these values are fixed
quantities. The main observable is the time-dependent and phase-
dependent population a(t, ϕ) of a given target state. As a figure
of merit of how efficient the CEP control is, we define the quan-
tity Γ(t). The CEP efficiency Γ(t) is calculated as the difference of
the maximum and the minimum population a(t, ϕ) for each time
step,
Γ(t) = max(a(t,ϕ)) −min(a(t,ϕ′)). (4)
For its maximum value, the population of the target state shows
the highest CEP dependence and, consequently, the highest degree
of controllability. In a sense, Γ(t) is comparable to the asymmetry
parameter used in electron recollision and attosecond photoioniza-
tion experiments.23,42–45 Since our model system describes a dis-
sociation process, the wave packet reaches the CoIn region only
once and Γ(t) remains constant after this event. In this case, we
can take this constant value to quantify the controllability of the
system for a given laser pulse. It is maximized by varying the param-
eters relevant to the light–molecule interaction. In cases of non-
radiative relaxation without dissociation, the wave packet may cross
the CoIn multiple times and Γ(t) will not become constant as long
as there is an exchange of population between the states. This situa-
tion will be discussed for our second example, the nucleobase uracil.
In these cases, we aim for a maximum value of Γ(t) after the laser
pulse.
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III. MODEL SYSTEM
The two-dimensional analytical model system is selected as an
ideal test system for CEP control at a CoIn. It describes a dissoci-
ation process after photo-excitation with two competing pathways.
The basic model46 is introduced in the diabatic representation and
consists of three diabatic electronic states and the corresponding
coupling element. Their analytic form can be found in the supple-
mentary material [Eq. (S3) together with the relevant parameters
in Table S1]. The interference process of the CEP-control-scheme
depends on the fact that the wave packet acquires a nontrivial
geometric phase when approaching a CoIn. To ensure the correct
description, we work in the adiabatic representation. Therefore, we
transform from the diabatic to the adiabatic picture. The result-
ing adiabatic potential energy surfaces (PESs) are shown as a one-
dimensional cut along the dissociation coordinate (x-coordinate)
together with the CoIn in Fig. 1(a). The transformation depends
FIG. 1. (a) One-dimensional cut at y = 0.0 Å of the 2D adiabatic PES. Gray: S0;
blue: S1; red: S2. The area of the CoIn is enlarged and shown as an inset. (b)
Non-adiabatic coupling elements of model A and model B.
on the adiabatic–diabatic transformation angle,1,2,47 which is char-
acterized by a phase jump. Either the signed or the absolute value
of the transformation angle is taken into account leading to two dif-
ferent pairs of NACs. The two pairs are shown in Fig. 1(b). Details
of these two transformations can be found in the Appendix. Using
the absolute value leads to model A and the signed value to model
B. The differences in the NACs emerge in the number of nodes
in the x-element and y-element. The two coordinates x, y are cho-
sen in such a way that the two-dimensional space is identical to the
branching space of the CoIn. For the simulations, the first eigen-
function of the S0 potential is set to the S2 potential assuming a
delta pulse excitation to create a localized wave packet on the excited
state surface. In a previous study17 on the model system, the exci-
tation pulse was explicitly included in the simulation leading to a
localized wave packet. With a subsequent applied laser pulse, it was
possible to control the population transfer by varying the CEP of
the pulse. In this work, we want to focus solely on the effect of
the CEP-control-scheme and leave the excitation process out of dis-
cussion. For more information regarding the quantum dynamics
simulation setup and the free evolution of the population for both
models, see Secs. I and II of the supplementary material. The tran-
sition dipole moment is chosen arbitrarily with a maximum value
of
√
4.5 a.u. Its specific form is discussed later in Sec. III A, and
the analytic expressions can be found in the supplementary material
(Table S2).
A. Influence of the TDM and the NACs
Models A and B are combined with TDMs of different shape,
as listed in Fig. 2. In this way, we want to find out whether and
how the form of the NACs and the TDM as well as their interplay
is associated with a possible CEP control. As mentioned, both model
systems just differ in the form of the NACs, especially in their nodal
structure. Since the x-coordinate is the main direction of motion,
the NAC-x elements are decisive for the non-adiabatic coupling effi-
ciency. The origin of the nodal planes in the TDMs is set to the
intersection point. More details about the TDMs can be found in
the supplementary material (Table S2). In this simulation series, the
following laser pulse parameters are used: Emax = 0.0082 GV cm−1,
t0 = 39 fs, FWHM = 10 fs, and ω0 = 0.33 eV (3760 nm). The results
are summarized in Fig. 2.
Essential for the control is the interplay of the coupling via the
NACs and via the TDM along the direction of the wave packet’s
motion. In case of model A, the NAC-x element has no nodal struc-
ture and CEP control is achieved for a TDM without nodes (case 1).
It is also achieved in case 2 although now the TDM has a nodal
plane perpendicular to the direction of motion. However, this nodal
structure makes no impact as the few-cycle pulse interacts with the
wave packet before it has reached the CoIn and, thus, the nodal
plane of the TDM is not active. In case 3, the nodal structure of
the TDM is in the direction of motion and the interplay with the
NAC-x element leads to a cancellation of the CEP-control contri-
butions. In case 4, the nodal structure is the same as in case 3 but
without a change in sign. The individual contributions interfere
constructively and eventuate in CEP control. In case of model B,
the NAC-x element has a nodal plane parallel to the direction of
motion and constructive interference in the interplay is only real-
ized when the TDM has the same nodal structure. Thus, for both
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Published under license by AIP Publishing
2.2. Control of Molecular Dynamics Close to a Conical Intersection 41
The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp
FIG. 2. CEP-control possibility depending on the form of the NACs and the TDM.
TDM-1 and TDM-3 take values from 0 to
√





4.5 a.u. More information of the TDMs can be found in the
supplementary material (Fig. S1 and Table S2).
model systems, a combination with TDMs exists that allows for
a CEP control. For the following simulations, we select model B
because there the full mixing angle is used to calculate the NACs
and, therefore, the complete phase relationship is preserved. It was
combined with the TDM in case 3, which is showing the same sign
change.
B. Correlation of time zero t 0 and central frequency
ω0 of the few-cycle pulse
The optimal control window is determined by the time when
the wave packet is at or in the vicinity of the CoIn. This window can
be scanned by variation of the pulse parameters, time zero t0 and
the central frequency ω0 of the few-cycle IR pulse. The variations are
performed for model B. Ideally, t0 matches the time window when
the wave packet is located at the CoIn [Fig. 3(b), gray area]. For this
time, the frequency (ω0) has to be resonant with the actual energy
gap ΔE. The ΔE value is always taken at the maximum of the wave
packet [Fig. 3(b), blue line]. Figure 3(a) shows the final CEP effi-
ciency Γ of the target state S1 in dependence of both variables. One
pronounced maximum is found between 30 fs and 45 fs and between
0.2 eV and 0.28 eV. The CEP efficiency is best when t0 coincides with
the arrival time of the wave packet at the CoIn. For comparison,
FIG. 3. (a) Two-dimensional CEP-control scheme of model B with the laser pulse
parameters t0 and ω0. (b) ΔE between S1 and S2 at the maximum location of
the wave packet (blue), applied laser pulses with a phase shift of ϕ = 0.0π for
the maximum (dashed line), and the time window of the wave packet at the CoIn
(gray bar). The cross marks the parameters of the optimal pulse. The subsequently
used laser pulse is shown as a solid line, and its parameters are marked with an
asterisk.
the free population dynamics without the CEP pulse is shown in
Sec. II of the supplementary material. While the central frequency
has to match the small energy gap, the CEP efficiency is less sen-
sitive to the timing. The resulting laser pulse is almost a one-cycle
pulse and is shown in Fig. 3(b) as a dashed line. Its pulse parameters,
t0 = 34 fs and ω0 = 0.22 eV, are marked with a cross. About 30% CEP
efficiency is obtained with that laser pulse. For the following simula-
tions, the parameters t0 = 39 fs and ω0 = 0.33 eV are used (marked
with an asterisk). With 20%, the CEP efficiency is still good and the
laser pulse has almost two cycles [Fig. 3(b)].
C. Interference vs field-only mechanism
CEP control based on the cooperative interaction of a few-cycle
IR pulse with a CoIn relies on the generation of an electronic super-
position with a well-defined phase-relation. The IR pulse induced
electronic wave packet interferes with the electronic superposition
generated by the non-adiabatic coupling at the CoIn. Their mutual
phase relation gives rise to constructive or destructive interference,
which can be controlled by varying the CEP. Control via the electron
dynamics is possible because here the electron and nuclear dynam-
ics are on the same timescale. The interference pattern modifies the
population-transfer through the CoIn and, thus, the branching ratio.
This interaction is called the interference mechanism from now on.
The degree of modification can solely be controlled by the laser pulse
J. Chem. Phys. 153, 224307 (2020); doi: 10.1063/5.0031398 153, 224307-4
Published under license by AIP Publishing
42 Chapter 2. Control of Molecular Dynamics
The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp
induced superposition, as the one induced by the CoIn is a given
molecular property.
The optimal CEP pulse is just a few-cycle IR pulse, and its shape
becomes asymmetric while varying the CEP. Due to this asymmetry,
the interaction with the electric field alone, i.e., without contribu-
tions from NACs, already creates a CEP dependence of the popula-
tion. This interaction is called the field-only mechanism from now
on. The CEP dependence of both mechanisms enters in the con-
trol quantity Γ(t). To evaluate their individual contributions, the
simulations are done twice once with and once without the NACs
included. In this way, it is possible to determine the CEP efficiency
Γ(t) of the field-only mechanism and compare it with the combined
impact. For a detailed understanding of both processes, we varied
the parameters of the dipole–laser interaction, i.e., the electric field
strength Emax and the size of the TDM. All other laser parameters
are kept constant (t0 = 39 fs, FWHM = 10 fs, and ω0 = 0.33 eV).
The variation of the TDM is performed for Emax = 0.0082 GV cm−1.
In the field-free simulation, we observe a population of 67% in the
S1 state after the wave packet passed the CoIn (Fig. S2). Thus, the
pure CoIn induced transfer from the S2 to the S1 state itself is quite
effective. In the following, we discuss the effects of the CEP-control-
scheme on the basis of the transferred population to S1. The results
of the first simulation set are visualized in Fig. 4. For low electric
field strengths (Emax < 0.01 GV cm−1), no CEP efficiency due to the
field-only process is observed [orange line, Fig. 4(a)]. Its efficiency
increases steadily with field strength even surpassing the combined
efficiency (blue line). For the simulations including the NACs, Γ(t) is
already larger than 0.1 for low field strengths. It reaches a maximum
of 0.41 at Emax = 0.04 GV cm−1 and decreases afterward. At the max-
imum of the combined efficiency, the field-only contributions are
minor with about 5%. This is a clear indication that the interference
process dominates for lower field strengths, whereas, for higher field
strengths, contributions from the field-only process become impor-
tant. Both mechanisms may influence the CEP dependent variation
of the population. In Fig. 4(b), this variation is shown for different
field strengths. The solid lines refer to the simulations including the
NACs and the dashed lines to the ones with the laser interaction
only. The simulations with low field strength v1 (green lines, Emax
= 0.0041 GV cm−1) and v2 (orange lines, Emax = 0.0082 GV cm−1)
have a mean population transfer of 67% and 65% (averaged over all
CEPs), respectively. These transfer rates are almost identical to the
field-free case [Fig. 4(b), black dotted line] because the contribution
of the field-only process is minimal. The variation of the CEP leads
to a change in the mean value by +6% and −7% for v1 and by +11%
and −12% for v2. If these values are related to the field-free case, the
population can be varied in the range of 13% and 23%, respectively.
The CEP dependent population shows a clear sinusoidal behavior
with a periodicity of 2π if the NACs are included. This periodicity is
typical for an interference process. Without NACs, no CEP depen-
dence is present and the transferred population is constant around
zero. In the simulation v3 (violet lines, Emax = 0.0411 GV cm−1)
with maximal Γ(t), a mean population transfer of around 51% is
observed, which means, in average, the laser pulse is weakening the
population transfer via the CoIn. However, at the same time, the
CEP-schema modifies the population transfer by +4% and −38%
in relation to the field-free case. This is a quite remarkable effect
because here it is possible to invert the field-free product distribu-
tion by adjusting the CEP. With a larger field strength, simulation v4
FIG. 4. (a) CEP efficiency with (blue) and without (orange) NACs included for
increasing electric field strengths. (b) CEP dependence of the population in the
state S1 at the end of the simulation for selected electric field strengths. In (b), cal-
culations with NACs are shown by solid lines and those without NACs by dashed
lines. The field strengths are color coded starting from low (v1) to large (v4) values.
The black dotted line shows the population after the CoIn in the S1 state (67%) of
the field-free simulation for comparison.
(blue lines, Emax = 0.0823 GV cm−1), the variation of the population
transfer gets smaller (+5% and −27% in reference to the field-free
case). In both simulations (v3 and v4), the transferred population
under field-only conditions shows a clear sinusoidal dependence
with a periodicity of π. This periodicity reflects the asymmetry in
the electric field. Correspondingly, the CEP dependent population
with NACs is of a complex sinusoidal form. For v3, the 2π peri-
odicity is still recognizable, whereas v4 already tends more toward
the π periodicity. This is an indication that with the increasing field
strength, the field-only mechanism gains more and more influence
on the overall process. The periodicity of π vs 2π can be used as
an indicator whether the interference or field-only mechanism is
present and which one is dominating. Our results show that a com-
plex interplay between both mechanisms determines the combined
CEP efficiency. It can be increased by increasing the field strength
up to a certain limit. Beyond this limit, higher electric field strengths
do not improve the combined CEP efficiency [blue line in Fig. 4(a)].
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FIG. 5. CEP dependence of the population with different sized TDMs. The maximal
TDM value is set to n
√




For the higher field strengths, we observe an increasing influence of
the laser pulse on the field-only simulation, which can be attributed
to the temporal asymmetry of the pulse. However, the overall CEP
efficiency decreases, see Fig. 4(a). The used field strengths are of a
magnitude that is sufficient to shift the PESs via the Stark effect.30–34
This can lead to the deformation of the CoIn, which occurs only for
a very short timescale due to the duration of the laser pulse (FWHM
= 10 fs). So, the expected influence on the population dynamics
may not dominate but can partially explain the decreasing CEP
efficiency.
In the second set of simulations, we vary the TDM. The maxi-
mum of the TDM is set to n
√
4.5 a.u., with n = 0.01, 0.05, 0.10, 0.25,
0.50, 0.75, 1.00. The CEP dependent population is shown in Fig. 5.
For a small TDM of around 0.02 a.u., the population shows
no CEP dependence (dark green curve). For higher values between
0.11 a.u. and 1.59 a.u., the population shows a clear sinusoidal behav-
ior with a 2π periodicity and an increasing CEP efficiency. The
higher TDM enables a better population transfer between the elec-
tronic states in the CEP-pulse induced superposition. If their ratio
matches the one induced at the CoIn, the best possible CEP con-
trol is achieved and the interference process is most efficient. For
even larger TDMs, the sinusoidal curves become asymmetric in the
height of the amplitudes while the CEP efficiency is still increasing.
The periodicity of 2π is conserved, and thus, the mechanism does
not change. In molecular systems, the TDM is a fixed quantity and
at least a value 0.10 a.u. is required to allow for CEP control. From
our results, we can deduce that large TDMs at the CoIn are favor-
able for the CEP control. Together with the finding in Sec. III A,
it becomes clear that both the shape and the size of the TDM are
essential quantities for the CEP control.
D. Tolerance on the pulse width
The last tested laser pulse parameter is the pulse width FWHM.
The main request is how broad the laser pulse can be to still observe
a CEP control. Figure 6 summarizes two simulation series for
FIG. 6. CEP dependence of the population with pulse widths in the range from
10 fs to 30 fs (color coded). In (a), the laser pulse is applied at t0 = 39 fs and in (b)
at t0 = 31 fs. Calculations with NACs are shown by solid lines and those without
NACs by dashed lines.
different time zeros where the pulse widths are varied from 10 fs to
30 fs. The solid lines refer to the simulations including the NACs
(top), and the dashed lines represent the field-only situation (bot-
tom). The time zero for (a) is t0 = 39 fs, and that for (b) is t0 = 31 fs.
The further laser parameters are Emax = 0.0082 GV cm−1, for which
only the interference process is active, and ω0 = 0.33 eV.
In the field-only case, the population transfer is constant with
the CEP but slightly increases with the pulse length, see Fig. 6 (bot-
tom). With NACs included, the population in the target state follows
the sinusoidal form with a periodicity of 2π. We find that a CEP
control is possible for laser pulses with a FWHM up to 30 fs, a tol-
erance that was already indicated in Fig. 3(a) showing the CEP effi-
ciency with respect to the central frequency ω0 and time zero t0. The
tolerance in the FWHM of the CEP pulse facilitates experimental
realization.
IV. URACIL
Besides the analytic model system, we want to extend our inves-
tigations to a more realistic system. We selected the nucleobase
uracil, which has an experimentally well studied ultra-fast photo-
relaxation channel starting in S2 and mediated by conical intersec-
tions. In previous studies,8,9 we demonstrated that the S2–S1 relax-
ation dynamics can be well described on two-dimensional potential
surfaces and offers opportunities for laser control. Here, we focus on
the control possibilities at the CoIn. The geometry of uracil is shown
as an inset in Fig. 7(a). A seam of CoIn’s [Fig. 7(a), black line] enables
the ultrafast relaxation mechanism of a few hundred femtoseconds.
For the dynamics simulation, we adopted the PES reported by Keefer
et al.8 The system is described fully coherently as no coupling to an
external bath is considered. On the timescales relevant to the relax-
ation process studied, this should be of no major consequence for
the reported message. The PESs are spanned by a two-dimensional
coordinate space, which properly samples the relaxation pathway in
the bright S2 state [PES shown in Fig. 7(a)]. The S2 potential energy
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FIG. 7. (a) Potential energy surface of the bright S2 state of uracil. The conical
intersection seam is marked in black, and the evolution of the uracil A and the
uracil B wave packet is sketched in white and red, respectively. The structure of
uracil at the Franck–Condon point is shown as an inset. (b) Absolute value of the
S2–S1 transition dipole moment at the CoIn. (c) Non-adiabatic coupling elements
between S2 and S1 at the CoIn, q1—element left and q2—element right.
surface exhibits a double-well structure with a barrier in between.
The left well includes the S2 minimum, and the right one coin-
cides with the minimum energy CoIn. The absolute value of the
TDM between S2 and S1 and the non-adiabatic-couplings (NACs)
are displayed in Figs. 7(b) and 7(c). Further information about
the simulation setup can be found in Sec. I of the supplementary
material.
Uracil introduces new aspects compared to the model. Primar-
ily, its dynamics takes place on coupled bound states and is not
dissociative, and thus, the wave packet will pass the coupling area
several times. In addition, the shape and size of the NACs and the
TDM differ from those of the idealized model system. For uracil,
not only a single CoIn but parts of the CoIn seam are included, and
thus, coupling can occur all along the seam and the behavior of the
geometric phase becomes more complex. The absolute value of the
TDM is strongly structured and very localized along the seam, but
with regard to Sec. III C, in principle, it is large enough to allow for
a CEP control. On the other hand, there are regions along the seam
where the values of the TDM drop to almost zero. The combination
of NACs and TDM in uracil leads to a situation where the control
is sensitive to the direction the wave packet hits the seam. Two dif-
ferent starting conditions for the simulations are investigated. For
the first, uracil A, the dynamics starts on the S2 state at the Franck–
Condon point, assuming a delta pulse excitation. The wave packet
motion is indicated in white in Fig. 7(a), its initial oscillation by a
solid line, and the subsequent splitting by dashed lines. After the
first oscillation period (about 80 fs), the barrier is reached. The parts
of the wave packet passing the barrier successively reach the CoIn
seam. In the uracil B case, a Gaussian shaped wave packet is placed
at a position shifted to negative q1 values with respect to the Franck–
Condon point and is marked by the red cross. From here, most of the
wave packet directly reaches the CoIn seam in a quite localized way.
This relaxation pathway is shown in red in Fig. 7(a). The evolution
of the population for both starting conditions can be found in Sec. II
of the supplementary material.
A. Optimization of the CEP pulse parameters
First, the optimal control window is determined as in the
model system by varying the central frequency ω0 and the time
zero t0 of the laser pulse. The pulse width is set to 10 fs FWHM
for all following studies. The wave packet crosses the seam mul-
tiple times so that the CEP efficiency Γ(t) will not converge
to a constant value. Instead, the end of the laser interaction t0
+ FWHM is used to record Γ(t). As the target state, we refer to the
S2 state. Electric field strengths of 0.15 GV cm−1 for uracil A and
0.10 GV cm−1 for uracil B are used. In Fig. 8, the resulting two-
dimensional optimization landscapes are shown for uracil A (top)
and uracil B (bottom).
Both landscapes are more complex compared to the model sys-
tem (Fig. 3). The CEP efficiency of uracil A, shown in Fig. 8(a), has
four maxima. The largest value of 5% is found for a frequency of
0.2 eV and a t0 value of 90 fs. Another maximum is located 10 fs
earlier for the same frequency. In this time period (80 fs to 90 fs),
the first part of the wave packet reaches the vicinity of the CoIn
seam. The maxima for later times (100 fs to 110 fs) are shifted toward
higher (0.3 eV) and lower (0.1 eV) frequencies and correspond to the
subsequent parts of the wave packet. In the following, we will focus
on the largest maximum at 0.2 eV and 90 fs. For uracil B, shown in
Fig. 8(b), only two significant maxima are found. The largest CEP
efficiencies form an extended plateau located in the range from 30 fs
to 35 fs and from 0.05 eV to 0.20 eV with a global maximum of
30% CEP efficiency at 30 fs and 0.2 eV. A further local maximum is
located at a t0 value of 30 fs and a frequency of 0.3 eV. Again, the time
window reflects the time period in which the wave packet reaches the
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FIG. 8. Two-dimensional optimization landscapes of the CEP efficiency for uracil
A (a) and uracil B (b) determined by varying the central frequency ω0 of the pulse
and its timing classified by the value of its time zero t0 related to the propagation
time of the wave packet.
vicinity of the CoIn seam for the first time. For this first event, more
than 50% of the population is transferred. The maximum efficiency
for uracil B is nearly six times larger and concentrated on two main
peaks, defining an extended time and frequency window. The dif-
ferences between A and B are due to the fact that the wave packets
approach the CoIn seam along different pathways and thereby expe-
rience the NACs and the TDM differently. The A-pathway [white
lines in Fig. 7(a)] lies between cases 4A and 4B of the model system
(Fig. 2) but with a much more localized TDM. This explains the low
CEP efficiency confined to small areas. For case uracil B, the experi-
enced parts of the NACs and the TDM are similar to those in model
case 1A and the TDM near the seam is more extended compared to
that in uracil A.
The next optimized parameter is the electric field strength. As
shown in Sec. III C, this parameter has a strong influence on the CEP
induced processes. The CEP efficiency is determined for both start-
ing conditions using the previous optimized values for ω0 and t0 in
combination with a FWHM of 10 fs. The results of these calculations
are visualized in Fig. 9.
For uracil A [see Fig. 9(a)], the CEP efficiency with (blue line)
and without (orange line) NACs included shows a very similar
FIG. 9. CEP efficiency determined for increasing electric field strengths with (blue)
and without (orange) NACs included for uracil A (a) and uracil B (b).
response. After an initial increase, the CEP efficiency converges to
a value of about 5.5% with a small dip at 0.25 GV cm−1. Overall, the
efficiency obtained with NACs is slightly larger. The CEP efficiency
of uracil B, shown in Fig. 9(b), behaves completely different. When
NACs (blue line) are included, the efficiency rises rapidly, reaches
a maximum for 0.15 GV cm−1, and decreases slowly afterward.
Without NACs (orange line), the efficiency stays on a significant
lower level around an average value of 0.1. Obviously, the under-
lying process leading to the CEP efficiency is different for both cases.
For uracil A, the simulations with and without NACs show qualita-
tively and quantitatively a similar behavior, which is an indication
that the field-only process dominates. The CEP efficiency of uracil B
differs strongly whether or not NACs are taken into account. This
suggests that now also the interference process is responsible for
the CEP efficiency. Just like for the model system, the higher field
strengths used are sufficient to shift the PESs and deform the CoIn
for a short timescale.
B. Optimal CEP pulses
So far, we restricted our analysis to the CEP efficiency at
t0 + FWHM, shortly after the laser pulse. However, the uracil wave
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packet crosses the CoIn seam multiple times, which influences the
long-term evolution of the CEP efficiency. We characterize the
underlying mechanism following the CEP dependence of the pop-
ulation in time. For uracil A, the optimal laser parameters were
determined to be t0 = 90 fs, Emax = 0.2 GV cm−1, and ω0 = 0.2 eV.
The width of the pulse was set to 10 fs. The temporal evolution of
the CEP efficiency after t0 and the CEP dependent population of the
target state S2 at three selected times are shown in Fig. 10.
The CEP efficiency decreases fast already after the maximal field
strength of the laser pulse at 90 fs. When the laser pulse is no longer
present at approximately 100 fs, the efficiency decreases more slowly.
A second large step is observed at 170 fs. A final value of about
3.0% is reached at 200 fs. The field-only CEP efficiency is constant
after the laser pulse; its value is plotted as a dashed black line. From
120 fs on, it is higher than the combined effect (blue line). Inter-
estingly, the CEP efficiency survives for the complete simulation
FIG. 10. (a) Temporal evolution of the CEP efficiency for uracil A after t0 using a
laser pulse with optimized parameters and a field strength of 0.2 GV cm−1. The
black dotted line represents the obtained efficiency without NACs included. The
blue line denotes the efficiency obtained with the coupling elements included. The
vertical colored lines indicate the points in time that are examined more closely. (b)
Mean difference of the phase-dependent populations for different points in times
obtained including the NACs.
time, although several crossings of the CoIn seam occurred modi-
fying the phase information of the wave packet. In order to analyze
the CEP dependence of the population [see Fig. 10(b)], its mean dif-
ference is recorded for three selected times marked as vertical lines
in Fig. 10(a). The mean difference of the population is chosen for
better visualization. The first line at t0 + FWHM (100 fs, green) cor-
responds to the time when the laser pulse is over. The second point
(red line) is taken at 150 fs and the third one (yellow line) at the end
of the simulation time (197 fs). For all three times, the CEP depen-
dent population shows a sinusoidal oscillation with a periodicity of
approximately π, which indicates that, for uracil A, the field-only
mechanism is the dominating process in the complete simulation
time.
The optimal laser parameters for uracil B are t0 = 30 fs,
Emax = 0.15 GV cm−1, andω0 = 0.2 eV. The temporal evolution of the
CEP efficiency starting at t0 and the CEP dependent population at
FIG. 11. (a) Temporal evolution of the CEP efficiency for uracil B after t0 using a
laser pulse with optimized parameters and a field strength of 0.15 GV cm−1. The
black dotted line represents the obtained efficiency without NACs included. The
blue line denotes the efficiency obtained with the coupling elements included. The
vertical colored lines indicate the points in time that are examined more closely.
(b) Mean difference of the CEP dependent population for different points in times
obtained including the NACs.
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three selected times are shown in Fig. 11. Again, the mean difference
of the population is plotted.
The higher CEP efficiency for uracil B persists for the complete
simulation time [Fig. 11(a)]. The main peak occurs between 40 fs
and 45 fs, which is 10 fs–15 fs after the field maximum. Thereafter,
the efficiency drops in two smaller steps to a value of 6% at 90 fs
reflecting the back and forth crossing of the CoIn seam of a still
localized wave packet. For the remaining simulation time, the CEP
efficiency stays almost constant. The field-only efficiency (black dot-
ted line) is smaller up to 90 fs. Again, the CEP dependence persists
for the complete simulation time. The analysis of the CEP depen-
dent population [see Fig. 11(b)] is performed at three points in time,
marked as colored lines. Again, the first time at t0 + FWHM (40 fs)
is taken in the maximum of the efficiency. The second point at 66 fs
is at the edge of the second step. The third point is taken at 150 fs in
an area where the efficiency stays constant. For the first time (green
curve), the CEP dependent population shows a strongly deformed
FIG. 12. (a) Temporal evolution of the CEP efficiency for uracil B after t0 using a
laser pulse with optimized parameters and a field strength of 0.025 GV cm−1. The
black dotted line represents the obtained efficiency without NACs included. The
blue line denotes the efficiency obtained with the coupling elements included. The
vertical colored lines indicate the points in time that are examined more closely.
(b) Mean difference of the CEP dependent population for different points in times
obtained including the NACs.
sinusoidal dependence with no clear periodicity. For the second time
(red curve), still some kind of sinusoidal behavior is observed, which
is washed out for the third time (yellow curve). This ambiguous peri-
odicity and form are indicators (see Sec. III C) for strong interaction
between the interference and the field-only mechanism. To weaken
the field-only process, we lower the field strengths to 0.05 GV cm−1
(see Fig. S4 in the supplementary material) and 0.025 GV cm−1
(see Fig. 12).
In both cases, the achieved CEP efficiency is lower, but its tem-
poral evolution stays qualitatively the same. The CEP dependent
population at the same selected points in time now shows a clear
sinusoidal form with a periodicity of 2π. This is most distinct for the
lowest field strength. These findings confirm our conclusions from
the model system (Sec. III C): For low electric field strengths, the
dominating mechanism is the interference process that can be iden-
tified by the 2π periodicity. Overall, for both starting conditions, the
CEP efficiency is surprisingly long-lived and not impaired by the
nuclear wave packet motion. Differences are found in magnitude
and for the temporal evolution. These are also reflected in the CEP
dependent population. Their periodicity classifies the mechanism.
In the uracil A case, the field-only process dominates, and in uracil
B, the interference process becomes important. For low field condi-
tions, the 2π periodicity is clearly seen, whereas higher field strengths
induce both processes. In general, the field-only process becomes
dominant for high field strengths or when the interplay of the NACs
and TDM as in uracil A does not lead to constructive interference.
V. CONCLUSION
Conical intersections are known to be crucial branching points
for excited state reactions. To control the dynamics at these sensitive
points, we examined the controllability using the waveform of a CEP
stabilized few-cycle pulse in the IR. Performing quantum dynami-
cal simulations on coupled potential energy surfaces, the necessary
boundary conditions were defined and appropriate laser pulses were
optimized. In the first part, we focused on an analytical model sys-
tem, describing a dissociation process with two competing pathways
connected via a CoIn. Within the model system, we were able to
study the mutual influence of the decisive molecular properties, the
non-adiabatic coupling elements, and the transition dipole moment.
CEP control is only possible if the interplay of these two fundamental
quantities allows for constructive interference. For this, their shape
along the direction of the wave packet motion is most important.
Via optimization of the laser parameters, we could identify two dif-
ferent processes, which both contribute to the overall CEP efficiency.
The optimal few-cycle CEP pulse creates a superposition with a well-
defined phase-relation just before the CoIn is reached. Together with
the geometric phase, this creates an interference when the superposi-
tion passes through the CoIn. This interference process modifies the
branching ratio after the CoIn. The second process, the field-only
mechanism, occurs due to the few-cycle waveform of the IR pulse
and is not affected by the NACs. Depending on the molecular system
and the chosen laser parameters, both processes can be active, vary in
their strength, and even obstruct each other. Assuming ideal condi-
tions for the NACs and TDM, we were able to optimize a laser pulse
that leads to a CEP efficiency of 40%, which is almost entirely based
on the interference process. This large efficiency is favored by the
dissociative character of the model, which leads to a situation where
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a very localized wave packet passes the CoIn only once. In the second
part, we focus on a more realistic molecular system, the nucleobase
uracil, whose CoIn’s ensure its photostability. We applied the CEP-
control scheme to the population dynamics between the S2 and the
S1 state. As both states are strongly bound, multiple crossings of the
CoIn’s occur. These molecular boundary conditions are quite chal-
lenging for CEP control. Nevertheless, we were able to achieve a
short time CEP efficiency between 6% and 37% depending on the
two starting conditions. For the first, the excited state wave packet
oscillates around the S2 minimum before parts of it are able to cross
the barrier and reach the CoIn. In the second case, the wave packet
directly approaches the barrier and, thereafter, the CoIn in a local-
ized form. Besides the overall CEP efficiency, the starting conditions
determine also the mechanism. The active parts of the NACs and
the TDM for both pathways vary between situations, which enable
the interference process or rather prevent it. This finding shows that
if a wave packet moves along a suitable pathway toward a CoIn, it
is possible to achieve a high degree of CEP control. Some molecu-
lar systems may provide these pathways naturally, and for others,
such a pathway can be opened by the use of specially shaped laser
pulses in the excitation process.8 We demonstrated that the con-
trol of the branching ratio induced by a CoIn via a CEP pulse is a
general concept. The control is most effective for a system where a
localized wave packet crosses the CoIn only once and the TDM is
extended in this area, but even for a more complex chemical sys-
tem as uracil situations can be found where a CEP control is realiz-
able. The CEP efficiency is long-lived, which should be favorable for
experimental detection. In addition, we showed for the model sys-
tem that the CEP control tolerates pulse widths up to 30 fs for the
IR pulse.
SUPPLEMENTARY MATERIAL
See the supplementary material for the details of the wave
packet simulation setup and the population dynamics without any
CEP laser pulse for both the model system and uracil. In addition,
the temporal evolution of the CEP efficiency and the CEP dependent
population for uracil B obtained with the optimized laser parameters
and a field strength of 0.05 GV cm−1 are shown.
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APPENDIX: ADIABATIZATION OF THE MODEL SYSTEM
In this section, the transformation of the diabatic Hamilto-
nian matrix [Eq. (A1)] of the model system to the adiabatic picture
is described in detail. The model system consists of the three dia-






T̂ + V0 0 0
0 T̂ + V1 D12





The diagonalization1,2,48 is done using a unitary transformation






0 cos(θ) + sin(θ)





Here, the angle θ is the adiabatic–diabatic transformation angle
(or shortened the mixing angle)1,2,47 between the coupled diabatic
states V1 and V2. Based on Eq. (A3), this angle θ is defined in a range








Following θ along a closed path of nuclear configurations encir-
cling the CoIn, a phase shift of π is observed. This phase shift is called
the geometric phase or Pancharatnam–Berry phase24,25 and leads to
a sign change of adiabatic electronic wavefunctions, if a closed path
around the CoIn is followed. Within our two-dimensional model,
we can observe the full phase shift of π since we describe the full
branching space. For higher dimensional systems, where the chosen
sub-space is not identical to the branching space, no clear statement
can be made about the phase behavior.49 Using the transformation
matrix (A2), the adiabatic eigenfunctions can be expressed as a linear
combination of the diabatic ones,
∣Ψadi0 ⟩ = ∣Φ
dia
0 ⟩, (A4)
∣Ψadi1 ⟩ = + cos(θ)∣Φ
dia
1 ⟩ + sin(θ)∣Φ
dia
2 ⟩, (A5)
∣Ψadi2 ⟩ = − sin(θ)∣Φ
dia
1 ⟩ + cos(θ)∣Φ
dia
2 ⟩. (A6)
The corresponding adiabatic states can be calculated from the
diabatic states,
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The non-adiabatic coupling elements τ12 required for the
dynamics can be determined as derivatives of the mixing angle θ
(A3),1,2,50,51













Since the ∇2θ term, which contains the second derivatives, is
much smaller than the ∇θ term, it can be neglected in first approxi-
mation. However, this would lead to a non-Hermitian Hamiltonian
operator. To avoid this, the non-Hermitian behavior can be com-
pensated for by using the partition equation (A11).49,52 Here, the
term ⟨∇Ψadi1 ∣∇Ψ
adi
2 ⟩ can be neglected without losing the hermiticity,
⟨Ψadi1 ∣∇
2









There are two possible ways to handle the phase shift in θ,50,51
using the absolute value of θ (model A) or using the full value (model
B) of it. In both cases, there is a discontinuous point along the closed
cycle around the CoIn, but it appears that, at different positions and
for model A, the phase shift is neglected. This results in two differ-
ent coupling pairs with a different number of nodal planes in the
resulting elements.
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CHAPTER
THREE
Coupled Nuclear and Electron Dynamics:
The NEMol ansatz
This chapter is directly connected to the idea of controlling the nuclear and electron dynamics in molec-
ular systems. An accurate description of the effect of an ultrashort laser pulse on a molecular system
requires a sophisticated approach, which is able to capture both the electron motion and the nuclear mo-
tion. Many methods in the literature, which are able to describe the electron dynamics, are often modified
versions of their well-known quantum chemical counter parts, like time-dependent Hartree-Fock [232],
time-dependent density-functional theory [233], time-dependent configuration-interaction [234, 235] and
time-dependent coupled-cluster [236, 237]. The main drawback of these theories is the focus on the evo-
lution of the electronic subsystem and the negligence of the nuclear motion. However nuclear motion
in general causes decoherence in molecules leading to the situation, where electronic wave packets are
strongly influenced by the nuclear dynamics and exist only for short time scales [60, 95–99, 229]. The
technique used most to include nuclear motion in the simulation of electron dynamics is the semiclassical
Ehrenfest ansatz [238–247]. Here the classical nuclei propagate on a mean potential surface correspond-
ing to an electronic superposition state, while the electron dynamics is treated quantum mechanically.
Beside the problems [248] arising from this mean-field approach, this method does not reflect the quan-
tum nature of the nuclei, which becomes important for treating excitation by ultrashort laser pulses and
non-adiabatic transitions. It should be mentioned that there are approaches like multiconfigurational
Ehrenfest [249, 250], which also describe the nuclei quantum mechanically. A direct full-quantum me-
chanical treatment of the coupled electron and nuclear dynamics is only possible for three particle prob-
lems like H2+ or D2+ [251]. Larger systems require computationally very demanding methods based on
a multi-configurational ansatz [252] or on the coupled description of nuclear and electronic flux [253,
254]. The most prominent method that allows to describe the coupled nuclear and electron dynamics
on a quantum level is the exact factorization approach [255–259]. In this technique the time-dependent
molecular Schrödinger equation is formulated as two coupled equations, one for the nuclear wave func-
tion and one for the conditional electronic wave function. Both wave functions are propagated on a single
time-dependent potential energy surface.
Another approach that has similarities to the exact factorization formalism is the NEMol ansatz [60, 100–
103]. Its further development is a central part of this chapter and the main focus of section 3.1. With
the NEMol ansatz it is possible to calculate the temporal evolution of the electronic density coupled to a
nuclear quantum dynamics calculation. In its original formulation it is based on a single centroid approach
and was used for one-dimensional problems [60, 100–103]. Based on this formulation, the NEMol ansatz
is now extended beyond this single geometry approximation to describe the coupled nuclear and electron
dynamics beyond diatomics. A brief derivation of the old formulation and the key modifications of the
new NEMol ansatz are given in the section 3.1. The new implementation is used to study the coupled
nuclear and electron dynamics of the nucleobase uracil (section 3.2) and the small symmetric molecule
NO2 (section 3.3). For uracil the excitation with a short laser pulse is simulated explicitly and the coupled
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dynamics during the photoexcitation and its modification by the relaxation via a CoIn seam is studied. In
the NO2 example the coupled dynamics is monitored and its temporal evolution is characterized by the
coherent electron dynamics induced by a CoIn. Due to the decent structure of the coupling region in the
NO2 case the coherent dynamics is modulated with the help of the CEP control scheme. The resulting
control of nuclear and electronic motion is discussed in section 3.3.
3.1 NEMol and its Extensions for Higher Dimensional Systems
The NEMol ansatz was developed and first published in 2008 [100] as an approach to describe the dynam-
ics of electrons in molecules which exploits quantum dynamics and quantum chemistry "in a new way".
In this purely quantum mechanical ansatz the quantum dynamical description of the nuclear motion is
combined with the propagation of the electronic wavefunctions in the eigenstate basis. It was used to
study the electron dynamics induced by ultrashort laser pulses in various diatomic species like CO [60,
101] or K2 [102, 103]. With the help of NEMol, effects like electron localization [60, 100, 101] and
electronic charge oscillations [102, 103] could be explained.
The starting point for NEMol is the total molecular wave function Ψtot(r,R, t) which is setup as the sum
over the electronic states withχ(R, t) the nuclear wave functions,ϕ(r, t;R) the electronic wave functions,
the nuclear and electronic coordinates R and r and the time t. In this ansatz both the electronic and the




χi(R, t) · ϕi(r, t;R). (3.1)
The electronic wave functionsϕi (hereafter referred to as uncoupled) depend parametrically on the nuclear
coordinates R and define a multi-dimensional vector comprising the electronic states involved. Analo-
gously, the total nuclear wave function χtot is given by a multi-dimensional vector composed of the nu-
clear wave function χi residing in the i-th PES. The propagation of the nuclear wave functions on the
coupled PESs is done as described in section 2.1. It should be noted that in principle also other quantum
dynamics methods like MCTDH could be used for the description of the nuclear dynamics. Multiplying
Ψtot(r,R, t) from the left with χtot and the subsequent integration over the nuclear coordinatesR results
in an expression of the coupled total electronic wave function Φtot(r, t; 〈R〉(t)) [60, 100, 101].
Φtot(r, t; 〈R〉(t)) =
∫










〈χi(R, t)|R|χi(R, t)〉R. (3.3)
The integration overR results in a parametrical dependence of the coupled total electronic wave function
on the time-dependent expectation value of the position 〈R〉(t) which is defined in equation 3.3. The
nuclear geometry represented by 〈R〉(t) changes with time and the Φtot(r, t; 〈R〉(t)) is evaluated at this
single position in the coordinate space. The individual components Φj of the total coupled electronic
wave function are given by:
Φj(r, t; 〈R〉(t)) = Ajj(t) · ϕj(r, t; 〈R〉(t)) +
∑
k 6=j
Ajk(t) · ϕk(r, t; 〈R〉(t)), (3.4)
with Ajk(t) = 〈χj(R, t)|χk(R, t)〉R. (3.5)
Each coupled electronic wave function Φj consists of two parts. The first one is defined by the uncoupled
electronic wave function ϕj multiplied with the population Ajj(t) of the respective state j. The second
part is the sum over all other uncoupled electronic wave functions weighted with the nuclear overlap
Ajk(t) which specifies the degree of coherence induced between the two states j and k. Both the popula-
tion and the nuclear overlap are time dependent reflecting, the transfer of population between states and
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the motion of the nuclear wave packet encoded in the complex overlap terms. Both types of quantities are
determined by the nuclear quantum dynamics simulation. If the coupling between the electronic states is
weak, the nuclear wave functions propagate independently and the coherence term becomes zero. In this
case, the coupled electronic wave functions Φj in equation 3.4 become equivalent to the uncoupled elec-
tronic wave function ϕj . As stated in the beginning the uncoupled electronic wave functions are explicitly
time-dependent in the NEMol ansatz and after the integration over are R also parametrically dependent
on t. The parametrical dependence is due to the temporal evolution of 〈R〉(t) leading to a deformation
of the electronic structure induced by the nuclear motion. The explicit time-dependence corresponds to
the propagation in the complex phase space within the eigenstate basis [60, 100, 101]. Starting at time
zero of the simulation, the uncoupled electronic wave function is equal to the real-valued eigenfunctions
ϕj(r; 〈R〉(t)) of the MCH Hamiltonian. As time progresses, ϕj(r, t; 〈R〉(t)) propagates in the complex
plane which can be determined by multiplying the real-valued eigenfunctions with an exponential factor
containing the electronic phase ξj(t).
ϕj(r, t; 〈R〉(t)) = ϕj(r; 〈R〉(t)) · e−iξj(t) (3.6)






Since 〈R〉(t) varies with time ξj(t) has to be calculated recursively to retain thememory of the progressing
electronic phase as illustrated in Figure 3.1.
ξj(t) = Ej(〈R〉(t))∆t+ ξj(t−∆t). (3.8)
In order to obtain a smooth change of the phase in the complex plane with time while the nuclear wave
packet propagates, a much smaller time step must be used for the calculation of the phase term ξj(t) than









Figure 3.1: Time evolution of the electronic wave function ϕj in in the complex plane. The new position
in the complex plane is determined based on the previous time step. The change of the phase for each
step depends on the eigenenergy Ej at a given point in time.
The total coupled electronic wave function is a high-dimensional, complex-valued quantity and difficult
to handle and analyze. Therefore, the main quantity used in NEMol is the coupled one-electron density
ρ(r, t; 〈R〉(t)) [60, 100, 101]. It is determined by multiplying Φtot(r, t; 〈R〉(t)) from the left with ϕtot
and the subsequent integration over N − 1 electronic coordinates (with N being the total number of
electrons).











with ξjk(t) = ∆Ejk(〈R〉(t))∆t+ ξjk(t−∆t). (3.10)
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Analogously to the coupled electronic wave functions, the expression for ρ(r, t; 〈R〉(t)) can be decom-
posed into two parts. The first one is the summation of the state specific electronic density ρjj(r, t; 〈R〉(t))
weighted with the corresponding time-dependent population Ajj(t). All terms of this summation are
real-valued and their temporal evolution is completely determined by the nuclear dynamics, i.e. its ex-
pectation value of the position 〈R〉(t). The second summation defines the coherent contribution to the
coupled electron density. This coherent contribution consists of the real-valued one-electron transition
density ρjk(r, t; 〈R〉(t)), the time-dependent nuclear overlapAjk(t) and an exponential factor containing
the electronic phase ξjk(t). The overall phase of the coherent contribution and thus the velocity of the
electron dynamics is determined by two factors. The obvious one is the electronic phase ξjk(t) defined
by the energy difference ∆Ejk between the involved electronic states. If the states are close in energy
difference ∆Ejk is small and the dynamics slows down. The second influence is the phase of the nuclear
overlapAjk(t) which is connected to the difference in momentum of the nuclear wave functions involved.
In Figure 3.2 a schematic illustration of the original NEMol ansatz is given. A nuclear wave packet
(indicated in black) propagating in a two dimensional coordinate space is shown for three points in time
t-∆t, t and t+∆t. At each time the populations and the overlap terms are calculated for the complete
coordinate space (indicated in green) and the expectation value of the position 〈R〉(t) (red crosses) is
determined. The temporal evolution of 〈R〉(t) is depicted as a blue line. For the nuclear geometry defined






ρjj(r; 〈R〉(t)) and ρjk(r; 〈R〉(t))
∆Ejk(〈R〉(t))
Ajj(t) and Ajk(t)
Figure 3.2: Schematic illustration of the original NEMol ansatz in a two dimensional coordinate space.
The evolving wave packet is depicted in black and the expectation value of the position 〈R〉 for the three
shown timesteps are marked with red crosses. All electronic properties calculated at this position are
highlighted in red. Its temporal evolution is indicated with a blue line. The green box marks the full
two-dimensional nuclear coordinate space over which the nuclear wave packet is integrated to obtain the
nuclear overlaps Ajk(t) and populations Ajj(t).
Due to the integration over R, the electronic structure used to evaluate the couple density is only deter-
mined at one geometry per time step. For situations where the wave packet is fairly localized in space,
〈R〉(t) describes the nuclear dynamics quite well, see the time steps t-∆t and t in Figure 3.2. If the wave
packet starts to delocalize 〈R〉(t) gets progressively worse at describing the nuclear dynamics completely,
as indicated for the time step t+∆t in Figure 3.2. Beside this, the usage of 〈R〉(t) leads to another prob-
lem. For a rather delocalized wave packet only parts of it are responsible for the occurrence of nuclear
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overlap terms and these parts are not necessarily in an area near 〈R〉(t). Therefore, the electronic structure
at 〈R〉(t) is not appropriate to capture the induced electronic coherence. As this is increasingly the case
for two- and more-dimensional systems, it is necessary to generalize the NEMol ansatz.
In the following, two extensions for the original NEMol ansatz are introduced. The first one allows
the simulation of the coupled dynamics in molecular systems beyond diatomics and in more than one
dimension. This is done by modifying the integration over the full nuclear coordinate space. In the
following the extension of the NEMol ansatz is described using an exemplary system with two nuclear
coordinates c1 and c2, but in principle also higher-dimensional coordinate spaces are possible. First, the
full two-dimensional nuclear coordinate space is split up intoM×L segments defined by their boundaries
mmin, mmax and lmin, lmax. This segmentation defines the so called NEMol-grid. For each of the






χ∗j (R, t)χk(R, t)dc1dc2. (3.11)






αmljk (t) = 〈χj(R, t)|χk(R, t)〉R = Ajk(t). (3.12)
At the center Rml of each segment, the state specific electronic densities ρjj(r;Rml), the one-electron
transition densities ρjk(r;Rml) and the energy difference between the states ∆Ejk are determined. These
electronic quantities are combinedwith the population terms and the overlap terms to calculate the coupled













with ξmljk (t) = ∆Ejk(Rml)∆t+ ξmljk (t−∆t). (3.14)
The coupled density of each segment ml is parametrically dependent on its center Rml. Since these
centers are not changing with time ρjj(r;Rml), ρjk(r;Rml) and the energy difference∆Ejk are no longer
time-dependent. The electronic phase ξmljk (t) of a single segment is determined by a constant ∆E value.







The idea of the NEMol-grid extension is visualized in Figure 3.3 using the same wave packet as in Fig-
ure 3.2. The nuclear wave packet (black) is evolving in the two dimensional coordinate space which is
partitioned in the segments of the NEMol-grid (green). At each time step the population terms αmljj (t) and
the overlap terms αmljk (t) for each segment are determined. Whenever parts of the nuclear wave packet
are located in a segment the corresponding coupled one-electron density ρml(r, t;Rml) for this individual
segment is calculated (indicated with red crosses in Figure 3.3). At each time step all partial densities
are summed up to obtain ρ(r, t;R). This total coupled one-electron density contains the information of
the electronic phase and densities at multiple grid points, which improves the spatial resolution of the
electronic dynamics. The number of contribution to the total density can vary from step to step and thus
it is possible to describe even very delocalized wave packets well. In the limit the NEMol-grid is equal
to the grid representing the nuclear wave packet, but in the example shown in this work a coarser one is
chosen.
The second extension for NEMol developed within the context of this work is the 1e-2o approximation
which can be used to obtain a condensed and simple description of the coupled dynamics. The basic







αmljj (t) and αmljk (t)
Figure 3.3: Schematic illustration of the NEMol-grid extension in a two dimensional coordinate space.
The evolving wave packet is marked in black and the blue line shows the trajectory of the expectation
value of the position 〈R〉. The positions for which electronic properties are calculated are highlight in
red. The segments of the NEMol-grid are shown in green.
approximation for the 1e-2o picture is the idea that the entire dynamics or at least parts of it can be
described by only two coupled states. For clarity reasons it is here formulated in terms of the original
NEMol ansatz but it can also be applied in combination with the NEMol-grid. The electronic structure
of this two states are approximately defined by two Slater determinants ϕ1 and ϕ2, which only differ in
the occupation of one spin orbital θ.
ϕ1(r, t; 〈R〉(t)) = |θ1 θ2 . . . θN−1 θs〉,
ϕ2(r, t; 〈R〉(t)) = |θ1 θ2 . . . θN−1 θt〉.
(3.16)
Using these two Slater determinants, the coupled one-electron density can be expressed in terms of the
spin orbitals.
ρ1e2o(r, t; 〈R〉(t)) =
N−1∑
j=1







Here the first summation includes the densities of the N -1 equally occupied orbitals, which defines a
background density evolving with the nuclear dynamics but does not include any coherent contribution.
The next two terms are the densities of the two specific orbitals θt and θs weighted with the populations
A11(t) andA22(t). The last part denotes the coherence between the states characterized by the product of
the two orbitals, the nuclear overlap A12(t) and the electronic phase ξ12(t). Within this simplification it
is now possible to neglect the contributions of the equally occupied orbitals in order to study the coupled
electron dynamics in very condensed and clear way.
Both newly developed extensions to NEMol, the NEMol-grid and the 1e-2o approximation are used to
study the coupled nuclear and electron dynamics of the nucleobase uracil (3.2) and the small symmetric
molecule NO2 (3.3).
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3.2 Photoinduced Nuclear and Electron Dynamic in Uracil
The first example to test the NEMol-grid and the 1e-2o approximation is the photoinduced nuclear and
electron dynamic in uracil, one of the four nucleobases in RNA. The photochemical properties of uracil as
well as of the other nucleobases are investigated in great detail, both theoretically [142, 196, 260–265] and
experimentally [15, 266–268] due to their biological relevance. After photoexcitation they can undergo
harmful chemical modifications such as methylation or base alteration [12, 269, 270] leading to muta-
tions, genomic instability and cancer [12, 13, 15]. The inherent photostability of the nucleobases is a key
factor in assuring that the vast majority of photoexcitations do not lead to harmful modifications [15]. The
photostability of all nucleobases is rooted in presence of fast relaxation mechanisms back to the ground
state. In uracil the relaxation is mediated via CoIns between the first two excited states and the ground
state. For the overall relaxation process two time constants are observed in pump-probe experiments in
the gas phase [266, 267] and in solution [268, 271]. The fast one is around 100 fs and is associated with
the initial relaxation from the bright S2 state into the dark S1 state. The slower one with up to 2.4 ps is
explained by the subsequent population transfer back to the ground state. In this work the photoinduced
dynamics in uracil starting with the explicit simulation of the excitation processes via a short laser pulse
and the fast first relaxation step from the S2 state into the S1 state via a seam of CoIns is studied. As
previously shown, both processes are well described using quantum dynamics on two-dimensional sur-
faces [142, 196, 264, 265].
The laser excitation as well as the relaxation via CoIns induce electronic coherence in a molecular system
which is subsequently modulated by the nuclear motion. In the publication "Photo-Induced Coupled
Nuclear and Electron Dynamics in the Nucleobase Uracil" published in Frontiers in Physics [272] NEMol
is used to monitor the induced coherent electron dynamics. One practical aspect of using the NEMol
approach for the simulation of the excitation processes should be mentioned. It is important to ensure that
the phase information of the laser pulse is solely imprinted on the electronic wave function and not also on
the nuclear wave functions. In previous works [102, 103], this was realized by calculating the dynamics
in the rotating-wave-approximation to describe the laser-induced coupling between the molecular states.
For the case of uracil the phase information of the laser pulse ∆Epulse is removed from the nuclear wave
functions according to the following equation.
χcorα (R, t) = χα(R, t)e
−i∆Epulset. (3.18)
The NEMol simulations demonstrate that the electron dynamics even in larger molecular systems reflect
coherence, decoherence and reappearance due to nuclear motion. In previous work, the effect of decoher-
ence has been discussed from the nuclear dynamics side [95–97], and the reappearance has been reported
for small molecular systems [98, 99, 273]. The key findings of the article are:
• The NEMol-grid extension is able to describe the coupled nuclear and electron dynamics in a
complex molecular system like uracil. It is suitable to capture the electronic coherence induced
by laser pulse excitation and the relaxation via CoIns, although very delocalized wave packets are
present in the second case. Another interesting aspect is that apart from small deviations, the
results in the 1e-2o approximation are quite similar to those obtained from the total electron density.
Therefore, the simplified 1e-2o picture can be sufficient to describe the coupled electron dynamics.
• Due to the short light pulse, the excitation process and the relaxation dynamics are temporally and
spatially separated and are treated separately. In the coupled one-electron density the excitation of
one electron from a bonding π orbital into an anti-bonding π∗ orbital is clearly visible. During the
excitation process the temporal evolution of the induced dipole moment shows fast oscillations with
frequencies close to the central frequency of the excitation pulse. This dynamics can be directly
attributed to the coherent electron dynamics induced by the laser pulse. The subsequent nuclear
motion leads to decoherence. A partial reappearance is induced at the end of the laser pulse when
the nuclear wave packet has reentered the FC area in the S2 state.
• The electron dynamics induced by the CoIn seam is significantly more complex. When the nuclear
wave packet approaches the CoIn seam the induced coherent electron dynamics slows down which
60 Chapter 3. Coupled Nuclear and Electron Dynamics: The NEMol ansatz
is clearly observable in the induced dipole moment. This is expected since CoIns equalize the
time scales of the electron and nuclear dynamics [34, 35]. The more interesting observation is
the longevity of the signal which can be attributed to the coherent electron dynamics. This is
in good agreement with recently published simulations [265] of TRUECARS signals (transient
redistribution of ultrafast electronic coherences in attosecond Raman signals) of the uracil S2/S1
relaxation.
• The longevity of the observed signal can be well explained by the delocalized character of the
nuclear wave packet. Every time parts of the wave packet enter the coupling region, coherent
electron dynamics is induced. The individual parts of the wave packet itself are only responsible
for a short coherence and due to the nuclear motion the corresponding overlap disappears fast. In
uracil, the relaxation process happens stepwise for a few hundreds of femtoseconds so there is an
almost continuous flow of parts of the wave packet into the coupling region. Each of these parts
induced electronic coherence and therefore the lifetime of the overall signal increases. In principle,
this effect which is responsible for the long lived signal is a general mechanism and can probably
occur also in other molecules as long as a rather delocalized wave packet progressively reaches a
CoIn.
In the following the article "Photo-Induced Coupled Nuclear and Electron Dynamics in the Nucleobase
Uracil" published by Frontiers in Physics under a Creative Commons Attribution 4.0 International Li-
cense (CC BY 4.0, URL: https://creativecommons.org/licenses/by/4.0) is reprinted from Frontiers in
Physics 9 (2021), 246. The supporting information of this article is available under https://www.frontiersin.
org/articles/10.3389/fphy.2021.674573.
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Photo-initiated processes in molecules often involve complex situations where the
induced dynamics is characterized by the interplay of nuclear and electronic degrees of
freedom. The interaction of the molecule with an ultrashort laser pulse or the coupling at
a conical intersection (CoIn) induces coherent electron dynamics which is subsequently
modified by the nuclear motion. The nuclear dynamics typically leads to a fast electronic
decoherence but also, depending on the system, enables the reappearance of the
coherent electron dynamics. We study this situation for the photo-induced nuclear and
electron dynamics in the nucleobase uracil. The simulations are performed with our
ansatz for the coupled description of the nuclear and electron dynamics in molecular
systems (NEMol). After photo-excitation uracil exhibits an ultrafast relaxation mechanism
mediated by CoIn’s. Both processes, the excitation by a laser pulse and the non-adiabatic
relaxation, are explicitly simulated and the coherent electron dynamics is monitored
using our quantum mechanical NEMol approach. The electronic coherence induced
by the CoIn is observable for a long time scale due to the delocalized nature of the
nuclear wavepacket.
Keywords: quantum dynamics, coupled nuclear and electron dynamics, electronic coherence, conical
intersection, photo-excitation, uracil
1. INTRODUCTION
The interaction of molecular systems with light induces numerous chemical processes which can
be natural, such as vision [1–3] and photosynthesis [4–7], or artificial like organic photovoltaics
[8–12] and photocatalysis [13, 14]. In these processes a molecule often absorbs light with a
wavelength in the visible or ultraviolet range where electrons are promoted from the molecular
ground state to higher electronic states. The excited molecule can undergo radiative or non-
radiative decay processes. Only the non-radiative processes can lead to photo-chemical reactions
which are often mediated by non-adiabatic transitions [15]. The necessary non-adiabatic couplings
(NACs) between the states involved are only present in the vicinity of a conical intersection (CoIn)
[16–18] or an avoided crossing. Depending on the number of degrees of freedom these CoIn’s are
extraordinary points, seams or even higher dimensional crossing spaces. Besides the possibility of
non-radiative relaxation they lead to the breakdown of the adiabatic separation between nuclear
and electronic motion and equalize the time scales of their dynamics. Overall the excitation process
and the non-adiabatic transitions are complex situation where both nuclear and electronic motion
and their interaction play a key role. In order to simulate these situations a theoretical approach is
needed that can describe the coupled nuclear and electron dynamics in a molecular system.
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Most methods which can describe the electron dynamics
are often modified versions of their well-known quantum-
chemical counter parts and neglect the influence of the
nuclear motion [19–23] or treat it classically [24–27]. One
of the possibilities to treat both the nuclear and the electron
dynamics in a molecular systems is the quantum-mechanical
NEMol ansatz [28–32]. Within this ansatz the electronic
wavefunctions are propagated in the eigenstate basis and
coupled to the nuclear wavepacket propagated on coupled
potential surfaces. Compared to similar but more expensive
approaches based on the coupled propagation of the nuclear
and electronic wavefunction on a single time-dependent
potential energy surface [33–36], in NEMol the feedback of
the electron motion to the nuclear dynamics is less directly
included. In the beginning we give a brief introduction to
the NEMol ansatz and how we determine the time-dependent
electron density. This density is used to distinguish the
Born-Oppenheimer part of the dynamics from the coherent
electron dynamics. With the help of the NEMol ansatz
the electron and nuclear dynamics along a photo-induced
relaxation process in molecular systems can be simulated,
including both interaction with a laser pulse and non-
adiabatic events.
In the main part of this paper we apply NEMol to derive
photo-induced dynamics in uracil which is one of the four
nucleobases in RNA. Like all other nucleobases uracil absorbs
mainly in the UV range due to an accessible π −→ π∗
transition [37, 38]. After the excitation uracil can undergo
harmful chemical modifications, such as methylation or base
alteration [39–41]. The altered structures and the subsequent
changed base pairings can lead to mutations, genomic instability
and cancer [37, 40, 42]. To prevent potential mutations in
advance, the inherent photostability of the nucleobases is a
key factor, assuring that the vast majority of photoexcitations
do not lead to harmful modifications [37]. The photostability
of all nucleobases is due to the presence of fast relaxation
mechanisms back to the ground state. Uracil exhibits an
ultrafast relaxation mechanism with experimentally observed
relaxation times between 50 fs and 2.4 ps [37, 43–46]. The
relaxation is mediated via CoIn’s between the first two excited
states and has been well-studied using quantum-dynamics on
two-dimensional surfaces [47, 48], as well as semi-classical
approaches allowing for all degrees of freedom [38, 49–51].
As already demonstrated [52] the coherence induced by these
CoIn’s is long-lived since the non-adiabatic transition is rather a
continuous process due to the delocalized nature of the nuclear
wavepacket. We are following the photoinduced dynamics in
uracil starting with the explicit simulation of the excitation
processes via a laser pulse up to the relaxation via CoIn’s. During
the whole process NEMol is used to monitor the temporal
evolution of the electron dynamics. The simulations demonstrate
that the electron dynamics even in large molecular systems
reflect coherence, decoherence, and reappearance due to nuclear
motion. In previous work the effect of decoherence has been
discussed from the nuclear dynamics side [53–55], and the
reappearance has been reported for small molecular systems
[56–58].
2. COUPLED NUCLEAR AND ELECTRON
DYNAMICS IN MOLECULES (NEMol)
To describe the coupled nuclear and electron dynamics it is
necessary to determine the temporal evolution of the total
molecular wavefunction. This is realized with our NEMol ansatz
[28–30]. In a system with multiple electronic states the total
wavefunction 9tot(r,R, t) can be expressed as a sum over the
products consisting of the electronic wavefunctions ϕ(r, t;R) and
the wavefunctions of the nuclei χ(R, t) (see Equation 1), with the
nuclear and electronic coordinates R and r and the time t. In





χi(R, t) · ϕi(r, t;R). (1)
The electronic wavefunctions ϕi are parametrically depending
on the nuclear coordinates R and define a multi-dimensional
vector comprising the electronic states involved. Analogously,
the total nuclear wavefunction χtot is given by a multi-
dimensional vector composed of the nuclear wavefunctions
χi residing in the i potential surfaces. Its temporal evolution
is simulated on coupled potential energy surfaces (PES), for
details see Supplementary Section I. Multiplying 9tot(r,R, t)
from the left with χtot and the subsequent integration over the
nuclear coordinates results in an expression of the coupled total
electronic wavefunction [28–30].
8tot(r, t; 〈R〉(t)) =
∫
χ∗tot(R, t) · 9tot(r,R, t)dR (2)
The individual components 8j of this vector are defined by the
following equation:













The time-dependent populations Ajj(t) and the time-dependent
nuclear overlap terms Ajk(t) are determined by the nuclear
quantum-dynamics simulation. The overlap terms specify the
degree of coherence induced between two states j and k. If
the coupling between the electronic states is weak, the nuclear
wavefunctions propagate independently and the overlap term
becomes zero. In this case, the coupled electronic wavefunctions
8j in Equation (3) become equivalent to the uncoupled electronic
wavefunction ϕj. All electronic wavefunctions coupled and
uncoupled are parametrically depending on the time-dependent
expected value of the position 〈R〉(t). This means that the coupled
electronic wavefunctions are evaluated at one single nuclear
geometry which changes with time. The time evolution of the
ϕj(r, t; 〈R〉(t)) is determined by the deformation of the electronic
structure induced by the nuclear motion and the propagation in
the electronic phase space [28–30].
ϕj(r, t; 〈R〉(t)) = ϕj(r; 〈R〉(t)) · e
−iξj(t) (5)
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Here the ϕj(r; 〈R〉(t)) are the real-valued electronic
wavefunctions of the relevant electronic states and ξj(t) is
the electronic phase factor computed by numerical integration





In practice the calculation of ξj(t) has to be done recursively
to retain the memory of the progressing electronic phase since
Ej(〈R〉(t)) changes with propagation time
ξj(t) = Ej(〈R〉(t))1t + ξj(t − 1t). (7)
Thereby the propagation velocity of the phase in the complex
plane changes smoothly in time while the nuclear wavepacket
propagates. Within the original NEMol a much smaller time step
must be used for the calculation of the phase term ξj(t). The
coupled total electronic wavefunction is used to determine the
coupled one-electron density ρ(r, t; 〈R〉(t)) [28–30].













with ξjk(t) = 1Ejk(〈R〉(t))1t + ξjk(t − 1t). (9)
The first summation consists of the state specific electronic
density ρjj(r; 〈R〉(t)) weighted with the corresponding time-
dependent population Ajj(t). The second summation defines
the coherent contribution to the coupled electron density
and consists of the time-dependent overlap Ajk(t), the one-
electron transition density ρjk(r; 〈R〉(t)) and its pure electronic
phase ξjk(t) defined by the energy difference 1Ejk between the
electronic states involved. This coherent part of the density
can be induced by an interaction with a laser pulse or by
non-adiabatic coupling events. For non-dissociative molecular
dynamics like in uracil the time-dependent overlap determines
the disappearance and especially the potential reappearance of
the coherent electron dynamics.
To go beyond this single geometry approximation we
introduced the NEMol-grid [32] where the full nuclear
coordinate space is split up into segments for which partial
densities are calculated. In the limit the NEMol-grid is equal to
the grid for the nuclear wavepacket propagation, but in practice
















with ξmljk (t) = 1Ejk(Rml)1t + ξ
ml
jk (t − 1t). (11)




are calculated by integration over the wavepackets within the
boundaries of the segments. At the center Rml of each segment
the state specific electronic densities ρjj(r;Rml), the one-electron
transition densities ρjk(r;Rml), and the pure electronic phase
ξml
jk
(t) are determined. Since the positions Rml do not vary with
time the time step for the calculation of the phase term can be
chosen larger than for the original NEMol. In this work a time
step of 1 a.u. is used. To obtain the total coupled electron density









This total coupled one-electron density ρ(r, t;R) (also called full
electron density in the following) contains the information of
all partial densities determined at multiple grid points weighted
with the corresponding population and overlap terms. This is
a significant difference from the original NEMol where the
electronic structure was only considered at one geometry. To
visualize the coupled one-electron density the weighted average
R of all Rml is formed. The NEMol-grid extension is used to
sample the nuclear wavefunction to improve the resolution of the
spatial dependence of the electronic phase term. This is crucial for
situations where the nuclear wavepacket is delocalized and only
parts of the wavepacket induce coherence in the system. As this
is increasingly the case for two and more dimensional systems,
the expected value of the position 〈R〉(t) is no longer appropriate
to capture the electron the electron dynamics. Since uracil is such
case we apply the NEMol-grid for all calculations in this work. To
study the electron dynamics the induced dipole moment vector Eµ
is calculated using the coupled one-electron density:
Eµ(t) =
∫
dErρ(r, t;R) · Er. (13)
If the entire dynamics or at least parts of it can be described by
two coupled states, it is possible to obtain a simplified description
of the electron density in the one-electron-two-orbital (1e-2o)
FIGURE 1 | Uracil molecule at the Franck-Condon point. The studied carbonyl
group is indicated in purple. Carbon atoms are shown in gray, hydrogen in
white, oxygen in red, and nitrogen in blue.
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picture, which was derived and successfully applied in reference
[32]. Based on the assumption that the two states are described
by two Slater determinants, which only differ in the occupation
of one spin orbital θ , it is possible to condense the coupled
dynamics in a simple 1e-2o-density. The following Equation (14)
is based on the original NEMol ansatz (see Equation 8), but
the 1e-2o-density can also be determined in combination with
the NEMol-grid.
ρ1e2o(r, t; 〈R〉(t)) = A11(t)|θ1(r; 〈R〉(t))|









Neglecting the contributions of the equally occupied orbitals, the
first two terms represent the remaining two orbitals weighted
with their respective population Ajj(t). The third term denotes
the coherence between the states characterized by the product of
the two orbitals.
3. PHOTO-INDUCED DYNAMICS OF
URACIL
In this work we investigate the photo-induced nuclear and
electron dynamics of the nucleobase uracil with NEMol. The
geometry of uracil at the Franck-Condon (FC) point is depicted
in Figure 1. Uracil is characterized by an ultrafast photo-
relaxation channel starting in the second excited state (S2) which
is mediated by CoIn’s. As shown in previous studies [47, 48], the
photo-excitation and the initial steps of the subsequent relaxation
can be well-described on two-dimensional PES. We adopt these
adiabatic PES, which were first reported by Keefer et al. [47]
and later modified [52, 59]. The underlying two-dimensional
coordinate space spanned by the vectors q1 and q2 includes all
relevant structures, the FC point, the S2 minimum, the optimized
S2/S1 CoIn and also parts of the associated CoIn seam. Both
vectors are depicted on the right side of Figure 2. The resulting
PES for the bright S2 state is shown on the left of Figure 2. The
potential surface exhibits a double-well structure with a small
barrier separating the S2 minimum on the top left from the CoIn
seam on the bottom right (black). Further information about the
simulations can be found in the Supplementary Section I. The
molecular orientation within the laboratory frame is chosen in
such a way that the molecular plane is equal to the xy-plane at
the FC point and the center of mass defines the origin of the
laboratory frame (see Figure 1). To initiate the dynamics and
promote the system from the electronic ground state to the S2
state we use a Gaussian shaped pulse. Its parameters were adapted
from a previous work [47]. The pulse has a central frequency ω0
of 6.12 eV, a full width at half maximum (FWHM) of 30 fs and
a maximum field strength of 0.036GV cm−1. This maximum is
reached after 40 fs simulation time. The light-matter interaction
is treated within the dipole approximation. We assume that the
electric component of the pulse is optimally aligned with the
transition dipole moment whose absolute value is used. The
complete temporal evolution of the population of all three states
is shown in Figure 3. The excitation pulse is active in the time
period between 10 and 75 fs and leads to an S2 population
yield close to 90%. The motion of the wavepacket in the S2
state is indicated in white in Figure 2. The wavepacket evolves
from the FC point toward the S2 minimum and oscillates back
near the FC region. After this first oscillation period (about
80 fs) a part of the wavepacket splits and travels toward the
CoIn seam. At around 100 fs the population of the S2 state
starts to decay. During the following oscillations this behavior
continues leading to a rather continuous flow of population into
the S1 state.
The NEMol simulations are used to monitor the coupled
nuclear and electron dynamics of uracil during the first 200 fs.
We assume that the coherent part of the electron dynamics
FIGURE 2 | Potential energy surface of the bright S2 state of uracil with indicated CoIn seam (black) and a schematic representation of the path of the wavepacket
(white). The energy scale is given with respect to the global minimum of the S0 potential energy surface. The two coordinate vectors defining the two-dimensional
coordinate space are shown on the right. Only contributions larger than 0.3 Å are depicted.
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FIGURE 3 | Populations of the S0, S1, and S2 state as a function of the
simulation time. The envelope of the excitation pulse is indicated in gray.
is only active during the laser pulse excitation and when the
wavepacket is interacting with the CoIn seam. Since these two
events are spatially and temporally separated from each other
we split our simulation into two parts. Within the interval of
the excitation process (0–75 fs) we calculate the coupled electron
density including only the properties (densities, population and
overlap) of the S0 and S2 states. In the second part (75–200 fs),
characterized by the relaxation via the CoIn seam, we include
only the properties of the S1 and S2 states. For both cases we use
a NEMol-grid of 14 × 10 segments equally distributed between
−0.37 and 1.57Å in the q1 coordinate and from −0.57 to 0.86Å
in the q2 coordinate, shown in Supplementary Figure 1. For
each of these segments the population terms and the overlap
terms of the involved states were determined. The population
outside the NEMol-grid was added to the nearest segment on
the edge of the grid. For the detailed analysis of the electron
dynamics we focus on two quantities, the induced dipole
moment and the temporal evolution of the local density at the
upper carbonyl group (marked in purple in Figure 1). Both are
observables, e.g., the fluctuations in the local density could be
probed by transient X-ray absorption spectroscopy [60, 61]. Both
observables show qualitatively very similar features. The results
for the induced dipolemoment are presented and discussed in the
manuscript, while the ones for the local density are shown in the
Supplementary Material. We should note that for the excitation
dynamics it is important to ensure that the phase information of
the laser pulse is solely imprinted on the electronic wavefunction
and not also on the nuclear wavefunctions. In our previous
work [62, 63], this was realized by calculating the dynamics in
the rotating-wave-approximation to describe the laser-induced
coupling between the molecular states. In this work we have
chosen to remove the phase information of the laser pulse from
the nuclear overlap terms.
FIGURE 4 | Molecular orbital schemes for the S0 −→ S2 excitation with the
active electron indicated in green and corresponding orbitals at the
Franck-Condon point. Orbitals are shown with an isovalue of 0.05.
FIGURE 5 | Snapshots of the electron density and the difference in density
relative to the density at t = 0 fs (green electron-loss, orange electron-gain) for
the excitation-pulse induced dynamics between 0 and 75 fs. The isovalues
used are 0.08, respectively ±0.003.
3.1. Excitation-Pulse Induced Dynamics
The dynamics induced by the laser pulse excitation is basically
characterized by the excitation of one electron from a bonding π
orbital into an anti-bonding π∗ orbital. This process is illustrated
in Figure 4. For the following analysis we calculate the full
coupled electron density according to Equation (12).
Snapshots of the full coupled electron density are depicted
in Figure 5. The excitation process follows with slight delay
the profile of the resonant light pulse (Figure 3). Close to its
maximum we observe a slight backtransfer from S2 to S0.
Thereafter the S2 population smoothly further increases up to
nearly 100% reached at 52 fs. Toward the end of the pulse (at
60–70 fs) about 5% of the population is transferred back to the
ground state. In total, 92% of the population was promoted into
the S2 state. With the naked eye nearly no variation is visible
in the temporal evolution of the full electron density (top row
Figure 5). However, studying the difference in density (bottom
row) recorded with respect to the one at t = 0 fs the change
in the bonding/anti-bonding pattern of the π-system becomes
observable. In addition the deplanarization of the molecule leads
to changes in the σ -system. The corresponding snapshots of the
1e-2o-density can be found in Supplementary Figure 4.
The temporal evolution of the induced dipole moment (DM)
is determined with and without the coherent part of the coupled
electron density included. The difference 1DM is used to
monitor the part of the dipole moment which is induced by the
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FIGURE 6 | Temporal evolution of the dipole moment components for (A) the calculation with the full density and (B) for the difference (1DM) between the dipole
moment calculated with and without the coherence term included. The 1DM are only shown for the for x- and y-components. The envelope of the excitation pulse is
indicated in gray. (C) Fourier spectra of x-1DM and y–1DM. All spectra are normalized to one. (D) Comparison of y–1DM (green) and the electric field of the
excitation pulse (black).
coherent electron dynamics. The DM components, the 1DM
along the x- and y-coordinate and their Fourier transforms are
shown in Figure 6. In addition also the comparison of the y–
1DM signal and the laser field is depicted. In the beginning of
the excitation process the wavepacket mostly remains near the FC
point and the molecular geometry stays planar in the xy-plane.
Therefore, up to 30 fs the z-component of the induced dipole
moment stays zero. After this period the wavepacket movement
toward the S2 minimum breaks up the planar structure and
small modulations of the z-component are observed. Compared
to the other two components it does not change significantly
and is neglected for the further analysis. Regarding the x- and
y-components of the DM, two main features are apparent.
There is an overall increase (y-component), respectively decrease
(x-component) in the DM which is modulated by a slow
oscillation with a period of about 40 fs caused by the initial
nuclear wavepacket motion around the S2 minimum. The
second feature is an extremely fast oscillation which is especially
dominant in the range of 10–45 fs. With the help of the 1DM
components (Figure 6B) these fast oscillations can be attributed
to the coherent electron dynamics. Close to the pulse maximum
a pronounced destructive interference appears around 35 fs
which coincides with the slight backtransfer of the population
(Figure 3). The Fourier transforms (Figure 6C) of the two 1DM
signals clearly reveal that both components share the same main
frequencies at 6.18 eV. These frequencies agree very well with
the excitation frequency of 6.12 eV. A table of all observed
frequencies with an intensity larger than 0.1 can be found in
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FIGURE 7 | Time-windowed Fourier transform of the y-component of 1DM.
The Fourier spectrogram is normalized and a Gaussian window function with a
width of 120 data points corresponding to a time of 2.9 fs is used.
Supplementary Table 1. If we now compare the time evolution
of the electric field of the pulse with the evolution of y–1DM
(Figure 6D) this good agreement is confirmed and furthermore
a maximum phase shift of about 0.5π between the field and the
coherent part of the induced dipole moment can be recognized as
expected [62, 63]. That means there is a briefly delayed response
of the electron dynamics to the laser pulse. Also the beginning
of the destructive interference of the electron wavefunctions at
33 fs is visible. In a final step of the analysis we have used a time-
windowed Fourier transform of the y–1DM signal to determine
the time at which the observed frequencies occur. In Figure 7 the
result of the time-windowed Fourier transform is shown applying
a Gaussian window function with a width of 120 data points
corresponding to a time of 2.9 fs.
In the spectrogram only frequencies in an energy window
between 5.5 and 7 eV are visible. During the simulation these
frequencies are occurring twice, once between 10 and 45 fs
with the maximum being located between 25 and 35 fs, and
a second time much weaker from 60 fs onward. The first one
is directly induced by the laser pulse and the starting point
of this signal matches with the beginning of the population
transfer into S2 state. The second occurrence takes place at the
end of the excitation pulse. Until then parts of the wavepacket
traveled back to the FC area and are again resonant with the
excitation pulse. This enables backtransfer from the S2 state to
the ground state creating again non-zero nuclear overlap terms in
Equation (10) and thus coherent electron dynamics. As described
in the theory section instead of using the total coupled electron
density it is also possible to perform the calculations in the
1e-2o picture (see Equation 14). Besides small deviations, the
results in the 1e-2o picture are quite similar and can be found
in the Supplementary Material. A complete summary of all
FIGURE 8 | Molecular orbital schemes for the S2 −→ S1 relaxation with the
active electron indicated in green and corresponding orbitals at the
Franck-Condon point. Orbitals are shown with an isovalue of 0.05.
performed analyses of the coupled electron density can be found
in Supplementary Section IIIA. In summary, the laser pulse
builds up electronic coherence in the molecule. The subsequent
nuclear movement leads to decoherence within 10 fs, but about
40 fs later a weak reappearance of the signal due to laser coupling
is observed.
3.2. Conical Intersection Induced Dynamics
Since the coupled dynamics of the excitation process is well-
described in the 1e-2o picture, we also performed the simulation
for the conical intersection induced dynamics in this picture. The
two active orbitals which are required to describe the NEMol-
dynamics according to Equation (14) are shown in Figure 8 at
the FC point. In this simplified picture the CoIn dynamics is
characterized by the transfer of one electron from a non-bonding
orbital into a bonding π orbital.
The population dynamics in the time window from 75 to
200 fs and snapshots of the coupled electron density in the
1e-2o picture are depicted in Figure 9. The corresponding
snapshots obtained with the full electron density are show in
Supplementary Figure 11. A slow but steady decay of the S2
population indicating two shallow steps (from 110 to 160 fs and
from 170 to 200 fs) is visible. This rather continuous relaxation
process is due to the delocalized nature of the nuclear wavepacket.
In the 1e-2o picture the variation in the temporal evolution of
the electron density is clearly visible (top row Figure 9B). For
illustration also the difference in density with respect to the one
at t = 75 fs is depicted. The snapshots reveal a transition from an
exclusive non-bonding character at 75 fs to a mixed non-bonding
and π character at 195 fs. Over the observed time the majority
of the density is located at the upper oxygen atom, but the two
left carbon atoms gain more and more density and a π-bond
is formed.
For further analysis the temporal evolution of the induced
dipole moment calculated with and without the coherent part
of the electron density included was determined. The resulting
DM components, the 1DM of the x- and y-components and
their Fourier transforms are shown in Figure 10. In addition
the time-windowed Fourier transform of the y–1DM signal is
depicted there, applying a Gaussian window function with a
width of 2.9 fs. As for the excitation dynamics, the z-component
of the induced dipole moment does not play a major role and is
neglected also in the discussion of the CoIn induced dynamics.
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FIGURE 9 | (A) Temporal evolution of the population of the S1 and S2 state
during the time period between 75 and 200 fs. (B) Snapshots of the 1e-2o
electron density and the difference in density relative to the density at t = 75 fs
(green electron-loss, orange electron-gain) in the 1e-2o picture.The isovalues
used are 0.002, respectively ±0.0008.
In the overall picture the x-component exhibits a slow and rather
small increase, only the y-component shows significant changes
and decreases step-wise analogously to the population in S2.
Since the electron density moves mainly along the y-coordinate
(see Figure 9B), it is logical that this component changes most.
Superimposed weak and fast oscillations can be recognized for
the y-DM signal and to some extent also for the x-DM signal.
As in the previous analysis of the laser induced dynamics these
oscillations can be assigned to the coherent electron dynamics.
Using the 1DM components (see Figure 10B), intervals with
fast oscillations and with slow oscillations can be identified. For
the y-component the fast ones appear in the range from 75 to
100 fs, around 120 and 180 fs while the slow ones have larger
amplitudes and appear from 100 to 120 fs, 130 to 170 fs, and
after 180 fs. Correspondingly two prominent frequency bands
occur in the Fourier transforms (Figure 10C) of these two
1DM signals. For the y-component, e.g., the stronger band is
centered in a range from 0.25 to 0.75 eV and a weaker band
is located between 0.9 and 1.25 eV. A table of all observed
frequencies with an intensity larger than 0.1 can be found
in Supplementary Table 3. Again, as final step of the analysis
we performed a time-windowed Fourier transform of the y–
1DM signal using a Gaussian window function with a width
of 2.9 fs. Compared to the case of the laser induced 1DM
(see Figure 7) the spectrogram (Figure 10D) shows significantly
more structured signals. We observe two main peaks in an
energy range from 0 to 0.75 eV at 170 and 195 fs and additionally
many weaker signals in the same energy region, as well as for
higher frequencies (1.0–1.25 eV). The frequencies appearing at
early times (75–100 fs) origin from the first parts of the nuclear
wavepacket reaching the coupling region but not actually the
CoIn seam. This explains the higher energy reflecting the actual
energy gap 1E. Later at 100 fs also lower frequencies appear
as the wavepacket now hits the CoIn seam and the energy gap
between the states closes. From now on parts of the moving
nuclear wavepacket can be found close to the CoIn or in its
environment. The intense signals at 170 and 195 fs correlate
with the efficient transitions through the CoIn (see Figure 9A).
The same simulations were also performed to obtain the total
coupled electron density according to Equation (12). Comparing
the results of the full and the 1e-2o density, the same frequencies
and pattern are observed in the electron dynamics. However,
the intensities for the higher frequencies are dominant for full
density. The results for the full density can be found in the
Supplementary Material. A complete summary of all performed
analyses of the total coupled electron density can be found in
Supplementary Section IIIB.
In summary, two observations can be made from our NEMol
simulation of the conical intersection induced dynamics. The
first one is, that the CoIn induces coherent electron dynamics
which slows down the closer the system approaches the CoIn.
This is expected since CoIn’s equalize the time scales of the
electron and nuclear dynamics [16, 17]. The second aspect is
the longevity of the observed coherence. Due to the delocalized
character of the nuclear wavepacket parts of it induce almost
continuously coherence in the vicinity of the CoIn leading
to a long lived observable signal. This is in good agreement
with recently published simulations [52] of TRUECARS signals
(transient redistribution of ultrafast electronic coherences in
attosecond Raman signals) of the uracil S2/S1 CoIn. There,
the long lived signal of coherence is also observed and
the time-resolved vibronic frequency maps are in the same
energy region.
4. CONCLUSION
In this paper, we applied our ansatz for the calculation of the
coupled electron and nuclear dynamics in molecular systems
(NEMol) [28–32] to the nucleobase uracil. We use the recently
formulated extended version [32] operating on the NEMol-
grid. As the interplay between nuclear and electron dynamics
plays a crucial role in excitation processes as well as during
non-adiabatic transitions both situations were studied. The
NEMol ansatz treats the nuclear and the electron dynamics
both quantum-mechanically. The electronic wavefunctions are
propagated in the eigenstate bases and coupled to the nuclear
dynamics simulated on coupled potential energy surfaces.
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FIGURE 10 | Temporal evolution of the dipole moment for (A) the calculation with the 1e-2o picture density and (B) for the difference between the dipole moment
calculated with and without the coherence term included. The 1DM are only shown for the for x- and y-components. (C) Fourier spectra of x-1DM and y–1DM. All
spectra are normalized to one. (D) Time-windowed Fourier transform of the y-component of 1DM. The Fourier spectrogram is normalized and a Gaussian window
function with a width of 120 data points corresponding to a time of 2.9 fs is used.
With a simple approximation it was possible to simplify
the description of the excitation and relaxation processes by
expressing the total electron density in the one-electron-two-
orbital (1e-2o) picture [32]. In this work, both, the total
coupled electron density and the simplified 1e-2o picture,
were applied.
The NEMol simulations were used to study the photo-
excitation and the CoIn mediated relaxation in uracil. By
the choice of ultrashort light pulses these two processes are
temporally and spatially separated and can be treated separately.
During the excitation one electron is promoted from a bonding
π orbital into an anti-bonding π∗ orbital. This general change
is clearly visible in the NEMol dynamics but it also enables us
to analyze the excitation process in greater depth. As a possible
observable in an experiment we choose to focus on the induced
dipole moment. Studying its temporal evolution, fast oscillations
are observed which could be directly attributed to the coherent
electron dynamics. Their frequencies are close to the central
frequency of the excitation pulse. The coherent dynamics is
induced by the laser pulse and subsequent nuclear movement
leads to decoherence. A partial reappearance is induced at the
end of the laser pulse when the S2 wavepacket has reentered
the FC area. The good agreement between the results obtained
with the total electron density and that of the 1e-2o picture
supports that the simplified 1e-2o picture can be sufficient to
describe the coupled electron dynamics. This 1e-2o picture was
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used to monitor the coupled electron dynamics induced by the
S2/S1 conical intersection. The electronic coherence is induced
by parts of the rather delocalized nuclear wavepacket and its
recurrences at the CoIn and thus can be observed for long times.
The frequencies in the induced dipole moment are now rather
small, as expected since at the CoIn’s the electron dynamics
slows down [16–18]. A distinct modulation of these frequencies
is observed in the time-windowed Fourier transform reflecting
the movement of the nuclear wavepacket around the CoIn
seam. Both the longevity and the modulation of the coherence
by the nuclear motion is in good agreement with the recent
simulation of the TRUECARS signal of the uracil S2/S1 CoIn
[52]. Here, we demonstrated the capability of the NEMol ansatz
to describe the coupled nuclear and electron dynamics in a
complex molecular system like uracil. We were able to investigate
the electronic coherence that is built up by the laser excitation
and modulated by the subsequent nuclear motion. The following
relaxation via a conical intersection induces again electronic
coherence in the system, which is also treated within the NEMol
approach. The verified 1e-2o picture will allow to simulate even
larger system.
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3.3 Coupled Nuclear and Electron Dynamics in NO2
The second system that is used to test the potential of NEMol in combination with the grid extension and
the 1e-2o approximation is the small symmetric molecule NO2. Probably even more than in uracil, the
photochemical properties of NO2 are well studied both in experiment [274–281] and in theory [223–226,
282–290]. After excitation into the first excited state, a CoIn enables an ultrafast non-adiabatic transition
back to the ground state within less than 100 fs. Again, the coherent electron dynamics induced by the
passage trough the CoIn region is monitored with the help of NEMol. However, the situation in NO2
is different from the uracil case since the nuclear wave packet is much more localized and the studied
coupling region in NO2 is determined by a single CoIn with a well-defined GP and not a complex seam of
multiple CoIns. The symmetric and quite decent structure of the coupling region, together with the quite
high transition dipole moment between the involved states offer in principle a good possibility to control
the dynamics at the CoIn with the help of a few-cycle IR pulse. As shown in chapter 2.2 the variation of
the CEP of such a pulse can control the population dynamics. Previous theoretical works [223–226] have
already shown that this type of control works for NO2 but these studies focused mainly on the population
dynamics and the evolution of the nuclear wave packet influenced by the laser pulse.
With the help of NEMol it is possible to observe the impact of the laser pulse on the coherent electron
dynamics and compare it with the field-free situation. For this detailed analyses of the nuclear and electron
dynamics it is necessary to link the electronic density which is represented in the laboratory framewith the
nuclear wave packet which is calculated in an internal coordinate space. The connection between these
two coordinate systems and their inherent symmetry is visualized in Figure 3.4. The two dimensional
internal coordinate space is defined by the bending angle α and the asymmetric stretching coordinate b,
for the definition of b see bottom left of Figure 3.4. The molecule is orientated in such a way that the
molecular plane is equivalent to the yz-plane and the center of mass defines the origin of the laboratory
frame. For this orientation the molecule is mirror symmetric with respect to xy-plane at the FC point and
for all relevant critical structures (left side dotted black line Figure 3.4). Each violation of this symmetry
makes a distinction between the right side and the left side of the molecule possible. The same mirror
plane is found in the internal coordinate space for the coordinate b being equal to zero. This mirror plane
is shown in white on the right of Figure 3.4 with help of the ground state PES. If the nuclear wave packet
is not symmetric with respect to this plane a distinction between left (negative b value) and right (positive










Figure 3.4: Connection between the molecular orientation in the laboratory frame (left) and the two
dimensional internal coordinate space (right) used for the simulation of the coupled nuclear and electron
dynamics in NO2. The geometry shown on the left corresponds to the FC point and the ground state PES
is used on the right side.
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In the article “Coupled Nuclear and Electron Dynamics in the Vicinity of a Conical Intersection" pub-
lished by the Journal of Chemical Physics [291] the question of how a few-cycle IR pulse can influence and
control the dynamics in NO2 has been extended. The reaction of the electron dynamics on the variation
of the CEP is monitored and in addition the control of the nuclear dynamics is also rigorously analyzed
once again. The key findings of the article are:
• The coupled nuclear and electron dynamics of NO2 in the field-free case is analyzed using the tem-
poral evolution of the induced dipole moment in the 1e-2o approximation. The signal of coherent
electron dynamics appears each time the nuclear wave packet passes the CoIn but it is not strong
and only short lived. The observed frequencies of the coherent electron dynamics cover a range
up to 2.3 eV which originates from the nuclear overlap term as well as from the electronic phase
term. The nuclear wave packet and the coupled electron density are symmetric with respect to the
mirror-plane shown in Figure 3.4. Due to this symmetric behavior the electronic coherence is weak
and short lived, which is expected since the individual contributions cancel out [292].
• The few-cycle IR pulse is applied to influence the first passage (10 fs) through the CoIn, since
here the largest electronic coherence in the field-free case is observed. The pulse generates an
asymmetric movement of the nuclear and electronic wave packets with respect to mirror planes.
The symmetry breaking of the nuclear motion and the change of the population dynamics lead to
a significant increase of electronic coherence. This enhanced build-up of the coherent electron
dynamics by the laser pulse is clearly visible the induced dipole moment.
• To characterize and to quantify the effect of the CEP control scheme on the nuclear dynamics two
objectives are used. The first one is the CEP efficiency Γ(t) defined in equation 2.11 in section 2.2.
It can be used to determine the CEP dependency of the population. The second objective is the
CEP-dependent asymmetry parameter AN(t, φ) quantifying the CEP induced asymmetry in the
nuclear motion with respect to the coordinate b, i.e. the mirror plane (for definition see Figure 3.4).
AN(t, φ) =
PRD0(t, φ)− PLD0(t, φ)
PD0(t, φ)
. (3.19)
It provides a distinction between left and right within the molecular plane (yz-plane) and allows
to quantify the CEP dependency of the nuclear motion. Similar to Γ(t) a maximum asymmetry
ANmax(t) is calculated as:





Applying the two objectives, two different responses of the nuclear dynamics on the CEP variation
are observed. The asymmetry parameter AN(t, φ) shows a 2π periodicity which is typical for an
interference process (see section 2.2). For the population itself the CEP dependence shows a π
periodicity, arising from the temporal asymmetry of the few-cycle pulse [230, 293].
• For the analysis of the coherent electron dynamics, comparable objectives are defined. To monitor
the induced asymmetry of the 1e-2o-density ρ(r, t, φ) the CEP dependent asymmetry parameter
AE(t, φ) is calculated.
AE(t, φ) =
NR(t, φ)−NL(t, φ′)
NR(t, φ) +NL(t, φ′)
. (3.21)
with the probabilities NL(t, φ) and NR(t, φ) to find the electron on the left or the right side of
the molecule (for definition see Figure 3.4). The maximum asymmetry of the electron density
AEmax(t) is calculated as follows:





At its temporal maximum the electron dynamics shows the highest CEP dependence and thus the
highest controllability. As further objectives, the induced dipolemoment in the y and the z direction
are used. For both quantities the maximum CEP dependence γy(t) and γz(t) are evaluated as
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the difference of its maximum and the minimum value for each time step. When analyzing the
asymmetry parameter AE(t, φ) or the z component of the dipole moment, the CEP dependency
shows a 2π periodicity like the nuclear asymmetry parameter ANmax(t). The y component of the
induced dipole moment reveals a π periodicity similar to the CEP dependent population.
• The effect of the few-cycle IR pulse lives considerably longer than the pulse in all investigated
quantities. Depending on the chosen observable a π or 2π periodicity can be found, indicating two
separate mechanisms which are present in the nuclear as well as in the electron dynamics. The
periodicities indicate that one is based on interference and the other one induced by the waveform
of the pulse itself. In summary, the CEP scheme offers the possibility to control both the nuclear
and the electron motion near a CoIn.
• This works demonstrates that the NEMol ansatz is able to describe the coupled nuclear and electron
dynamics in molecular systems like NO2 where the dynamics in the excited state is dominated by
fast changing wave packet interference effects. Furthermore, it is possible to directly investigate
the influence of the CEP scheme on the coherent electron dynamics.
The article “CoupledNuclear and ElectronDynamics in theVicinity of a Conical Intersection" is reprinted
from Journal of Chemical Physics 154 (2021), 2134306 with permission from AIP Publishing. The
supporting information of this article is available under https://aip.scitation.org/doi/full/10.1063/5.0041
365.
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ABSTRACT
Ultrafast optical techniques allow us to study ultrafast molecular dynamics involving both nuclear and electronic motion. To support interpre-
tation, theoretical approaches are needed that can describe both the nuclear and electron dynamics. Hence, we revisit and expand our ansatz
for the coupled description of the nuclear and electron dynamics in molecular systems (NEMol). In this purely quantum mechanical ansatz,
the quantum-dynamical description of the nuclear motion is combined with the calculation of the electron dynamics in the eigenfunction
basis. The NEMol ansatz is applied to simulate the coupled dynamics of the molecule NO2 in the vicinity of a conical intersection (CoIn) with
a special focus on the coherent electron dynamics induced by the non-adiabatic coupling. Furthermore, we aim to control the dynamics of
the system when passing the CoIn. The control scheme relies on the carrier envelope phase of a few-cycle IR pulse. The laser pulse influences
both the movement of the nuclei and the electrons during the population transfer through the CoIn.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0041365., s
I. INTRODUCTION
The continuous development of attosecond laser pulses enables
spectroscopic techniques, which allow for the time resolved inves-
tigations of ultrafast photo-initiated processes in atoms, molecules,
and solids. Nowadays, it is possible to study electronic corre-
lation and ultrafast molecular dynamics through pump–probe
experiments.1–7 Within these experiments, attosecond, broad-
band pulses are used to generate electron wavepackets in highly
excited states of molecules, leading to the discovery of effects
such as electron localization in diatomic molecules3,8 and, later,
of purely electronic charge migration in biologically relevant
molecules.5–7 To explain and interpret the observations of these
experiments, theoretical approaches are needed that can describe
the dynamics of electrons in molecules. Most approaches use
time-dependent analogs of well-established quantum-chemical
methods such as time-dependent Hartree–Fock theory (TD-
HF)9 or time-dependent density-functional theory (TD-DFT).10
Furthermore, time-dependent post-Hartree–Fock methods such
as time-dependent configuration-interaction (TD-CI),11,12 time-
dependent coupled-cluster (TD-CC),13,14 and multi-configuration
time-dependent Hartree–Fock15 are available for the correlated
description of electron dynamics in molecular systems. In other
theoretical approaches, the electronic wavefunction is propagated
directly in time with the help of Green’s function16 or in the basis
of molecular orbitals.17 All these theories focus on the evolution of
the electronic subsystem driven by electronic correlation18,19 and
predict long-lived coherences. The neglect of the nuclear motion
is justified by the assumption that the dynamics of the electrons is
much faster than that of the heavier nuclei. This results in charge
migration, an oscillatory motion of electron density with frequen-
cies defined by the energy gaps among the states populated with
the initial laser pulse. If the states of the superposition are close
together, the electron dynamics becomes slow, and therefore, the
nuclear motion can no longer be neglected. However, as shown in
numerous theoretical works,8,20–25 nuclear motion, in general, causes
decoherence in molecular systems and should not be neglected in
any cases. This decoherence causes the electronic wavepackets to
exist only for short time scales.24 For small systems such as H+2 or
D+2 , a full quantum treatment of the coupled electron and nuclear
dynamics is possible.26 Beyond these three particle problems, there
are computationally very demanding methods available based on
a multi-configurational ansatz27 or on the coupled description of
nuclear and electronic flux.28,29 Further techniques are based on the
coupled propagation of the nuclear and electronic wavefunctions on
a single time-dependent potential energy surface.30–33 However, for
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larger molecular systems, the main techniques used are mixed quan-
tum classical representations.34–37 For example, the electron dynam-
ics is described using TD-DFT and the nuclear motion is considered
using an Ehrenfest approach.34,35 However, these methods do not
reflect the quantum nature of the nuclei, which becomes important
for ultrashort pulse excitation and non-adiabatic transitions.
In this paper, we want to revisit and expand an ansatz for
the coupled description of the nuclear and electron dynamics in
molecular systems8,38,39 (shortened NEMol) developed in our group.
It is based on electronic structure calculations and nuclear quan-
tum dynamics. In its initial formulation, the electronic wavefunc-
tions are represented as Slater determinants and propagated in the
eigenstate basis. The coupling of the nuclear motion to the electron
motion is incorporated explicitly through the nuclear wavepacket
motion as well as through a coherence term with contributions
from the nuclear and electronic wavefunctions. Compared to similar
approaches,30–33 the feedback of the electron motion to the nuclear
dynamics is less directly introduced by simulating the nuclear
dynamics on coupled potential energy surfaces (PES’s). The cen-
tral equation of the original NEMol ansatz8,38,39 relates the dynamics
of the coupled one-electron density to the temporal evolution of
the expected value of the nuclear positions. In the first part of this
work, we want to generalize the NEMol ansatz by extending beyond
this single geometry approximation. Therefore, we introduce the
NEMol-grid in order to represent the electron dynamics at multi-
ple points on the grid used for the nuclear wavepacket propagation.
In the limit, the NEMol-grid is equal to the grid representing the
nuclear wavepacket, but in practice, we choose a coarser one. By
means of a simple approximation, it is possible to obtain a con-
densed representation of time-dependent electron density in the
one-electron-two-orbital (1e-2o) picture.
In the second part, we want to explore the potential of our
NEMol ansatz. For this purpose, we consider a situation that can
generate coherent electron dynamics in excited states of molecules
even without a laser pulse present. Such a scenario occurs in the
vicinity of a conical intersection (CoIn).40–44 For this ubiquitous
but nevertheless extraordinary points in a molecular system, the
adiabatic separation between nuclear and electronic motion breaks
down40,45,46 and the electronic states involved become degenerate.
Beside the creation of funnels for radiationless electronic transi-
tions, a coherent electron wavepacket is created whose dynamics
approaches the time scale of the nuclear dynamics. All these prop-
erties of CoIn’s are determined by the shape and size of the non-
adiabatic coupling elements (NAC’s) and the topography of the
vicinity. As a realistic molecular system that provides such a sit-
uation, we have chosen the NO2 molecule. After excitation into
the first excited state, a CoIn enables an ultrafast non-adiabatic
transition back to the ground state within less than 100 fs. This
fast relaxation and the photophysics of NO2, in general, have been
widely explored both theoretically47–59 and experimentally.56,60–67
Beside the free relaxation of NO2, we also studied the influence on
the coupled electron dynamics when applying a few-cycle IR laser
pulse in the vicinity of the CoIn. The variation of the carrier enve-
lope phase ϕ (CEP) of such a few-cycle pulse offers the possibility
to steer electrons and nuclei.56,57,59,64,68–76 Similar to previous stud-
ies,56,57,59,64 we apply this CEP-control-scheme to NO2 and evaluate
the CEP-dependence of the resulting coupled nuclear and electron
dynamics.
II. COUPLED NUCLEAR AND ELECTRON
DYNAMICS (NEMol)
In the original NEMol ansatz,8,38,39 the coupled one-electron
density ρ(r, t; ⟨R⟩(t)) is defined according to Eq. (1). For conve-
nience, the detailed derivation of this equation can be found in the
Appendix adapted to the current notation









ξjk(t) = ΔEjk(⟨R⟩(t))Δt + ξjk(t − Δt). (2)
The first summation consists of the state specific electronic den-
sity ρjj(r, t; ⟨R⟩(t)) weighted with the corresponding time-dependent
population Ajj(t). The second summation defines the coherent
contribution to the coupled electron density and consists of the
time-dependent overlap Ajk(t), the one-electron transition density
ρjk(r, t; ⟨R⟩(t)), and its pure electronic phase defined by the energy
difference ΔEjk between the electronic states involved. All quanti-
ties related to the electronic wavefunction are calculated for one
nuclear geometry per time step, which is defined by the time-
dependent expected value of the position ⟨R⟩(t) (for definition, see
the Appendix). As long as we are focusing on situations with quite
localized wavepackets and/or one-dimensional systems,8,38,39 this
approximation works quite well. However, in order to treat higher
dimensional systems and more complex processes, we want to gen-
eralize the NEMol ansatz in this work. To extend the ansatz, the inte-
gration over the full nuclear coordinate space is split up in segments
to improve the resolution of the spatial dependence of the elec-
tronic phase term. For this purpose, a second grid, the NEMol-grid,
is introduced. The resulting modified NEMol ansatz is described
using an exemplary system with two nuclear coordinates c1 and c2.
The complete two-dimensional coordinate space is split up into M
× L segments defined by their boundaries mmin, mmax and lmin, lmax.
For each of these segments ml, the population terms αmljj (t) and the
overlap terms αmljk (t) are calculated,






χ∗j (R, t)χk(R, t)dc1dc2. (3)








αmljk (t) = ⟨χj(R, t)∣χk(R, t)⟩R = Ajk(t). (4)
At the center Rml of each segment, the state specific electronic densi-
ties, the one-electron transition densities, and the eigenenergies are
determined, and with these values, the coupled one-electron density
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with
ξmljk (t) = ΔEjk(Rml)Δt + ξ
ml
jk (t − Δt). (6)
It should be noted that for each segment, the ΔEjk values and the
electron densities are no longer dependent on ⟨R⟩(t). In contrast to
the original NEMol ansatz, now many ΔE values are simultaneously
contributing to the overall electron dynamics. They are addressed
whenever the nuclear wavepacket is located there. To obtain the
total coupled electron density, the individual contributions of each









This total coupled electron density ρ(r, t; R) describes the electron
dynamics coupled to multiple grid points on which the nuclear
wavepacket is represented.
A second aspect that we would like to introduce is a further
simplification. For clarity reasons, it is here formulated in terms of
the original NEMol ansatz. We now consider a system of two elec-
tronic states described by their electronic wavefunctions φ1 and φ2.
In the simplest case, the wavefunctions of both states are described
by two Slater determinants, which only differ in the occupation of
one spin orbital θ. Now, the coupled total electron density can be
simplified by expressing the densities and transition densities using
the spin orbitals,










+ 2Re{A12(t)θ1(r; ⟨R⟩(t))θ2(r; ⟨R⟩(t))e−iξ12(t)}.
(8)
The summation at the beginning includes the densities of all
equally occupied orbitals and is followed by the densities of the
remaining two orbitals θ1 and θ2 weighted with the populations
A11(t) and A22(t). The coherent part contains the product of the
orbitals θ1 and θ2. Within this simplification, it is now possible to
neglect the contributions of the equally occupied orbitals in order to
study the coupled electron dynamics in a one-electron-two-orbital
(1e-2o) picture. Under the above mentioned approximation, this
1e-2o picture is a possibility to examine the coherent part of the elec-
tron dynamics in a very condensed way. This simplification can also
be made in combination with the NEMol-gird.
III. NO2 COUPLED DYNAMICS
We apply our extended NEMol approach to the non-adiabatic
dynamics of NO2. In this molecule, a CoIn [depicted in Fig. 1(b)]
between the D1 and the D0 state enables radiationless relax-
ation. The ultrafast non-adiabatic transition takes less than 100 fs
and has been widely explored both theoretically47–59 and
experimentally.56,63–67 First, we analyze the relaxation itself, and
next, we apply a few-cycle IR laser pulse to control the dynamics
in the vicinity of the CoIn, similar to previous studies.56,57,59,64 With
our NEMol ansatz, we can study its influence on the motion of the
nuclei and the electrons.
The nuclear dynamics is performed on the two-dimensional
adiabatic potential energy surfaces of the D1 and the D0 state shown
in Fig. 1. The coordinates spanning the PES’s are the gradient differ-
ence and derivative coupling vectors defining the branching space of
FIG. 1. (a) Adiabatic potential energy surfaces of the D0 state (left) and the D1
state (right) of NO2. The CoIn is marked in white, and the positions of the relevant
minima in the two-dimensional subspace are displayed in black. The two marked
minima are only slightly higher in energy than the fully optimized minimum struc-
tures shown in the supplementary material. (b) The vicinity of the D1/D0-CoIn. (c)
Non-adiabatic coupling elements between D1 and D0 at the CoIn: α-element (left)
and b-element (right).
the D1/D0-CoIn depicted in Fig. 1(b). These two vectors correspond
to the bending angle α and the asymmetric stretching coordinate b,
defined as half the difference between the two NO distances. The
last internal degree of freedom, the symmetric stretch coordinate, is
kept constant at the value of the optimizedD1/D0-CoIn (1.267 Å). As
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FIG. 2. Molecular orbital schematic with the active electron indicated in green and
corresponding orbitals at the optimized CoIn. Orbitals are shown with an isovalue
of 0.05.
shown by Richter et al.,57 the population dynamics obtained within
this two-dimensional coordinate space is in very good agreement
with the full dimensional simulations performed by Arasaki et al.56
We performed our dynamics simulations in the adiabatic represen-
tation, and the corresponding NAC’s between D1 and D0 are shown
in Fig. 1(c). It should be mentioned that in previous studies,56,57,59
the simulations were performed in the diabatic representation, and
therefore, small deviations may occur due to the limitation of the
grid spacing. Further information about the simulation setup can be
found in Sec. II of the supplementary material.
In order to calculate the coupled electron density according
to Eq. (7), we define a NEMol-grid of 15 × 13 points that are
equally distributed between 1.34 and 2.86 rad in the α-coordinate
and between −0.33 and 0.33 Å in the b-coordinate. The necessary
population- and overlap-terms are calculated for equal-spaced seg-
ments around these grid points. To cover the entire PES, the seg-
ments for the boundary grid points are larger. The transformation of
the full wavepacket onto the NEMol-grid, the overlap terms, and the
resulting coherence terms are visualized in Fig. S6 (free propagation)
and Fig. S10 (propagation with laser pulse) of the supplementary
material. The two active orbitals that are required to describe the
NEMol-dynamics in the one-electron-two-orbital (1e-2o) picture
are shown in Fig. 2 at the optimized CoIn. The non-binding orbital
nN with contributions at the nitrogen atom is associated with the
D1 state, and the non-binding orbital nO located only at the oxygen
atoms is attributed to the D0 state. The energy difference ΔE between
the D0 and D1 state for each grid point is shown in Fig. S4 of the
supplementary material.
A. Free dynamics of NO2
To initiate the dynamics simulation in the D1 state, we assumed
a delta pulse excitation. The temporal evolution of the population of
both states is shown in the upper panel of Fig. 3, and the dynam-
ics of the nuclear wavepackets integrated over the α-coordinate and
the b-coordinate is depicted in Fig. S5 for both surfaces. The nuclear
wavepacket started in D1 reaches the vicinity of the CoIn after ∼7 fs
for the first time. While passing the coupling region in the time inter-
val from 7 to 15 fs, the population of the electronic ground state
increases to over 60%. The part of the nuclear wavepacket remaining
in the D1 state reaches its turning point around 15 fs and then prop-
agates backwards. This leads to a second passage through the CoIn
area and an increase in the population of the D0 state around 22 fs.
The nuclear wavepacket evolving on the lower adiabatic surface re-
encounters the CoIn region later at around 30 fs. During this third
passage, a substantial part of the population is transferred back into
the excited state. After 35 fs, the wavepacket is delocalized on both
surfaces and the population is nearly equal in both states. Toward the
end of the simulation at around 50 fs, a fourth passage occurs. The
FIG. 3. Free dynamics of NO2. Upper panel: Populations of the D0 and D1 states as a function of simulation time. Lower panel: Snapshots of the electron density in the 1e-2o
picture and the difference in density relative to the initial density (green: electron-loss and orange: electron-gain). The isovalues used are 0.006 and ±0.002. The arrows
on the left geometry (0.0 fs) indicate the movement of the nuclei. An animation of the electron density in the 1e-2o picture and the difference density can be found in the
supplementary material.
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wavepacket remains symmetrical with respect to the b-coordinate
for the whole simulation time. For the wavepacket on the lower PES
[see right sight of Fig. S5(b) of the supplementary material], the for-
mation of a nodal structure for b = 0.0 Å is clearly visible, which is a
signature of destructive self-interference due to the geometric phase
effect.45,46,77
In the lower part of Fig. 3, snapshots of the electron density in
the 1e-2o picture are shown. For a better visualization, also the dif-
ference in density with respect to t = 0 fs is depicted. The molecule
is orientated in such a way that the molecular plane is equivalent to
the yz-plane and the center of mass defines the origin of the lab-
oratory frame. Therefore, the internal α-coordinate points to the
same direction as the y-coordinate and the internal b-coordinate is
associated with the z-coordinate. The orientation of the molecule
is shown in the upper right corner of Fig. 4. In correspondence to
the non-adiabatic transition from the D1 state to the D0 state, the
main feature of the electron dynamics is the loss of density at the
nitrogen atoms and the corresponding gain of density at the oxy-
gen atoms. In addition, the change in the electron density attributed
to the motion of the nuclei (Born–Oppenheimer part) is present.
Due to the high symmetry of NO2, the electron density is mirror-
symmetrical with respect to the xy-plane, which is equivalent to the
symmetric behavior of the nuclear wavepacket with respect to the
b-coordinate.
To analyze the electron dynamics, we calculated the dipole
moment of the electron density within the 1e-2o picture. In the
upper panel of Fig. 4, the temporal evolution of its three compo-
nents is shown; for the molecular orientation, see the upper right
corner of Fig. 4. To distinguish the Born–Oppenheimer part of the
FIG. 4. Field-free temporal evolution of the dipole moment components based on
the electron density in the 1e-2o picture. Upper panel: total value of all three com-
ponents. The 1e-2o-z-component is enhanced by a factor of five. The orientation
of the molecule is shown as inlay in the upper right corner. Lower panel: Difference
between the dipole moment components (Δ 1e-2o), one time calculated with the
coherence term included and once without it. Differences only shown for the y-
and z-components.
dynamics from the coherent electron dynamics, the density was cal-
culated once with the coherent part included and once without. For
both quantities, the respective dipole moments were determined as
well as their difference, hereinafter labeled as Δ 1e-2o, and are shown
in the lower panel of Fig. 4. The active orbitals do not change along
the x-coordinate, and thus, the 1e-2o-x-component of the dipole
moment stays zero and is excluded from further discussions. The 1e-
2o-y-component shows the largest values and the strongest changes
over time. Its evolution follows the dynamics of the population. In
the initial 20 fs, the first passage through the CoIn region occurs and,
simultaneously, the value of the 1e-2o-y-component changes from
0.3 to −0.3 a.u. The zero crossing occurs at 10 fs. For later times,
when dephasing and partial recurrence of the nuclear wavepackets
become important, the y-component approaches zero at about 40
fs and becomes negative thereafter again. These main features dis-
appear for the Δ 1e-2o-y-component (lower panel Fig. 4), and only
fast oscillations with one order of magnitude smaller amplitudes are
left. The largest amplitudes are observed around 10, 30, and 50 fs.
These amplitudes coincide with the passages of the wavepacket
through the CoIn region. The large difference between the 1e-2o
and the Δ 1e-2o value means that the dynamics of the y-component
is dominated by the nuclear motion. That is understandable since
the y-coordinate is aligned along the main direction of dynamics
(α-coordinate), which mediates the non-adiabatic transition. The
temporal evolution of the 1e-2o-z-component is an order of mag-
nitude smaller and almost identical to its Δ value. The dynamics of
the z-component is not dominated by the nuclear motion but solely
induced by the coherent electron dynamics. Therefore, we can use
the y- and the z-component to distinguish between the two contribu-
tions of the coupled electron dynamics. As the Δ values of both com-
ponents lie amplitude-wise in the same region and show a similar
pattern, they are suitable to monitor the coherent electron dynamics
in the system. Overall, the nuclear motion has a much larger impact
on the dipole moment than the coherent electron dynamics.
By applying the Fourier transform to the temporal evolution of
the dipole moments, the corresponding frequencies are determined.
Beside the Δ 1e-2o- and 1e-2o-components, the dipole moment cal-
culated with the full density was also used. The resulting spectra
for the y- and the z-component for all three cases are shown in
Fig. 5. The spectra are all normalized to one individually. The rel-
ative magnitude between all quantities can be estimated from Fig. 4.
All frequencies with an intensity larger than 0.1 are listed in Tables
S3 and S4 of the supplementary material.
The Δ 1e-2o spectra (Fig. 5, blue), reflecting the coherent elec-
tron dynamics, cover the largest frequency range from 0.2 to 2.3 eV
for both components, whereas the energy differences ΔE (0.0–
1.0 eV, see Fig. S4) in the vicinity of the CoIn, which enter in
the coherent part of the electronic wavepacket, are smaller. These
discrepancies can be rationalized when taking a closer look at the
coherence term [see Eq. (1)]. Two of the factors in the product con-
tribute to the overall phase, the nuclear overlap and the electronic
phase term containing the ΔE values. The phase of the overlap term
relates to the difference in momentum of the nuclear wavepackets
involved. In our test system NO2, the wavepacket on D1 approaches
the CoIn with a high momentum, larger than the ΔE gaps near
the CoIn. In other words, the coherent dynamics of the electronic
wavepacket is in the NO2 case also significantly influenced by the
phase-differences of the nuclear wavepackets moving on different
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FIG. 5. The Fourier spectra of the y-component (a) and z-component (b) of
the dipole moment obtained using the Δ 1e-2o-components (blue), the 1e-2o-
components (red), and the components calculated with the full density (green).
All spectra are normalized to one individually.
potentials. This correlation is illustrated in Fig. S7 of the
supplementary material for two individual NEMol-grid points. The
frequencies for the 1e-2o-components (Fig. 5, red) are dominated by
the slower nuclear dynamics (Born–Oppenheimer part) giving rise
to the strong peaks below 0.5 eV. Simultaneously, high energy parts
lose intensity. This effect is stronger for the y-component, whereas
for the z-component, the initial pattern is still recognizable. This
behavior is further increased for the full density (Fig. 5, green). For
both components, some peaks appear in all three cases, especially in
the energy range between 0.5 and 0.75 eV. They can be attributed
to the coherent electron dynamics and may also be experimentally
observable.
Further information can be gained by extracting the time when
these frequencies occur. This allows us to connect them to a spe-
cific movement in the system. Therefore, we performed short-time
Fourier transform spectra for the Δ 1e-2o-y and Δ 1e-2o-z com-
ponents using a Gaussian windowing function with a width of 180
data points corresponding to a time of 18.14 fs. The resulting two
spectrograms are shown in Fig. 6. The Δ 1e-2o-y spectrogram (left)
shows two main pairs of signals around 10 fs (0.5–1.7 eV) and 50 fs
(0.7–1.7 eV), which correspond to the first and the fourth passage of
the wavepacket through the CoIn region. The signals are most pro-
nounced at the first passage and significantly attenuated at the fourth
passage. There are considerably weaker peaks observable at 25 and
30 fs, which can be attributed to the second and the third passage. In
addition, the Δ 1e-2o-z spectrogram (right) shows two main signals.
The first one appears around 10 fs (first passage through the CoIn)
and covers a frequency range from 0.5 to 1.7 eV. The third passage
around 30 fs can be attributed to the second signal, which extends
over low-frequency components (0.1–1.0 eV) and has a lower inten-
sity. Again, considerably weaker peaks can be found around 20–25 fs
(second passage) and after 50 fs (fourth passage). Thus, each pas-
sage of the nuclear wavepacket through the CoIn region induces
coherent electron dynamics, although not to the same extent for
both components. The coherent dynamics is only short-lived for
5–7 fs, and the intensity of its signal decreases with time. The high-
est intensities are observed for the first transition when the localized
initial nuclear wavepacket hits the CoIn. The subsequent dephas-
ing and branching of the nuclear wavepacket blur the electronic
coherence. In summary, we observe a short but recurring
FIG. 6. Short-time Fourier transform of the Δ 1e-2o-y dipole moment component (left) and Δ 1e-2o-z dipole moment component (right). The Fourier spectrograms are
normalized, and a Gaussian windowing function with a width of 180 data points corresponding to a time of 18.14 fs is used.
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appearance of the coherent electron dynamics that is modulated by
the nuclear wavepacket motion. In the following, we focus on the
first passage (10 fs) for applying a few-cycle IR pulse to influence the
coupled dynamics of NO2 since here the largest electronic coherence
in the field-free case exists.
B. Dynamics in the presence of a few-cycle IR pulse
Again, a delta pulse excitation is used to initiate the dynamics.
With the appropriate time delay, a few-cycle IR laser pulse is applied
to influence the first passage through the CoIn and thereby the sub-
sequent coupled dynamics. The used few-cycle pulse has a Gaussian
shape and is defined as











with the central frequency ω0, the time zero t0, the maximal field
amplitude Emax, the full width half maximum (FWHM), and the car-
rier envelope phase ϕ (CEP). The time zero t0 of the pulse, defining
the position of its maximum, was chosen to match the time win-
dow when the wavepacket is located near the CoIn (t0 = 10 fs). For
this time, the nuclear wavepacket is still very localized and the elec-
tronic coherence is maximal. The central frequency ω0 is chosen to
be resonant with the actual energy gap ΔE = 0.76 eV between the
electronic states. The remaining three pulse parameters, the field
amplitude Emax, the full width half maximum (FWHM), and the CEP
ϕ, are set to Emax = 0.103 GV cm−1 (which corresponds to a maxi-
mum intensity of 1.4 × 1013 W cm−2), FWHM = 8 fs, and ϕ = 0π.
In comparison with the pulse parameters used by Richter et al.,57,59
all values are quite similar. Only our intensity is lower to stay in the
range where the influence of the CEP pulse is mainly determined by
the interplay of the non-adiabatic transition and the light induced
electronic coherence.76 By this, we also ensure to stay below or at
the threshold of ionization. The light–matter interaction is treated
within the dipole approximation (for details, see Sec. I of the
supplementary material). We assume that the electric component of
the pulse is optimally aligned with the transition dipole moment.
The absolute value of the TDM is used, which is shown in Fig. S3(a)
of the supplementary material. As stated by Richter et al.,57 already
a moderate molecular alignment distribution is sufficient to observe
the effect of such a control pulse.
The evolution of the adiabatic populations influenced by the
few-cycle IR-field is shown in the upper panel of Fig. 7. The related
nuclear wavepacket dynamics on both surfaces integrated over the
α-coordinate and the b-coordinate is depicted in Fig. S8 of the
supplementary material. During the first transition through the
CoIn region (7–15 fs), a 50:50 population of both states is created.
The interaction with the light pulse is reflected in the small wrig-
gles around 10 fs. The subsequent dynamics is comparable to the
field-free case up to 30 fs. Thereafter, no clear passage through the
CoIn region is observable. Thus, the IR pulse induces a change in
the nuclear dynamics, which persists beyond the pulse duration. As
an important consequence, the nuclear motion becomes asymmetric
with respect to the b-coordinate, and the nuclear wavepacket even
loses its nodal structure [compare both Figs. S5(b) and S8(b) of the
FIG. 7. Dynamics of NO2 in the presence of a few-cycle IR laser pulse. Upper panel: Populations of the D0 and D1 states as a function of simulation time. Lower panel:
Snapshots of the electron density in the 1e-2o picture and the density difference relative to the initial density (green: electron-loss and orange:electron-gain). The isovalues
used are 0.006 and ±0.002. The arrows on the left geometry (0.0 fs) indicate the movement of the nuclei (main direction is shown as bold, and additional movement is shown
as dotted arrows). An animation of the electron density in the 1e-2o picture and the difference density can be found in the supplementary material.
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supplementary material], which was also observed by Richter et al.57
This asymmetry leads to the partly deviations from the CoIn region
after 30 fs. On the lower panel of Fig. 7, snapshots of the electron
density in the 1e-2o picture are shown. Again, the difference in den-
sity with respect to t = 0 fs is depicted. The main features in the
dynamics are quite similar to the field-free case. However, like for
the nuclear motion, the dynamics of the electron density becomes
asymmetric with respect to the xy-plane, i.e., the b-coordinate. This
asymmetry persists after the laser pulse is no longer active (for exam-
ple, see the snapshots at 30.0 fs). The oscillation of the electron den-
sity from the right to the left oxygen is most prominently observable
for the snapshots at 7.6 and 9.6 fs.
The oscillations of the electron density are again recorded by
the three dipole moment components, shown in the upper panel of
Fig. 8. The coherent part of electron dynamics is visualized by the
Δ 1e-2o dipole moment components for the y- and z-coordinates
in the lower panel. Again, the 1e-2o-x-component stays zero for the
whole simulation time. As the few-cycle IR pulse induces the asym-
metry mainly along the b-coordinate, the overall temporal evolution
of the 1e-2o-y-and the Δ 1e-2o-y components is similar to the field-
free case. The 1e-2o-z-component experiences the main changes.
During the pulse, strong and fast oscillations are observed with an
amplitude nearly thirty times larger than for the field-free case. The
oscillations stay up to ten times larger after the pulse. The superim-
posed slow oscillation with a period of about 20 fs can be assigned
to the asymmetry in the nuclear motion. It does not appear for the
Δ 1e-2o-z component reflecting solely the coherent electron dynam-
ics. By breaking the symmetry of the nuclear motion with the laser
FIG. 8. Temporal evolution of the dipole moment components (DM component)
based on the electron density in the 1e-2o picture in the presence of a few-cycle
IR pulse. Upper panel: total value of all three components. The orientation of the
molecule is shown as inlay in the middle. Lower panel: Difference between the
dipole moment components one time calculated with the coherence term included
and once without it. Differences only shown for the y- and z-DM components.
FIG. 9. The Fourier spectra of the y-component (a) and z-component (b) of the
dipole moment in the presence of a CEP-pulse (0.0π) obtained using the Δ 1e-2o-
components (blue), the 1e-2o-components (red), and the components calculated
with the full density (green). All spectra are normalized to one individually.
pulse, the electronic coherence induced in the NO2 molecule is sig-
nificantly larger. Again, it is observable mainly in the z-component
and b-coordinate. During the light pulse, it is now the coherent elec-
tron dynamics that is responsible for the largest changes in the dipole
moment.
The corresponding frequencies for the Δ 1e-2o-components,
the 1e-2o-components, and the dipole moment calculated with the
full density are again determined by Fourier transform. Their spec-
tra are shown in Fig. 9. All frequencies with an intensity larger than
0.1 are listed in Tables S5 and S6 of the supplementary material.
In both Δ 1e-2o spectra, frequencies up to 4.0 eV appear, which
are higher compared to the field-free case. As expected, the
main peaks of the Δ 1e-2o-y spectra [Fig. 9(a), blue] are in
the same energy region as in the field-free case and only the
Δ 1e-2o z-spectrum [Fig. 9(b), blue dotted line] shows differences.
The main peaks are shifted to higher energies by roughly 0.7 eV.
The laser pulse injects energy (0.76 eV) into the system, which
influences the momentum of the nuclear wavepacket and thereby
the phase of the overlap term [Eq. (1)], which subsequently leads
to higher frequencies observed in the coherent electron dynamics.
The correlation between the phase of the overlap term, the elec-
tronic phase, and the laser pulse is illustrated in Fig. S11 of the
supplementary material for two individual grid points. The fre-
quencies for the y-component determined with the 1e-2o-density
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FIG. 10. Short-time Fourier transform of the Δ 1e-2o-y dipole moment component (left) and Δ 1e-2o-z dipole moment component (right) with a few-cycle IR pulse included
in the simulation. The Fourier spectrograms are normalized, and a Gaussian windowing function with a width of 180 data points corresponding to a time of 18.14 fs is used.
[Fig. 9(a), red] and the full-density [Fig. 9(a), green] exhibit the
same behavior as in the field-free case. The high energy parts sig-
nificantly lose intensity since the slower nuclear dynamics (Born–
Oppenheimer part) dominates this signal. The dominance of the
oscillating dipole moment originating from the coherent electron
dynamics shows up in the nearly identical spectra for 1e-2o-z
[Fig. 9(b), red] and Δ 1e-2o-z [Fig. 9(b), blue]. For the z-spectra of
the full-density [Fig. 9(b), green], the high energy parts lose some
intensity but still more high energy contributions survive compared
to the field-free case.
The results of the short-time Fourier transform for the Δ
1e-2o-y and the Δ 1e-2o-z dipole moment component using a Gaus-
sian windowing function with a width of 180 data points corre-
sponding to a time of 18.14 fs are shown in Fig. 10. Both spectro-
grams show a dominant signal that is attributed to the first pas-
sage through the CoIn region. The observable electron dynamics
is significantly strengthened by the simultaneous light pulse inter-
action. In the case of the Δ 1e-2o-y spectrogram (left), some new
features between 10 and 30 fs appear. Due to the symmetry break-
ing of the nuclear motion by the laser pulse, signals with very low
frequencies and an extended signal around 1.0 eV appear. For the
more affected Δ 1e-2o-z component, only one dominant peak is
observed. In summary, the presence of a few-cycle IR pulse modi-
fies the coupled dynamics by breaking the symmetry of the nuclear
motion and changing the temporal evolution of the population. Both
factors lead to a significant increase in electronic coherence in the
molecule especially along the z-coordinate (laboratory frame) and
the b-coordinate (internal frame).
IV. WAVEFORM CONTROL OF MOLECULAR DYNAMICS
In the last part, we investigate the controllability of the nuclear
and electron dynamics by the variation of the CEP ϕ of a few-cycle
IR laser pulse. As shown in the literature,68,70–72,74–76 the CEP control
scheme offers the possibility to steer electrons and nuclei not only in
the ionization process but also during the passage through a CoIn.
The few-cycle IR pulse builds up a coherent electronic and nuclear
wavepacket with a well-defined phase-relationship controllable by
the CEP. In the vicinity of a CoIn, also the non-trivial geomet-
ric phase (Pancharatnam–Berry phase) is introduced.45,46,77,78 The
interplay of both phase-terms lead to an interference process when
the CoIn is passed. The interference (constructive or destructive) can
be manipulated by the CEP.
A. Control of the nuclear dynamics
As a first step, we focus on the controllability of the nuclear
dynamics. Therefore, we define control objectives that are directly
accessible via the nuclear wavepacket and use the population PD0(t,
ϕ) of the D0 ground state as reference
PD0(t,ϕ) = ⟨χD0(R, t,ϕ)∣χD0(R, t,ϕ)⟩R. (10)
One objective is the CEP efficiency Γ(t),76 which is calculated as the
difference of the maximum and the minimum population PD0(t, ϕ)
for each time step,
Γ(t) = max(PD0(t,ϕ)) −min(PD0(t,ϕ′)). (11)
For its maximum value, the population of the target state shows
the highest CEP-dependence and consequently the highest degree
of controllability with respect to the population transfer. The light
pulse amplifies the coherent electron dynamics in the system by
breaking the symmetry with respect to the asymmetric stretching
coordinate b, as shown in Sec. III B. Therefore, the second objective
is the CEP-dependent asymmetry parameter AN(t, ϕ), quantifying
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dbχ∗D0(R, t,ϕ)χD0(R, t,ϕ). (14)
In the spirit of the efficiency Γ(t), a maximal asymmetry ANmax(t) is
calculated as
ANmax(t) = max(AN(t,ϕ)) + min(AN(t,ϕ′)). (15)
For its maximum, the motion of the nuclear wavepacket shows
the highest asymmetry and controllability. Its CEP dependence is
illustrated in Fig. 11.
The temporal evolution of Γ(t) and the CEP dependent pop-
ulation PD0(t, ϕ) at three selected times are shown in Fig. 12. The
CEP efficiency (blue line) reaches its global maximum (13%) nearly
simultaneously with the peak intensity (t0 = 10 fs) of the laser pulse
(gray area). The increase in Γ(t) is slightly delayed, and the sub-
sequent decrease to 3% occurs in two steps. After the laser pulse,
approximately at 15 fs, Γ(t) has a finite oscillating value with a max-
imum of about 5% around 20 fs, which indicates the second passage
through the CoIn region. The later passages through the CoIn region
at 30 fs and after 40 fs can roughly be seen in the increase in Γ(t).
The deviation (violet curve) of the mean population (averaged over
all CEPs) from the population in the field-free case is significant,
especially during the IR pulse and after 30 fs. As discussed with
respect to Fig. 7, the induced asymmetry leads to a partial missing
of the CoIn region after 30 fs, which is almost independent of the
CEP chosen. The CEP-dependence of the population PD0(t, ϕ) [see
Fig. 12(b)] is recorded for three selected times marked as vertical
lines in 12(a). For better visualization, the mean difference is used
here and, unless otherwise stated, in all following respective figures.
The first line at 15 fs (green) matches the end of the laser pulse. The
second (red line) and the third point (yellow line) correspond to the
second and fourth passages through the CoIn region. For all three
times, PD0(t, ϕ) shows a sinusoidal oscillation with a periodicity of
FIG. 11. Normalized nuclear probability density evolution in the presence of a few-
cycle IR pulse with a CEP of 0.0π (left) and 1.4π (right) on the adiabatic D0-surface
integrated over the α-coordinate. For the other probability densities, see Figs. S8
and S9 of the supplementary material.
FIG. 12. (a) Temporal evolution of the CEP efficiency Γ(t) (blue). The vertical col-
ored lines indicate the points in time that are examined more closely. The violet
curve indicates the deviation of the mean population (averaged over all CEPs)
from the population in the field-free case. The envelope of the IR pulse is indicated
in gray. (b) Mean difference of the CEP-dependent populations PD0(t, ϕ) given in
percentage for different times.
approximately π. For interference, a periodicity of 2π should emerge.
Thus, the observed π dependence of the population is an indication
that it is mostly due to the temporal asymmetry of the few-cycle laser
pulse.69,76
An analog analysis is performed for the asymmetry of the
nuclear motion along the stretching coordinate b and shown in
Fig. 13. The maximal asymmetry ANmax(t) shows its global maxi-
mum around 8 fs. As it is defined with respect to the population
in D0 alone, the values for the early times (in the beginning of the
laser pulse) are overestimated compared to the actual population
in the D0 state. Nevertheless, we can deduce that ANmax(t) follows
the envelope of the laser pulse. The subsequent peaks between 15
and 20 fs, at 30 fs, and between 42 and 48 fs correspond to the
passages through the CoIn region. The decreasing height of the
maxima reflects again the delocalization of the nuclear wavepacket
with time. The CEP-dependence of the asymmetry of the nuclear
motion [see Fig. 13(b)] AN(t, ϕ) is recorded for the same times as
previously selected for the CEP-dependent populations PD0(t, ϕ). It
should be mentioned that the entire value of AN(t, ϕ) is shown here
and not the mean difference. The asymmetry in the nuclear motion
along the coordinate b shows a sinusoidal oscillation, now with a
periodicity of 2π for all three times, which is typical for interference.
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FIG. 13. (a) Temporal evolution of the maximal asymmetry of the nuclei ANmax (t).
The vertical colored lines indicate the points in time that are examined more
closely. The envelope of the IR pulse is indicated in gray. (b) The CEP-dependent
asymmetry parameter AN(t, ϕ) for different points in time.
This means that for the two quantities PD0(t, ϕ) and AN(t, ϕ), we
observe a different CEP-dependence. In other words, there are two
different mechanisms active in the system, which can be projected
out by using different observables.
In addition, we calculated the temporal evolution of Γ(t) and
ANmax(t), as well as the CEP-dependence of PD0(t, ϕ) and AN(t, ϕ)
using the y-component and the z-component of the TDM. Since the
results are quite similar, for the ones obtained with the absolute value
of the TDM, the orientation of the molecule with respect to electric
field of the pulse should not play a major role. For more details, see
Sec. IV of the supplementary material.
B. Control of the electron dynamics
As shown in Sec. III B, the laser pulse is creating a coherent
electronic superposition in the vicinity of the CoIn. Therefore, we
also examined the influence of the CEP variation on the electron
density. The first control objective is the CEP-dependent asymmetry
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The maximal asymmetry of the electron density AEmax(t) is calcu-
lated as follows:
AEmax(t) = max(AE(t,ϕ)) + min(AE(t,ϕ′)). (19)
For its maximum, the electron dynamics shows the highest CEP-
dependence and thus the highest controllability. The temporal evo-
lution of AEmax(t) and the CEP-dependent asymmetry of the elec-
tron density AE(t, ϕ) at three selected times are shown in Fig. 14. The
maximal asymmetry AEmax(t) is highest during the laser pulse (gray
area). It decreases within 8 fs and becomes smaller by a factor of ten.
However, during this time period, two peaks at 12 and 15 fs can be
recognized. Afterward, the maximal asymmetry oscillates between
FIG. 14. (a) Temporal evolution of the maximal asymmetry of the active electron
AEmax (t). The vertical colored lines indicate the points in time that are examined
more closely. The envelope of the IR pulse is indicated in gray. (b) Mean difference
of the CEP-dependent asymmetry parameter of the active electron AE(t, ϕ) given
in percentage for different times.
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nearly zero and 0.125 until the end of the simulation time. Compar-
ing the maximal asymmetry of the electron density AEmax(t) with
the one of the nuclei [ANmax(t)], faster oscillations are observed. To
further analyze the response of the electron density [see Fig. 14(b)],
AE(t, ϕ) is recorded for three selected points in time marked as ver-
tical lines in 14(a). The first line at 10 fs (green) corresponds to the
main peak of AEmax(t) and is taken at the maximum of the pulse.
The second point (red line) is taken at 15 fs when the laser pulse is
approximately over. The last point in time (yellow line) is at 40 fs. At
all three times, AE(t, ϕ) shows a sinusoidal oscillation with a period-
icity of approximately 2π and a decreasing amplitude with time. The
asymmetry of the electron density thus has the same periodicity as
the nuclear asymmetry AN(t, ϕ), which is as previously mentioned
typical for an interference process.
As already discussed in Sec. III B, the response of the dipole
moment to the applied laser field is an observable directly connected
to the electron motion. In this case, the 1e-2o-y- and the 1e-2o-z-
component are of interest. Their maximal CEP-dependence γy(t)
and γz(t) are evaluated as the difference of the maximum and the
minimum value of 1e-2o-y-DM(t, ϕ) and 1e-2o-z-DM(t, ϕ), respec-
tively, for each time step. The maximal CEP-dependence γy(t) is
depicted as a function of time in Fig. 15(a) and its related component
1e-2o-y in Fig. 15(b) at three selected times.
FIG. 15. (a) Temporal evolution of the maximal asymmetry γy (t) of the 1e-2o-y-
component of the dipole moment. The vertical colored lines indicate the points in
time that are examined more closely. The envelope of the IR pulse is indicated in
gray. (b) Mean difference of the CEP-dependent 1e-2o-y-component for different
points in time.
The maximal CEP-dependence γy(t) like all other objectives
shows its maximum simultaneously with the maximum of the IR
pulse. In this period, the shape of the γy(t) curve is similar to the Γ(t)
curve [see Fig. 12(a)], only the decrease with decaying pulse inten-
sity is even more asymmetric. After the pulse in the time window
from 20 to 40 fs, the CEP-dependence oscillates. Again, the oscil-
lations are significantly faster than for the nuclear objectives. The
CEP-dependence of the 1e-2o-y-component is recorded in Fig. 15(b)
for the same three selected times as for AE(t, ϕ). It shows a sinusoidal
oscillation with a periodicity of approximately π and a decreasing
amplitude with later times. Thus, the component shows the same
periodicity as Γ(t) even with the same phase.
The temporal evolution of the maximal CEP-dependence γz(t)
and its 1e-2o-z-component as a function of the CEP are shown in
Fig. 16. The maximal CEP-dependence γz(t) is significantly larger
than γy(t) in consistency with our finding in Sec. III B that the z-
component reacts more strongly to the laser pulse. The overall shape
of γz(t) is quite similar to the temporal evolution of AEmax(t) [see
Fig. 14(a)], and the 1e-2o-z-component shows the same periodicity
of 2π as AE(t, ϕ). The only difference is a phase shift of π.
In summary, two different responses on the CEP variation
are present in the nuclear and electron dynamics. Both asymmetry
parameters AN(t, ϕ) and AE(t, ϕ) as well as the 1e-2o-z-component
of the dipole moment provide a distinction between left and right
FIG. 16. (a) Temporal evolution of the maximal asymmetry γz(t) of the 1e-2o-z-
component of the dipole moment. The vertical colored lines indicate the points in
time that are examined more closely. The envelope of the IR pulse is indicated in
gray. (b) Mean difference of the CEP-dependent 1e-2o-z-component for different
points in time.
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within the molecular plane (yz-plane). The associated 2π period-
icity is typical for an interference process. Γ(t) and the 1e-2o-y-
component of the dipole moment are directly sensitive to the main
direction of motion along the α-coordinate and the y-coordinate.
The motion in this direction mediates the non-adiabatic transfer
between the D1 and DO states. For these cases, the CEP-dependence
shows a π periodicity, arising from the temporal asymmetry of
the few-cycle pulse itself.69,76 Both mechanisms are present for the
nuclear as well as for the electron dynamics and can be detected
depending on the chosen observable.
V. CONCLUSION
In this paper, we expand our ansatz for the description of the
coupled nuclear and electron dynamics in molecular systems8,38,39
(NEMol). We applied our method to the photoinduced ultrafast
dynamics in NO2, which is dominated by a CoIn. We observe
the appearance of a coherent electronic wavepacket at each pas-
sage of the CoIn. The coherence is not strong and only short lived
due to the high symmetry of the molecule, which cancels out the
individual contributions.79 Beside the field-free relaxation, we also
studied the influence of a few-cycle IR laser pulse applied in the
vicinity of the CoIn. The induced symmetry breaking significantly
enhances the degree of coherence and its life time. Inspired by previ-
ous works,56,57,73,75,76 we varied the carrier envelope phase ϕ (CEP) of
the IR pulse to control the movement of electrons and nuclei during
the passage through the CoIn.
In the first part, we generalized our NEMol ansatz. The princi-
ple advantage of this ansatz is based on the combination of highly
developed quantum-chemical methods with the accurate descrip-
tion of the nuclear quantum dynamics. In the original ansatz,8,38,39
an expression for the time-dependent electronic wavepacket is for-
mulated, where the electronic part of the total wavefunction is prop-
agated in the electronic eigenstate basis. Its dynamics is extracted
from the nuclear wavepacket propagation on coupled potential
energy surfaces by introducing the parametric dependence on the
time-dependent expected value of position ⟨R⟩(t). By extending the
NEMol ansatz with a grid representation, it is possible to cou-
ple the electron dynamics to multiple grid points on which the
nuclear wavepacket is represented. Through a simple approxima-
tion, we were able to condense the coupled dynamics of the one-
electron excitation process in the density of one active electron
(1e-2o-picture). In the second part, we compared the coupled
nuclear and electron dynamics of NO2 with and without an IR
pulse present when the system reaches the CoIn for the first time.
Using the NEMol ansatz, we characterized the coherent electron
dynamics by analyzing the temporal evolution of the induced dipole
moment. The observed frequencies of the coherent electron dynam-
ics cover a range up to 2.3 eV. These high values originate from the
nuclear overlap term and the electronic phase term. In NO2, the
phase contribution of the nuclear overlap term is high and there-
fore provides a significant contribution to the electron dynamics.
The applied few-cycle IR laser pulse generated an asymmetric move-
ment of the nuclear and electronic wavepackets, which is vital for
the controllability at the CoIn. The induced oscillating dipole reflects
an enhanced buildup of the coherent electron dynamics by the laser
pulse, which survives for several 10 fs. In the last part, the CEP of
the IR pulse was varied to influence both the nuclear dynamics and
the electron dynamics. The CEP-dependent effect lives considerably
longer than the pulse in all investigated observables. Depending on
the chosen observable, a π or 2π periodicity can be found indicat-
ing two mechanisms, one based on an interference process (2π) and
the other induced by the temporal asymmetry of the few-cycle pulse
itself (π). Both periodicities are observed for the nuclear and the
electron dynamics. In each case, they can be projected out by using
different observables.
We demonstrated the potential of our NEMol ansatz to
describe the coupled nuclear and electron dynamics in molecu-
lar systems beyond diatomics. In NO2, we followed the dynamics
in the excited state dominated by fast changing wavepacket inter-
ference effects. The ansatz is expandable to simulate the induced
coherent electron dynamics in the excitation process itself as well
as the higher-dimensional molecular system as long as the under-
lying nuclear dynamics can be treated quantum mechanically. Two
electron processes could be realized by using pair densities.
SUPPLEMENTARY MATERIAL
See the supplementary material for the details of the wavepacket
simulation setup, the underlying quantum chemical data of NO2,
and additional figures and tables for the NEMol-dynamics. A sec-
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component and the z-component of the TDM. Animations of the
coupled electron density in the 1e-2o picture for the free propaga-
tion and in the presence of a few-cycle IR laser pulse with a CEP of
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APPENDIX: THE ORIGINAL NEMol ANSATZ
The following detailed formulation of the NEMol ansatz8,38,39
is given here in the improved notation. The total molecular wave-
function Ψtot(r, R, t) is setup as the sum over the electronic states,
with χ(R, t) being the nuclear wavefunctions, φ(r, t; R) being the
electronic wavefunctions, R and r being the nuclear and electronic
coordinates, respectively, and t being the time,
Ψtot(r,R, t) =∑
i
χi(R, t) ⋅ φi(r, t;R). (A1)
Applying the Born–Oppenheimer approximation, the uncoupled
electronic wavefunctions φi are hereby parametrically depending on
the nuclear coordinates R and define a multi-dimensional vector
φtot . The total nuclear wavefunction χtot also represents a multi-
dimensional vector, spanned by the coupled wavefunctions χi. For
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details on how the temporal evolution of the nuclear wavefunc-
tions χi on coupled potential energy surfaces (PES’s) is determined,
see Sec. I of the supplementary material. Multiplying Ψtot(r, R, t)
from the left with χtot and subsequently integrating over the nuclear
coordinates results in an expression of the coupled total electronic
wavefunction,8,38,39
Φtot(r, t; ⟨R⟩(t)) = ∫ χ
∗
























⟨χi(R, t)∣R∣χi(R, t)⟩R. (A3)
The coupled total electronic wavefunction is parametrically depend-
ing on the time-dependent expected value of the position ⟨R⟩(t). In
other words, Φtot is evaluated at one single nuclear geometry, which
changes with time. The individual components Φj are defined by the
following equation:
Φj(r, t; ⟨R⟩(t)) = Ajj(t) ⋅ φj(r, t; ⟨R⟩(t))
+∑
k≠j
Ajk(t) ⋅ φk(r, t; ⟨R⟩(t)), (A4)
with
Ajk(t) = ⟨χj(R, t)∣χk(R, t)⟩R. (A5)
The first part depends on the population Ajj of the respective state
j, while all others summands include the nuclear overlap term Ajk,
which specifies the degree of coherence induced between the two
states j and k. The population and coherence of the electronic states
as well as the influence of all coupling terms are already deter-
mined by the nuclear quantum-dynamics simulation. If the coupling
between the electronic states is weak, the nuclear wavefunctions
propagate independently and the coherence term becomes zero.
In this case, the coupled electronic wavefunctions Φj in Eq. (A4)
become equivalent to the uncoupled electronic wavefunction φj.
Standard quantum-chemical calculations at the ⟨R⟩(t) structure
yield the real-valued wavefunctions φj(r; ⟨R⟩(t)) of the relevant elec-
tronic states and their eigenenergies. The temporal evolution of
φj(r, t; ⟨R⟩(t)) is determined by the deformation of the electronic
structure induced by the nuclear motion (Born–Oppenheimer part)
and an oscillation through phase space defined by a pure electronic
phase,8,38,39
φj(r, t; ⟨R⟩(t)) = φj(r; ⟨R⟩(t)) ⋅ e−iξj(t). (A6)
The phase term ξj(t) depends on the eigenenergies Ej(⟨R⟩(t)) and has
to be calculated recursively,
ξj(t) = Ej(⟨R⟩(t))Δt + ξj(t − Δt). (A7)
This recursive evaluation is necessary to retain the memory of the
progressing electronic phase. Thereby, the propagation velocity of
the phase in the complex plane changes smoothly in time while
the nuclear wavepacket propagates. Using the coupled total elec-
tronic wavefunction Φtot(r, t; ⟨R⟩(t)), the associated electron density
ρ(r, t; ⟨R⟩(t)) can be determined by multiplying Φtot(r, t; ⟨R⟩(t))
from the left with φtot and subsequently integrating over N − 1
electronic coordinates (with N being the total number of electrons),
ρ(r, t; ⟨R⟩(t)) = ∫ φ
∗









ξjk(t) = ΔEjk(⟨R⟩(t))Δt + ξjk(t − Δt). (A9)
The first summation consists of the state specific electronic den-
sity ρjj(r, t; ⟨R⟩(t)) weighted with the corresponding time-dependent
population Ajj(t). The dynamics of these contributions to the cou-
pled electron density is determined by the temporal evolution of the
nuclear wavepacket, i.e., its expected value of the position ⟨R⟩(t).
The second summation defines the coherent contribution to the
coupled electron density and consists of the time-dependent over-
lap Ajk(t), the one-electron transition density ρjk(r, t; ⟨R⟩(t)), and its
pure electronic phase defined by the energy difference ΔEjk between
the involved electronic states.
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The coupled electron and nuclear dynamics in molecules induced by light is the central subject of this
work and theoretical studies were presented which focus on different aspects of this topic in more details.
The aspect shown in the first chapter deals with relaxation processes after photoexaction which are studied
with help of semiclassical ab intio molecular dynamics simulations. These processes are characterized
by the interplay of multiple electronic states with different spin symmetry and the coupling of nuclear and
electronic motion. The second part of this work addresses the possibility of controlling the motion of both
electrons and nuclei in the vicinity of CoIns. In the last chapter a method which allows the full-quantum
description of the coupled nuclear and electron dynamics in molecules is introduced.
The deactivation processes after photoexcitation of thiophene and of small oligothiophenes up to three
rings were investigated in the first part of this work. The presented studies [169, 173] give a consistent
dynamic description of these three molecules taking into account IC and ISC. Compared to previous in-
vestigations based on static quantum chemical calculations [82, 132–137] or dynamics simulations [165–
168] for only short time scales the presented studies result in a modified description of the relaxation
processes. For thiophene the relaxation is still characterized by ring-opening via a carbon-sulfur bond
cleavage. During this process ISC is already partly active and for the open-ring structures an extended
region of quasidegeneracy between triplet and singlet states is formed. The molecule is trapped in these
entropically favored open-ring structures for long timescales. The subsequent, slow ring closure is only
observed in the ground state. For 2,2’-bithiophene and 2,2’:5’,2”-terthiophene the ring-opening pathway
is still dominant even though the complexity is strongly increased. The bond cleavage occurs in combina-
tion with inter-ring rotation, which was predicted to play an important role in the relaxation [82]. Again
the open-ring structures establish a complex equilibrium between singlet and triplet states trapping the
molecule. The subsequent ring closure can take place either on the S0 state or the T1 state. The extension
of the π-system going from the monomer to the trimer increases the period of time until the ring-opening
occurs. In addition the ring-opening itself is getting less pronounced. Consequently the ISC is reduced for
longer thiophene chains since it is mediated by the increasing SOCs during the carbon-sulfur bond elon-
gation. However, one must keep in mind that all simulations were performed in gas phase. The presents
of an environment, such as polymeric matrices or even a simple solvent, has an influence on the dynamics
of oligothiophenes [168, 294–297]. Therefore, a logical next step is to perform non-adiabatic dynamics
in oligothiophenes embedded in rigid polymeric matrices with the help of quantum mechanics/molecular
mechanics (QM/MM) approaches [168, 298–302].
The second chapter demonstrates the control of the molecular dynamics at a CoIn with the help of a
few-cycle IR pulse. Before the CoIn is reached by the molecular wave packet the incarceration with the
laser pulse creates a coherent superposition between the two states forming the CoIn. Its composition is
tunable by varying the CEP of the pulse. When this superposition passes through the CoIn region the
interaction with the NACs and the associated GP leads to interference. By controlling this interference
via the CEP the molecular dynamics can be controlled. In this work the CEP based control scheme was
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applied to a two-dimensional analytic model system and the CoIn mediated relaxation after photoexci-
tation of the nucleobase uracil and the symmetric molecule NO2. The few-cycle IR pulse triggers two
types of mechanisms in the studied systems which can be both active, vary in their strength, and even
obstruct each other. The first one described above is based on an interference process and reflects the
interaction of a laser-induced superposition with the CoIn. The second mechanism, also called field-only
mechanism, is due to the few-cycle waveform of the laser pulse and shows no dependence on the shape
and size of the NACs. The periodicity while varying the CEP observed in different observables, for ex-
ample the population or the dipole moment, can be used to distinguish between the two mechanisms. The
field-only mechanism causes a π periodicity and the interference process a 2π periodicity. The chosen
laser parameters and the molecular properties around the CoIn determine which mechanism can occur
and to what extent. This control scheme based on the CEP of few-cycle IR pulse even works for quite
challenging boundary conditions as found in uracil and thus is a quite general concept.
The idea of controlling the coherent electron dynamics in a molecule directly leads to the topic of the
third and last chapter: The simulation of the coupled nuclear and electron dynamics in a molecular sys-
tem. Many approaches which simulate electron dynamics explicitly are modified versions of their well-
known quantum chemical counter parts and neglect the influence of the nuclear motion [233–237] or treat
it classically [244–247]. However, in the situations studied in this work, namely the control of molec-
ular dynamics in the vicinity of CoIns with the help of ultrashort laser pulses, the nuclear motion and
the quantum nature of the nuclei can not simply be neglected. The NEMol ansatz is one possibility to
treat both the nuclear and electron dynamics in a molecular system quantum mechanically. As part of
this work the concept of the NEMol-grid was developed and the 1e-2o approximation was introduced.
NEMol in combination with these two new features is suitable to capture the coupled nuclear and electron
dynamics in complex high dimensional molecular systems. To test the capabilities of NEMol the coher-
ent electron dynamics induced by laser pulse excitation and the relaxation via CoIns was investigated for
the nucleobase uracil and the symmetric molecule NO2. One of the main findings in both studies is that
the electron dynamics even in molecular systems beyond diatomic reflect coherence, decoherence and
reappearance due to nuclear motion. In addition NEMol was used to monitor the control of the coherent
electron dynamics applying the CEP control scheme. In all examples shown in this work the underly-
ing nuclear quantum dynamics simulations were performed on two dimensional PESs but in principle
NEMol can also be used for higher-dimensional problems. This is possible if the underlying nuclear dy-
namics offers a description of the nuclear overlap, which is for example true for methods like ab intio
multiple spawning (AIMS) [303, 304] or MCTDH [212, 213, 217]. Moving forward, the combination of
NEMol with one of these methods should be able to simulate the coupled electron and nuclear dynamics
for small organic molecules including all nuclear degrees of freedom. A second interesting extension of
NEMol might be the inclusion of environmental effects in the nuclear dynamics in order to investigate
their influence on the coherent electron dynamics. This could be done using a rather simple quantum
dynamics/molecular dynamics approach [264, 305] for which the nuclear quantum dynamics is com-
bined with an atomistic modeling of the solvent environment. The environment is sampled with classical
molecular dynamics trajectories and snapshots of the surrounding enter the nuclear quantum dynamics
via an additional static potential term in the Hamiltonian. To go beyond a static potential term a quantum-
classical time-dependent self-consistent field method [205] can be used. The environmental effects onto
the reactive system are captured by simultaneously propagating a quantum solute system coupled to a
classical solvent system. This methodology in combination with NEMol would allow studying the influ-
ence of decoherence on the electron dynamics. Transient X-ray absorption spectroscopy [306–308] could
provide a possible experimental access to the phenomena of coherent electron dynamics simulated with
the NEMol, since this method allows to probe changes and fluctuations in the electron density with high
temporal resolution.
As final remark a short résumé is drawn between the semiclassical and the full-quantum description of the
coupled electron and nuclear dynamics. Both descriptions have their inherent strengths and depending
on which system is studied and what questions are asked, the right one must be chosen. If the complete
photorelaxation process of a molecule is to be investigated, naturally, the full-dimensional simulation of
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the whole dynamics is desirable. Non-adiabatic semiclassical on-the-fly dynamics are well suited for this
purpose and it can be accepted that CoIns and laser-interaction are described as a simple possibility for
population transfer. However, if the question raised includes aspects such as coherence and decoherence,
the manipulation of the phase or the explicit interaction of the molecule with light, the whole system,
including the also the nuclei, must be treated quantum mechanically.
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CASPT2 complete active space perturbation theory to the second order
CASSCF complete active space self-consistent field
CEP carrier-envelope phase
CoIn conical intersection






LR-TDDFT linear-response time-dependent density functional theory
MCH molecular Coulomb Hamiltonian
MCTDH multi-configuration time-dependent Hartree
NAC non-adiabatic coupling
NEMol coupled nuclear and electron dynamics in molecular systems
OCT optimal control theory
PES potential energy surface
SH surface hopping
SHARC surface hopping including arbitrary couplings
SOC spin-orbit coupling
TDSE time-dependent Schrödinger equation
TISE time-independent Schrödinger equation
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