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Due in part to the recent gravitational wave events discovered by the LIGO collaboration,
primordial black holes (PBHs) have made their way back in vogue as a possible dark matter
candidate. Dynamically, PBHs are interesting objects as they have a mass-dependent energy
injection mechanism. As such, their presence in the early universe would have interfered with
the formation of the cosmic microwave background (CMB). This work examines the effect
such injections would have on CMB formation through comparison with the latest Planck
measurements. We consider light-mass PBHs in the range 1015 g to 1017 g which inject energy
through Hawking radiation. In this work we present a review of the current state-of-the-art
models of recombination and their extensions which incorporate energy injections from non-
standard sources. We also give a basic introduction to Bayesian inference in the context of
parameter inference, and explain in detail how nested sampling and the Planck likelihood code
operate. With this knowledge, we create a new cosmological parameter estimation program,
pc_multinest, which utilises the nested sampler MultiNest, the Boltzmann code class and
the Planck likelihood code to place constraints on PBH parameter space. During the completion
of the program, we also improve the existing HyRec recombination code to correctly account for
large energy injections. We then reproduce the current limits on PBH fraction fPBH presented
by Clark et al. [1], before extending the analysis to examine the effects a set of free ΛCDM
parameters has on the resulting bounds. By allowing the base ΛCDM parameters to vary, we
show the exclusion bounds are alleviated by a full order of magnitude across the mass range. We
also present results extending the typical monochromatic mass distribution to a log normal one.
Fixing the PBH fraction and allowing both the mean and standard deviation of the distribution
to vary indicates that delta mass distributions are more sensitive to freeing ΛCDM parameters
than a mass distribution with finite spread. Results for different PBH mass distributions show
that increasing the spread of the mass distribution results in tighter constraints at heavier
masses and a slight relaxation for masses MPBH ∼ 1015 g. For a uniform mass distribution,
the 95 % exclusion limits are independent of PBH mass, giving fPBH < 6.1 × 10−7 when base
ΛCDM parameters are fixed and fPBH < 1.3 × 10−5 when they are allowed to vary.
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The study of the universe on a rational, scientific level can be dated as far back as ancient Greek
times, where philosophers of the pre-Socratic era speculated the origins of the universe and its
fundamental constituents based on their own observations. It remained a philosophical topic
for millennia until Nicolaus Copernicus revolutionised the current view of the universe with his
heliocentric model of the solar system. The model was later revisited by early cosmologists such
as Giordano Bruno in the 16th century leading to the idea of the mediocrity principle: that
Earth’s position in the universe is not a privileged place. This idea became the cornerstone
of modern cosmology, nowadays manifesting itself in the form of the cosmological principle.
It was not until the mid 20th century when Albert Einstein put forth his theory of general
relativity — linking the matter and energy in the universe with its spatial curvature — that
a model of the universe was able to be fully quantified. This led to the development of the
Friedmann equations, which fully described the evolution of the universe and its homogeneous
and isotropic constituents.
In recent decades, cosmology has evolved from a field based primarily on theoretical concepts
to a high-precision science. This era of high-precision began with the serendipitous discovery
of the cosmic microwave background (CMB) by Penzias and Wilson [2] in 1964, which was
compelling evidence for a universe that began in a hot, dense state. Since then, balloon-
borne experiments such as BOOMERanG and MAXIMA, and ground-based observations from
observatories like the SPT have measured the small-scale variation in this signal. Similarly,
space-based satellites like COBE, WMAP and the most recent Planck experiment have measured
these fluctuations across the full sky. The study of these measurements prompted the formation
of a new field to describe how quantum perturbations evolved into the large-scale structure
of the universe visible today, known as cosmological perturbation theory. It wasn’t until the
observation of the accelerating expansion of the universe by Riess et al. [3] and Perlmutter
et al. [4] that the ΛCDM model became the standard cosmological model. Its appeal lies in its
simplicity: able to describe the complete evolution of the universe with only six parameters in
the standard formulation.
2 Introduction
The formation of the CMB is heavily governed by the manner in which the fully-ionised
primordial plasma of hydrogen nuclei, helium nuclei and electrons became neutral during a
period of the universe’s history known as recombination. The field of recombination physics
was pioneered by the seminal works of Peebles [5] and Zeldovich, Kurt, and Syunyaev [6], who
independently modelled recombination using an effective three-level hydrogen atom. More
contemporary efforts have expanded on this model by incorporating higher level effects from
the inclusion of more energy levels. This has led to computations of the ionisation history at an
unprecedented level of precision. With such accurate models, the effects non-standard energy
injections have on the ionisation history are able to be examined in closer detail. Whilst direct
measurement of the CMB as a means to constrain the ΛCDM model is not the only way of
doing so, this work will look at using these measurements to constrain the properties of dark
matter, assuming a standard ΛCDM universe.
In its simplest form, the ΛCDM model only incorporates non-interacting dark matter, so a
sensible extension to this theory would be to include species of dark matter that interact in
some way. Assuming such dark matter was formed long before recombination, the CMB can
be used to place constraints on any non-standard interactions that may have occurred during
recombination due to this interacting dark matter. Recent works by Slatyer [7, 8, 9], Giesen
et al. [10], and Galli et al. [11, 12, 13] have examined the effects annihilating and decaying
particle dark matter has on recombination. Non-particle dark matter can also benefit from this
work if their energy injection primarily constitutes of electrons, positrons and photons.
The latest discoveries of gravitational wave events by the LIGO collaboration [14] have
prompted a burst of activity surrounding primordial black holes (PBHs). Due to the nature of
some signals measured by the LIGO collaboration, some have suggested that the progenitor
black holes may have been primordial in their nature [15, 16, 17, 18], forming during the
inflationary epoch long before the first stars. Due to heavy exclusions from astrophysical
observations, the currently viable mass range of PBHs has been split into two main regions: a
high-mass range of 10M to 102M, and a low-mass range of 1015 g to 1017 g. The heavier
mass region of the order of solar masses injects energy through the formation of an accretion
disk. Recent papers by Ali-Haïmoud and Kamionkowski [19] and Poulin et al. [20] demonstrate
the non-trivial nature of modelling and computing the energy output of an accretion disk
around a black hole. By contrast, the lighter mass PBHs inject energy through Hawking
radiation, a process that can be derived from purely thermodynamic arguments. Light mass
PBHs have already been explored in the literature [1, 21], and typically consider the black holes
to have a single fixed mass — a monochromatic mass distribution. Work done by Clesse and
Garca-Bellido [22] shows that some models of inflation can lead to an extended distribution of
masses for PBHs. Previous works have considered the effects of a non-monochromatic mass
distribution [23, 24, 25, 26], but have not taken a ground-up approach for these light mass
evaporating PBHs.
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In this work, we aim to improve the current limits on PBHs in the early universe through
examining their impact on the formation of the CMB. We aim to make use of the latest CMB
data available from Planck to place constraints on the contribution PBHs make to recombination.
To do this, we closely follow the method outlined in Clark et al. [1], which takes work done by
Slatyer [8, 9] on computing the effects injected photons and electrons have on the recombination
process to place constraints on evaporating PBHs. This work will extend the Clark et al. [1]
analysis by examining the effects an extended mass distribution may have on the current bounds
presented in that paper. In the process, a new program pc_multinest is written, combining
the cosmological code class with a parameter sampling program MultiNest to evaluate the
Bayesian posterior distributions of PBH parameters through use of the Planck likelihood code.
Chapter 2 outlines the basics of modern cosmology, and motivates the physics behind
the ΛCDM model. It also covers the formation and subsequent description of the cosmic
microwave background. Following this, Chapter 3 reviews the three-level and multi-level atom
models in the context of recombination. The extension of the simple three-level atom model
to incorporate effects of non-standard interacting dark matter is also presented. Chapter 4
covers how parameter estimation works in the context of the ΛCDM, and provides a review
of Bayesian inference. Chapter 5 presents work towards extending the current analysis to
incorporate the effects of mass distributions into recombination calculations, before citing the
final results and exclusion regions for the set of PBH parameters under consideration. Finally,
the work is concluded in Chapter 6, presenting an overview of the work undertaken, the results
achieved and possible extensions to the analysis.

Chapter 2
Cosmology and the Cosmic
Microwave Background
2.1 Introduction
To begin this work we present an introduction to the field of cosmology in Section 2.2, culminating
in a full mathematical description of the current ΛCDM model in Section 2.3. We will then focus
specifically on the cosmic microwave background, its physics and interpretation in Section 2.4.
2.2 Fundamentals of Cosmology
For a long time, the study of the universe was purely speculative in its nature, underpinned
by philosophical principles and ideas. It was not until the theory of general relativity that
cosmology became a physical science with testable predictions. In 1927, Georges Lemaître put
forth the idea of an expanding universe based on Einstein’s proposal of a steady-state universe
[27]. Previous observational work by Slipher [28, 29] supported this viewpoint, although it
wasn’t until measurements by Hubble [30] that the idea of an expanding universe was fully
embraced. This idea led to the formulation of the Big Bang theory of cosmology, where the
universe began as an incredibly hot and dense primeval fireball, before expanding and cooling
into the universe we see today.
The best confirmation for the Big Bang cosmology came with the discovery of the cosmic
microwave background (CMB) by Penzias and Wilson [2]. The CMB is the first light from the
Big Bang made of high energy photons that have since “cooled” due to the redshift associated
with the expansion of the universe. As a result, they have moved from the high energy region
to the microwave region of the electromagnetic spectrum. Since its discovery, purpose-made
experiments such as the balloon-borne BOOMERanG [31] and MAXIMA [32] have further
confirmed its existence, with satellite-based experiments being able to measure the CMB
signal across the whole sky. The recent WMAP [33] and Planck [34] experiments have turned
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cosmology into a precision science, allowing for much more precise tests of extensions to the
model.
This section will review the principles upon which the current ΛCDM model of the universe
rests, and summarise its components.
2.2.1 Cosmological Principle
In analogy with special relativity, measurement of quantities in the universe like velocity and
pressure depend on the reference frame chosen. Cosmologists define a frame which is at rest
with respect to the expanding universe, and call this the fundamental observer’s frame. Two
fundamental observers will seem to move relative to each other, but this motion is due to the
expanding universe and these observers will still report the same measurements. Quantities
they report are said to be co-moving with the expansion of the universe. Such observers can be
seen as the cosmological equivalent to special relativity’s rest frame.
Modern cosmological theories subscribe to the cosmological principle, which states [35]
The universe as seen by fundamental observers is homogeneous and isotropic.
This principle has been met with good agreement from galactic redshift surveys such as
2dFGRS [36], 6dFGS [37], wiggleZ [38] and BOSS [39, 40], which have shown that for sufficiently
large distances, galaxies appear to be distributed homogeneously. Similarly, measurement of
the CMB has shown deviations in photon temperature of just one part in 105 [34].
It is also worth considering the cosmological analogue to proper time. To do this we consider
Weyl’s postulate, which states that there exists a bundle of timelike geodesics which can be used
to define perpendicular non-intersecting spacelike surfaces. These surfaces permit an equivalent
definition of proper time, known as cosmic time.
For instance, consider a group of fundamental observers who synchronise their watches so at
any given instant of time they all agree on the time they are measuring. The time that is being
measured is in a sense co-moving with the expansion of the universe — as the fundamental
observers move apart due to expansion, their watches will still agree at the same instant of
time despite each observer seeing all other watches slow down relative to theirs.
2.2.2 Contents of the Universe
Cosmologists take a very boring interpretation of the universe’s contents. Instead of dealing
with the myriad of nebulae, satellite galaxies, stellar clusters and exoplanets, cosmologists
categorise matter (and energy) into five main categories: baryonic matter, photons, neutrinos,
dark matter and dark energy. These categories define particles and forces that have different
properties and interactions. We shall see that for the standard cosmological model, these five
groups are all that are needed to explain a large number of observations.
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Baryonic Matter, Photons and Neutrinos
For cosmologists, baryonic matter consists of protons, neutrons, electrons and other Standard
Model particles. The name “baryonic” is a misnomer, as this group also includes leptons.
However, this term is widely used in cosmological literature and so will be used throughout
this work too. Baryonic matter does not usually encapsulate photons and neutrinos, as these
particles behave differently. Quantities relating to baryonic matter will have a subscript b.
In the very early universe, baryonic matter is relativistic due to the large temperatures in
excess of T > 1 GeV. At later times, it becomes non-relativistic as the particles’ kinetic energies
drop below their rest masses as the universe cools.
Photons on the other hand never become non-relativistic and so must be treated differently
throughout the universe’s history. Neutrinos sit in the middle: having a small rest mass relative
to those of baryonic particles, neutrinos behave relativistically for a much longer period but
will eventually cool and become non-relativistic.
For times during the early universe such as recombination, baryonic matter behaves non-
relativistically whilst neutrinos are relativistic. As such, neutrinos and photons can be considered
effectively equivalent during this time period, and we will label them both as radiation. All
quantities related to radiation will have a subscript γ.
Dark Matter
Dark matter (DM) was first proposed by Zwicky [41] after he made measurements of galactic
rotation curves that did not align with the standard Newtonian theory. Confirmation of these
measurements was made much later by Rubin and Ford [42].
Rotation curves measure the angular velocity with which objects such as stars orbit the
centre of their galaxy. Classically, one would expect that a conventional spiral galaxy behaves
in much the same way as our Solar System: matter closer to the centre will orbit faster than
matter further away. This can be seen by considering Newton’s universal law of gravitational
attraction for a central mass M and orbiting mass m a distance r apart. The force acting




However, observations of rotation curves showed that this doesn’t happen and instead
galaxies behave more like a solid disk where angular velocity remains constant at large distances.
Figure 2.1 shows the observed rotation curve of the spiral galaxy NGC 2403. We note the
angular velocity of the atomic hydrogen gas does not decay as 1/r2 and instead remains constant
out to large r. Such observations suggest there is a hidden component of matter that acts to
make spiral galaxies behave gravitationally as though they are solid disks. As this matter was
not visible in any part of the electromagnetic spectrum, it was termed dark matter.
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Fig. 2.1 Rotation curve for galaxy NGC 2403, from de Blok et al. [43]. The solid black line is a fit to the atomic
hydrogen gas velocities in the galaxy.
Strictly speaking, the proposal of DM is not the only explanation for these anomalous
rotation curves. As these observations rely on Einstein’s general relativity for explanation, other
alternative theories to DM involve modifying gravity itself to account for these phenomena.
However, such theories will not be covered in this work as they do not form part of the standard
cosmological model.
Astrophysical evidence found elsewhere in gravitationally-bound galactic clusters [44, 45],
gravitational lensing [46] and the Bullet cluster [47] favours cold dark matter (CDM), which is
non-relativistic, slow moving and able to form gravitationally-bound clumps with sizes of the
order of galaxies.
Cold dark matter appears in the ΛCDM model as a substance that only interacts gravita-
tionally with the other fluids. Potential ΛCDM extensions can consider specific DM models
that contain extra interactions between baryonic matter and radiation, for instance.
Dark Energy
The expansion of the universe has been known about since early measurements of galactic
redshifts by Slipher [28, 29]. If a galaxy emits a photon of wavelength λe, and is received at
Earth with wavelength λr, the redshift z is defined as
z := λr − λe
λe
.
Further confirmation of these measurements came in the late 1920s when American as-
tronomer Edwin Hubble was able to quantify the recessional velocities of galaxies [30]. By
measuring the apparent magnitude of galaxies, Hubble was able to work out the distances to
them. Combining this with the measurement of the recessional velocity resulted in an empirical
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Fig. 2.2 Original plot from Hubble [30] showing Hubble’s law for a set of observed galaxies.
law sharing his name relating the velocity v to the galaxy distance D:
v = H0D ,
where H0 is known as the Hubble constant, currently measured by Planck Collaboration et al.
[34] to be (67.31 ± 0.96) km s−1 Mpc−1. Figure 2.2 is the original plot from Hubble’s paper
showing the linear relationship of Hubble’s law.
The explanation for this redshifting is that the light from galaxies is “stretched out” by
the expanding universe, and as a result shifts the light towards the red end of the spectrum
[48]. The mechanism is very different to that of a conventional Doppler shift, and as such is
sometimes referred to as a cosmological redshift.
Redshift is used by cosmologists to refer to different times in the Universe unambiguously, as
it can be measured without any knowledge of the evolution of a(t) and therefore any assumptions
on the chosen model. Other measurements such as time and distance depend on the density of
matter and energy in the universe and so do not make good standard distance measures. In the
case of an expanding universe, there are also multiple ways with which to measure distances,
each giving different results.
This picture of an expanding universe, although controversial at the time, eventually came
to be accepted by the wider scientific community. Hubble’s law stood until 1998 when teams
led by Riess et al. [3] and Perlmutter et al. [4] decided to independently repeat the analysis
using observations of type Ia supernovae. Due to their high luminosity, type Ia supernovae
allowed probing of Hubble’s law to much farther distances. The result both teams found not
only confirmed that the universe was expanding, but also was increasing its rate of expansion.
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This phenomenon is described by the presence of an extra component of energy, dark energy,
which drives this acceleration. Although its properties and origin is still yet unknown, it is
included in the ΛCDM model to explain this apparent accelerating expansion. This latent
energy shares no interactions with matter or radiation, and as we will see exists purely as a
vacuum energy associated with space itself.
2.3 The ΛCDM Model
The ΛCDM model brings together all the observable elements of the universe in a cohesive and
consistent way. It explains how the four main components of the universe (baryonic matter,
cold dark matter, radiation and dark energy) work together and how they each influence the
universe’s evolution. The model also gives a quantitative description of the formation of the
cosmic microwave background, and can predict the power spectrum of the actual CMB to very
high accuracy.
To do this, the model uses the language of general relativity. Following this mathematical
framework leads to the Friedmann equations which govern the dynamics and evolution of the
universe in terms of the Hubble parameter H(t).
2.3.1 Friedmann Equations
The ΛCDM model is based on the cosmological principle which is encapsulated by the Friedmann-
Lemaître-Robertson-Walker (FLRW) metric, given in hyperspherical coordinates by:




dθ2 + sin2 θ dφ2
)]
.
Here, the scale factor a(t) is a multiplicative factor defining the expansion of the universe
at some cosmic time t. k is the curvature constant, which is +1 for a closed universe, 0 for a




sinχ , k = +1 ,
χ , k = 0 ,
sinhχ , k = −1 .
This metric is the most general form that supports the cosmological principle. It is used
in the Einstein field equations to derive the equations of motion for the universe, known as
the Friedmann equations. Appendix A provides an explicit derivation of these equations from
Einstein’s field equations and the FLRW metric, noting the use of the (−,+,+,+) metric sign
convention. The Friedmann equations are
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where H(t) is the Hubble parameter defined as H(t) = ȧ(t)/a(t). The cosmological constant Λ is
also included in the equations as an effective vacuum energy used to describe dark energy. Here
we note the current value of the Hubble parameter at t = t0 is H(t0) ≡ H0, the Hubble constant
as it appears in Hubble’s law. The Hubble constant is usually rewritten in the literature as
H0 = 100h km s−1 Mpc−1 ,
where h is effectively a dimensionless Hubble constant.
It is instructive to consider the simplest geometry for the Friedmann equations. Here, we
take a flat universe (k = 0) with no cosmological constant (Λ = 0). In such a model, the
Friedmann equations reduce to





, H2 = 8πGρ3 .









which is known as the critical density. This is the density at which the universe needs to be
today to appear spatially flat in the absence of any cosmological constant. This quantity is





for i = {b, cdm, γ,Λ} being a label for each component of matter or energy considered: baryonic
matter, cold dark matter, radiation or dark energy. This parametrisation is useful as it is
defined independent of a given cosmological model, and effectively encapsulates the fraction of
the universe made from each constituent compared to the critical density as measured today.
In a flat universe, we expect at the current time that
Ωb,0 + Ωcdm,0 + Ωγ,0 + ΩΛ,0 = 1 . (2.3.2)
However, for universes where k 6= 0 and the total mass-energy density is above or below
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which allows us to write
Ωb,0 + Ωcdm,0 + Ωγ,0 + ΩΛ,0 = 1 − Ωk,0 ,
which holds true for ΛCDM universes with arbitrary spatial curvature. This quantity will come
to use later on when we consider the evolution of the Hubble parameter H(t) for a general
ΛCDM universe with unspecified k.
2.3.2 Redshift-Scale Factor Relationship
Before considering how these density parameters evolve over cosmic time, it is worth examining
the quantities of redshift z and scale factor a(t) more closely. As this relationship is used
throughout the rest of the work (and across all other cosmology literature), it is worthwhile to
follow the derivation explicitly.
First, consider light emitted from a galaxy with hyperspherical coordinates (χ1, θ1, φ1) at
some time t1 with some wavelength λ1. The light is later received at Earth at time t0, the
current time, with a cosmologically redshifted wavelength of λ0.
Noting that light travels along null geodesics (ds2 = 0) with constant θ = θ1 and φ = φ1, so
from the FLRW metric:




sin2 θ dφ2 + dθ2
])





Taking the square root of each side, we take the negative value corresponding to a light







Now, we consider the second crest of this light wave which is emitted a period T1 = λ1/c
later, and received a period T0 = λ0/c later. As both periods are very small, we expect that
there would be negligible apparent movement of the galaxy at χ1 due to spacetime expansion,
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To evaluate these integrals, we will show that both integrands are effectively constant
between the bounds of integration. As this is applicable to both integrals, we shall drop the
subscripts and consider an arbitrary time t with corresponding period T = λ/c. Taking the






















= (λ/c)H(t) ≡ λ/c
tH(t)
,






In the case of a uniformly-expanding universe with a(t) = ct, the Hubble time reduces to
cosmic time tH = t.










to very good accuracy.
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Hence, due to the many orders of magnitude difference in time scales, the integrand c/a(t)


















From the definition of redshift, we have





Noting from the definition of the reduced scale factor a(t) that a(t0) = 1 this gives us
1 + z = 1
a(t) .
This identity is known as the redshift-scale factor relationship. This relationship is widely
used throughout cosmology as it links the theoretical scale factor a(t) from the FLRW metric
with the observable redshift z.
Quantities from now onwards will be written in terms of redshift z. This is because redshift
is independent of the model considered, as opposed to cosmic time t which is a function of
constituent densities.
2.3.3 Evolution of the Hubble Parameter
Although we could solve the Friedmann equations explicitly for simple geometries, by taking a
different, more physically-motivated approach we will find a general solution H(z) in terms of
the relative fractions of the universe’s constituents, the density parameters Ωi.
We will start by considering the redshift evolution of different components. For a cosmological





where each (Tµν)i is the stress-energy tensor corresponding to component i.
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uµuν + pigµν .
From the linearity of the covariant derivative, we expect that each component must satisfy
the energy-momentum conservation equation separately, assuming each component is non-
interacting on cosmological scales:
∇µ(Tµν)i = 0 .
This equation leads to the relativistic conservation and continuity equations, the latter of










where we have used that both pressure pi and density ρi only have dependence on time in an
isotropic, homogeneous universe.












All fluids have some relationship between their density and pressure. Relativistically, this
may be written as
pi = wiρic2 ,
where wi is the equation of state (parameter) for component i. It is typically constant for most
fluids, but some models of dark energy incorporate a running equation of state parameter. For
this work, however, all wis are taken to be constant.
Using the density-pressure relationship, we can solve the differential equation for density
giving
ρi(t) = ρi,0[a(t)]−3(1+wi) ,
where ρi,0 is the component’s density measured at the present time. From the scale factor-redshift
relationship, this becomes 1
ρi(z) = ρi,0(1 + z)3(1+wi) .
1Note that density has been written as a function of redshift z, as opposed to cosmic time t. This is simply a
reformulation that instead gives what redshift the measurements were made at, rather than at what time they
were made.
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wm = 0 for matter (baryonic and CDM), as there is no pressure associated with sparsely-
distributed grains. This gives
ρm(z) = ρm,0(1 + z)3 ,
which intuitively makes sense as we expect the density of matter to scale with the effective
volume, a−3(t). This means matter is conserved with co-moving volume, which is precisely the
result one would expect from using the continuity equation.
From electromagnetism, radiation pressure is given by pγ = ργc2/3, meaning wγ = 1/3.
This gives
ργ(z) = ργ,0(1 + z)4 .
This extra factor of (1 + z) for radiation can be seen as coming from the extra dilution of
the radiation energy density due to cosmological redshifting.
In the ΛCDM model, dark energy takes the form of a cosmological constant Λ with an
equation of state of wΛ = −1. Hence,
ρΛ(z) = ρΛ,0 .
Interestingly, this means that dark energy density is constant with the expanding universe.
Physically, this may be interpreted as a vacuum energy with negative pressure.
Note here that we have decided to include dark energy Λ as part of the mass-energy content
of the universe, as opposed to including it separately in the Friedmann equations as before.
Hence, the second Friedmann equation may be equivalently written as




where now the total density of the universe is
ρ(z) = ρm(z) + ργ(z) + ρΛ(z) .
The above can be equivalently written using the density parameter formulation as
Ω(z) ≡ ρ(z)
ρc
= Ωm(z) + Ωγ(z) + ΩΛ(z) .
Hence, the Friedmann equation may be re-expressed as











where we have used the form for H20 in Eq. (2.3.1).
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Using the definition of the curvature energy density Ωk,0 in Eq. (2.3.3), we find
H2(z) = H20
[
Ωm,0(1 + z)3 + Ωγ,0(1 + z)4 + ΩΛ,0 + Ωk,0(1 + z)2
]
,
where Ωm,0 is the matter density, including both baryon and dark matter contributions:
Ωm,0 = Ωb,0 + Ωcdm,0 .
For the flat k = 0 ΛCDM universe, only three quantities are needed to fully specify
the evolution of H(z): the baryonic and dark matter quantities Ωb,0 and Ωm,0, and the
normalisation H0. The radiation density parameter comes from the measurement of the
average CMB temperature T0. The remaining dark energy density is given by the completeness
relationship in Eq. (2.3.2).
The final parameter needed in the ΛCDM model to describe this evolution is the normalisa-
tion constant, H0. There are other parameters that can be used as a substitute for the Hubble
constant, such as the age of the universe t0. In such a case, from our previous discussion on the
redshift-scale factor relationship we saw that 1/H0 ≈ t0.
In this work, the quantity θs is used instead of H0 as their usage is interchangeable. This is





where z∗ is the redshift of recombination.
The sound horizon is the farthest distance a sound wave could have travelled in the time
elapsed from the start of the universe to redshift z. Similarly, the angular diameter distance
is the distance between an emission point and reception point at the time light was emitted
for a flat universe. This angular size θs acts as a fixed point to calibrate the evolution of the
expansion H(z) in a manner similar to H0 and t0, which is what allows us to consider it over a
more traditional selection of H0.
In order to remove some degeneracies between other parameters, the quantities Ωbh2 and
Ωcdmh2 are sometimes used as parameters, where h is the dimensionless Hubble parameter. It





2.3.4 Parametrising the Early Universe
At this point, we are able to describe the macroscopic evolution of the universe and its
constituents, and how this affects its expansion rate. However, we are yet to consider the
early universe and in particular the conditions and physics relevant to the formation of the
cosmic microwave background. A more thorough treatment of this subject would invoke
cosmological perturbation theory (CPT). CPT examines perturbations hµν to the spacetime
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metric gµν → g̃µν = gµν + hµν , and how such perturbations manifest themselves in various
power spectra such as temperature and density. Although taking this approach lies outside the
scope of the work, an important result to take from CPT is that the perturbation hµν can be
decomposed into two scalar, two vector and two tensor degrees of freedom. This decomposition
leads to perturbations being categorised as being scalar, vector or tensor-like in their nature.
To begin the discussion, we shall consider the parameters that describe the initial perturba-
tions in the matter density spectrum — a scalar perturbation field. In the very early universe,
an inflationary epoch resulted in the exponential growth of the universe and turned quantum
mechanical fluctuations of the inflation field φ into physical perturbations to the matter density.
By considering the slow-roll approximation for such a field φ, the resulting power spectrum of
these perturbations is very close to constant in wave number k [35]. This result motivates the
following Fourier space form of the matter power spectrum:
Ps(k) = Askns−1 ,
where k is the wave number of the perturbation under consideration. The scalar spectral index
ns ∼ 1 for the ΛCDM model, which suggests the primordial scalar power spectrum is close to
being scale invariant, or that the spectrum contains equal power across all wave numbers k.
Similarly, As governs the amplitude of the scalar perturbations. As it is usually a very small
number, the value ln(1010As) is equivalently used in literature. These two parameters fully
describe the contribution to the eventual large scale structure of the universe.
The final parameter needed describes the optical depth at reionisation, τ . More generally,





(1 + z′)H(z′) dz
′ , (2.3.5)
where ne(z) is the electron number density and σT is the Thomson scattering cross-section.
Hence, the optical depth as measured at the redshift of reionisation zreio sets a limit on the
amount of free electrons (or ionisation) happening due to stellar formation.
In total, only six parameters are needed to fully describe the base ΛCDM model of the
universe:
(Ωbh2,Ωcdmh2, 100θs, τ, ln(1010As), ns) .
These parameters will be used later on when simulating ΛCDM universes as part of
estimating the effects non-standard energy injection has on the early universe.
2.4 The Cosmic Microwave Background
During early times in the universe, light in the form of photons is trapped by electromagnetic
interactions with the ionised baryon plasma. As the universe cools, the plasma becomes neutral




Fig. 2.3 Geometry of CMB observations. Here, n̂ is a normal vector in the direction of the observation point
(θ, φ), and k is the wave vector of the CMB photon. Only a hemisphere is shown for brevity.
and it is during this time that photons are able to freely stream. The process, known as
recombination, results in the formation of the cosmic microwave background (CMB): the first
light visible from the Big Bang. The frequency spectrum of this light matches that of a black
body with temperature T0 = 2.725 K to one part in 105. The extremely small anisotropies are
seeded from quantum fluctuations that were expanded to macroscopic scales during inflation,
and form a powerful probe for early universe physics.
The CMB features both primary and secondary anisotropies. Primary anisotropies are
those formed during recombination, whilst secondary anisotropies occur from the time of last
scattering to when the photons arrive at the observer. Tertiary anisotropies due to foreground
sources will be covered in Section 4.3. The ultimate goal is to decompose these anisotropies
into spherical harmonics which allows us to create power spectra containing this information.
This section will outline the main sources of primary temperature and polarisation anisotropies
and secondary anisotropies, as well as how they are turned into power spectra from the CMB
signal measurement. Although the following is not integral to the understanding of this work, it
is nonetheless important to have an appreciation for how quantities such as the E- and B-mode
polarisations are computed and hence how variations in these quantities gives clues as to what
was happening in the early universe.
2.4.1 Mathematical Description
As the CMB signal is present across the whole sky, it can be viewed as projected onto a sphere.
The anisotropies are then described in terms of the amount of power contained within the
spherical harmonics Y`m(n̂).
The vector n̂ is directed from the observer at the sphere’s centre to a point on the sphere
at (θ, φ). n̂ can also be taken as the direction that CMB photons are freely streaming from.
Figure 2.3 shows the geometry being used in the following maths.
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Electromagnetic radiation can be characterised by its wave vector k and the electric field
component (or polarisation vector) E. Considering the geometry of the CMB, the wave vector
is anti-parallel to n̂, i.e. k  n̂. Hence, the electric field lies in the plane perpendicular to n̂.
This will become important later on when considering how polarisation anisotropies can be
decomposed into their spherical harmonics.
The radiation has an associated intensity and polarisation, both of which can be evaluated
using the electric field component E(n̂). An efficient way of encapsulating this information is
in the use of Stokes parameters, which are defined as the following time-averaged quantities:
I(n̂) := 〈E2x〉 + 〈E2y〉 , Q(n̂) := 〈E2x〉 − 〈E2y〉 ,
U(n̂) := 〈E2a〉 − 〈E2b 〉 , V (n̂) := 〈E2l 〉 − 〈E2r 〉 .
The subscripts refer to the following three coordinate systems: the normal Cartesian basis
(x̂, ŷ), the same basis rotated by 45° (â, b̂) and the circular polar basis (l̂, r̂), where l̂ = x̂+ iŷ.
Here, I(n̂) and V (n̂) correspond to the intensity and circular polarisation of the EM
radiation. These quantities are both invariant under rotations around n̂, meaning they can
both be decomposed in terms of spherical harmonics, allowing their associated power spectra
to be calculated. The I parameter is associated with the “temperature” of the CMB photons,
as their intensity is effectively a measure of the temperature of the corresponding black body
emission. We will not be considering any spectra associated with the quantity V (n̂), as circular
polarisation cannot be generated through Thomson scattering [49] and so we expect there to
be no associated anisotropies in the V parameter.
Q(n̂) and U(n̂) are orthogonal modes of linear polarisation. However, these quantities
depend on the axes used to define them. As a consequence, rotating the coordinate basis by an







 cos 2ψ sin 2ψ




As Q(n̂) and U(n̂) are not invariant under rotations, they cannot be written in terms of
spherical harmonics. However, the above property allows us to define the following quantities:
±2S(n̂) := (Q± iU)(n̂) ,
which have the following transformation properties:
±2S → ±2S′ = e∓2ψi ±2S .
The quantities ±2S(n̂) have a definite value of spin, ±2. This is defined in a purely
mathematical sense, where more generally a function on a sphere sf(θ, φ) is said to have spin s
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if it has the following transformation under a rotation of the coordinate basis by ψ:
sf → sf ′ = e−sψi sf .
By having definite spin values, the ±2S(n̂) functions can be decomposed in terms of




aT`mY`m(n̂) , ±2S(n̂) =
∑
`m
a±2`m ±2Y `m(n̂) .
The coefficients are given by the inner product of their corresponding spherical harmonic
with the original function:
aT`m =
∫





`m(n̂) ±2S(n̂) dΩ ,
where the integral is over solid angle dΩ.


















which give the following relationship between the original Stokes parameters:




`m(n̂)(Q+ iU)(n̂) dΩ .
These coefficients are known as the E- and B-modes of polarisation. As polarisation is a
vector field E(n̂), it can be represented as a sum of a curl- and divergence-free field. What we
have done through spin-weighted spherical harmonics is effectively create these fields from the
polarisation field. Here, the curl-free field is known as the E-mode, and the divergence-free field
is known as the B-mode, mirroring that of electric and magnetic fields in electromagnetism.
The resulting CMB power spectra can be created by considering the auto- and cross-
correlations of these coefficients. The B-mode has opposite parity to T and E, and so the
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Here, we have a normalisation of 2`+ 1 to satisfy the following relations:
〈aT∗`m aT`′m′〉 = δ``′δmm′CTT` , 〈aE∗`m aE`′m′〉 = δ``′δmm′CEE` ,
〈aB∗`m aB`′m′〉 = δ``′δmm′CBB` , 〈aT∗`m aE`′m′〉 = δ``′δmm′CTE` .
When measuring the power spectra, we must be aware that what is being measured is just
one possible realisation of the CMB signal. In effect, there are many different realisations of the
C`s and as such we can only make an estimate on what their true values are. The measured Ĉ`







This is known as the cosmic variance, and limits how well our measurements Ĉ` across one
sky can estimate the true C`s.
2.4.2 Temperature Anisotropies
Although the CMB temperature is homogeneous to one part in 105, small deviations from the
mean are still present. In the very early universe, density fluctuations left over after inflation
through a variety of different processes gave rise to these temperature anisotropies. We will
explore the various processes that form the characteristic CMB temperature signal.
Non-interacting cold dark matter forms gravitational potentials which attract baryons. As
they are compressed, they may pull in more photons due to the increased gravitational potential,
releasing excess energy as photons in the process. The radiation pressure from these photons
acts as a restoring force, dissipating the baryons and the associated potential. As a consequence,
acoustic waves propagate through the medium. Because recombination happens on a shorter
timescale than the formation and propagation of these waves, the waves are effectively “frozen”
into the CMB when photons finally decouple from the matter. This creates the characteristic
acoustic peaks and troughs in the temperature spectrum as seen in Figure 2.4.
Due to the finite lifetime of the universe, sound waves can only travel a finite distance
defined by the sound horizon. This horizon behaves like a boundary, meaning that sound
waves create stationary modes. Odd peaks in the spectrum correspond to modes in their
maximally compressed state, whilst the even peaks correspond to maximally rarefied states.
Both compressions and rarefactions produce peaks in the spectrum as compressions heat baryons
due to the increase in pressure which as a result blueshifts photons as they fall in to the potential
well. Similarly, rarefactions result in a net cooling of photons due to redshifting from potential
hills. As such, both result in temperature fluctuations about the mean temperature T0.
Alongside the oscillatory behaviour, emitted photons can be red or blueshifted by the
Doppler effect. This occurs if there is any bulk motion of matter prior to recombination.
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Fig. 2.4 TT power spectrum showing the acoustic peaks caused by sound waves propagating through the early
universe.
Photons that fall into gravitational potentials are blueshifted to higher energies. This energy
gain is lost if it climbs out of the same, unchanged potential. However, due to the constantly
changing environment, this gravitational potential can either increase or decrease, so by the
time the photon leaves it has a net energy change. This is known as the Sachs-Wolfe effect and
contributes to the total anisotropy.
Spectrum Peaks
The form of Figure 2.4 can be interpreted to give information about the nature of the early
universe.
The first peak corresponds to the largest acoustic wave. The size of this wave is constrained
by the furthest distance sound can travel in the time it has to do so: the sound horizon. As
such, the angular size of this peak corresponds to the angular diameter of the universe at
recombination, and its location on the multipole axis puts constraints on the curvature of the
universe.
The amount of baryonic matter present in the early universe governs the amount of
compression in each wave. A larger quantity of baryons pulls more fluid into potential wells
which enhance the compressional peaks. This effect is known as baryon drag, and is why the
compression peaks in the temperature spectrum are larger than their consecutive rarefaction
peaks.




Fig. 2.5 Incoming light with E ‖ ẑ hitting an electron e− will cause the electron to oscillate parallel to the
electric field E. The electron will emit radiation with the same polarisation preferential to the plane perpendicular
to E.
Anisotropies at high-`, or small angular scales, are suppressed by the diffusion of photons
during late recombination known as Silk damping. The resulting photon mixing exponentially
dampens relative temperature differences on small scales.
2.4.3 Polarisation Anisotropies
CMB light can also become linearly polarised during its formation. This is done through
Thomson scattering, which is the low-energy limit of Compton scattering. In such a case, the
electron’s kinetic energy and the photon’s frequency remain unchanged during the interaction.





′ · E|σT ,
where E, E′ are the polarisations of the incoming and scattered light respectively, and σT is the
Thomson scattering cross-section. This process preferentially scatters photons perpendicular to
the polarisation vector E. Figure 2.5 shows how light incident on an electron may be scattered.
A net polarisation can be generated if the intensity of the radiation field exhibits a quadrupole
anisotropy. Figure 2.6 shows how cold and hot photons hitting an electron at the same time
produces an outgoing photon with component of linear polarisation due to Thomson scattering.
Here, khot corresponds to the hot photon which has increased intensity compared to the cold
photon kcold. Due to this difference in intensities, the resulting scattered photon has a net
polarisation parallel to ẑ.
Polarisation can also be generated from vector and tensor effects. In this case, vector effects
such as vorticity arising from hot and cold regions shearing can develop polarisation. Similarly,
tensor effects such as primordial gravitational waves can also create polarisation.




Fig. 2.6 An electron surrounded by a quadrupole of unpolarised photons (hot photons along x-axis, cold along
z-axis) produces a net polarised photon along the y-axis.
2.4.4 Secondary Anisotropies
After the surface of last scattering, light from the CMB still interacts with gravitational
potentials and matter along its path to the observer. These interactions generate secondary
anisotropies in the CMB spectrum.
The integrated Sachs-Wolfe (ISW) effect works similarly to the Sachs-Wolfe effect, except
the gravitational potentials are encountered during the time taken to travel from the surface
of last scattering to the observer. This results in a net integrated result as the CMB photon
encounters evolving potentials. This effect is sometimes split into early- and late-time parts.
The early-time ISW effect occurs directly after recombination where the radiation-dominated
universe has evolving potentials due to the presence of large amounts of radiation. The late-time
ISW effect happened much more recently during the dark energy-dominated universe, where
gravitational potentials of galaxy clusters are dissipated due to the dark energy driving the
galaxies apart.
Photon polarisation is also affected by gravitational potentials. B-mode anisotropies can be
generated through weak gravitational lensing, which mixes E-modes with B-modes as photons
propagate to the observer. At linear order in CPT, T-, B- and E-modes do not mix, but as
gravitational lensing is a non-linear process we see mode mixing.
Alongside the evolution of gravitational potentials, CMB photons can be scattered by high-
energy electrons, with the resulting anisotropy known as the Sunyaev-Zel’dovich (SZ) effect.
This effect can be due to either thermal electrons (electrons with an emission spectrum similar
to a blackbody), or kinetic electrons (those which have been accelerated by other astrophysical
means). As such, the SZ effect is commonly referred to as either thermal or kinetic.

Chapter 3
Recombination and Dark Matter
3.1 Introduction
Observations of dark matter have led to a plethora of different theories. There is, however,
an implicit assumption all of these theories make: that dark matter was created alongside
the rest of “normal” baryonic matter and radiation during the Big Bang. Certain models of
dark matter can introduce candidates that have additional non-gravitational interactions with
baryonic matter and radiation. As an example, some WIMP theories of dark matter predict
weakly interacting subatomic particles that can annihilate against each other or decay into SM
particles.
For models of this interacting dark matter, the early universe could provide the right
conditions for the dark matter to inject energy. This could be due to the large densities
counteracting small annihilation cross-sections in WIMP models, or the formation of black
holes which subsequently evaporate or accrete as in models of primordial black holes. The extra
injection of energy during the early universe would upset the standard process of recombination,
leaving an imprint in the CMB detectable by experiments such as Planck.
This chapter will explore the recombination epoch in further detail in Section 3.2, outlining
the two main methods used to model this point in the universe’s past. Section 3.3 covers the
extension of these models to incorporate non-standard energy injections from generic dark
matter, before Section 3.4 details the specific model of dark matter considered throughout the
rest of the work: primordial black holes.
3.2 The Recombination Epoch
During the early stages of the universe, hydrogen and helium nuclei were stripped of their
electrons due to the extreme heat. It was only when the expanding universe cooled that the
electrons combined with the hydrogen and helium nuclei to form neutral atoms. This part of the
universe’s history is known as the recombination epoch. It is governed by electron transitions
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between the various energy levels of hydrogen and helium atoms, and their interactions with
the ambient photon field.
The problem for cosmologists remained how to accurately describe the evolution of this
system from a hot plasma to a neutral gas. A full, mathematical description of these processes
is vital to understanding the formation of the cosmic microwave background.
It was not until the late 60s that pioneering work by Peebles [5] and Zeldovich, Kurt, and
Syunyaev [6] found a way of quantifying this problem. Both groups took a similar approach to
solving the problem, which became known as the effective three-level atom. The three-level
atom, although basic, provided the first insight into the recombination epoch, and allowed for
the calculation of CMB power spectra from a purely theoretical standpoint.
An improvement to this method has recently been proposed, and treats the hydrogen atom
in more depth whilst still remaining computationally viable. This is known as the effective
multi-level atom.
This section will cover the effects recombination has on the formation of the CMB, and
offer an explanation of the two predominant atomic models used to compute recombination.
3.2.1 Imprints on CMB
Understanding the recombination epoch is vital to understanding the CMB. The two quantities
we are interested in when considering reionisation are the ionisation history and the matter
temperature. Here, “matter” only refers to neutral atoms, protons, electrons and other nuclei,
as we assume at this point any dark matter component has already dropped out of thermal
equilibrium.





where ne(z), np(z), nH(z) are the number densities of electrons, protons and atomic hydrogen
respectively.
Changes to the ionisation history xe(z) affect the CMB through changing the visibility
function and the amount of Silk damping.
Visibility Function





(1 + z′)H(z′) dz
′ . (2.3.5)
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The visibility function g(z) gives the probability that a photon was last scattered in the
interval [τ, τ + dτ ] per redshift:
g(z) := e−τ(z) dτdz =
ne(z)cσT
(1 + z)H(z) e
−τ(z) .
g(z) is dependent on the number density of free electrons ne(z), and governs the probability
distribution for the last scattering of photons. If photon re-scattering increases through a
change in ne(z), the resulting CMB anisotropy should be less than expected as scattering
homogenises the temperature differences in the CMB photon field.
The effect g(z) has on the CMB is more important at low redshifts, as the visibility function
is exponentially damped at high redshifts by the optical depth. Hence, increased ionisation
leads to a larger tail in the visibility function at low redshifts therefore decreasing the overall
amplitude of CMB anisotropies.
Silk Damping
Before completely decoupling from the plasma at last scattering, photons undergo a random
walk as they scatter off the remaining free electrons. The mean free path for photons at redshift




This random diffusion of photons prior to last scattering acts to dampen small scale
fluctuations in the temperature power spectrum. This phenomena is known as Silk damping,
and is dependent on the electron density and hence the ionisation history. A larger amount of
ionisation will reduce the mean free path and decrease the amount of damping in the tail of the
spectrum.
3.2.2 Three-Level Atom
The three-level atom (TLA) compacts the infinite energy levels of the hydrogen atom into just
three: the ground state, the first excited n = 1 state, and the continuum state at n = ∞. The
model assumes that all higher excited states are in Boltzmann equilibrium with the first excited
state and so can be effectively ignored. Here, Boltzmann equilibrium is taken to mean the
equilibrium reached when all energy states share the same occupation numbers and transition
rates. Figure 3.1a gives a schematic diagram of the levels involved in calculations for the TLA.
Direct recombination to the ground state is inefficient, as doing so will emit a photon which
will immediately photoionise another H atom in its ground state. Instead, recombination occurs
at excited states, which then quickly cascade down to the 2s and 2p states [51, 52].
Atoms in the 2p state decay to the ground state by Ly-α emission. However, the emitted
photon cannot escape easily as it will be re-absorbed by other hydrogen atoms in the ground















(b) Effective multi-level atom, from Ali-Haïmoud and
Hirata [50].
Fig. 3.1 H atom models used to solve the recombination problem.
state not unlike the case of direct recombination. The photon can only escape if it is redshifted
away from the resonant Ly-α line before it encounters another hydrogen atom.
Decay to the 2s state is classically forbidden due to the large lifetime of the 2s state compared
to the 2p state. During recombination, the transition rate is comparable to the 2p decay to 1s,
and results in a double photon decay to the ground state. As the difference in orbital angular
momentum is zero between the 2s and 1s levels, two photons need to be released to conserve
angular momentum. This process is 108 times slower than the Ly-α decay, but the photons
escape immediately due to the lack of resonances at the photons’ energy.
The net result is that both processes happen on comparable timescales, allowing hydrogen
to fall into its ground state and become bound and neutral. Such a simplified model results in













1 + fHe + xe
[Tm − Tγ(z)] + 2H(z)Tm
}
. (3.2.2)
Here, σT is the Thomson scattering cross-section, ar = 4σ/c is the radiation constant,
Tγ(z) = (1 + z)T0 is the radiation temperature, me is the electron mass and fHe is the fraction
of helium nuclei to hydrogen nuclei.
Eqs. (3.2.1) and (3.2.2) are those used when not considering any extra energy injections
from external sources, and hence will be referred to as the standard equations. As there is a lot
to unpack in these equations conceptually, we will start by considering Eq. (3.2.1).
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Free Electron Fraction
In (3.2.1), Rs and Is are standard recombination and ionisation terms respectively, and take
the form
Rs(xe, Tm; z) = C(xe, Tm; z)αB(Tm, Tγ)x2enH(z) ,
Is(xe, Tm; z) = C(xe, Tm; z)βB(Tγ) (1 − xe)e−hν2s/kBTm ,
where C(xe, Tm; z) is Peebles’ coefficient which will be defined later, ν2s is the frequency of the
2s→1s transition, and kB is the Boltzmann constant.
αB(Tm, Tγ) and βB(Tγ) are recombination and ionisation rates from fully-ionised to excited
H states respectively. They both originated from theoretical descriptions of nebulae emission,
and describe so-called “case B” emission where emitted Ly-α photons are quickly reabsorbed
by surrounding neutral hydrogen atoms. It is quite easy to see why these coefficients have since
found great use in recombination physics, as the same process happens in the early universe
too.
Matter Temperature
In Eq. (3.2.2), the first term is a Compton cooling term. It comes from considering the energy
transferred from electrons to photons via Compton scattering, originally proposed by Weymann
[53]. The rest of the particle content (protons, ionised and neutral hydrogen and helium
states) are kept at the same temperature through collisions, so the net cooling effect extends
Weymann’s by considering the energy of all particles involved in recombination [54].
The second term is an adiabatic cooling term due to the expansion of the universe. Assuming
matter forms an ideal gas, γ = 5/3 for adiabatic expansion which implies Tm ∝ (1 + z)2. This
implicitly leads to dTm/dz = 2Tm/(1 + z), the term that features in Eq. (3.2.2).
Peebles’ Coefficient
In order to account for the probability of a hydrogen atom being re-ionised by CMB photons
before it reaches the ground state, Peebles introduced a coefficient C(xe, Tm; z) defined by
C(xe, Tm; z) :=
1 +K(z) Λ2s1snH(z) (1 − xe)
1 +K(z) [Λ2s1s + βB(Tγ)]nH(z) (1 − xe)
.





and accounts for the cosmological redshifting of Ly-α photons with wavelength λα.
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The coefficient can be viewed as the probability that a hydrogen atom in the first excited
state transitions to the ground state through either the 2s or 2p transition before being ionised
by ambient CMB radiation.
3.2.3 Effective Multi-Level Atom
As the precision of various CMB anisotropy experiments increased, the accuracy of the TLA
approach was brought into question [50, 51, 55]. In order to increase the accuracy of calculations
to match experimental precision, higher order effects needed to be accounted for. This was
achieved by extending the TLA model to incorporate such effects.
This extension is known as the multi-level atom (MLA), and improves upon the TLA model
in two ways: by incorporating non-equilibrium effects of higher energy levels in the H atom, and
by solving for the Ly-α escape probability explicitly and its effect on the 2s→1s transition. The
first approach effectively leads to a change in αB(Tm, Tγ), whilst the second approach effectively
changes Peebles’ coefficient C(xe, Tm; z).
Although more accurate, the MLA model is also a lot slower, as the population for each
extra excited state considered must be solved for explicitly. Instead, an effective approach
was taken by Ali-Haïmoud and Hirata [50], known as the effective multi-level atom (EMLA).
Compared to the full MLA approach, the EMLA works by merging various higher-order effects
into effective recombination and ionisation rates. Figure 3.1b gives a schematic diagram of
the levels involved in calculations for the EMLA, highlighting the interface states which use
effective transition rates between interior states to speed up calculations.
EMLA works by splitting the MLA problem into two parts: the calculation of bound-bound
and bound-free transition rates between excited states of hydrogen in a thermal photon field,
and the full evolution of the hydrogen atom accounting for these transitions. By integrating out
these excited state transitions, the MLA method can be reduced to an effective one where only
a handful of excited states need to be considered (e.g. 2s, 2p, 3s), and effective transition rates
to higher energy levels are used in place of explicit calculations. As the effective rates can be
calculated beforehand, the results can be interpolated on-the-fly during the EMLA calculation.
3.2.4 Recombination Codes
Many numerical codes have been written to solve for ionisation histories. For this work, we will
consider the two codes packaged with the Boltzmann code class: recfast and HyRec.
At the onset of this project, recfast was used for its apparent resemblance to TLA
physics despite it being based on MLA calculations. However, due to its inability to correctly
incorporate non-standard DM physics it was eventually discarded in favour of HyRec, a more
robust code that accurately accounts for DM physics through the EMLA method.
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RECFAST
recfast [54, 55] was the first recombination code to implement an “effective” MLA approach.
It computes the ionisation history quickly and accurately through the use of a so-called “fudge
factor” that allows it to reproduce results from more accurate but slower MLA codes. It does
this by using fudged TLA equations and various approximations [56] to calculate reionisation
histories. As a consequence, it does not lend itself to exotic physics extensions. However,
recfast presents a simple interface with which to examine the internals of TLA and naively
extend it.
It was recently extended by Scott and Moss [56] to make use of a matter-radiation tem-
perature equality approximation. By computing a characteristic time at which Compton
interactions freeze out, the matter and radiation temperatures can be fixed equal until the
matter temperature must be evolved in full.
HyRec
HyRec [57] implements the true EMLA model, with support for a recfast-like model with
fudge factors.
HyRec uses various approximation schemes to evolve the system through redshift z. For
high redshifts, the program uses an analytic approximation based on the closeness of helium
levels to Saha equilibrium, a so-called post-Saha expansion. It then fully evolves the hydrogen
recombination, which incorporates many higher-order effects not included in previous analyses.
This part involves solving the radiative transfer equation explicitly using a sparse matrix
formulation to evolve the ambient photon field alongside state occupation numbers and the free
electron fraction.
HyRec is based on a modular structure, allowing the user to select what model of recombi-
nation to use, such as the original Peebles model, a recfast-like model and the full EMLA
model. HyRec also provides switches for various higher-order interactions included in the
radiative transfer equation, so the user can remove such effects if execution speed is needed
over accuracy.
3.3 Dark Matter as a Non-Standard Energy Source
As astrophysical observations convince us of the existence of dark matter, it seems reasonable to
assume that it must have been created in the Big Bang along with all other matter. Depending
on when the dark matter freezes out from potential interactions with baryonic matter and
radiation, there could be some amount of it around the time of recombination, no longer
interacting with the ordinary matter. Assuming there exists an avenue through which the dark
matter can inject energy (e.g. for WIMP DM: annihilation or decay), this extra energy can
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affect recombination. In this section, we will explore how the incorporation of dark matter can
impact the ionisation history of the universe through non-standard energy injection.
3.3.1 Energy Injection During Recombination
The primary motive for considering recombination in such detail is to extend the processes to
incorporate the effects of dark matter. Dark matter in the early universe, depending on what
form it takes, can inject extra energy into the primordial photon-baryon plasma.
In order to include these extra effects during recombination, we must parametrise the
different ways in which non-standard energy injections can affect the coupled photon-baryon
plasma. The plasma can undergo ionisation or excitation at the atomic level in both hydrogen
and helium. It can also be heated up through larger scale thermal excitations, and have extra
continuum photons injected into the photon field with energies too low for them to interact
(< 10.2 eV). These are known as the various deposition channels for the plasma. We now need
a way of converting the injected energy into the energy deposited into the plasma.
Injection vs Deposition
Energy injected in the early universe can come from a wide variety of sources, and consist of
an array of different particles. The fine details of how this energy and matter interact with the
primordial plasma can be abstracted away by considering the fraction of injected energy that is
actually deposited into the plasma, fX,c(z), for each deposition channel c. This is known as an










where energy injection is given as a rate per unit co-moving volume per unit cosmic time. We
also introduce the subscript X in this work to explicitly indicate that these efficiencies originate
from a non-standard source X.
One could argue that this differential quantity should be written with a d2E on the
numerator, however throughout this work we use the convention of taking multiple differential
quantities in the denominator to outline what the numerator is defined in terms of. Looking
back at our definition of the energy injection, the inclusion of dV dt is simply there to indicate
the quantity is defined per unit co-moving volume per unit cosmic time.
To simplify matters, the deposition efficiency was first approximated by assuming energy
is deposited into the plasma at the same time it is injected [11, 58, 59]. This is known as
on-the-spot energy injection. In such a case, deposited energy is given as a fixed fraction
of the total injected energy and redshift-dependent effects are not taken into account. This
approximation is only valid for high redshifts where cooling processes are efficient enough that
energy deposition is effectively instantaneous. However, this assumption breaks down when
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considering energy injections at z ∼ 1000, where the photon cooling rate becomes comparable
to the Hubble time [60].
More recently, work done by Slatyer [7, 8, 9] aims to circumvent these assumptions by
simulating energy deposition for electrons, positrons and photons from first principles. This
work considers the fine details of electron/positron and photon interactions in the early universe,
and presents effective deposition efficiencies that can be used to compute ionisation histories.
As the only difference between an electron and positron is the sign of their charges, any property
of electrons in the context of particle radiation and energy deposition is equivalent for positrons,
and as such we will not mention positrons explicitly in the interests of brevity.
In general, energy injections in the form of particle showers consist of more than just
electrons and photons. However, other particles such as gauge bosons, baryons and mesons
produce both electromagnetic and hadronic showers. The final states may include neutrinos,
which are stable and weakly interacting so escape easily; and protons, which ineffectively
transfer energy to the plasma and so can be ignored [58]. This work closely follows the analysis
taken by Clark et al. [1], which neglects the effects of hadrons as primordial black holes with
masses greater than 1015 g primarily radiate electrons and photons.
3.3.2 Extension of TLA Model
For this work, we consider only three energy deposition channels: hydrogen ionisation and
excitation, and heating. Helium exists in a much smaller fraction relative to hydrogen, and
becomes neutral long before hydrogen recombines. As such, it does not greatly influence
the reionisation history and can be effectively ignored when considering non-standard energy
injections.
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The non-standard terms have been split up into their respective channels. They are given
by
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where we have included the energy deposition efficiencies fX,c(z) for each channel c, and the
total injected energy per unit volume per unit cosmic time (dE/dV dt)inj. Here, H ionisation is
given by the label i, H excitation by α and heating by h. The energies used in the equations
are the hydrogen ionisation energy Ei and the Lyman-α transition energy Eα. The deposition
efficiencies fX,c(z) are taken from the Slatyer results. We will revisit this in Section 5.2, where
we will explicitly follow the steps taken in using the Slatyer results.
3.4 Primordial Black Holes
Primordial black holes (PBHs) are black holes formed early in the universe’s history from
the gravitational collapse of large over-densities of matter. Originally proposed as a dark
matter candidate in the mid ’70s by Chapline [61], PBHs enjoyed a period of inattention
before recently coming back in vogue through measurements by LIGO of a binary black hole
merger [14, 15, 16, 17, 18]. PBHs are an interesting DM candidate to consider due to their
heavily constrained parameter space. Astrophysical observations such as diffuse gamma ray
background measurements [62, 63] and microlensing surveys [64] exclude some regions of PBH
mass. However, there are two mass windows that have still not been fully excluded, both of
which can potentially inject energy during recombination.
The first spans masses of the order of solar masses, from 10M to 102M. This high-mass
region features black holes that inject energy through the formation of an accretion disk [19].
The second, lighter region contains PBHs with masses in the range 1015 g to 1017 g (roughly
10−19M to 10−17M). Heavier PBHs are better constrained by femtolensing observations,
whilst PBHs with MPBH . 5 × 1014 g would have evaporated by today, and so are not considered
[65].
In order to maintain simplicity throughout this work, we will be only dealing with the
low-mass range, and consider energy injection from black hole evaporation. We will not be
considering the solar mass region due to the complexity of calculating radiation luminosity
from accretion disks.
3.4.1 Creation
Depending on the model of PBH considered, there are many different ways that overdense
regions in the early universe could have formed. Models due to inflation [66, 67], pre-heating
after inflation [68, 69], first-order phase transitions [70] and curvatons [71, 72] have all been put
forth. For this work, we consider inflation-driven models, where an inflationary epoch expanded
quantum fluctuations into macroscopic mass density fluctuations which later collapsed into
black holes.
PBH analyses up until recently have implicitly assumed a monochromatic mass distribution,
i.e. PBHs of a single fixed mass. However, it is not reasonable to expect that actual PBHs
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generated from early universe mechanisms will all have the same mass. For instance, different
inflation mechanisms can result in mass distributions with non-zero variance [22]. We will be
considering the effects these extended mass distributions have on constraints for PBHs later on.
3.4.2 Evaporation
The idea of black hole evaporation was first proposed by Hawking [73, 74], and originated from
purely thermodynamical arguments. The phenomenon became known as Hawking radiation,






For PBHs, it is reasonable to assume the black holes themselves do not have charge or
angular momentum, as these will be lost through particle emission quicker than the mass.
The temperature is that of a black body, which fixes the amount of energy released by the
black hole according to the black body spectrum. Unlike a black body which traditionally
only emits photons, black holes emit different particle species depending on how massive they
are. Simply speaking, this is because higher black hole temperatures lead to larger ejection
energies, and heavier particle species are ejected as a result as there is more energy with which
to produce them. As a consequence, black holes lose mass.
The rate of change for black hole mass is given by [65]
dMBH









g s−1 , (3.4.2)
where the sum is over particle emission fractions f emi (MBH), including relativistic particle
degrees of freedom. For example, if electrons were being considered, a factor of four would be
included alongside f eme± (MBH) due to the two spin states and the matter/antimatter duality.
The sum over f emi (MBH) is normalised to unity for a black hole with mass MBH  1017 g.
3.4.3 Emission Spectra
Eq. (3.4.1) gives a good indication of what particle energies are ejected from a black hole when
compared to Planck’s law for black bodies. However, the specific energy spectrum for particle
emission can also be calculated separately. For a general black hole, the ejection rate of particles













where s is the particle’s spin and Γs is its associated absorption coefficient.
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The average energies of emitted electrons, photons and neutrinos for this spectrum are
Ēe± = 4.18kBTBH , Ēγ = 5.71kBTBH , Ēν = 4.22kBTBH . (3.4.4)
The peaks of the spectra are within 7 % of these values [75], so using the average energies is
a good approximation to the full spectra.
Emission Fractions
In order to compute the mass loss in Eq. (3.4.2), we need to know the particle emission fractions
f emi (MBH). For the mass range under consideration, emitted particles are effectively massless
and the emission fractions for each particle are given as follows [76]:
f eme± = 0.142 , f emγ = 0.060 , f emν = 0.147 .
3.4.4 Energy Injection
The total Hawking radiation injected by PBHs is given by the energy injected per PBH





2 × nPBH(z) .
As mass is being lost by the PBH, the energy injected into the medium must be positive,
hence the negative sign in the above equation. Noting that the number density of PBHs can be





where the density ΩPBH(z) evolves in the same way as matter:
ΩPBH(z) = ΩPBH,0(1 + z)3 ,






c2ρcΩPBH,0(1 + z)3 ,
using the notation ẋ ≡ dx/dt.
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c2ρcΩcdm,0fPBH (1 + z)3 s−1 .
(3.4.5)
Given the PBH mass, the fraction of dark matter made of PBHs fPBH, and the current
density of dark matter Ωcdm,0, the combined Hawking radiation of all PBHs can be calculated.
In order to fully calculate the effect this extra radiation has on the CMB, deposition efficiencies
also need to be calculated.
3.4.5 Deposition Efficiencies
We follow the simple approach outlined by Clark et al. [1] to calculate the deposition efficiencies
for PBHs. By only considering injected electrons and photons from PBHs, the deposition
efficiencies are calculated by weighting the particles’ individual deposition efficiencies f e±eff,c(Ee, z)
and fγeff,c(Eγ , z) by their particle degrees of freedom as mentioned previously in Eq. (3.4.2).
The particle efficiencies are given by Slatyer [8], with the resulting deposition efficiencies for
PBHs then given by
fPBH,c(MPBH, z) =
4f eme± f e
±
eff,c(Ee, z) + 2f emγ f
γ
eff,c(Eγ , z)




Sampling ΛCDM Parameter Space
4.1 Introduction
When presented with a theoretical model describing a non-standard extension of a well-tested
theory, it is well within reason to want to know how viable such a model is when compared to
observations. In order to accomplish this, we turn to statistical inference. For this work we will
be dealing exclusively with Bayesian inference.
To begin with, a summary of the MultiNest sampling algorithm is presented in Section 4.2,
with an outline of Bayesian inference. Section 4.3 describes the likelihoods used by Planck.
Section 4.4 then outlines the creation and structure of pc_multinest, a driver program written
as part of this work which links the Planck likelihood code together with the cosmological code
class and the sampling program MultiNest to estimate parameter values.
4.2 MultiNest
MultiNest is an implementation of the multimodal nested sampling algorithm [77, 78], written
by Feroz, Hobson, and Bridges [79]. The nested sampling technique was introduced as an
efficient way of evaluating the Bayesian evidence, but as a by-product also produces posterior
samples. These concepts will be defined in the following section.
4.2.1 Bayesian Parameter Estimation
In the field of statistics, parameter estimation encompasses many different methods, of which
most are based in some way on the concept of a likelihood, or how well we expect the theory to
fit the observed data. Parameter estimation aims to compute the probability that parameters
of a given model have a given value. The interpretation of what this probability represents
gives rise to the two schools of thought: Bayesian and frequentist statistics. The likelihood is
defined independently of these differing interpretations, and is the probability of obtaining the
data given a particular model and its set of parameters.
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Bayesian inference requires knowledge of a model with parameters θ, and a set of data D
to compare the model to. The machinery of Bayesian inference is governed by Bayes’ theorem,
written as:
P (θ|D) = L(θ;D)π(θ)
Z(D) . (4.2.1)
Here, L(θ;D) is the aforementioned likelihood, π(θ) is the prior distribution and Z(D)
is the evidence. The quantity on the left of Eq. (4.2.1), P (θ|D), is known as the posterior
distribution.
The likelihood can be loosely seen as the goodness for which the chosen parameters θ can
replicate the data. In the case of this work, it describes how well the chosen model parameters
fit a selection of power spectra as observed by Planck.
The prior is, strictly speaking, the initial probability that the parameters will have some
value, defined independently of the data. In practice, this becomes a probability distribution
that is used to draw samples from the posterior. It is the one quantity in Eq. (4.2.1) that can
be changed by the user, and as such must be carefully chosen to not add extra information to
the posterior which would bias the posterior. Such priors are known as non-informative priors.










θ dnθ is the n-dimensional integral over all n free parameters θ. The form of the evidence
as it appears in Bayes’ theorem can also be seen as a normalisation condition, forcing∫
θ
P (θ|D) dnθ = 1 .
It is common to consider the natural logarithm of the likelihood ln L when computing
posteriors. As the logarithm is a strictly increasing function of its argument, the logarithm
of a function will have its maximum at the same value as the original function. As such, it
is suitable to consider the log likelihood in place of the plain likelihood, especially since the
likelihood can be very close to zero for large regions of parameter space. Taking the logarithm
of this value makes it easier for numerical methods to converge on a maximum likelihood, as
the difference across points in the local neighbourhood is no longer negligible.
Another benefit of considering the logarithm of the likelihood is that for a Gaussian likelihood,
the logarithm is quadratic in its parameters. The corresponding Taylor expansion is then finite,




For problems where the likelihood L(θ;D) does not take an analytic form, numerical approaches
using sampling algorithms are used. The challenge for sampling algorithms is to sample the
posterior P (θ|D) using the likelihood efficiently (which may be costly to evaluate).
In the field of cosmology where many problems are unimodal in nature, Markov chain Monte
Carlo (MCMC) sampling methods are predominantly chosen as the sampling method. This
is because MCMC sampling is able to efficiently compute the posterior for problems that are
unimodal. However, it is non-trivial to define when a Markov chain has converged, and many
convergence diagnostics can sometimes fail to detect convergence failure [80].
MultiNest was instead chosen for this project for its concrete convergence criterion. It
also performs better for multimodal problems which would otherwise be a lot harder for MCMC
methods. MultiNest achieves this by using nested sampling.
Nested sampling works by creating nested regions in parameter space defined by surfaces
of constant likelihood (iso-likelihood surfaces), where each region iteratively becomes smaller
before eventually converging on the maximum likelihood. The method continues to work when
multiple local maxima (or modes) are present in the posterior function, due to the nested
nature of the algorithm.
It is based on reducing the multidimensional integration of the evidence to one dimension.





The volume takes on values in the range [0, 1], as we assume that the prior π(θ) is properly
normalised. The volume X(λ) is one when the value of λ is low enough to encapsulate the full
likelihood region of interest. It tends to zero as λ increases, until it finally goes to zero when λ
reaches the maximum likelihood value.





where we have now written the likelihood as a function of the prior volume X.
By evaluating likelihoods Lj = L(Xj) such that consecutive prior volumes are decreasing:
1 = X0 > X1 > · · · > XM > 0 ,
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for some weights wj . For instance, for integrals evaluated through the trapezoidal rule,
wj = (Xj−1 −Xj+1)/2.
4.2.3 Prior Handling
MultiNest draws a sample of N so-called “live points”, which it uses to explore the posterior.
The number of live points generated is an option given by the user.
The success of nested sampling relies on the assumption that each consecutive step draws
samples from a decreasing prior volume. In practice, this sampling is done by imposing the
condition L > Lj at each sampling step j. As the prior volume is defined to be the interior of
an iso-likelihood surface, then consecutively smaller volumes correspond to larger likelihood
values. After drawing each live point from the current prior volume, MultiNest sets the next
likelihood bound to the minimum likelihood of the current set of live points. This acts to
decrease the prior volume over time.
MultiNest works by sampling uniformly from a unit hypercube, i.e. a cube in n dimensions
with each side spanning the range [0, 1]. The collection of live points that are sampled from the
hypercube are related to the free parameters of the likelihood through a transformation. It is
up to the user to transform these samples ui from this unit space to the physical priors chosen
by the user such that the likelihood can be properly evaluated. For a separable prior where
each parameter’s prior is independent of other parameters, we may write the full prior as
π(θ) = π(θ1)π(θ2) · · ·π(θi) · · ·π(θn) .





for each uniformly sampled ui ∼ U(0, 1).
In the case of a uniform prior with θi ∼ U(ai, bi), the above reduces to
θi = ai + (bi − ai)ui . (4.2.2)
More complex priors can also be transformed this way, but many, such as the Gaussian
priors used by Planck, do not have analytic expressions. For such a prior π(θi), this pitfall is
avoided by instead reformulating both the likelihood and prior:
L(θ) → L′(θ) = L(θ)π(θi) , π(θi) → π′(θi) = const. .
This reformulation correctly accounts for the extra information given by more complex
priors. However, posterior points are instead sampled uniformly as opposed to being sampled
proportional to their original prior.
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In terms of the log likelihood, this transformation can be written as
ln L(θ) → ln L(θ) + ln π(θi) ,
which for a Gaussian prior θi ∼ N(µ, σ) gives
ln L(θ) → ln L(θ) − (θi − µ)
2
2σ2 , (4.2.3)
up to some additive constant which can be ignored.
Ellipsoidal Sampling
MultiNest also needs a way of imposing L > Lj when sampling the likelihood at a given
sampling step j. To maintain computational efficiency, this is done by approximating the
iso-likelihood surfaces by multidimensional ellipses. The ellipses are constructed from the
covariance matrix computed from the current set of live points.
In general, a likelihood might not have perfectly ellipsoidal iso-surfaces. MultiNest
accounts for this by allowing the user to define a sampling efficiency e such that the prior volume
encapsulated by the ellipse is increased by a factor of 1/e after each step, i.e. X → X ′ = X/e.
The efficiency typically lies in the range of [0, 1], but a value of e > 1 may be chosen to quickly
find best-fit parameters as a first estimate.
In order to account for overlapping ellipses, a point residing in ne ellipses has a probability
of 1/ne of being kept for that run.
4.2.4 Convergence
As mentioned previously, MultiNest has a concrete convergence criterion that arises naturally
from the computation of the evidence. At any given step i in the iteration, the maximum
change in the evidence possible from the remaining posterior volume is ∆Zi = LmaxXi, where
Lmax is the maximum likelihood of the current set of live points and Xi is the current prior
volume of the step. Convergence is met when this value falls below some user-defined value.
4.3 Planck Likelihood Code
Now we have chosen a sampling algorithm, we also need a likelihood function to use in the
posterior. This work uses the Planck likelihood code created by the Planck Collaboration,
which uses data from the Planck satellite to compute the likelihood. An overview of the process
is presented to provide context for the use of different Planck likelihoods later on.
The creation of the likelihood begins with all-sky measurements across four microwave
bands by the Planck satellite. Taking these data and turning them into a likelihood function
is a highly-involved and non-trivial task that has been already carried out by the Planck
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Collaboration. Many foreground contributions need to be accounted for before a dataset (map)
containing only the CMB signal + noise can be produced. From this, a method of evaluating the
likelihood must be chosen that is still computationally viable. The result, the Planck likelihood
code, is used in this work to place constraints on extensions of the ΛCDM model.
This section will cover in some detail how the Planck likelihood is computed, including how
the raw data are turned into signal maps. It will also explore the various likelihoods available,
and which ones were used in this work. This will involve taking a closer look at the parameters
used by Planck in formulating the likelihoods with a quick introduction to nuisance parameters.
4.3.1 Map Making
Before any likelihood calculations can be made, the raw data from the Planck satellite need
to be turned into a map of pixels. This process needs to remove any foreground emission
from the galactic plane, interstellar dust and point sources. Planck does this by using the
Commander code [81, 82], which uses a Bayesian approach to fit various astrophysical models to
effectively separate the CMB signal from the astrophysical foreground emission. A low-resolution
Commander map forms the basis for the low-` likelihood, which will be discussed later.
In order to fit the data in this way, Planck uses the following parametric expression for the




F iνai + Tνmν ,
where gν is a calibration factor, ai are amplitude maps for component i and mν is a set of
template correction amplitudes. The matrix Tν contains the templates themselves, and the
other matrix F iν accounts for the effects of spectral changes in a given component i. The
templates are simply theoretical distributions of different emission types, such as synchrotron
and inverse Compton.
For the data vector dν given by the sum of the signal sν(θ) and Gaussian-distributed noise
nν , the likelihood is given by
L(ai, βi, gν ,mν ,∆ν) ∝ exp
(
−12[dν − sν(θ)]
>N−1ν [dν − sν(θ)]
)
,
where Nν is the noise covariance matrix.
With some choice of parameters, the fit is done using Gibbs sampling and returns the signal
s alongside the various astrophysical foregrounds. This is then used to create the maps which
become part of the likelihood calculation.
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4.3.2 Likelihoods
As outlined previously, Planck divides the sky up into pixels in order to quantify its mea-
surements. Here, a pixel denotes a measurement of some quantity (temperature anisotropy,
polarisation, etc.) corresponding to a point in the sky. In general, the data vector m is given by
mX = sX + nX ,
where sX is the signal vector containing pixels indexed by spherical harmonic indices `,m which
are assumed to Gaussian-distributed. Similarly, nX is the instrument noise, also assumed to
be Gaussian-distributed. The label X can be T, E, or B for temperature, and E- and B-mode
polarisations respectively.
The signal vectors have corresponding auto- and cross-correlated power spectra CXY` and a









where the spectra under consideration are restricted to only TT, TE, EE and BB, and the
quantity PXY` is a sum over Legendre polynomials weighted by the instrumental beam.
We again assume the corresponding noise covariance matrix N is Gaussian-distributed.
This allows us to compute the full data covariance matrix given by M = S +N .
The full pixel-based likelihood is then [84]











The aim for pixel-based likelihoods is to invert this n× n covariance matrix M , where n is
the number of pixels in the experiment. In general, this approach is computationally demanding
due to the large number of pixels used and the cubic scaling of matrix inversion computation.
To maintain computational viability of the likelihood, Planck splits the likelihood evaluation
across two regions: the high-` region (` ≥ 30) and the low-` region (` < 30). We will briefly
detail the approaches used in both the low-` and high-` cases to mitigate this problem.
Low-` Likelihood
Low multipoles correspond to large angular scales. Because of this, the number of pixels needed
for adequate resolution of features at these scales is markedly less than for high multipoles. For
Planck, the total number of pixels across all TT, TE and EE spectra is n = 9216 [84]. This
allows the likelihood given in Eq. (4.3.1) to be computed by brute force.
The low-` likelihood used in this work incorporated both temperature and polarisation
maps. This allows both As and τ to be estimated, as the temperature and polarisation maps
alone cannot constrain them [84].
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High-` Likelihood
For high-`, the covariance matrix inversion is no longer tractable as on such scales the Planck
maps contain of the order of 5 × 107 pixels [85]. More pixels are needed in order to describe
the smaller angular scales associated with higher multipole. Instead, a theoretical likelihood
using Gaussian fields is used together with pseudo-C`s.
For an observed spectra matrix Ĉ` of n Gaussian fields, the log likelihood function may be
written as [86]




Tr [Ĉ`C−1` ] − ln det(ĈlC
−1
` ) − n
}
. (4.3.2)
The pseudo-spectra are computed such as to compress the full spectra with minimal
information loss. As an example, the pseudo-spectrum for the temperature map is calculated





where the sum is over pixels s in the map. Here, ∆Ts and wTs are respectively the temperature
anisotropies are weighting functions for each pixel, and Ωs is the area of each pixel.
The resulting pseudo-spectra contain less points, and so the likelihood as given in Eq. (4.3.2)
can be computed quicker. This method is known as the plik likelihood.
4.3.3 Parameters
When fitting the data using Commander, Planck adds extra parameters to account for astro-
physical foreground amplitudes and instrument uncertainties. These are termed “nuisance”
parameters as they are necessary to the evaluation of the likelihood, but hold no influence over
the physical parameters of interest.
When making PBH results, we use likelihoods where these nuisance parameters have already
been marginalised out. In some settings these nuisance parameters may be of interest in
constraining galactic dust emission, and the interested reader is referred to the relevant Planck
paper [84].
4.4 pc_multinest
pc_multinest was written for this work to interface three programs: the Planck likelihood
code (PLC), the cosmological code class and the sampling code MultiNest. Its name comes
from the concatenation of its predecessor plc_class, and the parameter sampler MultiNest.
















FIXED_PARAM_AMT = UP_TO_FIXED_PARAMS - UP_TO_FREE_PARAMS,
DERIVED_PARAM_AMT = TOTAL_PARAM_AMT - UP_TO_FIXED_PARAMS
};
Listing 4.1 Schematic representation of parameter enumeration. Here, parameters are defined in blocks
associated with their type: free, fixed or derived. The last block defines the number of parameters in each type.
PLC and class. pc_multinest is written in C++ to utilise the class wrappers, but otherwise
does not make use of the object oriented paradigm in its implementation.
This section will explain in detail the design choices made in implementing pc_multinest,
including how model parameters are handled and how the likelihood is calculated. Figure 4.1
summarises the caller hierarchy for each function in pc_multinest, and serves as an indication
for what processes occur in which parts of the code.
pc_multinest has been made available at https://github.com/hdp1213/pc_multinest for
public scrutiny.
4.4.1 Parameter Handling
pc_multinest must handle a variety of different parameters during its execution. There are
three types of parameters pc_multinest needs to consider: free, fixed and derived parameters.
Free parameters are sampled from their priors by MultiNest, and so need to have their priors
stored somewhere. Fixed parameters are not used by MultiNest at all, as they only have a
single value given at compilation. Derived parameters are ones that can be seen as output from
the model, such as parameters like H0 and t0.
pc_multinest uses an emumeration to define each parameter used in the model, with a
schematic representation of this given in Listing 4.1. Using enumerations also allows each
parameter to be used as an index for arrays containing values associated with the parameter.
The enum environment is structured to keep track of which parameters are free, fixed or
derived. The resulting structure enables the number of free, fixed and derived parameters to be
















































































































































































































































































































known at compile time, meaning the number does not need to be updated by the user when
some parameters are changed.
Value Arrays
Depending on the parameter’s type, it can have associated values. These values are stored in
global arrays. Although pc_multinest is a multi-threaded program, the choice of global arrays
is well justified since the values contained within them are constants and are not rewritten or
modified at any point during the program.
Free parameters each have a corresponding flat prior with bounds given by values in two
arrays: m_min and m_max. As an example, if we consider a free parameter θ1 with a flat prior
of [a, b], then this information is encoded in pc_multinest as
m_min[theta1] = a; m_max[theta1] = b;
Similarly, fixed parameters only have a single value which is defined in a m_value array.
Given a fixed parameter θ2 = c, this is encoded in pc_multinest as
m_value[theta2 - UP_TO_FREE_PARAMS] = c;
Note the inclusion of UP_TO_FREE_PARAMS which acts as an offset so that the first fixed
parameter is indexed to the first element in the m_value array.
Derived parameters do not have an associated array, as their value is decided during the
execution of MultiNest and written to an internal array.
Some parameters in the Planck analysis also have extra Gaussian priors. To quantify
which parameters actually have these Gaussian priors, the global array m_has_gaussian_prior
contains a boolean flag. Similar to the flat prior case, Gaussian priors have their values set in
the following arrays: m_mean and m_stddev.
Under some circumstances, a flat prior in linear space is not the most optimal prior. Instead,
for parameters that act as scaling factors a flat prior in log10 space is more optimal [87]. Other
parameters may also benefit from the increased resolution at low values, such as the PBH
fraction. For such parameters, the flat prior is specified in log space. MultiNest then samples
this parameter uniformly in log space before it is transformed back into linear space when
calculating the likelihood.
There are two arrays that handle this transformation: m_is_log10 and m_transform.
The former contains flags for which parameters use log10 space, and the latter contains the
transformation functions. Before MultiNest is run, the function array is initialised with the
correct transformations. For regular parameters sampled in linear space, the transform is simply
the identity.
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Parameter Files
In this work, a given scan uses parameters defined by a full set of enumerations with corre-
sponding flat and Gaussian priors. As many different scans may need to be undertaken, this
full set is placed into its own file. To change the parameters used in a scan, one could simply
include a different parameter file during compilation.
The parameter files are split into a header file, which contains the enumeration definitions
outlined earlier, and two source files which contain the uniform prior and Gaussian prior
information respectively.
4.4.2 Initialisation
As mentioned before, pc_multinest uses the PLC and class to evaluate the Planck likelihood.
Before this is done, objects associated with PLC and class need to be initialised. This allows
the likelihood evaluation to only focus on the evaluation (rather than the initialisation) of these
objects.
For PLC, the corresponding object in need of initialisation is a clik_object structure.
Similarly, the class code requires a ClassEngine object to be initialised. The results of
each initialisation are added to a single object, plc_bundle, which is used in the likelihood
evaluation.
clik_object
Initialisation of the clik_object requires the location of a likelihood file. For this work we
make use of the high-` TT,TE,EE plik likelihood with the Commander low-` TEB likeli-
hood (lowTEB), referred to as TT,TE,EE+lowTEB. The high-` likelihood is evaluated using
the TT, TE and EE cross spectra, and the low-` uses the same with the addition of the
BB spectrum. The corresponding files are plik_lite_v18_TTTEEE.clik for the high-` and
lowl_SMW_70_dx11d_2014_10_03_v5c_Ap.clik for the low-`.
After initialisation, each likelihood can be queried to access the number of nuisance pa-
rameters it needs, the maximum multipole `max it is computed to, and the types of spectra
it contains. These values are read and stored alongside the clik_object so they can be used
later on for sanity checks.
As each clik_object needs to know the values of their nuisance parameters to evaluate
their likelihoods, each nuisance parameter enumeration is also stored alongside the struct.
When storing these enumerations, care is taken in preserving the same order the clik_object
expects them to appear in.
The resulting structure, clik_struct, contains the clik_object, `max, the size of the array
used to evaluate the likelihood, the number of nuisance parameters and their enumerations,










Fig. 4.2 Flowchart describing how ClassEngine is initialised.
ClassEngine
ClassEngine is initialised in the way given by the flowchart shown in Figure 4.2, requiring
both external information and class parameters.
The external information reads in external files, such as HyRec effective rate tables and
PBH spline coefficients. This is then passed on to the ClassEngine which stores the values for
later use.
The ClassEngine also takes in a set of class parameters. These parameters correspond to
those given in an .ini file during a normal class run. The following shows schematically how







Here, default_params is an array-like object used to initialise a ClassEngine. It adds
parameters with their name and initial value. All model_class* parameters are physical
parameters used in evaluating the given ΛCDM model. They are free parameters, and are
sampled by MultiNest later on. The internal_class* parameters are parameters used solely
by class, and do things like set the recombination model, output format, and the maximum
multipole to compute spectra to. As such, they are not fixed parameters in the previous sense
and hence do not have their own enumerations. Ordering all the free parameters first allows
them to be updated during likelihood evaluation.
Note that each value given must be valid, as after this initialisation the ClassEngine does
a validation run to confirm it can run with the given parameters.
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4.4.3 Likelihood Evaluation
Likelihood evaluation begins with MultiNest. MultiNest takes as input the log likelihood
function multinest_loglike(), MultiNest-specific settings and an optional pointer contain-
ing extra data needed by the log likelihood function. In our work, this is the aforementioned
plc_bundle structure which contains the initialised PLC and class objects.
In the case of clik_objects, initialisation takes quite a long time, so having access to an
already-initialised object in the likelihood function is essential to keeping evaluations quick.
Similarly, updating an existing ClassEngine is much faster and more efficient than initialising
one from scratch.
MultiNest uses an array called Cube that stores the value of free and derived parameters
of the current evaluation. At the start of the likelihood evaluation, the first FREE_PARAM_AMT
entries of the array are initialised with ui ∼ U(0, 1). The remaining DERIVED_PARAM_AMT entries
are initialised to zero, and will eventually contain the value of any derived parameters. As each
free parameter has a uniform prior, these initial ui values are transformed to their physical
values θi using Eq. (4.2.2). The program also takes into account any parameter defined in log10
space by transforming them back to linear space.
To get the likelihood, first the ClassEngine needs to be updated with these new parameters.
This allows the spectra to be extracted, which is then used in the clik_objects to evaluate
their likelihoods.
ClassEngine
The ClassEngine is updated with class parameters in the same order they were declared
when being initialised. Hence, for the vector of updated values class_params, we expect it




Here, free_class* are parameter enumerations for any free parameters needed by class.
The order in which these values are pushed into the vector is the same order that the
ClassEngine was initialised with. We note that any fixed parameters do not need to have
their value pushed into the vector, as these parameters can have their value fixed internally on
initialisation without needing an enumeration to begin with.
After parameters have been updated, ClassEngine reruns class with these new parameters.
Then, the spectra are extracted from the engine and stored to be used by the clik_objects.
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clik_object
To evaluate the likelihood associated with a clik_object, a single array of values is needed,
known as the cl_and_pars array. This array contains all of the C`s for each spectrum included
in the likelihood, as well as any nuisance parameters in the order the clik_object expects
them.
The C`s are filled from the ClassEngine output, whilst the nuisance parameter values are
added using the clik_object’s nuisance parameter enumerations to access the corresponding
values in the Cube array.
Extra Likelihoods
When all clik_object likelihoods are computed and summed up, any extra likelihoods are
added onto the result. These include the Gaussian priors reformulated according to Eq. (4.2.3),
as well as the flat [20, 100] prior placed on H0 and an extra Gaussian prior placed on a linear
combination of two Planck nuisance parameters.
4.4.4 Comparison to Planck
To check the validity of pc_multinest, we ran the baseline TT,TE,EE+lowTEB Planck analysis
with a modified ΛCDM+PBH model implemented in class and compared the results. The
aims of this analysis was twofold: to show pc_multinest works as intended, and that the
PBH modifications to class behave like the ΛCDM model in the limit of no added PBHs.
The analysis involved using the full high-` likelihood with its 94 nuisance parameters. Using
such a likelihood enabled more consistency checks to be performed due to the large number of
parameters.
This baseline analysis required a scan over the standard six ΛCDM parameters and 27
nuisance parameters, with the remaining nuisance parameters set to values given in Planck
Collaboration et al. [84]. The PBH modifications to class will be discussed in the following
chapter, but for now it is enough to know that the fraction of cold DM made of PBHs was set
to 10−90 ∼ 0 such that the modified model would behave like the vanilla ΛCDM model. The
changes modify the behaviour of recfast and HyRec, both of which were used in separate runs
as part of the analysis, with no difference between them seen in the final posterior distributions.
This is as to be expected, as both models should agree when no extra energy is being injected
during recombination. Here, we present the results computed with HyRec, which will be used
later on in the full PBH physics computations.
Priors for the ΛCDM parameters were selected to fully encompass a region of 8σ centred on
the mean Planck value, with sigmas given by Planck’s 68 % limits [88]. Similarly, the remaining
27 nuisance parameters use smaller priors compared to those used by the Planck analysis in
order to speed up convergence, but care was chosen to not add unphysical bounds by truncating
too much. The full set of priors used is given in Table 4.1. Some parameters also required an
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extra Gaussian prior which is taken unchanged from Planck Collaboration et al. [84] and given
in the form µ± σ for µ the mean and σ the standard deviation.
Alongside the priors cited in Table 4.1, two extra priors were included in the scan in
alignment with the Planck analysis: one for the linear combination of the following two nuisance
parameters
AkSZ + 1.6AtSZ143 = 9.5 ± 3.0 ,
and a flat [20.0, 100.0] prior on H0 checked after it is computed by class.
In order to best reproduce the posteriors of the Planck analysis, MultiNest parameters
were chosen to approximate the behaviour of a typical MCMC run which draws samples from
a fixed prior volume. This was achieved by making the sampling efficiency small so that the
ellipsoids that samples are drawn from encapsulate the full prior volume for a longer time. The
values are given in Table 4.2. Due to their ability to reproduce the Planck analysis posteriors,
these parameters were also used in the rest of this work.
Figure 4.3 shows the marginalised posteriors for the ΛCDM parameters plotted against the
Planck results for the same analysis. Here, we note that all parameters agree well, with some
small differences which will be discussed later on.
Similarly, Figure 4.4 shows the marginalised posteriors for the free nuisance parameters.
The large discrepancy in AdustTE143×217 is because the Planck Collaboration released these chains
when they were using a Gaussian prior of 0.30 ± 0.09. The final results updated this prior to
0.60 ± 0.18, which is the one used by pc_multinest in this run. The slight discrepancies in
the remaining TE parameters are most likely due to this change in the Gaussian prior.
During the development of pc_multinest, the underlying class source underwent version
changes, bringing it from v2.5.0 to v2.6.3. As such updates brought overall improvements
and optimisations to class’s operation, the decision was made to merge this update with
the working branch of the PBH model extension. Due to some changes in how background
quantities are calculated across versions v2.6.1 and v2.6.2 of class, the values of some
ΛCDM parameters shift slightly from the baseline Planck analysis. As these are only small
deviations that arose due to changes in class that are outside the scope of this work, we take
this result as evidence that pc_multinest correctly calculates the Planck TT,TE,EE+lowTEB
baseline result and as such works as intended.
Not only this, but this result also shows that in the limit of no added PBHs, we recover the
physics of the ΛCDM, an outcome we would have expected but nonetheless serves as a sanity
check on the modifications to class.
In order to mitigate any effect these slight discrepancies might have on the PBH limits
calculated later on, we chose to extract a separate set of best-fit ΛCDM values, given in
Table 4.3. The reasoning behind this is that if the Planck values were used when fixing ΛCDM













































Fig. 4.3 Marginalised posteriors for ΛCDM parameters using the Planck TT,TE,EE+lowTEB and Commander
likelihoods. The 2D contours show 68 % (darker) and 95 % (lighter) credible regions respectively.
pc_multinest. Because of this, the corresponding results would favour regions of parameter
space that would otherwise have been excluded if the ΛCDM parameters were more in line with
their Planck best-fit values.
The values in Tab. 4.3 were computed using the ‘lite’ high-` likelihood, which has all
nuisance parameters marginalised out except for the total normalisation constant ycal. From
this point forth we choose to use this ‘lite’ likelihood over the full one due to the much smaller
parameter space. The marginalisation of the nuisance parameters also places more focus on the
ΛCDM parameters, which in contrast to the nuisance parameters are the model parameters of
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Fig. 4.4 Marginalised 1D posteriors for nuisance parameters using the Planck TT,TE,EE+lowTEB and
Commander likelihoods.
most interest to us. We will see the effects that PBHs have on the full high-` likelihood in the
following chapter.
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Table 4.1 Uniform and Gaussian priors used for ΛCDM and nuisance parameters throughout this work. The top
half of the table gives ΛCDM parameter priors, the bottom half gives the nuisance parameter priors. Note that
nuisance parameter priors were only used in the Planck comparison whilst ΛCDM priors are used throughout
the rest of this work when needed.
Parameter Uniform prior Gaussian prior
Ωbh2 [0.016, 0.028] —
Ωcdmh2 [0.108, 0.130] —
100θs [1.039, 1.043] —
τ [0.01, 0.15] —
ln(1010As) [2.98, 3.20] —
ns [0.92, 1.04] —
ycal [0.9, 1.1] 1.000 ± 0.025
ACIB217 [30.0, 100.0] —
ξtSZ−CIB [0.0, 1.0] —
AtSZ143 [0.0, 10.0] —
APS100 [140.0, 370.0] —
APS143 [10.0, 80.0] —
APS143×217 [0.0, 80.0] —
APS217 [50.0, 140.0] —
AkSZ [0.0, 10.0] —
AdustTT100 [0.0, 20.0] 7.0 ± 2.0
AdustTT143 [0.0, 20.0] 9.0 ± 2.0
AdustTT143×217 [0.0, 40.0] 21.0 ± 8.5
AdustTT217 [50.0, 110.0] 80.0 ± 20.0
AdustEE100 [0.0, 2.0] 0.060 ± 0.012
AdustEE100×143 [0.0, 2.0] 0.050 ± 0.015
AdustEE100×217 [0.04, 0.12] 0.110 ± 0.033
AdustEE143 [0.01, 0.09] 0.10 ± 0.02
AdustEE143×217 [0.00, 0.26] 0.240 ± 0.048
AdustEE217 [0.060, 0.150] 0.72 ± 0.14
AdustTE100 [0.0, 0.6] 0.140 ± 0.042
AdustTE100×143 [0.0, 1.5] 0.120 ± 0.036
AdustTE100×217 [0.0, 0.4] 0.30 ± 0.09
AdustTE143 [0.0, 0.3] 0.240 ± 0.072
AdustTE143×217 [0.0, 0.8] 0.60 ± 0.18
AdustTE217 [0.0, 0.5] 1.80 ± 0.54
c100 [0.0, 1.0] 0.999 000 4 ± 0.001 000 0
c217 [0.0, 4.5] 0.995 01 ± 0.002 00
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Table 4.2 Values of MultiNest parameters used throughout this work. Other parameters are excluded as
they are either automatically set by the included parameter set at compile time or otherwise do not impact the
resulting parameter scan.
MultiNest parameter Value Description
IS false Switch for importance sampling
mmodal false Switch for multimodal search
ceff true Constant efficiency mode
nlive 1000 Number of live points
efr 0.05 Sampling efficiency e
tol 1E-1 Convergence tolerance ∆Zi
Table 4.3 Best-fit values calculated from a lite high-` likelihood run. These values are used later on when fixing
ΛCDM and nuisance parameters to constant values. They are given to the same precision as those cited by
Planck Collaboration [88].












Now that a theoretical model of primordial black holes injecting energy through evaporation
has been laid out, and an adequate sampling regime has been chosen, the next step is to use
both to place constraints on the model parameters. This chapter will outline the process that
takes the PBH theory and implements it to constrain parameter space. This is done through
the extension of the cosmological codes class and HyRec.
Section 5.2 will cover the construction of the energy deposition efficiencies for primordial
black holes, and Section 5.3 covers the extension of mass distributions to non-delta function
distributions. The modifications made to the cosmological codes to account for injecting PBHs
are outlined in Section 5.4. Finally, results and constraints are presented in Section 5.5.
5.2 PBH Deposition Efficiencies
As outlined in Section 3.4, primordial black holes inject energy into the primordial plasma
non-trivially. These deposition efficiencies are dependent on both the deposition redshift z and
PBH mass MPBH, and are calculated by Eq. (3.4.6):
fPBH,c(MPBH, z) =
4f eme± f e
±
eff,c(Ee, z) + 2f emγ f
γ
eff,c(Eγ , z)
4f eme± + 2f emγ
. (3.4.6)
The fractions also require effective energy depositions for electron-positron pairs (hereafter
simply “electrons”) and photons. These are taken from Slatyer [9], who has provided tabulated
forms for f e±eff,c(Ee, z) and f
γ
eff,c(Eγ , z) hereafter referred to as the Slatyer tables.
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This section details the steps taken in turning the effective electron and photon deposition
efficiencies into usable PBH deposition efficiencies.
5.2.1 Effective Deposition Efficiencies
In Ref. [9], the mechanisms by which injected electrons and photons deposit their energy into
the photon-baryon plasma are modelled explicitly. The results are tabulated based on the
particle species considered and the resulting channel the energy is deposited into, given by
T speciesc,ijk ≡ T
species
c (zidep, Ej , zkinj) d ln(1 + zidep) .
This quantity is defined as the differential rate at which energy is absorbed into a channel
c at redshift zidep for a particle injected at redshift zkinj with energy Ej . Here, we note the
inclusion of an injection redshift zinj.
The rate T speciesc is used to compute the following particle deposition efficiency [7]:




dE d ln(1+zinj) T
species
c (zdep, E, zinj) d ln(1 + zinj) dE∫
E dN
species
dE d ln(1+zdep) dE
. (5.2.1)
This is the energy deposited into channel c at some redshift z by a particle species nor-
malised by the total energy injected by the particle species at the same redshift z. Here,
dN species/dE d ln(1 + z) is the spectrum of injected particles as a function of energy and
redshift, and can be species-dependent. All integrations over redshift are done with respect to
d ln(1 + z), as opposed to simply dz. This is because the tables give the redshift axes in log
space, and so the integration must be performed over the same space when using the tabulated
forms.
The above effective fraction is similar to the fc(z) fractions defined in Section 3.3, but
corresponds to the deposition efficiencies of the particles themselves. In order to simplify the
expression, we consider the particle spectrum which may be rewritten as:
dN species












H(z)(1 + z)3 ,
where we have used the following relations:
d ln(1 + z)
dt = −H(z) , dV (z) ∝
1
(1 + z)3 .
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This allows us to write











∫ ( dN species
dE dV dt
)
T speciesc (zdep, E, zinj)
H(zinj)(1 + zinj)3
d ln(1 + zinj) dE . (5.2.2)
PBHs with mass > 1015 g have an ejection spectrum predominantly governed by electrons,
photons and neutrinos. In a manner of speaking, these holes behave similarly to decaying
WIMP particles. We will use this similarity to model the volume dependence of the resulting
Hawking radiation. As particle decays are a function of the particle density (rather than the
density squared as with annihilations), the associated energy spectrum is proportional to the




= (1 + z)3 dN̄
species
dE ,
where dN̄ species/dE is the redshift-independent emission spectrum for the particles under













where in the above we have dropped the dt despite it still being a rate of injection in order to
remain consistent with the notation of Liu, Slatyer, and Zavala [89].
Instead of using the computationally expensive emission spectra given above, we follow
Clark et al. [1] and simplify matters by assuming that all particles of a given species ejected
from the PBH have the same energy Ēspecies given by Eq. (3.4.4). Hence, we effectively set
dN̄ species
dE = δ(E − Ēspecies) ,
which reduces Eq. (5.2.2) to the following:
f specieseff,c (zdep, Ēspecies) = H(zdep)
∫
T speciesc (zdep, Ēspecies, zinj)
H(zinj)
d ln(1 + zinj) .
Following Clark et al. [1], we also assume that the ratio H(zdep)/H(zinj) ≈ 1 over the range
of injection redshifts considered. This allows us to write
f specieseff,c (zdep, Ēspecies) ≈
∫
T speciesc (zdep, Ēspecies, zinj) d ln(1 + zinj) .
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Using this approximation makes the deposition efficiencies independent of the cosmology
considered, and allows these quantities to be computed beforehand and read in later on.
The deposition efficiency curves for f specieseff,c (zdep, Ēspecies) are given in Figure 5.1, and agree
well with those presented in Figure 3 of Slatyer [9].
5.2.2 Interpolation
In order to convert the particle energies Ee and Eγ into a PBH mass, two steps need to be
taken: first a conversion from energy to PBH temperature, and then from temperature to PBH
mass.
To make the first conversion, we use the relations given in Eq. (3.4.4):
Ēe± = 4.18kBTBH , Ēγ = 5.71kBTBH , Ēν = 4.22kBTBH . (3.4.4)
Here, we implicitly assume that electrons and photons ejected from PBHs have a fixed
energy given by the above relations. Since the above relations are given in terms of the average
particle energies ejected from a black hole, this is a reasonable enough assumption to make.
As the Slatyer tables are evaluated at fixed energies, and the corresponding PBH tempera-
tures are different for the different species, the tables for each species must first be interpolated
before being combined at the specific temperature value of interest. To do this, a bicubic
b-spline was selected. B-splines are basis functions for more complex splines, and as such they
describe curves in the least amount of parameters.
A bicubic b-spline is one that fits a cubic function between spline points (or knots) across
two dimensions, ensuring the interface between two splines is continuous in its first and second
derivatives. This selection was deemed appropriate, as it gives a better fit than a bilinear spline
without introducing too many degrees of freedom and with it the risk of overfitting.
Whilst fitting the Slatyer tables, care was taken to ensure no edge effects crept in and that
the interpolated values returned were actually positive. The region of energy space covered by
the Slatyer tables is much larger than the range of black hole energy ejections. As a consequence,
the spline only needed to be fit across a smaller region of energy space. In practice, the spline
was fit across an energy region slightly larger than the one under consideration to avoid any
edge effects from the spline having to extrapolate, rather than interpolate values lying close to
the edge.
The deposition efficiencies being interpolated must be positive, as a negative fraction implies
that the injected energy is deposited as a deficit, and that the surrounding plasma loses energy
due to the injection rather than gains from it. However, during testing of the interpolation,
some interpolated values returned were negative. This was because sharp drops in some regions
of deposition efficiency space meant the interpolation occasionally dipped below zero.
In order to force positivity of the resulting spline, the spline was fit on the square root of
the deposition efficiencies. The resulting interpolated value was then squared to return the
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Fig. 5.1 Energy deposition efficiencies for electrons and photons across different channels. The left column is
electron depositions, the right column is photon depositions. From top to bottom, the channels are hydrogen
ionisation, Lyman-α excitation and heating.
correct fraction. Fitting the spline on the square root of the data also improved the overall fit
of the data, because the square root shifts all points in the range [0, 1] closer to one and away
from zero. This effectively smoothed out “problem areas” the spline found hard to fit to.
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5.2.3 Cross-Validation
In order to confirm the accuracy of using a bicubic b-spline, a cross-validation method was used.
Because there was only one dataset per particle species per deposition channel, the data were
resampled to create an ensemble of data, from which the goodness-of-fit for interpolated values
was evaluated. This was done by resampling the data every nth point in both dimensions.
Because the resulting subset is more coarse than the original dataset, an ensemble of independent
subsets can be used to calculate an average with an associated error. Given a resampling using
every nth point, this resulted in n2 subsets. The bicubic spline was then fit on each subset. In
order to compare the two fits, the “fractional difference” was chosen:
|fraw,c(E, z) − feval,c(E, z)|
|fraw,c(E, z)| + |feval,c(E, z)|
.
This quantity is zero when the spline-evaluated data matches the raw data, and is positive
otherwise and gives the effective percentage difference between the raw data and the fitted.
The reason for the sum of the two terms on the denominator is to prevent the metric blowing
up at very small values of deposition efficiency. For example, if we consider a raw fraction value
of 10−20 and compare it with an interpolated value of 10−19, relatively speaking the difference
is quite large. In practice, when considering the actual energy injections, the difference between
the two is negligible.
When fitting a spline, we do not care about how well it fits the data it was fitted to.
Instead, we care about how accurately it interpolates the data. With this in mind, the resulting
fractional difference is set to zero at the points used in the fit. The total is then summed and
divided by n2 − 1, as we have effectively lost one point from each subset due to the fit. This
creates an average best-fit with an estimate on the uncertainty given by σ/
√
n2 − 1, where σ is
the error in the ensemble.
The results of this are given in Table 5.1. Here we see that the average discrepancy across
the ensemble is quite low. In the n = 2 case, we note that two of the three subsets will
interpolate a given point better than the third. Looking at Figure 5.2, the black points are
those the spline is fit to. The upper-right diagonally striped green points are interpolated better
than the upper-left diagonally striped purple point because the green points lie between points
used in the fit. The purple point almost has a compounded uncertainty associated with it as
Table 5.1 Average discrepancies for bicubic b-spline fits of the Slatyer tables.
Species H ionisation Ly-α excitation Heating
Electron (4.45 ± 3.86) % (3.35 ± 2.74) % (4.21 ± 3.87) %
Photon (2.95 ± 3.27) % (2.88 ± 3.22) % (2.98 ± 3.35) %
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Fig. 5.2 Schematic representation of how coarsening the grid on which the spline is fit results in different
accuracy interpolations. See text for interpretation.
the closest fitted points to it are diagonally adjacent. However, it receives information from
four points rather than just two.
5.2.4 Results
With confirmation that spline interpolation will give accurate results, the actual construction
of the deposition efficiencies was done. Figure 5.3 contains plots of the final interpolated PBH
deposition efficiencies in PBH mass space. These resulting splines span 49 log-spaced bins in
PBH mass space and 1989 log-spaced bins in redshift space. The mass range is from 1014.8 g to
1017.2 g, as the range needed to be extended to remove any potential edge effects. The redshift
range runs from 1 + z = 12 to 2000 inclusive.
5.3 PBH Mass Distributions
Up until recently, all cosmological analyses of PBHs have assumed that PBHs share the same
mass. As mentioned in Section 3.4, some models of inflation can result in non-delta mass
distributions for PBHs. Hence, it makes sense to consider the effects a finite mass distribution
has on constraints derived from measurements of the CMB. In this work, the previous analysis
is extended to include a log-normal mass distribution.
This section will cover the theory and implementation of a log-normal mass distribution.
5.3.1 Non-Monochromatic Masses
Taking the non-standard terms defined in Eqs. (3.3.1)–(3.3.3) and replacing the injection
fractions with the PBH fractions defined in the previous section, we get the following:























































Fig. 5.3 Energy deposition efficiencies fPBH,c(MPBH, z). Clockwise, the channels are hydrogen ionisation,
Lyman-α excitation and heating. The temperature axis in Figure 1 of Clark et al. [1] has been transformed into
a mass axis in this work.
These terms form the basis for the typical PBH analysis with monochromatic masses.
What we are interested in now is incorporating some mass distribution into these terms. To
















dM ′PBH , (5.3.4)
where p(M ′PBH|θ) is a PBH mass distribution dependent on some shape parameters θ.
This term is a weighted mean of the deposited energy across the PBH mass range considered.
In the case of a delta function mass distribution where
p(M ′PBH|MPBH) = δ(M ′PBH −MPBH) ,
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we find






which are the energy deposition terms appearing in the non-standard terms given in Eqs. (5.3.1)
–(5.3.3).
Hence, these equations can be rewritten as













As the PBH mass range under consideration spans two orders of magnitude, it makes more sense
to consider log 10 space, where a range of 1015 to 1017 becomes a range of 15 to 17. We can
formulate various mass distributions in such a space, but for this work we will be considering a
normal distribution. This is in agreement with recent work by Garca-Bellido and Ruiz Morales
[66], who provide a model of inflation leading to PBHs with normally-distributed masses. As
this will be implemented in log space, in linear space it becomes a log-normal distribution.
Defining the following dimensionless “reduced” mass term:






in log10 space the mass distribution takes the form













where we have defined µ10 to be the mean PBH mass, and σ10 to be the standard deviation
(or effective width) of the distribution. Note that in such a “reduced” space, the original mass
range becomes 5 to 7.
5.3.2 Implementation
In practice, as the deposition efficiencies fPBH,c(MPBH, z) are non-analytic, the integral in
Eq. (5.3.4) is done numerically. As it is infeasible to perform this integral from −∞ to ∞, the
integral (and all subsequent ones involving the mass distribution) is performed numerically over
the range [µ10 − 4σ10, µ10 + 4σ10].
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Considering this calculation must be called for each redshift step used to calculate the
recombination history, where each calculated recombination history corresponds to one likelihood
evaluation, the speed of evaluation was considered a priority. As such, a quick integration
routine was needed for the feasibility of the calculation. Due to the simplicity of the normal
distribution, a simple trapezoidal integration routine with a fixed number of points was used.
Having a fixed number of points meant that the mesh the distribution was sampled over
expanded and contracted with different distribution widths. Having this feature enabled a
distribution of arbitrary thickness to be correctly sampled over.
The routine was evaluated against a more accurate quadrature algorithm to ensure the
number of points the function is integrated over gives an accurate enough result. It was found
that 41 points were sufficient to provide the desired accuracy.
Due to the finite PBH mass range under consideration, care had to be taken when im-
plementing the mass distribution so that in the case of truncation, the resulting distribution
compensates for it. Firstly, we note that the deposition efficiencies for PBHs are asymmetrical.
Figure 5.3 shows how lighter PBHs deposit more of their energy into each channel compared to
heavier PBHs. Similarly, the total injected energy is inversely proportional to the cube of the
PBH mass.
Overall, we expect that Hawking radiation from lower mass PBHs are more important than
those from higher mass PBHs. As a consequence, if truncation of the mass distribution occurs
on the low mass limit of 1015 g, the mass distribution should be renormalised to unity. For the




p(M ′red.|µ10, σ10) dM ′red. 6= 1 .
The final quantities FPBH,c(z;µ10, σ10) are then re-weighted appropriately:




This correction is only evaluated if the following condition holds:
µ10 − 4σ10 < 5 ,
remembering 5 is the lower mass bound in reduced space. The value of 4σ10 was deemed
suitable, as for a normal distribution this value encapsulates 99.99 % of the total area of the
distribution.
This truncation compensation is not done for the higher mass PBHs, as their Hawking
radiation is comparatively negligible compared to the lower mass PBHs.
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5.4 Code Extensions
The Boltzmann code class creates CMB power spectra that can be compared to the Planck
data to obtain a likelihood for a point in PBH parameter space. As such, it must be modified
alongside the recombination codes it calls so it can incorporate the effects that evaporating
primordial black holes would have had on the early universe. This section will detail the steps
taken in extending these codes and verifying their accuracy. All extensions are freely available
for public scrutiny at the following GitHub repository branch: https://github.com/hdp1213/
class_public/tree/phoenix.
5.4.1 CLASS
class effectively becomes a wrapper for the modifications to recfast and HyRec. As a
program, it must correctly handle the inputting of new PBH parameters, as well as read in
the precomputed deposition efficiency tables correctly. As progress was made on class, other
problems and issues came up that were also addressed.
Input Parameters
In class, all parameter inputs pass through the input.c module. For class to work with a
modified recfast and HyRec, it needed extra PBH parameters to be defined, which are given
in Table 5.2.
B-Spline Interpolation
Since the PBH deposition efficiencies are precomputed tables, they can be read in externally
and interpolated on the run. The choice was made to store the table as spline coefficients as
opposed to the raw values. This enabled faster interpolation, as the coefficients could be read
in instead of having to be generated each time a value was needed. As a consequence, class
was extended to read in and interpret these spline coefficients.
Table 5.2 Parameters added to class to extend the vanilla ΛCDM to include the effects of PBHs.
Variable Symbol Description
Omega_pbh_ratio fPBH Fraction of dark matter made of evaporating PBHs
pbh_mass_mean MPBH Mean mass of PBH mass distribution
pbh_mass_width σ10 Width/standard deviation of PBH mass distribution
pbh_mass_dist − PBH mass distribution. Either none, delta or log
normal
read_external_files − Flag to prevent external files being read by class
during each evaluation when run in batch
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The table was stored as coefficients for a bicubic b-spline across redshift and PBH mass
space. Instead of rewriting a b-spline interpolator from the ground-up, an existing one was
used. The chosen interpolator was an algorithm written in Fortran 77 taken from the fitpack
library. It is currently used in the Python package scipy as part of its interpolation suite1. An
interfacing function was written in C to call the Fortran routine, and the compiled Fortran
code was included in the final executable.
Miscellaneous Issues
Alongside the main work done on class to prepare it for PBH physics, other peripheral tasks
were completed to address various issues that arose. These included updating the C++ wrappers
for class, and fixing a substantial memory leak.
C++ Wrappers Noting that pc_multinest is written in C++, the associated C++ wrappers
for class were also updated to allow PBH information to be passed through. This primarily
consisted of adding extra input parameters to functions to allow the passage of pointers
containing information needed by class to evaluate PBH physics.
Memory Leaks In its current state, class is intended to be run as a standalone program.
Whenever an error occurs in a function, class stops itself from running any further by returning
from each successive caller function until it returns an exit code from the top of the program.
As such, it does not free any allocated memory. This is not an issue when class is called as a
standalone program, as all the memory allocated during execution of the program is then freed
by the operating system when the class process finishes.
However, when calling class as part of a larger sampling code the process never finishes
on a class error. Instead, the process continues with a different choice of parameters. This
implicit memory leak increases the memory footprint of the sampling program until it either
finishes sampling or hits the memory limit for the computer. In order to fix this leak, any
allocated memory must be explicitly deallocated in the event of an error.
In the interests of time, only leaks that arose from errors that were known to occur were
patched. A more robust solution would be to keep track of all currently allocated memory such
that on an error the current heap could be cleared, and no memory would leak as a result.
5.4.2 RECFAST
In class, recfast is already extended to incorporate WIMP dark matter so its extension to
include PBHs closely followed this. The explicit implementation of PBHs will not be covered
for recfast, as this was not the final recombination code used in the results for the reasons
outlined below.
1https://github.com/scipy/scipy/tree/master/scipy/interpolate/fitpack
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Usage Issues
At the beginning of this work, recfast was used over HyRec due to its simplicity and apparent
ability to incorporate non-standard energy injections as evidenced by its extension to include
DM annihilation and decay. During some early runs, however, it was noted that recfast
would periodically crash. The problem was eventually found to be due to the approximation
schemes recfast used to increase its speed, namely the extension by Scott and Moss [56]. The
approximation defined an effective measure of the duration of Compton heating: the Compton
timescale tC given by
tC(Tγ , xe; z) =
3mec
8σTarT 4γ
1 + fHe + xe
xe
.
In the absence of other heating, comparing this timescale to the Hubble time tH(z) defined
a part of recombination where heat exchange is achieved primarily through Compton processes
and so the matter and radiation temperature were almost identical up to some difference ε(z).
However, this assumption breaks down when non-standard heating is considered. An attempt to
re-derive the limit on tH/tC was made incorporating the non-standard effects, however this did
not work when implemented in recfast, suggesting that the code was simply not designed for
non-standard physics. There was later confirmation by the author Douglas Scott that recfast
was never intended to support cosmologies far from a vanilla ΛCDM model [90].
In the end, recfast was deemed inappropriate for the given task and so HyRec was chosen
as its successor. Not all work on recfast was wasted, however. By extending recfast, we
obtained a way of verifying that the subsequent HyRec extension was performing as expected
for small energy injections.
5.4.3 HyRec
To obtain our final results, we used a beta version of HyRec generously provided by Yacine
Ali-Haïmoud which incorporates WIMP dark matter energy injections. This was subsequently
extended to incorporate PBH energy injections, in a manner not dissimilar to recfast.
Implementation of PBHs
The following methods contain explicit recombination calculations and were flagged to be up-
dated for PBHs: rec_TLA_dxHIIdlna, rec_HMLA_dxHIIdlna, populateTS_2photon, rec_Tmss,
and rec_dTmdlna. Other methods were also updated, but only in their calling so they could
pass the needed parameters through to the above methods. Due to the similarity between
annihilating WIMPs and evaporating PBHs, all PBH terms added to HyRec followed the
WIMP dark matter additions closely in their form.
rec_TLA_dxHIIdlna This method implements the TLA approximation that HyRec can run
as one of its models. As such, the extension followed the same logic covered in Section 3.3. The
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form of the equations differs slightly compared to the theory as in practice, these equations
have been reformulated in terms of differences from equilibrium in order to account for almost-
cancelling terms at high-z.
rec_HMLA_dxHIIdlna This method implements the EMLA for hydrogen evolution. It has
a similar form to rec_TLA_dxHIIdlna, but interpolates the effective rates and uses a linear
combination of the generalised 2s and 2p versions of Peebles’ coefficient. The non-standard
PBH terms are simply added to the result in the same fashion as for the TLA case, making
note of the Peebles coefficient substitution:
C(xe, Tm; z) → 0.25C2s(xe, Tm; z) + 0.75C2p(xe, Tm; z) .
The choice of these coefficients is made by considering that excitations predominantly come
from Ly-α photons (exciting to the 2p channel), with some support from collisional excitation
from fast electrons (exciting to the 2s channel).
populateTS_2photon This method solves the radiative transfer equation by computing tran-
sition rates for two-photon processes. Here, the Hawking radiation must be added to the source
vectors Si for i = 2s, 2p. The contributions are weighted in the same 1:3 way as above:
S2s = (S2s)std + 0.25
FPBH,α(z; θ)
nH(z)Eα




where the (Si)std are the standard source vectors given in Eq. (92) of Ali-Haïmoud and Hirata
[57] and FPBH,α(z; θ) is the energy deposited into the excitation channel, from Eq (5.3.4).
rec_Tmss This method uses a quasi-steady state approximation, where the matter temperature
is approximately equal to the radiation temperature. In order to extend this, the technique in
Appendix A of Giesen et al. [10] was used.
rec_dTmdlma This method implements the full matter temperature evolution, whose extension
has already been outlined in Section 3.3.
Verification
In order to check the implementation of PBHs in HyRec, the resulting ionisation history xe
and matter temperature Tm were compared against the recfast implementation. We aim
to compare the behaviour of the two codes on the basis that for small amounts of Hawking
radiation, the recfast implementation is correct. We are allowed to assume this as its
formulation closely followed the TLA approach, meaning sections of the code that needed to be
changed had a form identical to the recombination equations in Section 3.3.2. Nonetheless, we
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expect some discrepancies even without adding Hawking radiation due to the different ways
both codes approach the recombination problem.
Figure 5.4 compares xe(z) made using both recfast and HyRec, and similarly Figure 5.5
compares the matter temperature Tm(z). The histories in both cases are calculated without
any reionisation effects. A value of fPBH = 10−7 was chosen for all PBH masses, which allows
us to examine how the behaviour for both recfast and HyRec diverge as the injected energy
increases with decreasing PBH mass. Both plots also show the discrepancy between recfast
and HyRec in the case of no added PBHs (given by the MPBH = 0 g line) which serves to
isolate the discrepancies purely due to PBH modelling that become visible at larger amounts of
Hawking radiation.
Fig. 5.4 shows that for less Hawking radiation, HyRec agrees closely with recfast, with
discrepancies at the sub-percent level. There is a small amount of disagreement between the no
PBH case and the MPBH = 1016 g case at low redshift, but otherwise this shows that in the small
injected energy regime, both codes agree to well within their differences. For MPBH = 1015 g
we get a larger discrepancy of just over 11 % during recombination, which tells us that recfast
seems to underestimate the amount of PBH ionisation at later times for high Hawking radiation.
Similarly, Fig. 5.5 shows good agreement in the low Hawking radiation limit. We see a more
pronounced underestimation for MPBH = 1016 g, which would be due to HyRec’s improved
modelling at later times. Just before these two lines diverge, the deviation of Tm(z) from the no
PBH case is at 10 %, which suggests the prior agreement is not a symptom of the low Hawking
radiation having little effect on the matter temperature, but is evidence for agreement across
both HyRec and recfast.
Overall, both plots show the need for HyRec’s improved modelling for high Hawking
radiation, especially considering recfast cannot handle PBH fractions above 10−7 for all
masses in 1015 g to 1017 g.
Effective Table Extension
In its current form, HyRec draws from a two-dimensional table of precomputed effective
transition rates evaluated at differing matter and radiation temperatures. The axes the table is
evaluated over are radiation temperature Tγ , and the ratio of matter to radiation temperature
Tm/Tγ . Before our work, the table only contained values up to Tm/Tγ = 1.
In a standard recombination scenario, we would naively not expect the matter temperature
to exceed that of the thermal photon field. However, when including non-standard energy
injections this limitation becomes artificial and needs to be rectified.
In order to use HyRec with non-standard energy injections, it is necessary to extend the
effective transition rate table past matter-radiation temperature equality. This was solely made
possible thanks to the author of HyRec Yacine Ali-Haïmoud, who generously lent the code
used to compute the effective rates for this purpose.
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Fig. 5.4 Comparison between HyRec and recfast for PBHs with differing masses. The fPBH chosen for each
curve was 10−7. All histories were evaluated with best-fit TT,TE,EE+lowTEB ΛCDM parameters given by [91]
and no reionisation.
The inputs to the effective rates code are the bounds and number of points for both the
Tγ and Tm/Tγ axes, and the maximum principle quantum number nmax. The outputs of the
code are the effective recombination rates A2s(Tm, Tγ) and A2p(Tm, Tγ), and the transition
rate R2s,2p(Tγ). The only quantities dependent on the matter temperature are the effective
transition rates, and so these are the only ones that need to be extended.
The tables for the Ai given in HyRec are effective rates extrapolated to nmax = ∞. In
order to correct for this in our own extended tables, the method outlined in Appendix B of
Ali-Haïmoud and Hirata [57] was followed. The code was run for multiple nmax, the results of
which were then used to extrapolate to nmax = ∞ using the following empirical equation:






where Ai(Tm, Tγ ; ∞) is the coefficient being solved for and κ, γ are nuisance parameters taking
whatever values the fit requires. As there are three unknowns, at least three points evaluated at
different nmax are needed for a successful fit. For this work, the values of nmax = 200, 400, 600, 800
were used, and the fit was completed using a standard numerical least-squares approach.
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Fig. 5.5 Comparison between HyRec and recfast for PBHs with differing masses. The fPBH chosen for each
curve was 10−7. All histories were evaluated with best-fit TT,TE,EE+lowTEB ΛCDM parameters given by [91]
and no reionisation.
This equation is fit for each point in temperature space across both axes. Figure 5.6 shows
the results of the extrapolation compared to the effective rates evaluated at nmax = 1000.
As can be seen, the overall discrepancy between these two values is quite low, but at low
matter/radiation temperatures the improved accuracy of the nmax = ∞ extrapolation shows.
The final extended tables contain 200 log-spaced bins in Tm/Tγ space, spanning Tm/Tγ =
0.1 to 165 482. Log-spacing was chosen over the original linear-spacing, as many orders of
magnitude needed to be covered whilst keeping the size of the table small. With this in mind,
the number of bins was also chosen to effectively keep the same spacing of the original table at
low values of Tm/Tγ . The upper bound was chosen such that the resulting table would contain
the value Tm/Tγ = 1, which is needed by HyRec to compute recombination rates at Tm = Tγ .
Error Handling
During the execution of HyRec, checks are made on values to assert various physical conditions
needed in order to successfully compute the ionisation history. In the event that these conditions
are not met, HyRec throws an error and stops the program. Before HyRec could be used
in class for parameter sampling, these errors needed to be changed to not stop the instance,
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Fig. 5.6 Relative error between the Ai(Tm, Tγ ; nmax = 1000) and Ai(Tm, Tγ ; ∞) tables. Left figure is for 2s,
right is for 2p states.
and instead allow it to keep running. To do this, the error handling framework implemented
by class was adopted. This involved rewriting all error-throwing functions to return an exit
code which is then checked by the class_call macro. In the event the exit code is not zero,
the program then iteratively returns from each calling function, using macros to effectively
build up a stack trace pointing to what part of the code failed. Of course, this sort of error
handling does not account for purely programming-based errors such as memory errors leading
to segmentation faults.
5.5 Results
This section presents the final results, including exclusion bounds for various PBH mass
distributions. Firstly, as these results are made using Bayesian parameter estimation, a full
disclosure of the priors used is needed. For ΛCDM parameters, the uniform priors are given in
the top half of Table 4.1, with priors corresponding to PBH parameters given in Table 5.3. All
results are also computed with the MultiNest parameters given in Table 4.2.
All results given in this work present regions of parameter space that can be excluded
from consideration as potentially viable up to some confidence “limit”. These regions are the
inverse of the Bayesian 95 % credible regions taken from the 2D marginalised posteriors of each
pair of parameters plotted. The Bayesian credible region for some limit x% is defined as the
region which encloses x% of the posterior probability. Hence, the associated exclusion regions
encapsulate (100 − x) % of the probability. It is calculated by performing an integration from
the maximum of the probability distribution outwards in such a fashion that the integration
boundary is coincident with a surface of constant probability at all times. In the case of our
so-called 95 % exclusion regions, the total integrated probability of parameters lying in such
regions is only 5 %.
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5.5.1 PBH Effects on Power Spectra
To begin with, we can examine the effect Hawking radiation from PBHs has on the observable
power spectra. Naively, we would expect that any viable point in the ΛCDM+PBH parameter
space will affect the power spectra minimally so as to not be discounted by the accurate
Planck measurements. As such, we will plot the relative difference between ΛCDM+PBH and
a vanilla ΛCDM model run with the same base parameters, taken from Table 4.3. We use a
monochromatic mass distribution with fPBH = 10−7, and vary the PBH mass to examine the
effects this has on the power spectra. Later on, we use a likelihood based on the TT, TE and
EE spectra. Consequently, we will examine the effects PBHs have on these spectra here, which
will also be an indicator for how well-constrained these parameters might be.
The results are given in Figure 5.7, where the darker line of the same hue indicates the
value was negative before its absolute value was taken. As expected, we see heavier PBHs lie
much closer to the vanilla model across each spectra, with effects of MPBH = 1017 g and 1016 g
PBHs on the spectra sitting below the sub-percent mark.
In the TT cross-spectrum, the lighter PBHs do not seem to affect the low multipole region
` < 10 as much as they do the higher region. As the heating increases, we see that small-scale
anisotropies are washed out by a constant factor, which increases considerably in the transition
from PBHs of mass 1016 g to 1015 g. This could be a result of the extra heating from Hawking
radiation, which would move the plasma from its original thermal equilibrium resulting in a
reduction of oscillations about this temperature at smaller scales.
The EE cross-spectrum displays the opposite behaviour, with the largest discrepancies
between PBH and ΛCDM universes appearing over smaller multipoles. In this case, a universe
containing PBHs of mass 1015 g gives roughly 100 times more power in the polarisation signal
at ` ∼ 10 than that given by the vanilla ΛCDM model. This amplification is most likely caused
by the Hawking radiation increasing the amount of quadrupole anisotropy that is responsible
for polarisation.
We also see a dip in the relative difference where the PBH and ΛCDM spectra cross over.
That is to say, for low multipoles we see that the EE spectrum is overestimated by a large
amount, before crossing over at ` ∼ 70. As ` increases, we see signal reductions that are
approximately of the same order as those for the TT spectrum at high `.
Table 5.3 Uniform priors used for each PBH parameter. Note all parameters have their priors defined in log10








































































Fig. 5.7 Absolute values of the relative differences for TT (top), TE (middle) and EE (bottom) PBH power
spectra with a vanilla ΛCDM model. Here, fPBH = 10−5, and dark line segments correspond to a negative
difference between the vanilla and PBH spectra.
The TE spectrum shows a similar story, with a large increase in signal seen at large scales,
before turning to a reduction at smaller scales. The large spikes in the values are purely an
artefact of the way we have compared the two spectra. As the TE spectrum has positive and
negative values (correlations and anti-correlations), the points where the value changes sign
gives rise to large differences if the spectra don’t cross zero at the same multipole. If, for
instance, at some multipole both spectra have the same small value close to zero, but with a
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differing sign, the resulting relative difference between the two will be 200 %. Hence, the spikes
can be ignored in this case, as their only significance is to indica where both spectra went to
zero.
Overall, it is clear to see that a universe containing PBHs with a single mass ofMPBH = 1015 g
at fPBH = 10−5 would be excluded from Planck measurements due to the highly discrepant
values of its power spectra compared to the pure ΛCDM model. However, we are unable to say
with complete confidence what might happen to PBHs with MPBH = 3 × 1015 g, nor are we
likely to find the minimum allowed PBH mass at this level of fPBH. In order to answer these
questions, we first need to establish which likelihood to use, which involves taking a look at
how PBHs affect Planck nuisance parameters.
5.5.2 PBH Effects on Full High-` Likelihood
As mentioned at the end of Section 4.4.4, we must examine the effects that PBHs have on
the nuisance parameters to justify their exclusion later on. Here, we will be comparing the
nuisance parameter values with added PBHs against the pc_multinest baseline result given in
Section 4.4.4. This is purely so that any discrepancies present between the two runs is only
due to the addition of PBHs, and not any other reason. We will include PBHs into the model
through the PBH fraction of total DM, fPBH.
To get a better understanding of how fPBH might influence the nuisance parameters, we
will fix the PBH mass to 1016 g, as well as use a uniform prior of [0, 1] for fPBH. The point of
using this prior over the usual uniform prior in log space is that we effectively force MultiNest
to sample larger values of fPBH, where we expect Hawking radiation will be higher and as a
consequence will have more of an effect on the nuisance parameters.
Figure 5.8 shows the 1D marginalised posteriors for all 27 free Planck nuisance parameters.
We can see that for the most part, there is excellent agreement with the vanilla ΛCDM model.
However, AdustEE100 , AdustEE100×143 and AdustEE143 deviate slightly from their vanilla values. These
nuisance parameters determine the amount of residual galactic dust contamination present at
` = 500 in an EE spectrum made from the frequency bands listed as subscripts. For clarity,
these are 100 GHz × 100 GHz, 100 GHz × 143 GHz, and 143 GHz × 143 GHz respectively. This
suggests the presence of PBHs could appear as a slight lessening of residual galactic dust
contamination in the satellite itself across the 100 GHz and 143 GHz EE cross-spectra.
However, in this work we are not interested in the implications this conclusion may carry,
and as these are slight deviations from the vanilla model from a set of nuisance parameters
that otherwise agree perfectly, we will make use of the lite high-` likelihood. This particular
likelihood has all nuisance parameters bar the overall Planck normalisation ycal marginalised
out. As the effect of PBHs has only shifted, rather than skewed or otherwise deformed the
posteriors of AdustEE100 , AdustEE100×143 and AdustEE143 , the effect marginalising the vanilla ΛCDM values
of these parameters will have on the results will be negligible.
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Fig. 5.8 Comparison of marginalised 1D posteriors for nuisance parameters in a vanilla ΛCDM model, and in a
ΛCDM+PBH model with fPBH ∈ [0, 1] a free parameter and MPBH = 1016 g.
5.5.3 Parameter Degeneracies
When adding PBHs to the ΛCDM model, we might expect there to be some degeneracy between






























































Fig. 5.9 2D marginalised posteriors showing the 68 % (light) and 95 % (dark) Bayesian credible regions for fPBH
versus each ΛCDM parameter.
equivalent to a change in an ΛCDM parameter. For this, we will be following the above analysis
in considering the PBH fraction, fPBH.
Again, we use a flat prior of [0, 1] for fPBH, and fix MPBH to 1016 g. For this analysis, we’ll
also be fixing the CMB data normalisation nuisance parameter ycal. In fixing this nuisance
parameter, we can be certain that the only variation present in the results are coming directly
from varying the ΛCDM parameters, and not by scaling the CMB data by a different amount.
The value we fix ycal to is in Table 4.3.
Figure 5.9 shows the 2D marginalised posteriors for fPBH against each ΛCDM parameter.
The parameters that show the most degeneracy with fPBH are τ and H0, with slighter depen-
dencies exhibited by ln(1010As) and Ωcdmh2. We would expect that Hawking radiation from
PBHs would leave the plasma more ionised during recombination than without. This means
that by the time the universe goes through reionisation, less matter is able to be ionised. This
may then lessen the effect of reionisation, leading to a lower optical depth τ .
Similarly, we see the value of H0 decreases as fPBH increases. We note the value of H0
derived from the vanilla ΛCDM model is already in tension with astrophysical observations.
The effect of PBHs then is to push this value further from agreement, which suggests either
PBHs could only be present in very small amounts, or that the Planck measurement of H0















This work Clark et al.
Fig. 5.10 Comparison of 95 % exclusion regions from this work and Clark et al. [1]. In Clark et al., ΛCDM
parameters are set to the Planck best-fit values for the TT,TE,EE+lowTEB likelihood. In this work, ΛCDM
parameters are set to the best-fits given in Tab. 4.3. Results are shown up to MPBH = 7 × 1016 g.
must be reconciled with astrophysical observations another way. In a manner of speaking, this
degeneracy is accidental: the reason we see this link is that the effects of changing fPBH and H0
on the angular power spectra are similar enough that the addition of fPBH affects the inference
of H0 from the spectra.
5.5.4 Verification of Clark et al. Results
As much of this work is based off the work done in Clark et al. [1], we begin by presenting our
own results using the same analysis to demonstrate the approach taken in this work agrees
with the limits given by Clark et al. These results were made by fixing the ΛCDM parameters
to their best-fit values found in Table 4.3, and allowing both the reduced PBH mean mass
Mred. and PBH fraction fPBH to vary with a delta mass distribution. Figure 5.10 shows the
associated 95 % exclusion region.
We note that there is very good agreement across the mass range, with this work giving
slightly more strict bounds. This may be a result of the confidence limit defined by Clark
et al., which differs from the exclusion region used in this work as being the limit “. . . defined
















Fixed ΛCDM Free ΛCDM
Fig. 5.11 95 % exclusion regions for both free and fixed ΛCDM parameters. Both bounds use a delta mass
distribution.
slight discrepancy is not that important, as this plot stands as a good indicator that the PBH
recombination physics have been correctly incorporated into class and is also independent
verification of the Clark et al. results.
5.5.5 Varying ΛCDM Parameters
One of the assumptions made in Clark et al. was that when varying PBH parameters, the
variation in the base ΛCDM parameters was negligible enough to fix them. By relaxing this
assumption, we hope to see the exclusion limits for PBH parameters to be lessened as any
effects of Hawking radiation can be effectively nullified by a change in the ΛCDM parameters.
Figure 5.11 shows the resulting 95 % exclusion regions. Allowing the base ΛCDM parameters
to vary is akin to asking what a universe with PBHs would look like, rather than asking what
sort of PBHs we would be able to see in a universe that does not contain them, as we were
when fixing the ΛCDM parameters to their best-fit values.
What we see is that the exclusion bounds are lessened by approximately an order of
magnitude across the entire mass range. This is in alignment with the prediction outlined by
Clark et al. which suggested the constraints on fPBH may be weakened by up to a factor of
three if ΛCDM parameters are allowed to vary. More interestingly, the bounds seem to be
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relaxed more for the extreme ends of the mass range rather than the middle of the range. For
the low-mass, high-temperature end, this could be due to the base ΛCDM parameters needing
to vary greatly in order to compensate for the large energy injections, whilst at the opposite
end the low injected energy may be negligible enough that ΛCDM parameters are allowed to
vary as though there is no external injection.
5.5.6 Constraints on Distribution Widths
Next, we consider the effects of introducing a finite log normal mass distribution for the PBHs.
What might be of interest to examine is the allowed values of the shape parameters MPBH and
σ10 for some fraction of PBHs fPBH. Figure 5.12 shows the 95 % exclusion regions of such a
scenario with ΛCDM values fixed to their best-fit values as given in Table 4.3, whilst Figure 5.13
shows the same regions but for ΛCDM values allowed to vary. In both figures, each exclusion
region is overlapping, meaning for example that the fPBH = 10−1 exclusion region extends
beneath all other regions up to the graph’s upper left boundaries.
In Fig. 5.12, the exclusion regions for fPBH = 10−1, 10−3 and 10−5 are such that they
completely exclude the region from σ10 = 1 upwards. At these high values of σ10, the associated
log normal distribution spans more orders of magnitude than present in the mass range of
1015 g to 1017 g, effectively making the distribution uniform and thus independent of MPBH.
However, for fPBH = 10−7 we find this region of σ10 values is allowed. As this region does not
depend on MPBH, we expect that it can either be completely excluded or allowed for any given
constraint, which is what we see in the results. More interesting is the idea that for some value
of fPBH, the uniform region switches from being prohibited to allowed. This effectively defines
a “critical value” of fPBH for which a uniform distribution is excluded, which we will encounter
later on.
For those regions that do exclude the high-σ10 region, their exclusion bounds appear to
reach a limiting σ10 asymptotically as PBH mass increases. These “asymptotes” are interesting
as they tell us that each PBH fraction has some maximum value of σ10 they constrain in the
high-mass PBH limit. As the width of the PBH mass distribution increases, there must exist
some maximum value for which the distribution is excluded no matter its mean value. This is
because the distribution approaches a uniform distribution, and as a result incorporates more
low-mass PBHs, leading to higher relative Hawking radiation from the M−3PBH dependence in
Eq. 3.4.5. We see that the decreasing values of fPBH correspond to increasing maximum values
of σ10, which is what we would expect given the above reasoning.
Similarly, the bounds appear to converge to some MPBH value as σ10 decreases. We expect
to see this behaviour as the width parameter σ10 spans several orders of magnitude in log10
space, meaning that a thinly-peaked distribution with σ10 = 10−2 behaves almost the same as
a delta mass distribution. Hence, as width decreases, the exclusion bounds should “converge”



































Fig. 5.13 95 % exclusion regions for log normal PBH mass distributions with fixed fPBH and free ΛCDM
parameters. The final fPBH = 10−7 limit is not shown as it imposes no constraint when ΛCDM parameters are
allowed to vary.
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computed these bounds for a delta distribution explicitly, we can check to see if these bounds
match. Using Fig. 5.11, we found the values of MPBH where the exclusion bounds begin for
each value of fPBH used. Table 5.4 shows the comparison between the two distributions. As
can be seen, the agreement between the two is quite good, although not perfect. We must keep
in mind, however, that due to the stochastic nature of the Monte Carlo integration used within
MultiNest, and the kernel density estimation employed by the plotting tool GetDist, we
cannot expect perfect agreement between the two methods. We are also approximating the
delta distribution with a thin log normal distribution, which although quite thin at σ10 = 10−2,
only reaches the delta distribution in the limit as σ10 → 0.
Comparing Figs. 5.12 and 5.13, we again see that allowing ΛCDM parameters to vary
lessens the resulting exclusion bounds. More specifically, for fPBH = 10−1 and 10−3 we see a
larger relaxation of the exclusion bounds along the horizontal mean mass direction than the
vertical mass width direction. This is similar to what we saw across differing fPBH in the fixed
ΛCDM case: that increasing the width of the distribution increases the total Hawking radiation
much more than reducing the mean PBH mass. As the ΛCDM parameters are free to change,
their variation may counteract high Hawking radiation, in turn making the resulting power
spectrum seem closer to a vanilla ΛCDM one than it could have been if all ΛCDM parameters
were fixed. This then leads to the enlargement of permitted space that we see in the results.
For fPBH = 10−5 we see instead that the freeing of ΛCDM parameters has “freed” the high-σ10
region corresponding to a uniform distribution. Further, the region excluded by fPBH = 10−7
disappears, meaning the entire parameter space is permitted when ΛCDM parameters vary.
The region of σ10 ∼ 0.3 is an interesting area. When we consider the maximum allowed
values of σ10, a value of 0.3 sits below these in a region that is still quite sensitive to changes
in σ10. We can see this by considering values of σ10 around this value, and examining the
large shifts in allowed masses. On the contrary, varying MPBH in this range does not influence
the bounds on σ10 by as much. Having a width of 0.3 also means the distribution occupies a
substantial amount of the mass range. As such, a distribution with this width is representative
of a fairly standard log normal — the width is not too large for it to be considered uniform,
Table 5.4 Comparison between different values of MPBH for the delta distribution exclusion regions (Fig. 5.11)
and the log normal exclusion regions (Figs. 5.12 and 5.13) at σ10 = 10−2.
fPBH
Fixed ΛCDM Free ΛCDM
Delta MPBH (g) σ10 = 10−2 MPBH (g) Delta MPBH (g) σ10 = 10−2 MPBH (g)
10−7 1.2 × 1015 1.7 × 1015 — —
10−5 5.0 × 1015 4.2 × 1015 2.9 × 1015 3.9 × 1015
10−3 1.5 × 1016 1.4 × 1016 1.1 × 1016 8.7 × 1015
10−1 5.9 × 1016 4.7 × 1016 3.5 × 1016 2.6 × 1016
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nor is it too small to be a delta distribution. We will be considering the properties of this
distribution in the next section.
5.5.7 Constraints on Distribution Types
The final few plots considered in this work examine the effects changing the mass distribution
has on the exclusion regions for fPBH. The mass distributions under consideration are a
uniform distribution, a log normal distribution with fixed width, a delta distribution and a
log normal distribution with the width marginalised over. Although not strictly speaking an
actual distribution, marginalising over σ10 effectively takes into account all shapes the log
normal distribution can take, weighting them by their posterior probability. For the log normal
distribution, a width of σ10 = 0.3 was chosen as this corresponded to the interesting region in
Figs. 5.12 and 5.13 where the exclusion bounds were changing the most rapidly in σ10. The
uniform distribution was modelled by selecting a width of σ10 = 10. As previously discussed,
although a uniform distribution had not been implemented into class explicitly, choosing this
width results in a distribution that behaves effectively the same as a true uniform distribution.
Figure 5.14 presents the 95 % exclusion regions for these four distributions with base ΛCDM
parameters set to their best-fit values in Table 4.3. Similarly, Figure 5.15 shows exclusion
regions for the same distributions but with ΛCDM parameters allowed to vary. Both plots have
exclusion regions with darker boundaries to more clearly show the bounds when they overlap.
As is to be expected, the uniform mass distribution in Fig. 5.14 has an exclusion region
independent of its mean mass value MPBH. However, in Fig. 5.15 we see that as mass decreases,
the exclusion region recedes a small, but noticeable, amount. In the case of freeing the ΛCDM
base parameters, the differing values would counteract larger amounts of Hawking radiation,
leading to this slight curve. As a reminder, we expect there to be a slight difference in total
energy injected for differing distribution means in this model due to the truncation correction
that occurs when the distribution tail falls outside of the range 1015 g to 1017 g, as covered in
Section 5.3.2. Examining the mean fPBH values of each exclusion bound, the corresponding
95 % exclusion limits this distribution imposes are fPBH < 6.1 × 10−7 for fixed ΛCDM and
fPBH < 1.3 × 10−5 for free ΛCDM.
The uniform distribution is also more heavily constrained than a delta distribution. We see
that for much of the mass range (& 2 × 1015 g for fixed ΛCDM, & 3 × 1015 g for free ΛCDM) the
uniform distribution has stronger constraints. Although the uniform distribution has its relative
contribution equally spread across 1015 g to 1017 g, the inclusion of the low masses increases
the combined Hawking radiation much more due to its M−3PBH proportionality. However, we
still see that at low masses, a delta distribution is still more heavily constrained. In fact, the
intersection of these two bounds gives us the mass at which a delta distribution behaves like
a uniform distribution. For reference, we see that for fixed ΛCDM parameters a PBH mass



















Fig. 5.14 95 % exclusion regions for varying PBH mass distributions with ΛCDM parameters fixed. The uniform
distribution is a log normal distribution with σ10 = 10, effectively behaving as a uniform distribution. The log



















Fig. 5.15 95 % exclusion regions for varying PBH mass distributions with ΛCDM parameters freed. The uniform
distribution is a log normal distribution with σ10 = 10, effectively behaving as a uniform distribution. The log
normal distribution has σ10 = 0.3, and the marginalised distribution is a log normal marginalised over σ10.
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of 2.3 × 1015 g is equivalent to a uniform distribution over 1015 g to 1017 g, and similarly when
ΛCDM parameters are allowed to vary the equivalent mass is at 3.1 × 1015 g.
The remaining mass distributions follow the more characteristic triangle-shaped exclusion
region already encountered in the delta distribution exclusion regions in Fig. 5.11. Here, we see
that both the log normal and marginalised distributions are more excluded at higher mean mass
PBHs than the delta distribution. Due to their finite sizes, both mass distributions incorporate
lighter PBHs which inject more energy proportional to M−3PBH. As a consequence, for the log
normal distribution contributions from the medium to high PBH mass range are effectively
dominated by PBHs with masses roughly 0.3 orders of magnitude lighter. The marginalised
distribution has comparatively weaker limits as it not only incorporates wider log normal
distributions, but as the prior range for σ10 spans [10−2, 101], the marginalisation incorporates
mostly thinner log normal distributions that behave closer to a delta distribution.
Interestingly, both distributions have weaker constraints at low PBH mass compared to the
delta mass distribution. The log normal distribution has its probability smeared out compared
to the delta distribution, meaning contributions at the mean PBH mass value MPBH will
be weaker in comparison. At the light end of the PBH mass region (MPBH ∼ 1015), a log
normal distribution is truncated, and as covered in Section 5.3.2, is re-weighted to satisfy
the normalisation condition which adjusts for the lost Hawking radiation. As such, a log
normal distribution will become increasingly truncated at the light mass end and even though
truncation correction will increase its probability (or weighting) around MPBH it will always
be less than that of a delta distribution. In a similar manner to the previous discussion, the
inclusion of heavier PBHs in the non-truncated tail of log normal distributions contributes
negligibly to the total Hawking radiation due to the inverse cube dependence on their mass.
Consequently, the total Hawking radiation will be less than that of a pure delta distribution,
which is why the bounds of the log normal and marginalised distributions cross with the delta
distribution bounds at the low-mass end of the spectrum.
Comparing both the fixed and free ΛCDM plots, we see again that allowing the base
ΛCDM parameters to vary lessens the exclusion bounds across all mass distributions. The
reduction is roughly an order of magnitude across the PBH mass range, in alignment with the
previously-examined delta mass distribution.
The net effect of spreading out the PBH mass distribution from a delta distribution to a log
normal is to strengthen the exclusion bounds for masses MPBH & 2 × 1015 g by a few orders of




This work has set out to improve the current understanding of the effects primordial black holes
might have had on the early universe. Beginning with an outline of our current understanding
of the universe, manifesting in the ΛCDM model, the era of recombination was examined in
more detail. The standard treatment of the primordial plasma was then extended to show how
effects from non-standard contributions such as dark matter and primordial black holes (PBHs)
might be incorporated.
Following this, the theory of light PBHs was explained, which presented a method of
computing their combined Hawking radiation at some redshift z for some mass MPBH and
fraction of dark matter made from PBHs fPBH.
In order to use any of this information to place constraints, a Bayesian approach was taken
to turn prior probabilities into posterior probabilities through the use of the likelihood function.
Nested sampling, and its implementation MultiNest, was chosen over the more conventional
MCMC sampling method due to its intuitive convergence criteria and general robustness.
It was also shown how injected energy from PBHs is split up into different deposition
efficiency curves, which by using results given in Slatyer [9] was able to be incorporated into
class, allowing PBH energy injections to be calculated on-the-fly. This led to the creation
of pc_multinest, a program utilising this PBH-extended version of class, MultiNest and
the Planck likelihood code to help constrain these new PBH parameters. pc_multinest was
then used to replicate the Planck baseline TT,TE,EE+lowTEB analysis, which it did to good
precision.
The final results were computed using pc_multinest and the extended version of class
incorporating early universe PBH physics. Before calculating exclusion bounds, we saw that
Hawking radiation from PBHs acts to dampen small scale fluctuations in the TT, TE and EE
power spectra, whilst increasing power in the large to mid-scale region. When considering the
effects PBHs have on the Planck nuisance parameters, we found a slight shift in only three of
the 27 parameters, permitting us to use a lighter version of the TT,TE,EE+lowTEB likelihood
which had significantly less parameters to sample. We also examined their effects on the base
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ΛCDM parmaters, and found the Hubble parameter H0 and the optical depth to recombination
τ share a slight degeneracy with fPBH for PBHs of mass 1016 g.
Moving to computing constraints, we were able to reproduce the results presented in Clark
et al. [1], before extending them to explicitly show the weakening of exclusion bounds when the
base ΛCDM parameters are unfixed and allowed to vary.
We also presented results incorporating a non-monochromatic mass distribution for PBHs.
These results showed that constraints on the width of log normal distributions are bound by
some maximum width σ10 and some minimum mean mass MPBH. The maximum width bound
was due to distributions with σ10 ∼ 1 behaving increasingly like a uniform distribution, meaning
this region could only be all excluded or all allowed at any given time as a uniform distribution
is not affected by the choice of a mean mass value. The minimum mean mass bound occurred
when the distribution width spanned 0.01 orders of magnitude, where the distribution behaved
closer to a delta distribution and as such would reach the constraints of such a distribution.
We compared the mass values at these points with their corresponding constrained masses for
an actual delta mass distribution, and found good agreement across the two methods.
We also saw that a uniform mass distribution is more heavily constrained than a delta mass
distribution at masses above 2 × 1015 g for fixed ΛCDM base parameters, and 3 × 1015 g for free
parameters. Likewise, a log normal mass distribution with a width of 0.3 orders of magnitude
gives stronger constraints than a uniform one. Overall, non-monochromatic distributions are
more heavily constrained than a monochromatic one due to the inclusion of lower-mass PBHs
in the tails of their distributions which effectively drown out any contributions from heavier
holes.
In the future, this work may be extended by incorporating measurements of baryon acoustic
oscillations (BAOs) into the full likelihood computation. These would be an extra independent
constraint on early universe physics, and would most likely tighten PBH constraints. It is
also well within reason to extend this analysis to more mass distributions, such as a power
law p(MPBH|γ) ∼ Mγ−1PBH for some selection of γ. As this work is built on many simplifying
assumptions, it would also be useful to examine the effects that relaxing these assumptions
would have on the final constraints. For example, one might use the full expression in Eq. (5.2.1),
similar to the work of Stöcker et al. [21]. One could also use an event generator such as Pythia
to calculate the PBH particle spectrum from first principles instead of using the analytic form
of Eq. (3.4.3).
In conclusion, we have successfully expanded on the current PBH analysis by considering
the effects extended mass distributions have on recombination, and also examining the effects
produced by varying base ΛCDM parameters.
Appendix A
Derivation of Friedmann Equations
The Friedmann equations that govern the dynamics of the universe are derived using the
Friedmann-Lemaître-Robertson-Walker metric in Einstein’s field equations. We will follow the
derivation explicitly here, using the metric sign convention of (−,+,+,+) throughout.
A.1 Friedmann-Lemaître-Robertson-Walker Metric
The Friedmann-Lemaître-Robertson-Walker (FLRW) metric is the most general metric per-
missible by the cosmological principle [35]. It corresponds to a 4D space-time containing a
maximally-symmetric hyperspherical 3D subspace. In terms of cosmic time t and the general
hyperspherical coordinates (χ, θ, φ), the metric has an invariant interval of




dθ2 + sin2 θ dφ2
)]
, (A.1.1)
where the coordinate χ has been rescaled such that the curvature takes values of k = −1 for
negative curvature, k = 0 for no curvature and k = +1 for positive curvature. The function
Sk(χ) is piecewise on these three k values and as a reminder is given by
Sk(χ) =

sinχ , k = +1 ,
χ , k = 0 ,
sinhχ , k = −1 .
Throughout this work we will use the normalised scale factor a(t) defined in terms of the




We will reduce the complexity of our subsequent calculations by changing variables in
Eq. (A.1.1) from the hyperspherical χ to the physically more meaningful radial coordinate r.
96 Derivation of Friedmann Equations
This results in a simplified invariant interval of the form
ds2 = −c2 dt2 + a2(t)
[
dr2
1 − kr2 + r
2
(
dθ2 + sin2 θ dφ2
)]
, (A.1.2)
for k ∈ {−1, 0,+1} as before.
Looking at Eq. (A.1.2), we see the spatial part of the metric shares some similarities to a
spherical metric in 3D, where r is the radial coordinate and θ and φ are the polar and azimuthal
angles. In fact, for the case where k = 0, this part reduces to the 3D spherical polar metric,
which is what we would expect for a flat space-time.
The scale factor a(t), as its name suggests, acts as a scaling function of the three spatial
coordinates as can be seen from observation of Eq. (A.1.2). The time dependence of the scale
factor is a mathematical encapsulation of the expanding universe, which as we shall see depends
on the components present in the universe. We will use the Einstein field equations to solve for
its time evolution.
A.2 Einstein Field Equations
Einstein’s ten field equations in tensor component form are
Rµν −
1




where Rµν is the Ricci tensor, R := Rµµ is the Ricci scalar, Λ is the cosmological constant and
Tµν is the stress-energy-momentum tensor.
The metric components gµν are defined in terms of the invariant interval ds2:
ds2 := gµν dxµ dxν ,
where dxµ := (dt, dr, dθ, dφ) and Greek spacetime indices take the coordinate values (t, r, θ, φ).
By examination of Eq. (A.1.2), the only non-zero components of the metric are given by
gtt = −c2 , grr =
a2(t)
1 − kr2 ,
gθθ = a2(t)r2 , gφφ = a2(t)r2 sin2 θ .
Before continuing, it is convenient to define a shorthand for the 4-divergence ∂µ acting on
some tensor Sαβ:
∂µSαβ ≡ Sαβ,µ .
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All non-zero partial derivatives of the metric components are given by
grr,t =
2a(t)ȧ(t)
1 − kr2 , grr,r =
2kra2(t)
(1 − kr2)2 ,
gθθ,t = 2a(t)ȧ(t)r2 , gθθ,r = 2a2(t)r ,
gφφ,t = 2a(t)ȧ(t)r2 sin2 θ , gφφ,r = 2a2(t)r sin2 θ ,
gφφ,θ = 2a2(t)r2 sin θ cos θ ,
where overhead dots represent derivatives with respect to cosmic time.
The non-zero components of the inverse metric tensor are trivially given by the reciprocal
of the corresponding component of the metric tensor, as the tensor is diagonal:
gtt = − 1
c2






a2(t)r2 sin2 θ .
We now move towards evaluating the connection coefficients Γµαβ . We assume a torsion-free




µλ(gαλ,β + gβλ,α − gαβ,λ)
holds.
From the metric components, the non-zero components of the connection are given by
Γtrr =
a(t)ȧ(t)













θθ = −r(1 − kr2) , Γrφφ = −r(1 − kr2) sin2 θ ,




θr = Γθrθ =
1
r












, Γφφθ = Γ
φ
θφ = cot θ ,
Γrrr =
kr
1 − kr2 .
From here, the next step would be to compute the curvature tensor components given by
Rαβγδ = ∂γΓαδβ − ∂δΓαγβ + ΓλδβΓαγλ − ΓλγβΓαδλ .
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However, we can save many steps of unnecessary algebra by instead considering the Ricci
tensor, defined as a contraction of the curvature tensor across two indices:
Rµν := Rαµαν = ∂αΓανµ − ∂νΓααµ + ΓλνµΓααλ − ΓλαµΓανλ
= ∂αΓαµν − ∂νΓααµ + ΓβµνΓααβ − ΓβαµΓανβ ,
where the last line comes from the symmetry of the connection coefficients in the lower two
indices and making the dummy substitution λ ↔ β.






ä(t)a(t) + 2ȧ2(t) + 2kc2
c2(1 − kr2) ,
Rθθ =




r2[ä(t)a(t) + 2ȧ2(t) + 2kc2] sin2 θ
c2
.
The Ricci scalar is then given by




























ä(t)a(t) + 2ȧ2(t) + 2kc2
c2a2(t)
= 6 ä(t)a(t) + ȧ
2(t) + kc2
c2a2(t) .
The final component we need in order to solve the Einstein field equations is the stress-energy
tensor Tµν . We simplify matters by modelling the contents of the universe as a fluid with no






uµuν + pgµν ,
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where ρ is the proper density of the fluid and p is its pressure. Due to the fundamental
assumptions of isotropy and homogeneity, neither of these quantities depend on position but
they can depend on cosmic time t.
We will consider the solutions to Einstein’s field equations in the frame where the universe
appears isotropic and homogeneous — the co-moving frame. The 4-velocity of the fluid must
take the form of
uµ = (1, 0, 0, 0) ≡ δµt ,
as it is stationary in the comoving frame.
The covariant components are then simply
uµ := gµνuν = gµt ≡ gttδtµ = −c2δtµ ,
by the diagonal form of the tensor, and with gtt = −c2.
Using this, the stress-energy tensor simplifies to
Tµν = (ρc2 + p)c2δtµδtν + pgµν .
As the metric, Ricci and stress-energy tensors are diagonal, there are only four Einstein




2 = 8πGρ . (A.2.2)
The remaining rr, θθ and φφ spatial components of the Einstein field equations lead to the
same equation:
−2ä(t)a(t) − ȧ2(t) − kc2 + Λc2a2(t) = 8πG
c2
pa2(t) .



























The above equation, alongside a rearranged Eq. (A.2.2), form the Friedmann equations and
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