In this paper we are concerned with polynomials orthogonal with respect to the generalized Hermite weight function w(
INTRODUCTION
The main purpose of this paper is the construction and investigation of a stable numerical method for finding recursion coefficients in the fundamental three term recurrence relation for polynomials orthogonal with respect to the following weight function w(x) = w(x; z) = |x − z| γ e −x 2 on R,
where γ > −1 and z ∈ R. This weight function is a direct generalization of the generalized Hermite weight function w(x; 0) = |x| γ exp(−x 2 ), γ > −1. Knowing the first n of these recursion coefficients, one can easily obtain the corresponding N -point Gaussian quadrature formula for any N , with 1 ≤ N ≤ n, using QR algorithm (cf. [2] , [4] ).
Applications of the previous weight functions, as well as the corresponding orthogonal polynomials, are various. Such weights appear frequently as density functions for some random variables in statistical mechanics, quantum mechanics, etc.
NONLINEAR RECURRENCE RELATIONS
By π n = π n (·; z) we denote monic orthogonal polynomial of degree n with respect to weight function w = w(·; z). Then, since the weight function w is positive, we know that the monic orthogonal polynomials can be constructed (see [1] ) and they satisfy the following orthogonality condition R π n (x)π m (x)w(x) dx = ||π n || 2 δ n,m , ||π n || > 0, n,m ∈ N 0 .
Using Favard theorem (see e.g., [1] ), we know that the monic orthogonal polynomial sequence satisfy the following three term recurrence relation π n+1 (x) = (x − α n )π n (x) − β n π n−1 (x), n ∈ N 0 , π 0 (x) = 1, π −1 (x) = 0.
It is known that the recursion coefficients are such that α n ∈ R and β n > 0, n ∈ N 0 , where β 0 can be chosen arbitrarily. Sometimes, it is convenient to define it by β 0 = R w(x) dx. By simple change of the variable x := −x in (2), it can be seen that π n (x; z)
Thus, we will consider only the case when z > 0.
Defining s n , n ∈ N 0 , in the following way
and using (3), we have ( [1] , [4] )
where we put, by convention, ||π −1 || = 1. Also, it can be proved easily, using the three term recurrence relation (3) , that the following holds
Replacing in this equation π n , expressed from the three term recurrence relation, we get the following relation
Also, applying the same transformation to the definition of s n , we get the second recurrence relation for the three term recurrence coefficients, i.e.,
These relations are know for a long time, although, in a different settings z = 0. They are presented, for example, in [2] and [3] .
It is a basic fact that integrals appearing on the right hand sides of the equations can be integrated by parts which enables an interpretation of these integrals over three term recurrence coefficients.
First, note that for each x ∈ R\{z} we have that the following is satisfied
so that, for the first integral, we have
This gives the following relation
For the second integral, applying the same integration by parts, substituting
we get
i.e.,
As in [3] , multiplying (5) by α n−1 and substituting α n−1 (α n−1 − z) from (4), we obtain
It is clear, this quantity is independent on n. For n = 1, from (4) and (5), we find
which after some manipulation gives
Note that choosing a combination (4) and (6), as starting values we need only α 0 , i.e., we need only s 0 and ||π 0 || 2 . In order (4) and (5) to be applicable for calculations we need the coefficient α 0 , which can be expressed in an explicit form
Also, we have
NUMERICAL CONSTRUCTION OF THREE TERM RECURRENCE COEFFICIENTS
In this section we give a numerical methods for construction recursion coefficients α n and β n for the weight function w. Our method depends strongly on z. According to the range z, different methods should be applied in construction of the three term recurrence coefficients.
All computations, presented in this section, are performed in double precision arithmetic with machine precision (m.p. ≈ 2.22 × 10 −16 ).
Case z ∈ (0, 5). Given α 0 the construction proceeds straightforward. Namely, for a given α n−1 we calculate β n using (4), and then for such β n we calculate α n using (5).
It is an amazing fact, this construction works for the weight function w, provided z is sufficiently small. As an example, we present results for z = 1/3 and γ = −1/2 in Table 1 . Numbers in parentheses indicate decimal exponents, i.e., 
n (using (4) and (5)) and r (2) n (using (7) and (5)) As it can be seen in this case, the maximal relative error in α-coefficients is of order 1(−12). However, β-coefficients are constructed with machine precision. It is important to say that the error is not propagated. The maximal relative error for α-coefficients appears for n = 100, but for n = 200 the relative error in α 200 is of order 1(−15).
A construction can be even improved if the equation (4) is rewritten in the form
Using this equation instead of (4) for the calculation of β n , we save at least one significant digit in the calculation.
Increasing γ produces even better results. For example, taking γ = 10 and z = 1/3 gives the maximal relative error in α-coefficients of order of magnitude 1(−14), while β-coefficients are given with machine precision (in our case, m.p. ≈ 2.22 × 10 −16 ).
It is important to say that since the limit of α-coefficients is zero, the errors in α-coefficients should be measured as absolute errors instead of relative errors. Using this criterion, the error in α-coefficients have a magnitude of 1(−15), i.e., only one significant digit is lost and the error is not propagated.
A reason for such good results can be understood straightforward. It is known that for the weight function w, the asymptotical behavior of the three term recurrence coefficients is given by
If we look at equation (7) it can be seen clearly that asymptotically it really reduces to β n ≈ β n−2 + 1, which means no cancellation effect is present. Also, investigating (5) it can be seen clearly that we have the following asymptotic form α n ≈ α n−2 + O (1/n), which again makes it asymptotically perfect for calculations. There is one more effect which makes calculation stable. It seems that α-coefficients satisfy the condition α n α n−1 < 0, which disables the cancellation of significant digits since in (7) we do not have a subtraction of the terms α n (α n − z), but rather their addition, since two terms are of different signs.
Equation (6) is not useful for calculations, which can be easily understood, since it has serious cancellation problems. Namely, as n → +∞ it is clear that the term ((n + γ/2)/2 − β n ) 2 − γ 2 /16 introduces a cancellation of significant digits which grows linearly with n.
The system of equations (7) and (5) gives good results for a sufficiently small z and it can be used for a construction provided z < 5. For example, taking z = 5, γ = −1/2, we get the maximal relative error in α-coefficients of order 1(−7), and for β-coefficients of order 1(−12), for first 200 coefficients.
Case z > 50. To understand what is happening with calculations when z is increased, we introduce
According to (4) it is clear that α-coefficients can be given by
Using α n → 0, n → +∞, we know that
To have shorter expressions we introduce Y = n + γ/2. Using all previously defined quantities, and using squaring to the equation (5) to eliminate square roots, we have
The last equation is really an equation to which (5) 
or it can be rewritten in the form
This clearly shows that this equation is stable, since the error in g n is not amplified when g n+1 is evaluated. Note, also that for z = 0, three term recurrence coefficients are
Letting z to be very close to zero, the values for g n are not changed to much, we can expect lost of significant digits in α-coefficients, since α n ≈ G n /z. Actually, this effect does not take place or rather is very hard to catch it. For example, taking z = 1(−10), γ = −1/2, the maximal relative error in α-coefficients does not exceed 1(−15), while with z = 1(−5), γ = −1/2, it produces the maximal relative error of the order 1(−12). A full effect of the loss of significant digits in α-coefficients, as z → 0, can be seen if we choose γ close to zero. However, this loss of significant digits appears only in α-coefficients and can be fully understood, since in that case, also, we have that α-coefficients are nearly zero. For example, with z = 1(−5) and γ = 1(−10) there are only 5 − 6 significant digits in α-coefficients and almost all 16 in β-coefficients. This can be understood in site of (9), since in this case G n−2 is calculated with a very small precision. An analysis for large z and n relatively small can also be performed using the same definition for g n and (8). It turns out that the coefficient with z 8 is cancelled out identically which really produces loss of significant digits in calculations. Also, the corresponding term with z 6 is
and the term with z 4 is to complicated to be written. It can be seen that degree of Y which appears in the coefficient with z 6 is Y 5 , and in the coefficient with z 4 is Y 6 . From this information it can be understood that while n < z 2 the dominant terms in (8) are those with z 6 and z 4 . When n becomes larger then z 2 again the equation is dominated by the terms in Y . However, equation (8) is unstable for numerical calculations while n < z 2 , this because of the fact that term with z 8 is cancelled out. Taking z = 10, γ = −1/2, it produces complete loss of significant digits in α-and β-coefficients for n = 10. In each iteration two significant digits are lost. Note that we are using n rather than Y = n + γ/2 for the reasons we discuss in the sequel.
To understand fully behavior of g n for large z, we use equation (6), which we transform into the form
Performing all calculations we get the following reduced form
It is clear that the original equation (6) is not stable for calculation for large z, since terms with z 8 , z 6 , z 4 are identically cancelled out. What can be seen from this equation is the behavior of g n . In order for two terms to be comparable, g n is very close to γ/4 for small n. This conclusion can be drown, also, from the definition of g n = (n + γ/2)/2 − β n . For large z it is clear that the influence of the factor |x − z| γ in w is almost neglectful, for small powers of x, since, the influence of |x − z| γ to the moments of w is neglectful. For small values of n and large z, it is quite understandable that β-coefficients are almost the same as for the Hermite weight w(x; 0) = exp(−x 2 ), i.e., n/2.
According to the fact g n ≈ γ/4, it can be easily understood, why we need that z 2 has to be dominated by n instead of n + γ/2. If latter is the case, then we know that g n ≈ γ/4. Applying this to equation (9) we can easily find that the second term is amplified for Y ≈ 16g n , which produces an amplification of error in g n+1 of the term G n−2 , but also of the term with z 2 , i.e., term 1 + 2g n−1 − 2g n . This causes a loss of significant digits when Y instead of n dominates z.
Performing all numerical calculations in an extended precision (using Mathematica, for example, we can work with 1000 digits length in mantissa), a typical behavior of the sequence g n is given in Figure 1 for z = 1, γ = −1/2 (top) and for z = 10, γ = −1/2 (bottom). The pick in Figure 1 (bottom) can be explained using equation (10). As it can be seen from the figure for z = 10, γ = −1/2, when n < z 2 /2, the sequence g n has quite different behavior than for n > z 2 /2. For n > z 2 /2 the behavior is pretty much the same as for z = 1, γ = −1/2. Substituting d n = g n − γ/4, performing all calculations and neglecting all terms, except linear in terms of the sequence {d n } (note that for small n we have d n ≈ 0), we can develop the following relation
It is clear that the mentioned pick in the sequence g n appears for z 2 /2 − n + γ ≈ 0. This point also shows that "the transient regime" ends for n > z 2 /2 + γ. After this point, the calculation can be continued using equations (7) and (5), and this calculation is numerically stable.
For a large z, we can search for an asymptotic formula for g n .
Lemma. Let
Proof. The proof can be given by a direct calculation. However, a such calculation can be done hardly by hand, instead some computer algebra should be used. We used Mathematica.
Using this Lemma for a large z we can give some asymptotic formulae for coefficients α n and β n . For α-coefficients we have
where
n + 4γSa
n Sa (2) n − 16Sa
n Sa (3) n − 32Sa
n Sa (3) n +64Sa
( 1) n Sa (4) n −32Sa
and Sa
n+1 . For β-coefficients we have 
These asymptotic formulae for α-and β-coefficients can be successfully applied for z > 50. For example, the error introduced in α 100 for z = 50, γ = −1/2, is of order 1(−10), and for β 100 it is of order 6(−11). For achieving all 16 significant digits, z has to be bigger than 140, with γ which is not significantly bigger than 1 in modulus. As an example, in Table 2 we present three term recurrence coefficients for z = 200, γ = −1/2. (4, 50) . In order to calculate three term recurrence coefficients in this case, we apply the discretized Stieltjes-Gautschi procedure (see [2] ). The basic idea of this procedure is to use Darboux formulas for recursion coefficients
Case z ∈
which are a direct consequence of the three term recurrence relation (3), and numerically calculate the integrals in (13). For these integrals we use a Gaussian quadrature rule with respect to some appropriate weight function W which is not very different from w. Such approach provides a sufficiently good approximation for integrals of the form R P w dx, where P is an algebraic polynomial. , λ ∈ (0, 2), supposing that we know the three term recurrence relation for this weight, i.e., we know its recursion coefficients α n and β n for n ≤ N − 1, where N is a sufficiently large integer. 
