This work provides a comprehensive scaling law and performance analysis for multi-user massive MIMO relay networks, where the relay is equipped with massive antennas and uses MRC/MRT for lowcomplexity processing. CSI error is considered. First, a sum-rate lower bound is derived which manifests the effect of system parameters including the numbers of relay antennas and users, the CSI quality, and the transmit powers of the sources and the relay. Via a general scaling model on the system parameters with respect to the relay antenna number, the asymptotic scaling law of the SINR as a function of the parameter scalings is obtained, which shows quantitatively the tradeoff between the network parameters and their effect on the network performance. In addition, a sufficient condition on the parameter scalings for the SINR to be asymptotically deterministic is given, which covers existing studies on such analysis as special cases. Then, the scenario where the SINR increases linearly with the relay antenna number is studied. The sufficient and necessary condition on the parameter scaling for this scenario is proved. It is shown that in this case, the interference power is not asymptotically deterministic, then its distribution is derived, based on which the outage probability and average bit error rate of the relay network are analysed.
While the above work assume perfect CSI at the relay, recent study has turned to networks with CSI error [25] [26] [27] , which is more practical and challenging to analyse. In [25] , [26] , a one-way massive MIMO relay network model is considered, where MMSE estimation is used to obtain the CSI. While [25] uses ZF relaying and assumes that the CSI error exists in both hops, [26] uses MRC/MRT relaying and assumes that the CSI error only exists in the relay-destination hop. In both work, the power scalings of the sources and relay for non-vanishing SINR are discussed under the assumption that the training power equals the data transmission power. Compared with previous power scaling law results, the analysis in [25] , [26] are more comprehensive by allowing the power scaling to be anywhere between constant and linearly increasing with the number of relay antennas. [27] is on a two-way MRC/MRT relaying network with CSI error. With deterministic equivalence analysis, it is shown that when the source or relay power scales inversely proportional to the number of relay antennas, the effects of small-scale fading, self-interference, and noise caused by CSI error all diminish.
In this work, the performance of MRC/MRT relaying in a one-way massive MIMO relay network with CSI error is investigated . Our major differences from existing work are summarized as blow.
• Our system model is different from all the aforementioned existing work in relaying scheme, CSI assumption, or communication protocol. The work with the closest model is [26] , where the CSI error is assumed to exist in the relay-destinations hop only. We use a more general model where CSI error exists in both hops.
• In our scaling law analysis, a general model for network parameters, including the number of source-destination pairs, the CSI quality parameter, the transmit powers of the source and the relay, is proposed. In this model, the scale exponent with respect to the relay antenna number can take continuous values from '0' to '1'. In most existing work, only a few discrete values for the power scaling, e.g., 0, 1, 1/2, are allowed. Although [25] , [26] allow continuous exponent values, they constrains the number of sources as constant and the training power equals to the transmit power.
• While in existing work, the asymptotically deterministic equivalence analysis is based on the law of large numbers, we use the quantized measure, squared coefficient of variation (SCV), to examine this property. As law of large numbers only applies to the summation of independent and identical distributed random variables, by using the SCV, we can discuss the asymptotically deterministic property of random variables with more complex structures.
Based on these features that distinguish our work from existing ones, our unique contributions are listed as below. 1) Firstly, by deriving a lower bound on the sum-rate, we investigate the performance scaling law with respect to the relay antenna number for a general setting on the scalings of the network parameters.
The law provides comprehensive insights and reveals quantitatively the tradeoff among different system parameters.
2) Deterministic equivalence is an important framework for performance analysis of massive MIMO systems. We derive a sufficient condition on the parameter scales for the SINR to be asymptotically deterministic. Compared with existing work, where only specific asymptotic cases are discussed, our derived sufficient condition is more comprehensive. It covers all cases in existing works, and shows more asymptotically deterministic SINR scenarios. Besides, for the SINR to be asymptotically deterministic, the tradeoff between different parameter scales is also discussed.
3) Through the scaling law results, we show that for practical network scenarios, the average SINR is at the maximum linearly increasing with the number of relay antennas. We prove that the sufficient and necessary condition for it is that all other network parameters remain constant. Furthermore, our work shows that in this case the interference power does not diminish and it dominates the statistical performance of the SINR. By deriving the PDF of the interference power in closed-form, expressions for outage probability and average bit error rate (ABER) are obtained. While existing work mainly focus on the constant SINR case, this linearly increasing SINR case, suitable for high quality-of-service applications, has not been studied.
The remaining of the paper is organized as follows. In the next section, the system model including both the channel estimation and data transmission under MRC/MRT relaying is introduced. Then the performance scaling law is analyzed in Section III. In Section IV, the asymptotically deterministic SINR case is discussed. The linearly increasing SINR case is investigated in Section V. Section VI shows the simulation results and Section VII contains the conclusion.
II. SYSTEM MODEL AND PRELIMINARIES FOR SCALING LAW ANALYSIS
We consider a multi-pair relay network with K single-antenna sources (S 1 , · · · , S K ), each transmitting to its own destination. That is, S i sends information to Destination i, D i . We assume that the sources are far away from the destinations so that no direct connections exist. To help the communications, a relay station is deployed [10] . The number of antennas at the relay station, M , is assumed to be large, e.g., a few hundreds [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . In addition, we assume M ≫ K because under this condition, simple linear relay processing, e.g., MRC/MRT, can have near optimal performance in massive MIMO systems [28] .
Denote the M ×K and K ×M channel matrices of the source-relay and relay-destination links as F and G, respectively. The channels are assumed to be independent and identically distributed (i.i.d.) Rayleigh fading, i.e., entries of F and G are mutually independent following the circular symmetric complex Gaussian (CSCG) distribution with zero-mean and unit-variance, denoted as CN (0, 1). The assumption that the channels are mutually independent is valid when the relay antennas are well separated. The information of F and G is called the channel state information (CSI), which is essential for the relay network. In practice, the CSI is obtained through channel training. Due to the existence of noises and interference, the channel estimation cannot be perfect but always contains error. The CSI error is an June 27, 2016 DRAFT important issue for massive MIMO systems [4] , [6] , [25] [26] [27] . In what follows, we will first describe the channel estimation model, then the data transmission and MRC/MRT relaying scheme will be introduced.
A. Channel Estimation
To combine the received signals from the sources and precode the signals for the destinations, the relay must acquire CSI. F, the uplink channel from the sources to the relay, can be estimated by letting the sources send pilots to the relay. In small-scale MIMO systems, G can be estimated by sending pilots from the relay to the destinations and the destinations will feedback the CSI to the relay [1] , [10] . However, this strategy is not viable for massive MIMO systems, as the training time length grows linearly with the number of relay antennas M , which may exceed the channel coherence interval. Consequently, to estimate G, we assume a time-division-duplexing (TDD) system with channel reciprocity [2] . So pilots are sent from the destinations and the relay-destination channels can be estimated at the relay station.
Without loss of generality, we elaborate the estimation of F, and the estimation of G is similar. Since the channel estimation is the same as that in the single-hop MIMO system, we will briefly review it and more details can be found in [1] , [10] and references therein. Denote the length of the pilot sequences as τ . For effective estimation, τ is no less than the number of sources K [4], [5] . Assume that all nodes use the same transmit power for training, which is denoted as P t . Therefore, the pilot sequences from all K sources can be represented by a τ × K matrix √ τ P t Φ, which satisfies Φ H Φ = I K . The M × τ received pilot matrix at the relay is
where N is the M × τ noise matrix with i.i.d. CN (0, 1) elements.
The MMSE channel estimation is considered, which is widely used in the channel estimation of massive MIMO networks [4] , [6] , [18] , [25] . The MMSE estimation of F given Y train iŝ
where N F NΦ * , which has i.i.d. CN (0, 1) elements. Similarly, the MMSE estimation of G iŝ
Define E f F − F and E g Ĝ − G which are the estimation error matrices. Due to the feature of MMSE estimation,F and E f ,Ĝ and E g are mutual independent. Elements ofF andĜ are distributed
Elements of E f and E g are distributed as CN (0, 1 τ Pt+1 ). Define E t τ P t and P c τ P t τ P t + 1 .
So E t is total energy spent in training. P c is the power of the estimated channel element, representing the quality of the estimated CSI, while 1 − P c is the power of the CSI error. It is straightforward to see June 27 , 2016 DRAFT that 0 ≤ P c ≤ 1. When P c → 1, the channel estimation is nearly perfect. When P c → 0, the quality of the channel estimation is very poor. Note that, different combinations of τ and P t can result in the same P c . For the majority of this paper, P c will be used in the performance analysis instead of τ and P t . This allows us to isolate the training designs and focus on the effects of CSI error on the system performance.
When we consider special cases with popular training settings, e.g., τ = K and the same training and data transmission power, τ and P t will be used instead of P c in modelling the CSI error.
B. Data Transmissions
With the estimated CSI, the next step is the data transmission. Various relay technologies have been proposed [10] . For massive MIMO systems, the MRC/MRT relaying is a popular one due to its computational simplicity, robustness, and high asymptotic performance [16] , [17] , [21] [22] [23] , [26] , [27] .
In the rest of this section, the data transmission with MRC/MRT relaying will be introduced.
Denote the data symbol of S i as s i and the vector of symbols from all sources as s. With the normalization E(|s i | 2 ) = 1, we have E(s H s) = K, where (·) H represents the Hermitian of a matrix or a vector. Let P be the average transmit power of each source. The received signal vector at the relay is
where n r is the noise vector at the relay with i.i.d. entries each following CN (0, 1).
With MRC/MRT relaying, the retransmitted signal vector from the relay is a eĜ HFH x, where a e is to normalize the average transmit power of the relay to be Q. With straightforward calculations, we have
where the approximation is made by ignoring the lower order terms of M .
Denote f i ,f i , and ǫ f,i as the ith columns of F,F and E f respectively; g i ,ĝ i and ǫ g,i as the ith rows of G,Ĝ and E g respectively. The received signal at D i can be written as follows.
+ a e g iĜ HFH n r forwarded relay noise
where n d,i is the noise at the ith destination following CN (0, 1). Equation (4) shows that the received signal is composed of 5 parts: the desired signal, the multi-user interference, the forwarded relay noise, the CSI error term, and the noise at D i . 
From (4), we know that P s,e , P i,e , P n,e and P e,1 + P e,2 + P e,3 are the normalized powers of the signal, the interference, the forwarded relay noise, and the noise due to CSI error respectively. With these definitions, the SINR of the ith source-destination pair can be written as
(K − 1)P i,e + 1 P P n,e + P e,1 + P e,2 + P e,3 + KP 3 c (1+
The achievable rate for the ith source-destination pair is
C. Preliminaries for Scaling Law Analysis
This paper is on the performance behaviour and asymptotic performance scaling law of the massive MIMO relay network. It is assumed throughout the paper that the number of relay antennas M is very large and the scaling law is obtained by studying the highest-order term with respect to M .
Due to the complexity of the network, it is impossible to rigorously obtain insightful forms for the SINR and the achievable rate for the general M case. Instead, we find the asymptotic performance properties for very large M with the help of Lindebergy-Lévy central limit theorem (CLT). The CLT states that, for two length-M independent column vectors v 1 and v 2 , whose elements are i.i.d. zero-mean random variables with variances σ 2 1 and σ 2 2 , 1
Another important concept in the performance analysis of massive MIMO systems is asymptotically deterministic. In many existing literature on massive MIMO, a random variable sequence X M is said to be asymptotically deterministic if it converges almost surely (a.s.) to a deterministic value x, i.e.,
The strong law of large numbers is usually used to derive the deterministic equivalence. The almost sure convergence implies the convergence in probability [29] . Another type of convergence that implies convergence in probability is the convergence in mean square [29] . For a random variable sequence X M with a bounded mean, X M converges in mean square to a deterministic value x, i.e., X M m.s.
The convergence in mean square requires the variances of the random variable sequence to approach zero. It has been used to define the channel hardening effects for massive MIMO [3] , [36] , where the convergence in mean square means that the effects of small-scale fading is ignorable when the number of antennas is large. Besides, compared with almost sure convergence, the convergence in mean square is more tractable for analysis. We adopt the convergence in mean square for the asymptotically scaling law of massive MIMO relay network.
However, the use of the variance may cause inconvenience and sometimes confusion in performance analysis of massive MIMO systems. One can always scale X M by 1/M n with large enough n to have the asymptotic deterministic property and the scaled random variable converges in mean square to 0.
But this does not help the performance analysis when the scaling factor M n is put back into the SINR formula. Thus to avoid the scaling ambiguity, we use the squared coefficient of variance (SCV), defined as the square of the ratio of the standard deviation over the mean of the random variable [30] . It is noteworthy that the bounded mean condition is important. Without this condition, the convergence with M → ∞ may not be well defined. Thus in this work, a random variable sequence X M with bounded mean is said to be asymptotically deterministic if
III. ANALYSIS ON THE ACHIEVABLE RATE SCALING LAW
The general performance scaling law of the massive MIMO relay network will be studied in this section. We start with analysing components of the received SINR to obtain a large-scale approximation.
Consequently, a lower bound on the sum-rate is derived via Jensen's inequality. Then the performance scaling law and conditions for favourable SINR (non-decreasing SINR with respect to M ) are derived.
Typical network scenarios are discussed. Our analysis will show the relationship between the SINR scale and the parameter scales, and the trade-off between different parameter scales.
A. Sum-Rate Lower Bound and Asymptotically Equivalent SINR
For the SINR analysis, we first derive the means and SCVs of components of the SINR, i.e., P s,e , P i,e , P n,e , P e,1 , P e,2 and P e,3 . With the help of CLT and tedious derivations, the following can be obtained.
where the approximations are made by keeping the dominant terms of M . Due to the space limit, we only show the derivations of E{P s,e } and SCV{P s,e } in Appendix A. The rest can be derived similarly.
With our definitions in (5)- (7) and by noticing that P c ∈ [0, 1], the random variables P s,e , P i,e , P n,e , P e,1 , P e,2 , P e,3 all have bounded means. From (11), we know that P s,e is asymptotically deterministic since its SCV approaches to 0 as M → ∞. Furthermore, the decreasing rate of its SCV is linear in M , showing a fast convergence rate. Thus, for large M , we can approximate it with its mean value.
While for the rest components in the SINR, their SCVs depend on the scalings of network parameters (such as K and P c ), which do not necessarily converge to 0. We cannot assume they are asymptotically deterministic so far. With the aforementioned approximation, the SINR expression becomes
With this simplification, the following result on the sum-rate can be obtained.
Lemma 1. The achievable rate of Source i in the massive MIMO relay network has the following lower
bound:
where
Proof. As log 2 (1 + 1/x) is a convex function of x [31] , according to Jensen's inequality, we have
By applying the SINR approximation in (16), we have
P P n,e + P e,1 + P e,2 + P e,3 + KP 3 c (1+
where the approximation is made by ignoring the lower order terms of M when M ≫ 1. Thus the lower bound in (17) is obtained.
From (17) and (18), we can see that the achievable rate lower bound increases logarithmically with M and P c . But its increasing rates with P , Q, 1/K are slower than logarithmic increase. Note that, by using the method in Lemma 1 of [6] , the sum-rate expression in (17) can also be obtained. But with the method in [6] , the derived expression is an approximation, while our derivations show that it is a lower bound for large M . On the other hand, from Lemma 1 of [6] , we know that the lower bound becomes tighter when the number of relay antennas M or the number of sources K increases.
The parameter SINR i has the physical meaning of asymptotic effective SINR corresponding to the achievable rate lower bound. Due to the monotonic relationship in (17) , to understand the scaling law of the achievable rate is equivalent to understanding the scaling law of SINR i .
B. Scaling-Law Results
Now, the scaling law of the asymptotic effective SINR, SINR i , will be analysed to show how the system performance is affected by the size of the relay antenna array and other network parameters. To have a comprehensive coverage of network setups and applications, for all system parameters including the number of source-destination pairs K, the source transmit power P , the relay transmit power Q, and the CSI quality parameter P c , a general scaling model with respect to M is used.
Assume that
where the notation f (M ) = Ø (g(M )) means that when M → ∞, f (M ) and g(M ) have the same scaling with respect to M . In other words, there exists positive constants C 1 , C 2 and natural number
Thus the exponents r k , r p , r q , and r c represents the relative scales of K, 1/P , 1/Q, and 1/P c with respect to M . For practical ranges of the system parameters, we assume that 0 ≤ r k , r p , r q , r c ≤ 1. The reasons are given in the following.
• The scale of K. Following typical applications of massive MIMO, the number of users should increase or keep constant with the number of relay antennas. Thus r k ≥ 0. On the other hand, the number of users K cannot exceed M since the maximum multiplexing gain provided by the relay antennas is M . Thus, r k ≤ 1.
• The scale of P and Q. Following the high energy efficiency and low power consumption requirements of massive MIMO, the source and relay transmit power should not increase with the number of relay antennas. But they can decrease as the number of relay antennas increases with the condition that their decreasing rates do not exceed the increasing rate of the antenna number. This is because that the maximum array gain achievable from M antennas is M . A higher-than-linear decrease will for sure make the receive SINR a decreasing function of M , which contradicts the promise of massive MIMO communications. Thus 0 ≤ r p , r q ≤ 1.
• The scale of P c . From the definition of P c in (1), we have 1/P c = 1 + 1/E t , thus r c ≥ 0. This is consistent with the understanding that the CSI quality will not improve as the number of relay antennas increases, as the training process cannot get benefits from extra antennas [2] . On the other hand, since similar to the data transmission, the total training energy should not has lower scaling than 1/M , we conclude that 1/P c should not have a higher scaling than M . Thus r c ≤ 1.
In our parameter modelling, the exponents can take any value in the continuous range [0, 1] . This is different from most existing work where only one or two special values are assumed for the parameters.
Widely used values are 0, 0.5, and 1, which mean that the parameters scale as constant, linear function, and square-root of M . Our model covers existing work as special cases.
For the scaling law of SINR i , denote its scaling with respect to M as
The exponent r s shows the scaling of SINR i . (19) and (20), we have the following performance scaling law:
Theorem 1. For the massive MIMO relay network with MRC/MRT relaying and CSI error, with the model in
Proof. From (18) we can see that, the maximal scaling exponent of the terms in the denominator determines the scaling exponent of SINR i with respect to M . After some tedious calculation, we find that the term with the highest scaling exponent is either
By using the parameter models in (19) , the results in (21) is obtained.
Sensible massive MIMO system should have r s ≥ 0, i.e., the asymptotic effective SINR and the sumrate scale as Ø(1) or higher. Otherwise, the system performance will decrease with M , which contradicts the motivations of massive MIMO systems. To help the presentation, we refer to the case where r s ≥ 0 as the favourable-SINR scenario. The condition for favourable-SINR is presented in the following corollary.
Corollary 1. The necessary and sufficient condition for the massive MIMO relay network with MRC/MRT relaying and CSI error to have favourable-SINR is
Proof. This is a straightforward extension from (21) of Theorem 1.
The scaling law in (21) illustrates quantitatively the concatenation of the scalings of different parameters and their effects on the network performance. The condition in (22) forms a region of r k , r p , r q , r c that makes the SINR favourable. They provide guidelines for the design of the massive MIMO relay network.
Next, we discuss the physical meanings of (21) and (22), and several popular network setups.
Firstly, in (21), r k and r q appears as a summation. According to their definitions in (19) , the summation is the scaling exponent of K/Q. Then in (21) , max(r p , r k + r q ), which equals min(−r p , −r k − r q ), is the minimum of the power scaling exponents of P and Q/K. Recall that P is the per-source transmit power and Q/K is the average relay power allocated to each source. Thus, from (21), we can see that the performance scaling of the SINR is determined by two factors: 1) max(r p , r k + r q ), which is the worse per-source power scaling of the two steps, and 2) P c , which is the CSI quality.
Further, (21) shows that r s , which represents the scale of the system SINR, is a decreasing function of both max(r p , r k + r q ) and r c . Thus high transmit power and better CSI quality result in improved performance. There is a natural tradeoff between the worse per-source power and channel training (e.g., between the data transmission phase and the training phase), and one can compensate for the other in performance scaling. For the two-step communication, the worse step dominates the overall performance.
The condition in (22) implies r k + r q ≤ 1, which means that for the SINR to be favourable, the scaling of the per-source-destination-pair relay power should be no less that 1/M . This also shows a tradeoff between r k and r q . Recall that 0 ≤ r k , r q ≤ 1. That is, with extra relay antennas, we can serve more users or use less relay power for the same level of performance, but the improvement in the two aspects has a total limit. For example, two cases satisfying the constraint are 1) r k = 1, r q = 0; 2) r q = 1, r k = 0.
The first case means that when the number of users increases linearly with the number of relay antennas (i.e., r k = 1), the relay power must remain constant (i.e., r q = 0), and thus the goal of saving relay power cannot be achieved. The second case is the opposite: when the relay power is scaled inversely proportional to the number of relay antennas, the goal of serving more users cannot be achieved.
C. Discussions on Several Popular Network Settings
In this subsection, we further elaborate the scaling law in (21) and the condition in (22) for popular network settings.
1) First, we consider the case of r c = 0, corresponding to perfect or constant CSI quality case (e.g., E t increases linearly in M ). From (21) and (22), the SINR scaling exponent is r s = 1−max(r p , r k +r q ) and the necessary and sufficient condition for favourable SINR is r k + r q ≤ 1. Its physical meaning is that, when the CSI is perfect and for the SINR to be favourable, the most power-saving design is to make both the per-source power of the two hops decrease linearly with the number of antennas.
Thus, when the CSI quality is good, we can design the network to serve more users and/or save power consumption, while maintain certain quality-of-service.
2) Next, we consider the case of r c = 1, which is equivalent to E t = Ø(1/M ). This means that the total energy used in training and the CSI quality are inversely proportional to the relay antenna number. In this case, the SINR scaling exponent is r s = − max(r p , r k + r q ). To have favourable SINR, from (22), we need r p = r k = r q = 0. That is, the source data transmit power, the persource relay power, and the number of users should all remain constant. This shows that the CSI quality is key to the performance of the massive MIMO relay network. With low CSI quality, all the promising features of the massive MIMO network are gone.
3 antennas. But at the same time, the CSI quality must remain at least constant, not a decreasing function of M . If furthermore r k = 0 (e.g., the number of source-destination pairs K remains constant), we have for this setting P or Q scales with 1/M , which is the major power scaling scenario considered in the literature. It is obvious that our results cover this case, and shows more insights by considering the scales of K and P c .
5) While in previous discussions, r c is treated as a free parameter, next, we consider the special case of P t = P and τ = K. The condition P t = P corresponds to the practical scenario that user devices always use the same transmit power, no matter for training or data transmission. It is a common assumption in the literature [25] [26] [27] . τ = K is the minimum training length for effective communications [4] . It is shown in [5] that, for maximal-ratio processing, the case achieves the maximal spectral efficiency. We can see that in this case, r c = max{0, r p − r k }. Consequently, the SINR scale exponent is r s = 1 − max{0, r p − r k } − max(r p , r k + r q ). For the SINR to be favourable, we need max(r k + r q , 2r p − r k , r p + r q ) ≤ 1. If further r k = 0, i.e., the number of source-destination pairs is constant, favourable SINR requires r p ≤ 1/2, i.e., the source transmit power can be reduced by 1/ √ M at maximum. This is same as the conclusion as in [25] [26] [27] . But note that our model is different from [25] [26] [27] and is more general.
6) Another popular setting is to have the number of source-destination pairs increase linearly with
M , i.e., r k = 1. One example is assuming that K/M is a constant as M increases. From (21) and (22) , for this case, the SINR scaling exponent is r s = −r c − r q and to have favourable SINR, we need r c = r q = 0. Thus, to support such number of source-destinations, the CSI quality must be high and at the same time the relay power cannot decrease with M .
IV. SYSTEMS WITH ASYMPTOTICALLY DETERMINISTIC SINR
One important concept in massive MIMO systems is asymptotically deterministic. For example, with receiver combining and/or pre-coding at the base station or relay station, random variables such as the signal power and interference power which are random in finite-dimension cases converge to deterministic values as the number of relay antennas is large [21] , [22] . This effect is also called channel hardening [2] , [3] . With channel hardening, the small-scale fading effect is negligible, and so is the channel variance in the frequency domain. This not only simplifies many design issues but also enables performance analysis via the deterministic equivalences of the random variables, e.g., [4] , [21] , [22] . One important question is thus when the massive MIMO system have asymptotically deterministic SINR for the corresponding performance analysis to be valid.
In this section, we derive a sufficient condition on asymptotically deterministic SINR and discuss typical scenarios. The result is summarized in the following proposition.
Proposition 1. When M ≫ 1, a sufficient condition for the SINR to be asymptotically deterministic is
Proof. Please see Appendix B.
From Constraint 2) of the conditions, we can see that r s ≤ 1/2, meaning that the highest possible SINR scaling is 1/ √ M for the sufficient condition. In addition, r c ≤ 1/2, meaning that to make the SINR asymptotically deterministic, the CSI quality should scale no lower than 1/ √ M . By the definition of P c in (1), the lowest scaling the training energy E t can have is 1/ √ M . Note that, for a favourable SINR, the scale of the CSI quality parameter can be as low as 1/M . Therefore, for asymptotically deterministic SINR, the constraint on the CSI quality is more strict.
Next, we investigate typical scenarios for the SINR scaling, which include all possible cases if r s and r c are allowed to take values from {0, 1/2, 1} only. The tradeoff between parameters will be revealed.
1) To achieve both r s = 1/2 (the SINR increases linearly with √ M ) and asymptotically deterministic SINR, the sufficient condition reduces to r k = 0, r c = 0, and max{r p , r q } = 1/2. It means that when the number of users and the CSI quality remain constant, the lower of the source power and the relay power must scale as 1/ √ M . While in existing work, only constant SINR case (r s = 0) has been considered [4] , [21] , [22] , our result shows that the SINR can scale as √ M with asymptotically deterministic property.
2) To achieve r s = 0 (constant SINR level) and asymptotically deterministic SINR, two cases may happen: a) r c = 0 and max{r p , r k + r q } = 1; and b) r c = 1/2, r k = 0, r p ≤ 1/4 and r q = 1/2.
June 27, 2016 DRAFT For Case a), when the CSI quality has constant scaling (e.g., perfect CSI or high quality channel estimation), the scale of the lower per-source transmission power of the two hops should scale as 1/M . This is the case considered in [21] , [22] . Similar scenarios for massive MIMO systems without relays have also been reported in [4] . Case b) indicates that when the CSI quality scales as 1/ √ M (e,g., the training power scales as 1/ √ M with fixed training length), the number of source-destination pairs should remain constant, the relay power should scale as 1/M , and the source power can scale smaller than 1/ 4 √ M .
V. SYSTEMS WITH LINEARLY INCREASING SINR
In our asymptotically deterministic SINR analysis, the scale of the SINR is no larger than Ø( √ M ).
While, it can be seen from (21) In this section, we study networks with linearly increasing SINR. First, the condition on the parameter scaling for the SINR to be linearly increasing is investigated. Then we show that in this case the interference power is not asymptotically deterministic, but with a non-diminishing SCV as M → ∞.
Thus deterministic equivalence analysis does not apply and the small-scale effect needs to be considered in analyzing the performance. We first derive a closed-form PDF of the interference power, then obtain expressions for the outage probability and ABER. Their scalings with network parameters are revealed.
Proposition 2. When M ≫ 1, the sufficient and necessary condition for the average SINR to scale as
, the CSI quality, the source transmit power, the relay power, and the number of users all remain constant. In this case, the SINR can be approximated as
Proof. Please see Appendix C.
Proposition 2 shows that for linearly-increasing SINR, the interference power is not asymptotically deterministic and does not diminish as M increases. In addition, the randomness of the interference power is the dominant contributor to the random behaviour of the SINR. With this result, to analyse the outage probability and ABER performance, the distribution of the interference needs to be derived.
Proposition 3.
Define
When M ≫ 1, the PDF of P i,e has the following approximation:
where φ(y; α, β) = 
Proof. Please see Appendix D.
From (26), it can be seen that the interference power has a mixture of infinite Gamma distributions with the same scale parameter which is d e c e but different shape parameters. But as (26) is in the form of an infinite summation, it is manipulated into (27) for further analysis. Besides, when the CSI quality is high, i.e., P c ≈ 1, we have K/(M P c ) ≪ 1 and thus ρ e and d e can be simplified by ignoring the term K/(M P c ). Compared with the perfect CSI case where P c = 1, the CSI error makes d e c e smaller.
A. Outage Probability Analysis
Outage probability is the probability that the SINR falls below a certain threshold. Due to the complexity of relay communications, the user-interference, and the large scale, the outage probability analysis of multi-user massive MIMO relay networks is not available in the literature. The derived approximate PDF for the interference power in (27) and the simplified SINR approximation in (23) for linearly increasing SINR case allow the following outage probability derivation.
Let γ th be the SINR threshold and define
The outage probability of User i can be approximated as P out (γ th ) = P(SINR i,e < γ th ) 
where Γ(s, x) ∞ x t s−1 e −t dt is the upper incomplete gamma function [34] . This outage probability expression is too complex for useful insights. A simplified one is derived in the following proposition for systems with high CSI quality.
Proposition 4. Define
.
When E t ≫ 1 and M ≫ γ th 2d e c e (1 + .
Proof. By the definitions of P c and E t in (1), when E t ≫ 1, we have P c ≈ 1. Thus ξ ≈ 1/P + K/Q. Then, from [34, 8.357] we know that
With this approximation, the outage probability expression in (28) can be reformulated as
Notice that as a ≫ 2K > 1, e a ≫ K−3 n=0 a n Γ(n+1) . Thus the second term in the bracket of the previous formula can be ignored, and the approximation in (29) is obtained.
We can see that the outage probability approximation in (29) is tight when the number of relay antennas is much larger than the number of source-destination pairs and the training power and transmit powers are high. These conditions will result in a high received SINR. Thus, the approximation in (29) applies to the high SINR case.
Note that (29) can also be obtained by deleting the second summation term in the PDF formula in (27) and then integrating with the approximated PDF. This is because that, for the high SINR case, the outage probability is determined by the SINR distribution in the small SINR region, which is equivalently the high interference power region, corresponding to the tail of the PDF of the interference power. It can be seen from the PDF in (27) that, the first term has a heavier tail, thus dominates the outage probability. Now, we explore insights from (29) . As b e , c e , d e are independent with P or Q, the outage probability scales as e P 3 c P (K−1)de (be +ce) with P and scales as e KP 3 c Q(K−1)de (be +ce) with Q. Firstly, it shows the natural phenomenon that increasing P or Q will decrease the outage probability. Also, we can see that the outage probability curve with respect to Q has a sharper slope than that with P . For example, let P = Q = α, doubling P alone will shrink the outage probability by a factor of e doubling Q alone will shrink the outage probability by a factor of e KP 3 c 2(K−1)de (be +ce)α , which is K powers of the shrinkage of the doubling-P case. Furthermore, the outage probability will not diminish to zero as the user and relay transmit power increase. An error floor exists due to the user-interference. On the other hand, increasing the number of relay antennas to infinity leads to faster decrease in the outage probability and makes it approach zero.
Note that in our analysis, we assume M ≫ 1 but does not go to infinity. So terms with 1/ √ M are not treated as asymptotically small and thus are not ignored. If M → ∞ and P c → 1, the 1/ √ M terms can be seen as 0 and we will have P out (γ th ) ≈
th . However, this asymptotic analysis is not practical because the number of massive MIMO antennas is usually a few hundreds in practice, so that √ M may not be much larger than other parameters such as K, P, Q.
B. ABER analysis
ABER is anther important performance metric. Due to the complexity of the SINR distribution, ABER analysis of the massive MIMO relay network is not available in the literature. For the linearly increasing SINR case, the ABER can be analyzed as below.
Denote the ABER as P b (e). It is given by
where P b (e|r) is the conditional error probability and f SINR (r) is the PDF of the SINR. For the linearly increasing SINR case, With the PDF of the interference power in (27) and the SINR approximation in (23) , the PDF of the SINR can be derived as below.
By using (31) in (30), an approximation on the ABER is derived in the following proposition.
, the ABER can be approximated as
Proof. The PDF of the SINR in (31) can be rewritten as
As the ABER is determined by the PDF when r is small [32] , we consider the range r Comparing (32) with (29), we see that the ABER and the outage probability has the same scaling with P and Q respectively. Thus P , Q scaling analysis for the outage probability also applies to the ABER.
In addition, if the threshold is set as γ th = M P 4 c 4B(K−1)de(be+c3) , the ABER equals A times the outage probability. Thus, there is a simple transformation between the two metrics. 
VI. SIMULATION RESULTS
In this section, simulation results are shown to verify the analytical results. In Fig. 1 , the simulated average SINR with respect to the number of relay antennas M is shown for the five network settings given in Table I to verify the SINR scaling result in Theorem 1. In the table, ⌊·⌋ is the floor function. In Fig. 2 , the average achievable rate per source-destination pair is simulated for different number of sources with 200 or 100 relay antennas. The source and the relay powers are set to be 0 dB. The CSI quality is set as P c = 1/2. We can see that the lower bound in (17) is very tight. With given number of relay antennas, the achievable rate per source-destination pair decreases as there are more pairs.
In Fig. 3 , for a relay network with 20 or 10 source-destination pairs and 200 relay antennas, the simulated PDF of P i,e is shown. The CSI quality parameter is set as P c = 0.8. The analytical expression in (27) is compared with the simulated values. We can see from Fig. 3 that the PDF approximation is tight for the whole parameter range. Especially, the approximation matches tightly at the tail when the interference power is large, which is the dominate range of outage and ABER. (28) and (29) are compared with the simulated values. The transmit powers of the users and the relay are set as 10 dB. The CSI quality parameter is set as P c = 0.95. The number of sources is 8 or 12 and the SINR threshold is 8 dB. We can see that our analytical result in (28) and the further approximation in (29) are both tight for all the simulated parameter ranges. Besides, the approximations becomes tighter as the relay antennas number increases.
In 
VII. CONCLUSION
In this work, we analysed the performance of a massive MIMO relay network with multiple sourcedestination pairs under MRC/MRT relaying with imperfect CSI. Firstly, the performance scaling law is analysed which shows that the scale of the SINR is decided by the summation of the scales of the CSI quality plus the larger of the per-source transmission power of the two hops. With this result, typical scenarios and trade-off between parameters are shown. Our scaling law is comprehensive as it takes into considerations many network parameters, including the number of relay antennas, the number of sourcedestination pairs, the source transmit power and the relay transmit power. Then, a sufficient condition for asymptotically deterministic SINR is derived, based on which new network scenarios for systems with the asymptotically deterministic property are found and tradeoff between the parameters is analysed. At last, we specify the necessary and sufficient condition for networks whose SINR increases linearly with the number of relay antennas. In addition, our work show that for this case the interference power does not become asymptotically deterministic and derived the PDF of the interference power in closed-form.
Then the outage probability and ABER expressions for the relay network are obtained and their behaviour with respect to network parameters are analysed. Simulations show that the analytical results are tight. 
APPENDIX
A. Derivations of E{P s,e } and SCV{P s,e } Firstly, we have
where the last step is obtained because the means of the cross terms are zero.
In the first term of (34), as entries ofĝ i andf i are i.i.d. whose distribution follows CN (0, P c ), ĝ i 2 F and f i 2 F have a gamma distribution with shape parameter M and scale parameter P c . Thus, c M 1−rs (P e,1 + P e,2 + P e,3 ) +
The received SINR is asymptotically deterministic when its SCV approaches zero as M → ∞.
However, due to the complex structure of the SINR expression, it is highly challenging to obtain its SCV directly. Alternatively, as is shown in Section III, P s,e /P 4 c is asymptotically deterministic, thus for the SINR to be asymptotically deterministic, the sufficient and necessary condition is that the denominator of the formula in (35) is asymptotically deterministic. One sufficient condition is that the SCV of the denominator denoted as SCV d , is no larger than E/M for some constant E 1 . This can be expressed as
From (35), we have
and since P s,e /P 4 c m.s.
−→ 1, we have
c M 1−rs P n,e + 1 P 4 c M 1−rs (P e,1 + P e,2 + P e,3 ) = Ø(1). Thus (36) is equivalent to that
for some constant E ′ . c M 1−rs (P e,1 + P e,2 + P e,3 ) is the summation of two parts: the variances of each term, and the covariance of every two terms. Now, we will prove that if the variances of each term scales no larger than 1/M , their covariance also scales no larger than 1/M . By the definition of covariance, i =j Cov{X i , X j } takes the maximum value when X n 's are linearly correlated, i.e., X 1 = X 2 /a 2 = X 3 /a 3 · · · = X N /a N . In this case, we can obtain that i =j
Lemma 2. A sufficient condition for (37) is that the variance of each term in (37
where we have defined a 1 = 1.
As Var{X 1 } has the highest scale, we have a n scales no higher than Ø(1), that is, there exists constants c n 's such that a n ≤ c n . Thus i =j Cov{X i , X j } = Ø(1/M α ), and consequently Var{Y } scales no higher than 1/M α .
Given Lemma 2, we only need to find the condition for the variances of (K − 1)P i,e /(P 4 c M 1−rs ), P n,e /(P P 4 c M 1−rs ), P e,1 /(P 4 c M 1−rs ), P e,2 /(P 4 c M 1−rs ), and where the scaling behaviour at the end of each line is obtained from the definitions of the scaling exponents in (19) and considering the constraints in (22) . Then, we can see that the condition for the scaling order of each term to be no higher than 1/M is that both following constrains are satisfied.
r k + 2r c + 2r s ≤ 1, 2r p + 3r c + 2r s ≤ 2.
Combining (22) and (38), we get the sufficient condition for the SINR to be deterministic in (23) .
C. Proof of Proposition 2
Linearly increasing SINR means that the SINR scaling exponent is 1, i.e., r s = 1. Thus the SINR can be formulated as From the SINR scaling law in (21), we can see that the sufficient and necessary condition for r s = 1 is r c = r p = r k = r q = 0 (note that r c , r p , r q , r k ∈ [0, 1]).
With the parameter values, we can calculate that the SCVs of P s,e /P 4 c and P n,e /P/P 4 c scales of 1/M . Therefore, they are asymptotically deterministic and can be approximated with their mean values. On the other hand, the SCVs of (K − 1)P i,e /P 4 c , P e,1 /P 4 c , P e,2 /P 4 c , and P 
As A is a circulant matrix whose off-diagonal entries are the same, its eigenvalues can be calculated as
Then we can show that 
Substituting (43) and (44) into (41), we can get PDF of P i,e as in (26) in Proposition 3. Notice that By straightforward calculations, we can obtain the closed-form PDF of P i,e in (27) .
