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Abstract
Let F be an affine flat group scheme over a commutative ring R,
and S an F -algebra (an R-algebra on which F acts). We define an
equivariant analogue QF (S) of the total ring of fractions Q(S) of S.
It is the largest F -algebra T such that S ⊂ T ⊂ Q(S), and S is an
F -subalgebra of T . We study some basic properties.
Utilizing this machinery, we give some new criteria for factorial-
ity (UFD property) of (semi-)invariant subrings under the action of
affine algebraic groups, generalizing a result of Popov. We also prove
some variations of classical results on factoriality of (semi-)invariant
subrings. Some results over an algebraically closed base field are gen-
eralized to those over an arbitrary base field.
1. Introduction
Throughout this paper, k denotes a field, and G denotes an affine smooth
algebraic group over k.
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Let S be a G-algebra. That is, a k-algebra with a G-action. Study of
ring theoretic properties of the invariant subring SG is an important part of
invariant theory. In this paper, we discuss the factoriality of SG.
Popov [Pop2, p. 376] remarked the following:
Theorem 1.1 (Popov). Let k be algebraically closed. If
(i) S is a UFD;
(ii) the character group X(G) of G is trivial; and
(iii) One of the following hold:
(a) S is finitely generated and G is connected; or
(b) S× ⊂ SG.
Then SG is a UFD.
Some variation of the theorem for the case that (b) is assumed is treated
in [Hoc]. The case that G is a finite group and S is a polynomial ring is
found in [Sm, (1.5.7)].
Our main objective is to generalize this theorem, focusing the case that
(a) is assumed. Our main theorem is the following.
Theorem 4.25 Let S be a finitely generated G-algebra which is a normal
domain. Assume that G is connected. Assume that X(G) → X(K ⊗k G) is
surjective, where K is the integral closure of k in S. Let X1G(S) be the set
of height one G-stable prime ideals of S. Let M(G) be the subgroup of the
class group Cl(S) of S generated by the image of X1G(S). Let Γ be a subset of
X1G(S) whose image in M(G) generates M(G). Set A := SG. Assume that
QG(S)G ⊂ Q(A). Assume that if P ∈ Γ, then either the height of P ∩ A is
not one or P ∩A is principal. Then for any G-stable height one prime ideal
Q of S, either the height of Q ∩ A is not one or Q ∩ A is a principal ideal.
In particular, A is a UFD. If, moreover, X(G) is trivial, then SG = A is a
UFD.
Here QG(S) is the largest G-algebra contained in the field of fractions
Q(S) such that S is a G-subalgebra of QG(S). SG (resp. QG(S)G) is the
k-subalgebra of S (resp. QG(S)) generated by the semiinvariants of S (resp.
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QG(S)) under the action of G. If X(G) is trivial, then SG = S
G and
QG(S)G = Q(S)
G.
Note that under the assumption of Theorem 1.1, if P is a height one
G-stable prime ideal, then P = Sf for some semiinvariant f of S, and
P ∩ A = Af is principal, see Lemma 4.13, Lemma 4.17, and Lemma 4.20.
Theorem 4.25 is a generalization of Theorem 1.1, (a), in the sense that the
assumption of Theorem 1.1, (a) is stronger than that of Theorem 4.25, and
the conclusion of Theorem 1.1, (a) is weaker than that of Theorem 4.25.
There are three directions of generalizations. First, we need not assume
that k is algebraically closed. Second, we need not assume that the all G-
stable height one prime ideals of S are principal. Third, we treat not only
the ring of invariants, but also semiinvariants.
We point out that M(G) is the whole class group Cl(S), if k is alge-
braically closed and G is unipotent [FMSS]. An example such that M(G) is
nontrivial but the theorem is applicable and SG is a UFD is shown in (6.1).
Another generalization is stated as Theorem 4.26. In the theorem, we do not
assume that S is a UFD, either (we do not even assume that S is normal).
We also state and prove some classical results and their variations on
factoriality of (semi-)invariant subrings. For example, in Theorem 1.1 for
the case that (a) is assumed, the finite generation of S is unnecessary, the
assumption that k is algebraically closed can be weakened, and we can treat
the ring of semiinvariants (Proposition 4.28). Theorem 1.1 for the case that
(b) is assumed is also stated as a result on the ring of invariants over k which
is not necessarily algebraically closed (Lemma 4.29).
Because of the lack of sufficiently many rational points in G, some Hopf
algebra technique is required in the discussion over a field not necessarily
algebraically closed, and our generalization in this direction is nontrivial.
If G(k) is dense in G (e.g., k is separably closed [Bor, (AG13.3)], or G is
connected and k is perfect and infinite [Ros]), then we can discuss using the
action of G(k) on S. This action is extended to that on Q(S), the field of
fractions of S. When G(k) is not dense in G, then there is some difficulty
in treating Q(S). We define a substitute QG(S) of Q(S), and call it the
G-total ring of fractions of S, see (3.4). It is the maximal subring of Q(S)
on which G acts such that S → QG(S) is a G-algebra map. We prove some
basic results on QG(S). If S is a Noetherian Nagata domain, then QG(S) is
a Krull domain (Corollary 3.20). This machinery plays an important role in
proving Theorem 4.25 in the generality of the stated form.
Section 2 is preliminaries. We give some remarks on divisorial ideals on
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Krull domains. We also give some basic results on group actions on rings.
In section 3, we introduce QG(S), and study basic properties of it.
In section 4, we give the main results on factoriality of the rings generated
by the semiinvariants or invariants.
In section 5, we discuss when Q(SG) = Q(S)G holds for a G-algebra do-
main S. This problem was called the Italian problem in [Muk, (6.1)]. Propo-
sition 5.1 shows that under the assumption of Theorem 1.1, Q(SG) = Q(S)G
holds. We also give a criterion of Q(SG) = Q(S)G, using the comparison
of the maximum dimension of orbits and tdegkQ(S)− tdegkQ(SG) (Corol-
lary 5.9). This criterion will be useful in section 6.
In section 6, we give four examples. The first one is an example of The-
orem 4.25. The second one shows that there is a finitely generated UFD S
over an algebraically closed field k and a finite group G acting on S such
that there is no nontrivial group homomorphism G → S×, but SG is not
a UFD. So in Theorem 1.1, the assumption (iii) cannot be removed. The
third example shows that the condition on the character group imposed in
the statement of Lemma 4.13 is really necessary. The fourth example shows
that the surjectivity of X(G) → X(K ⊗k G) in Corollary 4.27 cannot be
removed.
It is natural to ask what we can say about [Pop2, Remark 3, p. 376]
when we consider non-algebraically closed base field. Although we gave some
partial results in this paper, the author does not know the complete answer.
In particular, the author cannot answer the following question.
Question 1.2. Let k be a field (not necessarily algebraically closed), and G
an affine algebraic group over k. Assume that the character group X(k¯⊗kG)
is trivial. Let S be a G-algebra UFD with S× ⊂ SG. Then is SG a UFD?
Acknowledgement: The author is grateful to Professor G. Kemper, Pro-
fessor S. Mukai, Dr. M. Ohtani, and Professor V. L. Popov for valuable
advice.
2. Preliminaries
(2.1) Let B be a commutative ring. The set of height one prime ideals of
B is denoted by X1(B).
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(2.2) Let k be a field, S a finitely generated k-algebra which is a normal
domain. Let k ⊂ K ⊂ Q(S) be an intermediate field, where Q(S) is the field
of fractions of S. Set A := K ∩ S.
Lemma 2.3. Let k, S, K, and A be as above. There are only finitely many
height one prime ideals P of S such that ht(P ∩ A) ≥ 2.
Proof. Replacing K by Q(A) if necessary, we may assume that K = Q(A).
There is a finitely generated normal k-subalgebra B of A such that Q(B) =
Q(A) = K. Let W := {P ∈ SpecS | SP is not flat over B}, and Z the
image of W by the canonical map SpecS → SpecB. Then W is closed in
SpecS, and Z is constructible in SpecB [Mat, Theorem 6]. As a vector
space over a field is flat and a torsion free module over a DVR is flat, the
closure Z¯ of Z has codimension at least two in SpecB. There are only
finitely many subvarieties of codimension one in SpecS which are mapped
to Z¯. So it suffices to prove that if P is a height one prime ideal of S such
that V (P ∩B) 6⊂ Z¯, then ht(P ∩A) ≤ 1. Consider the local homomorphism
BP∩B →֒ AP∩A ⊂ K. If ht(P ∩ B) = 0, then BP∩B = K and this forces
AP∩A = K, and ht(P ∩A) = 0. If ht(P ∩B) = 1, then BP∩B is a DVR with
Q(BP∩B) = K. Since the map BP∩B →֒ AP∩A is local, BP∩B = AP∩A, and
hence ht(P ∩A) = 1. ht(P ∩B) ≥ 2 cannot happen by flatness.
(2.4) Let k, S, K, and A be as above. For p ∈ X1(A), we define
X1(p) = {P ∈ X1(S) | P ∩ A = p}.
Note that X1(p) is finite. For P ∈ X1(p), define m(P ) by pSP = Pm(P )SP .
Let vP be the normalized discrete valuation associated with P ∈ X1(S).
For a subset I of S, define vP (I) = inf{vP (x) | x ∈ I}. Note that ISP =
(PSP )
vP (I), where (PSP )
−∞ = Q(S), and (PSP )
∞ = 0. Thus m(P ) = vP (p)
for p ∈ X1(A) and P ∈ X1(p). An S-submodule I of Q(S) is a divisorial
fractional ideal if and only if vP (I) ∈ Z for any P ∈ X1(S), vP (I) 6= 0 for only
finitely many P , and I =
⋂
P∈X1(S)(PSP )
vP (I) (in case S is a field, the right
hand side should be understood to be S = Q(S). We use this convention in
the sequel).
(2.5) For a Krull domain B, the class group of B, denoted by Cl(B), is
the Z-free module Div(B) :=
⊕
P∈X1(B) Z · 〈P 〉 with the free basis X1(B)
(the basis element corresponding to P ∈ X1(B) is denoted by 〈P 〉), mod-
ulo the subgroup Prin(B) := {div(a) | a ∈ Q(B) \ {0}}, where div a =
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∑
P∈X1(B) vP (a)〈P 〉. That is, Cl(B) := Div(B)/Prin(B). The class of
D ∈ Div(B) in Cl(B) is denoted by D¯. For D = ∑P cP 〈P 〉 ∈ Div(B),
we can associate a divisorial fractional ideal
I(D) :=
⋂
P
(PAP )
−cP = {a ∈ Q(B) \ {0} | D + div a ≥ 0} ∪ {0},
where for D′ =
∑
P c
′
P 〈P 〉 ∈ Div(B), we say that D′ ≥ 0 if c′P ≥ 0 for all P ∈
X1(B). The map D 7→ I(D) induces an isomorphism between Div(B) and
the group of divisorial fractional ideals DF(B) of B, where for I, J ∈ DF(B),
the sum of I and J in DF(B) is defined to be B :Q(B) (B :Q(B) IJ). Note that
I induces an isomorphism I¯ between Cl(B) and the group of the isomorphism
classes of the divisorial fractional ideals Cl′(B) of B. We identify Cl(B) and
Cl′(B) via I¯. For a divisorial fractional ideal I of B, the class of I in Cl′(B)
is denoted by [I]. If I =
⋂
P (PAP )
cP , then [I] =
∑
P cP [P ]. Note that
I¯(〈P 〉) = −[P ].
Lemma 2.6. Let I be a divisorial fractional ideal of S. Assume that I∩Q(A)
is a divisorial fractional ideal of A.
(i) If P ∈ X1(S) and P ∩ A = 0, then vP (I) ≤ 0.
(ii) I ∩Q(A) = ⋂
p∈X1(A)(pAp)
np, where np = np(I) = max{⌈vP (I)/m(P )⌉ |
P ∈ X1(p)}, where ⌈?⌉ is the ceiling function.
Proof. (i) If P ∩ A = 0, then vP (x) = 0 for x ∈ A \ {0}. This shows that
vP (α) = 0 for α ∈ Q(A)\{0}. So if, moreover, vP (I) > 0, then I∩Q(A) = 0.
But as we assume that I ∩Q(A) is a fractional ideal (in particular, nonzero),
this is absurd.
(ii) Note that
I ∩Q(A) =
⋂
P∈X1(S)
((PSP )
vP (I) ∩Q(A)).
For P ∈ X1(S) such that P∩A = 0, vP (I) ≤ 0 by (i), and hence (PSP )vP (I)∩
Q(A) = Q(A), and such a P can be removable from the intersection. Set
J1 = J1(I) =
⋂
p∈X1(A)
⋂
P∈X1(p)
((PSP )
vP (I) ∩Q(A))
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and
(1) J2 =
⋂
P∈X1(S), ht(P∩A)≥2
((PSP )
vP (I) ∩Q(A)).
Then I ∩Q(A) = J1 ∩J2. For p ∈ X1(A) and P ∈ X1(p), (PSP )vP (I) ∩Q(A)
is an Ap-submodule of Q(A). On the other hand, for any Ap-submodule M
of Q(A), M = (pAp)
vP (M)/m(P ). As
vP ((PSP )
vP (I) ∩Q(A)) ≥ m(P ) · ⌈vP (I)/m(P )⌉,
(PSP )
vP (I) ∩Q(A) ⊂ (pAp)⌈vP (I)/m(P )⌉. The opposite inclusion is trivial, and
hence
(PSP )
vP (I) ∩Q(A) = (pAp)⌈vP (I)/m(P )⌉.
This immediately leads to
(2) J1 =
⋂
p∈X1(A)
(pAp)
np.
As vP (I) ∈ Z for P ∈ X1(S), and vP (I) 6= 0 for only finitely many P , it
follows that np ∈ Z for p ∈ X1(A), and np 6= 0 for only finitely many p. In
particular, J1 is a divisorial fractional ideal, and vp(J1) = np for p ∈ X1(A).
It suffices to show that I ∩ Q(A) = J1. As the both hand sides are
divisorial fractional ideals, it suffices to show that (I ∩ Q(A))p = (J1)p for
any p ∈ X1(A). As I ∩ Q(A) = J1 ∩ J2, this is equivalent to say that
(J2)p ⊃ (J1)p for any p.
Now first consider the case that J1 ⊂ A. That is to say, np ≥ 0 for any
p ∈ X1(A). Then it suffices to show that (J2)p ⊃ Ap, since (J1)p ⊂ Ap.
As the intersection in (1) is finite by Lemma 2.3, It suffices to show that
((PSP )
vP (I) ∩Q(A))p ⊃ Ap for any P ∈ X1(S) such that ht(P ∩A) ≥ 2, and
any p ∈ X1(A). But this is trivial, since P n ∩ A ⊃ (P ∩ A)n 6⊂ p for n ≥ 0.
Now the lemma is true for I such that J1 ⊂ A.
Next consider the general case. Take a ∈ A \ {0} such that aJ1 ⊂ A.
Let div a =
∑
p
c(p)〈p〉. Note that aI ∩Q(A) = a(I ∩Q(A)) is divisorial. It
is easy to see that np(aI) = np(I) + c(p). Or equivalently, J1(aI) = aJ1(I).
So the lemma is true for aI. That is, aI ∩ Q(A) = J1(aI) = aJ1(I). So
I ∩Q(A) = a−1(aI ∩Q(A)) = a−1aJ1(I) = J1(I), and the lemma is also true
for this general I.
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Lemma 2.7. Let R be a commutative ring, C an R-coalgebra, and A→ C∗ be
a universally dense R-algebra map. That is, an R-algebra map such that for
any R-module M , θM :M⊗C → HomR(A,M) ((θM(m⊗c))(a) = (ac) ·m) is
injective. A (right) C-comodule is a (left) C∗-module, and it is an A-module.
Let V be a C-comodule and W its R-submodule. ThenW is a C-subcomodule
of V if and only if it is an A-submodule.
Proof. Note that C is R-flat [Has, (I.3.8.4)]. Consider the map ρ : W →
V/W ⊗C defined by ρ = (π⊗ 1C) ◦ωV ◦ ι, where ι : W → V is the inclusion,
and π : V → V/W is the projection. W is a C-subcomodule of V if and only
if ρ is zero. On the other hand, W is an A-submodule of V if and only if
θV/W ◦ρ :W → HomR(A, V/W ) is zero, since ((θV/W ◦ρ)(w))(a) = aw. Since
θV/W is injective, ρ = 0 if and only if θV/W ◦ρ = 0. The assertion follows.
Lemma 2.8. Let R be a commutative ring, and C an R-flat coalgebra. Let
V be a C-comodule, and W its R-submodule. Let R′ be an R-algebra. Let
M ′ = R′ ⊗R M for an R-module M . If W is a C-subcomodule of V , then
W ′ is a C ′-subcomodule of V ′. If R′ is faithfully flat over R and W ′ is a
C ′-subcomodule of V ′, then W is a C-subcomodule of V .
Proof. If ρ : W → V/W ⊗R C in the proof of Lemma 2.7 is zero, then so
is the base change ρ′ : W ′ → V ′/W ′ ⊗R′ C ′. The converse is true, if R′ is
faithfully flat over R.
(2.9) Let R be a commutative ring. A sequence of R-group schemes
X
ϕ−→ Y ψ−→ Z
is said to be exact, if ϕ(X) = Kerψ as R-subfaisceaux of Y , see [Jan, (I.5.5)].
Lemma 2.10. Let R be a Noetherian commutative ring, and
(3) 1→ N ϕ−→ F ψ−→ T → 1
an exact sequence of affine flat R-group schemes. Then
(i) ϕ is a closed immersion.
(ii) ψ is faithfully flat, and R[T ]→ R[F ] is injective.
(iii) For any R-module V , V ⊗ R[T ] → V ⊗ R[F ] induces V ⊗ R[T ] ∼=
(V ⊗ R[F ])N , where N acts on R[F ] right regularly.
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(iv) For any F -module M , MN is uniquely a T -module so that MN as an
F -module is an F -submodule of M .
Proof. (i) This is because N = Kerψ is the equalizer of the two morphisms
ψ and the trivial map, and T is R-separated.
(ii) This is [Jan, (I.5.7)].
(iii) Consider the augmented cobar complex
(4) 0→ R[T ] ψ′−→ R[F ]→ R[F ]⊗R R[N ]→ · · ·
For any algebraically closed field K which is an R-algebra, (3) base changed
to K is a short exact sequence of affine algebraic K-group schemes. As
(K ⊗R F )/(K ⊗R N) ∼= K ⊗R T is affine, H i(K ⊗R N,K ⊗R R[F ]) = 0
for i > 0, and H0(K ⊗R N,K ⊗R R[F ]) ∼= K ⊗R R[T ]. It follows that (4)
base changed to K is exact. By [Has2, Corollary 3], for any R-module V ,
V ⊗ R[T ] ∼= (V ⊗R[F ])N .
(iv) Via the injective map ψ′ : R[T ]→ R[F ], we identify R[T ] with a sub-
coalgebra of R[F ] (for the definition of a subcoalgebra, see [Has, (I.3.6.7)]).
Let ω : M → M ⊗ R[F ] be the coaction. We are to prove that ω(MN ) ⊂
MN ⊗R R[T ].
First we prove that ω(MN) ⊂ M ⊗ R[T ]. By (iii), this is equivalent to
say that the composite map
MN →֒M ω−→ M ⊗R[F ] 1⊗∆−−→M ⊗ R[F ]⊗ R[F ] 1⊗ϕ′−−−→M ⊗ R[F ]⊗ R[N ]
maps m ∈MN to ω(m)⊗1, where ∆ : R[F ]→ R[F ]⊗R[F ] is the coproduct.
By the coassociativity, this map agrees with
MN →֒ M ω−→M ⊗ R[F ] 1⊗ϕ′−−−→ M ⊗R[N ] ω⊗1−−→ M ⊗R[F ]⊗ R[N ],
and this map sends m to ω(m)⊗ 1 by the definition of MN .
Next we prove that ω(MN ) ⊂ MN ⊗ R[F ]. As N is a normal subgroup
of F , the map ρ : R[F ] → R[N ] ⊗ R[F ] given by f 7→ ∑(f) f¯2 ⊗ (Sf1)f3
factors through R[N ], where S denotes the antipode of R[F ], and we are
employing Sweedler’s notation, see [Has, (I.3.4)], for example. In order to
prove ω(MN) ⊂ MN ⊗ R[F ], it suffices to show that ∑(m)m0 ⊗ m¯1 ⊗m2 =∑
(m)m0 ⊗ 1⊗m1 for m ∈MN .
Note that∑
(m)
m0 ⊗ m¯1 ⊗m2 =
∑
(m)
m0 ⊗ m¯3 ⊗m1(Sm2)m4
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is the image of
∑
(m)m0 ⊗ ρ(m1) by the map
γ :M⊗R[N ]⊗R[F ] →M⊗R[N ]⊗R[F ] (m⊗f¯⊗f ′ 7→
∑
(m)
m0⊗f¯⊗m1f ′).
Since ρ factors through R[N ] and decompose like ρ = ρ¯ϕ′ and
∑
(m)m0 ⊗
m¯1 = m⊗ 1,
∑
(m)
m0 ⊗ m¯1 ⊗m2 = γ(
∑
(m)
m0 ⊗ ρ¯(m¯1)) = γ(m⊗ ρ(1))
= γ(m⊗ 1⊗ 1) =
∑
(m)
m0 ⊗ 1⊗m1,
as desired.
To conclude the proof, it suffices to prove that MN ⊗R[F ]∩M ⊗R[T ] =
MN⊗R[T ], as submodules ofM⊗R[F ]. This follows from a straightforward
diagram chasing of the commutative diagram with exact rows and columns
0

0

0

0 // MN ⊗R[T ] //

M ⊗ R[T ] //

M ⊗ R[N ]⊗ R[T ]

0 // MN ⊗R[F ] //

M ⊗ R[F ] //

M ⊗R[N ]⊗R[F ]

0 // MN ⊗R[F ]⊗ R[N ] // M ⊗ R[F ]⊗R[N ] // M ⊗R[N ]⊗R[F ]⊗ R[N ].
The rows are exact, since
0→MN →M ω−ι−−→M ⊗ R[N ]
is exact and R[T ], R[F ], and R[N ] are R-flat, where ι(m) = m ⊗ 1. The
columns are exact by (iii). This completes the proof of (iv).
(2.11) Until the end of this paper, let k be a field, and G an affine algebraic
k-group. That is, an affine algebraic k-group scheme that is smooth over k.
Let H be an affine algebraic k-group scheme. For a k-algebra A, let us denote
H(A) the group of A-valued points of H . However, if G is a finite (constant)
group (over k), then the group G(k) is sometimes simply denoted by G by an
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obvious reason. Let HM denote the category of H-modules. The coordinate
ring of H is denoted by k[H ]. For an abstract group Γ, let ΓM denote the
category of kΓ-modules, where kΓ is the group ring of Γ over k. Let k¯ and
ksep respectively denote the algebraic and the separable closure of k. The
characteristic of k is denoted by char(k).
Lemma 2.12. Assume that G(k) is dense in G with respect to the Zariski
topology. Then
(i) The canonical functor GM→ G(k)M is full and faithful.
(ii) For a G-module V and its subspace W , W is a G-submodule of V if and
only if it is a G(k)-submodule.
(iii) For a G-module V , we have V G = V G(k).
Proof. By assumption, k[G] → (kG(k))∗ (f 7→ (g 7→ f(g)) for f ∈ k[G]
and g ∈ G(k)) is injective. By [Has, (I.3.9.1)], kG(k) → k[G]∗ is universally
dense. By [Has, (I.3.10.3)], the first assertion (i) follows. The assertion (ii)
is a consequence of Lemma 2.7. We prove (iii).
V G =
∑
φ∈HomG(k,V )
Imφ =
∑
φ∈HomkG(k)(k,V )
Imφ = V G(k)
by (i).
Lemma 2.13. Let H be an affine algebraic k-group scheme. Then the iden-
tity component (that is, the connected component of H containing the image
of the unit element Spec k → H) H◦ is a normal subgroup scheme of H.
H◦ is geometrically irreducible. In particular, if H is connected, then H is
geometrically irreducible.
Proof. The case that H is smooth is [Bor, (I.1.2)].
Next we consider the case that k is perfect. Set E = Hred. Then E
is a closed subgroup scheme of H , and is smooth. Clearly, E →֒ H is a
homeomorphism, and E◦ is identified with (H◦)red. The product E
◦×E◦ →
E factors through E◦, and the inverse E◦ → E factors through E◦. Moreover,
E × E◦ → E ((e, n) 7→ ene−1) factors through E◦ by normality. As H◦ is
an open subscheme of H and E◦ is set theoretically the same as H◦, H◦ ×
H◦ → H factors through H◦, and the inverse H◦ → H factors through H◦.
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Moreover, H×H◦ → H ((h,m) 7→ hmh−1) factors through H◦. Namely, H◦
is a normal subgroup scheme ofH . Finally, as E◦ is geometrically irreducible,
H◦ is so.
Next consider the general case. Let K be the smallest perfect field con-
taining k. Then the canonical map ρ : K⊗kH → H is a homeomorphism. So
(K ⊗k H)◦ = ρ−1(H◦) = K ⊗k H◦. As it is a normal K-subgroup scheme of
K ⊗k H and is geometrically irreducible, H◦ is a normal k-subgroup scheme
of H and is geometrically irreducible.
The last assertion is trivial.
(2.14) Let X0 be a scheme, and F a flat X0-group scheme. Let X be
an F -scheme. For an ideal (quasi-coherent or not) I of OX , the sum of all
the F -stable quasi-coherent ideals of I is the largest F -stable quasi-coherent
ideal of OX contained in I. We denote this by I∗ as in [HM, section 4]. If
Y is a closed subscheme of X and Y = V (I), then we denote V (I∗) = Y ∗.
Note that Y ∗ is the smallest F -stable closed subscheme of X containing Y .
If S is an F -algebra and I is an ideal of S, there is a unique largest F -stable
ideal I∗ contained in I.
Lemma 2.15. Let X0 be a scheme, F a flat quasi-separated X0-group scheme
of finite type with connected (resp. smooth, smooth and connected) fibers.
Let X be an F -scheme, and Y a closed subscheme of X. Then the scheme
theoretic image of the action aY : F × Y → X agrees with Y ∗. If, moreover,
Y is irreducible (resp. reduced, integral), then Y ∗ is so.
Proof. Let Y ′ denote the scheme theoretic image of aY . If Z is a closed
F -stable subscheme of X containing Y , then aY is the composite
F × Y →֒ F × Z aZ−→ Z →֒ X,
and factors through Z. This shows Y ′ ⊂ Z by the definition of Y ′. On
the other hand, Y ′ ⊃ Y is trivial, and Y ′ is F -stable, since aY is F -stable
(where F acts on F × Y by g · (g′, y) = (gg′, y)) and quasi-compact quasi-
separated, and Y ′ is defined by the F -stable quasi-coherent ideal Ker(OX →
(aY )∗(OF×Y )). Thus Y ′ is the smallest closed F -stable subscheme of X
containing Y , and agrees with Y ∗.
If F has connected fibers and Y is irreducible, then F × Y is irreducible,
since F is geometrically irreducible over X0 by Lemma 2.13. If F is smooth
and Y is reduced, then F × Y is reduced. So if F is smooth with connected
fibers and Y is integral, then F × Y is integral.
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Let α : F × Y → Y ∗ be the morphism induced by aY . As F × Y is
irreducible (resp. reduced, integral) and OY ∗ → α∗OF×Y is injective, Y ∗ is
irreducible (resp. reduced, integral).
Lemma 2.16. Let H be a connected affine k-group scheme, and S an H-
algebra. If e is an idempotent of S, then e ∈ SH .
Proof. Let V be a finite dimensional H-submodule of S containing e, and S1
the k-subalgebra of S generated by V . Then S1 is of finite type and e ∈ S1.
So replacing S by S1, we may assume that S is of finite type.
Set X = SpecS, X1 = SpecSe and X2 = SpecS(1 − e). Both X1 and
X2 are closed open subsets of X , and X = X1
∐
X2. For any irreducible
component Y of X2, Y
∗ is irreducible by Lemma 2.15. As Y is an irreducible
component of X and Y ⊂ Y ∗, we have that Y ∗ = Y , set theoretically.
So H × X2 → X factors through X2, set theoretically. As X2 is an open
subscheme, this shows that X2 is H-stable. That is, the action H×X2 → X
factors through X2. On the other hand, X2 is a closed subscheme of X
defined by the ideal Se. So Se is an H-stable ideal. That is, the coaction
ω : S → S⊗k[H ] maps Se to Se⊗k[H ]. Similarly, ω(1−e) ∈ S(1−e)⊗k[H ].
So
ω(e) = (e⊗1)ω(e) = (e⊗1)ω(1− (1− e)) = e⊗1− (e⊗1)(ω(1− e)) = e⊗1,
as desired.
(2.17) Let A be a k-algebra. We say that A is geometrically reduced over k
if K ⊗k A is reduced for any finite extension field K of k. This is equivalent
to say that A is reduced, if char(k) = 0. If char(k) = p > 0, this is equivalent
to say that k−p ⊗k A is reduced. When A is a field, A is separable over k if
and only if it is geometrically reduced over k.
Clearly, A is geometrically reduced if and only if any finitely generated
k-subalgebra of A is geometrically reduced. Any localization of a geomet-
rically reduced algebra is again geometrically reduced. In particular, A is
geometrically reduced over k if and only if Q(A) is geometrically reduced
over k.
Let A be a reduced k-algebra which is integral over k. We say that a ∈ A
is separable over k if f(a) = 0 for some monic polynomial f(x) ∈ k[x] without
multiple roots. The set of separable elements of A is the largest geometrically
reduced k-subalgebra of A.
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Lemma 2.18. Let K be a G-algebra which is a finite direct product of finite
algebraic extension fields of k. If G is connected, then the action of G on K
is trivial.
Proof. Taking the base change and replacing k by its separable closure, we
may assume that k is separably closed. It is obvious that the set of separable
elements L of K over k is a G(k)-subalgebra (i.e., a k-subalgebra which is
also a G(k)-submodule) of K. As k is separably closed, G(k) is dense in G
[Bor, (AG13.3)], and L is a G-subalgebra of K by (2.12).
As L ∼= kn as a k-algebra for some n, L is spanned by its idempotents as
a k-vector space. As G is connected, L is G-trivial by Lemma 2.16.
Next, we prove that K is G-trivial. Of course we may assume that k is of
positive characteristic, say p. For any α ∈ K, there exists some m > 0 such
that αp
m ∈ L. Then for any g ∈ G(k), (gα − α)pm = 0. As K is a reduced
ring, α ∈ KG(k) = KG. Hence K is G-trivial.
(2.19) Let B be a Zn-graded Krull domain. Let X1gr(B) be the set of height
one graded prime ideals. Let Divgr(B) be the free abelian group with the
free basis X1gr(B). Let Pringr(B) be the subgroup
{div a | a is nonzero homogeneous}.
Note that Pringr(B) ⊂ Divgr(B). Indeed, if a ∈ B \ {0} is homogeneous and
P is a minimal prime of a, then P is of height one. Unless P is homogeneous,
P ) P ∗, and P ∗ is a prime ideal by Lemma 2.15 applied to the action of the
split torus Gnm. This shows P
∗ = 0 and contradicts a ∈ P ∗.
Lemma 2.20 (cf. [KK, Theorem 1.1], [Fos, Proposition 10.2]). The canonical
map θ : Clgr(B) := Divgr(B)/Pringr(B)→ Cl(B) is bijective.
Proof. First we show that θ is injective. It suffices to show that for f ∈ B \
{0}, if div f ∈ Divgr(B), then f is homogeneous. Let Γ be the multiplicatively
closed subset of B consisting of all the nonzero homogeneous elements of B.
Note that the canonical map Div(B) → Div(BΓ) kills all the homogeneous
height one prime ideals, while for any inhomogeneous height one prime P ,
〈P 〉 goes to the basis element 〈PBΓ〉. So in Div(BΓ), div f = 0. So f ∈ B×Γ .
On the other hand, a unit of a Zn-graded domain is homogeneous, and hence
f is homogeneous.
We prove that θ is surjective. Let P ∈ X1(B). Since BΓ is a Laurent
polynomial algebra over a field, BΓ is a UFD. So PBΓ = BΓf for some prime
14
element f of BΓ. This shows that 〈P 〉−div f ∈ Divgr(B). Hence 〈P 〉 ∈ Im θ.
So θ is surjective.
Corollary 2.21. Let B be as above. If any nonzero homogeneous element is
either a unit or divisible by a prime element, then B is a UFD.
Proof. Let w : Div(B)→ Z be the map given by w(∑P cP 〈P 〉) =∑P cP .
Using induction on w(div b), we prove that any nonzero homogeneous
element b of B is either a unit or has a prime factorization. If w(div b) = 0,
then b is a unit. If w(div b) > 0, then b is not a unit, and b = pb′ for some
prime element p ∈ B and b′ ∈ B. Note that both p and b′ are homogeneous,
since b is homogeneous. As w(b′) < w(b), b′ is either a unit or a product of
prime elements, and we are done.
Now let P be any homogeneous height one prime ideal. Then take a
nonzero homogeneous element b ∈ P . As b is a product of prime elements,
there exists some prime element p which lies in P . As P is height one, P = Bp
is principal. As any homogeneous height one prime ideal is principal, B is a
UFD by Lemma 2.20.
Lemma 2.22. Let B be a Zn-graded domain. If any nonzero homogeneous
element of B is either a unit or a product of prime elements, then B is a
UFD.
Proof. In view of Corollary 2.21, it suffices to show that B is a Krull domain.
Let Γ be the set of nonzero homogeneous elements of B. Then BΓ is a
Laurent polynomial ring over a field. As BΓ is a Noetherian normal domain,
BΓ =
⋂
P (BΓ)P , where P runs through the set of height one prime ideals of
BΓ.
We prove that B =
⋂
P (BΓ)P ∩
⋂
BπB, where πB runs through the prin-
cipal prime ideals of B generated by homogeneous prime elements. Let b/s
be in the right hand side, where b ∈ B and s ∈ Γ. We may assume that for
each π, if π divides b, then π does not divide s. Then s is a unit of B, and
b/s ∈ B, as desired.
An element b of B lies in only finitely many P (BΓ)P . On the other hand,
if b lies in πB, then each homogeneous component of b lies in πB. This shows
that b lies in only finitely many πBπB.
As (BΓ)P is obviously a DVR, it remains to show that BπB is a DVR. To
verify this,
⋂
n≥0 π
nBπB = 0 is enough. So b/c ∈ BπB \ {0} with b ∈ B \ {0}
and c ∈ B \ πB. Note that b ∈ πnB if and only if each homogeneous
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component of b lies in πnB. So b ∈ πnB \ πn+1B for some n ≥ 0. Then it is
easy to see that b/c ∈ πnBπB \ πn+1BπB. Hence B is a Krull domain.
3. Equivariant total ring of fractions
(3.1) For a ring B, let us denote the set of nonzerodivisors of B by B⋆.
The localization of B by the multiplicatively closed subset B⋆ is denoted by
Q(B), and called the total ring of fractions of B.
(3.2) Let R be a commutative ring, F an affine flat R-group scheme, and S
an F -algebra. Let ω : S → S⊗R[F ] be the coaction, where R[F ] denotes the
coordinate ring of F . Then ω is a flat ring homomorphism. So ω′ : Q(S)→
Q(S ⊗ R[F ]) is induced. On the other hand, ι : S → S ⊗ R[F ] given by
ι(s) = s⊗ 1 gives ι′ : Q(S)→ Q(S ⊗R[F ]). The kernel Ker(ι′ − ω′) ⊂ Q(S)
is a subring of Q(S). We denote this subring byQ(S)F (this notation does not
mean that F acts onQ(S)). It is easy to see thatQ(S)×∩Q(S)F = (Q(S)F )×.
In particular, if S is an integral domain, then Q(S)F is a subfield of Q(S),
see [Muk, Definition 6.1]. Note also that Q(S)F ∩ S = SF .
Lemma 3.3. Let S be a commutative G-algebra. In general, Q(S)G ⊂
Q(S)G(k). If G(k) is dense in G, then Q(S)G = Q(S)G(k), where the right
hand side is the ring of invariants of Q(S) under the action of the abstract
group G(k).
Proof. Let a/b ∈ Q(S), where a ∈ S and b ∈ S⋆. Set F = ω(a)(b ⊗ 1) −
ω(b)(a⊗ 1), where ω : S → S ⊗ k[G] is the coaction.
Assume that a/b ∈ Q(S)G, that is, F = 0. For g ∈ G(k), let ϕg :
S ⊗ k[G] → S be the k-algebra map given by ϕg(f ⊗ h) = h(g)f . Then for
f ∈ S, we have that g · f = ϕgω(f). As F = 0, ϕgF = (ga)b− (gb)a = 0 for
any g ∈ G(k). Hence ga/gb = a/b for any g ∈ G(k), and a/b ∈ Q(S)G(k).
We prove the second assertion. Assume that a/b ∈ Q(S)G(k). In other
words, ϕgF = 0 for any g ∈ G(k). As Ψ : k[G] → (kG(k))∗ given by
Ψ(f)(g) = f(g) is injective by the density of G(k) in G, the composite map
ξ : S ⊗ k[G] 1S⊗Ψ−−−→ S ⊗ (kG(k))∗ ζ−→ Homk(kG(k), S)
is injective, where ζ is the injective k-linear map given by ζ(f ⊗ ρ)(g) =
(ρ(g))f . As ξ(F )(g) = ϕg(F ) = 0 for any g ∈ G(k), ξ(F ) = 0. So F = 0 by
the injectivity of ξ.
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(3.4) Let the notation be as in (3.2). Let Ω = Ω(S) be the set of R-
submodules M of Q(S) such that ω′(M) ⊂M ⊗RR[F ]. We define QF (S) :=∑
M∈ΩM ⊂ Q(S), and we call QF (S) the F -total ring of fractions. Note
that QF (S) is the largest element of Ω. It is easy to see that QF (S) is an
R-subalgebra of Q(S). Note that ω′|QF (S) : QF (S) → QF (S) ⊗ R[F ] makes
QF (S) an F -algebra, and the inclusion S →֒ QF (S) is F -linear. Note also
thatQF (S)
F = Q(S)F . If S ′ ⊂ S is an F -subalgebra such thatQ(S ′) = Q(S),
then QF (S
′) = QF (S) almost by definition. In particular, QF (QF (S)) =
QF (S).
(3.5) Let R be a commutative ring, F a flat R-group scheme, and R′ an
R-algebra on which F acts trivially. Then we can identify an R′ ⊗R F -
module with an (F,R′)-module using the canonical isomorphismM⊗R′(R′⊗R
R[F ]) ∼= M ⊗R R[F ]. It is easy to see that MR′⊗RF = MF . Similarly, to say
that S is an R′-algebra F -algebra such that the canonical map R′ → S is an
F -algebra map is the same as to say that S is an R′ ⊗R F -algebra. If so, we
have that QF (S) = QR′⊗RF (S).
Lemma 3.6. Let R, F , and S be as in (3.2). Let M be an S-submodule of
Q(S) such that M ⊃ S. Then the following are equivalent.
(i) M ∈ Ω. That is, ω′(M) ⊂M ⊗R R[F ].
(ii) There is an (F, S)-module structure ofM such that the inclusion S →֒ M
is F -linear.
(iii) There is a unique (F, S)-module structure of M such that the inclusion
S →֒ M is F -linear.
(iv) M is an (F, S)-submodule of QF (S).
In this case, the unique (F, S)-module structure of M as in (iii) is given by
ω′|M : M → M ⊗R R[F ]. It is also the induced submodule structure coming
from (iv).
Proof. (i)⇒(ii). Consider the diagram
(5) S
ω

  //
(a)
M
  //
ω1

(b)
Q(S)
ω′

S ⊗R R[F ]   //M ⊗R R[F ]   // Q(S ⊗R R[F ]),
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where ω1 = ω
′|M . By the definition of ω′, (a)+(b) is commutative. On the
other hand, by the definition of ω1, (b) is commutative. As M ⊗R R[F ] →֒
Q(S ⊗R R[F ]) is injective, (a) is commutative. In other words, S →֒ M is
F -linear. The commutativity of (a)+(b) shows that ω′ is an S-algebra map,
where the S-algebra structure of Q(S ⊗R R[F ]) is given by the composite
map
S
ω−→ S ⊗R R[F ] →֒ Q(S ⊗R R[F ]).
By the commutativity of (b), it is easy to see that ω1 is S-linear. This shows
thatM is an (R[F ], S)-Hopf module. In other words, M is an (F, S)-module.
(ii)⇒(iii), (i) Let us consider the diagram (5), where ω1 is the given
comodule structure of M . Then (a) is commutative. Let b/a ∈ M , where
b ∈ S and a ∈ S⋆. Then ω(a)ω1(b/a) = ω1(a · (b/a)) = ω(b). As ω(a) is a
nonzerodivisor on M ⊗R[F ], ω1(b/a) = ω(b)/ω(a) = ω′(b/a), and ω1 = ω′|M
is unique. The commutativity of (b) shows that ω′(M) ⊂M ⊗R R[F ].
(iii)⇒(ii) is trivial.
(i)⇔(iv) The coaction ω : QF (S)→ QF (S)⊗R R[F ] is the restriction of
ω′. So the condition (i) says that M is a subcomodule of QF (S). As M is
an S-submodule of QF (S), it is an (F, S)-submodule if and only if (i) holds.
Now the equivalence of (i)–(iv) has been proved. The unique (F, S)-
module structure of M as in (iii) is given by ω′|M by the proof of (ii)⇒(iii).
This agrees with the induced submodule structure coming from (iv), since
the coaction of QF (S) is also the restriction ω
′|QF (S) of ω′.
Lemma 3.7. Let R, F , and S be as in (3.2). Then (ω′)−1(Q(S)⊗RR[F ]) =
QF (S).
Proof. Set C to be the left hand side. As ω′(QF (S)) ⊂ QF (S) ⊗R R[F ],
QF (S) ⊂ C. In particular, S ⊂ C.
Consider the composite map
ρ : C
ω′−→ Q(S)⊗RR[F ] 1⊗∆−−→ Q(S)⊗RR[F ]⊗RR[F ] ⊂ Q(S⊗RR[F ]⊗RR[F ]),
where ∆ : R[F ]→ R[F ]⊗R R[F ] is the coproduct. Also consider the map
ρ′ : C
ω′−→ Q(S)⊗RR[F ] ω
′⊗1−−−→ Q(S⊗RR[F ])⊗RR[F ] ⊂ Q(S⊗RR[F ]⊗RR[F ]).
Then ρ and ρ′ are R-algebra maps, and ρ|S = ρ′|S by the coassociativity law
on the R[F ]-comodule S. It follows easily that ρ = ρ′. This shows that
ω′(C) ⊂ (ω′ ⊗ 1)−1(Q(S)⊗R R[F ]⊗R R[F ]) = C ⊗R R[F ].
It follows immediately that C ⊂ QF (S). Hence C = QF (S), as desired.
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Corollary 3.8. Let R, F , and S be as in (3.2). Assume that S is Noetherian
and F is finite over R. Then QF (S) = Q(S).
Proof. Note that every maximal ideal of Q(S) is an associated prime of zero.
As R[F ] is finite flat over R, every maximal ideal of Q(S) ⊗R R[F ] is an
associated prime of zero. So Q(S)⊗R R[F ] = Q(S ⊗R R[F ]). Hence
QF (S) = (ω
′)−1(Q(S)⊗R R[F ]) = (ω′)−1(Q(S ⊗R R[F ])) = Q(S).
Lemma 3.9. Let X0 be a scheme, F a smooth X0-group scheme of finite type,
and X a Noetherian reduced X0-scheme with an action of F . Let ϕ : X
′ → X
be the normalization of X. Then there is a unique F -action of F on X ′ such
that ϕ is an F -morphism.
Proof. Note that F ×X0 X ′ is Noetherian normal, and the composite
F ×X0 X ′ 1×ϕ−−→ F ×X0 X a−→ X
maps each connected component of F ×X0 X ′ dominatingly to an irreducible
component of X , where a is the action of F on X . Thus by the universality
of the normalization, there is a unique map a′ : F ×X0 X ′ → X ′ such that
ϕ ◦ a′ = a ◦ (1× ϕ).
It remains to prove that a′ is an action of F on X ′. The diagram
X ′
e×1
//
ϕ

F ×X0 X ′ a
′
//
1×ϕ

X ′
ϕ

X
e×1
// F ×X0 X a // X
is commutative, and a ◦ (e× 1) ◦ ϕ = ϕ. Thus ϕ ◦ a′ ◦ (e× 1) = ϕ ◦ idX′ . By
the uniqueness, a′ ◦ (e× 1) = idX′ , the unit law holds.
The morphisms F×X0F×X0X ′ → X given by (f, g, x′) 7→ f(g(ϕ(x′))) and
(f, g, x′) 7→ (fg)(ϕ(x′)) agree. So ϕ((fg)x′) = ϕ(f(gx′)). By the uniqueness,
(fg)x′ = f(gx′). The associativity also holds, and a′ is an action, as desired.
Corollary 3.10. Let R be a commutative ring, F an affine smooth R-group
scheme of finite type, and S a Noetherian reduced F -algebra. Then the inte-
gral closure S ′ of S in Q(S) has a unique F -algebra structure such that the
inclusion S →֒ S ′ is an F -algebra map. In particular, S ⊂ S ′ ⊂ QF (S) =
QF (S
′).
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Proof. The first assertion is obvious by Lemma 3.9. The second assertion
follows from the first and Lemma 3.6.
Lemma 3.11. Let R be a commutative ring, F an affine flat R-group scheme,
and S a Noetherian F -algebra. Then QF (S) =
⋃
I S :Q(S) I, where I runs
through the all F -ideals of S containing a nonzerodivisor. For each I, S :Q(S)
I is an (F, S)-submodule of QF (S), and the canonical map ϕ : S :Q(S) I →
HomS(I, S) given by ϕ(α)(a) = αa is an (F, S)-linear isomorphism.
Proof. Let I be an F -ideal of S containing a nonzerodivisor. The diagram
S
  //
ϕ∼=

S :Q(S) I
ϕ∼=

HomS(S, S)
ι∗
// HomS(I, S)
is commutative, where ϕ(α)(a) = αa, and ι∗ is the pull back with respect
to the inclusion map ι : I →֒ S. As in [Has, (I.5.3.4)], HomS(S, S) and
HomS(I, S) are (F, S)-modules, and ι
∗ is an (F, S)-linear map. Note that
the isomorphism ϕ : S → HomS(S, S) is (F, S)-linear. By the commutativity
of the diagram, S :Q(S) I possesses an (F, S)-module structure such that the
inclusion S →֒ S :Q(S) I is (F, S)-linear, and ϕ : S :Q(S) I → HomS(I, S)
is an (F, S)-isomorphism. By Lemma 3.6, S :Q(S) I ⊂ QF (S) is an (F, S)-
submodule.
Next we show that QF (S) ⊂
⋃
I S :Q(S) I. Let α ∈ QF (S). Then there
is an S-finite (F, S)-submodule M of QF (S) containing α and 1 by [Has,
(I.5.3.11)]. Then I := S :S M is an ideal of S containing a nonzerodivisor.
Being the kernel of the F -linear map S → HomS(M,M/S), I is an F -ideal,
and α ∈ S :Q(S) I.
Corollary 3.12. Let R, F , and S be as in Lemma 3.11. Let I and J be
F -ideals of S. If J contains a nonzerodivisor, then I :Q(S) J is an (F, S)-
submodule of QF (S).
Proof. As the diagram
I :Q(S) J
  //
ϕ∼=

S :Q(S) J
ϕ∼=

HomS(J, I)
  // HomS(J, S)
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is commutative, ϕ : S :Q(S) J → HomS(J, S) is an isomorphism of (F, S)-
modules, ϕ : I :Q(S) J → HomS(J, I) is bijective, and HomS(J, I) is an
(F, S)-submodule of HomS(J, S), I :Q(S) J is an (F, S)-submodule of S :Q(S)
J , which is an (F, S)-submodule of QF (S). Hence I :Q(S) J is an (F, S)-
submodule of QF (S).
(3.13) Let S be a Noetherian ring. For an open subset U ⊂ SpecS, the
canonical map S → Γ(U,OSpecS) is injective if and only if any (or equiva-
lently, some) ideal I ⊂ S such that D(I) := SpecS \ V (I) = U contains a
nonzerodivisor. Thus Γ(U,OSpecS) is identified with a subring of Q(S), and
Q(S) is identified with lim−→Γ(U,OSpecS), where U runs through all the open
subsets of SpecS such that S → Γ(U,OSpecS) is injective. For f ∈ Q(S),
there is a largest U such that f ∈ Γ(U,OSpecS). We denote this U by U(f),
and call it the domain of definition of f .
(3.14) If S is not Noetherian, even if S → Γ(U,OSpecS) is injective, the ring
of sections Γ(U,OSpecS) may not be a subring of Q(S). Let k be a countable
field, and S = k[x1, y1, x2, y2, . . .]/J , where J is the ideal generated by xiyj
with j ≥ i, and yiyj with j ≥ i. Let I := (x1, y1, x2, y2, . . .), and U := D(I).
Then it is easy to see that Γ(U,OSpecS) = lim←−S/Ji is uncountable, where Ji
is generated by J and {yj | j ≥ i}. On the other hand, Q(S) is countable,
and so Γ(U,OSpecS) cannot be a subring of Q(S).
Lemma 3.15. Let S be a Noetherian ring, and h ∈ Q(S). For f ∈ S, we
have h ∈ ⋃n≥0 S :Q(S) fn if and only if U(h) ⊃ D(f) = SpecS[1/f ].
Proof. Assume that U(h) ⊃ D(f). Then h/1 ∈ S[1/f ] makes sense, and
we can write h/1 = a/fn in S[1/f ]. Then fnh − a = 0 in Q(S)[1/f ]. So
fm(fnh− a) = 0 in Q(S) for some m. So h ∈ S :Q(S) fn+m.
Conversely, assume that h ∈ Q(S) and fnh = a ∈ S. Then h = a/fn in
Γ(U(h)∩D(f),OSpecS). As OSpec S is a sheaf, there exists some β ∈ Γ(U(h)∪
D(f),OSpecS) such that β in Γ(U(h),OSpec S) is h, and β in S[1/f ] is a/fn.
By the maximality of U(h), U(h) = U(h)∪D(f). That is, U(h) ⊃ D(f).
Lemma 3.16 (cf. [Har, Appendix, Proposition 4]). Let S be a Noetherian
ring, and I an ideal of S which contains a nonzerodivisor. Set U := D(I) =
SpecS \ V (I). Then as a subset of Q(S), we have
⋃
n≥0
S :Q(S) I
n = Γ(U,OSpecS).
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Proof. Let I = (f1, . . . , fr). By Lemma 3.15,
Γ(U,OSpecS) = {h ∈ Q(S) | U(h) ⊃ U} =
r⋂
i=1
{h ∈ Q(S) | U(h) ⊃ D(fi)}
=
r⋂
i=1
⋃
n≥0
S :Q(S) f
n
i =
⋃
n≥0
S :Q(S) I
n.
Lemma 3.17. Let R, F , and S be as in Lemma 3.11. Let U be an open
subset of SpecS. Then U is F -stable if and only if U = D(I) for some
F -stable ideal I of S.
Proof. The ‘if’ part is obvious. We prove the ‘only if’ part. Let U be an
F -stable open set. Then U = D(J) for some ideal J of S. Then U = D(J∗),
see [HO, (8.3)], where J∗ is the largest F -stable ideal of S contained in J .
Lemma 3.18. Let R, F , and S be as in Lemma 3.11. Then QF (S) =
lim−→Γ(U,OSpecS), where U runs through all the F -stable open subsets such that
S → Γ(U,OSpecS) is injective. In particular, if there is a unique smallest F -
stable open subset U such that S → Γ(U,OSpecS) is injective, then QF (S) =
Γ(U,OSpecS).
Proof. Note that for each U , Γ(U,OSpecS) is an F -algebra, and the map
S → Γ(U,OSpecS) is an F -algebra map. Moreover, for U ⊃ V ,
Γ(U,OSpecS)→ Γ(V,OSpecS)
is an F -algebra map. It follows that lim−→Γ(U,OSpecS) is an F -algebra, and
the canonical map S → lim−→Γ(U,OSpecS) is an F -algebra map. So we have
that lim−→Γ(U,OSpecS) ⊂ QF (S) by Lemma 3.6.
We prove QF (S) ⊂ lim−→Γ(U,OSpecS). By Lemma 3.11, it suffices to show
that S :Q(S) I ⊂ Γ(D(I),OSpecS) for any F -ideal I containing a nonzerodivi-
sor. This is Lemma 3.16.
The last assertion is trivial.
Lemma 3.19. Let R be a commutative ring, F a flat affine R-group scheme,
and S a Noetherian normal F -algebra. Then f ∈ Q(S) lies in QF (S) if and
only if f/1 ∈ SP for any height one prime ideal of S such that P ∗ does
not contain a nonzerodivisor, where P ∗ is the largest F -ideal of S contained
in P . In particular, QF (S) is a finite direct product of Krull domains. In
particular, QF (S) is integrally closed in Q(S).
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Proof. We prove the ‘if’ part. Let P1, . . . , Pn be the height one prime ide-
als such that f/1 /∈ SPi. For each i, there exists some m(i) such that
P
m(i)
i (f/1) ∈ SPi. Letting I :=
∏
i(P
∗
i )
m(i), I(f/1) ∈ SP for any height
one prime ideal of S. Thus If ⊂ S, and I is an F -ideal of S containing a
nonzerodivisor. Hence, f ∈ S :Q(S) I ⊂ QF (S).
We prove the ‘only if’ part. So let f ∈ QF (S). Then by Lemma 3.11,
f ∈ S :Q(S) I for some F -ideal I of S containing a nonzerodivisor. Let P be
a height one prime of S such that (f/1) /∈ SP . This implies I ⊂ P , since
If ∈ S. As I is an F -ideal, I ⊂ P ∗, and P ∗ contains a nonzerodivisor.
Corollary 3.20. Let R be a commutative ring, F an affine smooth R-group
scheme of finite type, and S a Noetherian reduced Nagata F -algebra. Then
QF (S) is a finite direct product of Krull domains.
Proof. Note that S ′ is a Noetherian normal F -algebra. On the other hand,
QF (S) = QF (S
′). By Lemma 3.19, the assertion follows.
Lemma 3.21. Let k be a field, and H an affine algebraic k-group scheme
of finite type. Let X be a Noetherian H-scheme, and Y a primary (i.e.,
irreducible and (S1)) closed subscheme of X. Let Y
∗ (resp. Y ′) denotes the
smallest closed H-subscheme (resp. H◦-subscheme) of X containing Y . Then
Y ∗ does not have an embedded component, and Y ′red is an irreducible compo-
nent of Y ∗.
Proof. As Y is primary, Y ∗ is H-primary, and it does not have an embedded
component by [HM, (6.2)]. As Y is primary, Y ′ is primary by [HM, (6.23)].
In particular, Y ′red is integral. Obviously, Y
′
red ⊂ Y ∗.
For a k-schemeW , let W¯ denote k¯⊗kW . Then Y ∗ is the scheme theoretic
image of the composite
H¯ ×k¯ Y¯ α−→ X¯ p−→ X,
where α is the action, and p is the projection.
Note that there exist some k¯-valued points h1, . . . , hr of H¯ such that
H¯ =
∐
i hiH¯
◦, where h1 = e is the identity element. Let Wi be the scheme
theoretic image of α : hiH¯
◦×k¯ Y¯ → X¯ , and Vi be the scheme theoretic image
of p : Wi → X . Note that (V1)red = Y ′red. The local rings OX,(Vi)red and
OX¯,(Wi)red have the same dimension. Indeed, OX,(Vi)red → OX¯,(Wi)red is a flat
local homomorphism, as p is flat. So
dimOX¯,(Wi)red = dimOX,(Vi)red + dimOX¯,(Wi)red ⊗OX,(Vi)red κ(vi)
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where vi is the generic point of Vi. But p
−1(vi) is zero-dimensional, as p is
an integral morphism.
As the action of hi induces an isomorphism OX¯,(Wi)red ∼= OX¯,(W1)red , we
have
dimOX,(Vi)red = dimOX¯,(Wi)red = dimOX¯,(W1)red = dimOX,(V1)red .
This shows that (Vi)red does not strictly contain (V1)red = Y
′
red. As Y
∗ =⋃
i Vi, we are done.
Example 3.22. Let R = k be a field, F = H be of finite type over k.
Let S be an H-algebra which is a Noetherian normal domain. Then for a
height one prime ideal P of S, P ∗, the largest H-ideal of S contained in P ,
contains a nonzerodivisor (or equivalently, nonzero) if and only if P ′, the
largest H◦-ideal of S contained in P , contains a nonzerodivisor.
As P ′ is a primary ideal by [HM, (6.23)] and P ′ ⊂ P , it is P -primary or
0-primary. So P ′ 6= 0 if and only if P ′ is P -primary.
If P ′ is P -primary, as P ∗ does not have an embedded prime and P is an
associated prime of P ∗ by Lemma 3.21, 0 is not an associated prime of P ∗.
Thus P ∗ 6= 0. If P ′ is not P -primary, P ′ = 0, and hence P ∗ = 0.
By Lemma 3.19, we have QH(S) = QH◦(S). This shows that the finite
group scheme H/H◦ acts on Q(S)H
◦
in a natural way. Indeed,
Q(S)H
◦
= QH◦(S)
H◦ = QH(S)
H◦ .
As H acts on QH(S), H/H
◦ acts on QH(S)
H◦ . Moreover, we have
(Q(S)H
◦
)H/H
◦
= (QH(S)
H◦)H/H
◦
= QH(S)
H = Q(S)H .
Lemma 3.23. Let ϕ : H ′ → H be a surjective homomorphism of affine
algebraic k-group schemes. Let S be a Noetherian normal H-algebra domain.
Then QH′(S) = QH(S).
Proof. Let P be a height one prime ideal of S. Let P ∗ and P ′ denote the
largest H-stable and H ′-stable ideal contained in P , respectively. By as-
sumption,
√
P ∗ =
√
P ′. So P ∗ is nonzero if and only if P ′ is nonzero. By
Lemma 3.19, we are done.
Lemma 3.24. Let R be a commutative ring, and F an affine flat R-group
scheme. Let ϕ : S → T be an F -algebra map. Assume that ϕ(S⋆) ⊂ T ⋆, and
let Q(ϕ) : Q(S)→ Q(T ) be the induced map. Then Q(ϕ)(QF (S)) ⊂ QF (T ),
and QF (ϕ) := Q(ϕ)|QF (S) : QF (S)→ QF (T ) is an F -algebra map.
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Proof. Let ωS and ωT respectively denote the coaction S → S ⊗R R[F ]
and T → T ⊗R R[F ]. Let Q′S be the localization of S ⊗R R[F ] by the
multiplicatively closed subset
C(S) := ω(S⋆) · (S⋆ ⊗ 1) = {ω(a)(b⊗ 1) | a, b ∈ S⋆}.
We define C(T ) andQ′T similarly. It is easy to see that (ϕ⊗1)(C(S)) ⊂ C(T ),
and Q′(ϕ) : Q′S → Q′T is induced. Let ω′S : Q(S)→ Q′S and ω′T : Q(T )→ Q′T
be the induced maps, induced by ωS and ωT , respectively. Then
ω′T (Q(ϕ)(QF (S))) = Q
′(ϕ)ω′S(QF (S))
⊂ Q′(ϕ)(QF (S)⊗ R[F ]) ⊂ (Q(ϕ)(QF (S)))⊗ R[F ].
So Q(ϕ)(QF (S)) ⊂ QF (T ).
Next, the five faces except for the top one of the cube
QF (S)
QF (ϕ)
//
ω1,S
''O
O
O
O
O
O
O
O
O
O
O
 _

QF (T )
ω1,T
''O
O
O
O
O
O
O
O
O
O
O
 _

QF (S)⊗R[F ] QF (ϕ)⊗1 // _

QF (T )⊗ R[F ] _
h

Q(S)
Q(ϕ)
//
ω′S
''O
O
O
O
O
O
O
O
O
O
O
O
O
Q(T )
ω′T
''O
O
O
O
O
O
O
O
O
O
O
O
O
Q′S
Q′(ϕ)
// Q′T
are commutative, where ω1,S and ω1,T are the coaction of QF (S) and QF (T ),
respectively. As h is injective, the top face is also commutative, and hence
QF (ϕ) : QF (S) → QF (T ) is F -linear. Being a restriction of the ring homo-
morphism Q(ϕ), it is a ring homomorphism, as desired.
(3.25) A field extension L/K is said to be primary (resp. regular), if
Ksep ⊗K L (resp. K¯ ⊗K L) is a field, where Ksep (resp. K¯) is the separa-
ble closure (resp. algebraic closure) of K. See [CC, Expose´ 14].
Lemma 3.26. Let S be an H-algebra domain. If H is connected, then the
field extension Q(S)/Q(S)H is primary.
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Proof. Replacing S by QH(S), we may assume that S = QH(S) ⊃ Q(S)H .
Replacing k by Q(S)H , we may assume that k = Q(S)H . It suffices to
show that for any H-subalgebra T of S which is a finitely generated domain,
the assertion of the lemma is true for T , since Q(T )H = k = Q(S)H , and
Q(S) = lim−→Q(T ). Replacing S by T , we may assume that k = Q(S)
H , and
S is a finitely generated domain (possibly losing the additional assumption
S = QH(S)).
Note that Ssep := ksep ⊗k S is a reduced algebra of finite type over ksep.
As ksep ⊗k Q(S) is essentially of finite type over ksep, it is Noetherian. As it
is also integral over the field Q(S), it is zero-dimensional. Being a reduced
Artinian ring, ksep ⊗k Q(S) is a finite direct product of fields. So it agrees
with Q(Ssep). Thus it is easy to see that Q(Ssep)
H = ksep ⊗k Q(S)H = ksep.
Let P1, . . . , Pn be the minimal primes of Ssep.
Since P ∗i is Pi-primary by [HM, (6.23)], we have P
∗
i = Pi, as Ssep is
reduced. So each Pi is H-stable. Then (
∏n
i=1 Ssep/Pi)
H = ksep. As any
idempotent of (
∏n
i=1 Ssep/Pi) is H-invariant by Lemma 2.16, we have n = 1.
That is, Ssep is an integral domain. So Q(Ssep) = ksep⊗kQ(S) is a field. This
shows that Q(S)/k is a primary extension, as desired.
Lemma 3.27. Let K be a field, and Γ an abstract group acting on K as
automorphisms. Then the extension K/KΓ is separable.
Proof. We may assume that char(K) = p is positive.
Let f1, . . . , fn be elements of K which are linearly independent over K
Γ.
Assume that
∑
j αjf
p
j = 0 for αj ∈ KΓ. By Artin’s lemma [Bour, §7, n◦1],
there exist some g1, . . . , gn ∈ Γ such that det(gifj) 6= 0. Then det(gif pj ) =
det(gifj)
p 6= 0. As ∑j αjgif pj = 0 for all i, α1 = · · · = αn = 0. So f p1 , . . . , f pn
is linearly independent over KΓ. So f1, . . . , fn is linearly independent over
(KΓ)−p in K−p. So the canonical map (KΓ)−p⊗KΓK → K−p is injective, and
being a subring of a field, (KΓ)−p ⊗KΓ K is reduced. So K/KΓ is separable.
Lemma 3.28. Let H be a finite k-group scheme, and S an H-algebra. Then
S is integral over SH .
Proof. As S is a subring of S¯ := k¯⊗k S, it suffices to show that S¯ is integral
over SH . As (k¯ ⊗k S)H = k¯ ⊗k SH is integral over SH , we may assume that
k is algebraically closed. As SH = (SH
◦
)H/H
◦
, we may assume that either H
is infinitesimal or reduced.
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The reduced case is well-known. If a ∈ S, then f(a) = 0 for f :=∏
h∈H(t− ha) ∈ SH [t].
Assume that H is infinitesimal. Let I be the nilradical of k[H ]. Note
that I = Ker(ε), where ε is the counit map of k[H ]. If Ip
e
= 0 (e ≥ 0), then
f p
e
= ε(f)p
e
in k[H ] for f ∈ k[H ]. So it is easy to see that Spe ⊂ SH ⊂ S.
As S is integral over Sp
e
, it is also integral over SH .
Lemma 3.29. Let S be a G-algebra which is a domain. Then the field
extension Q(S)/Q(S)G is separable. If G is connected, then the extension
Q(S)/Q(S)G is regular.
Proof. By Lemma 3.26, Q(S)/Q(S)G is primary. As a primary separable
extension is regular, it suffices to prove the first assertion.
As in the proof of Lemma 3.26, we may assume that S is finitely generated,
and Q(S)G = k. Replacing S by its normalization, we may assume that S is
normal. It suffces to show that S is geometrically reduced over k (see (2.17)).
Set K = SG
◦
. Then by Lemma 3.28, K is integral over KG/G
◦
= SG = k.
Hence K is an algebraic extension field of k. As K ⊂ Q(S), K is finite over
k. It suffices to prove that K is separable over k, and S is geometrically
reduced over K. Thus we may assume that G is either connected or finite.
Set Ssep := ksep ⊗k S. It suffices to show that Ssep is geometrically re-
duced over ksep. Then Ssep is geometrically reduced over k, and hence S is
geometrically reduced over k, as desired. Note that Ssep = S1 × · · · × Sn is
a finite direct product of normal domains which are finitely generated over
ksep.
First assume that G is connected. As SGsep = ksep does not have a non-
trivial idempotent, n = 1 by Lemma 2.16. So Q(Ssep) = ksep ⊗k Q(S) is a
field. As
Q(Ssep)
G(ksep) = (ksep ⊗k Q(S))G = ksep ⊗k Q(S)G = ksep ⊗k k = ksep,
the extension Q(Ssep)/ksep is separable by Lemma 3.27.
Next consider the case that G is finite. Then Q(Ssep)
Γ = ksep as above,
where Γ = G(ksep). Let x ∈ Q(Ssep). Set H = {g ∈ Γ | gx = x}. Let
g1, . . . , gr be the complete set of representatives of G/H . Then Γ permutes
g1x, . . . , grx. So f(t) =
∏
i(t − gix) lies in ksep[t], and f(x) = 0. So x is
separable over ksep. So Q(Ssep) is geometrically reduced over ksep, as desired.
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4. Factoriality of rings generated by semiinvariants
Lemma 4.1. Let R be a discrete valuation ring, ϕ : R → R a ring auto-
morphism, and a ∈ Q(R) \ {0}. Then ϕ(a) · a−1 ∈ R× (note that ϕ can be
extended to an automorphism of Q(R), and ϕ(a) makes sense).
Proof. First assume that a ∈ R \ {0}. Let m denote the maximal ideal of R.
Let v : Q(R)× → Z be the normalized discrete valuation associated with R.
Note that ϕ−1(R×), the image of R× by ϕ−1, is contained in R×. So we have
ϕ(m) ⊂ m. It follows that v(ϕ(a)) ≥ v(a). Applying this to ϕ−1, we have
v(a) = v(ϕ−1ϕ(a)) ≥ v(ϕ(a)). So v(a) = v(ϕ(a)), and ϕ(a) · a−1 ∈ R×.
Next consider the case that a−1 ∈ R \ {0}. Then ϕ(a−1) · a ∈ R×. Taking
the inverse, ϕ(a) · a−1 ∈ R×.
Lemma 4.2. Assume that G(k) is dense in G. Let S be a Noetherian G-
algebra, and f ∈ Q(S). If Sf is a G(k)-submodule of Q(S), then f ∈ QG(S),
and Sf is a G-submodule of QG(S).
Proof. It is easy to see that
I := S :S Sf = Ker(S → HomS(Sf, (Sf + S)/S))
is a G(k)-submodule of S. By Lemma 2.12, I is a G-ideal of S. If f = b/a
with b ∈ S and a ∈ S⋆, then a ∈ I, and hence I contains a nonzerodivisor.
As f ∈ S :Q(S) I, f ∈ QG(S). So Sf is a G(k)-submodule of the G-module
QG(S), and hence it is a G-submodule of QG(S) by Lemma 2.12 again.
(4.3) Let V be a G-module and f ∈ V . We say that f is a semiin-
variant under the action of G if the one-dimensional subspace kf is a G-
submodule of V . Let X(G) denote the set of isomorphism classes of charac-
ters (i.e., one-dimensional G-modules) of G. X(G) is identified with the
set of homomorphisms Alggrp(G,Gm) from G to Gm. It is a subset of
Mor(G,A1 \ {0}) = k[G]×. So we sometimes consider that X(G) ⊂ k[G]×.
Note that X(G) is then identified with the group of group-like elements of
k[G].
For χ ∈ X(G), define
V χ := {f ∈ V | f is a semiinvariant, and kf ∼= χ} ∪ {0}
= {f ∈ V | ω(f) = f ⊗ χ},
where ω is the coaction of V . Then V χ ∼= HomG(χ, V ) is a subspace of V .
For a G-algebra A, AG :=
⊕
χ∈X(G)A
χ is a X(G)-graded AG-algebra.
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(4.4) A scheme X is said to be quasi-(S1), if X is the union of finitely
many irreducible closed subsets, and for any two dense open subsets U and
V of X such that V ⊂ U , the restriction map Γ(U,OX) → Γ(V,OX) is
injective. An open subscheme of a quasi-(S1) scheme is again quasi-(S1).
The inductive limit lim−→Γ(U,OX), where U runs through the all dense open
subsets of X , is denoted by R(X), and is called the function ring of X . For
f ∈ R(X), there is a unique largest dense open subset U(f) (resp. U∗(f))
of X such that f ∈ Γ(U(f),OX) (resp. f ∈ Γ(U(f),OX)×). U(f) is called
the domain of definition of f . Note that f : U(f)→ A1Z is a morphism, and
U∗(f) = f−1(A1Z \ 0), where 0 = SpecZ ⊂ A1Z is the origin.
(4.5) Let S be a commutative ring. Then SpecS is quasi-(S1) if and only
if S has only finitely many minimal primes, and S⋆ = S \⋃P∈MinS P , where
MinS denotes the set of minimal primes of S. In this case, R(SpecS) =
Q(S). If X is a Noetherian scheme, then X is quasi-(S1) if and only if X
satisfies Serre’s (S1)-condition.
(4.6) A morphism h : Y → X of schemes is said to be almost dominating
if for any dense open subset U of X , h−1(U) is dense in Y . If X and Y are
quasi-(S1) and h : Y → X is almost dominating, the canonical map between
the function rings h∗ : R(X)→R(Y ) is induced. Let X and Y be the unions
of finitely many irreducible closed subsets and h : Y → X be a morphism.
Then h is almost dominating if and only if the generic point of an irreducible
component of Y is mapped to the generic point of an irreducible component
of X by h. This condition is satisfied if h is a flat morphism. This condition
is preserved by the base change by an open immersion.
Lemma 4.7. Let h : Y → X be a faithfully flat quasi-compact morphism
between quasi-(S1) schemes. Let f ∈ R(X), and h∗(f) ∈ Γ(Y,OY ). Then
f ∈ Γ(X,OX). Thus identifying R(X) with a subring of R(Y ) via the injec-
tive map h∗, we have R(X) ∩ Γ(Y,OY ) = Γ(X,OX).
Proof. Assume the contrary. Then U(f) 6= X . Taking an affine neighbor-
hood V of x ∈ X \U(f). Then h : h−1(V )→ V is a faithfully flat morphism
between quasi-(S1) schemes, f can be viewed as an element ofR(V ) (because
U(f)∩V is dense in V ), f /∈ Γ(V,OV ), but h∗(f) ∈ Γ(h−1(V ),Oh−1(V )). Thus
this is another counterexample to the lemma where V is affine. Replacing X
by V , we may assume that X = SpecA is affine, to get a contradiction.
Take a faithfully flat morphism SpecB → Y . Such a map exists, since
Y is quasi-compact. Then f ∈ B. In Q(A) ⊗A (B ⊗A B), 1 ⊗ (f ⊗ 1) and
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1⊗(1⊗f) agree, because f ∈ Q(A). As A→ Q(A) is injective and B⊗AB is
flat over A, B⊗AB → Q(A)⊗A (B⊗AB) is injective, and hence f⊗1 = 1⊗f
in B ⊗A B. As
0→ A→ B α−→ B ⊗A B
is exact with α(b) = 1⊗ b− b⊗ 1, f ∈ A. This is a contradiction.
Corollary 4.8. Let h : Y → X be a faithfully flat quasi-compact morphism
between quasi-(S1) schemes which is an open map, and f ∈ R(X). Then
U(h∗(f)) = h−1(U(f)), and U∗(h∗(f)) = h−1(U∗(f)).
Proof. U(h∗(f)) ⊃ h−1(U(f)) is obvious. On the other hand, h : U(h∗(f))→
h(U(h∗(f))) is faithfully flat quasi-compact, and f ∈ Γ(h(U(h∗(f))),OX) by
Lemma 4.7. In other words, h(U(h∗(f))) ⊂ U(f). The first assertion follows.
Note that U∗(h∗(f)) is the inverse image of A1Z \ 0 by the morphism
h−1(U(f))
h−→ U(f) f−→ A1Z.
So it is h−1(U∗(f)).
Lemma 4.9. Let R be a commutative ring, and F an affine flat R-group
scheme of finite type. Let ϕ : S → T be an injective F -algebra map between
F -algebra domains. Then Q(ϕ)−1(QF (T )) = QF (S).
Proof. We may assume that S ⊂ T and ϕ is the inclusion map. So we may
consider that Q(S) is a subfield of Q(T ).
Note that Q(T )⊗RR[F ]∩Q(S⊗RR[F ]) = Q(S)⊗RR[F ] in Q(T⊗RR[F ]).
Indeed, letting k = Q(S), X = Spec(k ⊗R R[F ]), Y = Spec(Q(T )⊗R R[F ]),
we have that
Q(T )⊗R R[F ] ∩Q(S ⊗R R[F ]) = Γ(Y,OY ) ∩ R(X)
= Γ(X,OX) = Q(S)⊗R R[F ]
by Lemma 4.7 (recall that X and Y are affine algebraic group-schemes over
some fields, and hence are local complete intersections [Has3, (31.14)], and
in particular, (S1)).
It follows easily that
Q(T )⊗R R ∩Q(S ⊗R R[F ]) = Q(T )⊗R R ∩Q(S)⊗R R[F ] = Q(S)⊗R R.
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Now let ιT : T → T ⊗R R[F ] be the map given by ιT (t) = t ⊗ 1, and
ι′T : Q(T ) → Q(T ⊗R R[F ]) be the induced map. Let γT : T ⊗R R[F ] →
T ⊗R R[F ] be the map given by γT (t⊗ a) = ωT (t)(1⊗ a). It corresponds to
the isomorphism Spec T × F → SpecT × F given by (t, f) 7→ (f−1t, f), and
hence γT is an isomorphism. Let γ
′
T : Q(T ⊗R R[F ]) → Q(T ⊗R R[F ]) be
the induced map. Note that γT ιT = ωT and γ
′
T ι
′
T = ω
′
T . Note also that γ
′
T is
an isomorphism, and γ′T maps Q(S ⊗R R[F ]) bijectively onto Q(S ⊗R R[F ]).
Now we have
(ω′T )
−1(Q(S ⊗R R[F ])) = (ι′T )−1(Q(S ⊗R R[F ]))
= Q(T ) ∩Q(S ⊗R R[F ]) = Q(S).
Note that (ω′T )|Q(S) : Q(S) → Q(S ⊗R R[F ]) is nothing but ω′S, induced
by ωS. Now
QF (T ) ∩Q(S) = (ω′T )−1(Q(T )⊗R R[F ]) ∩ (ω′T )−1(Q(S ⊗R R[F ]))
= (ω′T )
−1(Q(T )⊗R R[F ] ∩Q(S ⊗R R[F ])) = (ω′T )−1(Q(S)⊗R R[F ])
= (ω′S)
−1(Q(S)⊗R R[F ]) = QF (S)
by Lemma 3.7. This is what we wanted to prove.
(4.10) We give an example of QF (S). Let R = Z, and F = G
n
m, the split n-
torus over Z. Let S be an F -algebra domain. In other words, S =
⊕
λ∈Zn Sλ
is a Zn-graded domain, see [Has, (II.1.2.1)]. Then QF (S) is the localization
SΓ(S) by the set of nonzero homogeneous elements Γ(S) of S.
We prove this fact. Note that QF (S) = lim−→QF (T ) by Lemma 4.9, where
the inductive limit is taken over F -subalgebras T of S of finite type over Z.
As we have SΓ(S) = lim−→TΓ(T ), replacing S by T , we may assume that S is of
finite type over Z.
So by Lemma 3.11, QF (S) =
⋃
I S :Q(S) I, where the union is taken over
all the nonzero homogeneous ideals I of S. If α ∈ QF (S), then α ∈ S :Q(S) I
for some I. Taking a nonzero homogeneous element s ∈ I, α ∈ (1/s)S ⊂
SΓ(S). Conversely, if α = a/s ∈ SΓ(S) with a ∈ S and s ∈ Γ(S), then
α ∈ S :Q(S) s ⊂ QF (S). So QF (S) = SΓ(S), as desired.
Lemma 4.11. Let R be a commutative ring, F a smooth affine R-group
scheme of finite type. Let A and B be F -algebras, and ϕ : A → B an F -
algebra map. Assume that A is Noetherian. Let C be the integral closure of
ϕ(A) in B. Then C is an F -subalgebra of B.
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Proof. We may assume that A ⊂ B, and ϕ is the inclusion. Let ω : B →
B ⊗R R[F ] be the coaction. Note that the integral closure of A ⊗R R[F ]
in B ⊗R R[F ] is C ⊗R R[F ] by [EGA, (6.14.4)]. As ω(C) is integral over
A⊗ R[F ], ω(C) ⊂ C ⊗ R[F ]. This is what we wanted to prove.
Lemma 4.12 (cf. Rosenlicht [Ros]). Let X be a reduced k-scheme of finite
type. Then there is a short exact sequence of the form
1→ K× ι−→ Γ(X,OX)× → Zr → 0,
where K is the integral closure of k in Γ(X,OX), and ι is the inclusion.
Proof. If f : Y → X is a dominating k-morphism with Y being a reduced
k-scheme of finite type, and the lemma is true for Y , then the lemma is true
forX . Thus we may assume that X is affine and normal. If the lemma is true
for each connected component of X , then the lemma is true for X . So we
may assume that X is an affine normal variety. Replacing k by K, we may
assume that K = k. Let X →֒ X¯ be an open immersion k-morphism such
that X¯ is a projective normal variety. Let V1, . . . , Vn be the codimension one
subvarieties of X¯ , not intersecting X . Let v1, . . . , vn be the corresponding
normalized discrete valuations of k(X). Then
1→ k× = Γ(X¯,OX¯)× ι−→ Γ(X,OX)× v−→ Zn
is exact, where v(f) = (v1(f), . . . , vn(f)). The assertion follows.
Lemma 4.13 (cf. [Kam, (3.11)], [Pop2, Theorem 1]). Let G be connected.
Let S be a G-algebra domain which is finitely generated over k. Let K be the
integral closure of k in Q(S). Assume that X(G)→ X(K⊗kG) is surjective.
Then for f ∈ Q(S), the following are equivalent.
(a) f ∈ QG(S), and f is a semiinvariant of QG(S).
(b) U∗(f) is a G-stable open subset of SpecS.
(c) Sf ⊂ QG(S) is a G-submodule.
In particular, any unit of S is a homogeneous unit of SG.
Proof. We prove the equivalence. We may assume that f 6= 0. Set X :=
SpecS.
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(a)⇒(b). Let ω′ : Q(S) → Q(S ⊗ k[G]) be the map induced by the
coaction. Then as f is a semiinvariant, ω′(f) = f ⊗ γ for some group-like
element γ of k[G]. Note that γ is a unit of k[G]. Let α : X ×G→ X be the
morphism given by α(x, g) = g−1x. Note that ω′ = α∗ : Q(S)→ Q(S⊗k[G]).
Now by Corollary 4.8,
α−1(U∗(f)) = U∗(ω′(f)) = U∗(f ⊗ γ) = U∗(f ⊗ 1) = p−11 (U∗(f)),
where p1 : X ×G→ X is the first projection. So the action G×U∗(f)→ X
factors through U∗(f), and U∗(f) is G-stable.
(b)⇒(a). Let S ′ be the normalization of S, and π : SpecS ′ → X =
SpecS the associated map. π−1(U∗(f)) is a G-stable open subset of SpecS ′.
As G is geometrically integral, each codimension one subvariety of SpecS ′
contained in SpecS ′ \ π−1(U∗(f)) is G-stable. As U∗(π∗(f)) ⊃ π−1(U∗(f))
and SpecS ′ \ U∗(π∗(f)) is the union of some codimension-one subvarieties,
U∗(π∗(f)) is also G-stable. So we may assume that S is normal. Then we
have K ⊂ S. Being the integral closure of k in S, K is a G-subalgebra of S
by Lemma 4.11. Then by Lemma 2.18, K is G-trivial.
Assume that Kf is a K ⊗k G-submodule of QG(S). Then there is a one-
dimensional k-subspace kcf of Kf which is a G-submodule of Kf for some
c ∈ K. But since c is G-invariant, kf is also a G-submodule of Kf , and
hence f is semiinvariant. Thus replacing k by K and G by K ⊗G, we may
assume that k = K.
By [EGA, (6.14.2)] and [EGA, (6.14.4)], ksep⊗kS is a normal domain, and
ksep is integrally closed in ksep⊗k S. See also [CC]. If 1⊗ f ∈ Qksep⊗G(ksep⊗
S) = QG(ksep ⊗ S), then f ∈ Q(S) ∩QG(ksep ⊗ S) = QG(S) by Lemma 4.9.
Now f is a semiinvariant if and only if kf ⊂ QG(S) is a G-submodule if and
only if ksep⊗kf ⊂ ksep⊗QG(S) is a G-submodule if and only if ksep(1⊗f) ⊂
Qksep⊗G(ksep⊗S) is a ksep⊗G-submodule if and only if 1⊗f is a semiinvariant
under the action of ksep ⊗ G. On the other hand, the canonical map ρ :
Spec(ksep ⊗ S) → SpecS is a G-morphism, and ρ−1(U∗(f)) = U∗(1 ⊗ f) by
Corollary 4.8. As we assume that U∗(f) is G-stable, U∗(1 ⊗ f) is G-stable,
and hence it is also ksep ⊗ G-stable. So replacing k by ksep, S by ksep ⊗k S,
and G by ksep ⊗k G, we may assume that k = K = ksep.
Let V be a finite dimensional G-submodule of S which generates S as a
k-algebra. Then
SpecS = X →֒ Spec SymV →֒ Proj Sym(V ⊕ k)
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is a sequence of immersions which are G-morphisms. Let Z denote the nor-
malization of the closure of the image of the composite of these morphisms.
Then Z is a k-projective normal G-variety, and X is its G-stable open subset,
as can be proved easily using Lemma 3.9.
We want to prove that kf is a G-submodule of S. This is equivalent to
say that kf is a G(k)-submodule of S by Lemma 2.12, since G(k) is dense
in G by [Bor, (AG13.3)]. So it suffices to show that for any g ∈ G(k),
(6) g(f) · f−1 ∈ k = Γ(Z,OZ) =
⋂
V⊂Z, codimZ V=1
OZ,V .
So let g ∈ G(k) and V be a codimension one subvariety of Z.
If V is G-stable, then g induces an automorphism of the DVR OZ,V . Then
g(f) · f−1 ∈ O×Z,V by Lemma 4.1. If V is not G-stable, then V ∩ U∗(f) 6= ∅,
and hence f ∈ O×Z,V . Since U∗(g(f)) = g(U∗(f)) = U∗(f) by assumption,
g(f) ∈ O×Z,V . Thus g(f) · f−1 ∈ OZ,V . This is what we wanted to prove.
(a)⇒(c) is trivial.
(c)⇒(a). Discussing as in the proof of (b)⇒(a), we may assume that S
is normal, and k = K = ksep. Then since Sf is a G(k)-submodule of QG(S),
g(Sf) = Sf for g ∈ G(k). Hence for a height-one prime ideal P of S,
(Sf)P 6= SP ⇐⇒ g((Sf)P ) 6= g(SP ) ⇐⇒ (Sf)g(P ) 6= Sg(P ).
It follows that J :=
⋂
P∈X1(S), (Sf)P 6=SP
P is a G-stable ideal of S. Hence
U∗(f) = SpecS \ V (J) is G-stable. By (b)⇒(a), which has already been
proved, we have that f is a semiinvariant.
We prove the last assertion. Set A := SG. Let f ∈ S×. Then Sf = S,
and hence f is a homogeneous element of A by the first assertion, which has
already been proved. Similarly, f−1 ∈ A. This shows that f is a unit of
A.
Lemma 4.14. Let S be a G-algebra domain, and f ∈ QG(S). If Sf is a
G-submodule of QG(S), then there is a finitely generated G-subalgebra T of
S such that Tf is a (G, T )-submodule of QG(T ).
Proof. We can write f = b/a with a, b ∈ S and a 6= 0. Let V be a finite
dimensional G-submodule of Sf containing f . Let s1f, . . . , snf be a k-basis
of V , where s1, . . . , sn ∈ S. Let T be a finitely generated G-subalgebra of S
containing a, b, s1, . . . , sn. Then V ⊂ Q(T )∩QG(S) = QG(T ) by Lemma 4.9.
Hence Tf = T · V is a (G, T )-submodule of QG(T ).
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Corollary 4.15. Let G be connected. Let S be a G-algebra domain. Let K
be the integral closure of k in Q(S). Assume that X(G) → X(K ⊗k G) is
surjective. If Sf ⊂ QG(S) is a G-submodule, then f is a semiinvariant.
Proof. By Lemma 4.14, there exists some finitely generated G-subalgebra T
of S such that Tf is a (G, T )-submodule of QG(T ). The integral closure L
of k in Q(T ) lies between k and K. So the inclusion X(G)→ X(L⊗k G) is
bijective. By Lemma 4.13, f is a semiinvariant.
Corollary 4.16. Let G be connected. Let S be a G-algebra domain. Let K
be the integral closure of k in Q(S). Assume that X(K ⊗k G) is trivial. Let
f ∈ Q(S), and assume one of the following:
(b) S is finitely generated and U∗(f) is G-stable; or
(c) Sf ⊂ QG(S) is a G-submodule.
Then f ∈ Q(S)G. In particular, S× = (SG)×.
Lemma 4.17. Let S be a G-algebra domain such that S× ⊂ SG. Let K be
the integral closure of k in Q(S). Let G(K) be dense in K⊗kG. Assume that
X(G) → X(K ⊗k G) is surjective. If f ∈ QG(S) and Sf is a G-submodule
of QG(S), then f is a semiinvariant. If, moreover, X(G) is trivial, then
f ∈ SG.
Proof. We may assume that f 6= 0. Note that K× ⊂ S× ⊂ SG, and hence
K ⊂ SG. Assume that Kf is a K ⊗k G-submodule of QK⊗kG(S). Then
there is a one-dimensional G-stable k-subspace kcf of Kf with c ∈ K×. As
c ∈ K ⊂ SG, kf is also G-stable, and hence f is semiinvariant. As we have
f ∈ QG(S) = QK⊗kG(S) and Sf is a K⊗k G-submodule of QG(S), replacing
k by K, we may assume that k = K.
By Lemma 4.14, there exists some finitely generated G-subalgebra T of
S such that Tf is a (G, T )-submodule of QG(T ). Note that T
× ⊂ S× ∩ T ⊂
SG∩T = TG. Replacing S by T , we may assume that S if finitely generated.
We define χ : G(k) → S× by gf = χ(g)f for g ∈ G(k). As S× ⊂ SG,
χ is a homomorphism of groups. Let χ¯(g) be the image of χ(g) in S×/k×.
Note also that f is semiinvariant under the action of G◦ by Lemma 4.13. So
χ(G◦(k)) ⊂ k×. So χ¯ induces a group homomorphism χ′ : G(k)/G◦(k) →
S×/k×. As G(k)/G◦(k) is finite and S×/k× ∼= Zr for some r by Lemma 4.12,
χ′ is trivial. This shows that χ(G(k)) ⊂ k×. So kf is a G(k)-submodule of
QG(S). By Lemma 2.12, f is a semiinvariant. The last assertion is trivial.
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Lemma 4.18. Let G(k) be dense in G. Let S be a G-algebra domain such
that S× = k×. Let f ∈ Q(S)×. If Sf is a G(k)-submodule of Q(S), then
f ∈ QG(S), and f is a semiinvariant. If, moreover, X(G) is trivial, then
f ∈ SG.
Proof. We show that kf is a G(k)-submodule of Q(S). Let g ∈ G(k). Then
since Sf = g(Sf) = S(gf). It follows that gf = uf for some u ∈ S× = k×.
Now write f = a/b with a, b ∈ S, b 6= 0. Let T be a finitely generated G-
subalgebra of S containing a and b. Then kf is aG(k)-submodule ofQ(T ). In
particular, Tf is a G(k)-submodule of Q(T ), and hence f ∈ QG(T ) ⊂ QG(S)
by Lemma 4.2. Since kf is a G(k)-submodule of QG(T ), f is a semiinvariant
by Lemma 2.12. The last assertion is trivial.
Remark 4.19. Let k be an algebraically closed field.
(i) If N is a normal closed subgroup of G with X(N) = {e}, then the
restriction X(G/N)→ X(G) is an isomorphism.
(ii) If N is a unipotent group, then X(N) is trivial. In particular, X(G)
is trivial if and only if X(G/Ru) is trivial, where Ru is the unipotent
radical of G. Note that the identity component of G/Ru is reductive.
(iii) If G◦ is reductive, then H = G/[G,G] is an abelian group such that H◦
is a torus. Note that X(H) → X(G) is an isomorphism. It is easy to
see that H ∼= H◦ ×M for some abelian finite group M . Thus X(G) is
trivial if and only if M = G/[G,G] is finite, and the order of M is a
power of p, where p = max(char(k), 1).
(iv) In particular, if G◦/Ru is semisimple and the order of G/G
◦ is a power
of p, then X(G) is trivial.
(v) If G is connected, then G/(Ru · [G,G]) is a torus, and X(G) ∼= X(G/Ru ·
[G,G]) is a finitely generated free abelian group. X(G) is trivial if and
only if G/Ru is semisimple if and only if the radical of G is unipotent.
(vi) If G is connected, X([G,G]) is trivial by (v).
Lemma 4.20. Let R be a commutative ring, F an affine flat R-group scheme,
and S an F -algebra, A = SF , and f ∈ A ∩ S⋆. Then Af = Sf ∩A.
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Proof. The multiplication by f induces an (F, S)-isomorphism f : S → Sf .
Taking the F -invariance, we have that the multiplication f : A → (Sf)F =
Sf ∩ A is an isomorphism.
Lemma 4.21. Let R be a Noetherian commutative ring, and
(7) 1→ N → F → T → 1
be an exact sequence of affine R-group schemes flat of finite type. Assume
that T ∼= Gnm is a split torus. Let S be a Noetherian F -algebra which is an
F -domain. That is, SpecS is F -integral, see [HM, (4.12)]. Assume that for
any height one F -prime F -ideal P such that P ∩SN is a minimal prime of a
nonzero principal ideal, P ∩SN is principal (for the definition of an F -prime
F -ideal, see [HM, (4.12)]). Then SN is a UFD.
Proof. Set A := SN . Note that A is a T -algebra so that A is an F -subalgebra
of S in a natural way by Lemma 2.10. As 0 of S is an F -prime F -ideal,
0 = 0 ∩ A of A is also an F -prime F -ideal by [HM, (4.14)]. So 0 of A is a
T -prime T -ideal. As T is R-smooth with connected fibers, 0 is a prime ideal
of A by [HM, (6.25)]. That is, A is an integral domain.
Note that A is a Zn-graded R-algebra. Assume that A is not a UFD.
Then, by Lemma 2.22, there is a nonzero homogeneous element of A which
is not a unit or a product of prime elements. As S is Noetherian, the set
{Sa | a ∈ A \ (A× ∪ {0}), a is homogeneous,
and not a product of prime elements in A}
has a maximal element Sa with a ∈ A \ (A× ∪ {0}). Note that Sa 6= S,
otherwise a ∈ S× ∩ A = A×. If P is a height zero associated prime of Sa,
then 0 = P ∗ ⊃ (Sa)∗ = Sa ∋ a 6= 0, and this is a contradiction. So any
minimal prime of Sa is height one. As the F -prime 0 of S does not have
an embedded prime [HM, (6.2)], a is a nonzerodivisor in S. In particular,
Sa ∩A = Aa by Lemma 4.20.
Let
F
√
Sa = P1 ∩ · · · ∩ Ps
be a minimal F -prime decomposition. Then
√
Aa = (P1 ∩ A) ∩ · · · ∩ (Ps ∩ A).
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Indeed, each Pi∩A is a prime ideal containing Aa by [HM, (4.14)] and [HM,
(6.25)]. On the other hand, F
√
Sa ∩ A ⊂ √Sa ∩ A = √Aa. So there is some
i such that Pi ∩ A is a minimal prime of Aa. Replacing Pi by a smaller
one if necessary, we may assume that Pi is minimal so that htPi = 1. Now
Pi∩A = Ab for some b ∈ A\ (A×∪{0}) by assumption. So a is divisible by a
prime element b. As a is homogeneous, b and a/b are homogeneous elements
of A. Note that Sa ( S(a/b) (otherwise b ∈ S× ∩ A = A×). The choice of
a shows that either a/b is in A×, or a/b is a product of prime elements. So
a = b · (a/b) is a product of prime elements. This is a contradiction, and A
is a UFD.
(4.22) Let G be connected. Then by (v) of Remark 4.19, X(G) ∼= Zn
for some n. Note that kX(G) is a k-subbialgebra of k[G]. So the inclusion
kX(G) →֒ k[G] induces a surjective homomorphism ϕ : G → T , where
T := Spec kX(G) ∼= Gnm. Let N := Kerϕ. Then it is easy to see that
1→ N → G→ T → 1
is a short exact sequence of k-groups.
For a G-module M ,
MG :=
⊕
χ∈X(G)
HomG(χ,M) ∼= (M ⊗ k[T ])G ∼= (M ⊗ k[G]N )G ∼= MN ,
where G acts on k[T ] and k[G]N left regularly, and N acts on k[G] right
regularly. The last isomorphism is given by
∑
imi⊗ fi 7→
∑
i fi(e)mi, where
e is the unit element of G. The inverse MN → (M ⊗ k[G]N )G is given by the
restriction of the coaction ω :M →M ⊗ k[G]. In particular, for a G-algebra
S, we have SG = S
N . So if S is a Krull domain (resp. integrally closed
domain), then so is SG = S ∩Q(S)N . By Lemma 4.21, we immediately have
the following.
Corollary 4.23. Let G be connected. Let S be a Noetherian G-algebra do-
main. Assume that for any G-stable height one prime P such that P ∩SG is
a minimal prime of a nonzero principal ideal, P ∩ SG is principal. Then SG
is a UFD.
Lemma 4.24. Let R be a commutative ring, F an affine flat R-group scheme
of finite type. Let S be a Noetherian F -algebra. If P is a prime ideal which
is an F -ideal, then P (n) := P nSP ∩ S is an F -ideal for n ≥ 1.
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Proof. The only minimal prime of P n is P . In particular, the only minimal
F -prime of P n is P ∗ = P . Let I be the F -primary component of P n corre-
sponding to the minimal F -prime P (it is unique, see [HM, (5.17)]). It has
only one associated prime P by [HM, (6.13)]. So by [HM, (6.10)], I is the
P -primary component P n. Thus I = P (n), and P (n) is an F -ideal.
Theorem 4.25. Let S be a finitely generated G-algebra which is a normal
domain. Assume that G is connected. Assume that X(G) → X(K ⊗k G) is
surjective, where K is the integral closure of k in S. Let X1G(S) be the set
of height one G-stable prime ideals of S. Let M(G) be the subgroup of the
class group Cl(S) of S generated by the image of X1G(S). Let Γ be a subset of
X1G(S) whose image in M(G) generates M(G). Set A := SG. Assume that
QG(S)G ⊂ Q(A). Assume that if P ∈ Γ, then either the height of P ∩ A is
not one or P ∩A is principal. Then for any G-stable height one prime ideal
Q of S, either the height of Q ∩ A is not one or Q ∩ A is a principal ideal.
In particular, A is a UFD. If, moreover, X(G) is trivial, then SG = A is a
UFD.
Proof. Note that {[P ] | P ∈ Γ} generates I(M(G)) ⊂ Cl′(S), see for the
notation, (2.5). So the class [Q] of Q in Cl′(S) is equal to
∑r
i=1 ni[Pi] for some
P1, . . . , Pr ∈ Γ. We may assume that n1, . . . , ns ≥ 0, and ns+1, . . . , nr < 0.
Let I = P
(n1)
1 ∩ · · · ∩P (ns)s , and J = P (−ns+1)s+1 ∩ · · · ∩P (−nr)r . By Lemma 4.24,
both I and J are G-stable. Note that [Q] = [I :Q(S) J ]. So there exists
some α ∈ Q(S) such that αQ = I :Q(S) J . Then α ∈ I :Q(S) JQ ⊂ QG(S)
by Corollary 3.12. As αS = I :Q(S) JQ is a (G, S)-submodule of QG(S) by
Corollary 3.12, α ∈ QG(S)G ⊂ Q(A) by Lemma 4.13 and the assumption.
Hence
(8) α(Q ∩A) = (I :Q(S) J) ∩Q(A).
Now assume that Q∩A is height one. Then the left hand side is a divisorial
fractional ideal of the Krull domain A, and hence so is the right hand side.
Applying Lemma 2.6, if p ∈ X1(A) and ((I :Q(S) J) ∩Q(A))p 6= Ap, then
np(I :Q(S) J) 6= 0. In particular, there exists some P ∈ X1(p) such that
vP (I :Q(S) J) 6= 0. Such a P must be one of P1, . . . , Pr, and lies in Γ. This
forces that p is principal, by assumption. This shows that α(Q∩A) = (I :Q(S)
J) ∩Q(A) is principal. So Q ∩A is also principal, as desired.
We prove that A is a UFD. As A is a Krull domain, P is a height one
prime if and only if it is a minimal prime ideal of a nonzero principal ideal.
By Lemma 4.23, A is a UFD.
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The last assertion is trivial.
Theorem 4.26. Let G be connected. Let S be a G-algebra of finite type over
k. Assume that S is an integral domain. Assume that X(G)→ X(K ⊗k G)
is surjective, where K is the integral closure of k in Q(S). Set A := SG.
Assume that if P is a G-stable height one prime ideal of S such that if P ∩A
is a minimal prime of some nonzero principal ideal, then P is a principal
ideal. Then
(i) If P is a G-stable height one prime ideal of S such that P∩A is a minimal
prime of a nonzero principal ideal, then P = Sf for some homogeneous
prime element f of A.
(ii) A is a UFD.
(iii) Any homogeneous prime element of A is a prime element of S.
(iv) If, moreover, X(G) is trivial, then SG = A is a UFD.
Proof. (i) By assumption, we can write P = Sf with f ∈ S. By Lemma 4.13,
f is a homogeneous element of A. As Af = A ∩ P by Lemma 4.20, f is a
prime element of A.
(ii) Let P be a G-stable height one prime ideal such that P ∩ A is a
minimal prime ideal of a nonzero principal ideal. Note that P = Sf for
some prime element f ∈ A by (i). Then P ∩ A = Af is principal. Now by
Corollary 4.23, A is a UFD.
(iii) Let a be a homogeneous prime element of A. Let P be a minimal
prime of Sa such that P ∩ A = Aa. Then P = Sb for some homogeneous
prime element b of A by (i), and Ab = P ∩ A = Aa. Hence Sa = Sb = P ,
and a is a prime element of S.
(iv) is trivial.
Corollary 4.27 (cf. [Pop2, p. 376]). Let G be connected. Let S be a G-
algebra of finite type over k. Assume that S is a UFD. Assume that X(G)→
X(K ⊗k G) is surjective, where K is the integral closure of k in S. Then
A := SG is a UFD. Any homogeneous prime element of A is a prime element
of S. If, moreover, X(G) is trivial, then SG = A is a UFD.
We can prove Corollary 4.27 without assuming that S is finitely generated.
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Proposition 4.28. Let G be connected. Let S be a G-algebra. Assume that
S is a UFD. Assume also that X(G) → X(K ⊗k G) is surjective, where K
is the integral closure of k in S. Then A := SG is a UFD. Any homogeneous
prime element of A is a prime element of S.
Proof. Let f ∈ A\(A×∪{0}) be a homogeneous element. Then f ∈ S\(S×∪
{0}). Let f = f1 · · · fr (r ≥ 1) be a prime factorization of f in S. For each
i, the scheme theoretic image V (Sfi)
∗ of the action G × V (Sfi) → SpecS
is integral by Lemma 2.15, is contained in V (Sf) (because Sf is a G-stable
ideal), and contains V (Sfi). But there is no integral closed subscheme E of
SpecS such that V (Sfi) ( E ⊂ V (f). So V (Sfi)∗ = V (Sfi). In other words,
Sfi is G-stable. By Lemma 4.13, fi ∈ A. By Lemma 4.20, Afi = Sfi∩A, and
hence fi is a prime element of A. This shows that f has a prime factorization
in A, and A is a UFD by Lemma 2.22. Moreover, if f is not irreducible in S
and r ≥ 2, then f is not irreducible in A. This shows that any homogeneous
prime element of A is a prime element of S.
Lemma 4.29 (cf. [Pop2, p. 376]). Let S be a G-algebra which is a UFD.
Assume that G(K) is dense in K ⊗k G, where K is the integral closure of k
in S. Assume that X(K ⊗k G) is trivial. Assume also that S× ⊂ A = SG.
Then A is a UFD.
Proof. As K× ⊂ S× ⊂ SG, K ⊂ SG. So replacing k by K, we may assume
that k = K.
Let f ∈ A \ ({0} ∪A×). Let f = f1 · · · fr be a prime factorization of f in
S. Using induction on r, we prove that f has a prime factorization in A.
As G(k) leaves the ideal Sf stable, G(k) acts on the set of prime ideals
Γ = {(f1), . . . , (fr)}. Let Γ1 be a G(k)-orbit, and let Γ1 = {(fi1), . . . , (fis)},
with (fij ) distinct. Set h =
∏
j fij . Then G(k) only permutes the elements
of Γ1, and the ideal Sh is G(k)-invariant. By Lemma 4.17, h ∈ A. If
a, b ∈ A and ab ∈ hA, then either a ∈ fi1S or b ∈ fi1S. If a ∈ fi1S, then
a ∈ hS ∩ A = hA. If b ∈ fi1S, then b ∈ hS ∩ A = hA. As h /∈ A× = S×,
h is a prime element of A. Note that f/h ∈ S ∩ Q(A) = A. Using the
induction assumption, f/h is either a unit, or has a prime factorization in A.
So f = h(f/h) has a prime factorization in A, as desired.
Lemma 4.30 (cf. [Hoc, section 6], [Pop1, Lemma 2]). Let S be a G-algebra
which is a UFD. Assume that S× = k×. If G(k) is dense in G and X(G) is
trivial, then SG is a UFD.
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Proof. Note that k× ⊂ K× ⊂ S× = k×. So K = k. The assertions follow
immediately from Lemma 4.29.
5. The Italian problem on invariant subrings
The following is a refinement of [Pop1, Lemma 1]. See also [Kam, (3.14)].
Proposition 5.1. Let G be connected. Let S be a G-algebra which is a
Krull domain. Assume also that any G-stable height one prime ideal of S is
principal. Moreover, assume that X(G) → X(K ⊗k G) is surjective, where
K is the integral closure of k in S. Then QG(S)G = QT (A), where T =
Spec kX(G). If, moreover, X(G) is trivial, then Q(S)G = Q(SG).
Proof. Let a/b ∈ QG(S)G \ {0} be a homogeneous element of QG(S)G with
a, b ∈ S \ {0}. As k · (b/a) is a G-submodule of QG(S), S(b/a) is a (G, S)-
submodule of QG(S). Hence I := Sb :S Sa = S(b/a) ∩ S is a G-ideal of S.
Clearly I is divisorial.
Let P1, . . . , Ps be the minimal primes of I. Each Pi is height one, and is
G-stable by Lemma 2.15.
So Pi = Sfi for some fi ∈ S by assumption. Then fi is a semiinvariant
by Lemma 4.13. Now f := (f1 · · · fs)n ∈ I \{0} for sufficiently large n. Then
h := f(a/b) ∈ S is also a semiinvariant. So h ∈ A. Then a/b = h/f ∈ QT (A)
by (4.10). This shows that QG(S)G ⊂ QT (A).
On the other hand, A = SG ⊂ QG(S)G. Moreover, if s is a semiinvariant
and ω(s) = s ⊗ γ for a group-like element γ of k[G], then ω′(s−1) = s−1 ⊗
γ−1, and hence s−1 ∈ QG(S)G. This shows that QT (A) ⊂ QG(S)G. Hence
QG(S)G = QT (A).
The last assertion is obvious.
Remark 5.2. The heart of the argument above is in [Kam, section 3].
(5.3) Let X be an (S1) k-scheme of finite type on which G acts. Let
Φ : G × X → X × X be the morphism Φ(g, x) = (gx, x). Let g := dimG,
and s = g − min{dimGx | x ∈ X}, where Gx is the stablizer of x. That
is, Gx = Φ
−1(x, x). It is a closed subgroup scheme of G × x over x. Set
U := {x ∈ X | dimGx = g − s}. Note that U is a non-empty open subset
of X . Let b : G × X → X be the map given by b(g, x) = g−1x. Let
p2 : G × X → X be the projection. Both maps are flat, so the maps
b∗ : R(X)→R(G×X) and p∗2 : R(X)→R(G×X) are induced. We denote
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the kernel of b∗− p∗2 by R(X)G. If X is a variety, then we write it as k(X)G.
It is a subfield of k(X) in this case.
If X = SpecS is affine, then R(X)G = Q(S)G by definition. On the other
hand, for g ∈ G(k) and f ∈ R(X), (gf)(x) = f(g−1x) gives a definition of
the action of G(k) on R(X).
Lemma 5.4. In general, R(X)G ⊂ R(X)G(k). If G(k) is dense in G, then
R(X)G = R(X)G(k).
Proof. Let q : SpecB → X be a faithfully flat morphism of finite type such
that B satisfies the (S1) condition. Let h be the composite
Y := G× SpecB 1×q−−→ G×X a−→ X,
where a is the action. Note that h is a faithfully flat G-morphism of finite
type. The diagram
0 //R(X)G //R(X) b
∗−p∗2
//
h∗

R(G×X)
(1×h)∗

0 //R(Y )G //R(Y ) b
∗−p∗2
//R(G× Y )
is commutative with exact rows and injective vertical arrows. So R(X)G =
R(X) ∩ R(Y )G in R(Y ). On the other hand, h∗ : R(X) → R(Y ) is a G(k)
homomorphism, and R(X)G(k) = R(X) ∩ R(Y )G(k).
As Y is affine, R(Y )G ⊂ R(Y )G(k) in general, and R(Y )G = R(Y )G(k) if
G(k) is dense in G by Lemma 3.3. The assertions follow immediately.
(5.5) Let k → K be an algebraic extension of fields. Let X and G be as in
(5.3). Then the canonical isomorphism K ⊗k R(X) → R(K ⊗k X) induces
an isomorphism K ⊗k R(X)G ∼= R(K ⊗k X)G.
Lemma 5.6. Let X be a k-variety on which G acts. Then s = tdegk k(X)−
tdegk k(X)
G, where tdeg denotes the transcendence degree.
Proof. Replacing G by G◦, we may assume that G is connected.
Let ρ : X ′ → X be the normalization of X . Note that X ′ is a G-scheme
in a unique way so that ρ is a G-morphism. Let x′ be a closed point of
X ′, and x := ρ(x′). As ρ−1(x′) is finite over x, ((Gx) ×x x′)◦ ⊂ Gx′ , set
theoretically. On the other hand, if gx′ = x′, then gx = x, and hence
Gx′ ⊂ Gx ×x x′. In particular, dimGx′ = dimGx. So replacing X by X ′,
we may assume that X is normal. Let K be the integral closure of k in
Γ(X,OX). Then K is integrally closed in k(X) by normality. Note that
Γ(X,OX) is a G-algebra, and thus K is a G-subalgebra of Γ(X,OX). So G
acts on K trivially. Replacing k by K, we may assume that k = K. Then
taking a base change by ksep, we may assume that k = K = ksep.
The morphism Φ : G × X → X × X induces α : k(X) ⊗ k(X) → C,
where C = {ψ ∈ k(G × X) | ∀g ∈ G(k) (g × X) ∩ U(ψ) 6= ∅}. Note
that α(f ⊗ h) = a∗(f)(1 ⊗ h), where a : G × X → X is the action. As
a∗(f) = 1⊗ f for f ∈ k(X)G, α induces α¯ : k(X)⊗k(X)G k(X)→ C. For any
g ∈ G(k), g : C → k(X) given by (gψ)(x) = ψ(g, x) is well-defined. Note
that g(a∗(f)) = g−1f .
We show that α¯ is injective. Let
∑n
j=1 fj ⊗ hj ∈ Ker α¯ with f1, . . . , fn
linearly independent over k(X)G. As k(X)G = k(X)G(k), there exist some
g1, . . . , gn ∈ G(k) such that det(gifj) 6= 0 by Artin’s lemma [Bour, §7, n◦1].
Then
0 = g−1i α¯(
∑
j
fj ⊗ hj) =
∑
j
gifj ⊗ hj
for i = 1, . . . , n. This shows that h1, . . . , hn = 0, and hence α¯ is injective, as
desired.
Let Z be the scheme theoretic image of Φ. Then by the last paragraph,
k(Z) ∼= Q(k(X) ⊗k(X)G k(X)). Hence dimZ = 2dimX − tdegk k(X)G. On
the other hand, Φ−1Φ(g, x) ∼= gGx for g ∈ G and x ∈ X . Thus dimZ =
dimX + s. So s = dimX − tdegk k(X)G = tdegk k(X) − tdegk k(X)G, as
desired.
(5.7) Let S be a finitely generated k-algebra domain. Set rS = r =
tdegk Q(S)−tdegkQ(SG), and sS = s = tdegkQ(S)−tdegkQ(S)G, as before.
Obviously, r ≥ s in general.
Lemma 5.8. If S is normal, then Q(SG) = Q(S)G if and only if r = s.
Proof. To say that r = s is the same as tdegkQ(S
G) = tdegkQ(S)
G. Or
equivalently, the extension Q(SG) → Q(S)G is algebraic. So the ‘only if’
part is obvious.
We prove the ‘if’ part. Set A = SG. Let α ∈ Q(S)G. By assumption, α
is integral over A[1/a], for some a ∈ A \ {0}. As α is integral over S[1/a],
α ∈ Q(S[1/a]), and S[1/a] is normal, α ∈ S[1/a]. So α ∈ S[1/a] ∩Q(S)G =
S[1/a]G = A[1/a] ⊂ Q(A), as desired.
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Corollary 5.9. If S is normal, then Q(SG) = Q(S)G if and only if there
exists some closed point x ∈ SpecS such that dimGx ≥ r.
Proof. As s = max{dimGx | x ∈ X}, there exists some closed point x ∈
SpecS such that dimGx ≥ r if and only if s ≥ r. As r ≥ s is always true, this
is equivalent to say that s = r. The assertion follows from Lemma 5.8.
6. Examples
(6.1) Let n ≥ m ≥ t ≥ 2 be positive integers, V = km, W = kn, and
M := V ⊗W . Let v1, . . . , vm and w1, . . . , wn respectively be the standard
bases of V and W . Note that GLm ×GLn = GL(V )×GL(W ) acts on M in
a natural way. Let U ⊂ GLm be the subgroup of unipotent upper triangular
matrices. Then U is connected, and k¯ ⊗k U does not have a nontrivial
character. Note that SymM = k[xij ]1≤i≤m, 1≤j≤n is a polynomial ring in mn
variables, where xij = vi ⊗ wj. The ideal It of SymM generated by the
t-minors of (xij) is a GLm-stable ideal. Set S := k[M ]/It.
The class group Cl(S) of S is Z, see [BV, (8.4)]. So S is not a UFD. Let
P be the ideal generated by the (t−1)-minors of the first (t−1) rows of (xij).
Then P is U -stable, and the class 〈P 〉 of P in the class group Cl(S) ∼= Z is
a generator, see [BV, (8.4)].
As It is GLm × GLn-stable, GLm × GLn acts on S in a natural way. By
[Gro, Theorem 9], SU is finitely generated over k.
Note that SU ∼= ⊕λ∇GLn(λ) as a GLn-algebra, where λ runs through
all the sequences (λ1, . . . , λt−1) such that λ1 ≥ · · · ≥ λt−1 ≥ 0, and ∇GLn(λ)
denotes the dual Weyl module of highest weight λ. Letting ∇GLn(λ) be of
degree λ1 + · · ·+ λt−1, such a GLn-algebra has the same Hilbert function as
the Cox ring of GLn/P, where P is the parabolic subgroup of (aij) ∈ GLn
with aij = 0 for j > i < t. The dimension of GLn/P is (t− 1)(n− t/2), and
the rank of the class group of GLn/P is t−1. So dimSU = (t−1)(n+1−t/2).
On the other hand, PU = IUt−1, and hence it is easy to see that S
U/PU ∼=
(S/It−1)
U , and its dimension is (t − 2)(n + 1 − (t − 1)/2). So the height of
PU is n− t+ 2 ≥ 2.
In order to apply Theorem 4.25 to conclude that SU is a UFD, it remains
to show that there is an orbit U · x of SpecS whose dimension is equal to
dimS − dimSU by Corollary 5.9. Note that dimS = (t− 1)(m+ n− t + 1)
by [BV, (1.1)]. So dimS − dimSU = (t− 1)(m− t/2).
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Next, Spec SymM =M∗ = V ∗ ⊗W ∗ ∼= Hom(W,V ∗) ∼= Mat(m,n; k). As
matrices, g ∈ GLm acts on A ∈ M∗ = Mat(m,n; k) by g · A = tg−1A, where
the product on the right hand side is the usual multiplication of matrices.
Set x ∈ (SpecS)(k) = {A ∈ Mat(m,n; k) | rankA < t} to be the matrix
x =
(
Et−1 Ot−1,n−t+1
Om−t+1,t−1 Om−t+1,n−t+1
)
,
where Oi,j is the i × j zero matrix, and Et−1 is the identity matrix of size
t− 1.
Then
U · x = U−x =
{(
U−t−1 Ot−1,n−t+1
∗ Om−t+1,n−t+1
)}
,
where U− (resp. U−t−1) is the group of m×m (resp. (t−1)×(t−1)) unipotent
lower triangular matrices. So dimU · x = (t− 1)(m− t/2), as desired. This
proves that SU is a UFD.
There is another way to show that SU is a UFD. Some more argument
shows that SU is isomorphic to the Cox ring of GLn/P (we omit the proof).
We can invoke [EKW, Corollary 1.2].
(6.2) Let k be a field of characteristic 3. Let G be the cyclic group Z/3Z
with the generator σ. Let Λ be the group algebra ZG, and M the left
ideal Λ(1 − σ) of Λ. Then G acts on the group algebra S = kM . Let
A = 1−σ and B = σ(1−σ). Then S = k[A±1, B±1] is the Laurent polynomial
ring, and G acts on S via σA = B, and σB = (AB)−1. So G acts on
SpecS ∼= A2 \ {the coordinate lines} via σ(x, y) = (1/xy, x). Thus the only
fixed point is (1, 1), and G acts freely on SpecS \ {(1, 1)}. Thus the action
of G on S is effective (i.e., G→ AutS is injective), and SpecS → SpecSG is
e´tale in codimension one. As S is a UFD, the class group of SG is H1(G, S×)
by [Fos, (16.1)].
Let u ∈ S×. Then there exists some (m,n) such that
AmBnu ∈ k[A,B]× = k×.
So we have an isomorphism of Λ-modules S× ∼= k× ⊕M . Now we compute
the cohomology group of S. Take the resolution
F : · · · 1−σ−−→ Λ 1+σ+σ2−−−−→ Λ 1−σ−−→ Λ→ 0
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of the trivial Λ-module Z. Then HomG(F, N) is
· · · 1−σ←−− N 1+σ+σ2←−−−− N 1−σ←−− N ← 0
for any Λ-module N . If N = k×, then 1 − σ on N is the zero map, while
1+σ+σ2 is the action of 3. Namely, the map α 7→ α3. So H1(G, k×) = Ker 3
is trivial. On the other hand, if N = M , then 1 + σ + σ2 on N is zero, and
H1(G,M) ∼= M/M(1− σ) ∼= Z/3Z. This shows that Cl(SG) ∼= H1(G, S×) ∼=
Z/3Z is not trivial, and SG is not a UFD.
On the other hand, there is no nontrivial homomorphism G → S× ∼=
k× ⊕M , since k is of characteristic 3, and M is torsion free. This example
shows that the assumption (iii) in Theorem 1.1 cannot be removed.
We compute SG more precisely. Let D be the group algebra kΛ. Then
D = k[X±11 , X
±1
2 , X
±1
3 ] is a Laurent polynomial ring (here X1 = 1, X2 = σ,
andX3 = σ
2) on which G acts via σX1 = X2, σX2 = X3, and σX3 = X1. The
subalgebra C := k[X1, X2, X3] is a G-subalgebra, and it is well-known that
CG = k[e1, e2, e3,∆], where ei is the ith elementary symmetric polynomial,
and ∆ = (X2 −X1)(X3 − X1)(X3 − X2). So localizing by e3, we have that
DG = k[e1, e2, e3,∆, e
−1
3 ]. The action of G on D preserves the grading, where
degXi = 1. Then letting A = X1/X2 and B = X2/X3, S is the degree
zero component of D. Thus SG is the degree zero component of DG. It
is k[e31/e3,∆/e3, e
3
2/e
2
3, e1e2/e3]. Note that e
3
1/e3 is an irreducible element in
SG. It does not divide e1e2/e3, but (e
3
1/e3)(e
3
2/e
2
3) = (e1e2/e3)
3. This shows
that e31/e3 is not a prime element. This computation also shows that S
G is
not a UFD.
(6.3) Let k be a field. Let k¯ denote its algebraic closure. Let x ∈ k¯ \ k
such that t = x2 ∈ k. Let G be the closed subset of GL2(k)
G =
{(
a b
c d
)
| ad− bc 6= 0, a = d, b = tc
}
⊂ GL2(k).
It is easy to see that G is a closed subgroup of GL2(k), and is smooth over k
and connected. Note also that G is two-dimensional and commutative. Let
us write
k[G] = k[A,B,C,D, (AD−BC)−1]/(A−D,B− tC) ∼= k[A,C, (A2− tC2)−1].
Then it is easy to see that f = A + xC is a group-like element of S =
K ⊗k k[G], where K = k(x). S is finitely generated over k and is a domain.
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With the right regular action, S is a G-algebra, and ω(f) = f⊗A+xf⊗C ∈
Sf ⊗k k[G]. So ωS(Sf) ⊂ Sf ⊗k k[G], and Sf is a G-ideal. However, f is
not a semiinvariant. It is a semiinvariant of K ⊗k G. Thus the assumption
that X(G)→ X(K ⊗k G) is surjective in Lemma 4.13 is really necessary.
(6.4) Let k = R. Then
G =
{(
a −b
b a
)
| a2 + b2 = 1
}
⊂ GL2(k)
is an anisotropic one-dimensional torus. Let G act on S = C[x, y, s, t] by
(
a −b
b a
)
x = (a+ b
√−1)x,
(
a −b
b a
)
y = (a+ b
√−1)y,
(
a −b
b a
)
s = (a− b√−1)s,
(
a −b
b a
)
t = (a− b√−1)t
(G acts trivially on C). Then S is a finitely generated UFD over R, G is
connected, X(G) is trivial (however, X(C ⊗R G) is nontrivial), but SG =
C[xs, xt, ys, yt] is not a UFD. The assumption that X(G) → X(K ⊗k G) is
surjective in Corollary 4.27 cannot be removed.
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