1] We describe and evaluate atmospheric chemistry in the newly developed Geophysical Fluid Dynamics Laboratory chemistry-climate model (GFDL AM3) and apply it to investigate the net impact of preindustrial (PI) to present (PD) changes in short-lived pollutant emissions (ozone precursors, sulfur dioxide, and carbonaceous aerosols) and methane concentration on atmospheric composition and climate forcing. The inclusion of online troposphere-stratosphere interactions, gas-aerosol chemistry, and aerosol-cloud interactions (including direct and indirect aerosol radiative effects) in AM3 enables a more complete representation of interactions among short-lived species, and thus their net climate impact, than was considered in previous climate assessments. The base AM3 simulation, driven with observed sea surface temperature (SST) and sea ice cover (SIC) over the period 1981-2007, generally reproduces the observed mean magnitude, spatial distribution, and seasonal cycle of tropospheric ozone and carbon monoxide. The global mean aerosol optical depth in our base simulation is within 5% of satellite measurements over the 1982-2006 time period. We conduct a pair of simulations in which only the short-lived pollutant emissions and methane concentrations are changed from PI (1860) to PD (2000) levels (i.e., SST, SIC, greenhouse gases, and ozone-depleting substances are held at PD levels). From the PI to PD, we find that changes in short-lived pollutant emissions and methane have caused the tropospheric ozone burden to increase by 39% and the global burdens of sulfate, black carbon, and organic carbon to increase by factors of 3, 2.4, and 1.4, respectively. Tropospheric hydroxyl concentration decreases by 7%, showing that increases in OH sinks (methane, carbon monoxide, nonmethane volatile organic compounds, and sulfur dioxide) dominate over sources (ozone and nitrogen oxides) in the model. Combined changes in tropospheric ozone and aerosols cause a net negative top-of-the-atmosphere radiative forcing perturbation (À1.05 W m À2 ) indicating that the negative forcing (direct plus indirect) from aerosol changes dominates over the positive forcing due to ozone increases, thus masking nearly half of the PI to PD positive forcing from long-lived greenhouse gases globally, consistent with other current generation chemistry-climate models.
Introduction
[2] Although long-lived greenhouse gases in the atmosphere are the dominant contributors to climate change, short-lived climate forcing agents including tropospheric ozone (O 3 ) and sulfate and carbonaceous aerosols have also contributed considerably to the radiative forcing of climate since preindustrial times [Forster et al., 2007] . Several studies have demonstrated the importance of future evolution of short-lived climate forcers on the climate system Levy et al., 2008 Levy et al., , 2013 Menon et al., 2008; Liao et al., 2009 ], yet the net climate impact of these species from preindustrial (PI) to present day (PD) is quite uncertain not only because of the uncertainties in their emission estimates and atmospheric burdens, but also due to their competing radiative effects. For example, increases in tropospheric ozone and black carbon contribute to climate warming, while increases in sulfate and organic carbon cool the Earth's climate [Forster et al., 2007; Koch et al., 2009 Koch et al., , 2011 . Additionally, aerosols affect the radiation budget indirectly by interacting with clouds, resulting in either a warming or cooling [Lohmann and Feichter, 2005; Forster et al., 2007; Koch and Del Genio, 2010; Mahowald et al., 2011] . The goal of this study is to document and evaluate tropospheric chemistry in the newly developed Geophysical Fluid Dynamics Laboratory chemistry-climate model (GFDL AM3) and apply it to investigate the net impact of PI to PD changes in short-lived pollutant emissions on atmospheric composition and climate forcing. The inclusion of online troposphere-stratosphere interactions, gas-aerosol chemistry, and aerosol-cloud interactions (including direct and indirect aerosol radiative effects) in AM3 enables a more complete representation of interactions among short-lived species, and thus their net climate impact, than was considered in previous climate assessments [e.g., Forster et al., 2007] .
[3] Short-lived pollutants interact in many ways to influence the atmospheric chemical composition and the Earth's radiation budget . Changes in emissions of tropospheric ozone precursors, including nitrogen oxides (NO x ), carbon monoxide (CO), methane (CH 4 ), and nonmethane volatile organic compounds (NMVOCs), influence the abundance of tropospheric ozone and its radiative forcing on climate. In addition, they affect the oxidizing capacity of the atmosphere, thereby influencing the lifetime of CH 4 , itself a near-term climate forcer and an ozone precursor [Fuglestvedt et al., 1999; Wild et al., 2001; Fiore et al., 2002; Naik et al., 2005; West et al., 2007] . Changes in the oxidant levels (driven by changes in ozone and its precursors) can also impact the atmospheric burden of aerosols [Liao et al., 2003; Unger et al., 2006; Bauer et al., 2007] . Changes in aerosol burdens, either induced by chemistry or via direct controls on their (or their precursor) emissions, impact heterogeneous chemistry, modify the atmospheric radiation budget, and alter cloud properties, influencing ozone photochemistry [Martin et al., 2003; Bian et al., 2003; Lamarque et al., 2005a; Menon et al., 2008; Unger et al., 2009] and the hydrological cycle [Lohmann and Feichter, 2005; Rosenfeld et al., 2008] . Furthermore, anthropogenic emissions of short-lived pollutants are strongly tied to economic development and modulated by air pollution controls. Spatially heterogeneous emissions combined with nonlinear chemical interactions result in strong spatial and temporal gradients of short-lived climate forcers and, in turn, an inhomogeneous, highly uncertain climate response.
[4] Prior studies investigating the climate impact of shortlived pollutants generally relied on chemistry-transport models (CTMs) to first simulate the atmospheric distributions of shortlived species and then imposed these precomputed distributions in a radiation or climate model to calculate the resulting climate forcing or response [Forster et al., 2007] . The recent development of coupled chemistry-climate models has enabled simulations of aerosol-ozone-climate interactions and feedbacks, thus providing an improved understanding of the role of short-lived climate forcers in the climate system. For example, Liao et al. [2009] applied a coupled global atmosphere-tropospheric chemistry-aerosol model with a simplified ocean module to investigate the impact of future ozone and aerosols on tropospheric composition and climate, while Koch et al. [2011] studied the impact of historical changes in ozone and aerosols using a fully coupled global ocean-atmosphere-aerosol-chemistry model. Although the models of Liao et al. [2009] and Koch et al. [2011] are much advanced than those applied in previous studies [Forster et al., 2007; Levy et al., 2008] , neither considered aerosol indirect radiative effects which could alter their estimates.
[5] Here, we build upon earlier studies by applying the GFDL AM3, a newly developed chemistry-climate model that includes troposphere-stratosphere coupling, gas-aerosol chemistry, and aerosol-cloud interactions, to investigate the effects of short-lived pollutant emissions on climate forcing. Specifically, we assess the changes in atmospheric composition and the impact on climate forcing resulting from the PI (1860) to PD (2000) changes in short-lived pollutants (emissions of ozone precursors, SO 2 and carbonaceous aerosols, and CH 4 concentration) with fixed sea surface temperatures (SSTs). This experimental setup allows us to simulate the fast atmospheric responses from combined changes in ozone and aerosols, which we diagnose as radiative forcing perturbation (RFP) following Hansen et al. [2005] . RFP has been shown to be a better indicator of the climate response to short-lived forcings than the traditional radiative forcing [Hansen et al., 2005; Lohmann et al., 2010] . In section 2, we describe the key features of the AM3 model and discuss the emissions and boundary conditions implemented in the model. We evaluate the results of a base simulation against observations in section 3. The impact of PI to PD changes in short-lived pollutant emissions and CH 4 concentration on atmospheric composition and climate forcing is presented in section 4. Finally, overall results are discussed and conclusions are drawn in section 5.
Model Description
[6] The AM3 model, the atmospheric component of the GFDL coupled model (CM3) Griffies et al., 2011] , is developed from the GFDL AM2 model [GFDL Global Atmospheric Model Development Team, 2004, hereafter GAMDT04] and has been applied recently to address key questions in chemistry-climate interactions [Fang et al., 2011; Rasmussen et al., 2012; John et al., 2012; Turner et al., 2013] . In addition to the dynamical and physical updates described by Donner et al. [2011] , the primary new feature of the model is that it simulates tropospheric and stratospheric chemistry interactively (with feedback to atmospheric radiation) over the full model domain. This unified representation of tropospheric and stratospheric chemistry in AM3 obviates prescribing the concentrations of chemical species important for calculating radiation balance as previously done (GAMDT04 [Delworth et al., 2006] ), thereby removing inconsistencies between the model-generated meteorology and the atmospheric distributions of the forcing agents. The model uses a finite-volume dynamical core on a horizontal domain consisting of, in its standard configuration, 6 × 48 × 48 cubed-sphere grid with the grid size varying from 163 km (at the six corners of the cubed sphere) to 231 km (near the center of each face), a resolution denoted as C48. The vertical domain of the model extends from the surface up to 0.01 hPa (86 km) with 48 vertical hybrid sigma pressure levels. Chemical species undergo transport (advection, vertical diffusion, and convection) in accordance with the AM3 model physics as described by Donner et al. [2011] . An additional key feature of the AM3 model physics is that it represents aerosols and clouds in a self-consistent way [Ming and Ramaswamy, 2009; Donner et al., 2011; Golaz et al., 2011] , thus accounting for aerosol-cloud interactions and indirect effects of aerosols. Below we describe in detail the chemistry represented in AM3.
Chemistry
[7] Tropospheric trace gas chemistry in AM3 is based on a modified version of the chemical scheme used in the Model for OZone and Related Tracers version 2 (MOZART-2) [Horowitz et al., 2003 . It includes reactions of NO x -HO x -O x -CO-CH 4 and other NMVOCs. Sulfate aerosols are produced chemically in the model via the fully coupled gas and aqueous phase oxidation of SO 2 by OH, O 3 , and H 2 O 2 and the gas-phase oxidation of dimethyl sulfide (DMS). Organic carbonaceous aerosols are modeled as directly emitted primary organic aerosols (POA) and secondary organic aerosols (SOA) formed by the oxidation of natural and anthropogenic NMVOCs. The natural source of SOA includes 30.4 Tg C yr À1 produced from the rapid oxidation of biogenic terpenes based on Dentener et al. [2006] , and the anthropogenic source includes 9.6 Tg C yr À1 from the OH-induced oxidation of butane calculated following Tie et al. [2005] . Both the natural and anthropogenic SOA sources have been calculated offline and do not vary with time in the current version of the model. Black carbon and primary organic carbon are converted from hydrophobic to hydrophilic state with an e-folding time of 1.44 days, within the range of values previously applied in global models [Kanakidou et al., 2005] . Nitrate aerosols are simulated but do not impact radiation calculations in this version of the model. Recent studies estimate that PI to PD changes in nitrate aerosols have contributed only slightly to the aerosol forcing on climate although future reductions in sulfate precursors combined with increases in the emissions of ammonia may lead to a stronger role of nitrate aerosols in the coming decades Bellouin et al., 2011] . The size distribution of sea salt and mineral dust aerosols is represented by five size bins each, ranging from 0.1 to 10 μm (dry radius).
[8] Representation of stratospheric chemistry is based on the formulation of Austin and Wilson [2010] that includes the major stratospheric ozone loss cycles (O x , HO x , NO x , ClO x , and BrO x ) and heterogeneous reactions on sulfate aerosols (liquid ternary solutions) and polar stratospheric clouds (nitric acid trihydrate (NAT) and water-ice). Heterogeneous reactions on liquid ternary solutions are represented based on Carslaw et al. [1995] , and those on NAT polar stratospheric clouds are calculated as in Hanson and Mauersberger [1988] . The rates of change of inorganic chlorine (Cl y ) and inorganic bromine (Br y ) are parameterized as a function of tropospheric concentrations of source gases (CFC11, CFC12, CH 3 Cl, CCl 4 , CH 3 CCl 3 , and HCFC22 for Cl y , and CH 3 Br, Halon1211, and Halon1301 for Br y ) for computational efficiency to avoid transporting additional tracers in the model (discussed in detail by Austin et al., 2013) . Changes in stratospheric ozone and water vapor feedback to the atmospheric radiation, thereby coupling the climate and chemistry.
[9] The model simulates the atmospheric concentrations of 97 chemical species listed in Table 1 throughout the model  domain, of which 16 are aerosol species, undergoing 171  gas-phase reactions, 41 photolytic reactions, and 16 heterogeneous reactions in the model. Kinetic reaction rates are based on JPL 2006 [Sander et al., 2006] . Clear-sky photolysis frequencies are computed using a multivariate interpolation table resulting from calculations using the Tropospheric Ultraviolet and Visible radiation model version 4.4 [Madronich and Flocke, 1998 ]. Photolysis frequencies are adjusted for simulated overhead stratospheric ozone column, surface albedo, and clouds but do not account for simulated aerosols. The chemical system is solved numerically using a fully implicit Euler backward method with Newton-Raphson iteration, as in Horowitz et al. [2003] . Changes in tropospheric ozone and aerosols feedback to atmospheric radiation.
Deposition
[10] Except for ozone and peroxyacetyl nitrate (PAN), monthly mean dry deposition velocities of gaseous species (shown with a superscript letter "a" in Table 1 ) are from Horowitz et al. [2003] calculated offline using a resistancein-series scheme [Wesely, 1989; Hess et al., 2000] . Dry deposition velocities for ozone are taken from Bey et al. [2001] , and those for PAN are from a simulation of MOZART version 4 that included updates to the resistance-in-series scheme as described by Emmons et al. [2010] . A diurnal cycle is imposed on the monthly mean deposition velocity for ozone as in Horowitz et al. [2003] . Dry deposition of aerosols includes gravitational settling and impaction at the surface by turbulence [Li et al., 2008; Donner et al., 2011] .
[11] Wet deposition of soluble gaseous species includes incloud and below-cloud scavenging by large-scale (ls) and convective clouds (cv) and is simulated as first-order loss processes. In-cloud scavenging of soluble gases (shown with a superscript letter "b" in Table 1 ) is calculated using the scheme of Giorgi and Chameides [1985] . Below-cloud wet scavenging is only considered for large-scale precipitation and is computed for gases following Henry's law as described in Brasseur et al. [1998] . The wet deposition parameterization of gases and aerosols in AM3 is summarized by Donner et al. [2011] , with additional details provided here in Appendix A.
Emissions and Lower Boundary Conditions
[12] Surface emissions of chemical species are from the new emissions data set of Lamarque et al. [2010] , developed for chemistry-climate model simulations for the Climate Model Intercomparison Project Phase 5 (CMIP5) in support of the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (AR5). The inventory provides monthly mean gridded emissions of reactive chemical species, including ozone precursors and aerosols (and their precursors), at a horizontal resolution of 0.5°latitude × 0.5°l ongitude for each decade beginning from 1850 to 2000. Emissions originating from anthropogenic sources (defined to include energy use in stationary and mobile sources, industrial processes, and domestic and agricultural activities), open biomass burning (includes burning of grasslands and forests), ships, and aircraft are provided. Surface anthropogenic emissions for the base year 2000 are generated by aggregating existing regional and global emission inventories [2010] for more details). Monthly emissions are given for all sources; however, there is no seasonal variation in anthropogenic and ship emissions. Since no information on the vertical distribution of biomass burning emissions was provided in the original data set, we followed the recommendations of Dentener et al.
[2006] to distribute these emissions over six ecosystem-dependent altitude levels between the surface and 6 km. Emissions from agricultural waste burning and fuelwood burning, which are usually specified with biomass burning, are included in anthropogenic residential sector emissions. [13] The inventory includes ship emissions from international and domestic shipping and fishing, which are based on a recent assessment by Eyring et al. [2009] . As noted by Lamarque et al. [2010] , the spatial distribution of ship emissions does not account for dispersion, chemical transformation, and subgrid-scale loss processes, which may lead to an overestimate of ozone formation in global models. The inventory also includes aircraft emissions of nitrogen oxide and black carbon based on calculations using the FAST model [Lee et al., 2005] for the European Quantify project (http://www.pa.op.dlr.de/quantify/). Emissions are provided at altitude levels from about 0.3 to 15 km. As aircraft SO 2 emissions are not provided in the inventory, we calculate these by scaling the aircraft emissions of black carbon (BC) by an emission ratio of 25 g SO 2 /g BC [Henderson et al., 1999; Hendricks et al., 2004] .
[14] Estimates of emissions from natural sources, including plants, soils, or oceans, are not provided by Lamarque et al. [2010] . We, therefore, use natural emissions (biogenic/soil and oceanic sources in Table 2 ) for gaseous species, including isoprene, from the Precursors of Ozone and their Effects in the Troposphere inventory for PD (corresponding to year 2000) [Granier et al., 2005; Emmons et al., 2010] . Natural emissions vary from month to month; however, they do not respond to changes in climate, vegetation, or land use. Soil emissions of NO x resulting from agricultural activities are included in the anthropogenic sector in the emission inventory of Lamarque et al. [2010] . Natural soil NO x emissions are set to the PI value of 3.6 Tg N yr À1 following Yienger and Levy [1995] and are assumed to be constant in time. Lightning NO x emissions in the model are calculated following Horowitz et al. [2003] as a function of subgrid convection parameterized in AM3 , resulting in a mean 1981-2000 total source of 4.5 ± 0.2 Tg N (as NO) per year with diurnal, seasonal, and interannual variability based on the model meteorology.
[15] Direct emissions of POA from biological activity in the ocean [O'Dowd et al., 2004] as a function of sea surface temperature and surface winds that vary with climate are also included. DMS emissions are calculated using an empirical function of prescribed fixed monthly mean DMS concentration in sea water and wind speed at 10 m, as described by Chin et al. [2002] . Dust emissions are parameterized following Ginoux et al. [2001] , and sea salt particles are emitted from the ocean according to Monahan et al. [1986] . Thus, emissions of oceanic POA and DMS, dust, and sea salt are dependent on the simulated meteorology in the model.
[16] Volcanic emissions implemented in the model are described by Donner et al. [2011] . Briefly, annual mean sulfur emissions (as SO 2 ) for continuous degassing and explosive volcanoes are from Dentener et al. [2006] . Given the large uncertainties in baseline volcanic emissions, these emissions are multiplied by a factor of 0.25, which is found to best match the observed SO 2 and sulfate concentrations in regions dominated by volcanic sources. Emissions from explosive volcanoes are injected 500 to 1500 m above volcano tops, while those from continuously degassing volcanoes are placed in the upper third of volcanoes. A time series of spatially distributed volcanic optical properties is imposed following Stenchikov et al. [2006] in the stratosphere to account for the lack of stratospheric aerosol microphysics.
[17] Global total emissions for years 1860 and 2000 are presented in Table 2 . The global distribution of the absolute change in annual mean surface emissions of NO, CO, NMVOCs, black carbon, organic carbon, and SO 2 from 1860 to 2000 in Figure 1 shows that although global mean emissions increase (Table 2) , emissions of some species decrease in some regions. For example, emissions of black carbon and organic carbon from the United States are lower in 2000 compared with 1860, driven by decreases in domestic fuel and biomass burning.
[18] Globally uniform concentrations of well-mixed greenhouse gases (WMGHGs), including carbon dioxide (CO 2 ), nitrous oxide (N 2 O), CH 4 , and ozone-depleting substances (ODSs including CFC-11, CFC-12, CFC-113, CCl 4 , CH 3 Cl, CH 3 CCl 3 , HCFC-22), are specified for radiation calculations from the Representative Concentration Pathways database (http://www.iiasa.ac.at/web-apps/tnt/RcpDb/) developed for climate model simulations for CMIP5 in support of IPCC-AR5 . Global mean concentrations of CH 4 and N 2 O are specified at the surface as lower boundary conditions for chemistry. Tropospheric mixing ratios of halogen source gases are specified for the parameterization of the stratospheric source of Cl y and Br y .
Simulations
[19] We perform a base simulation of AM3 for the period 1980-2007 forced with interannually varying observed sea surface temperatures (SSTs) and sea ice cover (SIC) [Rayner et al., 2003] , following the Atmospheric Model Intercomparison Project (AMIP) configuration. This simulation was forced with time-varying annual mean WMGHG and ODS concentrations, and short-lived pollutant emissions (with emissions for 1980-2000 from Lamarque et al. [2010] and post-2000 following the Representative Concentration Pathway 4.5 projection from Lamarque et al. [2011] ). The short-lived pollutant emissions, provided at decadal increments (see section 2.3), are interpolated linearly for intermediate years within the model. The simulation was run for 28 years with the first year for initial spin-up. We analyze results from this simulation in section 3 to evaluate the capability of AM3 to simulate the atmospheric chemical composition.
[20] We perform two additional simulations of AM3 (Table 3) to investigate the impact of changes in emissions of short-lived species from PI to PD levels. These simulations follow the configuration designed by the Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP) [Lamarque et al., 2013] . The "2000" simulation uses prescribed climatological monthly mean SST and SIC for the decade 1995-2004 taken from one ensemble member of the five-member ensemble historical simulation of the GFDL coupled model (GFDL CM3) conducted according to the CMIP5 specifications in support of the IPCC-AR5 [John et al., 2012; Austin et al., 2013] . Concentrations of WMGHGs, including CO 2 , CH 4 , N 2 O, and ODSs, and emissions of short-lived pollutants (nonmethane ozone precursors and aerosols) are set to their year 2000 values. The "1860" simulation uses the same configuration, including the SST and SIC boundary conditions and WMGHG concentrations, except that short-lived pollutant emissions are set to their 1860 values as shown in Table 2 and surface concentrations of CH 4 , a key ozone precursor [West et al., 2007] , are set to their 1860 level (805 ppbv). CH 4 is held at its PD value (1751 ppbv) for radiation calculations in both the 1860 and the 2000 simulations; hence, any radiative flux changes between the 2000 and 1860 simulations result from forcing by ozone and aerosols and not by CH 4 . Volcanic aerosols in the stratosphere are turned off in both these simulations. Emissions of all short-lived species, except dust, sea salt, DMS, and oceanic POA, do not include interannual variability in the 1860 and 2000 simulations as they are repeated over the run length. The dependence of dust, sea salt, DMS, and oceanic POA emissions on the simulated meteorology produces small differences in their emissions between the PD and PI (Table 2 ) simulations contributing to their burden changes, which are found to be statistically insignificant at 95% confidence level. To obtain a good signal-to-noise ratio, both simulations were run for 11 years with 1 year for spin-up.
[21] We compare results from the 1860 and 2000 simulations in section 4 to assess the impact of PI to PD changes in short-lived pollutant emissions and CH 4 burden on atmospheric composition and radiative forcing (only due to changes in ozone and aerosols). While the configuration with prescribed climatological SST and SIC is computationally efficient as opposed to running the full coupled model, contrasting these simulations provides an estimate of the fast atmospheric responses, but not the slow feedbacks that involve ocean surface temperature changes [Haywood et al., 2009 ].
Model Evaluation
[22] We analyze mean results for the 1981-2000 time period from our base simulation, unless noted otherwise. The atmospheric physics and dynamics simulated in this model integration have been evaluated in detail by Donner et al. [2011] . In the following subsections, we focus on the evaluation of the simulated tropospheric ozone, CO, aerosols, and hydroxyl radical. We also compare with climatological aircraft observations of ozone, nitric oxide (NO), PAN, and propane (C 3 H 8 ) [Emmons et al., 2000] , noting that future work with targeted analyses of individual field campaigns should provide better insights into the source of model biases. Additionally, the photochemistry in AM3 has been evaluated in the context of the scientific questions addressed using the model (for example, ozone-temperature relationship [Rasmussen et al., 2012] , transport of Asian pollution to surface air in the U.S. [Lin et al., 2012a] , influence of strat-trop exchange on surface ozone [Lin et al., 2012b] , and sensitivity of tropospheric oxidants to biomass burning emissions [Mao et al., 2013a] ). Further, detailed evaluation of atmospheric composition simulated by AM3 has been performed within the ACCMIP effort [Bowman et al., 2013; Lee et al., 2013; Naik et al., 2013; Shindell et al., 2013; Young et al., 2013] .
Ozone
[23] An annual global tropospheric (defined as the atmospheric domain in which annual mean ozone concentration is less than 150 ppbv) ozone burden of 360 Tg simulated by AM3 (Table 4) is within 10% of 335 ± 10 Tg derived from an observation-based ozone climatology [Wild, 2007 [Wild, , 2001 ]. The photochemical production and destruction of ozone are 5753 ± 244 Tg yr À1 and 5019 ± 204 Tg yr À1 , respectively. Net photochemical production of 734 ± 44 Tg yr À1 in the troposphere exceeds the stratospheric influx (diagnosed in AM3 as the net dynamical flux across the tropopause) of 450 ± 26 Tg yr À1 . Tropospheric loss by dry deposition at the surface accounts for 1205 ± 20 Tg yr À1 . The simulated tropospheric ozone lifetime, calculated as the ratio of ozone burden and the total loss rate (photochemical loss plus surface deposition), is 21.1 days. A recent intercomparison of tropospheric ozone budget from 21 global models [Stevenson et al., 2006] , mostly CTMs, estimates the mean tropospheric ozone production, loss, dry deposition, stratospheric influx (inferred as the residual of all other budget terms), and lifetime to be 5110 ± 606 Tg yr À1 , 4668 ± 727 Tg yr À1 , 1003 ± 200 Tg yr À1 , 552 ± 168 Tg yr À1 , and 22.3 days, respectively, for PD (year 2000) , where the range is the multimodel standard deviation. The AM3 budget terms are within the range of these numbers, with the ozone production, loss, and dry deposition at the high end, while AM3 stratospheric flux is at the lower end of the multimodel mean. The global budget of tropospheric ozone simulated by AM3 is within the range of global PD tropospheric ozone budgets from modeling studies post-2000 [Wu et al., 2007] , but the AM3 mean tropospheric ozone burden of 360 Tg is at the high end of the range (332 ± 30 Tg) of the more recent ACCMIP project [Young et al., 2013] .
[24] We evaluate the simulated seasonal cycle of ozone in the lower stratosphere and troposphere by comparison with ozonesonde measurements made between 1995 and 2009. The observations are taken from the climatology described by Tilmes et al. [2012] built on previous work by Logan [1999] . Since the observed data are for 1995-2009, we compare the base simulation averaged over both 1981-2000 and 1995-2007 time periods ( Figure 2 ) and find little difference in the AM3 ozone averaged over these separate periods, so we focus our evaluation on the 1995-2007 time period (shown in blue in Figure 2 ). At northern high-latitude sites (Alert and Resolute), AM3 reproduces much of the seasonal variation in ozone (correlation coefficient r calculated using monthly averaged observed and model data ranges between 0.8 and 0.9) for all vertical levels. The model overestimates the observed ozone concentrations by 9-13 ppbv in the lower (800 hPa) and middle (500 hPa) troposphere but underestimates observations by 40-50 ppbv in the upper troposphere (200 hPa). This low bias at 200 hPa is consistent with the underestimate of lower stratospheric ozone at northern high latitudes attributed to a deficiency in model transport [Donner et al., 2011, Figure 7] . At northern midlatitudes (Hohenpeissenberg and Wallops Island), the observed seasonal cycle is represented well at 800 and 200 hPa (r > 0.9) but is too weak at 500 hPa. AM3 overestimates ozone concentrations at these sites by up to 12 ppbv with smaller biases in the middle and upper troposphere. The comparison is similar at Southern Hemisphere tropical (Samoa) and midlatitude (Lauder) stations: AM3 represents the ozone seasonal cycle [25] With the exception of a few locations, AM3-simulated ozone concentrations are within 10-15 ppbv of the observed values and reproduce the observed seasonal cycle, consistent with results from other chemistry-climate models [Shindell et al., 2006a; Lamarque et al., 2012] . Biases in AM3 ozone against ozonesonde measurements are similar across the current generation of CTMs and chemistry-climate models which consistently overestimate Northern Hemisphere tropospheric ozone concentrations [Young et al., 2013] .
[26] We compare the AM3 model zonal mean distribution of tropospheric ozone concentrations with the newly released version 5 [Herman et al., 2011] ozone retrieved from the Tropospheric Emission Spectrometer (TES) instrument aboard the NASA-Aura satellite for the period 2005 to 2007 (Figure 3a) . Extensive evaluation of a previous version of TES data against ozonesonde measurements shows that in general, TES has positive biases in the range of 3 to 10 ppbv throughout the troposphere [Nassar et al., 2008] . Similar errors were found when TES version 5 was compared to the same set of ozonesondes that were used in the evaluation of earlier versions [Herman et al., 2011] . We first interpolate the monthly mean AM3 ozone fields for 2005-2007 to TES pressure levels and then apply TES averaging kernels (AKs) and a priori matrix to account for differences in vertical resolution and the influence of clouds [Kulawik et al., 2006] . Aghedo et al. [2011] show that applying the monthly mean TES AKs and a priori profiles to monthly mean model ozone produces negligible biases compared to convolving the simulated ozone with TES AKs each day at the overpass time. We show the difference between AM3 and TES within the troposphere in Figure 3a . We find that zonal mean distribution of AM3 ozone is within ± 4 ppb (À5% to 10%) for much of the lower to middle troposphere (surface-400 hPa) compared with TES observations (Figure 3a ). In the upper troposphere high latitudes, the bias in the AM3 model ranges from 4 to 20 ppbv. Note that TES has an equally high bias in this region, due to decreased sensitivity, as found when TES ozone measured in October 2004 to October 2006 was evaluated against ozonesondes [Nassar et al., 2008; Herman et al., 2011] . Large biases in the upper troposphere where ozone has a greater radiative forcing efficiency [Ramaswamy et al., 2001] could strongly influence the estimated radiative forcing from ozone changes.
[27] Additionally, we use aircraft observations of ozone, NO, PAN, and C 3 H 8 from the Emmons et al. [2000] climatology to evaluate the AM3 distributions ( Figure S1 in the supporting information). Generally, AM3 reproduces the observed vertical structure ozone in the observations ( Figure  S1a ) and matches the observed mixing ratios to within one standard deviation, but has a tendency to overestimate the mixing ratios in the lower to middle troposphere, consistent with the comparison against ozonesonde data. Simulated NO values are generally within the range of the observed values throughout the troposphere ( Figure S1b) , although there is a slight tendency to underestimate values in the upper troposphere. The simulated PAN profiles agree with observations at most sites ( Figure S1c) ; however, there are a few regions (e.g., the TRACE-A and SONEX regions) in which the model underestimates PAN concentrations throughout the troposphere, indicating either insufficient PAN precursors or inadequate transport in the model. AM3 underestimates observed concentrations of C 3 H 8 , a PAN precursor, in these same regions, likely suggesting a missing emission source in or upwind of these regions. Targeted analyses of individual observation campaigns with AM3 are needed to probe more deeply these model biases [e.g., Horowitz et al., 2007; Lin et al., 2012a Lin et al., , 2012b ].
[28] We further evaluate the AM3-simulated surface ozone concentrations by comparison with data from surface observational networks in the United States (Clean Air Status and Trends Network-CASTNet http://www.epa.gov/castnet/) and Europe (European Monitoring and Evaluation Programme-EMEP http://www.nilu.no/projects/ccc/emepdata.html) and with published data from a few rural sites in India [Naja and Lal, 2002; Naja et al., 2003; Reddy et al., 2008] . Ozone measurements at CASTNet and EMEP sites, located in rural and remote areas with minimal urban influence, represent background ozone levels [Tong and Mauzerall, 2006; Reidmiller et al., 2009; Henne et al., 2010] , thus making them ideal for evaluating a global model. We obtain climatological monthly means by averaging data over the total observational record at each station: 1988-2009 and 1987-2008 for CASTNet and EMEP, respectively. Based on geographical and topographical characteristics, we divide the U.S. and , and three sites in India. Black and red solid lines show the monthly mean observed and simulated surface ozone concentrations, respectively, averaged over all the sites falling within each region (defined in Table S1 ). Grey lines show ozone concentrations observed at each site included in the region. Vertical black and dotted red lines depict standard deviation in observed and simulated concentrations across the sites, respectively. For the Indian sites, vertical lines represent standard deviation in measurements.
Europe into six regions and average the data for sites that fall within each region (Table S1 ). Because of the limited number of observations available from India, we compare the model results with observations at each of the three individual sites. Surface ozone observations at Gadanki, Anantapur, and Mount Abu are for the periods 1993-1996 [Naja and Lal, 2002 -2003 [Reddy et al., 2008 ], and 1993 -2000 [Naja et al., 2003 ], respectively.
[29] AM3 broadly reproduces the observed mean seasonal cycle over all the regions of the United States and Europe (r~0.8-0.9) (Figures 4a-4l ). The model reproduces the observed ozone concentrations (biases within 3 ppbv) over high-altitude regions in both the United States and Europe (Figures 4c and 4l) , an improvement over the underestimate by chemical-transport models found by Fiore et al. [2009] . At low-altitude sites, AM3 tends to be higher than the observations. In particular, the model overestimates observed surface ozone concentrations by 15-20 ppbv in the northwest United States (Figure 4a ) and the Mediterranean (Figure 4k) , where most sites are influenced by maritime air masses, suggesting an inadequate representation of chemistry and/or transport in the model. Mean ozone concentration biases are within 5 pbbv for Indian sites (Figures 4m-4o ), except for Gadanki where it exceeds 10 ppbv. AM3 represents the observed seasonal cycle over Anantapur and Gadanki (Figures 4n and 4o) but misrepresents it over the high-altitude Mount Abu (Figure 4m ). While the model simulates a seasonal cycle at Mount Abu that is typical of high-altitude sites with a springtime maximum due to downward transport from the free troposphere, the observed maximum ozone concentration in late autumn and winter has been attributed to the influence of cleaner marine air masses in spring [Naja et al., 2003 ].
[30] Overall, AM3 simulates the observed seasonal cycle and magnitude of surface ozone concentrations but has a tendency to overestimate Northern Hemisphere midlatitude concentrations. This overestimate is a common feature of the current generation of chemistry-transport models [Fiore et al., 2009] and chemistry-climate models [Lamarque et al., 2012] . Positive biases in AM3 ozone over the northern midlatitudes may be related to a combination of factors including emissions, excessive ozone production, and stratospheric intrusion in the model; treatment of isoprene nitrates Ito et al., 2009] ; underestimation of PAN dry deposition [Wu et al., 2012] ; omission of halogen chemistry [Parrella et al., 2012] ; or underestimation of aerosol reactive uptake of HO 2 [Mao et al., 2013b] . Carefully designed sensitivity AM3 simulations that take into account each of these factors will eventually provide more insight into model surface ozone biases.
Carbon Monoxide
[31] Next, we evaluate AM3 simulated CO mixing ratios near the surface against observed climatologies for 18 selected stations in the National Oceanic and Atmospheric Administration Environmental Science and Research Laboratory (NOAA ESRL) Carbon Cycle Cooperative Global Air Sampling Network [Novelli and Masarie, 2010] . Monthly mean data over the period 1988-2009 have been used to create a climatology for each station. AM3 is sampled at the grid box and altitude level corresponding to each station ( Figure 5 ). In general, higher CO concentrations are observed in the Northern Hemisphere than in the Southern Hemisphere because of higher source strength in the Northern Hemisphere. The seasonal cycle at northern high and midlatitudes is strongly a function of photochemistry, with reduced OH abundance and weak vertical mixing resulting in accumulation of CO in the wintertime and increased OH leading to a significant decline in CO concentrations in summer. AM3 underestimates the seasonal variation in CO at all the northern high-and midlatitude sites considered here (Figures 5a-5f ). The discrepancy is largest in late winter and spring when AM3 is biased low by 30-50 ppbv compared with the observations, similar to the multimodel biases discussed by Shindell et al. [2006b] . The negative biases could stem from high OH concentrations (see section 3.3 for a discussion of OH), the neglect of seasonality in anthropogenic CO emissions [Shindell et al., 2006b] , or an underestimate of the total source of CO (direct and indirect from VOCs) in AM3.
[32] Observations show lower CO concentrations in the tropics than those at northern high and midlatitudes because of weaker emissions and more rapid loss. The observed seasonality in the tropics is governed by both anthropogenic and biomass burning emissions, with biomass burning emissions more important close to the equator and in the Southern Hemisphere tropics [Novelli et al., 1998; Duncan et al., 2007] . AM3 underestimates the seasonality and the magnitude of CO observed at most sites in the northern tropics (Figures 5h-5k ). The observed springtime peak CO at Mauna Loa and Mariana Islands is attributed primarily to transport of pollution from Asia [Brasseur et al., 1996; Jaffe et al., 1997 ]. AM3 does not capture the springtime peak at these stations, indicating a possible problem with model transport and/or the magnitude of anthropogenic emissions from Asia. Mariana Islands is also influenced by dry season (spring) biomass burning in Southeast Asia [Jaffe et al., 1997] , where springtime CO concentrations in AM3 are lower than those observed (Figure 5i ), suggesting a problem with biomass burning emissions. AM3 reproduces the observed spring maximum at Christmas Island (Figure 5k ) but simulates a second peak in fall, indicating a problem in the timing of biomass burning emissions. The seasonal cycle of biomass burning emissions in AM3 peaks 3 months too early over southern Africa as evidenced by the simulated CO versus observations at Ascension Island (Figure 5l ), which receives biomass burning outflow from southern Africa [Novelli et al., 1998 ]. AM3 captures fairly well the seasonal cycle at subtropical sites in the Southern Hemisphere (Tutuila, Easter Island) sites, but is biased low. In the southern high and midlatitudes where CO concentrations are generally lower and the seasonality is determined by a combination of biomass burning emissions, oceanic emissions, and in situ hydrocarbon oxidation [Holloway et al., 2000] , AM3 reasonably reproduces the observed magnitude and seasonal variation of CO (Figures 5o-5r ).
[33] We also compare zonal mean AM3 tropospheric CO concentrations for 2005-2007 with those observed by TES (Figure 3b) following the same process of interpolation and application of TES operators (i.e., the TES averaging kernels and a priori matrix) as discussed in section 3.1. The patterns of global TES CO distributions in the troposphere have been found to agree with those from other satellites (e.g., MOPITT [Luo et al., 2007a; Ho et al., 2009] ). TES CO profiles are also found to be within 10% of averaged in situ measurements [Luo et al., 2007b; Lopez et al., 2008] . AM3 underestimates the observed CO abundance by up to 20 ppbv in the northern extratropics throughout the troposphere and by ±10 ppbv in the southern troposphere. Elsewhere, the biases are negligible (less than ±5 ppbv). These results are also consistent with the comparison with surface CO measurements.
Aerosols
[34] Here, we evaluate AM3 simulated aerosol optical depth (AOD) against those retrieved from satellite measurements.
Simulated AOD in our base run has been shown to be somewhat higher than ground-based Sun photometer measurements from the Aerosol Robotic Network, particularly over polluted regions . Figure 6 compares the evolution of AOD retrieved from the advanced very high resolution radiometer (AVHRR) over the ocean from 1982 to 2006 [Geogdzhayev et al., 2002 [Geogdzhayev et al., , 2004 with values from AM3. AM3 reproduces the enhancement, though with weaker amplitude, in total AOD after the eruptions of El Chichόn (March 1982) and Mount Pinatubo (June 1991), followed by a slow decrease as aerosols are removed from the atmosphere. The mean bias of the AM3-simulated global AOD (tropospheric and stratospheric volcanic aerosols) versus the AVHRR observations is À5% over the 24 years with values ranging from À24% in 1982 to +12% in 2004. Over the 1996 to 2006 period, when the fraction of volcanic aerosols in the atmosphere is minimal, the mean bias is +2%. The good agreement at the global scale conceals biases on the regional scale as evident from the comparison of regional distribution of AOD from AM3 and AVHRRR (Figure 6, bottom panel) for the mean 1996-2006 period. AM3 overestimates the observed AOD in the northern midlatitude oceans and underestimates in the Southern Ocean. AM3 also overestimates observed AOD in the tropical and subtropical oceanic regions, particularly those influenced by biomass burning, likely resulting from errors in the biomass burning emissions implemented in the model. Ginoux et al. [2006] showed that in these regions, small bias of simulated relative humidity introduces large errors in AOD, when relative humidity is in excess of 90%.
Hydroxyl Radical and CH 4 Lifetime
[35] Hydroxyl radical (OH) determines the oxidizing capacity of the atmosphere, influencing the lifetime of many short-lived gaseous species [Levy, 1971] . The tropospheric OH concentration strongly depends on the atmospheric abundance of ozone, NO x , CO, hydrocarbons, and water vapor and the distribution of solar radiation. Primary production of OH occurs when electronically excited O( 1 D) atom, produced by the photolysis of ozone, combines with water molecules [Levy, 1971; Logan et al., 1981; Spivakovsky et al., 2000] . Therefore, OH concentrations are highest in the tropical lower to middle troposphere, reflecting high levels of water vapor and ultraviolet radiation. Reaction with CO, CH 4 , and NMVOCs, the dominant loss process of OH, produces peroxy radicals (HO 2 or RO 2 ) that can regenerate OH via reaction with NO and ozone [Crutzen, 1973] . This secondary production of OH via radical recycling by NO x plays a more important role at higher latitudes where O( 1 D) and water vapor are less abundant Lelieveld et al., 2002] .
[36] Simulated global mean tropospheric OH concentrations can be tested against indirect estimates from observationally constrained budgets of species with known sources and reaction with OH as their primary sink, such as 1,1,1trichloroethane (CH 3 CCl 3 , methyl chloroform), 14 CO, and CHClF 2 (HCFC-22) [Spivakovsky et al., 2000, and references therein] . The lifetime of CH 3 CCl 3 derived from its observed atmospheric abundances and known industrial emissions has most often been used to estimate the global mean abundance of OH [Prinn et al., 1995 [Prinn et al., , 2001 Krol et al., 1998; Krol and Lelieveld, 2003; Montzka et al., 2000 Montzka et al., , 2011 . Prinn et al. [2001] estimate a global tropospheric mean CH 3 CCl 3 lifetime of 5:99 þ0:95 À0:71 years for the period 1978 period -2000 period , while Prather et al. [2012 derive a value of 6.3 ± 0.4 years for 2010. Since AM3 does not simulate the chemistry of CH 3 CCl 3 , we assume a global uniform atmospheric mixing ratio to calculate its tropospheric lifetime as
, where k(T), the rate constant for the oxidation of CH 3 CCl 3 by tropospheric OH, is 1.64 × 10 À12 exp (À1520/T) molecules À1 cm 3 s À1 [Sander et al., 2006 ]. Our estimated CH 3 CCl 3 tropospheric mean lifetime of 5.3 ± 0.1 years over the period 1981-2000 is about 11% and 16% lower than the estimates of Prinn et al. [2001] and Prather et al. [2012] , respectively; while within the uncertainty range, we conclude that AM3 OH is likely biased high.
[37] AM3 simulates a global mean air mass-weighted OH concentration of (1.05 ± 0.02) × 10 6 molecules cm À3 for the 1981-2000 period, with a Northern Hemisphere to Southern Hemisphere (NH/SH) ratio of 1.16 suggesting that higher concentrations of ozone, NO x , and other OH precursors in the Northern Hemisphere dominate over the higher concentrations of CO, VOCs, and other sinks for OH in the model. While observational constraints on OH (more discussed below) indicate that the annual mean OH concentration is higher in the Southern Hemisphere than in the Northern Hemisphere (NH/SH < 1) [Prinn et al., 2001; Montzka et al., 2000; Krol and Lelieveld, 2003] , most chemistry models [Wang et al., 1998; Dalsøren and Isaksen, 2006; Naik et al., 2013] , including AM3, simulate higher Northern Hemisphere OH concentrations (NH/SH > 1). Krol and Lelieveld [2003] suggest that this discrepancy arises because the mean location of the Intertropical Convergence Zone (ITCZ), at 6°N [Waliser and Gautier, 1993] , is used to determine the interhemispheric ratio from observations, implying that the amount of tropical air (with high OH) included in the Southern Hemisphere is larger than in the Northern Hemisphere. Models, on the other hand, assume that the hemispheres are symmetric around the equator. However, the ITCZ is used only in the analysis of Montzka et al. [2000] , while Prinn et al. [2001] divide the hemispheres at the equator. Furthermore, observational estimates of the NH/SH OH ratio are highly uncertain as they rely on the assumption that the emission estimates and atmospheric observations of CH 3 CCl 3 are accurate. Nevertheless, high OH concentrations in the Northern Hemisphere simulated by AM3 reflect the high ozone (section 3.1) and low CO biases (section 3.2) there.
[38] We compare the AM3 simulated air mass-weighted annual mean OH concentrations (Figure 7a ) with the climatology of Spivakovsky et al. [2000] (Figure 7b ) for 12 tropospheric subdomains as recommended by Lawrence et al. [2001] . AM3 simulates the highest boundary layer (surface to 750 hPa) OH burden in the tropics followed by the northern extratropics (30°N-90°N) and the southern extratropics (30°S-90°S), consistent with the climatology (Figure 7b ), but is higher by about 25%-35%. AM3 OH concentrations decrease with increasing altitude as opposed to first decreasing in the midtroposphere and then increasing in the upper troposphere as in the Spivakovsky et al. [2000] climatology. The vertical OH distribution in AM3 is, however, similar to that of other chemistry-climate models [Folberth et al., 2006; Jöckel et al., 2006; Lamarque et al., 2012] . Excessive OH in the tropical boundary layer could indicate limitations in our treatment of higher volatile organic compounds [Mao et al., 2009] . For example, AM3 does not include representation of higher (five and more carbon atoms) alkanes, alkenes, and aromatic compounds, thus reducing the OH sink (for example, the MOZART-4 mechanism which includes higher NMVOC yields an OH vertical distribution that better matches the climatology [Emmons et al., 2010] ). Furthermore, differences in the AM3-simulated and climatological OH distributions could also indicate deficiencies in the meteorology simulated by AM3 (e.g., water vapor biases).
[39] AM3 simulates a mean total atmospheric CH 4 burden of 4622 Tg and tropospheric CH 4 loss by reaction with OH of 540 Tg yr À1 , resulting in mean tropospheric CH 4 lifetime against loss by tropospheric OH of 8.6 years, about 10% lower than the lifetime of 9.6 years reported by Prather et al. [2001] . It is within the range of values (7.8-10.5 years) simulated by other models [Lawrence et al., 2001; Folberth et al., 2006; Jöckel et al., 2006; Fiore et al., 2009; Emmons et al., 2010; Lamarque et al., 2012] and a recent multimodel mean estimate of 9.7 ± 1.5 years . Including a nominal stratospheric sink of 40 Tg yr À1 and a soil sink of 30 Tg yr À1 yields a global atmospheric CH 4 lifetime of 7.6 years, on the low side of the 8.7 ± 1.3 and 8.6 ± 1.2 years from multimodel estimates of Stevenson et al. [2006] and Voulgarakis et al. [2013] , respectively, and an observationbased estimate of 9.1 ± 0.9 years [Prather et al., 2012] . [40] In this section, we compare 10 year annual mean fields from 2000 and 1860 simulations to investigate the impact of changes in short-lived pollutants (emissions of precursors of ozone and aerosols and CH 4 concentrations) from PI to PD levels on atmospheric composition (section 4.1) and climate forcing (section 4.2).
Impact of Short-Lived Pollutants on Composition and Climate

Impact on Atmospheric Composition 4.1.1. Ozone
[41] We simulate a 39% increase in the annual mean global tropospheric ozone burden from 263 Tg in PI to 365 Tg in the PD (Table 4 ). Of the total 103 Tg increase in tropospheric ozone burden, 62% occurs in the Northern Hemisphere, consistent with the much larger NO x emission increase in the Northern Hemisphere (Figure 1) . The photochemical production and loss of ozone increase by 69% and 63%, respectively. The deposition flux of ozone increases by 69% in response to the increased ozone burden. The (photochemical and depositional) lifetime of ozone decreases from 25 days in the PI to 21 days in the PD simulation. In addition, the crosstropopause flux, diagnosed in AM3 as the net dynamical ozone flux, is 15% greater in the PD relative to the PI simulation. The global average ozone column increases by about 16.9 Dobson unit (DU) with tropospheric and stratospheric increases of 9.4 DU (39%) and 7.5 DU (2%), respectively.
[42] With ODSs held constant at their PD values for both the 2000 and 1860 simulations, the small increase (2%) in stratospheric ozone occurs via changes in CH 4 concentrations. Increasing CH 4 increases water vapor in the upper stratosphere and mesosphere, enhancing the loss of ozone catalyzed by the HO x radicals (HO x = H + HO 2 + OH). In the lower stratosphere, however, the CH 4 increase causes ozone to increase via NO x -induced ozone production [Wayne, 1991; Brasseur and Solomon, 1986] just as in the troposphere. Further, increases in CH 4 also act to reduce the chlorine-catalyzed destruction of ozone by converting chlorine atoms to the reservoir hydrochloric acid (HCl; CH 4 + Cl → HCl + CH 3 ) in the lower stratosphere [Wayne, 1991; Fleming et al., 2011] . Thus, the overall consequence is a 2% increase in stratospheric ozone in the 2000 simulation relative to that in 1860.
[43] Total annual column ozone is simulated to increase by 25-35 DU over the industrialized areas of the Northern Hemisphere (Figure 8a) . Global annual average surface ozone concentrations increase by~14 ppbv from PI to PD, with largest increases over regions coinciding with the largest increases of precursor emissions (Figure 8b) . The interhemispheric asymmetry (NH/SH) in surface ozone concentrations increases from 1.1 in PI to 1.4 at PD (the distribution of simulated surface ozone concentrations for PI and PD is shown in Figure S2 ). Greater NO x emission increases in the Northern Hemisphere aided by CH 4 increases (globally uniform) produce more ozone in the Northern Hemisphere, thus contributing to the enhanced interhemispheric asymmetry in surface ozone in the PD relative to PI.
[44] Our simulated tropospheric ozone burden increase of 103 Tg in response to changes in short-lived pollutants is within the range (71-140 Tg ) of previously published tropospheric ozone increase from PI to PD [Lamarque et al., 2005b, and references therein] . It is also within the range of more recent estimates of PI to PD ozone increases from Liao and Seinfeld [2005] [45] The global annual mean CO burden increases by 82% (Table 4 ) in response to PI to PD changes in the anthropogenic and biomass burning emissions of CO and NMVOC, and CH 4 concentrations. Near-homogenous increases in CO burden are simulated (Figure 8c ), except for strong source regions, for example, the biomass burning areas of Southeast Asia and Central Africa, and anthropogenic emissions areas of North America, China and South Asia. Increases in zonal average CO concentrations extend from the surface to the tropopause, with increases of 30 to 60 ppb in the Northern Hemisphere and 10 to 20 ppb in the Southern Hemisphere (not shown). Surface CO concentrations increase by up to 400 ppb locally over source regions (Figure 8d ).
[46] The annual mean tropospheric NO x burden increases by 14% in the PD relative to PI (Table 4) , with maximum increases near source regions in the Northern Hemisphere (Figure 8e ). Small decreases in the NO x burden in the Southern Hemisphere are attributed to the simulated decrease in lightning NO x emissions over the Southern Hemisphere extratropical land areas ( Figure S3) . NO x emissions from lightning, the main source of NO x in the free troposphere, especially in the PI, decrease in the PD by about 6% (statistically significant at 95% confidence level; Table 4 ), consistent with a 7% decrease in global lightning frequency ( Figure S3 ). Previous modeling studies have shown that lightning activity and the resulting NO x emissions will increase in a warmer climate [e.g., Price and Rind, 1994; Reeve and Toumi, 1999; Shindell et al., 2006a] ; however, we do not see this response in our experiments as our PD and PI simulations use fixed SST. Large uncertainties exist in the modeling of long-term changes in convection, lightning [Tost et al., 2007; Williams, 2009] , and consequently lightning NO x emissions [Schumann and Huntrieser, 2007, and references therein] .
[47] Annual mean surface NO x concentrations increase by up to 3 ppbv over the northeastern US, Europe, northern India, and China source regions (Figure 8f ), following the PI to PD increases in emissions (Figure 1) . Surface NO x also increases over oceanic ship tracks; however, this increase may be overestimated as plume processes are not accounted for our global model [Lamarque et al., 2010] . With a lifetime of a day, most NO x increases are confined near the surface, as opposed to the CO increases that are more homogenous throughout the troposphere.
Aerosols
[48] Simulated global burdens of sulfate, black carbon, and organic carbon increase by factors of 3, 2.4, and 1.4 from PI to PD (Table 4) , within the range of previous published estimates [Horowitz, 2006; Stier et al., 2006; Tsigaridis et al., 2006; Lamarque et al., 2010] . Our simulated changes in global aerosol burden are significantly lower than those simulated by Horowitz [2006] , in part because of differences in the applied emissions. Horowitz [2006] set PI (1860) anthropogenic emissions of aerosols and their precursors to zero and biomass burning emissions, specifically those from biofuel, savannah, tropical forest, and agricultural waste burning (not extratropical forests), to 10% of PD (1990) levels. Thus, Horowitz [2006] applied factors of 75, 12, and 6 increases in the surface emissions of SO 2 , BC, and OC, respectively, significantly higher than the factors of 20, 2, and 1.2 applied in this study. Historical emissions of short-lived pollutants are highly uncertain [Lamarque et al., 2010] , thus making it difficult to accurately estimate the historical changes in aerosol burden.
[49] The largest increases in sulfate aerosol column occur in the equator to 30°N latitude band (Figure 8g ), a region which is characterized by high emissions and oxidation capacity. The atmospheric burden of sulfate aerosols depends on sources (SO 2 emissions, level of atmospheric oxidants, , (i, j) black carbon (BC), and (k, l) organic carbon (OC) in response to short-lived pollutant emission and CH 4 concentration changes from PI to PD (2000 PD ( -1860 . Units for each variable plotted are shown on the top right corner. Areas where change is insignificant (p = 95% Student's t test) are not colored.
including ozone, OH, NO 3 À , and H 2 O 2 ) and sinks (wet and dry deposition). Higher PD versus PI SO 2 emissions lead to increased formation of sulfate aerosols in the PD simulation. At the surface, sulfate concentrations increase by up to 15 μg S m À3 (Figure 8h ) in regions of high SO 2 emissions (Asia, Europe, and North America). Secondary maxima in the increase of surface sulfate concentrations occur in the Southern Hemisphere over regions of high biomass burning (South America, Africa, and Southeast Asia).
[50] The atmospheric burden of carbonaceous aerosols is governed by their emissions and deposition (wet and dry). Black carbon emissions are driven by human activities that involve combustion of mostly fossil fuels with smaller contributions from domestic biofuel burning and biomass burning, while organic carbon emissions predominantly come from the latter two categories. Because of the large natural background source of organic carbon, increase in its global fractional burden is smaller than that for black carbon. Reduced PD emissions from domestic biofuel burning and forest clearing in midlatitude regions (North America, Europe, and Australia) drive decreases in carbonaceous aerosol burden over these regions (Figures 8i and 8k) . Conversely, sharp increases are simulated for regions with high PD emissions (China, India, central Africa). Changes in the burden are dominated by changes near the surface (Figures 8j and 8l ). Simulated PD surface concentrations are lower than PI over most of North America, Europe, and Australia but exceed PI values in highly populated areas of Asia, Eastern Europe, and central Africa (Figures 8j and 8l) .
[51] The global mean AOD at 550 nm increases by 50% from a PI value of 0.10 to a PD value of 0.15 (Table 4 ). The largest increase in AOD comes from sulfate, followed by the increase in black carbon and organic carbon, respectively (Figure 9a ). Further, the relative contribution of sulfate and black carbon to AOD almost doubles from PI to PD, in response to increases in their atmospheric loading (Table 4) . Spatially, the largest increases in AOD from PI to PD (Figure 9b ) coincide with regions of largest increases in anthropogenic emissions (Figure 1 ). Our estimate of the PI to PD change in AOD is in qualitative agreement with the 21% increase simulated by Tsigaridis et al. [2006] .
Tropospheric OH
[52] Next, we investigate the changes in tropospheric oxidizing capacity resulting from PI to PD changes in shortlived pollutant emissions and increases in CH 4 concentration. The tropospheric mean air mass-weighted OH concentration decreases by about 7% (Table 4 ) in response to PI to PD changes in short-lived pollutants, suggesting that increases in OH sinks (CH 4 burden and emissions of CO, SO 2 , and NMVOCs) dominate over increases in sources (tropospheric ozone, water vapor, and NO x emissions) in the model. The OH decrease acts to increase the tropospheric lifetime of CH 4 by about 4% (Table 4 ). When we compare our 2000 simulation with a sensitivity simulation (not shown) in which we set the emissions of NO x , CO, NMVOCs, and aerosols (or their precursors) to 1860 levels but CH 4 to PD levels, we find that tropospheric mean OH increases by 10% as a result of increasing emissions alone. This suggests that CH 4 plays a dominant role in controlling global mean OH changes over long time scales.
[53] Regionally, OH decreases in all regions of the atmosphere except in the lower (surface to 750 hPa) Northern Hemisphere, with the largest increase (35%) occurring in the lower extratropical troposphere (Figure 7c ), coinciding with the largest increases in OH sources-NO x and ozone. Figure 7d shows the spatial distribution of the increase in OH in the lowest atmospheric subdomain (surface to 750 hPa) where more than 60% of the total oxidation of CH 4 occurs [Lawrence et al., 2001] . OH increases by almost a factor of 2 over Northern Hemisphere regions with high PD NO x emissions and ozone concentrations. OH decreases in the Southern Hemisphere are attributed to increases in CH 4 , which is more important as an OH sink in the Southern Hemisphere than in the Northern Hemisphere .
[54] Large uncertainties exist in the estimates of PI to PD changes in tropospheric OH. Previous modeling estimates of PI to PD changes in tropospheric mean OH abundance range from increases of 6%-15% to decreases of 5%-33% [see John et al., 2012, Table 1 ]. Applying transient PI to PD simulations (with time-varying WMGHG and ODS concentrations, and short-lived pollutant emissions) of the fully coupled chemistry-climate model, GFDL CM3, John et al. [2012] find a 6% decrease in tropospheric mean OH concentrations. Using results from ACCMIP models, Naik et al. [2013] find that the multimodel mean tropospheric OH abundance has remained nearly constant over the past 150 years. Our estimate of changes in OH concentrations resulting from PI to PD changes in short-lived pollutant emissions and CH 4 concentrations falls within the range of these previous estimates.
Impact on Radiative Forcing and Climate
[55] To investigate the potential for changes in short-lived pollutant emissions from PI to PD to influence climate, we assess here the net adjusted radiative forcing from these emission changes. Note that we expect the climate responses to be weak in our experiments, which are conducted with fixed SST and SIC. We calculate the radiative forcing due to combined changes in ozone and aerosols (from emission changes) as the change in the net irradiance (shortwave plus longwave) at the top of the atmosphere (TOA) with fixed ocean conditions, but allowing for rapid adjustments to the climate system (including atmospheric temperatures and clouds). Since our PD and PI simulations use fixed SST and SIC extent, our calculated TOA radiative forcing, more appropriately referred to as "radiative flux perturbation" (RFP) or "fixed-SST" forcing, incorporates the effects of fast atmospheric responses to short-lived pollutants but not the slow feedbacks associated with changes in global ocean temperatures [Hansen et al., 2005; Forster et al., 2007; Haywood et al., 2009; Lohmann et al., 2010] . RFP at the TOA has been shown to predict the global mean surface temperature change that will result from changes in short-lived pollutants [Hansen et al., 2005; Forster et al., 2007; Lohmann et al., 2010] . While useful, we do not diagnose the contribution of individual short-lived climate forcers to the net RFP here. RFPs due to historical changes in individual short-lived climate forcers as simulated by the GFDL AM3 are briefly discussed by Levy et al. [2013] and are fully described by Horowitz et al. (in preparation, 2013) .
[56] The net global annual average all-sky TOA RFP due to ozone and aerosols resulting from PI to PD changes in short-lived pollutant emissions and CH 4 concentrations is À1.05 W m À2 in our model, implying a net radiative cooling of the climate system from PI to PD changes in ozone and aerosols. Tropospheric ozone increases produce a positive forcing, while aerosol increases exert either a positive forcing (black carbon) or a negative forcing (sulfate, organic carbon) on the climate system. Aerosols also produce a negative indirect forcing via changes in cloud optical properties or a positive forcing from changes in the thermal structure of the atmosphere. Our results indicate that the strong negative forcing (direct plus indirect) from PI to PD aerosol changes dominates over the positive forcing due to ozone increases and aerosol semidirect effect. Our net ozone and aerosol RFP of À1.05 W m À2 is comparable to the multimodel mean (eight models) PI to PD aerosol plus ozone forcing of À0.84 ± 0.50 W m À2 [Shindell et al., 2013, Table 8 ]. Further, our net ozone and aerosol RFP offsets nearly half of the positive radiative forcing of 2.30 ± 0.23 W m À2 from PI to PD changes in WMGHGs calculated by Shindell et al. [2013] , indicating that on a global scale, short-lived pollutants have acted to mask a portion of the anthropogenic greenhouse gas forcing. Thus, future reductions in short-lived pollutant emissions for health reasons will likely unmask the warming due to long-lived greenhouse gases .
[57] Figure 10a shows the geographical distribution of the annual mean all-sky TOA RFP due to PI to PD short-lived pollutant emissions. The largest statistically significant negative RFPs (up to À10 W m À2 ) are simulated over industrialized regions of the Northern Hemisphere characterized by high aerosol burdens (China, India, Europe, North America). Smaller negative RFPs are also simulated for regions where biomass burning emissions increased over the last century, such as Southeast Asia, central Africa, and parts of the Amazon, and over oceans downwind of source regions. The simulated forcing over much of the globe is statistically insignificant relative to the model internal variability, possibly because 10 year runs are too short to produce a robust signal that can be distinguished from noise [Golaz et al., 2011] .
[58] To explore the role of changes in cloud properties on radiative forcing, we break down the all-sky RFP to clear-sky and cloudy-sky components. Clear-sky radiative fluxes (shortwave and longwave) are calculated by diagnostic calls to the radiation code in the model including the aerosol absorption and scattering but excluding cloud absorption and scattering; thus, these fluxes do not include changes from aerosol indirect effects and cloud modifications via direct aerosol interactions [Golaz et al., 2011] . We diagnose the cloudy-sky RFP (includes aerosol indirect effects and cloud modifications via direct aerosol interactions) by taking the difference between all-and clear-sky RFPs. Figures 10b  and 10c show the spatial distribution of the clear-sky and cloudy-sky RFPs. From a global mean perspective, both the clear and cloudy sky RFPs are negative and the contribution of the cloudy sky RFP (À0.65 W m À2 ) is slightly higher than that of clear-sky RFP (À0.40 W m À2 ) to the all-sky RFP, suggesting that aerosol indirect effects and direct cloud modifications contribute strongly to the net ozone plus aerosol forcing. Spatially, negative RFPs over and downwind of industrialized areas in the Northern Hemisphere, and biomass burning regions persist in the clear-sky component (Figure 10b ), suggesting the dominance of reflecting aerosols (sulfate and organic) over absorbing aerosols (black carbon) and tropospheric ozone.
[59] Next, we analyze the RFP at the surface, as observational evidence indicates that aerosols affect the surface energy budget and hydrological cycle [Ruckstuhl et al., 2008; Philipona et al., 2009] . PI to PD change in shortlived pollutant emissions results in a global mean all-sky surface RFP of À2.5 W m À2 , implying that the emission changes result in an additional 1.5 W m À2 absorbed by the atmosphere. The geographical distribution of all-sky surface RFP (Figure 11a ) is similar to that of the TOA RFP but with enhanced negative forcing (up to À20 W m À2 ) over industrialized regions and biomass burning area characterized by large aerosol burden changes, and neighboring oceans. The clear-sky component of the surface RFP (Figure 11b ) dominates over the cloudy-sky component (Figure 11c ). Previous studies have indicated that aerosols have a stronger impact on precipitation than well-mixed greenhouse gases because the former can effectively alter the surface shortwave flux available for evaporation Lohmann and Feichter, 2005; Ming and Ramaswamy, 2009] . Consistent with the negative surface forcing, we find that the global mean precipitation diminishes by 0.03 mm yr À1 ; however, much of the spatial distribution of the precipitation change is statistically insignificant (not shown).
Discussion and Conclusions
[60] We have documented and evaluated atmospheric chemistry in the newly developed GFDL chemistry-climate model AM3 (section 3) and applied the model to investigate the net impact of short-lived air pollutant emission changes from preindustrial (PI) to present day (PD) on atmospheric composition and climate forcing (section 4). Comparison of our base simulation with interannually varying SSTs and SIC) with observations suggests that AM3 is able to reproduce the observed tropospheric ozone (ozone) seasonal cycle (Pearson correlation coefficient r = 0.45-0.97) and simulated concentrations are within 10 to 15 ppbv of observed values. Surface carbon monoxide (CO) concentrations are biased low in late winter and spring compared with observations at all northern high-and midlatitude sites similar to the multimodel biases discussed in Shindell et al. [2006b] , but the observed seasonality (r = 0.91-0.96) and magnitude are captured at Southern Hemisphere middle and high latitudes. Tropospheric CO concentrations for 2005-2007 in our base simulation are within 15% of those observed by the TES satellite. Global mean aerosol optical depth agrees well with that observed by the AVHRR satellite over the 1982-2006 time period; however, there are regional differences of opposite signs. Hydroxyl radical (OH), the primary determinant of the tropospheric lifetime of many short-lived pollutants, is somewhat higher in our base simulation than in the climatological estimates, consistent with the high ozone and low CO biases in our model. Consistent with high OH, our mean tropospheric methane (CH 4 ) lifetime is 8.6 years, on the lower side of published values. [61] Contrasting the atmospheric composition in our PI (1860) and PD (2000) simulations, both with fixed PD sea surface temperature, sea ice extent, and WMGHG concentrations, shows substantial increases in the PD global total burdens of tropospheric ozone, sulfate, and carbonaceous aerosols relative to PI driven by short-lived pollutant emission and CH 4 concentration changes. Spatially, surface ozone increases everywhere, more so in the Northern Hemisphere than in the Southern Hemisphere, mostly driven by increases in NO x emissions. Spatially inhomogeneous changes in aerosol burdens result from the different regional trends in their emissions. For example, carbonaceous aerosol burdens over North America and Europe decrease from the PI to the PD because of reduced domestic fuel burning. Uncertainties in short-lived pollutant emissions will influence our estimate of the historical changes in the abundance of ozone and aerosols. Lamarque et al. [2010] note that uncertainties in regional emissions can be larger than a factor of 2.
[62] We simulate a 7% decrease in tropospheric air massweighted OH concentration in response to PI to PD changes in emissions and CH 4 burden, indicating that increases in OH sinks (CH 4 , CO, NMVOCs, and SO 2 ) dominate over OH sources (ozone and NO x ). Consequently, CH 4 lifetime increases by 4% for the PD relative to PI. Analysis of our fully coupled climate-chemistry atmosphere-ocean model (GFDL CM3) simulations with short-lived pollutant emissions and greenhouse gas concentrations, including CH 4 , evolving over the entire historical period shows that CH 4 lifetime increases from PI to PD, demonstrating the dominant impact of CH 4 on its own lifetime [John et al., 2012] . Although we consider the direct influence of aerosols on gases via heterogeneous chemistry, we do not include their impact on photolysis rates, previously shown to increase the CH 4 lifetime by decreasing tropospheric OH [Bian et al., 2003] . In addition, we did not consider stratospheric ozone depletion resulting from PI to PD increases in ODSs, which could modulate the changes in tropospheric ozone and aerosol burden, oxidizing capacity, and therefore CH 4 lifetime. The impacts from historical changes in ODS should be considered to estimate more completely the full anthropogenic influence on the chemistry-climate system over the last century.
[63] We analyze radiative forcing at the top-of-theatmosphere (TOA), expressed as radiative flux perturbation, to estimate that substantial anthropogenic increases in tropospheric ozone and aerosol burden in the PD relative to PI cause a strong negative forcing (À1.05 W m À2 ). This finding suggests that the negative forcing (direct plus indirect) from aerosol changes dominates over the positive forcing due to ozone increases and aerosol semidirect effect, thus masking nearly half of the historical long-lived greenhouse gas forcing globally. Statistically significant negative TOA forcing is concentrated over industrialized regions of the Northern Hemisphere characterized by high sulfate aerosol burden changes (China, India, Europe, and North America). Negative forcing is enhanced at the surface and is more widespread compared with the TOA forcing.
[64] Our estimate of the TOA forcing from short-lived pollutants may be compared with other estimates obtained using the Lamarque et al. [2010] emission inventory applied here. For example, our TOA RFP for ozone and aerosol RFP of À1.05 W m À2 is comparable to the multimodel mean (eight models including AM3) PI to PD aerosol plus ozone forcing of À0.84 ± 0.50 W m À2 [Shindell et al., 2013, Table 8 ]. Bauer and Menon [2012] used this emission inventory to calculate a TOA forcing of À0.6 W m À2 for PI to PD changes in aerosol (or aerosol precursor) emissions only. Our stronger negative TOA forcing compared with that of Bauer and Menon [2012] could be attributed to differences in model configuration (their model included only the cloud albedo effect of aerosols). Similar experiments with other chemistryclimate models will help to determine whether this net impact of short-lived pollutants on climate forcing since the PI period is robust. Finally, here we have assessed only the fast responses due to changes in short-lived pollutant emissions; however, the ocean is likely to respond to these forcings on a longer time scale. Analysis of simulations of the GFDL coupled ocean-climate-chemistry model (CM3) with evolving sea surface temperature and sea ice extent indicates that over the historical period , aerosol and aerosol precursor emission changes only result in 1.0°C of global cooling . Warming induced by historical changes in tropospheric ozone, not considered by Levy et al. [2013] , will likely dampen the cooling effect of aerosols in CM3 (Horowitz et al., in preparation, 2013) .
Appendix A
[65] The total rate of wet deposition (W, in units of mixing ratio s À1 ) for a gaseous species is given by
where C (mixing ratio) is the local concentration of the gas, Γ cv;ls in (s À1 ) is the in-cloud scavenging coefficient for largescale and convective precipitation, and Γ ls bc (s À1 ) is the below-cloud scavenging coefficient for large-scale precipitation. The in-cloud scavenging coefficient for soluble gases is Γ cv;ls in ¼ 1 À e ÀβÁf ð Þ ; β ¼ P kþ1 rain À P k rain þ P kþ1 snow À P k snow ΔpÁg À1 Áχ liq ;
where f is the scavenging factor or the fraction of gas incorporated in cloud condensate as determined by Henry's law equilibrium , P k+1 À P k (kg m À2 s À1 ) is the precipitation flux generated in layer k, Δp (Pa) is the pressure thickness of the model layer k, g (m s À2 ) is the gravitational acceleration, and χ liq (= cloud water kg ð Þ air mass kg ð Þ ) is the liquid water content calculated by the large-scale and convective cloud parameterizations. In-cloud wet removal for convective precipitation is computed only within the updraft plumes and mesoscale anvils. In-cloud scavenging is also considered for aerosols following the same scheme but with prescribed values of scavenging factor ( f ) Fang et al., 2011] .
[66] Below-cloud scavenging of gases for large-scale precipitation is computed as Γ ls bc ¼ K g c g À c g* ;
where K g ¼ (m s À1 ) is the gasphase mass transfer coefficient; c g and c g* (mixing ratio) are the concentrations of the species in gas phase and at the surface of the rain drop, respectively; the diffusive coefficient D g = 1.12eÀ5 m 2 s À1 ; the mean diameter of rain drop d = 1.89eÀ3 m; the rain drop terminal velocity w D = 7.48 m s À1 ; and the kinematic viscosity of air v = 6.18eÀ6 m 2 s À1 . Re-evaporation of falling precipitation (where P k+1 À P k < 0) returns dissolved species to the atmosphere as in Liu et al. [2001] . Below-cloud washout of aerosols for large-scale precipitation is parameterized as by Li et al. [2008] and Fang et al. [2011] .
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