This paper demonstrates the use of two-dimensional (2D) correlation spectroscopy in conjunction with alternating least squares (ALS) based self-modeling curve reso lution (SM CR) analysis of spectral data sets. This iterative regression technique utilizes the non-negativity constraints for spectral intensity and concentration. ALS-based SMCR analysis assisted with 2D correlation was applied to Fourier transform infrared (FT-IR) spectra of a polystyrene/ methyl ethyl ketone/deuterated toluene (PS/MEK/d-toluene) solution mixture during the solvent evaporation process to obtain the pure component spectra and then the time-dependent concentration pro les of these three components during the evaporation process. We focus the use of asynchronous 2D correlation peaks for the identi cation of pure variables needed for the initial estimates of the ALS process. Choosing the most distinct bands via the positions of asynchronous 2D peaks is a viable starting point for ALS iteration. Once the pure variables are selected, ALS regression can be used to obtain the concentration pro les and pure component spectra. The obtained pure component spectra of MEK, d-toluene, and PS matched well with known spectra . The concentration pro les for components looked reasonable.
INT RODUCTIO N
Chemometrics applied to a curve resolution problem is a well-recognized technique for the analysis of evolving data sets. A classical problem of self-modeling curve resolution (SM CR) is to extract a set of concentration pro les C and spectra S of pure components from a set of unknown mixture spectra A without any prior knowledge of the system. SMCR techniques include iterative target transform ation factor analysis (ITTFA), 4 -6 evolving factor analysis (EFA), 8, 12 simple-to-use interactive self-modeling mixture analysis (SIM PLISM A), 11, 21 heuristic evolving latent projection (HELP), [13] [14] [15] orthogonal projection approach (OPA), 20 Borgen plots, 23 and others. These methods have differences in whether the number of signi cant components is determined automatically, how initial estimates for the calculation are obtained, whether the matrix decomposition is performed in an iterative manner, and so on. 24 M any techniques have been proposed in the past, such as target factor analysis (TFA) and its variants, to rotate the scores and loadings and to obtain chemically significant non-abstract factors. This concept, however, is often not very transparent nor very easy to implement. Regardless of the choice of the initial guess for the pure variables, the alternating least-squares (ALS) regression iteration quickly re nes the pure component spectra and concentration pro les. 25 In this study, we discuss the use of two-dimensional (2D) correlation spectroscopy in conjunction with ALSbased SMCR analysis of spectral data sets. This technique utilizes the non-negativity constraints for spectral intensity and concentration. Windig et al. 26 have reported an attempt to use the correlation analysis to SMCR that basically describes the so-called outer product analysis of spectral data sets, which is nothing but building blocks of the synchronous 2D heterospectral correlation map. We will focus on the use of asynchronous peaks for the identi cation of pure variables, which should contrast to other successful approaches, such as SIM PLISM A and OPA, for the identi cation of candidates for pure variables. Once the pure variables are selected, ALS regression can be used to obtain the concentration pro les and pure com ponent spectra.
In a simple ALS-based SMCR analysis, 16, 19 one arbitrarily picks a set of wavenumbers, hoping that the spectral intensity of each selected wavenumber is dominated by a single chemical component of the mixture. That is why these selected wavenumbers are optimistically called ''pure variables,'' even though contributions from several components are usually present. Choosing the most distinct bands via the positions of asynchronous 2D peaks is a viable starting point for ALS iteration. We nd the approach using a 2D correlation spectrum is m ore straightforward and surprisingly easy to use.
BACKG RO UND
For a given spectral data m atrix A, where each row corresponds to a spectrum of a mixture, we have the following bilinear form:
Here, T and P are the score and loading vector m atrices comprising the inform ation on the concentration pro le of pure components and their spectra, respectively, and P 9 is the transpose of P. E is the residuals comprising mainly noise. The total number of pure variables should be the same as the total number of components to be modeled. eigenvectors will be equated to the number of components. 27 The asynchronous 2D correlation spectrum will provide excellent candidates for the m ost distinct variation points of spectral intensities (corresponding closely to the concept of pure variables). Although they may not be the best estimates in terms of the lack of signal overlap, the correlation peak base band positions will give the clearest idea of how the most dominant individual component intensities are changing with the samples. So the sample dependence of the intensity at each spectral coordinate of the asynchronous peak will be the column vector of the initial guess of T in our analysis.
We start the ALS iteration as:
P is the estimated loading matrix calculated from the initial guess of T. We then replace all the negative elements of P with zero according to the so-called non-negativity constraint for spectral intensities. We then norm alize each colum n of P by dividing by the Euclidian norm (i.e., the square root of p 9p).
We then estimate a new T from the constrained and normalized P as:
and then replace all negative elements with zero according to the non-negative constraint for component concentrations. The process is repeated until T and P are stabilized.
If the above process converges successfully, we should have T and P consisting strictly of non-negative elements. The ALS-estimated scores and loading m atrices come very close to C and S, i.e., the true concentrations and pure spectra of individual chemical components. The success of ALS iteration heavily depends on the initial pick of the pure variables. If one's selection is poor, the regression does not ef ciently converge to a desired result. We nd that the simplest way to pick good candidates for pure variables is the location of cross-peaks in the asynchronous 2D correlation spectra.
Once the iteration converges, we can optionally apply the constraint of closure. We assume the actual concentration pro le matrix C is given by C 5 TQ, where Q is a sm all diagonal matrix. The diagonal element of Q can be calculated to satisfy the condition that the sum of each row of C becomes as close to one (total concentration of all components) as possible. This is known as the closure constraint. Once we have Q, we can calculate the actual spectra of pure components S from S 5 Q 2 1 P 9. Thus, we have the reconstructed data matrix: A* 5 TP 9 5 CS 9
For m any applications, T and P will be suf cient to provide the idea of spectra and concentration trends, so C and S are often not calculated. If we need a truly quantitative result, we can calculate C and S by rst estimating the elements of the diagonal m atrix Q by another least-squares tting. The least-squares solution of the diagonal scaling matrix Q is given by:
Here q is the vector consisting of the diagonal elements of Q , in other words q i 5 Q ii . The vector 1 is known as the unity vector or summing vector, where all the elements are one. The dimension of 1 is the same as the number of rows (sam ples) of A.
EXPERIMENTAL
We applied the ALS-based SM CR method to the timedependent Fourier transform infrared (FT-IR ) spectra of a mixture of methyl ethyl ketone (MEK), deuterated toluene (d-toluene), and polystyrene (PS). The detailed experimental procedure has already been described. 28 Principle component analysis was used as a pretreatment for the spectral data to m inimize the noise prior to 2D correlation and ALS regression. 29, 30 Prior to PCA calculation, the mean centering operation was applied to the data matrix. To preserve the amplitude inform ation of the variation of spectral intensities, which becomes important later for 2D correlation analysis, other steps comm only used in PCA such as norm alization scaling of data according to the standard deviation, were not carried out. PCA calculation was performed using the Pirouette software (Infometrix Inc.).
Synchronous and asynchronous 2D IR correlation spectra were calculated using an algorithm based on a numerical method developed by Noda. 31 For the 2D correlation analysis, a subroutine named KG2D 32 composed by using Array Basic language (GR AM S/386; Galactic Inc., Salem, NH) was employed.
The ALS-based SM CR analysis was carried out in MATLAB (Version 6, The M athWorks). To minimize the interfering noise effect in the ALS-based SMCR operation, only the dominant three principal components obtained from PCA were used to reconstruct the spectral data and the rest were truncated as noise for this study. Figure 1 shows the transient FT-IR spectra of a PS/ MEK/d-toluene solution mixture during the solvent evap- oration process. To obtain the pure component spectra of MEK, d-toluene, and PS, and then the corresponding concentration pro les of these three components during the evaporation process, ALS regression was applied.
RESULTS AND DISCUSSION
The original spectral data set in Fig. 1 was decomposed into the scores and loading vectors by PCA (or SVD). Figures 2a and 2b show the rst three scores and loading vectors, respectively, obtained by PCA of the spectra in Fig. 1 .
As reported previously, 29, 30 we form ulated our PCA reconstruction of the data matrix A* from the signi cant scores and loading vectors of PCA. Figure 3a displays the PCA-2D reconstructed spectral data matrix A* from loading vectors and scores of only the dominant three principal components (PC 1, PC2, and PC3). Synchronous and asynchronous 2D correlation spectra generated from this PCA-2D reconstructed spectral data matrix A* are given in Figs. 3b and 3c , respectively. The ambiguous correlation features, i.e., a set of very sm all synchronous and asynchronous peaks appearing around 1459 cm 21 and subtle shoulders observed for some of the synchronous cross-peaks around 1379 cm 2 1 , were found in the conventional 2D correlation spectra. 28, 30 However, from the 2D correlation spectra generated from this highly noise suppressed PCA reconstructed data, the sm all feature around 1459 cm 21 can be unambiguously assigned to the MEK band related to other MEK contributions at 1366 and 1417 cm 2 1 and asynchronous correlation with a toluene band at 1389 cm 2 1 and PS bands at 1454 and 1494 cm 2 1 . The subtle shoulders appearing around 1379 cm 2 1 can also be assigned with reasonable certainty to the MEK contribution, which is not readily noticeable in the conventional 2D correlation spectrum.
Of particular importance for the success of ALS iteration is the initial selection of the pure variables. As the initial pick of the pure variables, we can select the dominant cross-peaks in the asynchronous 2D correlation spectrum representing the three pure variable bands, (1365, 1387), (1365, 1492), and (1387, 1492) cm 2 1 , arising from (MEK, d-toluene), (MEK, PS), and (d-toluene, PS), respectively. Figure 4 depicts the time-dependent intensity variations at selected pure variable band positions, which indicates the initial guess of T. The intensity of the pure variables was used as the initial guess for T.
We then applied the iterative ALS regression process by Eqs. 2 and 3, as described above. Finally, the scores and loading vectors of ALS representing the concentration pro les (C ) and the spectra of individual chemical components (S ), respectively, are obtained. The plots of concentration pro les and spectra of individual chemical components from the ALS regression process described above for the FT-IR spectra of a PS/M EK/d-toluene solution mixture are shown in Figs. 5a and 5b, respectively. The ALS-estimated spectra thus obtained are surprisingly accurate for M EK, d-toluene, and PS. All bands of the three species (MEK, d-toluene, and PS) are correctly reproduced by the ALS-based SM CR analysis. A reasonable set of concentration pro les during the evaporation process was also obtained, although an independent veri cation of the goodness of representation for these concentration pro les could not be provided, as in the case for pure component spectra.
CONCLUSION
In this study, we introduce 2D correlation based SM CR analysis. To obtain the pure component spectra and then the concentration pro les of these three components during the evaporation process, ALS-based SMCR analysis was applied to FT-IR spectra of a PS/M EK/d-toluene solution mixture during the solvent evaporation process.
For ALS iteration, we picked the dominant cross-peaks in the asynchronous 2D correlation spectrum, represent-ing the three pure variable bands, and used the intensity of the pure variables as the initial guess for T. We can thus estimate pure component spectra and concentration pro les from concentrations and spectra, respectively. The obtained pure component spectra of M EK, d-toluene, and PS matched well with known spectra. The concentration pro les for components looked reasonable. Thus, we can conclude that the simplest way to pick good candidates for pure variables is the location of cross-peaks in asynchronous 2D correlation spectra.
Self-modeling curve resolution provides the dynamics of species involved in the system, so it is easier to understand. Two-dimensional correlation places m ore emphasis on the dynamics of band intensities. This will provide m ore insight into the complex spectral changes. For a very simple system adhering strictly to the Beer-Lambert law, SMCR gives the clearest form of information. 2D correlation, however, can be used as a powerful tool for assisting the ef cient and simple method of SMCR implementation. Thus, the two techniques are not really competing with but rather complementing each other.
