We prove a central limit theorem for functionals of two independent d-dimensional fractional Brownian motions with the same Hurst index H in ( 2 d+1 , 2 d ) using the method of moments.
Introduction
Let B H t = (B 1 t , . . . , B d t ), t ≥ 0 be a d-dimensional fractional Brownian motion (fBm) with Hurst index H in (0, 1). Let B H,1 and B H,2 be two independent copies of B H . If Hd < 2, then the intersection local time of B H,1 and B H,2 exists (see [4] ) and can be defined as α(t 1 , t 2 ) = We see that X = {X(t 1 , t 2 ), t 1 , t 2 ∈ R + } is a (2, d)-Gaussian random field and satisfies the following scaling property: for any c > 0,
H X(t 1 , t 2 ), t 1 , t 2 ∈ R + .
(1.1) If Hd < 2, then, for any x in R d and rectangle E = [a 1 , b 1 ]× [a 2 , b 2 ] in R 2 + , the local time L(x, E) of X exists and is continuous in x, see [6] . When E = [0, t 1 ] × [0, t 2 ], α(t 1 , t 2 ) = L(0, E). Throughout this paper, we assume Hd < 2 to ensure the existence and the continuity of L(x, E).
For any integrable function f : R d → R, one can easily show the following convergence in law in the space C([0, ∞) 2 ), as n tends to infinity, In fact, letting E = [0, t 1 ] × [0, t 2 ], using the scaling property of the process X(u, v) in (1.1) and then applying the continuity of L(x, E), we get converges to a nontrivial random variable. This will be proved to be true. In order to formulate this result we introduce the following space of functions. Fix a number β ∈ (0, 2), define
For any f ∈ H β 0 , by Lemma 4.1 in [3] , the quantity
f (x)f (y)|y − x| −β dx dy is finite and nonnegative. The next theorem is the main result of this paper.
. Then, for any t 1 and t 2 > 0,
as n → ∞, where
and ζ is a standard normal random variable independent of the processes B H,1 and B H,2 .
In [3] , Hu, Nualart and I proved the following functional central limit theorem
where W is a real-valued standard Brownian motion independent of B H and L t (x) is the local time of B H . This paper can be viewed as an extension of the result in [3] . To prove our main result Theorem 1.1, we use the method of moments. Some techniques in [3] will be used, but new ideas are needed. The basic idea of the approach used in this paper is to apply the method of moments to a functional. When dealing with an integral on [0,
, with respect to the measure du 1 · · · du 2m dv 1 · · · dv 2m , we make the change of variables
Then, the increments of B H,1 − B H,2 in small rectangles will be responsible for the independent noise appearing in the limit. This methodology could be applied to other examples of functionals and multi-parameter processes. In the Brownian motion case (H = 1 2 and d = 3), the functional version of Theorem 1.1 can be proved using a theorem by Weinryb and Yor [5] . A second order result for two independent Brownian motions in the critical case d = 4 and H = 1 2 was proved by Le Gall [2] . However, not nearly as much has been done for the case H = 1 2 and Hd = 2. The general asymptotic results for additive functionals of k independent Brownian motions were obtained by Biane [1] . This paper extends some results in [1] to fractional Brownian motions. General extensions are still largely unknown.
After some preliminaries in Section 2, Section 3 is devoted to the proof of Theorem 1.1, based on the method of moments. Throughout this paper, if not mentioned otherwise, the letter c, with or without a subscript, denotes a generic positive finite constant whose exact value is independent of n and may change from line to line. We use ι to denote √ −1.
Preliminaries
Let B H t = (B 1 t , . . . , B d t ), t ≥ 0 be a d-dimensional fractional Brownian motion with Hurst index H in (0, 1), defined on some probability space (Ω, F, P ). That is, the components of B H are independent centered Gaussian processes with covariance function
We shall use the following property of the fractional Brownian motion B H .
Lemma 2.1 Given n ≥ 1, there exist two constants c 1 and c 2 depending only on n, H and d, such that for any 0 = s 0 < s 1 < · · · < s n and
Proof. The second inequality is obvious. So it suffices to show the first one, which follows from the local nondeterminism property of the fractional Brownian motion; see, e.g., [1] and [3] .
The inequalities in Lemma 2.1 can be rewritten as
The next lemma gives a formula for the moments of the random variable α(t 1 , t 2 ) ζ appearing in Theorem 1.1.
Lemma 2.2 For any
and A(u, v) is the covariance matrix of the Gaussian random field
Proof. This follows easily from the properties the normal distribution and the intersection local time α(t 1 , t 2 ).
3 Proof of Theorem 1.1
By the scaling property of X(t 1 , t 2 ) in (1.1), we see that, as random variables,
Therefore, it suffices to show Theorem 1.1 for the random variable
The proof of Theorem 1.1 will be done in two steps. We first show tightness and then establish the convergence of moments.
Tightness
Tightness will be deduced from the following result.
Proof. Note that
where
Using Fourier analysis and making proper change of variables,
where in the last equality we used the fact that R d f (x) dx = 0.
Let t = max{t 1 , t 2 } and P be the set consisting of all permutations of {1, 2, . . . , 2m}. Set
For any σ ∈ P, define
Therefore, I t (ξ) can be decomposed as
For simplicity of notation, set
From (3.1), (3.2) and (3.3), we can write
Observe that
Using the second inequality in (2.1), we obtain that
is less than or equal to
with the convention w 0 = s 0 = 0. 6) with the convention η 2m+1 = 0.
Making the change of variables
be independent copies of the d-dimensional standard normal random vector and X 2m+1 = 0. Then inequality (3.6) can be written as
To make use of the independence of X 1 , X 2 , . . . , X 2m , we replace the terms
on the right hand side of inequality (3.7) with 2 and then obtain
where in the last inequality we used Lemmas 4.1 and 4.2.
Combining (3.8) and (3.5) gives the desired inequality.
Convergence of odd moments
and
Note that for p = 2m, Φ n,p (ξ, y) is precisely the function defined (3.4). Also in the proof of Proposition 3.1, we have that E F n (t 1 , t 2 ) 2m ≤ c H n,2m . We are going to use see that if p is odd, then H n,p converges to zero as n tends to infinity. This will imply the convergence of odd moments.
Proof. Using similar notation as in the proof of Proposition 3.1, we have
with the convention X p+1 = 0. Since
where in the last two inequalities we used Lemmas 4.1 and 4.2. Therefore, lim n→∞ H n,p = 0.
Propositions 3.1 and 3.2 show that H n,p is uniformly bounded in n. Moreover, Proposition 3.2 implies the following convergence of odd moments.
Proposition 3.3 Suppose p is odd, then
Proof. Since |E (F n (t 1 , t 2 )) p | ≤ H n,p for all p, this follows immediately from Proposition 3.2.
Some technical lemmas
To prove the convergence of even moments, we need some technical lemmas.
Recall that
Let P be the set consisting of all permutations of I = {1, 2, . . . , 2m} and
For any ǫ > 0, define
du dv dξ dy, where Proof. Note that
du dv dξ dy = 0 for all ℓ = 1, 2, . . . , m and for i = 1, 2. We will consider only the case i = 2 and the case i = 1 could be treated in the same way.
dv.
Applying Cauchy-Schwartz inequality, we obtain
Note that
Since H n,2m is uniformly bounded in n, we only need to show that 
Using the same argument as in the proof of Proposition 3.1, we can prove that the right hand side of the inequality (3.12) is less than a constant multiple of ǫ 2−Hd . Letting ǫ → 0 completes the proof.
Recall the definition of Φ n,2m (ξ, y) in (3.9). The following result states that the integral over the domain O 2m,k does not contribute to the limit of the 2m-th moment, which will play a fundamental role in computing the limits of even moments.
Lemma 3.5 For any
Using Cauchy-Schwartz inequality, we obtain
So it suffices to show
For j = 1, 2, . . . , 2m, we make the change of variables w j = u j − u j−1 and s j = v j − v j−1 with the convention u 0 = v 0 = 0. For k = 1, 2, . . . , m, define
Using the second inequality in (2.1),
where √ κ H X j (1 ≤ j ≤ 2m) are independent copies of the d-dimensional standard normal random vector and X 2m+1 = 0. The rest of proof is similar to that of Proposition 3.3 in [3] .
Recall the definition of D in (3.10). For ℓ = 1, 2, . . . , m and K > 0, define
The following result implies that the domain D n K,ℓ does not contribute to the limit of even moments.
Lemma 3.6 For any σ ∈ P and ℓ = 1, 2, . . . , m,
) du dv dξdy = 0.
Proof. Let t = max(t 1 , t 2 ). Define
) du dv dξ dy.
Applying Cauchy-Schwartz ineuqality,
According to Lemma 3.5, we can replace D n K,ℓ in the above inequality with
The rest of the proof is similar to that of Proposition 3.4 in [3] .
We next divide P into two subsets. In section 3.4, we will show that permutations in one subset do not contribute to the convergence of even moments.
For each σ in P, we introduce the following decomposition of I = {1, 2, . . . , 2m}:
I σ ee = {j ∈ I : j is even and σ(j) is even}, I σ eo = {j ∈ I : j is even and σ(j) is odd}, I σ oe = {j ∈ I : j is odd and σ(j) is even}, I σ oo = {j ∈ I : j is odd and σ(j) is odd}.
Let I e = {2j : 1 ≤ j ≤ m} and I o = {2j − 1 : 1 ≤ j ≤ m}. Then I e = I σ ee + I σ eo and I o = I σ oe + I σ oo for all σ in P. We make the change of variables w 2k = u 2k ,
From the above decomposition of I,
] dw ds . Assume that x 2 , x 4 , . . . , x 2m and z 2 , z 4 , . . . , z 2m are linearly independent elements in some linear space. For any σ in P, let
Note that elements in each of the above sets are linearly independent. For simplicity, we use #A to denote the cardinality of a set A. Suppose #I σ ee = r. Then #A σ ee = #A σ oo = r and #A σ eo = #A σ oe = m − r. We are interested in the dimension of the set A σ := A σ ee ∪ A σ oe ∪ A σ eo ∪ A σ oo , that is, the maximum number of elements in A σ which are linearly independent. Since elements in A σ ee ∪ A σ oe are linearly independent, the dimension of A σ is greater than or equal to m.
Lemma 3.7 The dimension of A σ is m if and only if
Proof. It suffices to show the only if part. Note that the m elements in A σ ee ∪ A σ oe are linearly independent. If one of the two condition fails, then there must exist an element in A σ eo ∪ A σ oo such that it does not belong to the space spanned by A σ ee ∪ A σ oe . This implies that the dimension of A σ is greater than m.
Let P 0 = {σ ∈ P : the dimension of A σ is m} and P 1 = P − P 0 . Lemma 3.7 implies
Convergence of even moments
We will show the convergence of all even moments. Recall that
Note that we can find a sequence of functions f N , which are infinitely differentiable with compact support, such that R d f N (x) dx = 0 and
Therefore, by Proposition 3.1, we can assume that f is infinitely differentiable with compact support and
We first show that permutations in P 1 do not contribute to the limit of even moments using Lemmas 3.4 and 3.6.
Proposition 3.8 For any
Let Q n (w, s) be the covariance matrix function of Z n = (X j , Y n j ) defined above. Then Q n has the following expression
where A = A(w, s) is the covariance matrix function of X = (X j ), C n = C n (w, s) the covariance matrix function of X = (X j ) and Y = (Y j ), and B n = B n (w, s) the covariance matrix function of Y = (Y j ).
After doing some algebra, we have
For simplicity of notation, we write
Therefore, From the definition of X in (3.18), we see that the components of X are linearly independent and thus A(w, s) is not singular. Taking into account the definition of D n K,ǫ in (3.17) and the continuity of det (A(w, s) ), we obtain det(A(w, s)) ≥ c ǫ > 0 for all (w, s) in D n K,ǫ . Therefore, The right hand side of the above equality converges to the term in (3.21) as K tends to infinity.
Step 3 Therefore, the statement in (3.22) follows from Lemma 3.6. The proof is completed.
Proof of Theorem 1.1. This follows from Propositions 3.1, 3.3 and 3.9 by the method of moments.
