Most existing bounds for signal reconstruction from compressive measurements make the assumption of additive signal-independent noise. However in many compressive imaging systems, the noise statistics are more accurately represented by Poisson or Poisson-Gaussian noise models. In this paper, we derive upper bounds for signal reconstruction error from compressive measurements which are corrupted by Poisson or Poisson-Gaussian noise. The features of our bounds are as follows: (1) The bounds are derived for a probabilistically motivated, computationally tractable convex estimator with principled parameter selection. The estimator penalizes signal sparsity subject to a constraint that imposes an upper bound on a term based on variance stabilization transforms to approximate the Poisson or Poisson-Gaussian negative log-likelihoods.
I. INTRODUCTION AND RELATION TO PRIOR WORK
C OMPRESSED sensing (CS) is a flourishing branch of signal processing with many theoretical and algorithmic advances, along with emerging applications in the form of actual systems in medicine, astronomy, photography and various other fields. Theoretical bounds for performance of compressive reconstruction algorithms have shown great promise [1] , but most of them are based on the assumption of additive signal independent noise. However the noise in many compressive imaging systems can be more accurately described as Poisson-Gaussian. The Poisson component, which is signal dependent, is typically known to emerge from photon-counting principles in the acquisition of signals. The Gaussian component is signal-independent and is due to fluctuations in the electronic parts of the imaging system. The Poisson component is quite dominant particularly at lower signal intensities [2] , and is a non-additive form of noise. Given a non-negative signal x ∈ R m and a compressive measuring device with Deepak Garg and Ajit Rajwade are with the Department of Computer Science and Engineering at IIT Bombay. Their email addresses are thedeepak@ cse.iitb.ac.in,19deepak94@gmail.com and ajitvr@cse.iitb.ac.in. Corresponding author is AR. AR acknowledges support from IITB Seed Grant 14IR-CCSG012. a non-negative sensing matrix Φ ∈ R N ×m , N m, the measurement vector y ∈ R m can be described as follows:
where α represents a gain factor, and g, σ represent the mean and standard deviation of the Gaussian component respectively.
There exists a large amount of literature on denoising of signals or images under Poisson-Gaussian noise. For instance, recent work in [3] denoises images using an exact Poisson-Gaussian likelihood, which is approximated in a very principled way during an iterative optimization. Earlier work on image denoising using this model includes approximations based on variance stabilization transforms [4] or PUREletbased approaches [5] , among others. However, this noise model has not been presented heretofore in the context of compressive sensing, and in particular with a derivation of performance bounds. There does exist fairly recent literature on performance bounds for CS under purely Poisson noise -such as [6] , [7] , [8] , [9] using penalized Poisson negative log-likelihood, [10] using the LASSO, or using least squares estimation for Poisson inverse problems with N > m [11] . Efficient algorithms have also been proposed for Poisson CS [12] , [13] , [14] , [15] , [16] or Poisson deconvolution [17] . A comprehensive survey of algorithms and applications of Poisson inverse problems has been presented in [18] .
In this paper, we derive performance bounds for CS under Poisson noise using a variance stabilization transform (VST) approach. As has been shown in [19] , if z ∼ Poisson(λ), then z + 3 8 is approximately Gaussian distributed with variance 1 4 and mean λ + 3 8 . This motivates the following objective function for compressive inference:
where Ψ is a m × m orthonormal basis in which the signal x yields a sparse set of coefficients θ = Ψ T x, c is a coefficient that defines the VST (e.g., c = 3/8 for the Anscombe transform), and is an upper bound on the (now) Gaussian noise with variance 1 4 after application of the VST to the noisy compressive measurements. We also extend these bounds to the case of Poisson-Gaussian noise.
The contribution of our work is summarized as follows: 1) To the best of our knowledge, this is the first piece of work to provide performance bounds for CS under Poisson-Gaussian noise. In fact, we have a unified arXiv:1707.00475v1 [cs.IT] 3 Jul 2017 approach to handle Poisson as well as Poisson-Gaussian noise. 2) Our bounds apply to a computationally tractable and probabilistically motivated estimator, under realistic CS matrices, and for sparse or compressible signals in any orthonormal basis. A detailed comparison with earlier work in presented in Section V. 3) Due to the VST, our estimator allows for very principled, statistically motivated parameter tuning, since the term √ y + c − √ ΦΨθ + c 2 2 is a metric and the difference vector √ y + c− √ ΦΨθ + c is Gaussian distributed with a bounded, signal-independent variance. This is unlike the case of the Poisson negative log-likelihood which is not a metric, which does not have a signal-independent value, and where choosing the regularization parameter for signal sparsity is not easy in practice. Again, see Section IV-A and V. A part of this work earlier appeared in our conference paper [20] , but this work contains an extension to the Poisson-Gaussian case, as well as some refinements to the theory and experiments for the Poisson noise case.
This paper is organized as follows. Some preliminaries are presented in Section II, the main theoretical results are derived in III along with a discussion, numerical results are presented in Section IV, followed by a discussion that includes a more detailed comparison with existing work and a conclusion in Section V.
II. PRELIMINARIES
In this section, we go over some preliminary concepts briefly, so as to make the paper self-contained.
A. Construction of Sensing Matrices
We construct a sensing matrix Φ that corresponds to the forward model of a real optical system, based on the approach in [6] . Clearly Φ has to satisfy certain constraints natural to a realizable imaging system -non-negativity and flux preservation. The latter is due to the fact that the total photoncount of the noise-free measurement Φx can never exceed that of the original signal x, i.e.,
x k . This in turn imposes the constraint that every column of Φ must sum up to a value no more than 1, i.e. ∀j,
One major difference between Poisson CS and conventional CS emerges from the fact that conventional randomly generated sensing matrices which obey restricted isometry (RIP) do not follow the aforementioned physical constraints. This is a drawback as the RIP is a well-known sufficient condition which guarantees bounds on compressive recovery. We now construct a sensing matrix Φ which has only zero or (scaled) ones as entries. Let us define p to be the probability that a matrix entry is 0, then 1 − p is the probability that the matrix entry is a scaled 1. Let Z be a N × m matrix whose entries Z i,j are i.i.d random variables taking only these two different values, i.e.,
Let us defineΦ Z √ N . For p = 1/2, the matrixΦ now follows RIP of order 2s with a very high probability given as 1−2e −N c(1+δ2s) where δ 2s is its RIC of order 2s and function
. In other words, for any 2s-sparse signal ρ, the following holds with high probability
Given any orthonormal matrix Ψ, arguments in [21] show that ΦΨ also obeys the RIP of the same order asΦ.
HoweverΦ will clearly contain negative entries with very high probability, which violates the constraints of a physically realizable system. To deal with this, we can construct the flux-preserving and non-negative sensing matrix Φ fromΦ as follows [6] :
which ensures that each entry of Φ is either 0 or 1 N . One can easily check that Φ satisfies both the non-negativity as well as flux-preservation properties.
B. Variance Stabilization Transforms
VSTs are a popular method of converting Poisson data into data that are approximately Gaussian. In particular, [19] proves that if y ∼ Poiss(λ), then we have the following:
Setting c = 3 8 yields the so-called Anscombe Transform (AT) and produces data with a 'stable' noise variance of approximately 1 4 and a mean of approximately √ λ + c. The higher order moments are approximately zero. The approximation to the mean is further approximated as √ λ in some papers [18] . All these approximations improve as λ grows beyond 4, and the noise distribution becomes closer and closer to N (0, 1 4 ). Of course, the Poisson distribution with mean λ can also be approximated as N (λ, λ), but we have observed the VST approximation to be more accurate for smaller λ.
In the case of Poisson-Gaussian noise, i.e. when z ∼ αPoiss(λ) + η where η ∼ N (g, σ 2 ), the AT is replaced by the Generalized AT (GAT) which is given as t = 1 4 ). In this paper, we keep α = 1, g = 0 for simplicity, although our framework is general enough to handle deviations from this assumption.
III. THEORY
The main theoretical development is presented in this section. We first state a theorem for upper error bounds for the reconstruction of a signal from Poisson corrupted compressive measurements in a realistic system as per Eqn. 4. A second theorem is stated for reconstruction error bounds from compressive measurements corrupted by Poisson-Gaussian noise, again in a realistic system. An extensive discussion on the theorem statements follows. The proofs of both theorems follow the broad technique from [1] .
A. Key Theorem for Poisson CS and Proof
Theorem 1 : Consider a non-negative signal x with total intensity I x 1 expressed using the orthornormal basis Ψ in the form x = Ψθ. Consider Poisson corrupted CS measurements of the form y ∼ Poisson(Φx) where Φ is constructed as per Eqn. 4. Let θ be the result of the following optimization problem:
where is an upper bound on the magnitude of the noise in the measurements after application of the AT. If Φ obeys RIP of order 2s with RIC δ 2s < √ 2 − 1, and θ s denotes a vector containing the s largest magnitude elements of θ with the rest being 0, then we have:
Proof: We provide a sketch of the proof below, inspired from [1] , but modified to suit our problem. 1) Define a vector h θ − θ . Denote vector h T to be equal to h only for index set T and zero for other indices. Let T 0 be the set containing s largest absolute value indices of h, T 1 be the set containing s largest absolute value indices of h T c 0 and so on, where T c is the complement of the set T . Thus, vector h can be decomposed as the sum of h T 0 ,h T1 ,h T2 ,... 2) Define A ΦΨ. We have
a) By triangle inequality and the nature of the constraint in (P1), we have
. c) Combining the earlier two results with Eqn. 12, we
3) To prove the bound on h (T0∪T1) c 2 , we follow steps similar to [1] to obtain
To prove error bounds on h (T0∪T1) 2 , we adopt the following steps. a) Given the construction for Φ in Eqn. 4, we have
since we know that Ψθ 1 = Ψθ 1 = I. Defining B ΦΨ, we get
b) Following steps in [1] using the RIP and the Cauchy-Schwarz inequality, we can prove that
. 5) Combining the bounds on h T0∪T1 2 and h T0∪T1 c 2 , we have
where C 1 2C and C 2 2 + 2C . Finally, we divide by I to obtain upper RRE bounds:
Since is equal to the magnitude of a vector with elements drawn from N (0, 1 4 ), it follows a chi distribution with N degrees of freedom, and hence has expected value of √ N 2 . Therefore, the expected relative reconstruction error (RRE), with the expectation being taken over noise instances for fixed A, x, can be given as:
is a chi-square random variable with N degrees of freedom, we can use tail bounds on the chi-square random variable [22] (Lemma 1) to arrive at the following bound:
with high probability equal to 1 − exp(−N τ ) for some τ > 0 and whereτ (1 + 2τ + √ 2τ ).
In the following, we discuss a few salient features of the theorem and its proof. Remarks on the Theorem and its Proof: 1) Clearly the tighest upper bounds we have are for c = 0, i.e. the original square-root VST developed by Bartlett [23] . 2) Our proof architecture is inspired from [1] , but the points of departure are steps 2(a), 2(b), 2(c) as well as step 4(a) which gives a relationship between Ah 2 and Bh 2 . These steps exploit the non-negativity and flux-preserving property of Φ, as well as the constraint Ψθ 1 = I. 3) Given that we are dealing with a Poisson inverse problem, it is more intuitive to analyze the relative reconstruction error (RRE) rather than the (absolute) reconstruction error. This is because as the mean of the Poisson distribution increases, so does its variance, causing an increase in the mean squared error but a decrease in the relative mean squared error. 4) Notice that our derived RRE bound is inversely proportional to the signal intensity I. In the c = 0 case, for a fixed I, if N is increased, the incident photon flux I is distributed across the N measurements, causing a decrease in SNR per measurement and possibly degrading performance. This phenomenon differs from CS under Gaussian noise, and has earlier been noted in [6] , [24] , [25] . For c = 0, however, the flux-preserving nature of the matrix does not affect the bounds, rather the √ N term is due to the fact that the variance of the noise after VST is a constant independent of N although there are N measurements. 5) Prior knowledge of total signal intensity I might look like a strong assumption, but in some compressive camera architectures, such as the Rice Single Pixel Camera [26] , I can be easily estimated during acquisition. Moreover our experimental results in the next section show that knowledge of I is not necessary, although we required it for our theoretical analysis. 6) The RRE bounds are also applicable to the Freeman-Tukey transform [27] given as √ y + √ y + 1 with minor changes to the constant C 1 . 7) As has been mentioned earlier, the VST approximation is not so accurate for very low λ, however at such low intensity levels Poisson compressed sensing is considered to be undesirable in itself [7] .
B. Key Theorem for Poisson-Gaussian CS and Proof
For the Poisson-Gaussian case, a very similar theorem follows. For simplicity, we stick to α = 1, g = 0. Theorem 2 : Consider a non-negative signal x with total intensity I x 1 expressed using the orthornormal basis Ψ in the form x = Ψθ. Consider Poisson-Gaussian corrupted CS measurements of the form y ∼ Poisson(Φx) + η where η ∼ N (0, σ 2 ) and Φ is constructed as per Eqn. 4. Let θ be the result of the following optimization problem:
where d c + σ 2 , is an upper bound on the magnitude of the noise in the measurements after application of the GAT. If Φ obeys RIP of order 2s with RIC δ 2s < √ 2 − 1, and θ s denotes a vector containing the s largest magnitude elements of θ with the rest being 0, then we have:
Remarks on Theorem and its Proof:
1) The proof of this theorem follows that of the earlier one very closely with a replacement of c by d. Hence we omit its proof.
2) The statements of these theorems bring out one neat advantage of using the VST based methods over methods based on purely the negative Poisson log-likelihood, namely that we can now bring Poisson and Poisson-Gaussian inverse problems under one roof. The methods in [6] , [8] , [7] do not have this feature.
IV. RESULTS
In this section, we show signal reconstruction results from CS measurements with Poisson or Poisson-Gaussian noise.
A. Experiments on Poisson CS
For the Poisson noise case, we ran our simulations on the following problem which is a variant of (P1) with c = 0 or c = 3 8 but without the constraint Ψθ = I:
with the bound being set to 3 2 √ N based on tail bounds for a chi-square distribution. Problem (P3) was implemented using the well-known CVX package [28] with the MOSEK solver. We compared the performance of (P3) to the following problem based on the negative log-likelihood of the Poisson distribution:
with the regularization parameter γ being chosen omnisciently, i.e. choosing the particular value of γ that yielded the least squared difference between the true θ (assuming it were known) and its estimate. The problem (P4) was implemented using the CVX package with the MOSEK solver (the SCS solver did not yield better results although it provides native implementations of the logarithm), as well as using the wellknown SPIRAL-TAP algorithm [12] with default parameter choices. Additionally, we also attempted to compare results to an omniscient version of (P3) which we had used in [20] , given by the following:
with γ being chosen omnisciently. (P5) was again implemented using CVX, however in practice we did not always obtain better results than with (P3). We show comparisons between (P4) with SPIRAL-TAP, (P4) with CVX, (P5) with c = 0 [VST], (P5) with c = 3 8 , (P3) with = 3 2 √ N and (P3) with = 5 2 √ N , for three types of experiments. In the first experiment, we generated Poisson corrupted measurements of Q = 100 signals in R 100 ≥0 , each with a fixed number of measurements N = 50, the signal sparsity was fixed to s = 10, and the signal intensity was varied from 10 to 10 10 in multiples of 10. In each case, median RMSE values were recorded over the Q signals, as shown in the top sub-figure in Figure 1 .
In the second experiment, for the Q different signals, the number of Poisson corrupted CS measurements was fixed to N = 50, the signal intensity was fixed to I = 10 8 , and the signal sparsity was varied from s = 5 to s = 70 in steps of 5. In each case, median RMSE values were recorded over the Q signals, as shown in the middle sub-figure in Figure 1 . In the third experiment, for the Q different signals, the sparsity of the signals was fixed to s = 10, and with a total intensity of I = 10 8 . The number of measurements was varied from N = 10 to N = 100. In each case, median RMSE values were recorded over the Q signals, as shown in the bottom subfigure in Figure 1 . Observing Figure 1 , it is clear that in many situations, the reconstruction results with (P3) were superior to those obtained with the Poisson negative log-likelihood.
Box-plots for the results of all these experiments are presented in the supplemental material accompanying this paper. Our scripts for reproducing the results in this section are available at https://www.cse.iitb.ac.in/ ∼ ajitvr/Poisson PoissonGaussian CS/.
We wish to emphasize that (P3) allows very clean parameter tuning, due to the Gaussian nature of √ y + c − √ Aθ + c with a bounded, signal-independent variance. This property is not shared by the negative log-likelihood of the Poisson distribution, and consequently one needs to tweak the γ parameter for optimal results in (P4). Recent work in [8] analyzed the following estimator instead of (P4) for Ψ = I:
This method requires prior knowledge of I for the analysis as well as the implementation. In our case, as also in [7] , [6] , [10] , the constraint x 1 = I is required in the theoretical analysis, but was not deemed necessary in the actual numerical experiments.
B. Experiments on Poisson-Gaussian CS
Similar experiments were performed for Poisson-Gaussian CS assuming a known value of σ, for the problem (PG3) defined below, which is identical to (PG2) except that we did not impose the x 1 = I constraint:
where as defined before d c + σ 2 . We removed all measurements for which y i + d < 0. We compared the results using (PG3) with c = 0 and c = 3 8 with the following: problem (P4) using SPIRAL-TAP under default parameters, after removing negative measurements, and with the γ parameter chosen omnisciently, i.e. assuming the true signal was known for reference; and also with problem (PG5) defined below implemented using CVX with an omniscient selection of γ:
We observed that (P4) with CVX using the MOSEK solver yielded very poor results, and hence we do not report them here. We also did not compare with the Poisson-Gaussian technique in [3] because it is a deconvolution algorithm and uses a total variation prior, whereas we are dealing with compressive reconstruction with a signal sparsity prior. Comparisons with the AT (not GAT but AT) are not presented because the optimization failed in a few cases especially for larger σ values.
The setup for all the experiments is similar to the three previous experiments in Section IV-A, with the addition that the standard deviation of the Gaussian noise (σ) was set to 10. Comparative plots of median RMSE (across multiple signals) are presented in Figure 2 , clearly showing the advantage of the Poisson-Gaussian noise modeling over simple Poisson noise modeling in signal reconstruction.
We also ran another experiment with N = 50 measurements on signals with m = 100 elements, I = 10 8 and with sparsity s = 10, choosing σ from {10 : 10 : 100, 200, 500, 1000}. The comparative plots using median RMSE (across multiple signals) are presented in Figure 3 . From the plot one can see the advantage of using the GAT over a purely Poisson noise model.
V. CONCLUSION
We have presented a convex implementable, probabilistic estimator for sparse/compressible signal reconstruction from CS measurements acquired by realistic sensing models, but corrupted by Poisson or Poisson-Gaussian noise. The estimator allows for principled parameter tuning. To the best of our knowledge, there is no earlier work on analyzing Poisson CS using VSTs since the VSTs convert a problem with linear measurements to non-linear measurements [29] , [12] . We have demonstrated here, both theoretically as well as experimentally, that the non-linearity is actually not a problem, and that it does in fact have some advantages over the Poisson negative log-likelihood -namely more intuitive parameter tuning, besides Lipschitz continuity of the objective function as well as its derivative. This is our first major contribution. The previous work on Poisson CS in [6] , [7] applies to physically realizable sensing matrices but is not applicable to computationally tractable estimators, and the work in [7] applies only to sparse (and not compressible) signals. The work in [8] , [10] applies to computationally tractable estimators, but does not explicitly address the important case of flux-preserving matrices. Recent work from [9] applies to computationally tractable estimators, physical constraints and for sparse/compressible signals, but the estimator requires prior knowledge of a reasonable upper bound on signal sparsity, unlike our technique which has an easier choice of parameter during implementation. (In particular, the constraint x 1 = I was required only for the theoretical analysis and was not deemed necessary in the actual results). Also, besides our conference paper [20] , our group has performed some other earlier work on Poisson CS for realistic matrices using a tractable estimator based on the Jensen-Shannon divergence (JSD) between y and Φx [30] . The work essentially makes use of the fact that the squareroot of the JSD (SQJSD) is a metric, and that the SQJSD has values that scale as o( √ N ) but independent of I. In Table I , we show comparisons of our work in this paper to six of the aforementioned, very recent techniques.
Besides [10] , there exist other papers which provide performance guarantees for some variant of the LASSO. For example, [31] and [32] provide bounds using the RIP and maximum eigenvalue condition respectively. Necessary and sufficient conditions are derived for the sign consistency of the LASSO with the Poisson noise model in [33] . Weighted/adaptive LASSO and group LASSO schemes with provable guarantees based on Poisson concentration inequalities have been proposed in [34] , [10] . The consistency of an 1 regularized maximum likelihood (ML) estimator under a compressive setting is examined in [35] under the model λ = exp(−a t θ) where a is a known vector, θ is an unknown vector of sparse coefficients and λ is the mean of the Poisson distribution. None of these techniques however explicitly deal with flux-preserving matrices. Moroever the LASSO is not a probabilistic estimator in the Poisson case, as even a Gaussian approximation to the Poisson entails variances that vary with each measurement, and which are unknown during the estimation process.
Our second major contribution is the unification of analysis of Poisson CS and Poisson-Gaussian CS that our VST-based framework so readily allows for. Also bounds for Poisson-Gaussian CS are new in the literature to the best of our knowledge. The extension of our method to Poisson-Gaussian noise also retains all the advantages of the method for Poisson noise.
There are many directions for future work. First, a derivation of lower bounds is in order to assess how loose our upper bounds may be. The LASSO has been extended to deal with non-linear problems in [36] , [37] , of which our technique is a special case. At this point, however, we have not obtained significantly tighter performance bounds for the VST (c = 0) than those presented in this paper, even by adapting the technique from [37] to Poisson CS using VST. Analysis of support recovery is another interesting avenue of research. Lastly, it will be interesting to analyze the effect of quantization on Poisson-Gaussian compressive measurements.
VI. APPENDIX: SUPPLEMENTARY MATERIAL

A. Experiments for Poisson CS
We present box-plots for each of the set of results in the main paper. These are presented in Figure 6 for (P5) with c = 0, in Figure 7 for (P5) with c = 3 8 , in Figure 4 for (P4) with SPIRAL-TAP, in Figure 5 
