Abstract. The Supercomputer Toolkit constructs parallel computation networks by connecting processor modules. These connections are set by the user prior to a run and are static during the run. The Technion's Toolkit prototype was used to run a simplified version of the PSU/NCAR MM5 mesoscale model [9]. Each processor is assigned columns of the grid points of a square in the (x,y) space. When n × n columns are assigned to each processor its computation time is proportional to n 2 and its communication time to n. Since the Toolkit's network computes in parallel and communicates in parallel, then, for a given n, the total time is independent of the size of the two dimensional array or the area over which the weather prediction takes place. A mesoscale forecast over the eastern Mediterranean was run and measured; it suggests that were the Toolkit constructed from ALPHA processors, 10 processors would do a 36 h prediction in only about 13 minutes. A 36 hours prediction with full physics for the whole earth will require 2 hours for 80 ALPHA processors.
Introduction
This is a joint work of two groups: a group that developed the prototype of the Supercomputer Toolkit and a group that studied numerical weather prediction. We started from the question "How many processors are required to predict the weather over the east Mediterranean?" We ended with an estimate for the number of processors to predict the weather over the whole earth. Our cooperation began once we realized that there is a match between the computational structure of a domain decomposition numerical weather prediction scheme and the architecture of a Supercomputer Toolkit computational network. It is proper, therefore, that we start the introduction with this match. Moreover, our main results, in particular, time and performance estimations, follow readily from this match and from the performance of the Toolkit processor.
The Supercomputer Toolkit [2] constructs special purpose computers by interconnecting standard modules. The main module is a processor (including CPU and memory) that has two I/O ports. Processors modules are interconnected to networks by physical connection of ports. Figure 1 depicts a graphical abstraction of such a processor and some networks generated by interconnection of ports. Processors whose ports are connected together are called neighbors; neighbors can exchange information between them through the connected ports.
Processors of such a computational network can compute in parallel. Moreover, a processor can read/write through its left-and right-port simultaneously. Thus, considering the ring structure of Fig. 1 , a processor can send information to its left neighbor while at the same time read information sent from its right neighbor; each of its neighbors can do the dual action with its own neighbors. In other words, the network's processors can communicate in parallel as well as compute in parallel.
Consider the numerical weather prediction problem. As is well known, weather prediction is a 3D partial differential equation problem. The height z corresponds to the atmospheric height and is often taken as 15-20km. The sizes of the other two dimensions, call them x and y, depend on the area to be covered and it can range from 50-5000 km, for mesoscale modeling. A grid is defined over the 3D space. Typically, the height is sampled (unevenly) 30-50 times; the x and y dimensions are sampled evenly each 10 to 60 km, depending on the area and the detail to be covered.
The partial derivatives with respect to x, y and z are replaced by differences resulting in ordinary differential equations in time with the state variables being the values of the pressure, velocity, etc., at the grid points. These equations are integrated numerically in what can be considered as a mixed method: The grid points along the z direction at each given x i , y j form a column that is considered a 'cell'. A time increment ∆t is chosen to satisfy the CFL criterion 1 .
