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THE HOWLAND - KATO COMMUTATOR PROBLEM, II
IRA HERBST
Abstract. We continue to investigate the following problem: For what bounded
measurable real f and g is the commutator irfpP q, gpQqs positive? In this work we
consider the situation where the commutator is a finite rank operator.
1. Introduction
This is the second in a series of papers on the Howland-Kato commutator problem.
We refer the reader to the original paper of Kato [1] and the paper [3].
We consider real, bounded, measurable f and g. If irfpP q, gpQqs ě 0, it follows
that the commutator is trace class ([1],[3]). Thus it is natural to consider the case
where the commutator is finite rank. Kato considered the (non-zero) rank one case and
showed that in this case f and g were essentially multiples of the hyperbolic tangent.
Kato assumed that f and g were absolutely continuous with L1 derivatives but this
can be proved, see [3]. Specifically Kato showed gpxq “ c1 tanh rˆpx ´ tq ` c2, fpξq “
c1
1
tanh rˆ1pξ´ t1q` c1
2
where the cj and c
1
j are real constants with c1c
1
1
ą 0 and rˆrˆ1 “ π{2.
(Kato derived a differential equation for g which he then solved.) If we define Kr as
the set of all bounded real functions, f : R Ñ R with an analytic continuation to the
strip |Imz| ă r satisfying the additional condition that ImfpzqImz ě 0 in this strip,
then the functions that Kato found in the rank one case satisfy sg P Kr, sf P Kr1 where
rˆ “ π{2r, rˆ1 “ π{2r1, and s “ ˘1. Kato felt there was reason to believe that all pairs of
g and f would be given by g “ s tanhprˆ¨q˚dµ`c and f “ s tanhprˆ1¨q˚dν`c1 where µ and
ν are finite positive measures, s “ ˘1, c and c1 are constants, and rr1 “ π{2. We will
call this the Kato conjecture. In this paper we will consider real bounded measurable
f and g such that
irfpP q, gpQqs “
Nÿ
j“1
pφj, ¨qφj (1.1)
where the φj ’s are linearly independent functions in L
2pRq. From [3] we know that if the
commutator is non-zero as well as non-negative then f and g are monotone. Without
loss of generality we will always assume that they are increasing. In the next section
we will show that g P Kr and f P Kr1 for some positive r and r1. In addition we will
prove some exponential estimates. In his paper Kato showed that g P Kr if and only if
gpxq “ ş tanh rˆpx ´ tqdµptq ` c where rˆ “ π{2r, µ is a finite positive measure, and c is
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a real constant. We will make use of this representation. In addition we will make use
of the integral kernel, Kpx, yq, of the commutator irfpP q, gpQqs given by
Kpx, yq “ 1?
2π
gpxq ´ gpyq
x´ y
pf 1py ´ xq “ÿ
j
φjpxqφjpyq (1.2)
In the case at hand (finite rank, non-zero, non-negative commutator) f 1 is in L1, g is
C1, and this expression is well-defined. In fact f 1, g1 and the φj’s are in SpRq (see [3]).
If we conjugate (1.1) with the Fourier transform we obtain
ir´gp´P q, fpQqs “
Nÿ
j“1
p pφj , ¨q pφj
with integral kernel K˜pξ, ηq given by
K˜pξ, ηq “ 1?
2π
fpξq ´ fpηq
ξ ´ η
pg1pξ ´ ηq “ÿ
j
pφjpξq pφjpηq (1.3)
Thus if we prove something about g the same proof gives an analogous statement for
f and vice versa.
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3. analyticity
Theorem 3.1. With f and g as above, assume without loss of generality that f and g
are monotone increasing (see [3]). Then there exist r and r1, both positive so that g P Kr
and f P Kr1. The functions φj are analytic in the strip Sr :“ tz P C : |Imz| ă ru.
They satisfy
ş |φjpx ` iyq|2e2s|x|dx ă 8 for |y| ă r and s ă r1. As a consequenceş
g1pxqe2s|x|dx ă 8 for s ă r1 and ş f 1pξqe2s|ξ|dξ ă 8 if s ă r. We have rr1 ď π{2.
Remark 3.2. Note that
ş |φjpx` iyq|2e2sxdx “ ş |φˆjpξ ` isq|2e´2yξdξ.
If Kato’s conjecture is true, what is required is that rr1 ě π{2. (Note that rr1 ą π{2
implies that there exist r1 ď r and r11 ď r1 with g P Kr1 and f P Kr11 such that
r1r
1
1
“ π{2 . This is a consequence of the fact that Ka Ă Kb if a ą b). The result that
rr1 ď π{2 is therefore a bit surprising. But evidently rr1 ą π{2 cannot occur in the
finite rank case.
We remark that our method of proof of the analyticity cannot predict the correct size
of the strips. The positivity of the commutator is not used in our proof of analyticity but
rather only to prove the positivity of the imaginary part of g (or f) in the upper half strip
of analyticity. If we just assume the finite rank property, then the proof of analyticity
still works as given here but the following is an example where the commutator has
finite rank but is neither positive nor negative and has f and g analytic in strips: Take
gpxq “ tanh x and fpξq “ tanhα1ξ ` β tanhα2ξ where α1 “ π{2, α2 “ π, and β is
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small and positive. After diagonalizing the rank two operator irtanhpα2P q, gpQqs the
rank three commutator irfpP q, gpQqs can be written
irfpP q, gpQqs “ π´1pφ, ¨qφ` pβ{2πqr||φ`||´2λ`pφ`, ¨qφ` ` λ´||φ´||´2pφ´, ¨qφ´s
where
φpxq “ pcosh xq´1, φ` “ coshpx{2q
cosh x
, φ´ “ sinhpx{2q
cosh x
,
λ˘ “ ||φ||2 ˘ ||e´x{2φ||2.
One sees pφ, φ´q “ 0 and thus
pφ´, irfpP q, gpQqsφ´q “ pβ{2πq||φ´||4λ´1 ă 0.
where we used λ´ “ ||φ||2´ ||e´x{2φ||2 “ pφ, φq´ pφ, 1q ă 0 . Thus g is analytic in Sπ{2
while f is analytic in S1{2. The product is pπ{2qp1{2q “ π{4, half the required number,
but of course the commutator is not positive.
Going back to Theorem 3.1 we do not know how large r and r1 are. But what we do
know is that if f and g are analytic and bounded in larger strips than we have estimated,
then their imaginary parts are positive in the corresponding upper half strips:
Proposition 3.3. Suppose f and g are as in Theorem 3.1. If r˜ ě r and r˜1 ě r1 and
g and f are analytic in Sr˜ and Sr˜1 respectively and bounded in any smaller strips, then
g P Kr˜ and f P Kr˜1. In addition
ş
g1pxqe2s|x|dx ă 8 for s ă r˜1 and ş f 1pξqe2s|ξ|dξ ă 8 if
s ă r˜.
The fact that analyticity and boundedness of g in a larger strip also implies ImzImgpzq ě
0 in this larger strip may also be special to the finite rank case. It is not required by
Kato’s conjecture. (Kato claims that a specific function given in his paper illustrates
that one may have f P Kr and f analytic and bounded in Sr1 with r1 ą r but f R Kr1.
But I do not believe the example has this property.)
Let us define maximality: If g P Ka and in no strictly smaller Kb (b ą a) then we say
that Ka is maximal (for g). We will always be talking about non-constant functions.
Conjecture 3.4. Suppose f P Ka, g P Kb with both Ka and Kb maximal for f and g
respectively. If irfpP q, gpQqs ě 0, then ab ě π{2.
This is implied by the Kato conjecture and if true would settle the case of finite rank
positive commutators.
Proof of Theorem 3.1. Define the vector vpxq “ă φ1pxq, ..., φNpxq ą in CN . Note that
the set tvpyq : y P Ru spans CN . Otherwise there is a non-zero vector w P CN orthogonal
to all vpxq, x P R in which case řwjφjpxq “ 0 for all x P R which contradicts linear
independence. Let tvpy1q, ..., vpyNqu be a set of linearly independent vectors in CN .
And define (with p¨, ¨q the inner product in CN),
γjpxq “ 1?
2π
gpxq ´ gpyjq
x´ yj fˆ
1pyj ´ xq “ pvpyjq, vpxqq “
ÿ
k
φkpxqφkpyjq
The matrix Mkj “ φkpyjq is invertible since
ř
j Mkjcj “ 0 for a non-zero vector c
implies
ř
j cjvpyjq “ 0 which is not possible since the vpyjq are linearly independent.
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Thus is is easy to go back and forth between γj and φj “
ř
k γkM
´1
kj . We will need
a disjoint set of N yj’s, call them y
1
j such that the vpy1jq are also linearly independent.
Such a set can be found since vpyq is continuous. Thus we have both γj and γ˜j with
the latter constructed using the y1j. The technical point is to deal with the apparent
singularity when x “ yj . We proceed by estimating derivatives. According to [3], f 1,
g1, and the φj’s are in SpRq. Consider
γ
pnq
j pxq “
1?
2π
nÿ
k“0
ˆ
n
k
˙´gpxq ´ gpyjq
x´ yj
¯pkq
ipn´kq{ξn´kf 1pyj ´ xq
We have pgpxq ´ gpyqq{px´ yq “ ş1
0
g1px` tpy ´ xqqdt. Thus
pdk{dxkqgpxq ´ gpyq
x´ y “
ż
1
0
p1´ tqkgpk`1qpx` tpy ´ xqqdt.
We integrate by parts to find
ż
1
0
p1´ tqkgpk`1qpx` tpy´xqqdt “ py´xq´1
ż
1
0
pgpkqpx` tpy´xqq´ gpkqpxqqkp1´ tqk´1dt
unless k “ 0 in which case we are back to pgpyq ´ gpxqq{py ´ xq. (Note the above even
makes some sense when k “ 0 since as k Ñ 0, kp1 ´ tqk´1 approaches a delta function
at 1.) Thus we have
|`pgpyq ´ gpxqq{px´ yq˘pnq| ď 2|y ´ x|´1||gpnq||8.
||`pgpyq ´ gpxqq{px´ yq˘pnq1|x´y|ąb||2 ď p2?2qb´1{2||gpnq||8.
We have
|γpnqj pxq| ď
1?
2π
2|x´ yj|´1
ÿ
kďn
ˆ
n
k
˙
||gpkq||8||{ξn´kf 1||8
In computing ||φpnqk ||8 we can use γj or γ˜j. Thus we must bound the minimum
of
ř
j |x ´ yj|´1 and
ř
j |x ´ y1j|´1. If S “ ty1, ...yNu and S 1 “ ty11, ...y1Nu, we have
|x´ yj| ě dpS, xq thus
ř
j |x´ yj|´1 ď N{dpS, xq. Hence the minimum of the two sums
is ď N mintdpS, xq´1, dpS 1, xq´1u ď 2NdpS, S 1q´1. Thus we have
||φpnqj ||8 ď C
ÿ
kďn
ˆ
n
k
˙
||gpkq||8||{ξn´kf 1||8 (3.1)
||γpnqj 1dpS,xqąb||2 ď ||γpnqj 1|x´yj |ąb||2 ď
p2
?
2qb´1{2
ÿ
kďn
ˆ
n
k
˙
||gpkq||8||{ξn´kf 1||8
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Since the intersection tdpS, xq ď bu X dpS 1, xq ď bu is null for small enough b, we have
||φpnqj ||2 ď C
ÿ
kďn
ˆ
n
k
˙
||gpkq||8||{ξn´kf 1||8 (3.2)
Using the equation g1pxq “ p2π{rf sqřj |φjpxq|2 (with rf s “ limxÑ8pfpxq ´ fp´xqq)
we obtain
||gpl`1q||8 ď p2π{rf s
ÿ
j
ÿ
k
ˆ
l
k
˙
||φpl´kqj ||8||φpkqj ||8. (3.3)
||gpl`1q||1 ď p2π{rf s
ÿ
j
ÿ
k
ˆ
l
k
˙
||φpl´kqj ||2||φpkqj ||2.
From (1.3) we obtain
f 1pξq “ p2π{rgsq
ÿ
j
| pφjpξq|2.
Taking the Fourier transform we get
pf 1py ´ xq “ p?2π{rgsqÿ
j
ż
φjpu` xqφjpu` yqdu
After differentiating k times and integrating by parts l ď k times we learn that
dk{dxk pf 1py ´ xq “ p´1qlp?2π{rgsqÿ
j
ż
φ
pk´lq
j px` uqφplqj py ` uqdu
so that
||yξkf 1||8 ď p?2π{rgsqÿ
j
||φpk´lqj ||2||φplqj ||2. (3.4)
Inductively assume
||φplqj ||8 ď aK ll! for l ď n ´ 1 and the same estimate for ||φplqj ||2. (3.5)
Using the estimate (3.4) for {ξn´kf 1 and the inductive assumption (3.5) we have for
l ď n´ k,
||{ξn´kf 1||8 ď p2π{rgsqNa2Kn´kl!pn ´ k ´ lq!. (3.6)
We use the n! bounds
?
2πnpn{eqn ă n! ă
?
2πnpn{eqne1{12n
.
in (3.6). For n ´ k even we take l “ pn´ kq{2. Otherwise take l “ pn´ k ´ 1q{2. We
obtain
||{ξn´kf 1||8 ď Kn´kp2π{rgsqNa2C0apn´ k ` 1qpn´ kq!{2n´k (3.7)
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where C0 is independent of n and k.
From (3.3) and (3.5) we have for k ě 1
||gpkq||8 ď p2π{rf sqNa2Kk´1k! (3.8)
We substitute the bounds (3.3) and (3.7) into (3.1) using the inductive assumption
(3.5). We separate out the k “ 0 term below. Let C1 “ CC0Np2π{rgsq, and
C2 “ p2π{rf sqNC1. We have
||φpnqj ||8 ď C1a2n!
ÿ
kďn
||gpkq||8
?
n´ k ` 1pK{2qn´k{k!
ď C2a4Kn´1n!
ÿ
1ďkďn
?
n´ k ` 1{2n´k ` C1a2||g||8Knn!
?
n ` 1{2n
ď C3a4Kn´1n!` C1a2||g||8Knn!
?
n` 1{2n
where C3 “ C2
ř8
m“0
?
m` 1{2m. Choose a so that ||φj ||8 ď a, ||φj||2 ď a. (Note
(3.1) for ||φj||8.) Choose n0 so that C1a||g||82´n
?
n ` 1 ď 1{2 for n ě n0. Choose
K0 ą 1 so that ||φpnqj ||8 ď aKn0 n!, and ||φpnqj ||2 ď aKn0 n! for n ď n0. Then for any
K ě K0 and K´1C3a3 ď 1{2, ||φpnqj ||8 ď aKnn! for all n. Similarly for ||φpnqj ||2. Thus
φj has an analytic continuation to the strip Sr with r “ K´1, bounded and in L2 of
any smaller strip.
Lemma 3.5. Let r “ K´1 as above. Then if s ă 2r, ş es|ξ|f 1pξqdξ ă 8.
Proof. According to (3.7) we have |yξnf 1p0q| ď C4pK{2qn?n` 1n!. Thusż Mÿ
n“0
ppsξq2n{p2nq!qf 1pξqdξ ď C4
8ÿ
n“0
ps{2rq2n?2n` 1 ă 8.
Thus by the monotone convergence theorem (since f 1 ě 0) we haveş
coshpsξqf 1pξqdξ ă 8. 
Proposition 3.6. Suppose the φj’s are analytic in |Imz| ă r and
ş
f 1pξqe2s|ξ| ă 8 for
s ă r. Then pImgqpImzq ě 0 in this region.
Proof. From (1.2) we have g1pxq “ p2π{rf sqřj |φjpxq|2. It follows that g1 and thus g
has an analytic continuation to the strip Sr. We have for x1 and x2 real
p1{
?
2πqgpx1q ´ gpx2q
x1 ´ x2
pf 1px2 ´ x1q “ÿ
j
φjpx1qĞφjpx2q.
If we analytically continue to the strip |Imz| ă r in both variables x1 and x2 we have
p1{
?
2πqgpzq ´ gpwq
z ´ w
pf 1pw ´ zq “ÿ
j
φjpzq sφjp swq.
We set z “ x` iy, w “ x´ iy giving
p1{
?
2πqgpx` iyq ´ gpx´ iyq
2iy
pf 1p´2iyq “ÿ
j
φjpx` iyqφjpx` iyq.
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Since 0 ă pf 1p´2iyq ă 8, yImgpx` iyq ě 0. 
Let us complete the proof of Theorem 3.1. We notice that because of the symmetry
between f and g we have the existence of an r1 ą 0 so that φˆj and f have analytic
continuations to Sr1 with f P Kr1 and
ş
g1pxqe2s|x|dx ă 8 when s ă r1.
From Kato’s representation theorem there is a finite positive measure µr such that
gpxq “
ż
tanh rˆpx´ tqdµrptq ` cr
where rˆ “ π{2r.
Thus g1pxq “ rˆ şpcoshprˆpx´ tqq´2dµrptq andż
g1pxqe2sxdx “ rˆ
ż
pcoshprˆxqq´2e2sxdx
ż
e2stdµrptq ă 8
for |s| ă r1. This implies r1 ď rˆ and ş e2s|t|dµrptq for s ă r1.
Of course since g P Kr1 if r1 ă r we can also write gpxq “
ş
tanh rˆ1px´ tqdµ1ptq ` cr1.
We have
w ˚ lim
yÒr
Imgpx` iyqdx “ 2rdµrpxq
.
We learn that
ş
e2s|x|dµr1 ă 8 if s ă r1. If we take 0 ă r1 ă r we have as before
Imgpx` ir1qfˆ 1p´2ir1q “ r1
ř
j |φjpx` ir1q|2
Thus
8 ą
ż
e2s|x|dµr1pxq “ r1
ÿ
j
p2r1q´1
ż
e2s|x||φjpx` ir1q|2dxpfˆ 1p´2ir1qq´1
for s ă r1. By varying r1 we learn thatż
|φjpx` iyq|2e2s|x|dx ă 8; |y| ă r, s ă r1.
Although this is not part of Theorem 3.1, using the three lines lemma with
F pzq “ pψ, espz`¨qφjpz ` ¨qqe´ǫz2 with ψ P C80 shows that the above estimate is uniform
for |y| ă r ´ ǫ and s ă r1 ´ ǫ. This completes the proof of Theorem 3.1. 
Proof of Proposition 3.3 .
Lemma 3.7. Let t ą r “ K´1 and g analytic in St “ tz : |Imz| ă tu and bounded in
any smaller strip. Then ImzImgpzq ě 0 in St.
Proof. As we saw in Proposition 3.6 and Lemma 3.5 we know that for r “ K´1, g is
analytic in Sr and
ş
f 1pξqes|ξ|dξ ă 8 if s ă 2r. We have
γjpxq “ gpxq ´ gpyjq
x´ yj
pf 1pyj ´ xq. (3.9)
We can analytically continue the right hand side into Sr1 where r1 “ mintt, 2ru. Thus
φj is analytic in Sr1 and is bounded in Sr1´ǫ with
ş |φjpx`iyq|2dx ď Cǫ for all |y| ď r1´ǫ.
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It also follows that |φjpx`iyq| Ñ 0 as |x| Ñ 8 uniformly for |y| ă r1´ǫ. Let hˆ P C80 pRq.
By Cauchy’s theorem we have
0 “
ż L
´L
h¯pxqφjpx` iyqdx´
ż L
´L
h¯px` iyqφjpxqdx
`i
ż y
0
rh¯p´L` iuqφjp´L´ ipu´ yqq ´ h¯pL` iuqφjpL´ ipu´ yqqsdu.
The integrals from 0 to y vanish in the limit LÑ 8 so thatż
h¯pxqφjpx` iyqdx “
ż
h¯px` iyqφjpxqdx
or writing φj,ypxq “ φjpx` iyq and using the Plancherel theoremż
¯ˆ
hpξqyφj,ypξqdξ “ ż ¯ˆhpξqe´yξφˆjpξqdξ.
It follows that yφj,ypξq “ e´yξφˆjpξq.
Since this holds for |y| ă r1 we see that in particular es|ξ|φˆj P L2 for s ă r1. Since
f 1pξq “ p2π{rgsq
ÿ
j
| pφjpξq|2
it follows that
ş
f 1pξqes|ξ|dξ ă 8 if s ă 2r1 which is an improvement over 2r as as
long as t ą r.) Now we use (3.9) again to show that φj has an analytic continuation
to Sr2 , r2 “ mintt, 2r1u which is bounded in Sr2´ǫ with
ş |φjpx ` iyq|2dx ď Cǫ for all
|y| ď r2´ ǫ. Thus continuing we find that if n is the smallest integer such that 2nr ě t,
we have for m ď n, rm “ mintt, 2mru and thus rn “ t. We have φjpzq bounded in St´ǫ
and
ş |φjpx ` iyq|2dx ď Cǫ for |y| ă t ´ ǫ, and finally ş f 1pξqes|ξ|dξ ă 8 if s ă 2t. The
result now follows from Theorem 3.6. 
The following is a corollary of the proof of Lemma 3.7 and of Proposition 3.6.
Corollary 3.8. Suppose g and f have analytic continuations to the strips St and St1,
bounded in any smaller strips. Then
ş
f 1pξqe2s|ξ|dξ ă 8 if s ă t and ş g1pxqe2s|x|dx ă 8
if s ă t1. In addition g P Kt and f P Kt1.
This completes the proof of Proposition 3.3. 
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