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ON POINTED HOPF ALGEBRAS ASSOCIATED
WITH THE SYMMETRIC GROUPS
NICOLA´S ANDRUSKIEWITSCH, FERNANDO FANTINO
AND SHOUCHUAN ZHANG
Abstract. It is an important open problem whether the dimension of
the Nichols algebra B(O, ρ) is finite when O is the class of the trans-
positions and ρ is the sign representation, with m ≥ 6. In the present
paper, we discard most of the other conjugacy classes showing that very
few pairs (O, ρ) might give rise to finite-dimensional Nichols algebras.
1. Introduction and Main Result
1.1. The context. This paper contributes to the classification of finite-
dimensional pointed complex Hopf algebras H whose group of group-likes
G(H) is isomorphic to Sm. Suppose we want to classify finite-dimensional
pointed Hopf algebras with a fixed G(H) = G. As explained in [AS], the
crucial step is to determine when the Nichols algebra of a Yetter-Drinfeld
module over G is finite-dimensional or not. Recall that irreducible Yetter-
Drinfeld modules over G are determined by a conjugacy class O of G and
an irreducible representation of the centralizer Gσ of a fixed σ ∈ O. Let
M(O, ρ) be the corresponding Yetter-Drinfeld module and let B(O, ρ) de-
note its Nichols algebra.
1.2. Statement of the main result. Assume that G = Sm, 3 ≤ m ∈
N. We fix σ ∈ Sm of type (1n1 , 2n2 , . . . ,mnm), which means that in the
decomposition of σ as product of disjoint cycles appear nj cycles of length
j, for every j, 1 ≤ j ≤ m. We will write
σ = A1 · · ·Am,(1)
where Aj = A1,j · · ·Anj ,j is the product of the nj > 0 disjoint j-cycles A1,j,
. . . , Anj ,j of σ. We omit Aj when nj = 0. The even and the odd parts of σ
are
σe :=
∏
j even
Aj, σo :=
∏
1<j odd
Aj .(2)
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Thus, σ = A1σeσo. By abuse of notation we shall say that σ has type
(1n1 , 2n2 , . . . , σo) to mean that the type of the σo entering in σ is arbitrary.
Here is our main Theorem. See below for unexplained notation; in particu-
lar, see (5) for the meaning of ρj.
Theorem 1. Let σ ∈ Sm be of type (1n1 , 2n2 , . . . ,mnm), let O be the con-
jugacy class of σ and let ρ = (ρ, V ) ∈ Ŝσm. Assume that dimB(O, ρ) < ∞.
Then qσσ = −1 and some of the following hold:
(i) (1n1 , 2), ρ1 = sgn or ǫ, ρ2 = sgn.
(ii) (2, σo), σo 6= id, ρ2 = sgn, ρj = Indχ(0,...,0) ⊗ µj , for all j > 1 odd.
(iii) (1n1 , 23), ρ1 = sgn or ǫ, ρ2 = χ(3) ⊗ ǫ or χ(3) ⊗ sgn.
Furthermore, if n1 > 0, then ρ2 = χ(3) ⊗ sgn.
(iv) (25), ρ2 = χ(5) ⊗ ǫ or χ(5) ⊗ sgn.
(v) (1n1 , 4), ρ1 = sgn or ǫ, ρ4 = χ(−1).
(vi) (1n1 , 42), ρ1 = sgn or ǫ, ρ4 = χ(i,i) ⊗ sgn or χ(−i,−i) ⊗ sgn.
(vii) (2, 4), ρ = sgn⊗ǫ or ρ = ǫ⊗ χ(−1).
(viii) (2, 42), ρ2 = ǫ, ρ4 = χ(i,i) ⊗ sgn or χ(−i,−i) ⊗ sgn.
(ix) (22, 4), deg ρ2 = 1, ρ4 = χ(−1).
We stress that in most of the cases en the previous statement, whether the
dimension of the corresponding Nichols algebra is finite is an open problem;
the point of the Theorem is to discard the cases not comprised in (i) to (ix).
1.3. Proof of the main result. In the previous papers [AF1, AZ] and in
a preliminar version of the present paper, the idea was to look at abelian
subracks. But we have found that the techniques based on non-abelian
subracks presented in [AF2]– consequences of the results in [AHS]– conduct
faster to a more complete analysis of Nichols algebras over symmetric groups.
We use also here another technique, an extension of [Gn˜1], consisting in
finding a suitable braided vector subspace of diagonal type not supported
by an abelian subrack but “transversal” – see Proposition 3.3. We now
outline the proof of the main Theorem, addressing to previous papers or to
results in the present paper for proofs of the different steps.
Proof. We state the different arguments that reduce the class of possible
Nichols algebras with finite dimension.
(a) qσσ = −1 and σ has even order by [AZ, 2.2], cf. Lemma 2.1 below.
(b) If j ≥ 6 is even, then nj = 0; this follows from [AF2, Ex. 2.10] for j
having an odd divisor, and from Proposition 3.3 for j a power of 2.
Hence deg ρ1 = 1 by Propositions 3.8 and 3.9; that is, ρ1 = sgn or ǫ.
(c) n4 ≤ 2, by [AF2, Ex. 3.10]; n2 ≤ 5, by [AF2, Ex. 3.13].
(d) deg ρ2 = deg ρ4 = 1, by Proposition 3.4 and [AZ, Prop. 2.6].
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(e) Assume that there exists j ≥ 3 such that nj > 0. Then n2 ≤ 2 by
[AF2, Ex. 3.12]. If n2 > 0, then n1 = 0 by [AF2, Ex. 3.9]. Moreover,
(22, 42, σo) is excluded by Proposition 3.6.
(f) If n4 > 0, then σo is trivial by Prop. 3.7. The restrictions on the
representations follow from Proposition 3.5.
(g) Assume next that for any j ≥ 3, nj = 0, so that σ is of type
(1n1 , 2n2). Then n2 6= 2 by [AZ, Th. 2.7] and n2 6= 4 by [AF1, Th.
1 (B) (i)] together with [AZ, Prop. 2.6]. Also, ρ2 should be χ(n2)⊗ ǫ
or χ(n2) ⊗ sgn by [AF1, Th. 1 (B) (ii)]. Now, by Lemma 3.10 we
have the restrictions on the characters in (iii) and (iv). On the other
hand, the claim in (ii) for the representations ρj , j > 1 odd, follows
from Lemma 3.1. 
1.4. Comments on the cases left open. Let us say that M(O, ρ) has
negative braiding if the Nichols algebra of any braided subspace correspond-
ing to an abelian subrack is (twist-equivalent to) an exterior algebra.
(I) In the cases (i)-(ix) of the main Theorem, there is no family of type
O(2) nor D(2)p , for any odd prime p, inside the respective conjugacy
classes. Besides, there is no transversal subrack of type D(2)4 . More-
over, it is easy to see that the corresponding braiding is negative in
all cases.
(II) We know that dimB(O, ρ) < ∞ in the following cases: O is the
class of the transpositions, ρ = id⊗ sgn or ǫ⊗ sgn (see the notation
below) and m ≤ 5 [MS, FK, Gn˜2]; or O is the class of the 4-cycles,
ρ = χ(−1) and m = 4 [AG, Th. 6.12]. It is an important open
problem whether the dimension of B(O, ρ) is finite when O is the
class of the transpositions and m ≥ 6.
(III) The Yetter-Drinfeld modules over the group algebra CG, with G
a finite group, are semisimple. The Nichols algebra of a finite-
dimensional reducible Yetter-Drinfeld module over Sm is always in-
finite-dimensional – see [HS], see also [AHS, Section 4].
2. Preliminaries
2.1. Generalities. We follow the conventions in [AZ, AF1]. We denote by
Ĝ the set of isomorphism classes of irreducible representations of a finite
group G. We use the rack notation x ⊲ y := xyx−1. We set ωn := e
2pii
n ,
where i =
√−1.
Let σ ∈ G, Oσ the conjugacy class of σ and ρ = (ρ, V ) ∈ Ĝσ . Since
σ ∈ Z(Gσ), the center of Gσ, the Schur Lemma implies that
(3) σ acts by a scalar qσσ on V.
Lemma 2.1. [AZ, Lemma 2.2] Assume that σ is real (i. e. σ−1 ∈ Oσ). If
dimB(Oσ , ρ) <∞, then qσσ = −1 and s has even order. 
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The following result follows from [H].
Lemma 2.2. Let W be a braided vector space, U ⊆ W a braided vector
subspace of diagonal type, G the generalized Dynkin diagram corresponding
to U . If G contains a t-cycle with t > 3, then dimB(W ) =∞. 
2.2. Symmetric groups. Let σ ∈ Sm be of type (1n1 , 2n2 , . . . ,mnm). Re-
call the notation (1). The centralizer of σ is isomorphic to a product
S
σ
m = T1 × · · · × Tm, where
Tj = 〈A1,j , . . . , Anj ,j〉⋊ 〈B1,j , . . . , Bnj−1,j〉 ≃ (Z/j)nj ⋊ Snj ,(4)
1 ≤ j ≤ m. We will choose A1, . . . , Am such that A1,1 = (1), . . . , An1,1 =
(n1), A1,2 = (n1 + 1 n1 + 2),. . . , An2,2 = (n1 + 2n2 − 1 n1 + 2n2), and so
on. More precisely, if 1 < j ≤ m and r :=∑1≤k≤j−1 knk, then
Al,j :=
(
r + (l − 1)j + 1 r + (l − 1)j + 2 · · · r + lj
)
,
Bh,j :=
(
r + (h− 1)j + 1 r + hj + 1
)(
r + (h− 1)j + 2 r + hj + 2
)
· · ·
(
r + hj r + (h+ 1)j
)
,
for all l, h, with 1 ≤ l ≤ nj, 1 ≤ h ≤ nj−1. Notice that Bh,j is an involution.
Let ρ = (ρ, V ) ∈ Ŝσm; so
ρ = ρ1 ⊗ · · · ⊗ ρm,
where ρj ∈ T̂j has the form
(5) ρj = Ind
Z
nj
j ⋊Snj
Z
nj
j ⋊S
χj
nj
(χj ⊗ µj),
with χj ∈ Ẑnjj and µj ∈ Ŝ
χj
nj – see [S, Section 8.2]. Here S
χj
nj denotes the
isotropy subgroup of χj under the induced action of Snj over Ẑ
nj
j . Actually,
χj is of the form χ(t1,j ,...,tnj,j), where 0 ≤ t1,j, . . . , tnj ,j ≤ j − 1 are such that
χ(t1,j ,...,tnj,j)(Al,j) = ω
tl,j
j , 1 ≤ l ≤ nj.(6)
Notice that if ρj is as in (5), then
deg ρj = [Snj : S
(χj)
nj ] deg µj.(7)
Remark 2.3. Since every Aj belongs to Z(S
σ
m), Aj acts by a scalar qAj on
V . Thus,
qσσ = qeqo, where qe =
∏
j even
qAj and qo =
∏
1<j odd
qAj .
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Remark 2.4. Assume that deg(ρ) = 1; that is, deg(ρj) = 1, for all j. Then
S
(χj)
nj = Snj and µj = ǫ or sgn ∈ Ŝnj , for all j,(8)
by (7). Hence, we have that tj := t1,j = · · · = tnj ,j, for every j, and
ρj = χj ⊗ µj. In that case, we will denote χj = χ(tj ,...,tj) by −→χtj . Thus, for
every j there exists tj , with 0 ≤ tj ≤ j − 1, such that
ρ = (−→χt1 ⊗ µ1)⊗ · · · ⊗ (−−→χtm ⊗ µm).(9)
If nj = 0 or 1, then ρj is just the trivial representation. We will denote
t := (t1, . . . , tm),(10)
which is a m-tuple that depends on ρ. Any one-dimensional representation
of Sσm is completely determined by (µ1, . . . , µm) and t as above.
3. New restrictions on orbits and characters
Our first new result restricts the possibilities for the exponents t−,−’s of
the representation ρ. The proof is an application of the technique of abelian
subracks.
Lemma 3.1. Let ρ = (ρ, V ) ∈ Ŝσm. If there exist j, l, with 1 ≤ j ≤ m and
1 ≤ l ≤ nj, such that ω4tl,jj 6= 1, then dimB(Oσ , ρ) =∞.
Proof. Notice that j 6= 1, 2. Let N =∑j≥3 nj. We consider two cases.
(a) Assume that N = 1. In this case, the type of σ is (1n1 , 2n2 , j). Then
ρj = χtj , for some tj, 0 < tj ≤ j − 1, and qσσ = ±ωtjj 6= ±1, by hypothesis.
Now the result follows from Lemma 2.1.
(b) Assume that N > 1. By Lemma 2.1, we may suppose that qσσ = −1.
There exists v ∈ V − 0 such that ρ(Al,j)v = ωtl,jj v. We define σ1 := σ,
σ2 := σ A
−2
l,j , σ3 := σ
−1
2 and σ4 := σ
−1; clearly, these are four different
elements. Let τ = (i1 i2 · · · ij) be a j-cycle. We define
gτ :=
(i2 ij)(i3 ij−1) · · · (il il+2) , if j = 2l is even,(i2 ij)(i3 ij−1) · · · (il+1 il+2) , if j = 2l + 1 is odd.(11)
Thus, gτ is an involution such that τ
−1 = gττgτ .
We choose g1 := id, g2 := gAl,j , see (11), g4 := g2g3 and
g3 :=
∏
k 6=j
1≤h≤nk
gAh,k ·
∏
1≤h≤nj
h 6=l
gAh,j .
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Then σr = grσg
−1
r , r = 1, 2, 3, 4, and we have the following relations
σ1g1 = g1 σ1, σ1g2 = g2 σ2, σ1g3 = g3 σ3, σ1g4 = g4 σ4,
σ2g1 = g1 σ2, σ2g2 = g2 σ1, σ2g3 = g3 σ4, σ2g4 = g4 σ3,
σ3g1 = g1 σ3, σ3g2 = g2 σ4, σ3g3 = g3 σ1, σ3g4 = g4 σ2,
σ4g1 = g1 σ4, σ4g2 = g2 σ3, σ4g3 = g3 σ2, σ4g4 = g4 σ1.
It is not difficult to see that W := C-span{g1v, g2v, g3v, g4v} is a braided
vector subspace of diagonal type of M(Oσ, ρ), with braiding matrix
Q =

−1 ω2tl,jj ω
−2tl,j
j −1
ω
2tl,j
j −1 −1 ω
−2tl,j
j
ω
−2tl,j
j −1 −1 ω
2tl,j
j
−1 ω−2tl,jj ω
2tl,j
j −1
 .
Since ω
4tl,j
j 6= 1 the generalized Dynkin diagram is of the form given by
Figure 1. Therefore, dimB(Oσ , ρ) =∞, by Lemma 2.2. 
✉
✉
✉
✉
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
ω
−4tl,j
j ω
4tl,j
j
ω
4tl,j
j ω
−4tl,j
j
-1 -1
-1
-1
Figure 1.
Remark 3.2. The previous Lemma implies that if dimB(Oσ, ρ) < ∞, with
ρ ∈ Ŝσm, then the scalars qe and qo given in Remark 2.3 must be qo = 1 and
qe = −1; moreover, t−,j = 0, for all j odd.
Our next result discards the appearance of cycles of length j > 4, where
j is a power of 2. The proof is an application of the technique of transversal
abelian subspaces. We also need Lemma 3.1.
Proposition 3.3. Let σ ∈ Sm, O the conjugacy class of σ and ρ ∈ Ŝσm. If
the type of σ is (1n1 , 2n2 , 4n4 , 8n8 , . . . , (2k)n2k , σo), with k ≥ 3 and n2k ≥ 1,
then dimB(O, ρ) =∞.
Proof. We may assume that σ is of type (2n2 , 4n4 , 8n8 , . . . , (2k)n2k ), by [AZ,
Prop. 2.6]. If qσσ 6= −1 or if n2k ≥ 3, then the result follows from Lemma
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2.1 and [AF2, Ex. 3.10], respectively. Assume that qσσ = −1 and n2k ≤ 2.
We consider two cases.
(I) Assume that n2k = 1. Let α = (i1 i2 · · · i2k) be the 2k-cycle appearing
in the decomposition of σ as product of disjoint cycles, and we call
I := (i1 i3 i5 · · · i2k−1) and P := (i2 i4 i6 · · · i2k).
In the proof of [AF2, Lemma 2.11], it was shown that
(a) I and P are disjoint 2k−1-cycles,
(b) α2 = IP,
(c) αIα−1 = P, (hence σIσ−1 = P),
(d) PtαPt = α2t+1, for all integer t.
For every l ∈ Z4, we call αl = P2k−3l αP−2k−3l and we define as in [AF2,
(2.17)],
σl := P
2k−3l σP−2
k−3l.(12)
Then (σl)l∈Z4 is of type D4 in the sense of [AF2, Def. 2.2].
Claim 1. (i) α2 = α
2k−1+1, (ii) α3 = α
2k−1+1
1 .
Proof. Notice that P2
k−2
is an involution, since P is a 2k−1-cycle. Then
α2 = P
2k−32 αP−2
k−32 = P2
k−2
αP2
k−2
= α2 2
k−2+1 = α2
k−1+1, by (d)
above. Analogously,
α3 = P
2k−33 αP−2
k−33 = P2
k−3
P2
k−2
αP−2
k−2
P−2
k−3
= P2
k−3
α2
k−1+1P−2
k−3
= (P2
k−3
αP−2
k−3
)2
k−1+1 = α2
k−1+1
1
as desired. 
Notice that (i) implies that σ2 = σ
2k−1+1 because σ2
k−1
= α2
k−1
. Analo-
gously, σ3 = σ
2k−1+1
1 . If we define τl := σ
−1
l , for all l, then (σl)l∈Z4 ∪ (τl)l∈Z4
is of type D(2)4 . We define g := (i1 i2k)(i2 i2k−1) · · · (i2k−1−1 i2k−1+1). Then
g is an involution in Sm such that g ⊲ σ = σ
−1. We define gl := P
2k−3l and
hl := glg, l ∈ Z4.
Clearly, hl ⊲ σ = τl, l ∈ Z4.
Claim 2. We set r := 2k−3. We have the following multiplication tables:
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· g0 g1 g2 g3
σ0 g0 σ g3 σα
2r g2 σ2 g1 σα
−2r
σ1 g2 σα
−2r g1 σ g0 σα
2r g3 σ2
σ2 g0 σ2 g3 σα
−2r g2 σ g1 σα
2r
σ3 g2 σα
2r g1 σ2 g0 σα
−2r g3 σ
τ0 g0 σ
−1 g3 σ
−1α2r g2 σ
−1
2 g1 σ
−1α−2r
τ1 g2 σ
−1α−2r g1 σ
−1 g0 σ
−1α2r g3 σ
−1
2
τ2 g0 σ
−1
2 g3 σ
−1α−2r g2 σ
−1 g1 σ
−1α2r
τ3 g2 σ
−1α2r g1 σ
−1
2 g0 σ
−1α−2r g3 σ
−1
· h0 h1 h2 h3
σ0 h0 σ
−1 h3 σ
−1α−2r h2 σ
−1
2 h1 σ
−1α2r
σ1 h2 σ
−1α2r h1 σ
−1 h0 σ
−1α−2r h3 σ
−1
2
σ2 h0 σ
−1
2 h3 σ
−1α2r h2 σ
−1 h1 σ
−1α−2r
σ3 h2 σ
−1α−2r h1 σ
−1
2 h0 σ
−1α2r h3 σ
−1
τ0 h0 σ h3 σ α
−2r h2 σ2 h1 σ α
2r
τ1 h2 σα
2r h1 σ h0 σ α
−2r h3 σ2
τ2 h0 σ2 h3 σ α
2r h2 σ h1 σ α
−2r
τ3 h2 σ α
−2r h1 σ2 h0 σ α
2r h3 σ
Proof. The multiplications σigj follow by straightforward computations, us-
ing the fact that α2
k−1
= σ2
k−1
. For the multiplications σihj , use that
h−1i⊲jσihj = (g
−1
i⊲jσigj)
−1, and the result follows. The rest can be checked in
an analogous way. Notice that g−1i⊲jτigj = (h
−1
i⊲jτihj)
−1. 
Our assumption qσσ = −1 implies that ρ(σ2) = − Id. On the other hand,
we have that ρ(α) = ω
t
2k
2k
, and, by Lemma 3.1, we can suppose that
t2k = 0, 2
k−2, 2k−1 or 3 · 2k−2.(13)
Hence, ρ(σα2r) = −ω2rt2k
2k
Id = −it2k Id = ± Id, with i = √−1, because of
(13). Also, ρ(σα−2r) = −ω−2rt2k
2k
Id = −i−t2k Id = ± Id. Moreover,
ρ(σα2r) = ρ(σα−2r) = −λ Id,
with λ := it2k . Thus, ρ(σ−1α2r) = ρ(σ−1α−2r) = −λ Id.
Let v, w ∈ V − 0. We define W := C-span of {ul, vl | l ∈ Z4}, where
(14)
u1 := g0v + g2v, w1 := h0w + h2w,
u2 := g0v − g2v, w2 := h0w − h2w,
u3 := g1v + g3v, w3 := h1w + h3w,
u4 := g1v − g3v, w4 := h1w − h3w.
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By straightforward computations, we can see that W is a braided vector
subspace of M(Oσ , ρ) of Cartan type with matrix of coefficients given by
(
Q Q
Q Q
)
, where Q =

−1 −1 −λ λ
−1 −1 −λ λ
−λ λ −1 −1
−λ λ −1 −1
 ,
and Dynkin diagram given by
✉
✉
✉
✉
✉
✉
✉
✉
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
.(15)
Figure 2.
which is not of finite type. Therefore, dimB(Oσ, ρ) =∞.
(II) Assume that n2k = 2. Let A1,2k = (i1 i2 · · · i2k) and A2,2k =
(i2k+1 i2k+2 · · · i2k+1) the two 2k-cycles appearing in σ, and let I = I1I2
and P = P1P2, with
I1 := (i1 i3 · · · i2k−1), I2 := (i2k+1 i2k+3 · · · i2k+1−1),
P1 := (i2 i4 · · · i2k), P2 := (i2k+2 i2k+4 · · · i2k+1).
Now, we take σl as in (12) and we proceed in an analogous way as in (I). 
We next examine the possible ρ’s when the type of σ is
(2n2 , 4n4), with n2 ≤ 5 and n4 ≤ 2.(16)
Our first result for this question follows by performing the argument given
in [AF1, Th. 4].
Proposition 3.4. Let σ ∈ Sm, O the conjugacy class of σ of type (2n2 , 4n4)
and ρ ∈ Ŝσm. If deg ρ > 1, then dimB(O, ρ) =∞. 
The next proposition is proved by the technique of non-abelian subracks.
Proposition 3.5. Let σ ∈ Sm of type (2n2 , 42), O the conjugacy class of σ
and ρ ∈ Ŝσm, with deg(ρ) = 1. If dimB(O, ρ) <∞, then ρ4 = χ(i,i) ⊗ sgn or
χ(−i,−i) ⊗ sgn, where i =
√−1.
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Proof. We assume that qσσ = −1, by Lemma 2.1. Since deg(ρ) = 1,
deg(ρ2) = deg(ρ4) = 1. Let A1,4 = (j1 j2 j3 j4) and A2,4 = (j5 j6 j7 j8)
the two 4-cycles that appear in the decomposition of σ as product of dis-
joint cycles. We write A4 = A1,4A2,4. Since deg ρ = 1 we have that
ρ(A1,4) = ρ(A2,4) = ω
t4
4 , with 0 ≤ t4 ≤ 3 – see Remark 2.4. Then
ρ4 = χ(ωt4
4
,ω
t4
4
)
⊗µ4, with µ4 = ǫ o´ sgn, i. e. the trivial or sign representation
of Z2. Then ρ(A4) = ±1. We consider two cases.
CASE (I): qA4 = 1. Then ρ(A1,4) = ρ(A2,4) = 1 o´ −1. We define
s1 := A4, s6 := A1,4A
−1
2,4, t1 := A
−1
1,4A2,4, t6 := s
−1
1 ,
s2 := A1,4 (j5 j6 j8 j7), s3 := A1,4 (j5 j7 j6 j8),
s4 := A1,4 (j5 j7 j8 j6), s5 := A1,4 (j5 j8 j6 j7),
t2 := (j1 j4 j3 j2)(j5 j6 j8 j7), t3 := (j1 j4 j3 j2)(j5 j7 j6 j8),
t4 := (j1 j4 j3 j2)(j5 j7 j8 j6), t5 := (j1 j4 j3 j2)(j5 j8 j6 j7).
Let α = σs−11 and we define σj := sjα, τj = tjα, 1 ≤ j ≤ 6. It is easy to
see that (σ, τ) is of type O(2) – see [AF2, Section 4]. Now, τ1 = A
−1
1,4A2,4α =
σA−21,4, σ6 = A1,4A
−1
2,4α = σA
−2
2,4. We choose g := (1 2)(3 4); then g ⊲ σ1 = τ1,
g−1σ1g = τ1 = σA
−2
1,4 y g
−1σ6g = g
−1A1,4A
−1
2,4gα = A
−1
1,4A
−1
2,4α = σs
−2
1 . This
implies that ρ(τ1) = ρ(g
−1σ1g) = −ρ(A−21,4) = −1, ρ(σ6) = −ρ(A−22,4) = −1
y ρ(g−1σ6g) = −ρ(s−21 ) = −1. Thus, we are in the situation of [AF2, Th.
4.11], and dimB(O, ρ) =∞.
CASE (II): qA4 = −1. Then ρ(A1,4) = ρ(A2,4) = i o´ −i, where i =
√−1.
Let µ4 = ǫ. We define s1 := A4,
s2 := (j1 j2 j4 j3)(j5 j6 j8 j7), s3 := (j1 j3 j2 j4)(j5 j7 j6 j8),
s4 := s
−1
2 , s5 := s
−1
3 , s6 := s
−1
1 , t1 := (j1 j6 j3 j8)(j2 j7 j4 j5),
t2 := (j1 j6 j4 j7)(j2 j8 j3 j5), t3 := (j1 j7 j2 j8)(j3 j6 j4 j5),
t4 := t
−1
2 , t5 := t
−1
3 y t6 := t
−1
1 . Notice that t1 = A1,4A2,4B1,4, where
B := (j1 j5)(j2 j6)(j3 j7)(j4 j8).
Let α = σs−11 and we define σj := sjα, τj = tjα, 1 ≤ j ≤ 6. It is
easy to see that (σ, τ) is of type O(2). Now, τ1 = A1,4A2,4B1,4α = σB1,4,
σ6 = σA
−2
4 . We choose g := (2 6)(4 8); then g ⊲ σ1 = τ1, g
−1σ1g = τ1 and
g−1σ6g = g
−1A−11,4A
−1
2,4gα = σA
−2
4 B1,4. Then ρ(τ1) = ρ(g
−1σ1g) = ρ(σ6) =
ρ(g−1σ6g) = −1, and dimB(O, ρ) =∞, again by [AF2, Th. 4.11]. 
Our next task is to discard the type (22, 42, σo); we do this by the tech-
nique of transversal diagonal braided subspaces.
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Proposition 3.6. Let σ ∈ Sm of type (22, 42, σo), O the conjugacy class of
σ and ρ ∈ Ŝσm, with deg(ρ) = 1. Then dimB(O, ρ) =∞.
Proof. By [AZ, Prop. 2.6], we may assume that σ ∈ S12 is of type (22, 42).
If ρ4 6= χ(i,i)⊗ sgn, χ(−i,−i)⊗ sgn, where i =
√−1, then the result follows
by Proposition 3.5. Assume that ρ4 = χ(i,i) ⊗ sgn or χ(−i,−i) ⊗ sgn, with
i =
√−1. Following the notation given in the preliminaries, we take A1,2 =
(1 2), A2,2 = (3 4), B1,2 = (1 3)(2 4), A1,4 = (5 6 7 8), A2,4 = (9 10 11 12),
B1,4 = (5 9)(6 10)(7 11)(8 12). We call A2 = A1,2A2,2, A4 = A1,4A2,4 and
σ = A2A4 = (1 2)(3 4)(5 6 7 8)(9 10 11 12). We define σ0 := σ, σ1 :=
(1 2)(3 4)(5 9 7 11)(6 12 8 10), σ2 := σ
−1
0 , σ3 := σ
−1
1 ,
τ0 := (1 3)(2 4)(5 6 7 8)(9 10 11 12), τ1 := (1 3)(2 4)(5 9 7 11)(6 12 8 10),
τ2 := τ
−1
0 and τ3 := τ
−1
1 . It is easy to see that the family (σl)l∈Z4 ∪ (τl)l∈Z4
is of type D(2)4 . We choose g0 := id, g1 := (6 9)(8 11)(10 12), g2 :=
(6 8)(10 12), g3 := (6 11)(8 9)(10 12) and hl := (2 3)gl, l ∈ Z4.
Let v, w ∈ V −0. We defineW := C-span of {ul, vl | l ∈ Z4}, where ul, vl,
are given by (14). The condition qσσ = −1, implies that ρ(A2) = ρ2(A2) = 1,
because ρ4 = χ(i,i)⊗sgn or χ(−i,−i)⊗sgn. This implies that ρ2 = χ(t2,t2)⊗µ2,
with t2 = 0 or 1, and µ2 = ǫ or sgn. We consider two cases.
(a) ρ2 = χ(t2,t2) ⊗ ǫ. By straightforward computations, we can see that
W is a braided vector subspace of M(Oσ, ρ) of Cartan type with matrix of
coefficients given by
(
Q Q
Q Q
)
, where Q =

−1 −1 −1 1
−1 −1 −1 1
1 −1 −1 −1
1 −1 −1 −1
 ,
and Dynkin diagram given by (15), and dimB(Oσ , ρ) =∞.
(b) ρ2 = χ(t2,t2) ⊗ sgn. We proceed in an analogous way. 
Our next goal is to discard types with n4 > 0 and non-trivial σo. The
proof relies on the technique of the octahedral rack [AF2, Section 4].
Proposition 3.7. Let σ ∈ Sm of type (1n1 , 2n2 , 4n4 , σo), with n4 > 0 and
σo 6= id, O the conjugacy class of σ and ρ ∈ Ŝσm. Then dimB(O, ρ) =∞.
Proof. We assume that qσσ = −1, by Lemma 2.1. Hence qe = −1 and qo = 1
– see Remark 3.2. Notice that qe = qA2qA4 . We consider two cases.
(I) Assume that n4 = 1. Let A1,4 = (j1 j2 j3 j4) the 4-cycle appearing
in the decomposition of σ as product of disjoint cycles. We call s1 = A1,4,
12 ANDRUSKIEWITSCH, FANTINO AND ZHANG
s2 = (j1 j2 j4 j3), s3 = (j1 j3 j2 j4), s4 = s
−1
2 and s5 = s
−1
3 , s6 = s
−1
1 . Now,
we define σl := A1A2slσo, τl := A1A2slσ
−1
o 1 ≤ l ≤ 6. Then the family
(σl, τl)1≤l≤6 is of type O
(2) – see [AF2, Def. 4.7].
We choose g :=
∏
k odd gAk – see (11). Thus, g is an involution in Sm such
that gσog = σ
−1
o ; then gσg = τ1. Now, we compute
ρ(g−1σ1g) = ρ(τ1) = ρ(A1A2s1σ
−1
o ) = ρ(A2A4)ρ(σo)
−1 = qeqo Id = − Id,
ρ(σ6) = ρ(A1A2A
−1
4 σo) = ρ((A2A4)
−1)ρ(σo) = q
−1
e qo Id = − Id,
ρ(g−1σ6g) = ρ(A1A2A
−1
4 σ
−1
o ) = ρ((A2A4)
−1)ρ(σ−1o ) = q
−1
e q
−1
o Id = − Id .
Then dimB(O, ρ) =∞, by [AF2, Th. 4.11].
(II) Assume that n4 = 2. Let A1,4 = (j1 j2 j3 j4) and A2,4 = (j5 j6 j7 j8)
the two 4-cycles appearing in the decomposition of σ. Now, we proceed
as in the previous case with s1 = A1,4A2,4, s2 = (j1 j2 j4 j3)(j5 j6 j8 j7),
s3 = (j1 j3 j2 j4)(j5 j7 j6 j8), s4 = s
−1
2 , s5 = s
−1
3 and s6 = s
−1
1 . 
We finally discard most of the representations ρ1 entering in ρ, see (5).
We apply the technique of D3, see [AF2, Section 3], to the first proposition,
and the the technique of the octahedron, see [AF2, Section 4], to the second
proposition.
Proposition 3.8. Let σ ∈ Sm of type (1n1 , 2n2 , 4n4 , σo), with n2 > 0, O the
conjugacy class of σ and ρ ∈ Ŝσm. If deg ρ1 > 1, then dimB(O, ρ) =∞.
Proof. We assume that qσσ = −1, by Lemma 2.1. Since deg ρ1 > 1 we have
that n1 > 0; actually n1 ≥ 3. Let A1,2 = (j1 j2) be a transposition appearing
in σ. There exists a j3 such that σ fixes j3 because n1 > 0. We define
σ1 := σ, σ2 := (j1 j3)(j1 j2)σ and σ3 := (j2 j3)(j1 j2)σ. We choose g1 = id,
g2 = (j2 j3) and g3 = (j1 j3). Let v, w be two linearly independent vectors
in V1, the vector space affording ρ1. We define W :=span of {glv, glw | 1 ≤
l ≤ 3}. Then W is a braided vector subspace of M(Oσ , ρ) isomorphic to
M(O32, sgn) ⊕M(O32 , sgn), and dimB(W ) = ∞ – see [AHS, Th. 4.8] or
[AF2, Th. 2.1]. Therefore, dimB(O, ρ) =∞. 
Proposition 3.9. Let σ ∈ Sm of type (1n1 , 2n2 , 4n4 , σo), with n4 > 0, O the
conjugacy class of σ and ρ ∈ Ŝσm. If deg ρ1 > 1, then dimB(O, ρ) =∞.
Proof. We assume that qσσ = −1, by Lemma 2.1. Analogously to the previ-
ous result, we can construct a braided vector subspace of M(Oσ , ρ) isomor-
phic to M(O44, χ(−1)) ⊕M(O44 , χ(−1)). Then dimB(O, ρ) = ∞, by [AHS,
Th. 4.7]. 
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Our final reduction is about the characters in cases (iii) and (iv) of the
main Theorem. We apply the technique of the rack D(2)3 .
Proposition 3.10. Let σ ∈ Sm of type (1n1 , 2n2), with n1 > 0, O the
conjugacy class of σ and ρ ∈ Ŝσm. If
(i) n2 = 3 and ρ2 = χ(3) ⊗ ǫ, or
(ii) n2 = 5 and ρ2 = χ(5) ⊗ ǫ or χ(5) ⊗ sgn,
then dimB(O, ρ) =∞.
Proof. (i) We set σ = (1 2)(3 4)(5 6) and define σ0 := σ, σ1 := (1 2)(3 4)(5 7),
σ2 := σ0 ⊲ σ1, τ0 := (1 3)(2 4)(5 6), τ1 := σ2 ⊲ τ0 and τ2 := σ1 ⊲ τ0. Then
(σj, τj)j∈Z3 is a family of type D3 in Oσ. We choose g = (2 3). Thus,
ρ(g−1σg) = ρ(τ0) = ρ2(A3,2B1,2) Id = −1, see Subsection 2.2. Therefore,
dimB(O, ρ) =∞, by [AF2, Th. 3.7].
(ii) We take σ = (1 2)(3 4)(5 6)(7 8)(9 10) and define σ0 := σ, σ1 :=
(1 2)(3 4)(5 6)(7 8)(9 11), σ2 := σ0 ⊲ σ1,
τ0 := (1 3)(2 4)(5 7)(6 8)(9 10),
τ1 := σ2 ⊲τ0 and τ2 := σ1 ⊲τ0. Then (σj , τj)j∈Z3 is a family of type D3 in Oσ.
We choose g = (2 3)(6 7). Thus, ρ(g−1σg) = ρ(τ0) = ρ2(A5,2B1,2B3,2) Id =
−1, see Subsection 2.2. Hence, dimB(O, ρ) =∞, by [AF2, Th. 3.7]. 
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