Bathymetric LiDAR utilizes a green laser capable of penetrating water and surveying seafloor topography. The intensity of the echo identified as the seafloor carries information about the substrate type. However, besides the reflectance characteristics of the substrate, there are also other influencing factors, including those from the LiDAR system and the environment. The data collected in the 2010 Dongsha atoll bathymetric LiDAR mission is processed and analyzed in this study. The corrections for environmental factors, mainly contributed from the water column that is presented as the inherent optical parameters of water are retrieved from the recorded green laser waveform. Those from the system, such as deviations between the signal receptors or between laser beam angles to each interface, are eliminated with data from IMU (Inertial Measurement Unit), scanner controlling mechanisms, etc. The resulting reflectance from each flight line is compared in the overlap area. The reflectance of the west side strip is subtracted from that of the east side strip. The reflectance is scaled between zero and one. While the mean of the differences is -0.0037, the standard deviation is 0.0436 for the flight line with a flight height of 400 m. The mean and standard deviation are -0.0058 and 0.0272, respectively, with flight height of 300 m. When interpolating the reflectance from the 300 m flight altitude dataset into a surface after subtracting the point measurement from the 400 m flight altitude, the mean and standard deviations are -0.0215 and 0.0382, respectively. This indicates that the consistency among flight lines of the same flight altitude is higher than those from different flight altitudes. A WorldView-2 (WV-2) image is compared with the LiDAR reflectance, and after atmospheric correction, the green band reflectance from WV-2 showed high similarities between the two image types. However, in the deep water region the one derived from LiDAR has much more information content.
INtRODUCtION
Airborne Bathymetric LiDAR (ABL) is a depth sounding technology that assembles GNSS (Global Navigation Satellite System), INS (Initial Navigation System), and laser scanning systems. The current design principle utilizes a green laser for sea floor reflection with optional support from other laser channels with different wavelengths for determining the sea surface characteristics. In comparison with shipborne sounding technology, ABL is featured with high efficiency and is particularly suitable for areas with navigational risks. The green laser beam channel waveforms contain several properties that permit the beam to travel through water. There are typically two stronger returns that correspond to the water surface and sea bottom. The time difference between these two returns provides information for the travel slant range in water. The water depth and seafloor topography are obtained with IMU (Inertial Measurement Unit) and other data (Guenther 1985) . The roughness, slope, curvature and bathymetric position index (BPI), and other indices are then computed. Seafloor topography provides valuable information for coral reef monitoring (Brock et al. 2006; Wedding et al. 2008 ) and habitat mapping (Lundblad et al. 2006; Wilson et al. 2007) .
The bottom return amplitude in the waveform is influenced by the seafloor illuminated area condition, which is related to the substrate type. After removing influences from other factors, the spot reflectance could be derived to provide further information for habitat mapping (Chust et al. 2010; Micallef et al. 2012) . Besides reflectance, other waveform features such as skewness, kurtosis, pulse width and pulse area, could also be useful for characterizing the substrate type (Cottin et al. 2009; Collin et al. 2011 Collin et al. , 2012 Tulldahl and Wikström 2012) .
Although the bottom return amplitude is largely related to the reflectance, there are other factors that affect the waveform shape or cause biases. Directly taking the amplitude as the reflectance would impose large errors upon the data. Based on the source, these factors could be categorized into two types. The first are those caused by the LiDAR system status. The other type results from the environmental condition of the air, water, interface, and seafloor. Factors related to the LiDAR system, such as deviations between the signal receptors and interface angles, are eliminated with data from IMU, scanner-controlling mechanisms, and other information sources. Some are geometric, such as the sensor altitudes and scanner angles. These could be resolved with underlying geometric constraint whereas factors related to the environmental condition could be retrieved by the waveform. The waveform portion between the surface and bottom return is composed mainly of back scatter from hydrosols within the water column. The envelope shows the energy decays with increasing depth and can be used to retrieve inherent optical water characteristics (Billard and Wilsen 1986) . Phillips et al. (1984) assessed the derivation of optical properties from ABL waveforms with in situ measurement. and Hoge et al. (1988) implemented the retrieval algorithm for several case studies.
Besides the two broad system and environment categories, water surface condition and seafloor topography also contribute to the amplitude (Wang and Philpot 2007) . The former includes the water surface wave. The latter includes the slope and aspect which causes changes in the incident angle from different viewing orientations and stretches the bottom return (Steinvall et al. 1994; Steinvall and Koppari 1996; Tulldahl and Steinvall 2004) .
Both the systematic and environmental factors are considered in reflectance retrieval. The systematic factors include laser receiver gain, flight deviation, and the scanner angle. Environmental error compensation focuses on the water optical properties effect. The resulting reflectance from each flight line is compared with each other in the overlap area for assessment. The reflectance from an optical satellite image in the green band is also included for comparison.
EXPERIMENtAL DAtA
The datasets collected in the 2010 Dongsha atoll bathymetric LiDAR mission are used in this study. The survey was conducted with AHAB HawkEye II bathymetric LiDAR system in September of 2010 (Shih et al. 2011) . This system has four receiving channels, including two green channels, one infrared channel and one Raman scatter channel. The HawkEye II system acquires 4 kHz bathymetric and 64 kHz topographic LiDAR soundings simultaneously. The off nadir angle of the laser beam is maintained at approximately at 20°. For each LiDAR sounding, the waveforms of four channels are recorded for post processing and further analysis. Infra-red and Raman scattering channel waveforms contain information near the water surface and are mainly used to determine the surface position. Our work in this study focuses on processing green channel waveforms. An IDE UI-2250SE digital camera with 1200 × 1600 pixel resolution is used for taking photographs for the LiDAR scanned area at 1 Hz (Henrik 2006) .
The study site is Dongsha atoll, which is located about 480 km southwest of Taiwan Fig. 1 . Flight lines were designed in a north-south direction to minimize the sun glint effect. The survey parameters for the two datasets are listed in Table 1 .
DAtA PROCEssING
The reflectance derivation flowchart is shown in Fig. 2 . The bottom return amplitude is extracted from the green channel waveform. The systematic bias and environmental errors are corrected in a follow up process. Further calibration for the dataset is needed to minimize the deviation in the overlap of adjacent flight lines. This chapter describes how to correct these errors with a universal calibration model for the whole dataset. The deriving reflectance procedure for each part is as follows.
systematic Bias Correction
The correction for the individual point systematic bias includes laser receiver gain, flight deviation, and the scanner angle. In the HawkEye II system, the received laser power signal from the two green channel receivers is applied with a TVG (time-varied gain) filter to enhance the bottom return (red line in Fig. 3 ). The applied TVG curve for each individual point was recorded along with the corresponding green channel waveform. Therefore, the gain offset bias could be compensated according to the applied TVG curve. Flight deviation and the scanner angle bias are caused by flight attitude (row/pitch/yaw) inconsistency and laser beams off nadir angle. These two factors would cause the incident angle to be different between pulses. The compensation for these two bias factors could be applied based on the IMU system records and scanner controller (Liu et al. 2010 ).
Environmental Error Compensation
The inherent optical properties of water need to be considered regarding environmental errors. As a photon travels through water it interacts with the water molecules and suspended particulate matter. These interactions weaken the laser beam. Therefore, the properties of the water through which the laser passes through need to be considered in the retrieving reflectance process. stated that the inherent optical properties relevant for monochromatic un-polarized light are absorption coefficient, scattering coefficient, and volume scattering function. As the emitted laser pulse energy P 0 is emitted from the aircraft at flying altitude H into water with refractive index n, the energy returns to the receiver with area A can be modelled with a simplified radiative transfer equation (Gordon 1982) :
where T is the Fresnel transmittance of interface, r is the distance the laser beam travels in the water, ( ) r b is the volume scattering function, and k is the attenuation coefficient. If we assume that the water column the laser beam travels through is uniformly mixed, the ( ) r b and k are independent of r. Therefore, the simplified radiative transfer equation in Eq.
(1) can be further simplified to exponential form:
Where B is the backscatter parameter, which is a combination of ( ) r b and other variables in Eq. (1). The power returned to the receiver decreases with an exponential function for backscattering parameter, attenuation coefficient, and the distance that the laser travelled in the water r. According to the exponential form of Eq. (2), the backscattering parameter and attenuation coefficient could be estimated with regression analysis on the backscatter envelope logarithm portion of the waveform. However, the simplified Eq. (2) is based on the uniform mixing assumption within the water column travelled through by each laser pulse. Fitting exponential decay into the waveforms might be inappropriate in some cases, such as those pulses traveling in non-uniform water columns. Therefore, the alternative method should be employed. In this study, the non-uniform mixing water attenuation developed from atmospheric LiDAR work is used. and Hoge et al. (1988) support the feasibility of the method to adapt to the non-uniform water cases. The backscattering parameter B and attenuation coef-ficient k relationship can be approximated in a power law form (Klett 1981) :
Where c is the constant dependent on the laser pulse wavelength and the water properties. In atmospheric LiDAR work, the reported value c generally ranges from 0.67 -1. In this study for bathymetry, c is taken as 1. The non-uniform water column attenuation case k(r) can be presented as a function Eq. (4), which describes the backward integration of traveling distance r: 
Where r m is the point with small received energy P(r m ) before bottom return in the waveform, and k m is an initial attenuation coefficient value at r m . As the r decreased from r m , the k(r) is determined by the ratio of the two numbers, which are both gradually increased. This form is stable numerically and insensitive to the selected r m ). With Eqs. (3) and (4), the backscattering parameter and attenuation coefficient of non-uniform mixing water for each laser pulse can be estimated with regression analysis. The regression analysis was achieved with non-linear least squares by minimizing S in Eq. 
Backscattering parameter and attenuation coefficient extraction is achieved in this study using CSS (Coastal Survey Studio) software (Isaksson 2009 ), which is the post-processing software of the HawkEye II system. These extracted water parameters are then applied in the environmental error compensation procedure.
Universal Calibration Model
In environmental error compensation each flight line is segmented into blocks. Regression analysis is then performed on these blocks. The local inherent optical properties are estimated separately for each block. Therefore, the water column attenuation effect can be compensated for each laser pulse in the block, whereas the discrepancy between flight lines still exists. A universal calibration method is applied to the entire dataset. The universal calibration model is constructed with training samples which provide references from relatively high reflectance. These relatively high reflectance samples are therefore the reference value of relatively high reflectance with different depth ranges in the process. The selected training samples should be the bright geological material, for example, white sand or bright rock, etc. The water depth range for these samples should be extended as far as possible.
In the process of creating a calibration model 12 areas of high reflectance are selected with information from aerial photos captured simultaneously by the digital camera. Figure 4 shows the interface for selecting the training samples. The area of interest is selected from the complete dataset overview (Fig. 4a) with a box. The elevation, Fig. 4b, and reflectance, Fig. 4c , are then displayed in separate windows for further elaborating upon the training sample. The aerial image of the training sample is then displayed, Fig. 4d , to verify the selection.
Description of 12 selected sample areas are listed in Table 2 . The water depth ranges from approximately 0 -8.5 m. The distribution is shown in Fig. 5 and corresponding images in Fig. 6 . The samples with high reflectance that can be distinguished from the photos are located at the left portion of the Dongsha atoll. The high reflectance areas with nearly zero depth could only be found surrounding Dongsha Island, which is located at the west part of Dongsha atoll. Given this spatial constraint, the universal model based on the 12 training samples is applied to both the 300 and 400 m flight altitude datasets, even though none of the training samples are located in the area covered by the 300 m flight altitude.
Relative Reflectance
After the calibration process the corrected amplitude is then normalized into 0 -1 and named as relative reflectance. For each point, its relative reflectance is the ratio between the reflectance of individual point and the highest reflectance in the whole dataset.
REsULts AND DIsCUssION
The calibration process improvement can be identified both visually and quantitatively. The raw reflectance, which is the rescaled amplitude, is shown in Fig. 7 . The calibrated data is shown in Fig. 8 . Significant improvement is observed from both the 300 and 400 m flight altitude datasets. The 300 m dataset is shown in the enlarged version to the right of the figures. Many more features are revealed in the calibrated dataset. The quantitative experiment assessment includes three parts: (1) The discrepancy between flight lines at the same flying height. There are two datasets with different flight altitudes in this category and evaluated separately.
(2) The discrepancy between datasets of different flying heights. (3) The comparison of reflectance derived from different sensors, which are bathymetric LiDAR and WorldView-2 (WV-2) satellite image.
Differences Between Flight Lines with same Flying Height
The quantitative assessment is realized by evaluating the differences between the overlap areas. For each pair of overlap strips, the reflectance of the west side strip is interpolated into the surface and then subtracted from each point in the eastside strip. Table 3 shows the related statistics. Improvement can be observed from the reduced standard deviations in both datasets. For the 400 m flight altitude dataset the overall standard deviation of reflectance differences is significantly decreased from 0.1308 to 0.0436. The 300 m flight altitude dataset, which completed all the flight lines in one day, already has smaller standard deviation before calibration. The results still show improvement. Deviation improved from 0.0464 to 0.0272. The bias represented by the mean does not change much in both datasets. Although all of the biases increased slightly after the calibration, the values are not significant.
While examining the relationship between reflectance difference and water depth, shallow water exhibits a larger deviation. As shown in Fig. 9 the scatter plot of one flight line pair, reflectance in the deep water region has a smaller deviation. An interesting feature is observed from Fig. 10 , the spatial distribution of points. That is, points with larger reflectance deviation are colored in red and blue. Most of these points are located at the places nearing the coral patch. The higher density blue points along the edge of the coral patch can be observed. This may result from the terrain slope which changes the incidence angle from the two sides, and was not modelled in the CSS processing software.
Comparison of Datasets with Different Flying Height
To compare datasets with different flight altitudes, the whole 300 m flight altitude dataset was interpolated into a surface. The differences between the surface and each overlapping point in the 400 m flight altitude dataset are calculated. The overall standard deviation of differences is also significantly reduced, changed from 0.0791 to 0.0382, whereas the bias changed from -0.0021 to -0.0215, a relatively larger value.
Comparison Between Bathymetric LiDAR and WV-2 satellite Image
The optical satellite image reflectance and water optical properties were applied for water depth retrieval (Lyzenga 1981; Stumpf et al. 2003; Bramante et al. 2013) . Although the limitation of workable depth and requirement for water clarity is relatively higher, satellite images have the advantage of being able to provide multispectral information on large areas within a short time. The reflectance derived from the green channel of WV-2 image is used for comparison in this study. The image, 052901328070_01_P002, was acquired in October 2013 and covers the east portion of Dongsha atoll. The retrieved reflectance range is rescaled to 0 and 1 (Fig. 11) . The time difference between the airborne LiDAR, September 2010, and the WV-2 image is about 3 years. During this period the seabed may have changed. Moreover, the acquisition season for the two datasets is also different. Although they are only one month apart, it is in the transition zone of the two dominant weather systems, southwest flow and northwest trades. Seasonal variations in the water column such as current and tide would affect the depth and water optical properties and therefore influence the retrieved reflectance. Although time differences between two datasets may influence the reflectance, the trend should be approximately consistent. Table 4 shows the statistics of reflectance differences between ABL and the green band of WV-2 categorized by water depth. As the reflectance derived from WV-2 is subtracted from LiDAR results, the mean of the differences are negative in all classes. The most significant deviation occurs in the class of water depth 0 -5 m. Geographically, most of these areas are in the white water zone along the edge of the reef crest. This phenomenon indicates that the steep terrain condition might significantly affect the reflectance retrieval from optical satellite images. An approximately 6 km long profile is taken from a flight line. The reflectance and water depth along this profile are shown in Fig. 12 . The fluctuating tendency of the results derived from different sensors are similar. Although the original reflectance of WV-2 (green line) approaches 0.1 at the position with a depth larger than about 10 m (black line), the rescaled WV-2 reflectance (red line) shows high consistency with bathymetric LiDAR (blue line).
CONCLUsION
This study evaluated the performance of the reflectance retrieval process. Both systematic and environmental factors were considered. In the consistency between flight lines evaluation, two datasets show significant improvement in overlapping areas according to the reduced standard deviation of differences. In comparing datasets with different flight altitudes, the discrepancy is also reduced, whereas the bias between datasets is enlarged after the calibration. The bias might be caused by the sampling limitation in the construction of universal calibration models. Only datasets at 400 m flight altitude were used for sampling due to their relatively larger coverage and increased amount of targets with high reflectance. The resulting model was applied to 300 m dataset calibration. The magnitude of difference was also found to be depth dependent. Shallow water exhibits larger deviations. For spatial distribution, the terrain slope is likely to be the main influencing factor. This indicates that the modelling of influence from terrain slope to the incidence angle should be included in the calibration.
Compared with the reflectance derived from the green channel of WV-2 image, bathymetric LiDAR shows better capability to delineate the bottom features, especially for places with water depth larger than 10 m. After rescaling, reflectance derived from the green channel of WV-2 shows high consistency with the one from bathymetric LiDAR. The rescaled reflectance of WV-2 shows generally higher values than LiDAR. The highest mean and standard deviation of differences were both for the water depth category from 0 -5 m. The training areas in this study were selected with the aid of aerial photos. While ground truth and other map resources could be helpful in improving the quality of the calibration model, these materials were unavailable at the time of this study.
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