Introduction
The dual system estimator (DSE) has been used for adjusting population census undercoverage error with the help of a Census Coverage Survey (CCS). See Nirel and Glickman (2009) for a review. Wolter (1986) lists eight assumptions, that is, Assumption 1-6, 8, and 11, for the DSE in the most basic setting. Several countries are investigating the possibility of replacing the costly population census with a Population Data set (PD) derived from administrative sources, in combination with a purposely designed Population Coverage Survey (PCS). There is a need to pin down the assumptions of the DSE based on the PD and PCS, because the data generation process of a PD can be quite different and more difficult to model than that of a census. We propose to treat the PD as fixed and to consider the PCS as the only random source. This allows one to circumvent the problem of modelling the PD enumeration, where the mechanisms at the sources of the data may lie beyond the control of the statistician, and to focus on the design and implementation of the PCS, which is under the direct control of the statistician. In Section 2, we formulate the assumptions in the basic setting that is comparable to that of Wolter (1986) . The advantages of the proposed conditional approach to the DSE, given the PD, will be explained in comparison to the traditional approach, where both the census and CCS are considered to be random. Some additional remarks on departures from the basic setting are given in Section 3, as well as some related ongoing developments.
The Four Assumptions for Consistency
Denote by U ¼ {1, 2, : : : , N} the target population, which is of the unknown size N. Let A contain x enumeration records from the PD. Let S contain n records from the PCS. For
emphasises that the enumeration in A or not is treated as fixed for all i [ U. In the most basic setting that is comparable to the DSE based on census and CCS, the following four assumptions are needed for the DSE based on PD and PCS: (i) There are no duplicated records in A or S, and A < S # U.
(ii) The matched records between A and S can be identified without errors. (iii) The capture probability in S is constant, that is,
According to (i), there are no duplicated or erroneous records in A or S, where a record i is erroneous if i Ó U. This is the same as Assumption 5 "Spurious Events" in Wolter (1986) . The assumption (ii) combines Assumption 4 "Matching" and 7 "Nonresponse" in Wolter (1986) . According to (iii), every population element has the same positive inclusion probability in the PCS. This is the same as Assumption 11 in Wolter (1986) , except that it refers only to the capture probabilities in the PCS that are designed by the statistician, not the inclusion in the PD. Finally, the assumption (iv) is the same as Assumption 3 "Autonomous Independence" in Wolter (1986) , except that it only pertains to the PCS enumeration, not the PD.
Let m be the number of matched records between A and S. Provided the assumptions
Replacing m n and m m by n and m, respectively, we obtain the DSÊ
It is important to notice that the only random source is the PCS that generates S, whereas we treat A (and x) as fixed, regardless of how complicated the data generation process may be that leads to the creation of A. In particular, the PD is allowed to have systematic undercoverage of the population, which is often the case with administrative registers. For instance, data set A may contain everyone that pays tax, but none who does not. The DSE (1) can still be motivated, because the estimated capture probability of the PCS among the tax payers, that is, m/x, can be extrapolated to the others, as long as the PCS satisfies assumption (iii). This provides additional flexibility, which is not permitted under the traditional approach to census and CCS. Moreover, treating A as fixed removes two of the three remaining assumptions of Wolter (1986) . Assumption 2 "Multinomial" distribution of (d i,census ,d i,CCS ) is unnecessary, where d i,census and d i,CCS are the enumeration indicators of the census and CCS, now that inclusion or not in A is treated as fixed. Likewise, Assumption 8 "Causal Independence" between d i,census and d i,CCS is unnecessary, since the random variable d i cannot be correlated with a constant, that is, i [ A or not.
Finally, Assumption 1 "Closure" of the population was used to ensure that the census and CCS aim at the same target population. In practice, it creates some tension to Assumption 8 "Causal Independence": to accommodate "Closure" one would conduct the CCS as close as possible to the census, yet doing so can potentially jeopardise "Causal Independence". The "Closure" assumption is no longer necessary, provided assumptions (i) and (iii) are satisfied. It is possible to implement any census population definition in the PCS, provided one can extract the data set A from the PD, which satisfies the assumption (i). For example, suppose the reference date is 11 November 2017 for a census night population definition. The PCS may be deployed on the same day or immediately afterwards. Any member of the population has a chance to be enumerated in S, provided (iii), and no overcounting occurs, provided (i). Meanwhile, the processing of list A from the PD can take place both before and after 11 November 2017, aimed to satisfy assumption (i) and avoid erroneous enumeration. There is no need to assume that the target population itself is closed for a prolonged period after 11 November 2017.
ExpandingN with respect to (n,m) around (m n ,m m ) yieldŝ
where R 3 is the remainder. We have 
where V (mjA) ¼ xp (1 2 p) and V (n 2 mjA) ¼ (N 2 x)p (1 2 p). Notice that we have used Cov(n 2 m,mjA) ¼ 0 and Cov(n,mjA) ¼ V(mjA), due to the assumption (iv). Provided x/N ¼ O(1) asymptotically, as N ! 1, and E(R 3 )/N is of a lower order than the first term on the right-hand side of (3), we have EN N jA ! 1, because V (mjA)/x ¼ O(1) and x/m m ¼ O(1). Now that VN N jA ! 0 in addition, the DSE (1) is such that N=N ! P 1 asymptotically, as N ! 1. The consistency of the DSE based on PD and PCS can thus be established under the assumptions (i) -(iv).
Additional Remarks
Below we consider potential departures from the four basic assumptions, taking them one by one in the reverse order.
Correlated PCS captures The assumption (iv) can be relaxed to allow correlated captures, such as intra-cluster correlated enumeration within the same household or building. Let the population U be partitioned into K clusters, denoted by where where Vðn 2 mjAÞ
Heterogeneous PCS capture The assumption (iii) can be relaxed.
(iii.h) p i ¼ p h and 0 , p h , 1, for i [ U h , where U 1 , : : : ,U H form a poststratification of the target population U.
Post-stratification is common in the practice of census-CCS DSE. Wolter (1986) introduces Assumption 7 "Post-stratification" to ensure that any variable used for the poststratification is error-free. Provided this and the assumption (iii.h) instead of (iii), one may employ a post-stratified DSE based on the PD and PCS, which is given bŷ
where x h is the size of A > U h , and n h that of S > U h , and m h that of A > S > U h . Asymptotically, as N h ! 1 for all h ¼ 1, : : : ,H, we haveN p =N ! P 1.
are the average capture probabilities among the population elements in and out of A, respectively.
According to (iii.a), the PCS does not have to achieve a constant capture probability across the population, which is less stringent than the assumption (iii). We have
The relative bias of the DSE is still given by (3), except that we now have VðmjAÞ
Asymptotically, as N ! 1, it converges to zero as before, so that the consistency property of the DSE (1) is retained.
The assumption (iii.ha) combines (iii.h) and (iii.a), provided which the post-stratified DSE (4) retains its consistency property, as N h ! 1 for all h ¼ 1, : : : ,H.
Linkage error The Matching assumption (ii) may be violated unless a unique identifier is available in both A and S, which can be used to link the records directly. See Ding and Fienberg (1994) , Di Consiglio and Tuoto (2015) for a discussion in the presence of linkage errors. To adjust the DSE, one needs to obtain estimates of the relevant linkage error probabilities, which is not an easy task in practice. Moreover, heterogeneous linkage error probabilities may further complicate the treatment of heterogeneous catch probabilities (in S). ONS-M8 (2013) outlines a potential alternative approach, which is to match A and S at a cluster level (such as address or dwelling) that is not affected by linkage errors. However, the approach requires an additional assumption that the PCS fully enumerates everyone in the captured clusters, which may be difficult to satisfy in practice.
Erroneous enumeration
The assumption (i) is violated for A if it contains erroneous records. The traditional approach is to include an additional survey (sampled from A) to estimate the over-coverage rate (e.g., Nirel and Glickman 2009) . In some recent works, models and methods are developed to accommodate erroneous records directly. Zhang (2015) considers log-linear models of two PDs, subjected to both erroneous and missing records, together with the PCS. Zhang and Dunne (2017) apply the trimmed DSE to Irish data to explore the potential over-coverage error of the PD. In situations where the PD is compiled from multiple administrative registers, it is possible to trim one or more source registers directly. Di Cecco et al. (2018) develop latent class models based on four or more enumeration lists, all of which may be subjected to erroneous enumeration. In particular, the treatment of linkage error and erroneous enumeration are important research topics for the census transformation programmes in the coming years.
