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Abst rac t - -To  approach a simple game A 2 of P and E = {El, E2} with no a priori evaders' 
role assignment and the payoff equal to the distance to one evader at an instant of catching another, 
we introduce a concept of casting and study the games A1,2 and A2,1 for preassigned and ZXg for 
open-loop casting procedures. Since Ap 2 is reduced to AI,2 or A2,1 which, in turn, are distinguished 
only by their notations, we focus attention mainly on &1,2. According to the tenet of transition, A1,2 
is divided into a concatenation f A~, 2 (basic) and A~, 2 (auxiliary) games that model the problem 
a b before and after the first instant of E1 capture. The games A1,2, A3,2,Az,2 are studied one after 
another with use of the Isaacs' approach extended by Berkowitz, Breakwell, Bernhard et el. @ 2004 
Elsevier Ltd. All rights reserved. 
Keywords--DifferentiM games, Alternative pursuit of coalitions, Open-loop/close-loop castings, 
Strategic equivalence. 
1. INTRODUCTION 
In simple differential games of a pursuer P and a coalition E of several evaders {El, E2,. . .  } 
with no a priori role assignment such standard payoff functions as "the total time spent on 
successive pursuit" [1-4], "the distance to coalition" [5], "the distance to one evader at an instant 
of another evader's capture" [6-8] cannot be represented in the classic form [9] since they explicitly 
or implicitly include minimization operations. To approach these games, we introduce a concept 
of casting. A casting procedure is to assign such roles to evaders as "to be chased first", "to be 
chased second", etc. Along with all possible castings when the roles are assigned beforehand, 
there are at least two different options. One is the open-loop casting when P has to make a 
choice at the initial instant of a game. Second is the closed-loop casting when P fixes the role 
distribution only in a subset of playing space, and in its complimentary may chase the coalition 
with a temporary choice and change it at will (see, e.g., [1-4]). 
We assume that Ek capture occurs when the distance P to Ek is less or equal to a given 
Rk >_ 0, k = 1, 2. Our ultimate target is the simple game A 2 of P and E = {El, E2} with perfect 
0898-1221/04/$ - see front matter @ 2004 Elsevier Ltd. All rights reserved. Typeset by A3/rS-'I~( 
doi: 10.1016/j.camwa. 2003.09.025 
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information, close-loop casting, and the payoff equal to the minimum distance to one evader over 
the set of instants when another evader's capture occurred. 
In this paper, we consider merely the corresponding game A 2 with open-loop casting. We 
show that A2p is reduced to one of the games with preassigned castings: A1,2, say, when E1 is 
the evader to be captured and the distance to E2 is taken as the payoff, or A2,1, say, when vice 
versa, the distance to E1 is measured at an instant of E2 capture. In turn, it is enough to study 
only one of these games, e.g., AI,~, because in fact A1,2 and A2,1 are distinguished only by their 
notations. 
We divide A1, 2 into the concatenation f basic A b say, and auxiliary A a 1,2, 1,2, say, games that 
model the conflict problem before and after the first instant of E1 capture, and construct solutions 
of these games backwards. 
The game A a is setup at the state where Et is already captured. For some states, P can 1,2 
keep the distance to E1 less or equal to R1 and shorten the distance to E2 at the same time, no 
matter how the coalition plays. At the rest of playing space, P cannot guarantee shortening the 
distance to E2 sometime later. Obviously, in this case, the optimal duration of A~, 2 has to be set 
equal to zero. Thus, the payoff in A~, 2 represents he distance P to E2 at the initial instant or at 
the next instant when E1 gets on the boundary of capture area again and the optimal duration 
equals zero then. 
In some detail, certain necessary geometrical conditions for the optimal trajectories of A1,2 
have been studied in [6-8]. In [6], A1,2 with R1 = 0 arises as a singular case for a simple game 
of P and a coalition of true and false targets {El, E2} with the termination time chosen by P 
and the payoff representing the mean value of the distance to the true target. 1 In [8], it has been 
noted that A1,2 with R1 :> 0 may be continued at some terminal states but no detail investigation 
of this phenomenon has been made. 
We study the games with use of the Isaacs' technique xtended by Bercowitz, Breakwell, 
Bernhard et al., which is the one that leads furthest o the solutions of concrete games (see, 
e.g., [9-14]). Within this approach, the value function V, say, is assigned a value for every pair of 
the strategies with properly constrained control variables even it does not terminate the game. 2
Also, we assume that the set of admissible strategies i such that 
• they include open-loop controls, 
• they are closed for the operation of concatenation (switching from one admissible strategy 
to another is allowed at every instant of the game), 
• there exists a unique trajectory generated by any pair of the admissible strategies. 
In that way, the optimal feedbacks may be constructed with use of a procedure based on the Isaacs' 
equation without explicit descriptions of the corresponding sets. Then, the Isaacs' assumptions 
about properties of V [9] are weakened in the style proposed by Berkowitz (see, e.g., [10]): there 
exists a partition of n-dimension playing space (n __ 1) by a finite number of (n - 1)-dimension 
manifolds that define a finite number of regions uch that 3 
• V is of class C 2 inside every region, 
• the restrictions of V to the (n - 1)-dimension manifolds are of class C 2, 
• V is semicontinuous in the neighborhood ofthe (n-1)-dimension manifolds and continuous 
on at least one side. 
The states lying on the (n - 1)-dimension manifolds are called singular and otherwise regular. 
The definition of solution for the kinematics equation is restricted to provide uniqueness along 
the discontinuities. An analogue of the Isaazs' main theorem is stated and proven for the case 
when strategies of one player are depended on the choice of opponent's control (to ensure that 
~It is assumed that the probabilities ofE1 and E~ to be the true target are given constants. 
2To preserve additivity, -oo or +oo may be chosen depending on which of the players has to terminate the game. 
3See [11-14] for even weaker assumptions. 
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the optimal control prevents a jump in V) [12-14]. The theory also includes a set of necessary 
conditions that different ypes of singular manifolds must satisfy. 4
The paper is organized as follows. Sections 2 and 3 describe setups of several A-games and 
relations between the games A<2 and A2,1 with preassigned orders and the game A~ with open- 
loop casting. Since A1,2 and A2,1 are distinguished only by their notations and A~ is strategically 
equivalent to one of these games, we restrict ourselves by studying A1,2. This game is decom- 
posed into a concatenation f two intermediary games A ~ and A b Along with setups of the 1,2 1,2" 
intermediary games, Section 4 includes a condition for P whether to continue/stop A~, 2 while E1 
already captured. In Section 5, solutions for the intermediary games are given with different 
levels of detail. Section 6 contains two propositions that describe an algorithm to solve A<~. 
This algorithm was used in numerical evaluation of the value for various game parameters and 
computing trajectories of the players in A1,2 when P plays the optimal way and each of E1 
and E2 uses the simplest evasion strategy [9]. Concluding remarks end the paper. 
2. K INEMATICS  AND INSTANTS 
We study simple two-person zero-sum perfect information games of a pursuer P and a coali- 
tion E of evaders El and E2 with the kinematics equation 
z = (i) 
and initial condition 
G=o = 5° ,  (2) 
where s
• ~ = (Sp, 21, ~2) is the state vector with Cartesian coordinates of the respective players as 
components, 5j = (xj, yj), j = p, 1, 2; 
" g -- (fir, ul, ~2) is the control vector with controls of the respective players as components, 
gj  = (Uxj , Uyj),  j = p, 1,2, 
up<l ,  uk <_ilk, 0<~k<l ,  k=l ,2 .  (3) 
Let Rk be Ek capture distance, 0 < R~ < +oe. Also, let .g/(Rk) be the set of states where Ek 
is already captured, 
M(Rk) : {5: lZk - 2p[ < Rk}, (4) 
and let OM(Rk) be the boundary of (4), 
OM(Rk) = - : Rk} ,  k : 1, 2. (5)  
For any given initial state 2 o and admissible strategy 0 = 0(2), relations (1) and (2) generate 
a trajectory 2t = ~t(5°,e(.)) as a function of time, where ~(.) = {0(2~), 0 _< T < t}. Then, 
is the corresponding set of instants when Ek already captured, k = 1, 2. 
4There is no complete guide on how to use the set of tools to obtain solutions. To get a better understanding of 
the approach, one should study the works devoted to descriptions of the technique in whole and its applications 
to the analysis of particular games. 
5For a two dimension vector ~ = (vz ,vy) ,  we denote by v its norm ]vl = ~-b  v 2. 
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3. PAYOFFS OF A -GAMES 
Let A 2 be the game with the payoff 7 )2 that represents he minimum distance to one evader 
over the set of instants when another evader's capture occurred, 
TIETI 
= min 
r2eT2 
+oo, 
i f~= 1, 
if n = 2, 
otherwise, 
(7) 
where 
1, if T1 7 ~ 0 and T2 7 ~ 0 
and min ]5;1 - f;~[ < min 1~;2 _ 2~1 
7"i ET1  - -  "r2 C T2  
or T I¢  0 and T2 = ¢, 
= n (~0 Cr) = 2, if T1 7 ~ 0 and T2 ¢ !? (8) 
and min 12,~ -2 - ~;21 < min 1~ - g~ [ 
"i"2 ET2  - -  "rl ET1 
orT1 =0 andT2 ~0,  
undefined, otherwise. 
The value of n in (8) indicates the number of the evader captured in a particular game and it is 
determined only by the initial state and strategies chosen by all players. 
It is clear that for nonempty T1 and T2, the payoff 7)2 may be rewritten as 
7 )2 (t°,U) = min [~lerl ~ min 15~ I -  ~p~[, ~2sT2min 15~ 2-- zp~l} • (9) 
To approach A 2, we introduce a concept of casting. The casting procedure directly preassigns 
the roles to the evaders. Thereby, the class of admissible strategies i reduced from the classical 
close-loop ones to the pairs of casting procedures and close-loop strategies. A casting procedure 
itself may be open-loop and dose-loop or, in the simplest case, may determine a preassigned role 
distribution. 
Let A1,2 and A2,1 be the games that correspond to two possible preassigned orders. Let the 
payoffs of Ak,a-k is described as 
min [5~k_k-- ~pk I
T)k,3_ k (~0, U) = TkET~ 
+oc, otherwise, 
ifTk ¢0,  
(10) 
k= 1,2. 
In the paper, we study A~ game with the open-loop casting and the payoff 
(11) 
where kp = kp(2 °) in (11) equals 1 or 2, and determines the role assignment. In Ap ~, the param- 
eter kp may be viewed as an additional control parameter that indicates the game, A1,2 or A2,1, 
to be played. It has to be chosen by P at the initial instant of A2p. Obviously, kp must satisfy 
the following relation: 
0) = rain Or), 0) }.  (12) 
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4.1. Strategic Equivalence 
Call two games strategic equivaient for a pair of players (A, B) (denoted as "~(A,B)) if the 
optimal strategies of the players coincide. 
If we add the initial state (2) and the list of game parameters to the notations of A-games, 
(10) and (11) mean that the following relation of strategic equivalence is valid 
/k.p ((Z.p, ~. 1,22) ;/~1, ~2, ~:~1, !:~2) ~ /\kp,3_kp ((Zp, 21, 22) ;/~1, ~2,/~1, /~2), (13) 
(A,B) 
for (A, B) e {(P, P), (El, ~1), (E2, E2)}. 
In fact, the games, corresponding to the different values of k in (10), are distinguished only by 
the values of their parameters in (3) and (4). Thus, we have 
Z~2,1 (("~p, 21,22); ~1, ~2, ~1, ~2) (A,%) AI'2((ZP' ~'2, ~'1); ~2,/~1, ~2,/~I), (14) 
for (A, B) e {(P, P), (El, E2), (E2, El)}. 
The value of kp optimally chosen from (12) has to meet the inequality 
(15) 
where Wk,a-k is the value of Ak,3-k, k = 1, 2. Along with (13) and (14) this means that to 
obtain a solution of A~, it is enough to study AL2 for various parameters in (3) and (4). 
4.2. Intermediary Games 
In the literature on differential games, it is usually assumed that if the termination time is not 
specified irectly, then the game is over at the first instant when the state enters a given closed 
terminal set (see, e.g., [9,12]). However, if the optimal trajectories have nonempty intersections 
with the terminal set (see, e.g., [3,4]), then according to the tenet of transition [9], the original 
game has to be divided into a concatenation f, say, basic (for the external states) and, say, 
auxiliary (for the internal states) games connected through the terminal/initial conditions. 
4.2.1. Auxi l iary game 
Let A ~ be the auxiliary game that strategically equivalent to AI,~ at 5 ° ~ -~/(R1). For a 1,2 
finite T{ ~, let its payoff 79~,2 be given by the expression 
~)al,2 (~0, ~r) = ~2~ __ Zp , (16) 
where 
7-? (2 °, ~7) = { 0, if P ceases playing, (17) 
min{t  > 0 : 2t C c9M(7~i)}, otherwise. 
At  any instant of the game,  let P be at the origin of coordinate system (0, 0)~ E l  be on the 
positive part of abscissa axis, (dl,0), dl _> 0, and E2 be at some point d2(cosv, sinv) in the 
plane, d2 _> 0, -Tr < V --- 7r. In this way, a state 5 = (Sp, 21,22) in the realistic space is described 
by the vector (dl, d2, V) in the reduced space with 
dk = 12k - 2p], ~ = I, 2, 
(21 - ~p) .  (~  - 2p) ( lS)  
= ~rcoos t2~ - 2~112~ - ~pl 
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Let C ~ be the cone restricted by the following half-lines 
y = t~(~ + ~;~)~, y _< 0, 
y = - tg (~ + p~)x, y > 0, (19) 
where 
~ = aresin/~k, k = 1, 2. (20) 
We assume (see (17)) that A ~ is terminated by P either at the initial instant or at the next 1,2 
time when the distance P to E1 equals R1. The game must go on at any state where P can 
guarantee reducing the distance to E2 and keeping E1 inside the capture area at the same time. 
Otherwise, it must be over. 
PROPOSITION 1. The terminal surface ofA~, 2 is formed by the states with dl = R1 and E2 E C ~. 
PROOF. In the reduced space, let P play at angle ( to the abscissa xis, -~r < ~ < 7r, during a 
time interval [0, St], 5t > 0. To keep the distance to E1 by t = St, the angle ~ must satisfy the 
condition 
IP~El l  + 915t = dl, (21) 
with p~t = dr(cos(, sin~). Solve (21) with respect o ( and let 5t ~ O. Then, P can preserve the 
distance to E1 only if 
~ ( -  arccos 9~, arccos Z~). (22) 
Similarly, P guarantees that the distance to E2 does not increase by t = 5t only if 
E (7 - arccos ~2, "Y + arccos ~2). (23) 
Thus, both mentioned conditions do not hold at the same time only if { does not satisfy (22) 
and (23) or, identically, if E2 E C ~. | 
4.2.2. Basic game 
Let Ab2 be the basic game that strategically equivalent to A1,2 at 2 ° ~ 2f/f-R1). According to 
the tenet of transition [9], for any finite T1 b its payoff Pb2 is to be represented as 
(24) 
where W ~ is the value of A~, 2 and 
Tb (~0 •) = rain {t _> 0: ~t C 0M(R0} • (25) 
5. SOLUTIONS OF  THE 
INTERMEDIARY GAMES 
In the previous ections, we defined the game A~p with open-loop casting and figured out that 
it is strategically equivalent to one of the games A1,2 or A2,1 with different preassigned castings. 
In turn, these games with the specifically chosen parameters are strategically equivalent oo 
(see (14)). Additionally, we defined the auxiliary A ~ and basic Ab,2 games that strategically 1,2 
equivalent to A1,2 for different parts of the playing space. Thus, it remains only to study the 
intermediary games successively and then concatenate heir solutions. 
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5.1. Solut ion of  the Auxi l iary Game 
5.1.1. Local optimality conditions 
We suppose that the value of A ~ exists in the sense of the extended Isaacs' approach (see 
the Introduction). Denote the value as W a and its adjoint vector as W~ = (W~p, W~, W~2), 
w a ow ~ ~j = --6 j ' J = P' i, 2. In the neighborhood of any regular point, the smooth parts of W a meet 
the Isaacs equation 
min max H (~, W2) = 0, (26) 
where the Hamiltonian H of the game is described by the expression 
H (~, W2)  = w~.  ~. (27) 
Also, let us suppose that W- ~ # 0, j = p, 1, 2, i.e., W ~ implicitly depends on the positions of zj 
all players. It follows directly from (26), the optimal controls of the players as functions of W~ 
may be represented as 
-W2 Zp 
~;-  Iw~;I ' (2s) 
~kWL k = 1, 2, 
~ - IW~t ' 
and the optimal value H a of H is described as 
Ha ~ _ i [z a w;, + ~ ~ jw~l. (29) 
k=l ,2  
Let ep,-t gtl, and g~ be unit vectors parallel to the instantaneous velocities of P, El, and E2. 
By (28), we have that gt, ~,  and U are parallel to -W~p, Wal, and W~2 , respectively. Moreover, 
by (26) and (29), we get 
- w ;  + ~ z~lw~%l =0. (30) 
k=l ,2  
The characteristic equation of (26), that describes the corresponding functions along the opti- 
mal trajectories, has the form 
¢¢2 = 0, (31) 
-a  -~  -a  where ~° = (~., ~ ,  ~2) (see (2S)). 
By (31), we get that ~,  U, and g~ are constants. Let further ~p = g~, el = e~, and e2 = e~, 
0 <t  <~-~. 
Write down conditions that are met by the adjoint vectors. The terminal set OM(R1)  is 
depicted by five parameters 
Zp -~- Sp ,  
_~'~ 
zl = gp + Rl~(so),  
_T a 
Z21 = $2 ,  
where sk = (sjz,  sjy), j = p, 2, and g(s0) = (cos 
the distance P to E2 
(32) 
so, sin So). The value W a on OM(R1)  is equal to 
= Is2 - spt. (33) 
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Differentiation of (33) with respect o $p, 82, and so yields 
wf ,  + w;~ _ - (~  - ~)  [82 - "~pl ' (34) 
W$~ = (~ - ~)  Ig2 - Spl' (35) 
W~a. ~± (So) = O, (36) 
where ~j_ (so) = ( -  sin so, cos so). 
By (34) and (35), we have 
W" W2 + W~ = 0, (37) ~p -~" Zl Z2 
W ~ =e2.  (38) 22 
Also by (36), we get 
~1 =g(so). (39) 
Thus, we have the following proposition already proven. 
PROPOSITION 2. Smooth solutions of (26) satisfy conditions (30), (37)-(39). 
Let the direction Ox' from 2p to E{ = 5~ = 5i - Riei  be adopted as angular reference. Let 
~ ,  ¢~, ¢~ + ~ be the angles of %, el, e2 measured from Ox', and a = ZEIOE~ be the angle 
between Ox' and Ox (see, e.g., Figure la). 
o x r 
(a) 
~~ep ~iT~ei 
P p*~ E~ E2 x, x' 
(b) 
, &~-f~%~ %, 
/ 
T 
(e) 
Figure 1. The vectors T~gp, fllT~gl, and 5~ when gp and ~1 are noncollinear (a) and 
collinear for a = 0 (b), and a = ~ (c). 
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Let 6 
RI  
° '1 (d l ) - -  ~1 '  
~1 (dl, ~) ----- arcsin (~71 fll sin @, 
¢fl2(dl, o~) = arcsin (Gl l f l2 sin c~), 
¢1(dt, c~) = arcsin (G~-I sin @, 
¢~1)(d1, c~) = zr signc~ - ~1, 
~)~2) (dl, o~) = ~21, 
~yl/)(dl, o~) = ¢~i) + ~Ol -F ~P2, i=  1,2. 
(40) 
(41) 
(42) 
(43) 
(44) 
(45) 
(46) 
Substituting the optimal controls (28) into (31) and taking into account (39) (see Proposition 2), 
we get the equality 
Zp -~ T~ep = 21 -~ fl lT~el -- ~1~1, (47) 
or, for zv = (0, 0), 
7-~ep = Z'[ zr-~lT~el. (48) 
If gp and 61 are noncollinear, by (48), the vectors r~p,  fl~z-~gl, 2[ form the triangle PE[P~ 
(see Figure ta). According to the sine theorem, 
sin ~0~ = fll sin ¢~. (49) 
Similarly, for the triangle EIOE[ 
sin ¢~ = 0"11 sin a. (50) 
For collinear gp and el, by (48), we directly get that ~ = 0 and ~p~ = lr if c~ = 0 and a = "z 
(see Figures lb and lc). 
Thus, it follows from (39) that the angles ~ and ¢~ 1 as functions of c~ may be represented as
~(d l ,  c~) = ~1, (51) 
¢?(d1, ~) = ¢~t). (52) 
Now, let us find an expression for ~b~. 
PROPOSITION 3. If gp and 61 a~'e noncollinear, it follows from conditions (30),(37)-(39) (see 
Proposition 2) that 
~(d l ,  a) = ¢~1). (53) 
Fur th errnore 
PROOF. Let cp = [W~ I. With use of 
Wz ~ _ sin(¢~ - ~)  
s in(~ 9~i)' 
Wa sin(@~ - ~Pl) 
!w;=l-- 1. 
(38), express [W~l[ ~om (30) 
(54) 
6Hereafter, we omit dl and a in the notations of functions from the right-hand parts of equations. 
(55) 
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The adjoint variables may be represented through the vectors ~p,el,e2 as (see (38),(55)) 
wa Z'p --Cp{p, 
Wa ~ ~ 9~1(c~ ~)~,  
W9 = ~2. ;;2 
(56) 
Taking into account (56), rewrite (37) as 
-cp~p + Z~(cv  - Z2)~1 + e2 = o, (57) 
where Cp >/32 (see (55)). By the sine theorem for the triangle formed by the respective vectors, 
we obtain (see Figure 2a) 
cp cp -/32 1 
= (58) 
sin(¢~ - ¢~) /31 sin(¢~ _ ~al) sin(¢~ - ~) '  
for ~D~ ¢ ~ rood 7r, ~b~ ¢ ~ mod 7r. 
( ~ - Z~ e)~~'~ 
0 ~. . . . .  x ~ 
J-~2 
~2 
(~) 
O" E,2 x' 
(b) 
Figure 2. The vectors Cpep, /311 (ep --~2)e.1~ and 2 when ~p and gl are noncollinear 
(a) and collinear (b). 
After eliminating cp from (58), we get the following restriction for ~,~b~,~b~ 
/32 sin(~b~ - ~)  - s in (~ - ¢~) +/31 sin(¢~ - ~)  = 0. (59) 
Expressing/31 and/32 from (42) and (52) and substituting them into (59), we get 
a a + a 
sin(~b~ - ~)  sin ¢2 - ¢~ - ~ -- ~ cos ¢2 - ¢~ - ~ ~2 = 0. 
2 2 
(60) 
The first multiplier from the left-hand part of (60) is not equal to zero. Setting the rest equal to 
zero, we get (53) and 
¢~ = ~ + ¢~ + ~ - ~ (61) 
additionally. According to (61), e.g., ~b~ = 7r + ~b~ if/31 =/32. It means that E2 has to move at 
the same directions as El .  Also, ~b~ = ~ if/32 = 1, i.e., E2 has to move directly to P. Thus, 
considering the goals of the players, we can omit (61) from consideration, and base the global 
synthesis of optimal strategies only on (53). 
By (53), (56), and (58), we get the expressions for the modules of adjoint vectors. | 
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PROPOSITION 4. If Sp and el are collinear, then ¢~ = 0 (see Figure 2b), i.e., (53) can be extended 
continuousiy to the values 0 and 7e of c~. Furthermore, 
w ~ _ (9~ + ~) 
wa (t -- ~)  (62) 
W a = 
5.1.2. Geometr ical  interpretat ion of the local opt imal i ty condit ions 
Since 
R1 =-  P'rf E1 + ~1 P~f P , (63) 
the set of optimal terminal positions P~ is a part of a Cartesian oval with loci at the initial 
positions of P and El. 
The value of A1,2 is equal to the payoff (16) taken along the optimal trajectories 
W~ = ~f l  (~2 E1P ~ + ~1 E~P'~ ) .  (64) 
It means that the optimal terminal positions P~ lie also on one more Cartesian oval with loci 
at E1 and E2. 
PROPOSITION 5. Ovals (63) and (64) are tangent at all common points that correspond to the P 
optimal terminal positions. 
PROOF. For any c~, at the corresponding point P~? of oval (64), the following relation holds 
sin ~ Zl 
sin ~ Z2 
Furthermore, at that point, the normal to (63) makes the angle ¢~ + ~ with Ox' (see Figure 3). 
Thus, at any optimal terminal position P~', the tangents and normals of (63) and (64) coincide. | 
.P, 
o El \ ~ x' 
e2 
Figure 3. A geometrical property of the optimal trajectories inA~2. 
5.1.3. Global mapping generated by the local opt imal i ty  condit ions 
Now, let us study some global properties of the trajectories satisfying the conditions described 
in Propositions 3 and 4, and synthesize a field of globMly optimal trajectories using additionally 
several geometrical conditions based on the causality principle [12]. 
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Y 
P 
0 
6(i) 
pr~ l) 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
l(1)\\ ~, 
X 
Y 
x 
\\\ 
¢I 1> 
(a) (b) 
Figure 4. Geometry of the optimal pursuit in/k~ for al = 1 (a) and al > 1 (b). 1,2 
In the reduced space, functions (51)-(53) determine a mapping of (d l ,a)  into a set of points 
on the ray having vertex P~{' = ~.~1)(cos 8, sin 8) and inclination 5(17 with the abscissa xis, where 
dl sin (¢}1) - a )  
~}1/(dl, ~) = 
sin (¢~1) - ~1) ' 
8(d l ,a )  = ~1 - a ,  
5 <1~(dl, ~) = ~ + ~1~ _ ~.  
(65) 
(66) 
(67) 
The ray intersects the abscissa axis at H (1) = (h (1), 0), where 
sin (¢~1) - a )  
Wherever E2 is on a ray, according to the local optimality conditions, all players have to move at 
the same directions. If there are several such rays passing through any E2 position, the coalition 
has several locally optimal alternatives for playing and the pursuer must form its optimal strategy 
considering the globally optimal variant of counter-action. 
Define the set A (1) of c~ such a way that the rays do not intersect each other and cover the 
widest part of the plane 
{ ATr/2, if al = 1, (69) 
A(1)(dl) = fi,~, if ~1 > 1, 
where for any c > 0 
Ac = {~: I~t < c}. (70) 
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Let the curve K:(1)(dl) be formed by the vertices of various rays and have the following para- 
metric representation in the reduced space (see (65) and (66)) 
x (1)(dl ,  = cos e, 
yO)(dl,a) = r~ 1) sinO, a ~ A(])(dl). 
Let 8a(dl) be the singularity area bounded by K:(~)(dl). At any state 5 with dl _< 1 and 
E2 ~/CO)(dl), the value W ~ does not depend implicitly on 5~ (see below). Therefore, according 
to the assumption, we study A ~ only in the exterior of 8~(dl) 1,2 
For given dl <_ R~ and a ~ AO)(dl), let lO) be the ray of E2-positions having vertex at the 
respective point (71) on ]CO)(dl) and inclination 5(1) with the abscissa xis. Let Z: (~) be the 
mapping that associates lO) to (d~, a). 
Denote by h~ (dl) and h~_ (d~) the x-coordinates ofthe extreme left and right points of K: (1) (d~) 
h~_(dl ) = dl(~r~ - 1) 
(1 +i l l )  ' (72) 
d1(~1 + 1) 
h~+(dl)= (1-/31) ' 
LEMMA I. Ifa~ = 1, then the mapping£  (I) is such that 
• in the lower part of half-plane outside C ~ and $"(dl) ,  every position E~ lies on a single 
l(~)(dl,a), a ~ (0,~/2); 
• in the upper part of half-plane outside C ~ and S ~ (d~), every point lies on a single 10) (d~, a), 
e o); 
• on the abscissa axis with x > h~_(d~), every point lies on/(al)(d~, 0); 
and thus, the rays {l~(d~, a)}~eA~/~ cover eompletely the plane of E~ positions exciuding C ~ and 
S~(dl) and do not intersect each other (see Figure 5@ 
PROOF. The proof is straightforward because the derivatives of h O) and 5(1) as functions of a 
are of constant signs for any a E A(1)(dl). il 
LEMMA 2. If¢rl > 1, then the mapping £~ is such that 
• in the lower part of half-plane outside 8a(dl),  every point lies on a single l(~l)(d~, a), 
E (o, ~r); 
• in the upper part of half-plane outside S~(dl), every point lies on a single l(~)(dl,a), 
C. 
e 0); 
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Figure 5. Field of the E2 optimal trajectories in A1,2 for trz = 1 (a) and 
o'1 > 1 (b). 
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Figure 5. (cont.) 
• on the abscissa axis with x > h~_(dl), every point lies on/(1)(dl, 0); 
• on the abscissa axis with x < ha_(dl), every point lies on lO)(dl, ~r); 
and thus, the rays { la( dl, a)}~67." cover compIetely the plane of E2 positions excluding S~(dl) 
and do not intersect each other (see Figure 5b). | 
5.1.4. The value and opt imal  controls 
Thus, we defined the mapping £(1) of (d~, a) into 1 (1). For any (dl, a) with dl < Rt and 
a E A(1)(dl), this mapping determines l O) as the locus of E2 positions corresponding to the 
same locally optimal controls of all players (see Figure 5 and Lemmas 1 and 2). Moreover, if the 
players keep moving along the corresponding directions, the conditions prescribe the identical 
optima/controls at any intermediate state. 
PROPOSITION 6. Let (dl, d2, ~/) be the parameters that describe 5 E ~f(R1) in the reduced space. 
Let E2 ~ S ~ (see Figure ha) and a 6 AO)(dl) be chosen such a way that 
E 2 e/(a 1) (dl, a). (73) 
Then, 
• in the reduced space, the optimal controls of P, El ,  and E2 in A a 1,2 are determined by 
the angles ~1 - a, ¢~1) _ a and ¢~1) _ a + r, respectively; 
• the optimal duration ~-~ of A~, 2 is described as 
_~1), if E2 ¢ C°, 
~'~ = O, otherwise; 
(74) 
• the value W a of A~, 2 is represented by the expression 
wa(2)  = d2~7 (1) (dl, 7), (75) 
where 
,(1) (d~, ~) = sin ¢~) , i~ E2 ¢ C °, (76) 
1, otherwise. | 
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Note that, if all players are in a straight line (V = 0 or 7 = 7r), then a = 0 or a = ~, and 
relations (75) and (78) are to be regarded as limits. 
To obtain solution of A a at 2 C /V/(R1), according to Proposition 6, we simply need to 1,2 
determine the parameters that describe 2 in the reduced space and then to find a particular a 
that satisfies (73). 
Let us describe some necessary conditions for (73). 
PROPOSITION 7. If (73) is satisfied for some a E AO)(dl), then 
and 
where 
sign a = - sign 7 (77) 
6 (1) (dl, d2, % a) = 0, (78) 
gO)(dl,d2, %a)= dl sin (¢ [1) -  a )s in  (¢~1) _ ~1) (79) 
4. 
At any state with E2 E K:(1)(dl) 
W a =/3~.d2 (80) 
and consequently, 
= o. (81) 
To obtain a solution of A a for those states, one needs to setup and study one more game where 1,2 
in a terminal state E2 C/EO)(dl), and the payoff equal to/32d2. 
5.1.5.  Two proper t ies  o f  the  opt ima l  t ra jec tor ies  
In A1,2, the payoff is equal to the minimum of distance P to E2 over all instants when E1 
capture occurred (see (6),(10)). Values (16),(17) of A~, 2 determines the guaranteed istance only 
at a specific instant (when E1 is captured for the first time). Thus, in principle, there is an 
opportunity for P to repeat the game, starting at the capture state as initial. Let us show that 
in the case of game repetition P cannot shorten the distance. 
PROPOSITION 8. For o 1 = 1, along the optimal trajectories of A~,2, the minimum distance to E2 
corresponds to the final instant T~ (see (74)). 
PROOF. Let E2 be outside C a. For 0 < t < z} 1), along the trajectories corresponding to a given 
a E A(1)(dl), we have 
[ptE•[2 = h2 (dl, a)t 2 - 2kl (dl, a)t + ko(dl, a), (82) 
where 
sin S (¢~1) + ~2) 
k2(dl, a) = sin S ¢[1) ' 
kl (d l ,  ~) = 
sin ¢~1) 
~0(dl,a) = (~}1)) 2 . 
Function (82) has the global minimum at 
t * (d l ,  = s in cos 
sin(¢~ 1) +P2)  " 
For any a E AO)(dl), the value of t* is greater or equal to ~.~1). 
monotonically decreases and gets the minimum at the final instant. 
Thus, the distance to E2 
| 
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PROPOSITION 9. For cr 1 = 1, along the optimal trajectories of A~,2, E2 gets into C a by the 
instant r~ of game termination. 
PROOF. For any a e AO)(d~), the angle, made by l(~)(d~, a) with the direction Pr~ 1) to E 1' , 
equals ¢~1)+ ~2. Therefore, E~ ~) lies on the ray lO)(dl, a) that is inside the cone restricted 
by (19). II 
5.2. So lut ion  of  the  Basic  Game 
W b , W b Let W b be the value of the basic game and W b = ( ep, Wb e2) be the adjoint vector, 
W_ b _ aw ~ ~j o~ , J = P, 1, 2. Let us also assume that wbj ~ 0, j = p, 1, 2, i.e., W b implicitly depends 
on the positions of all players. In the neighborhood of any regular point, the smooth parts of W b 
meet the Isaacs equation 
min max H (~, W b) = 0, (83) 
with the Hamiltonian 
H(Gwb)=wb.~.  
The optimal controls as functions of W b may be represented as 
(84) 
_W b 
-b  2.p 
up - Iw~, l '  
~ w~ 
~4 - IW~l ' 
k = 1, 2, 
(85) 
and the optimal value H b of H along the optimal trajectories (85) is described as 
k=1,2 
Let f~, f~, and f~ be the unit vectors parallel to instantaneous velocities of P,  El ,  and E2. 
By (85) and (86), we have that f t ,  f~, and f t are parallel to -W~,  wb~, and wb2, respectively, 
and 
- + Z =°  
k=l ,2  
The characteristic equation of (87), that describes the corresponding functions along the opti- 
mal trajectories, has the form 
= ~b, (88) 
W~=O.  
Let us the terminal manifold c3M(R1) be depicted as 
_7 -5 
Zp 1 ~ qp,  
_7-b 
zl 1 = qp + Rl~(qo), 
_7.b 
Z21 ~ ~12, 
(89) 
where qk = (qk~, qky), k = p, 2. Then, the value of A b 1,2 on (89) is equal to the known value of 
A a (see, e.g., Proposition 7) 1,2 
w b (~7-~) = w a (qp, qp + Rl~(q0), q2) (90) 
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Differentiating (90) with respect to qp, q2, and qo, we get that for any variant of the auxiliary 
game development 
wb +Wbl:W:~ +W-~I , (91) 
w~ 2 = w;2, (92) 
w~.  ~-(qo) : w ; .  ~±(qo), (93) 
where gi (q0) = ( -  sin q0, cos qo). 
If E~ ~ E Ca and, consequently, A~ /U~ has zero duration, then ~-~1,2 \ ] 
= (94)  
In this case, all local optimality conditions are identical to those for A~',2 (see Section 5.1.1). 
For nonzero duration of A ~ rU~ it is easy to see that assuming 1,2k ]r 
w~ = w-;, (95) 
we get a solut ion for (87),(91)-(93). 
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Figure 6. Geometry of the optimal pursuit in A1,2 for G1 < ]~1 and G1 < ~ when 
the optimal duration of Aal,2 at the terminal state of Ab,2 is equal to zero (a) and 
greater than zero (b). 
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Figure 7. Geometry of the optimal pursuit in A1,2 for ffl = •1 when the optimal 
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Figure 8. Geometry of the optimal pursuit in /kl, 2 for or1 > ~1 when the optimal 
duration of A~, 2 at the terminal state of A~, 2 is equal to zero (a) and greater than 
zero (b). 
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~b 
Thus, for any development of A a [~ ~ ~ the value W b 1,2\ p J, meets the relations similar to those 
for W% The main difference is that for ~-~(2 r~) = 0, the conditions are to be written for the 
initial state, and for ~-~(2~) > 0, they axe formulated for the state reached at t = T~. 
PROPOSITION 10. In A1,2 , at any instant t = "¢~ of transition from A~, 2 to A ~t,2, the optimM 
controls of all players do not change. | 
In a similar way as in Sections 5.1.1-5.1.4, let us consider some properties of the optimal 
~b oj.b ot,b ÷Tr be the angles of fp,fl,f2 measured trajectories of A b in the reduced space (18). Let ~1,wl,w21,2 
from Ox ~, and a -- XEIOEJ be the angle between Ox ~ and Ox (see Figures 6-8). 
PROPOSITION 11. Condit ions (87),(91)-(93) mean that the following relations for pb, ~ ,  ¢~,, 
and ~ take place 
~(d l ,  o) = ~1, (96) 
~(dl '°~) : - / ¢~1), i rE2 ~ eta ,  (97") 
¢~2), otherwise, 
Cb(dl, a) = ~ + (ill -~- ¢¢92. (98) m 
In A b and A1,2, all players move along the same optimal directions, and the games may vary 1,2 
only in their durations. Therefore, we skip a description of A~, 2 solution and present all results 
directly with reference to A1,2. 
6. SOLUTION OF  A1,2  
6.1. G loba l  Mapp ings  Generated  by  the  Loca l  Opt ima l i ty  Cond i t ions  
By analogy with A a (see Section 5.1.3), first we describe components of several mappings for 1,2 
A1,2 that associate the rays of E2 positions to (dl, a) such a way that wherever E2 lies on a ray 
l(dl, ~), the optimal controls of all players are to be the same. 
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Let (see (65)-(67)) 
T}i)(dl,00 = d 1 sin (%@)-c0 , (99) 
sin (¢~/) --~1) 
5(i) (d~, ~) = ~ + ¢~i) - c~, : 1, 2. (101) 
Again (see Section 5.1.3), define the set of possible values of a (see (69)) such a way that the 
rays cover the widest part of the plane and do not intersect each other at their internal points 
{ A~/2, 
A(i)(dl) = A',  
Ac~* , 
if al > 1 and i= l ,  
i fa l : l  and i : l ,  
if at <1 and i= l ,  
if 0h <1 and i :2 ,  
(102) 
where  
(~* = arcsin al. (103) 
Let ]~(i)(dl) be the curve with the following parametr ic representation (see (71) for i -- 1 and 
dl <_ R1) 
x = cos 0, (104) 
y(~)(dl,a)=~-~i)sinO, aEA(O(dl), i = 1,2. 
Let Sb(dl) be the singularity area bounded by E(1)(dl) and ~(2)(dl) for R1 < dl < R1/~1. 
At any state 2 with E2 C )~(t)(dt) or E2 E ~(2)(dl), the value W1,2 does not depend implicitly 
on 21 (see below). Therefore, according to the assumption, we study/kl,2 only in the exteriors 
of S~(dl) for dl _< R1 (see Section 5.1.3) and Sb(dl) for -R1 < dl < R1/fll (see below). 
In the reduced space, 
• for ch < fll and ¢1 < ~2, let f(i) be the mapping that associates to (dl,a) the ray °1.1 ~l.t 
of E2-positions having vertex H (i) = (h (i), 0) and inclination 5 (i) with the abscissa xis, 
c~ E A(i)(dl), i -- 1, 2 (see Figure 6); 
;(~) of • for #i </31 and ~i --/92, let f(i) be the mapping that associates to (d1,~) the ray ~1.2 ~1.2 
E2-positions having vertex/-/2 -- (h2,0), where 
h2 - dl  (1 - /99  ( lO5) 
(1 - Zl  ' 
and inclination 5 (0 with the abscissa xis, c~ E A(~)(dl), i -- 1, 2; 
I(i) of • for Ol </91 and  Ol >/92, let r(i) be the mapp ing  that associates to (dl, a) the ray ~1.3 ~1.3 
E2-positions having vertex at the respective point on  the curve ]C(i)(dl) (see (104)) and 
inclination fi (0 with the abscissa axis, c~ E A (i) (dJ,  i -- i, 2; 
• for at --/91, let £~i) be the mapp ing  that associates to (Sp, 2t, ~) the ray l (i) of E2-positions 
having vertex E l  and  inclination 6 (i) with the abscissa axis, (~ C A(i)(dl), i : 1,2 (see 
Figure 7); 
• for/91 < ch < I, let £~) be the mapp ing  that associates to (Sp, 21, a) the ray l~ i) of E2- 
positions having vertex at the respective point on  IC (i) (dl) (see (104)) and inclination 6 (i) 
with the abscissa axis, c~ E A(~)(dl), i -- 1,2 (see Figure 8). 
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Figure 9. Field of the E2 optimal trajectories in &l,2 for al < DI, ~1 < D2 when 
the equation ~(2)(a) = 2~r, a ~ -4a* has a root a(2) (a) or not (b); a (I) is a root of 
the equation 6(t)(a) = 2:r, a ~ A~*. 
l(2)to~ 0 < a <~*~~ 1.2k ]~ 
(2) . 
11.2(dl , - -a ) 
/ / / f l  .I' (i) . 
,. l~2(di ,a) ,  - -a < a < O 
(i) 
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Figure 10. Field of the E2 optimal trajectories in &l,2 for c~ 1 </31, Crl =/32. 
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Figure 11. Field of the E2 optimal trajectories in A1,2 for ~rl < ill, al > f12- 
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Figure 12. Field of the E2 optimal trajectories in A1,2 for a~ = ~.  
li~)(d~,-.*) 
fl ~ ,4 1 ¢)(~), -~" <~<o ,' . . .g)(~l,~), -~* <~<o 
/3 (2) (dl, 0) .4 ;bt ~ -- - - -I,- /~1)(61,0) 
k~l)..~. "----m 
/~2)(Ot), 0 <0~ < , \\ \\4 /~l)(dl,0L), O< OZ <~* 
Figure 13. Field of the E2 optimal trajectories in A1, 2 for/31 < al < 1. 
In the same manner as in Propositions 1and 2, we could analyze the properties of the introduced 
mappings. Figures 9-13 show how the rays cover the plane (excluding Sb(dl) for /31 < al < 1) 
of possible E2 positions without intersecting each other (dashed lines stand for lJ 1), continuous 
I (2) {i.I, 1.2, 1.3, 2, lines - for .j , j E 3}). 
6.2. The  Value and the  Opt ima l  Cont ro l s  
Generalizing Propositions 6 and 7, we get the following results. 
PROPOSITION 12. Let (dl ,d2,v) be the parameters that describe 2 in the reduced space. Let 
E2 • S~(dl) U Sb(dl) (see Figures 5a and 13). Let i e {1,2} and a E A(~)(dl) be chosen such a 
way that 
E2 C lJ ~) (dl, a), for some j C {1.1, 1.2, 1.3, 2, 3, a}. (106) 
Then, 
• in the reduced space, the optimal controls of P, El, and E2 are determined by the angles 
~91 -- OL, ¢~i)  __ OL, and  ~)~i) _ oL -~ 7v, respect ive ly ;  
• the optimal duration of At,2 is equal to ~.(i); 
• the value WI, 2 Of A 1,2 at 5 is represented by the expression 
Wl,2(~)=-d2~(~)(dl,7), (107) 
where 
~(i) (dl, 7) = sin ~i)  , if E2 ¢ C a, (108) 
1, otherwise. | 
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If all players are in a straight line (9, = 0 or 9, = 7r), then a = 0 or a = ~r, and relations (106)- 
(108) are regarded as limiting cases. Let 
h~l)(dl) _ (d: + Ri) 
(1 + #l) ' 
h(1)(dl) -- ( -d l  ~- R1) 
(i + #i) 
Then, in the reduced space, 
@ 
(:09) 
if ~1 < #: and ~1 < #2, then E2 e/~!~(d:,0) for 0 < d2 < hi, 9, = 0 and for d2 >_ 0, 9, = 7: 
(see Figure 9); 
(2) 
* ifcrl < f31 and 01 = #2, then E2 e l~l~(dl,0 ) .  for d2 >_ 0, 7 = 0, and B2 e /:.2(di,0) for 
0 < d2 _< h2, 9, = 0 and for d2 _> 0, 7 = ~r (see Figure 10); 
(2) 
. if o- i < ~1 and ¢1 >/32, then E2 e l~!~(dl,0) for d2 >_ h~ :), 7 = 0, and E2 e/ i .3(d l ,0)  for 
0 <_ d2 _< h~ 1), 7 = 0 and for d2 _> 0, 9, = 7r (see Figure 11); 
. if a:  -- fli, then E2 E I~ i)(dl,0) for d2 >_ di, ~/= 0• and E2 C l~ 2)(d:;0) for 0 < d2 _< dl, 
9, = 0 and for d2 >_ 0, 7 = 7r (see Figure 12); 
• if #: < (:i < I, then E2 e /:l)(dl,0) for d2 ~ h (2), 9' = 0, and E2 e /:2)(di,0) for 
0 _< d2 _< h (1), 7 = 0 and for d2 >_ 0, 9, = 7r. The rest of abscissa axis gets into Sb(dl) (see 
Figure 13); 
* if ch _> 1, then E2 e l(~ l) (dl, 0) for d2 _> h(o 1), ~ = 0 and E2 e/(1) (Tr) for d2 _> h O), 7 = ~. 
The rest of abscissa axis gets into $~(dl) (see Figure 5). 
For E2 that lies 
• on the part of the abscissa axis to the right of Hi = (hi,0), where 
hi(d1) = di(l - oh)(1 + #2)/(1 - #i) (110) 
(I + #1 + #2 - cri) ' 
for :: < #: and :: < #2 (see Figure 9), 
* on the curve K:(l)(di) for cri < fli and or: > #2 (see Figure 11), 
there exist exactly two pairs (i, a) for which condition (106) is satisfied. 
For E2 that lies 
• a t / /2  = (h2, 0) for ~: < fll and a: -- f12 (see Figure 10), 
• at E1 for ~rl = #1 (see Figure 12), 
there exist infinite number of pairs (i, a) satisfying condition (106). 
Therefore, all listed singular manifolds are dispersal ines (see, e.g., [9,11-14]). Since we allow 
the discriminating strategies for P (see the Introduction), this type of singularity causes no 
problem. 
For the remaining states outside d ~, there exist a unique pair of i and a that fulfills condi- 
tion (106). 
PROPOSITION 13. If (106) is satisfied for some (i, a), then 
sign a = - sign "7 (111) 
and 
w~ere 
g(i)(d:, d2, 7, a) = 0, 
~(i)(di, d2,7, a )= di sin (¢~i) _ a /s in  (¢~i) _ ~ol/ 
(112) 
(:13) 
| 
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F igure 14. Surface of W1,2 and its cross sect ions for ~1 = 0.2,/32 = 0.1, R1 = 1, and 
a l  = 0.05 (a l  < ¢71 and a l  < fi2). 
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F igure 15. Surface of W1,2 and its cross sect ions for/31 = 0.2, ~32 = 0.1, R1 = 1, and 
a l  = 0.1 (at  </31 and o.1 = f12). 
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F igure 16. Surface of W1,2 and its cross sect ions for fll = 0.2, /32 = 0.1, R1 = 1, and 
o- 1 = 0.15 (O"1 < /31 and o.1 > J32). 
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Figure 17. Surface of W1,2 and its cross sections for fil = 0.2, fi2 = 0.1, R1 = 1, and 
ol = 0.2 (~1 = #I). 
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Figure 18. Surface of W1,2 and its cross sections for ~1 = 0.2, ~2 = 0.1, R1 -~ 1, and 
oi = 0.25 (#I < ~rl < 1). 
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Figure 19. Surface of WI,= and its cross sections for j31 = 0.2, f12 = 0.1, R1 = 1, and 
oi = 0.3 ( f l  < ~i  < i), 
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Figure 20. Surface of W1,2 and its cross sections for ~1 = 0.2, ~2 = 0.1, R1 = 1, and 
~1 = 0.5 (~1 < ~1 < 1). 
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Figure 21. Surface of W1,2 and its cross sections for ~1 = 0.2, ~2 = 0.1, R1 = 1, and 
~r 1 = 0.7 (~1 < or1 < 1). 
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Figure 22. Surface of WI ,2  and its cross sections for j31 = 0.2,/32 = 0.i, R I  ---- i, and  
or1 = 0.9 (;h < ~1 < 1). 
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Figure 23. Surface of W1,2 and its cross sections for fll = 0.2,/32 = 0.1, R1 = 1, and 
a l  = 1.0 (al = i). 
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Figure 24. Surface of W1,2 and its cross sections for/31 = 0.2, /32 = 0.1, R1 = 1, and 
al = 1.1 (as > 1). 
Propositions 12 and 13 give a general algorithm to solve the game. According to this algorithm, 
for any 2, one has to 
• find (dl ,d2,a) from (18), 
• find a solution a of equation (112) belonging to the corresponding interval (102) (see 
Proposition 13), 
• with a obtained at the previous tep, compute the optimal controls (in the reduce space), 
the optimal duration and the value (see Proposition 12), 
• with use of (18), reeompute the optimal controls in the realistic space. 
Figures 14-24 show projections of W1,2 and their cross sections for various relations between 
the game parameters (/31 = 0.2, /32 = 0.1, R1 = 1, o-1 = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.5, 0.7, 
0.9, 1.0, 1.1, and d2- -0 ,2 ,4 ,6 ,8 ,10) .  
Figure 25 shows an example of numerically computed paths in A1,2, when P plays optimally 
(see Proposition 12) and E1 and E2 use the simple evasion strategy [9], for/)1 = 0.2,/32 = 0.1, 
R1 = 1 and 5 v = (0, 0), 51 = (3, 0), 52 = (2.5, -0.5). The corresponding payoff equals 0.0458148, 
while the value equals 0.509826. These calculations were done with 5t -= 0.1 that was reduced in 
ten times at the states close to the terminal set. 
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Figure 25. Paths generated in A1,2, when P plays optimally and both of E1 and 
E2 use the simple evasion strategy, for/31 = 0.2, f12 = 0.1, R1 = 1, and 5 ° ---- (0,0), 
~o = (3, 0), ~o = (2.5,-0.5). 
7. CONCLUSIONS 
We have described here several A-games with different casting procedures (the ways to assign 
the roles to the evaders), where a pursuer strives to minimize the distance to one evader while 
chasing another. With use of the Isaacs' technique xtended by Berkovitz, Breakwell, Bernard et 
al., we have studied in detail only the game A1,2 with preassigned order (see (10) for k = 1). 
The fact that the game may be continued at the states where E1 already captured, makes it 
somewhat special. Moreover, there were identified several manifolds where the value does not 
depend implicitly on E1 position. For the states that lie in the areas bounded by these manifolds, 
it is necessary to setup and study additional games, 
The results obtained for A1,2 allow to construct a solution for the game Ap with open-loop 
casting (see (11)) because it is strategically equivalent to A1,2 or A2,a (see (10) for k = 2) which, 
in turn, distinguished only by their notations. 
It was assumed that the evaders are mobile and slower than the pursuer. However, the results 
may be easily extended to the cases when one or both evaders are immovable and when the 
evader the distance to which is taken as the payoff is faster than the pursuer. 
Any study of the ultimate target game A 2 with close-loop casting (see (7)) must invoke some 
generic assumptions about the ways how the roles may be distributed between the evaders (see, 
e.g., [1,2,4] for the successive pursuit game). 
Note that with use of the described solution, it is possible now to separate the states where P 
can capture E1 and E2 at the same time, and thus, can avoid the ordinary two-stage pursuit in 
the successive pursuit game with nonzero capture areas (see, e.g., [4]). 
Besides, all mentioned A-games may be setup similarly for the cases when the coalition contains 
more than two evaders (see, e.g., [15]), and our study forms an initial basis for investigations of 
these games. 
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