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Abstract
The problem is considered of the estimation of a polygonal region in two dimensions from data approximately marking the outline
of the region. A solution is sought by formulating and solving a nonlinear least squares problem. A Levenberg–Marquardt method
is developed for this problem, with an implementation which exploits the special structure so that the Levenberg–Marquardt step
can be computed efﬁciently.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Of interest here is the estimation of a polygonal region in two dimensions from given data approximately marking
the outline of the region. Problems of this kind arise in land surveying, agriculture and forestry (see, for example,
[2,3,7,8]), when the data may be provided by noisy GPS (Global Positioning System) measurements. It is assumed that
the given region has m corners or vertices and that these can be identiﬁed from the measurements. The remaining data
correspond to points which should lie on the lines which join adjacent corners. Let the measured corner estimates be
(xi, yi), i = 1, . . . , m, and let the points which should lie along the lines between the corners deﬁned by indices i and
i + 1 be measured as (xij , yij ), i = 1, . . . , m, j = 1, . . . , ni . When the index m + 1 appears, it will be assumed that it
deﬁnes the same point as index 1. Similarly the subscript m + 1 can be replaced by the subscript 1.
Because the data are not precise, of course there will not be an exact ﬁt, and we consider least squares solutions. Let
the corresponding modelled estimates be (Xi, Yi), i = 1, . . . , m, and (Xij , Yij ), i = 1, . . . , m, j = 1, . . . , ni, so that
the number of variables is 2m + 2p, where
p =
m∑
i=1
ni .
Then we can consider solving the least squares problem
minimize
m∑
i=1
ni∑
j=1
{(xij − Xij )2 + (yij − Yij )2} +
m∑
i=1
{(xi − Xi)2 + (yi − Yi)2},
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subject to the condition that for i = 1, . . . , m, j = 1, . . . , ni , the points (Xij , Yij ) are constrained to lie on the line
joining (Xi, Yi) to (Xi+1, Yi+1).
In the next section a method of Levenberg–Marquardt type is developed, and it is shown how advantage can be taken
of the special structure. This approach is similar to that used in [1] for a different nonlinear least squares problem.
In Section 3, some numerical results are presented.
2. A Levenberg–Marquardt method
Assume that ni1, i=1, . . . , m. The condition for points to lie on a line joining (Xi, Yi) to (Xi+1, Yi+1) corresponds
to satisfying
Yi = aXi + b,
Yij = aXij + b, j = 1, . . . , ni ,
Yi+1 = aXi+1 + b,
for some a, b. The ﬁrst and last can be solved for a and b so that we can express Yij in terms of Xi, Yi, Xi+1, Yi+1, Xij
for every i = 1, . . . , m, j = 1, . . . , ni . Let
qi = Yi+1 − Yi
Xi+1 − Xi , i = 1, . . . , m,
which is deﬁned unless the denominator is zero for any i.While a zero denominator is theoretically possible, it is unlikely
in the context of genuinely error-contaminated data. However, this situation can be entirely avoided by changing the
co-ordinate system to eliminate the potential problem, although some prior knowledge of the polygon is then needed.
Other approaches make it possible to eliminate these restrictions. For example in [7,8], the co-ordinates of the corners
are kept as parameters together with the relative position (a number between 0 and 1) for every other point, so that no
singularities appear.
The problem may be restated as the unconstrained nonlinear least squares problem of minimizing
gT1 g1 + gT2 g2 + gT3 g3,
where
g1 = [x11 − X11, . . . , x1n1 − X1n1 , . . . , xm1 − Xm1, . . . , xmnm − Xmnm ]T ∈ Rp,
g2 = [x1 − X1, y1 − Y1, . . . , xm − Xm, ym − Ym]T ∈ R2m,
g3 = [y11 − Y1 − q1(X11 − X1), . . . , y1n1 − Y1 − q1(X1n1 − X1), . . . ,
ym1 − Ym − qm(Xm1 − Xm), . . . , ymnm − Ym − qm(Xmnm − Xm)]T ∈ Rp.
Here we have a nonlinear least squares problem in R2m+2p with 2m + p unknowns. We can solve this problem by
standard methods. Suppose we have an approximation to the solution, that is a particular set of values of the unknowns,
and let gT = [gT1 , gT2 , gT3 ], and the Jacobian matrix J = ∇g be evaluated there. Then systematic progress towards a
solution can be obtained by solving a sequence of subproblems having the form
minimize ‖g + Jd‖2
subject to ‖d‖2,
where ‖.‖ denotes the l2 norm. This is a standard trust region approach to the problem, where  is adjusted adaptively,
and the next approximation to the solution values is given by adding on d, where  = 1 or 0. This is repeated until
convergence (to required accuracy) is obtained. Themethod has been shown to have good global convergence properties,
see for example [4,5].
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Alternatively, and in a sense equivalently, we can use a Levenberg–Marquardt approach, which is to solve
(J TJ + Ip+2m)d = −J Tg, (1)
for somepositive, again adjusted adaptively [4].Again this versionof themethod canhave excellent global convergence
properties: see for example [6], where convergence to a zero derivative is established provided that J and  remain
bounded.
Let the unknowns be partitioned into two groups so that we write them as
vT = [vT1 , vT2 ],
where
vT1 = [X11, . . . , X1n1 , X21, . . . Xmnm ] ∈ Rp,
vT2 = [X1, Y1, . . . , Xm, Ym] ∈ R2m.
Then the function to be minimized can be written as
F(v) = gTg,
and the Jacobian matrix J has the form
J =
[∇v1g1 ∇v2g1∇v1g2 ∇v2g2∇v1g3 ∇v2g3
]
=
[−Ip 0
0 −I2m
D C
]
,
where D ∈ Rp×p is a diagonal matrix, and C ∈ Rp×2m. In fact
D = diag{D1, . . . , Dm},
where
Di = −qiIni , i = 1, . . . , m.
Further
C =
⎡
⎢⎢⎣
C1
C2
...
Cm
⎤
⎥⎥⎦ ,
where Ci is an ni × 2m matrix with only four non-zero columns, those in positions 2i − 1 to 2i + 2 if i = 1, . . . , m− 1
and in positions 1, 2, 2m − 1, 2m when i = m. Letting
pij = Xij − Xi
Xi+1 − Xi , i = 1, . . . , m, j = 1, . . . , ni ,
speciﬁcally we have the jth row of Ci as
eTj Ci = [0 : . . . : 0 : qi(1 − pij ) : pij − 1 : qipij : −pij : 0 : . . . : 0], j = 1, . . . , ni ,
for i = 1, . . . , m − 1 and for i = m,
eTj Cm = [qmpmj : −pmj : 0 . . . 0 : qm(1 − pmj ) : pmj − 1], j = 1, . . . , nm.
It follows that for any x ∈ R2m,
eTj Cix = qi(1 − pij )x2i−1 + (pij − 1)x2i + qipij x2i+1 − pij x2i+2,
i = 1, . . . , m, j = 1, . . . , ni , (2)
where the subscript 2m + 1 is replaced by 1 and 2m + 2 is replaced by 2.
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The system (1) can be written as[
D2 + (1 + )Ip DC
CTD CTC + (1 + )I2m
] [
d1
d2
]
=
[
g1 − Dg3
g2 − CTg3
]
,
where dT = [dT1 ,dT2 ] with d1 ∈ Rp,d2 ∈ R2m. Deﬁne P = D2 + (1 + )Ip. Then we have
d1 = P−1(g1 − Dg3 − DCd2), (3)
and so
[CT(I − DP−1D)C + (1 + )I ]d2 = CT(DP−1D − I )g3 + g2 − CTDP−1g1. (4)
Because P is diagonal, its inversion (and the inverse clearly always exists) is trivial. Further we will show that all
quantities can in this case easily be computed. In particular, we will show that the matrix on the left-hand side of (4) is
a 7-diagonal matrix, and so this can also be exploited in the solution process.
We have
DC =
⎡
⎢⎢⎣
−q1C1
−q2C2
...
−qmCm
⎤
⎥⎥⎦ .
Also since
P = diag{(q2i + 1 + )Ini , i = 1, . . . , m},
then
I − DP−1D = diag
{
1 + 
q2i + 1 + 
Ini , i = 1, . . . , m
}
,
and
CT(I − DP−1D)C =
m∑
i=1
1 + 
q2i + 1 + 
CTi Ci .
Note that CTi Ci only has 16 non-zero entries. Speciﬁcally for i = 1, . . . , m − 1, CTi Ci only has non-zeros in the
intersection of rows 2i − 1 to 2i + 2 and columns 2i − 1 to 2i + 2; CTmCm has only non-zero entries in the intersection
of rows 1, 2, 2m − 1, 2m and columns 1, 2, 2m − 1, 2m. Therefore for i = 1, . . . , m − 1, CTi Ci can be deﬁned by the
(symmetric) 4 × 4 matrix with 10 (in fact just 9) distinct elements⎡
⎢⎣
q2i ri −qiri q2i si −qisi−qiri ri −qisi si
q2i si −qisi q2i ti −qiti−qisi si −qiti ti
⎤
⎥⎦ , i = 1, . . . , m − 1,
and CTmCm can similarly be deﬁned by⎡
⎢⎣
q2mtm −qmtm q2msm −qmsm
−qmtm tm −qmsm sm
q2msm −qmsm q2mrm −qmrm
−qmsm sm −qmrm rm
⎤
⎥⎦ ,
where
ri =
ni∑
j=1
(1 − pij )2,
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si =
ni∑
j=1
pij (1 − pij ),
ti =
ni∑
j=1
p2ij .
It follows that for any i , i = 1, . . . , m, the matrix
G =
m∑
i=1
iC
T
i Ci (5)
is a 7-diagonal symmetric matrix whose non-zero upper diagonal elements are given by
G2i−1,2i−1 = i−1q2i−1ti−1 + iq2i ri , i = 1, . . . , m,
G2i−1,2i = −i−1qi−1ti−1 − iqiri , i = 1, . . . , m,
G2i−1,2i+1 = iq2i si , i = 1, . . . , m − 1,
G2i−1,2i+2 = −iqisi , i = 1, . . . , m − 1,
G2i,2i = i−1ti−1 + i ri , i = 1, . . . , m,
G2i,2i+1 = −iqisi , i = 1, . . . , m − 1,
G2i,2i+2 = i si , i = 1, . . . , m − 1,
where any zero subscript is replaced by m.
If g3 and g1 are partitioned naturally into m subvectors of dimension ni, i = 1, . . . , m, say
gT3 =
[
g(1)3
T
, . . . , g(m)3
T]
,
and similarly for g1, then
CT(I − DP−1D)g3 =
m∑
i=1
1 + 
q2i + 1 + 
CTi g
(i)
3 ,
and
CTDP−1g1 =
m∑
i=1
−qi
q2i + 1 + 
CTi g
(i)
1 .
Of course, CTi g
(i)
3 and C
T
i g
(i)
1 will just have four non-zero components (out of 2m), corresponding to the non-zero
columns of Ci . For example, if we deﬁne
ui =
ni∑
j=1
(xij − Xij ), (6)
vi =
ni∑
j=1
pij (xij − Xij ), (7)
then
CTi g
(i)
1 = [0 : . . . : 0 : qi(ui − vi) : vi − ui : qivi : −vi : 0 : . . . : 0]T, i = 1, . . . , m − 1,
CTmg
(m)
1 = [qmvm : −vm : 0 : . . . : 0 : qm(um − vm) : vm − um]T.
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For any i , i = 1, . . . , m, let
c =
m∑
i=1
iC
T
i g
(i)
1 .
Then for k = 1, . . . , m,
c2k−1 = k−1qk−1vk−1 + kqk(uk − vk), (8)
c2k = −k−1vk−1 − k(uk − vk), (9)
where 0 subscripts are replaced by m.
Now redeﬁne
ui =
ni∑
j=1
(yij − Yi − qi(Xij − Xi))
or
ui = ni YiXi+1 − Yi+1Xi
Xi+1 − Xi +
ni∑
j=1
yij − qi
ni∑
j=1
Xij , (10)
and
vi =
ni∑
j=1
pij (yij − Yi − qi(Xij − Xi)). (11)
Then with these changes to u and v,
c =
m∑
i=1
iC
T
i g
(i)
3
is again given by (8) and (9).
Thus all entries required for (4) can be easily and efﬁciently computed. A summary of the computation leading to
the solution of (4) and (3) is as follows:
Summary of computation of d:
1. For i = 1, . . . , m compute
qi, pij , j = 1, . . . , ni, ri , si , ti .
2. Set
i = 1 + 
q2i + 1 + 
, i = 1, . . . , m.
3. Compute G = ∑mi=1iCTi Ci = CT(I − DP−1D)C, using the equations for the non-zero elements of G which
follow (5).
4. Compute u and v from (10) and (11), and from (8) and (9), compute
c =
m∑
i=1
iC
T
i g
(i)
3 = CT(I − DP−1D)g3.
5. Set
i = −qi
q2i + 1 + 
, i = 1, . . . , m.
G.A. Watson / Journal of Computational and Applied Mathematics 208 (2007) 331–340 337
6. Compute u and v from (6) and (7), and from (8) and (9), compute
c =
m∑
i=1
iC
T
i g
(i)
1 = CTDP−1g1.
7. Solve (4) for d2.
8. Compute Cid2, i = 1, . . . , m using (2) and hence compute DCd2.
9. Compute d1 using (3).
We can now readily implement a standard Levenberg–Marquardt algorithm for the problem (see, for example, [4]).
A natural set of starting approximations is
Xi = xi, Yi = yi, i = 1, . . . , m,
Xij = xij , i = 1, . . . , m, j = 1, . . . , ni ,
and  = 1. Adjustment of  is as usual according to the value of the ratio
F(v) − F(v + d)
F (v) − ‖Jd + g‖2
at each iteration, as in [4]. Of course
‖Jd + g‖2 = ‖g1 − d1‖2 + ‖g2 − d2‖2 + ‖g3 + Dd1 + Cd2‖2,
which again can readily be computed.
Remark. The method given here can be extended to deal with the case where the straight line sides of the region are
replaced by quadratic pieces, or other polynomial pieces, or indeed combinations of these.
3. Examples
The algorithm has been implemented according to the summary given at the end of the previous section and used
to solve some model problems. To illustrate, we consider three examples. First suppose we have data for a triangular
region, with 25 points on each side, the data generated by making random perturbations of points on the sides. The
progress of the method for a particular data set is given in Table 1, where k is the iteration number, where F is the
current value of gTg, where  denotes the current value of the parameter  and where ‖d‖∞ is the l∞ norm of the
current vector d satisfying (3) and (4). The performance of the algorithm was monitored by the size of ‖d‖∞. Fig. 1 is
a sketch of the given data and the calculated triangle. The points marked with a diamond are the corner data points.
Next we generate data by starting with a particular 6-sided polygon and taking 19 data points on each side, again
obtained by making random perturbations to exact values. The progress of the method for a particular data set is given
in Table 2. Fig. 2 is a sketch of the given data and the calculated polygon.
Table 1
Example: m = 3, p = 75
k F  ‖d‖∞
1 6.3547 1.0 0.5108
2 2.4370 0.5 0.0722
3 2.1945 0.25 0.0068
4 2.1738 0.125 0.0008
5 2.1707 0.0625 0.0002
6 2.1700 0.0312 3.4 × 10−5
7 2.1699 0.0156 7.6 × 10−6
8 2.1698
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Fig. 1. Triangular region.
Table 2
Example: m = 6, p = 114
k F  ‖d‖∞
1 39.1131 1.0 2.1773
2 18.3373 0.5 0.4823
3 16.6276 0.25 0.1564
4 16.1255 0.125 0.0420
5 15.9939 0.0625 0.0099
6 15.9635 0.0312 0.0021
7 15.9569 0.0156 0.0004
8 15.9556 0.0078 8.7 × 10−5
9 15.9553
As a ﬁnal example we generate data based on a square region with sides parallel to the co-ordinate axes. This
example might be expected to cause problems for the method because of the denominators in the expressions for qi .
However, under the assumption that the data are not artiﬁcially ﬁxed, but are genuinely contaminated by errors, zero
denominators are unlikely even in this case, and the performance of the method is not necessarily affected, although
convergence might be slowed. In particular, consider a square with corners at the points (1, 1), (1, 2), (2, 2), (2, 1), and
with data obtained as for the other examples. Again 19 observations are assumed along each side. The performance of
the method is illustrated in Table 3, and by Fig. 3, which shows the given data and calculated region.
4. Concluding remarks
The problem has been considered of ﬁtting a polygon to data using a least squares criterion. The method proposed
here is a Levenberg–Marquardt method for the nonlinear least squares problem, and the novelty lies in the way in which
the structure of the problem is exploited to make the process efﬁcient.
The approach taken here offers an alternative to others which have been suggested: see for example [8] There is
evidence that it can work well in practice, and indeed it has a number of positive features. These include (1) solution
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Fig. 2. 6-sided region.
Table 3
Example: m = 4, p = 76
k F  ‖d‖∞
1 80.8880 1.0 0.0028
2 18.8307 0.5 0.0049
3 3.7274 0.25 0.0097
4 0.2812 0.125 0.0100
5 0.1778 0.125 0.0064
6 0.1204 0.5 0.0012
7 0.0749 0.25 0.0015
8 0.0658 0.25 8.8−6
9 0.0616 0.125 3.9−5
10 0.0615
of an unconstrained rather than a constrained problem, with reduced number of variables, (2) full exploitation of the
underlying structure, (3) easy implementation with natural starting values, (4) excellent global convergence properties,
and well established performance characteristics, (5) ready generalization, if required, to deal with the case when the
straight line sides are replaced by higher degree polynomial pieces.
On the other hand, there are some negative features of the approach, which should also be mentioned. In particular, it
is strongly co-ordinate dependent, although the problem is genuinely geometrical and invariant with respect to change
of co-ordinates. For a co-ordinate free approach, see [7,8]. These methods also deal readily with the case when the
straight lines are replaced by circular (or elliptical) arcs.
It is natural to ask how these different approaches compare in practice. Any valid comparison depends on many
things, but especially on a proper basis for making such comparisons. We consider a comprehensive practical com-
parison of methods, which would enable meaningful conclusions to be drawn, as being beyond the scope of this
paper.
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Fig. 3. 4-sided region.
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