1. Introduction. By an analytic group and by an analytic subgroup of a Lie group, we mean a connected Lie group and a connected Lie subgroup of a Lie group, respectively. Unless specified otherwise, an analytic subgroup and its corresponding Lie subalgebra will be denoted by the same capital Roman and capital German letter, respectively. For example, if G denotes an analytic group and A denotes an analytic subgroup of G, then © will denote the Lie algebra of G, and 51 will denote the subalgebra of © corresponding to A. We make the convention that the Lie algebra of a Lie group is the tangent space of that group at the identity.
Let G be an analytic group, and let A(G) denote the group of all continuous automorphisms of G. We give A(G) the compact-open topology. Let GL( (5) be the Lie group of all linear automorphisms of the vector space ©, and let A((5) denote the closed subgroup of all Lie algebra automorphisms of © ; then A(G) can be naturally imbedded in A(<S) as a closed subgroup (see [2, p. 138] ). When G is simply connected, A(G) and ^4((5) coincide. We let 7(G) denote the analytic subgroup of A(G) consisting of all inner automorphisms of G. 7(G) depends only on ®, and therefore will also be denoted by 7(©); 7(G) will be called the adjoint group of G (or of ©). We identify g/(©), the Lie algebra of GL(®), with the Lie algebra of all endomorphisms of © ; then A((5) corresponds to the subalgebra a(©), consisting of all derivations of ©; 7(©), on the other hand, corresponds to the subalgebra i(©) of all inner derivations of ©.
If S is a subset of G, we set
A(S) = {xe A(G) | t(s) = s, for all seS};
then A(S) is a closed subgroup of /1(G), and we let A°(S) denote the identity component of A(S). It is not difficult to see that a uniform lattice is a lattice, and that if L contains a lattice, then L is unimodular. A lattice in a solvable, analytic group is always a uniform lattice (see [13] ). It is our purpose here to prove the following two theorems : Theorem 1. If Y is a lattice in an analytic group G, then A°(Y) <= 1(G). Theorem 2. // an analytic group G contains a lattice, then the adjoint group 1(G) is closed in A(G) (equivalently, in A(($) or in GL(©)).
In general, 1(G) is not a closed subgroup of A(G) (see [7, pp. 127-128] ). The converse of Theorem 2 is false, as we shall show at the end of this paper. The following proposition allows us to reduce the proofs of Theorems 1 and 2 to the case when G is simply connected.
Proposition
1. Let G be an analytic group, and let G' be the universal covering group of G; let * denote either 1 or 2. If Theorem * is true for G', then it is true for G.
Proof. Let T be a lattice in G, let n: G' -* G be the covering map, and set n~x(Y) = T'. Since Y' is a lattice in G' and since 7(G) = 7(G'), Proposition 1 follows for * = 2. Next, let E(T') = {te A(G') | t(T') = Y'}; then I(T') is a closed subgroup of A(G') such that S(r') => A(r'); we denote the identity component of Z(r') by L°(r'). For a fixed y e Y', S°(r') • y is a connected subset of I"", and hence is equal to y. This proves that 5.°(r') = A°(r'). Let D be the kernel of n; D is a discrete, central subgroup of G', and in the identification A(G) c A(G'), A(Y) = {t e A(G') \ z(y) = y mod D, for all yeY'} ezz S(r'), whence A°(r) c zZ°(Y') = A°(r'). Proposition 1 now follows for * = 1. Q.E.D.
From now on we will assume that G is a simply connected, analytic group. The paper is organized into five sections. In §2 we develop some necessary cohomological machinery, which we apply in §3 to obtain Theorem 1 when G is solvable. In §4 we develop some machinery for passing to the general case. In §5 we complete the proof of Theorem 1, and then, using the results of §4 and Theorem 1, we prove Theorem 2. Finally, in the appendix at the end of this paper, we show that the converse of Theorem 2 is false.
Professor H. C. Wang pointed out to us the construction of R' and Y2 on page 458, and the possible usefulness of this construction for our purposes (his original construction was for uniform lattices). The appendix also derives from one of his suggestions. Our results were originally formulated for uniform lattices and the extension to lattices was suggested by Professor A. Borel. The first-named author became aware of the problem treated in Theorem 2, in a discussion with Professor J. A. Wolf. We are pleased to acknowledge our gratitude for all these valuable suggestions and discussions. Proof. Let /be in Zl(L, V) and let us assume that there exists ve F such that
fot aeL; then f'(y) = 0 for all yeT. We wish to show that / e B'LL, V). However, this is true if and only if /' eBx(L, V), so we can assume without loss of generality that f(y) = 0 for all yeT.
Since f eZx{L, V) we have from (1)
Hence for y eY, we obtain f(ay) = f(a). Thus, letting a' = aYeL/Y, f induces a map f':L/Y-> V such that f'(a') =f(a). Let da' denote the invariant measure on L/Y with total volume equal to one.
We denote the group of all continuous automorphisms of L by A(L). We let R denote the real line, and by a one-parameter group of automorphisms of L we mean a C'-map
such that each x,eA(L) and for all s, te R, xt+s= xt oxs. For aeL, we let x'(a) denote the tangent vector to the curve xt(a) at t = 0. For b e L, let rb and lb denote right and left translation by b, respectively. Since xt(ab) = xt(a)x,(b), we obtain
where drb and dla are the tangent linear maps induced by rb and la, respectively. x' defined above is thus a C00-vector field on L, satisfying (3). Conversely, let us assume that ^ is a C°°-vector field on L, satisfying (3) for x' = e\. Let xt(a) denote the unique integral curve to £ with x0(a) = a. If x,(a) is defined for t in the open interval 7£ about 0 of radius e, then for t, s, t + s e f, the uniqueness theorem for ordinary differential equations implies (4) T(+S(a) = t,(tM).
If a and b are in L, and if xtia) and T,(b) are defined for t e Ie, then by computing the tangent vector to the curve xt(a)xt(b) at i0 e Ie and by using (3) and (4), we can see that xt(a) xt (b) (t e If) is an integral curve of £ ; the uniqueness theorem of ordinary differential equations thus implies that xt(ab) exists for i e Iz, and in fact
From the theory of ordinary differential equations we have that for a0 in L we can find a neighborhood V of a0 and e = £(a0) > 0, such that rr(a) is defined for all tele and a e V, and the map x : Ie x V -* L, defined by t(r, a) = xtia), is a C°°-map. Let us take a0 = e, the identity element of L; then V generates L°, the identity component of L, so that (5) implies that r,(a) is defined for all aeL0 and telt. Now (4) implies that we can take e = oo. Next, using the fact that x can be defined on R x L° and applying (5), we can show that xtia) can be [September defined for all te R and all a eG. Since xt and t_( are inverses, x, defines a oneparameter group of automorphisms, as defined above. Let £ be the Lie algebra of L ; that is, £ is the tangent space to L at the identity. We then have that (6) x,(a) = exp tX • a • exp -t X, te R, aeL, X e £, defines a one-parameter group of automorphisms of L. Such a one-parameter group will be called a one-parameter group of inner automorphisms. A direct computation shows that for x, defined by (6)
Thus we have Proposition 3. Let L be a Lie group and x, a one-parameter group of automorphisms of L; then the vector field x' satisfies (3), above. Conversely, a C°°-vector field x' on L which satisfies (3), generates a one-parameter group of automorphisms. xt is a one-parameter group of inner automorphisms if and only if x' is given by (7) for some X e £.
When the component group L/L? is finitely generated, A(L), with the compactopen topology, is a Lie group (see [8] ). In this case a(L), the Lie algebra of A(L), can be identified with a*(L), the Lie algebra of all C "-vector fields on L, satisfying (3). We let i*(L) denote the subalgebra of a*(L), consisting of all those vector fields given by (7).
Let Ad denote the adjoint representation of L in fi, and form Zl(L,2), B1^,^,), and Ti^L, fi) with respect to this representation. We define X : a*(L) -+ Z'LL, fi) by (8) X(0(a) = dra-i-Ha), aeL, Cea*(L).
(2) and (3) imply that X is well defined, and it is easily seen that X is linear, one-one, and onto. Moreover, from (7), we have that X(i*(LJ) = Bl(L, £). We summarize these remarks in Proposition 4. 7/we define A:a*(L)-»-Z1(L,fi) fty(8), X is a linear, onto isomorphism such that X(i*(L)) = B'iT^fi). Thus we have an induced, onto iso-
3. Proof of Theorem 1 (solvable case). Let G be a solvable (simply connected, analytic) group; let T be a lattice in G. By a result of G. D. Mostow (see [13] ), r is a uniform lattice in G, and in particular, T is finitely generated. Let 51 e © denote the nil-radical; that is, 51 is the maximal nilpotent ideal in ©. From [11] we know that T n N = TN is a lattice in N, and TN is a closed subgroup of G, with identity component N. Since T is finitely generated, A(TN) is a Lie group.
Let A°(G) and .4°(rA0 denote the identity components of A(G) and A(TN), It follows from [5] that p is an onto isomorphism. We give the proof here that « is one-one, which will suffice for our purposes.
Thus if <5 e a(YN) and p(ô) = 0, then expía • y = y for all t e R and y e Y. Since YN is a uniform lattice in N, we obtain, by applying A. I. Malcev's result in [10] to N and YN, that exptô ■ n = n for all neN; it follows that for all teR, exp tô e A°(YN) is the identity. Thus <5 = 0, so we have proved that p is one-one. where M is induced by p and "P by i/r". A is defined as before (see Proposition 4f
We observe that since G is connected, i*iG) corresponds to iiG) = /'(©), under our identification of a*(G) with aiG). Since p(i/i+(;'(G))) = ¿'(F,©), and since p is one-one, it follows that M is one-one. A and O are one-one by Proposition 2 and Proposition 4. Thus *F is one-one. Applying the result in [10] , we obtain that A(T) n A°iG) is the kernel of \¡/ so that the Lie algebra of A°(T) is the kernel of t/'*.
Since Y is one-one, the kernel of i//* is contained in ¡(G), and hence A°(r) ezz IiG). This concludes the proof of Theorem 1 when G is solvable. For X e (£, let (/>(X) denote the restriction of adX to 3i ; then ^ is a representation of (£, and (1) GL(n,C). If the radical of H is closed in GL(n,C)2 then so is 77.
Proof of Propasition 6. 5JÎ has a direct sum decomposition 5JÍ = (21 H5JÍ) ©£, where £ is an ideal in 23 and 21 o5Jl is semisimple. 7(5R) is the direct product of 7(21 n 5JI) and 7(£), so that if 7(5Jl) is closed, then 7(£) is closed.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Let / : A°0&) -> A°(£) denote the restriction homomorphism and let /". : a(23) -* a(fi) denote the corresponding Lie algebra homomorphism. Since 7(£) is a closed subgroup of A°(Q), we have that /"x (I(S)) is a closed subgroup of A°08). Hence the analytic subgroup of ^°(23) corresponding to /*_1(¡'(£)) c a(23) is a closed subgroup; however, Proposition 5 implies that f*~i(i(2)) = i¡¡j(fi).
The radical of iB(fi) is iv(Hl). Since iB($R) is also the radical of ¿(23), Lemma 1 implies that 7(23) is a closed subgroup of /1(23) (and hence of GL (23)). Now © = 21 ©23 with [21,23] = 0; hence /(©) is the direct product of 7 (21) and 7(23). 7(21) is closed in GL(2I) since 21 is semisimple; also 7(23) is closed in GL(23) by our above argument. Hence 7(©) is closed in GL(©).
Q.E.D. We now summarize some measure theoretic results which we will need. For more details see [15, §9] or [7, Chapter 10] . If S is a locally compact Hausdorff space and if CC(S) is the space of real valued, continuous functions on S with compact support, then a positive measure on 5 is a real valued linear functional p:Cc(S)-+R, such that if feCc(S) is nonnegative, then p(f) ^ 0. If P and ß are locally compact, unimodular groups, such that ß is a closed subgroup of P, then P/Q has a left invariant measure which is unique up to a constant factor. Proposition 7. LetP be a locally compact topological group and let Q and R be closed subgroups of P such that Q=> R. If P, Q, and R are all unimodular, then there exist invariant measures X, p, v on P/Q, Q/R, and P/R, respectively, such that for any function f eCc(P/R): (2) f f(pR)dv(pR)=\ (f fipqR)dpiqR))dXipQ).
Jp/R J P/Q \ Jq/R I Proof. One simply has to verify (2) for / e CC(P/R). But for such / one can define v(/) by the right hand side of (2), where one chooses the invariant measures p and X arbitrarily. One sees immediately that v is invariant, and hence X, p, and v, chosen as above, satisfy (2).
Q.E.D.
Corollary. Assume P,Q,R, X, p, and v are as in Proposition 1; moreover, assume that P is a Lie group and v(P/R) < oo; then p(Q/R) < co and X(P/Q) < co.
Proof. It suffices to show that (2) holds when / is identically equal to one. But then, since P is a Lie group, we can find an increasing sequence of nonnegative functions /" in CC(P/R), which approach f pointwise. The desired conclusion now follows from Proposition 7, and from the monotone convergence theorem.
Next we recall some results from [14] . If P is a topological group and H a subgroup of P, then H is said to have the Selberg property (or property (S)) in case, for any open neighborhood V of the identity and for any peP, there exists a positive integer n with p"eVHV. If f:P -* P' is a continuous epimorphism, then f(H) has property (S). A lattice Y in a Lie group L has property (S) (see [1] ). [September We retain the notation introduced at the beginning of this section. Let Si and 5V be the maximal compact ideals in 2Í and S, respectively; then set £ = Si + Si'. C is then the maximal analytic, compact, normal subgroup of a semi-simple part of G. Proof, r has property (S) in G, and hence 0(r) has property (S) in G/CR. Hence Lemma 2 implies 0(r) is discrete. Proposition 8 now follows.
Proofs of Theorems 1 and 2.
(i) Proof of Theorem 1. Let T be a lattice in G ; then G is unimodular and hence if 3 is any ideal in © such that 5î c 3, then det(Adg|3) = 1 for any ge G (where Adg|3 denotes the restriction of Ad g to 3). In particular 7 is unimodular. By Proposition 8, TCR is a closed subgroup with identity component CR. By our previous remark TCR is thus a unimodular, closed subgroup of G. Hence we can apply the Corollary to Proposition 7 to G z> TCR r> T. We obtain that T is a lattice in TCR. Hence Ty = Tn CR is a lattice in CR.
Let n:CR -» C =CR/R be the natural projection, and let T be the closure of n(T¡). By Lemma 3, we show that T°, the identity component of T, is solvable. Since C is compact and T is closed, we must have that T° is a torus of finite index in T. We set 7Î' = T°R; then R' is a closed, solvable, analytic subgroup of CR. We set T2 = Ty n R' ; then ryra £ TyR'/R' = n(Ty)T0R/T0R c TR/T°R S T/T°, so that r2 is of finite index in Ty. Thus T2 is a lattice in CR. By our observation at the beginning of this section, 7? is unimodular. It then follows easily that R' = T°R is unimodular; hence, applying the Corollary to Proposition 7 to CR => R' => r2, we find that T2 is a lattice in R'. Hence, by G. D. Mostow's result in [13] , T2 is a uniform lattice in R', and hence in CR. Since T2 <= Ty, we have that Ty is a uniform lattice in CR. Thus we have proved Proposition 9. Let T be a lattice in G; then T1 = To CR is a uniform lattice in CR.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Let x be in A(Y). Since the closure of r2P is T°R = R', x maps R' onto itself; hence we have the restriction homomorphism cü:A(T)->^1(P'). Using Theorem 1 (solvable case) we have that cü(A°(T)) c I(R'). Now we choose neighborhoods V <zz IiR') and V ezzR', of the identity such that we have a local cross-section \¡/:V-*V of the homomorphism Ad:.R'->7(.R'); that is, Ad o i]/ = identity.
Next choose a connected neighborhood W of the identity in A°(T) such that coiW) ezz V. For ereW, we define X(o) to be Ad(\//(co(er))) o o~x, where Ad here denotes the adjoint map Ad:G->7(©); then X(er) is an automorphism of G, whose restriction to R', and a fortiori to R, is the identity. We denote the restriction of Xio) to B by p(o). p: W-* AiB) is continuous and W is connected. Hence pCW) is connected. Since the restriction of pier), o e W, to R is the identity, Proposition 5 implies that p(er)eI(B). On the other hand, XCW) being connected, the restriction of XiW) to semi-simple, normal subgroup A is composed of inner automorphisms. Hence XiW) ezz IiG), and hence W c 7(G). Since W generates A°(T), we have that A°(T) ezz IiG).
(ii) Proof of Theorem 2 under the additional assumption that Y is a uniform lattice.
Let Ad:G-»7(G) denote the adjoint map, and let ay =Ady,, a2 =Ady2,-, We can find a positive integer M such that for n > M, er" 1a" e V. Let n be an integer larger than M and all the Nil); then rj~V"eA(r)n V ezz IiG), so that tr e 7(G); thus we have proved that Ad(T)~, the closure of Ad(T) in GL(©), is contained in 7(G). Let S denote the coset space 7(G)/Ad(T)~ . Since Ad induces a continuous map of the compact space G/Y onto S, S is compact, and hence closed in AiG)/AdiY)~ ; it follows that 7(G) is closed in AiG).
(iii) Proof of Theorem 2. By Proposition 9, Tt is a uniform lattice in CR and hence, by (ii), IiCR) is closed in ,4(CR). Hence Proposition 6 implies that 7(G) is closed in AiG).
Appendix. We will now give an example of a solvable, unimodular, analytic group G, such that 7(G) is closed in GL(©), but G does not contain a lattice.
For every triple of real numbers a = (a1; <x2, a3) ^ (0, 0, 0), such that a, + a2 + a3 = 0, let Aa be the one-parameter matrix group Bt = exp t ay 0 0 0 a2 0 0 0a 3 J teR
