In this paper, we consider a new frequentist gene expression index (FGX) for Affymetrix oligonucleotide DNA arrays. We consider a similar probe intensity model as suggested by Hein et al. [2005] , called BGX. According to this model the perfect match (PM) and mismatch (MM) values are assumed to be correlated as a result of sharing part of a common signal of interest. We develop a maximum likelihood, rather than Bayesian, approach for estimating the underlying common signal. In this way, we make calculations easier and faster than the BGX implementation while maintaining efficiency of estimators. The observed Fisher information matrix, rather than a posterior credibility interval, gives an idea of the accuracy of the estimators. We evaluate our method using benchmark spike-in data sets from Affymetrix and GeneLogic by analyzing the relationship between signal and concentration and compare our results with recent methods including MAS 5.0, MBEI * To whom correspondence should be addressed (e.wit@lancaster.ac.uk).
Introduction
High-dimensional oligonucleotide DNA arrays are widely used in biomedical research.
Each oligonucleotide probe consists of a small string of DNA 25 base pairs specific for a gene or EST and is immobilized on a glass slide or array. To measure the amount of transcribed RNA, the gene targets are labelled with a dye and hybridized to the probes on the array. However, during hybridization part of the target sequences may bind to non-complementary transcripts, and this causes a higher optical intensity. This nuisance signal is called non-specific hybridization. Additionally background signal, which is the signal in the absence of a complementary target DNA, and the stray signal, that represents non-specific binding to the surface of the slide itself, rather than to the probes, may disturb the true signal. Our aim in this paper is to model these sources of variation in order to correct the observed signal. As these three nuisance signals are confounded, we use them interchangeably within our model. Each gene is defined by a set of 11 to 20 probe pairs, coming from different parts of the gene's DNA sequence. There are two components to each probe pair: the perfect match (PM) measures the amount of transcribed perfectly matched target complementary to the mRNA of a specific gene, whereas the mismatch (MM) is supposed to measure the amount of non-specific binding of the target by changing the 13th base pair of the probe. In order to denote the estimated gene expression level, the term of gene expression index is widely used. There are several methods that are often used for estimating gene expression levels: MAS 5.0 [Hubbell et al., 2002] , MBEI (dChip) [Li and Wong, 2001] , RMA [Irizarry et al., 2003b] , GC-RMA [Wu et al., 2004] , BGX [Hein et al., 2005] , mgMOS and multi-mgMOS [Liu et al., 2005] .
In the MAS 5.0 method [Hubbell et al., 2002] , the PM signal is thought to be corrupted in an additive way by a combination of non-specific hybridization, background signal and stray signal. Moreover, the method assumes that the MM values merely measure this amount of non-specific signal. The method ingeniously subtracts the MM values from the PM values avoiding negative index values. But because of this questionable additivity assumption and the ad hoc nature of the adjustment, it is not surprising that it has been shown that this method leads to a biased gene expression index [Irizarry et al., 2003b , Hein et al., 2005 , Liu et al., 2005 . The MBEI method [Li and Wong, 2001 ] proposes a multiplicative model for the observed signal considering the variability of each probe separately in order to assess evidence of unusual probes. Although this method is unable to compute the estimates of intensities for large numbers of arrays [Lemon et al., 2002] , it typically outperforms the MAS 5.0 method and it can detect peculiar probes and arrays. Unlike MAS 5.0 and MBEI before it, RMA [Irizarry et al., 2003b ] is the first method to critically re-evaluate the MM probe values as a measure of non-specific hybridization. It concludes that the value of MM as a measure of nonspecific signal is dubious and should be ignored altogether. The PM intensity, on the other hand, is defined as the sum of background signal b, which covers all non-specific signal, and the true signal s. Globally, the signals b and s are assumed to be drawn from a normal and exponential, respectively, which are estimated from the data y. The 3 true, gene-specific signal s is estimated as a conditional expectation E(s|y i = s + b).
Given the particular distributional assumptions, an explicit formula for this conditional expectation can be derived [Bolstad et al., 2003 , Irizarry et al., 2003b . Compared to MAS 5.0 and MBEI, RMA gives smaller standard deviations, in particular for genes at lower intensities [Irizarry et al., 2003b] . Similar to RMA, mgMOS [Liu et al., 2005] , which is the extension of gMOS [Milo et al., 2003] , supposes that MM probes only reflect background signal. The true signal is calculated via a joint probability density coming from a gamma distribution for PM and MM probes. Different from the RMA procedure, the mgMOS approach models the correlation between PM and MM intensities by latent variables b gj (jth probe pair in the gth probe set). The quantity b gj represents the different binding affinity of probes within a given probe set. Using a probabilistic model to describe the relationship between the data and the parameters, a credibility interval can be calculated for the expression indices.
The GC-RMA [Wu et al., 2004] , an extension of RMA, is the first method to consider the idea that besides non-specific hybridization, MM values also contain some information about the true signal S. PM values in the GC-RMA are assumed to consist of the summation of the optical (O) noise, the non-specific binding (NSB) noise, and S. Crucially, MM values are assumed to contain a fraction p of the true signal. Both the optical and NSB noise are modelled as independent functions of the probe affinity, which is the sum of position-dependent base effects . Indeed there are other methods that implement the sequence dependence of probe hybridization via a probe affinity term, such as the PDNN method [Zhang et al., 2003] and the Langmuir adsorption model [Hekstra et al., 2003] . In GC-RMA, S can be estimated if all parameters involved in the PM and MM model are known. Since this conditional computation is difficult to handle, in practice the calculations are simplified by assuming that the fraction p is zero and O is the array-dependent constant which equals the minimum intensity observed for each array. The estimate of S is obtained via marginal likelihood. The assessment of comparisons among MAS 5.0, RMA, and GC-RMA on simulated data shows that GC-RMA and MAS 5.0 outperform the RMA method in terms of accuracy, whereas RMA is best in terms of precision [Wu et al., 2004] .
Rather than assuming that the fraction p of true signal is zero, as in the implementation of GC-RMA, BGX [Hein et al., 2005] actually estimates this fraction from the data. 
Model
It has long been observed that perfect match and mismatch values of Affymetrix probes are correlated (e.g. Figure 1 ). A possible explanation for this fact is that the mismatch probe does not only measure non-specific target, but also some gene specific target.
This signal is common to both MM and PM, thereby inducing an apparent correlation between the PM and MM intensities.
A model that induces a relationship as seen in Figure 1 , is one where both PM and MM share part of a common signal S. Both the PM and the MM probe also contain a large non-specific hybridization component H as an off-set term. Assuming log-normality for the probe intensities deals largely with the full extent of the variance heterogeneity across the intensity range (Figure 1b) ,
where S i is the true expression value for gene i, p is the fraction of specific hybridization to the mismatch probe, µ H is the mean of the non-specific signal, which consists of nonspecific hybridization, background and stray signal, and where i is the gene indicator we estimate a combined σ 2 term.
As averages of the log-transformed PM and MM probes are sufficient statistics for their associated underlying means and because analysis of Affymetrix data typically takes place on a probe set level, rather than an individual probe level, we consider that the available data typically consists of these averages, PM i := m j=1 log PM ij /m and
We note, however, that for estimation of the variance terms, these statistics are not sufficient. The loss of information can be regained by reconstructing the likelihood function in terms of all data after estimating the parameters S i , p, and µ H and to calculate an MLE for σ 2 conditional on the estimatesŜ i ,p andĤ (See Section 2.3). 8
Maximum Likelihood
The aim is to obtain estimates for the parameters p, S i , and µ H by using maximum
The maximum likelihood estimators of the unknown parameters are solutions of the partial derivatives of l equated to zero and for the parameters µ H and S are the explicit functions of the intensities and the MLE of p,
In order to obtain the MLE of p,
We can write this as (p − 1)(Ep 2 + Fp + G)/(1 +p 2 ) = 0 where
There are three solutions of this equation. If SS PM,MM > 0, i.e. a positive correlation between all the PM and MM signals, the maximum of l is found at
where
And in that case, the MLE of p is given asp = {0, min{p * , 1}}. Note that if SS PM,MM ≤ 0, then there is no evidence in the data that the mismatch probes contain any information about the underlying signal. In that case, the estimate of p can be set top = 0.
Fisher Information Matrix
Asymptotically the ML estimators are fully efficient, i.e. they are unbiased and have minimum variance bounds. For a finite number of samples, the covariance matrix of the MLEs is given by I −1 , where I is the observed Fisher Information matrix, I = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
where first and second column belong to the µ H and p terms, respectively, and the remaining columns denote the terms belonging to the observed signals S i (i = 1, . . . , n).
To obtain the inverse of I, we partition the matrix after the second row and second column,
where A is the 2x2 submatrix at top of left hand side of I, B is the 2xn submatrix at top of right hand side of I, accordingly, and finally C is the nxn diagonal submatrix at bottom of right hand side of I. The inverse of the information matrix is calculated trivially by
Explicit formulae for the variances ofŜ i , useful for confidence intervals, can be found from the diagonal of R, i.e.,
MLE for σ 2
The mean probe values PM i and MM i are not sufficient statistics for estimating σ 2 . If all probe data are available, then the complete loglikelihood function with respect to all gene expression probe values is given as
where PM * ij = log PM ij and MM * ij = log MM ij . The ML estimate of σ 2 is found by substitutingμ H ,Ŝ i , andp into the partial derivative of l(S, µ H , p|{PM * ij }, {MM * ij }) with respect to σ 2 , and given aŝ
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Application
To evaluate our model, we use two benchmark spike-in data sets: the Affymetrix spike-in hgu95a data set, which is available from http://affycomp.biostat.jhsph.edu/ and the GeneLogic spike-in hgu95a data set which is available from http://www.genelogic.
com/media/studies/index.cfm. This type of data set is useful to test the validity of our procedure, since for spike-in genes the true signals are given by a multiple of the concentrations at which the genes were spiked-in.
In our analysis we combine the estimates at the same concentration into a single estimate via weighted averageμ w to get more robust results. Weighted averages are computed proportional to the precision of each signal value at the same concentration c byŜ
whereŜ ij is the estimate of S i on slide j and A(i, c) are those arrays j for which gene i is measured at concentration c.
All calculations were done by applying the R programme with affy and hgu95acdf packages for importing and handling the data.
Data Set A: Affymetrix Spike-in
The Affymetrix spike-in data set has 59 arrays with 10,864 probe sets. In our analysis we focus on 16 spike-in probe sets (respectively, numbers 3777, 684, 1597, 38734, 39058, 36311, 36889, 1024, 36202, 36085, 40322, 407, 1091, 1708, 33818, and 546) . 
Data Set B: GeneLogic Spike-in
The GeneLogic spike-in data set consists of 14 arrays (arrays 92453, 92454, 92456, 92458, 92460, 92462, 92464, 92466, 92491-92496, with Some of the information in Figure 3 is summarized in Table 1 , which has become customary in the comparison of Affymetrix gene expression indices [Irizarry et al., 2003a] . regressing expression values on the log-concentrations, the "Signal detect R 2 ", which is the R-squared obtained from regressing expression values on the log-concentrations, and finally the "R 2 ", which shows the average R-squared from regressing all genes separately on the log-concentrations. According to the Table 1 , the summary values of GeneLogic data set calculated with FGX show that the performance of FGX on the GeneLogic data set is good, especially ignoring the low concentration levels for which the estimates tend to be affected a lot by noise. In particular, a higher R 2 and a higher signal detect 
Comparison of methods
To assess the performance of FGX compared to MAS 5.0, dChip, RMA, GC-RMA, mgMOS and multi-mgMOS, we use the Affymetrix spike-in data set with 16 genes (or 14 genes, when excluding anomalous genes 33818 and 546). The average estimated signal across all genes is plotted against log-concentration level in Figure 4 . It is interesting to note that FGX is the only method that estimates an effectively zero signal, when the concentrations are negligible. The reason is that by assuming that the MM probe contains some level of the true signal, the average level of non-specific signal µ H , is identifiable in the FGX model. However, apart from the intercept issue, which clearly packs out in favour of FGX, there is a rough correspondence between all the methods. Table 2 illustrates that the Signal detect R 2 of FGX is considerably better than other methods. Additionally the signal detect slopes of all methods, except GC-RMA and multi-mgMOS, emphasize that a non-linear relationship between the concentrations and the estimated signal is significant, although this improves markedly when ignoring the low intensity level estimates.
We compare FGX and BGX using the GeneLogic spike-in data set. Despite the structural similarities between the FGX and BGX models, FGX slightly outperforms BGX in terms of Slope detect, which is at 0.60/0.77 (see Table 1 ), slightly closer to 1 than 0.50/0.60 achieved by BGX ( Figure 6 , Hein et al., 2005) . From the plots of FGX signals in Figure 3b , it is seen that the weighted average of estimated FGX intensities of each array have larger confidence intervals than those of BGX at high concentrations (Figure 6, Hein et al., 2005) . The reason of this difference is that in FGX, the estimate of the individual variance of gene signal V (Ŝ i ) depends on the estimate of the overall varianceσ 2 . Therefore it is affected by a peculiar gene in the sample, whereas BGX uses a gene specific rather than an overall variance. At low concentrations, on the other hand, both methods have large confidence interval since low measurements are highly affected by the noise and the non-specific hybridization. 
Discussion and Conclusion
We have developed a new expression index using a probe intensity model similar to the one suggested by Hein et al. [2005] . Unlike BGX, which is able to deal with multiple slides simultaneously, our method analyzes a single array at a time. Our ML estimators, on the other hand, have explicit forms. Thus they are easy and fast to compute. Moreover, because of the special structure of the Fisher information matrix, the covariance structure of the estimates is explicitly tractable for any number of probe sets. Even if the aim of the experimenter is to calculate the Bayesian BGX values, FGX can be useful by serving as reasonable starting values for the Bayesian algorithm.
In the application of our method to two spike-in data sets from Affymetrix and GeneLogic, we observe that using the mismatch probe improves the estimate of the underlying signal. Although we obtain a relatively good linear relationship on the logscale between signal and concentration, this is not sufficient for concluding that there is a linear relationship on the original scale [Hein et al., 2005 , Irizarry et al., 2003a , Hekstra et al., 2003 , Wu et al., 2004 . Only when the slope on the log-scale is 1, then 21 this corresponds to a linear relationship on the original scale. We note that especially for the Affymetrix spike-in data there seems to be a sub-linear relationship between the concentrations and the estimated FGX values: doubling the concentrations results in less than double the expression index. In fact, similar results have been obtained by most other gene expression indices.
Moreover, from Figure 2 and Figure 3 , which show the relationship between FGX and the log-concentrations in two independent data sets, we can conclude that for low concentrations FGX merely picks up noise. This could be a limitation of our method, but it has been reported that the dynamic range of this optical microarray technology is limited [Ram, Dorris et al., 2002] . From the figures mentioned above, we conclude that we might be able to measure reliably fold-increases up to about e 6 ≈ 400 times, in other words, in a dynamic range of 165 − 65, 535 on a 16-bit image.
