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Abstract

Consistent and scalable estimation of vegetation structural parameters from imaging spectroscopy
is essential to remote sensing for ecosystem studies, with applications to a wide range of biophysical assessments. NASA has proposed the Hyperspectral Infrared Imager (HyspIRI) imaging spectrometer, which measures the radiance between 380-2500 nm in 10 nm contiguous bands
with 60 m ground sample distance (GSD), in support of global vegetation assessment. However, because of the large pixel size on the ground, there is uncertainty as to the effects of subpixel vegetation structure on observed radiance. The purpose of this research was to evaluate
the link between vegetation structure and imaging spectroscopy spectra. Specifically, the goal
was to assess the impact of sub-pixel vegetation density and position, i.e., structural variability,
on large-footprint spectral radiances. To achieve this objective, three virtual forest scenes were
constructed, corresponding to the actual vegetation structure of the National Ecological Observatory Network (NEON) Pacific Southwest domain (PSW; D17; Fresno, CA). These scenes were
used to simulate anticipated HyspIRI data (60 m GSD) using the Digital Imaging and Remote
Sensing Image Generation (DIRSIG) model, a physics-driven synthetic image generation model
developed by the Rochester Institute of Technology (RIT). Airborne Visible / Infrared Imaging
Spectrometer (AVIRIS) and NEON’s high-resolution imaging spectrometer (NIS) data were used
to verify the geometric parameters and physical models. Multiple simulated HyspIRI data sets
iii

iv

were generated by varying within-pixel structural variables, such as forest density, tree position,
and distribution of trees, in order to assess the impact of sub-pixel structural variation on the observed HyspIRI data. As part of the effort, a partial least squares (PLS) regression model, along
with narrow-band vegetation indices (VIs), were used to characterize the sub-pixel vegetation
structure from simulated HyspIRI-like spectroscopy data-like. These simulations were extended
to quantitative assessments of within-pixel impact on pixel-level spectral response.
The correlation coefficients (R2 ) of leaf area index-to-normalized difference vegetation index
(LAI-NDVI), canopy cover-to-vegetation index (VI), and PLS models were 0.92, 0.98, and 0.99,
respectively. Results of the research have shown that HyspIRI is sensitive to sub-pixel vegetation density variation in the visible to short-wavelength infrared spectrum, due to vegetation
structural changes, and associated pigment and water content variation. These findings have
implications for improving the system’s suitability for consistent global vegetation structural
assessments by adapting calibration strategies to account for this sub-pixel variation.
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Chapter 1

Introduction

1.1

Research Motivation

The Hyperspectral Infrared Imager (HyspIRI) mission - one of the Tier 2 missions in the National
Research Council study “Earth Science and Applications from Space: National Imperatives for
the Next Decade and Beyond” (a.k.a. the Earth Science Decadal Survey) – has been proposed
by National Aeronautics and Space Administration (NASA) Jet Propulsion Laboratory (JPL). The
HyspIRI mission includes two instruments onboard a satellite in a sun-synchronous 626 km orbit.
The first instrument is a visible shortwave infrared (VSWIR) imaging spectrometer, which has a
spectral resolution of 10 nm in the 380-2500 nm range, a nominal spatial resolution of 30 m or
60 m on the ground (to be determined), and a revisit time of 19 days. The other platform sensor
is a thermal infrared (TIR) multispectral scanner, which has eight channels between 3-12 µm, a
spatial resolution of 60 m, and a revisit time of 5 days. The platform provides the capability to
monitor global ecosystems.
The data collected from both instruments will be used to address a variety of science questions, which can be grouped into three broad categories, based on the data source: (i) VQ questions primarily requiring VSWIR data, (ii) TQ – questions primarily requiring TIR data, and
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(iii) CQ – questions requiring a combination of VSWIR and TIR data. Several more specific questions are related to the vegetation, such as: VQ1 - “What is the global spatial pattern of ecosystem
and diversity distributions and how do ecosystems differ in their composition or biodiversity?”;
VQ2 - “What are the seasonal expressions and cycles for terrestrial and aquatic ecosystems, functional groups, and diagnostic species? How are these being altered by changes in climate, land
use, and disturbance?”; and VQ3 - “How are the biogeochemical cycles that sustain life on Earth
being altered/disrupted by natural and human-induced environmental change? How do these
changes affect the composition and health of ecosystems and what are the feedbacks with other
components of the Earth system (Hook et al. 2014)?”
Vegetation is a significant component in Earth’s ecosystems, since it plays key roles in the
water, carbon, nitrogen, and phosphorus cycles. The answer to these questions could help us to
better understand and conserve the various functions of vegetation. The accurate modeling of
vegetation from the HyspIRI data therefore is crucial to answering these questions in context of
global ecology. However, the spatial resolution of HyspIRI will be 60 m (or 30 m), incongruent
with the typical scale of vegetation structure assessment when it comes to fine-scale variability.
On the other hand, the VSWIR spectrometer provides fine spectral resolution: the spectrum
of each pixel contains over 220 bands, which span visible light, as well as the near infrared and
short-wavelength infrared spectral regions in 10 nm intervals. This study therefore addresses this
technical gap between the coarse spatial resolution and fine spectral resolution, when modeling
vegetation structure from HyspIRI data. Specifically, this study will focus on the assessment of
sub-pixel vegetation structure from HyspIRI imaging spectroscopy data.

1.2

Research Objectives

This study proposes the following objectives related to improved assessment of sub-pixel vegetation structure:

Objective 1 Assess how variation in leaf area index (LAI) affects the spectral response on a per-
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pixel basis.
1.1 Determine a stable and valid LAI measuring protocol, which could be used to
collect ground truth data;
1.2 Evaluate a range of vegetation indices (VIs), extracted from narrow-band imaging spectroscopy data, to estimate LAI; and
1.3 Assess the scalability of selected narrow-band VIs from 20 m Classic Airborne
Visible and Infrared Imaging Spectrometer (AVIRIS-C) to 60 m HyspIRI data
sets.
Objective 2 Assess how sub-pixel variations in tree canopy height, forest density, forest clustering, and other forest inventory variables affect the spectral response, or pixel-level
radiance in this case, on a per-pixel basis.
Objective 3 Evaluate how the sub-pixel structural variation interacts with the HyspIRI system’s
response characteristics, most notably in terms of the point spread function (PSF).

1.3

Dissertation Layout

This dissertation has six chapters, broken into the introduction (Chapter 1), the literature review
(Chapter 2), the project outline and preparation tasks (Chapter 3), the research efforts (Chapters
4&5), and conclusions (Chapter 6). All the results focus on the following approaches to address
the respective objectives:

• Objective 1 approach - Simulate photosynthetically-active radiation (PAR) sensor and
leaf area index. We collected LAI measurements during our first field campaign in summer 2013; however, initial regression models of LAI vs. VIs were deemed unacceptable
when compared to published results. This was attributed to the study’s relatively small
sample size, so an effort was made to simulate the PAR sensor and identify a suitable number of samples and an amended LAI field collection protocol. Existing PAR theory was
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evaluated, followed by the development of a special data-driven detector array to simulate
the field PAR sensor in Digital Imaging and Remote Sensing Image Generation (DIRSIG).
The best LAI collection protocol was verified via simulations. Finally, LAI measurements
were repeated in fall 2014, with new protocol, and revised regression models for estimating
LAI from spectroscopy data were developed.
• Objective 2 & 3 - Simulate sub-pixel vegetation structure. After the first field campaign
in summer 2013, we started to construct virtual scenes for the study. The three virtual
scenes correspond to the actual vegetation structure in the National Ecological Observatory
Network (NEON)’s Pacific Southwest Domain (Fresno, CA): oak savanna, dense coniferous forest, and conifer-manzanita-mixed forests. Simulations first were used to verify the
physical model, virtual scene geometrical information, and simulation parameters. This
was followed by simulations where per-pixel structural variability was introduced, e.g., we
iteratively changed tree density and sub-pixel placement, clustering, LAI, etc., between simulation runs for the virtual scenes. Finally, narrow-band VIs and partial least squares (PLS)
regression models were extracted from the data to quantify the impact of the vegetation
structural variability on spectral signals.

1.4

Associated publications and presentations to date

Past efforts related to this study have resulted in dissemination in various outlets.

1.4.1

Refereed journal articles

Yao, Wei, David Kelbe, Martin van Leeuwen, Paul Romanczyk, and Jan van Aardt. 2016. “Towards
an Improved LAI Collection Protocol via Simulated and Field-Based PAR Sensing.” Sensors
16 (7): 1092–1092.
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Yao, Wei, Jan van Aardt, David Kelbe, Paul Romanczyk, Scott Brown, and Adam Goodenough.
2017. “A simulation approach to assessing sub-pixel vegetation structure effected on global
imagery spectroscopy.” IEEE Transactions on Geoscience and Remote Sensing. In preparation.

1.4.2

Conference proceedings

Wang, Mingming, Wei Yao, Scott Brown, Adam Goodenough, and Jan van Aardt. 2016. “On
validating remote sensing simulations using coincident real data.” In SPIE Defense+ Security,
984024–984024. International Society for Optics and Photonics.
Yao, Wei, Martin van Leeuwen, Paul Romanczyk, Dave Kelbe, Mingming Wang, Scott D Brown,
Adam A Goodenough, and Jan van Aardt. 2016. “Towards an improved understanding of
the influence of subpixel vegetation structure on pixel-level spectra: a simulation approach.”
In SPIE Defense+ Security, 98401H–98401H. International Society for Optics and Photonics.
Yao, Wei, Martin van Leeuwen, Paul Romanczyk, David Kelbe, and Jan van Aardt. 2015. “Assessing the impact of sub-pixel vegetation structure on imaging spectroscopy via simulation.” In
SPIE Defense+ Security, 94721K–94721K. International Society for Optics and Photonics.

1.4.3

Conference presentations (No proceeding papers)

Yao, Wei, and Jan van Aardt. 2013. “Investigating the impact of spatially-explicit sub-pixel structural variation on the assessment of vegetation structure from imaging spectroscopy data.”
2013 HyspIRI Science Workshop, Pasadena, CA.
. 2014. “Investigating the impact of spatially-explicit sub-pixel structural variation on the
assessment of vegetation structure from imaging spectroscopy data: A simulation approach.”
2014 HyspIRI Science Workshop, Pasadena, CA.
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Yao, Wei, Jan van Aardt, Paul Romanczyk, David Kelbe, Martin van Leeuwen, Mingming Wang,
Scott Brown, and Adam Goodenough. 2015. “Assessing sub-pixel vegetation structure from
imaging spectroscopy data via simulation.” 2015 HyspIRI Science Workshop, Pasadena, CA.

1.4.4

Conference posters

Yao, Wei, Martin van Leeuwen, Paul Romanczyk, Dave Kelbe, Scott Brown, John Kerekes, and
Jan van Aardt. 2015. “Towards robust forest leaf area index assessment using an imaging
spectroscopy simulation approach.” In Geoscience and Remote Sensing Symposium (IGARSS),
2015 IEEE International, 5403–5406. IEEE.

Chapter 2

Literature review
This research focuses on assessment of sub-pixel vegetation structure impacts on pixel-level imaging spectroscopy data, and the associated efforts related to gauging vegetation structure from
such spectrometers. The literature review therefore will consist of a brief background on relevant
remote sensing devices and data (Section 2.1), followed by a review of past efforts of analysis
of vegetation structure from remote sensing data (Section 2.2), and an overview of measuring a
critical structural parameter, namely leaf area index (Section 2.3).

2.1

A brief review of remote sensing devices and associated data

The proposed and executed dissertation research focuses on a planned National Aeronautics and
Space Administration (NASA) global imaging spectrometer, called the Hyperspectral Infrared
Imager (HyspIRI), and its ability to assess vegetation structure, as opposed to properties such as
canopy chemistry or species classification. Such passive remote sensing devices usually measure
electromagnetic (EM) radiation in the wavelength regions of 0.4-14 µm. The term “passive”
implies that these types of devices only collect incoming radiance from external sources, e.g., the
Sun, an external light source, and/or an external heat source. Another group of devices, a.k.a.
active devices, collect the backscattered signal originally generated by the device itself, after that
7
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energy has interacted with within-path objects. Examples of such devices include radio detection
and ranging (RADAR) and light detection and ranging (LiDAR) instruments. This dissertation
focuses on passive remote sensing techniques, specifically imaging spectrometers, and even more
specifically, the HyspIRI system.
The remote sensing spectral region usually is divided into two large sub-regions, namely
the reflective spectral region (0.4-3.0 µm) and the emissive spectral region (3-14 µm). The raw
signal energy originates from the Sun, is transmitted and scattered in the medium, such as the
atmosphere, is reflected, absorbed, and/or transmitted by the objects within the signal path,
and is received by the sensors in the reflective spectral region. Meanwhile, the thermal signal is
usually generated by the objects in correspondence to their temperature and emissivity properties
in the emissive spectral region. These regions can be further divided into smaller regions: visible
(VIS) from 0.4-0.7 µm, near infrared (NIR) from 0.7-1.1 µm, shortwave infrared (SWIR) from 1.13.0 µm, midwave-infrared (MWIR) from 3-5 µm, and longwave-infrared (LWIR) from 5-14 µm
(Figure 2.1) (Eismann 2012).

Figure 2.1: Primary natural sources of radiation and definition of specific spectral regions (figure
from Eismann (2012), Copyright c 2012, SPIE)
The earlier remote sensing devices consisted mostly of multispectral imagers. These instruments produced images consisting of several spectral bands, such as blue (B), green (G), red
(R), NIR, SWIR, MWIR, and LWIR. A typical example of a multispectral imager is the Landsat
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satellite series. From the Landsat 1 in 1970s, seven subsequent generations (Landsats 1-5,7,8)
operated or are operating in the space. Several different sensors typically are housed onboard
the Landsat satellites. Examples include the Landsat Multispectral Scanner (MSS) on Landsat
1-5, the Thematic mapper (TM) on Landsat 4-5, the Enhanced Thematic Mapper Plus (ETM+)
on Landsat 7, and the Operational Land Imager (OLI) and the Thermal Infrared Sensor (TIRS)
on Landsat 8. Table 2.1 provides a brief introduction to the characteristics of the sensors (Schott
2007). Landsat data were widely used in different areas of natural resources research, including
ecosystem studies. For example, Rouse Jr et al. (1974) first proposed the concept of using a vegetation index (VI), or ratio of two spectral regions, to compare multi-temporal plant biomasses
for several locations using Landsat MSS data. A multitude of similar and diverse ecosystems
studies, reliant on such multispectral, space-borne imagers, exist today.

Table 2.1: Characteristics of Landsat Mission Sensors
Sensor

MSS 1, 2, 3

Orbits

Repeat

FOV

altitude

period

(degrees

spectral

km)

Bands (µm)

Sun synchronous

18 days

GIFOV

Nominal

11.6

79 m

#4

0.5-0.6

185 km

79 m

#5

0.6-0.7

equatorial

79 m

#6

0.7-0.8

crossing = 9:30 a.m.

79 m

#7

0.8-1.1

237 m

#8

10.4-12.6

14.9

82 m

#1

0.5-0.6

185 km

82 m

#2

0.6-0.7

equatorial

82 m

#3

0.7-0.8

crossing = 9:45 a.m.

82 m

#4

0.8-1.1

descending

913 km
MSS 3 only

MSS 4&5

Sun synchronous
descending

16 days

705 km
Continued on next page
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Table 2.1 – continued from previous page
Sensor

TM 4&5

Orbits

Repeat

FOV

altitude

period

(degrees

spectral

km)

Bands (µm)

Sun synchronous

16 days

30 m

#1

0.45-0.52

185 km

30 m

#2

0.52-0.60

equatorial

30 m

#3

0.63-0.69

crossing = 9:45 a.m.

30 m

#4

0.76-0.90

705 km

30 m

#5

1.55-1.75

120 m

#6

10.40-12.50

30 m

#7

2.08-2.35

14.9

30 m

#1

0.45-0.52

185 km

30 m

#2

0.53-0.61

equatorial

30 m

#3

0.63-0.69

crossing = 10:00 a.m.

30 m

#4

0.78-0.90

705 km

30 m

#5

1.55-1.75

60 m

#6

10.40-12.50

30 m

#7

2.09-2.35

15 m

#8

0.52-0.90

14.9

30 m

#1

0.43-0.45

185 km

30 m

#2

0.45-0.51

equatorial

30 m

#3

0.53-0.59

crossing = 10:15 a.m.

30 m

#4

0.64-0.67

705 km

30 m

#5

0.85-0.88

30 m

#6

1.57-1.65

30 m

#7

2.11-2.29

Sun synchronous

16 days

descending

OLI 8

Nominal

14.9

descending

ETM+ 7

GIFOV

Sun synchronous
descending

16 days

Continued on next page

2.1. A REVIEW OF REMOTE SENSING DEVICES AND DATA

11

Table 2.1 – continued from previous page
Sensor

TIRS 8

Orbits

Repeat

FOV

GIFOV

Nominal

altitude

period

(degrees

spectral

km)

Bands (µm)
15 m

#8

0.50-0.68

30 m

#9

1.36-1.38

100 m

#10

10.60-11.19

100 m

#11

11.50-12.51

As technology advanced, the imaging spectrometer, which combines two modalities, imaging
and spectroscopy, was introduced to the remote sensing society. It has a finer spectral resolution
than the multispectral imager, boasts contiguous bands, and typically covers a wider spectral
range; for example, the Classic Airborne Visible and Infrared Imaging Spectrometer (AVIRIS-C)
has 224 contiguous bands from 0.38-2.5 µm with 10nm resolution (Green et al. 1998). Imaging
spectroscopy data (also dubbed “hyperspectral imagery” in contrast to multispectral imagery),
the output of an imaging spectrometer, are typically presented in the form of 3D dataset or image
cube (Figure 2.2).
The first two dimensions of the image cube are in the spatial domain (labels of axes are
geographic coordinate positions x/y), similar to a typical image or photograph. The spatial
resolution of the spectroscopy data, usually referred to as the ground instantaneous field of view
(GIFOV) or the ground sample distance (GSD), is determined by the flying height above ground
level (H) and the instantaneous field of view (IFOV) that is the angular extent of the individual
detector element. For example, the IFOV of AVIRIS-C equals 1.0 mrad (Green et al. 1998). When
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Figure 2.2: AVIRIS-C image cube of Soaproot Saddle and Shaver Lake in California

the AVIRIS-C is aboard on an ER-2 aircraft flying at 20 km, the GIFOV is:

GIFOV = H · IFOV

(2.1)

= 20 × 103 [m] × 1.0 × 10−3 [rad]

(2.2)

= 20[m]

(2.3)

The third dimension of image cube is in the spectral domain (label of axis is wavelength, λ).
An image cube can be denoted as D(x, y, λ). For a specific position (x0, y0), the data D(x=x0,
y=y0, λ) are the spectrum of the surface material at (x0, y0) over the wavelength λ. Figure 2.3
shows some examples of vegetation reflective spectra.
A detector generates electrical voltage signals that are converted to digital numbers (DNs) by
the analog-to-digital convertor (ADC). The DN data are not suitable for analytical use, because
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Figure 2.3: Vegetation spectra (Figure 1.13 in Schott (2007), Copyright c 2007, Oxford University
Press)

the DNs from different spectrometers are not compatible. A procedure called calibration is
applied to the DNs to generate radiance data. Select spectral analysis algorithms are developed
to process radiance data. As mentioned before, the at-sensor radiance data are the EM radiance
that interacted with the medium and (target) objects. We are interested in the optical properties
of the objects only. So another procedure called atmospheric compensation (or atmospheric
correction) is applied to the radiance data to mediate the effects of the atmosphere and to generate
reflectance data (Green et al. 1993). The majority of spectral analysis algorithms are designed for
such reflectance data. The results or outcomes of an algorithm applied to reflectance data are
usually better than the results of the same algorithm applied to radiance data (Sanders et al.
2001); this is mainly due to the compensation for atmospheric interactions, which results in more
temporally transferable analyses. Figure 2.4 shows the radiance and reflectance spectra of the
same coniferous forest in the Soaproot Saddle, CA from AVIRIS-C data.
We have briefly reviewed the relevant remote sensing devices and associated data in this

2.2. ANALYSIS OF VEGETATION STRUCTURE

(a)

14

(b)

Figure 2.4: The radiance (a) and the reflectance (b) spectra of the same coniferous forest from
AVIRIS-C data

section. The space-based spectrometer, HyspIRI, as a successor of the airborne Airborne Visible
and Infrared Imaging Spectrometer (AVIRIS), eventually will provide the global imaging spectroscopy data necessary for global coverage and analysis of ecosystems. The vegetation analysis
algorithms reviewed in Section 2.2 & 2.3, for example, might be used for the HyspIRI data. Therefore, this dissertation focuses on the assessment of sub-pixel vegetation structure and its impacts
on eventual global measurements of vegetation structure from the HyspIRI data. Next we will
review past efforts of vegetation structural assessment, while spending some time on leaf area
index (LAI) estimation.

2.2

Analysis of vegetation structure from remote sensing data

Remote sensing has a long history when it comes to spectral information being used to assess
pixel-level and coarser scale vegetation structure. Early work focused on estimating the LAI (see
next section) using broad-band indices, including the normalized difference vegetation index
(NDVI), from remotely sensed multispectral data. Numerous examples of such efforts exist, and
stretches back as early as 1977, when Richardson and Weigand (1977) evaluated the capability
of eight VIs and four single bands from Landsat MSS data for assessment of LAI, crop cover,
shadow cover, and plant height in Hidalgo and Willacy Counties, Texas. The authors concluded
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that the VIs could be used to distinguish vegetation from soil background, and MSS band 6
(MSS6) and perpendicular vegetation index (PVI) of MSS6 (PVI6) were suitable to estimate LAI
from Landsat MSS data. Tucker (1979) subsequently assessed nine VIs or transformed vegetation
indices (VIs), proposed during 1970s. A VI was defined as a linear combination of two Landsat
MSS bands. If a square-root transformation was applied to the VI, it was called TVI. The author
found that the best two bands to evaluate vegetation biomass were red (MSS band 5) and near
infrared (MSS band 6 or 7) bands. They were better than the combination of red and green (MSS
band 4) bands. The author also concluded that the different forms of VIs or TVIs had similar
regression results, and the square-root transformation in TVIs could not provide more linear
models. Turner et al. (1999) investigated the relationship between the Landsat TM VIs and LAI
in three study sites with different topographies, climates, and vegetation species. Ten numeral
values were calculated from three definitions of VIs (NDVI, simple ratio (SR), and soil-adjusted
vegetation index (SAVI) (Huete 1988)) and four types of multispectral imagery data (DNs, radiance, top-of-atmosphere reflectance, and surface reflectance). A least squares regression analysis
was employed to build several models (linear, logarithmic, and quadratic polynomial) between
VIs and LAI. The authors concluded that (i) a strong correlation existed between LAI and signal
of red and near-inferred bands; (ii) all the regression models fitted well when LAI was less than 5;
however, SAVI performed markedly better than the others over the whole LAI range (1-13); and
(iii) the surface reflectance generated by atmosphere compensation algorithms was more suitable
than the DN, radiance, and top-of-atmosphere reflectance data to estimate LAI from multiple
sites.
Later, several new VIs were developed to present other vegetation structure parameters or
functions. These VIs are useful to model ecosystems from different perspectives, such as aboveground biomass allocation, biophysical state, and even seasonal growth patterns. Running et al.
(1989) found that the NDVI extracted from National Oceanic and Atmospheric Administration
(NOAA)’s Advanced Very High Resolution Radiometer (AVHRR) was highly correlated (R2 =
0.86) to the LAI of conifer forests in northwestern Montana, USA. The LAI, which was estimated
from AVHRR data as a key input, along with climate, topography, and soil parameters were
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used to calculate evapotranspiration (ET) and net photosynthesis (PSN) via the FOREST-BGC
(BioGeochemical Cycles) model. Running et al. (1994) used AVHRR data to generate a series of
global NDVI maps for different seasons. This was followed by a global land surface vegetation
class map that was generated by a decision tree, using temporal NDVI maps as the input. Asner
et al. (1998) provided an algorithm to estimate LAI and the non-photosynthetic vegetation area
index (NPVAI) from AVIRIS data by using an inverse canopy radiative transfer model. The
fraction of photosynthetically-active radiation (PAR) absorbed by the canopies (canopy fraction
of absorbed photosynthetic active radiation (fAPAR)) and foliar PAR then were calculated from
the canopy attributes via a forward model. The results were verified by the fraction of intercepted
photosynthetic active radiation (fIPAR) collected in the Texas A&M, La Copita Research Area
(Southern Texas, USA). These studies represent a sample of such VIs-structure research.
Meanwhile, complex form metrics, such as the fAPAR and canopy photosynthetic light-use
efficiency (LUE) were used to estimate LAI and biomass more accurately. Waring et al. (1995)
used NDVI, extracted from multispectral data, to estimate LAI and then obtained the fIPAR
at Harvard Forest (north-central Massachusetts, USA) in one-month temporal intervals over a
period of two years. Nichol et al. (2000) proposed the photochemical reflectance index (PRI),
calculated from imaging spectroscopy data. The PRI then was used to estimate LUE in two
boreal forests in Canada. The results showed a strong linear relationship between PRI and LUE
(R2 = 0.78 for the deciduous species, R2 = 0.65 for the coniferous species).
Such studies were complemented by other efforts where various components of canopy structure and water content were modeled via more complex inversion models. Blackburn (1998a)
used the pigment specific simple ratio (PSSR) (Blackburn 1998b) and pigment specific normalized
difference (PSND) extracted from spectroscopy data to estimate the concentrations of chlorophyll
a (Chl a), chlorophyll b (Chl b), and the carotenoids (Cars) at canopy scale at West Heath and
Chapel Common in West Sussex, UK. The results showed a strong correlation between PSSR and
pigment concentration (R2 were 0.97, 0.97, 0.95 for Chl a, Chl b, and Cars respectively) and indicated that VIs could be used to estimate other forest parameters. Kötz et al. (2004) used inversion
of leaf and canopy radiative transfer models (RTMs, such as GeoSAIL and FLIGHT) to estimate
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LAI, equivalent water thickness (EWT), and leaf dry matter from multispectral images in the
Eastern Ofenpass valley (Switzerland). The overall accuracy of estimates of water content and
dry matter were 71.6% and 78.2%, respectively. Serrano and Peñuelas (2005) assessed multiple
forest structure parameters, such as LAI, LUE, green and total biomass (GB and TB), and water
content, from several VIs, such as the transmittance water index (TWI) and the transmittance
photochemical reflectance index (TPRI). Moreover, the net CO2 uptake and net primary production (NPP) could be accurately determined from the structural parameters in a holm oak forest
in the Mediterranean region.
The main reason for this increasing complexity of structural metrics is the limited number
of bands and coarse spectral resolution of available sensors; for example, the majority of VIs
employed red and near-infrared bands only. Another problem of broad-band VIs is that they are
sensitive to soil background at medium-to-low vegetation cover levels. Elvidge and Lyon (1985)
showed that the rock-soil pixel fraction affected the estimates of biomass from multispectral data.
The VIs extracted from the Daedalus Thematic Mapper Simulator (TMS), a scanner that flew on
the ER-2 aircraft and simulated Landsat TM imagery data for the Virginia Range, NV (arid
and semiarid land), were influenced by rock-soil brightness variations. As such, when imaging
spectroscopy data became available, narrow-band indices, extracted from imaging spectroscopy,
were used to better estimate structural parameter such as LAI.
Gong et al. (2003) evaluated 12 narrow-band VIs, extracted from the Earth Observing 1 (EO1) Hyperion sensor for southern Argentina. The authors calculated all possible two-band index
combinations over the 430-2330 nm spectrum to assess their ability to estimate LAI and found
that the VIs derived from SWIR and NIR generated better coefficients of determination (R2 ) than
the traditional combinations of R and NIR bands. The authors then concluded that the narrowband VIs of SWIR and NIR were more accurate than broad-band VIs. Cho et al. (2009) assessed
the forest structure, such as diameter at breast height (DBH), mean tree height, and tree density
of a beech forest in Italy from HyMap data. The authors used the same form of NDVI, but with
the combination of any two bands of the total 126 bands between 442-2485nm, and found the
best model for structural parameters via partial least squares (PLS) regression. The prediction
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errors were 27.6%, 32.6%, and 46.4% for mean DBH, height, and tree density, respectively.
The narrow-band VIs still had the same disadvantage as the broad-band VIs, namely they
were easily affected by sub-pixel soil background and saturated at high biomass or LAI levels.
This was corroborated by Baret and Guyot (1991), who assessed the relationship between VIs
and LAI with the SAIL model (W. Verhoef 1985; Wout Verhoef 1984). This study showed that
the VIs were strongly affected by the variation of soil reflectance for low LAI situations. Three
formulas, the PVI, the SAVI, and the transformed soil adjusted vegetation index (TSAVI), which
were designed to minimize the effect of soil, could reduce the noise significantly when low LAI
values < 2-3 were observed. However, these indices saturated at a lower LAI value than NDVI.
Lüdeke et al. (1991) used the NDVI extracted from AVHRR data to estimate the seasonal CO2
uptake by land vegetation via LAI model; such CO2 uptake is directly related to LAI and LUE.
They found that NDVI reached a maximum value of 0.8 when the LAI was higher than 3. Q.
Wang et al. (2005) also confirmed the saturation of NDVI when observing the NDVI vs. LAI
model in a beech site at Hesse, France (48◦ 40’ N, 7◦ 05’ E) over a period of five years. They
reported that the NDVI-LAI model showed strong linear relationships during leaf production
and leaf senescence periods (low LAI). However, the model had weak linear relationships during
the leaf constant periods (high LAI).
Several new approaches, based on imaging spectroscopy data, were proposed to offset the
drawbacks of traditional VIs. Asner et al. (2003) applied image texture and spectral mixture
analysis on Landsat 5 TM imaging data from the FLONA-Tapajos region in central Amazon,
Brazil. The authors found a strong correlation between the sub-pixel fractional green and senescent vegetation constituents and texture analysis variance results (R2 > 0.85). Kooistra et al.
(2006) assessed spatially biomass mapping by applying a plant functional types (PFT) classification algorithm and PLS regression on HyMap data of the Millingerwaard floodplain along
the river Waal, Netherlands. R2 values between SAVI and biomass were as high as 0.59, which
hinted at the possibility to assess vegetation biomass using imaging spectroscopy data. Kokaly
et al. (2009) reviewed existing studies related to the estimation of non-pigment biochemical constituents (water, nitrogen, cellulose, and lignin) of plants, characterization of canopy structure,

2.3. MEASURING LEAF AREA INDEX

19

and determination of NPP from imaging spectroscopy data, such as AVIRIS and HyMap, over
large geographic areas . The authors pinpointed the challenges and opportunities that exist between plot-level sampling and 30 m-scale remote sensing data, provided by a global high-fidelity
spectrometer, such as the NASA HyspIRI mission.
However, since spectrometers provide finer spectral resolution data, but typically at a coarser
GSD, a knowledge gap has emerged in terms of the effect of sub-pixel structure on imaging
spectroscopy signals and in particular, vegetation indices. All of these existing studies showed the
possibility of mostly pixel-level vegetation structure assessment from imaging spectroscopy data,
but the spectral complexity in mixed pixels, e.g., within-pixel vegetation distribution, and issues
of scaling to landscape levels remain challenging. One specific vegetation structural parameter,
LAI, will be discussed next, given its importance to carbon dynamics (LUE; CO2 uptake) and
assessments of especially forest structural complexity.

2.3

Measuring leaf area index

The concept of LAI was established as early as 1947 by Watson, who proposed LAI as being the
one-sided leaf area per unit area of land, when he assessed the net assimilation rate (NAR) and
leaf area of field crops (Watson 1947). He found that other terms of leaf area, such as leaf number per plant and leaf area per plant, varied between species and years. Therefore, the concept
of LAI was created in associated with agricultural yields, which is measured as the production
weights of different crops per unit area of land. Cereal and sugar-beet crops were measured to
have the same order of magnitude LAI, in the range of 2-4. Watson’s definition is straightforward
for flattened, broad leaves, but was not applicable to wrinkled broad leaf species and coniferous
needles. Lang (1991) and Chen and Black (1992) suggested a new definition of half the total intercepting area per unit area of land, mainly because (i) the projection coefficient of a unit foliage
area on a plant was roughly a constant of 0.5 for the randomly (spherically) distributed leaf inclination angle; and (ii) the quantity of many functions of leaves, like radiation interception and
gas exchange, are determined by the total intercepting area. Therefore, this definition is used in
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this dissertation, even though there are other definitions, such as projected area (Monteith 1973).
LAI often is used to characterize vegetation canopies, specifically to estimate forest photosynthesis and model ecosystem structure and function (Bonan 1993). LAI varies across different types
of forest, with the upper-range of LAI for deciduous forest ranging between 6-8 (Beadle 1993),
while LAI can be as high as 16.9 for coniferous forests (Schulze 1982; Turner et al. 2000).
Jonckheere et al. (2004) and Weiss et al. (2004) gave a comprehensive review of methods for
field LAI collection. There are two major groups of LAI collection methods, namely direct and
indirect methods (Chason et al. 1991). Daughtry (1990) in turn reviewed the direct leaf area
measuring methods. The most accurate method is called leaf tracing (Kvet and Marshall 1971).
By using this method, one can draw the outline of the leaf on a graph paper and count the blocks
or dots inside of the boundary for the leaf area, where the error of a leaf area measurement is
less than 1%, even though this approach is time-consuming. A possible solution is to use the
leaf area of a small amount of samples, measured by leaf tracing as a priori knowledge. Then
the leaf area is calculated by some simpler measurements, such as length/width ratios and mass.
These approaches are called calculation methods. The formula for calculating leaf area (A L ) from
length (L) and width (W) is:
A L = bl × L × W

(2.4)

where bl is the regression coefficient. Kvet and Marshall (1971) gave a list of typical values of bl
for selected crop and forest species, e.g., wheat (bl = 0.75).
The formula for calculating leaf area (A L ) from a sample’s mass (ML ) is:

AL =

AS
ML
MS

(2.5)

where AS and MS are the leaf area and leaf mass of subsamples, respectively. Since the leaf mass
depends on the water content, samples are usually dried before being weighed. Such calculation
methods could also be applied to the coniferous needles.
There furthermore exist several leaf sampling schemes to obtain “truth” LAI data, such as

2.3. MEASURING LEAF AREA INDEX

21

destructive sampling, model tree sampling, and non-harvesting litter trap sampling. The leaf
tracing method requires destructive sampling. The calculation methods require model tree sampling, while non-harvesting litter trap sampling is another option for the calculation methods,
especially the mass-based calculation. Traps are placed under the canopy to collect leaves during
the leaf-fall period. Compared to the first two sampling methods, the non-harvesting method
saves a large amount of labor. However, the drawbacks of such a non-harvesting method are
obvious, such as (i) it only works for deciduous plants during the leaf-fall period; and (ii) the
arrangement of the traps affects the sampling accuracy. McShane et al. (1983) proposed placement of traps randomly under the canopy and concluded that the number of traps was more
important than the size of traps. Dufrêne and Bréda (1995) proposed to place the traps systematically, where they placed 21 baskets (three lines of seven baskets) in each 7 times 7 m plot. Direct
methods typically provide the most accurate measurements, while the drawbacks are obvious,
such as their time consuming and destructive nature.
Indirect methods, on the other hand, are more efficient than direct approaches; most of the
indirect methods are based on optical analysis. The Beer-Lambert law describes the attenuation
of light as a function of the properties of the material through which the light is traveling:
Et
= exp[−τ ]
E0

(2.6)

where E0 is the incident irradiance, Et is the irradiance transmitted by the material sample, and
τ is the optical depth of the material (Miller et al. 2009). Monsi and Saeki (1953, 2005) used an
equation similar to the Beer-Lambert law to quantify the relationship between incident radiation
and canopy structure, which has become fundamental to the optical methods:
Ec
k
= exp[−
· LAI ]
E0
cos θ

(2.7)

where k is the fraction of foliage area projected toward the source of the radiation, which originates at zenith angle, θ.
Such efforts eventually led to the concept of PAR and the fAPAR. Canopy PAR was first mea-
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sured using various devices, such as the DEMON, Ceptometer, and LAI-2000 canopy analyzer.
LAI then is calculated based on the fraction of measured sub-canopy PAR vs. available PAR,
using different mathematical formulas, models, and assumptions (Chason et al. 1991; Norman
and Campbell 1989; Welles and Norman 1991).
Other indirect methods analyze canopy gap size distribution, i.e. the Tracing Radiation and
Architecture of Canopies (TRAC), or gap fraction measurements, i.e. the hemispherical canopy
photography (Frazer et al. 1997; Herbert 1986; Rich 1990). Chen and Cihlar (1995) proposed the
theory behind the TRAC instrument. The TRAC measures the sun-flecks under the canopy along
a transect and generates a gap-size accumulation function, F (λ), which denotes the fraction of
the transect occupied by gaps larger than λ. Then the LAI can be calculated by solving the
equation:



λ
σ
λ
W=
F (λ) = (1 + LAI ) exp − LAI 1 +
W
W
ω

(2.8)

where σ is the area of a leaf and ω is the average width of leaves in the direction perpendicular
to the transect.
Weiss et al. (2004) provided a review of the theory of gap fraction methods . The gap fraction
P0 (θV , ϕV ) in direction (θV , ϕV ) was calculated from hemispherical canopy photography (Figure
2.5). One then can solve the following equation to obtain LAI:

− G ( θV , ϕV )
P0 (θV , ϕV ) = exp
LAI
cos(θV )



(2.9)

where G (θV , ϕV ) is the mean projection of a unit foliage area. The author then evaluated the errors and sampling strategies in the paper. They concluded that (i) the errors were mainly caused
by the clumped nature of leaves and the mixture of green and non-green vegetation elements;
(ii) the sampling strategy was a complex question and should being study in further. A program
called CAN-EYE was also provided to estimate LAI from hemispherical canopy photography
(Weiss and Baret 2010).
The main challenge related to optical methods is that LAI measurements can become sat-
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Figure 2.5: A hemispherical canopy photography taken in Soaproot Saddle, CA in 2013

urated when LAI > 5 (Gower et al. 1999). Even though the indirect methods overcome some
shortcomings of direct methods, they are still imperfect. For example, the collection of large
area, forest-level LAI with indirect methods is not possible.
Fortunately, air- and space-borne remote sensing data provide us with an opportunity to estimate LAI on large scale. The methods for estimating LAI from passive remote sensing data, i.e.,
multispectral image and imaging spectroscopy data, have been reviewed in the previous section.
LAI could also be estimated from active remote sensing data, like LiDAR. Richardson et al. (2009)
investigated four models of estimating LAI from aerial discrete-return LiDAR. The four models
were based on different metrics calculated from LiDAR point cloud data, namely the mean elevation of all returns (Em ), the canopy volume (VC ), the fraction of canopy returns over total returns
( f C ), and the fraction of ground returns over total returns ( f g ). The authors concluded that the
performance of the last model (based on f g ) was superior to the others. Full-waveform LiDAR
could also be used for forest structure assessment, even though it is still in early stages of development. Romanczyk et al. (2013) assessed the impact of broadleaf tree structure on airborne
full-waveform small-footprint LiDAR signals through simulation . The authors’ work showed
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that algorithms of estimating vegetation structure (including LAI) potentially could be developed since the back-scattered waveform was dominated by leaves at the 1064 nm wavelength.
In this research, we selected the AccuPAR LP-80 Ceptometer (based on the absorbed PAR;
Figure 2.6) to measure within-pixel LAI for the study area in the field (“truth” data) because
(i) it measures the PAR rapidly and the post-calculation is simple; (ii) it doesn’t require certain
weather condition; and (iii) it has been validated for measuring the LAI of crops (Wilhelm et al.
2000). However, its capability to measure forest LAI is still unknown (Hyer and Goetz 2004).
Wilhelm et al. (2000) suggested that users should select a suitable protocol for an LAI measuring
device to obtain the most reliable measurements . Therefore, we first studied the principles
of the absorbed PAR-based method by simulating the AccuPAR Ceptometer in a physics-driven,
simulation environment (DIRSIG) towards establishing a suitable sampling protocol in a forested
environment. This work was then extended to evaluate the impact of spatially-varying, sub-pixel
LAI measurements on the spectral signal obtained from global imaging spectrometers, such as
the 30m/60m GSD NASA HyspIRI mission.

Figure 2.6: Collecting the forest LAI with the AccuPAR LP-80 Ceptometer in Soaproot Saddle,
CA in 2013

Chapter 3

Project outline
The research efforts included in this dissertation were initiated in 2012. This chapter provides
an introduction of the project, which includes an overview of the project (Section 3.1) and the
descriptions of our study area (Section 3.2), in-field data collection (Section 3.3), virtual scene
construction (Section 3.4), and Digital Imaging and Remote Sensing Image Generation (DIRSIG)
simulation (Section 3.5), during the past four years 1 .

3.1

Project overview

The project consisted of four stages towards reaching the objectives (Figure 3.1 ). The model between glslai and vegetation indices (VIs) was generated and used to estimate glslai from VIs (Section 3.1.1). The structural variation was then extracted from various data, e.g., hight-resolution
NEON imaging spectrometer (NIS) data and terrestrial laser scanning (TLS) data (Section 3.1.2).
The virtual scenes were constructed during the following stage, which then were used to verify
the simulation model (Section 3.1.3). Finally, multiple series of scenes were generated to assess
the impact of each structural variable on the spectroscopy data (Section 3.1.4). The in-field and
airborne data were used in the first three stages, where the output of previous stages served as
1. Excerpts of this chapter were published by SPIE (Yao et al. 2016b).
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the input for the next stage. The details of each stage are provided in the following sections.
Airborne
data

Estimate
LAI
from VIs

Sub-pixel
structural
variation

DIRSIG
simulation

System
study

Field
data

Figure 3.1: Project overview

3.1.1

Stage 1: estimate LAI from VIs

Numerous previous studies have focused on the relationship between glslai and VIs from multispectral images and imaging spectroscopy data (see Section 2.2). Therefore, the study began
with the glslai study (Figure 3.2). Our field team collected in-field glslai measurements using
the AccuPAR LP-80 Ceptometer (Decagon Devices, Inc., Pullman, WA, USA) from the study
area (Section 3.2) in summer 2013 (Figure 3.2). Unfortunately, the field measurements could
not be accurately modeled by using the VIs extracted from glsaviris-c data, as mentioned previously. Hence our data and experiment design were reviewed, and it was concluded that the
glslai collection protocol required revision. We therefore decided to simulate the AccuPAR LP-80
Ceptometer in DIRSIG and search for the optimal leaf area index (LAI) collection protocol via a
simulation-based approach. The LAI measurements then were collected via the optimal protocol
in fall 2014. The glslai-glsvi model, generated from the second set of data, confirmed the previous studies and demonstrated Hyperspectral Infrared Imager (HyspIRI)’s ability to estimate
glslai from spectroscopy data. The detailed stage 1 study is presented in Chapter 4.
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Figure 3.2: Project stage 1: estimating LAI from VIs

3.1.2

Stage 2: extract vegetation structural variation

Several types of data were available in the study, which include ground-based light detection
and ranging (LiDAR) data, LAI measurements, grass biomass measurements, National Ecological
Observatory Network (NEON)’s high-resolution imaging spectroscopy data, and airborne LiDAR
data, etc. (Section 3.3). A variety of vegetation structural parameters can be extracted from these
data. However, not all of the parameters are assessable from imaging spectroscopy data and
valuable for the study. We therefore developed a list of structural parameters (and their variation)
used in this study. The list contains LAI, canopy cover(forest density), tree in-pixel position, and
forest clustering (Figure 3.3). These variables were used during scene construction and system
study.

3.1.3

Stage 3: real forest based scenes and DIRSIG simulation

Three virtual forest scenes, based on real environments, were constructed in the study (Section
3.4). They are based on three typical forest types in our study area: oak savanna (plot #116),
dense conifer forest (plot #143), and wood-shrub mixed forest (plot #299). The simulated Classic
Airborne Visible and Infrared Imaging Spectrometer (AVIRIS-C) data then were generated by
DIRSIG for these scenes to verify the simulating model and scenes’ parameters (Figure 3.4). M.
Wang et al. (2016) also verified the model and the virtual scenes via NIS data.

Ground-based
LiDAR

Spatially explicit

NEON’s
high res data

Structural
variation

LAI(VIs)

Ground spectra

Evaluate
structural
variation

Grass biomass

Figure 3.3: Project stage 2: extract vegetation structural variation
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Figure 3.4: Project stage 3: real forest based scenes and DIRSIG simulation

3.1.4

Stage 4: system study

In the final stage, three series of virtual scenes were constructed. Only one vegetation structural
variable was introduced in each series. HyspIRI point spread function (PSF) was then adopted in
the DIRSIG simulation to mimic the HyspIRI spectrometer. The simulation results were used to
generate the regression model between a structural variable and spectroscopy data (Figure 3.5).
These settings allowed us to analyze the effect of each structural variable via simulated results.
Chapter 5 provides the details of this aspect of the study.
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Figure 3.5: Project stage 4: system study
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Study area

NEON, as its name would suggest, is a national observatory system and dedicated to observe
ecology over a long period (at least 30 years). NEON designated 20 eco-climatic domains across
the Country including Alaska, Hawaii, and Puerto Rico (Figure 3.6). The study area, NEON’s
Pacific Southwest domain (Domain 17), is located in the central part of California. The Domain
17 location contains one core site, which will remain at the same location for 30 years, and two
relocatable sites, which periodically may be re-deployed during the 30-year term.

Figure 3.6: NEON’s ecological domain map (image courtesy of NEON and downloaded from:
http://www.neonscience.org/science-design/field-sites/maps-spatial-data).
The San Joaquin Experimental Range (SJER) (the core site) is an oak savanna in the foothills
of the Sierra Nevada Mountains at 200-520 m elevation (Figure 3.8). The main tree species are
blue oak (Quercus douglasii), interior live oak (Quercus wislizeni), and grey pine (Pinus sabiniana)
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(Kampe et al. 2013). Most of the ground is covered by herbaceous plants, which are senescent in
the dry season (April or May to October or November). Figure 3.7a shows a typical site in SJER.
The Soaproot Saddle (SOAP) (one of the current relocatable sites) is a mixed conifer/deciduous
forest in the Sierra National Forest at approximately 1100 m elevation (Figure 3.9). The main
tree species are ponderosa pine (Pinus ponderosa) and incense cedar (Calocedrus decurrens). There
are also pinemat manzanita (Arctostaphylos nevadensis) and white sage (Salvia apiana) in the open
canopy forest (Figure 3.7b). The Teakettle Experimental Forest (the other relocatable site), which
sits at higher elevations (1775-3038 m), is mainly covered by mixed conifer forest. We did not
include the Teakettle Experimental Forest in this study.

(a)

(b)

Figure 3.7: The representative scenes from the study area: (a) The San Joaquin Experimental
Range (SJER); (b) The Soaproot Saddle area (SOAP).
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Figure 3.8: San Joaquin Experiment Range map. The AOP plots are shown as the balloon marks,
which our field team visited, and flag marks (our field team did not visit these). Contour map
courtesy of Google, elevation unit: ft.

Figure 3.9: Soaproot Saddle map. The AOP plots are shown as the balloon marks, which our field team visited, and flag marks (our
field team did not visit these). Contour map courtesy of Google, elevation unit: ft.
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Data collection

The field and airborne data used in the study were collected in contact of two campaigns: the
HyspIRI Preparatory Airborne Campaign and the NEON 2013 Airborne Campaign. This section
provides a brief introduction to these activities, including collection date, methods, devices, and
data properties.

3.3.1

HyspIRI Preparatory Airborne Campaign

National Aeronautics and Space Administration (NASA) Jet Propulsion Laboratory (JPL) conducted the HyspIRI Preparatory Airborne Campaign to support the ungoing HyspIRI studies by
providing multi-season AVIRIS-C data over a four-year period since 2013. Three data acquisitions occurred each year, namely in spring (March – April), early summer (May – June), and fall
(September – October). The AVIRIS-C data were acquired from five areas of interest (boxes) in
each season. The five boxes shown in Figure 3.10 are:
1. Southern California box;
2. Santa Barbara box;
3. Yosemite/NEON box;
4. San Francisco/Bay Area box;
5. Lake Tahoe box.
Our study area was located in the Yosemite/NEON box.
The AVIRIS-C spectrometer was onboard an ER-2 aircraft and collecting data at 20 km altitude. The spatial resolution of the raw data was roughly equal to 18 m. Atmospheric compensation and orthorectification algorithms then were applied to generate reflectance data (L2 product)
at approximately 15 m spatial resolution (Thompson et al. 2015, 2014; Gao et al. 1993; Gao and
Goetz 1990). The AVIRIS-C data used in the study are listed in Table 3.1.
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Figure 3.10: HyspIRI preparatory airborne campaign flight boxes

3.3.2

NEON 2013 Airborne Campaign

One of NEON’s major tasks is observing ecosystems via remote sensing data and in-field measurements. The NEON 2013 Airborne Campaign was designed by NEON Airborne Observation
Platform (AOP) team to collect initial airborne and in-field data in the Pacific Southwest Domain
(D17). The airborne data include NIS data, LiDAR data, and high-resolution RGB images, which
were collected over three sites in June 12-15, 2013 (Kampe et al. 2013). Table 3.1 gives the list of
NIS and LiDAR data used in this study.
The NEON AOP team selected 20 plots in SJER and 18 plots in SOAP (Figure 3.8&3.9) to

3.3. DATA COLLECTION

36

Table 3.1: The list of remote sensing data used in this study.

Data ID

Date/time

f130612t01p00r07
f130612t01p00r09
f141006t01p00r07
f141006t01p00r09

6/12/2013 10:26 PDT
6/12/2013 11:00 PDT
10/6/2014 12:01 PDT
10/6/2014 12:38 PDT

GSD
(m)
14.0
14.8
14.0
14.6

Covered area

Data
type

Whole SOAP
Whole SJER
Whole SOAP
Whole SJER

AVIRIS

20130613_140123
20130612_105014
20130612_104000

6/13/2013 14:01 PDT
6/12/2013 10:50 PDT
6/12/2013 10:40 PDT

1.0
1.0
1.0

Plot 116 in SJER
Plot 143 in SOAP
Plot 299 in SOAP

NIS

L76-1-20130613
L12-1-20130612
L9-1-20130612

6/13/2013 14:01 PDT
6/12/2013 10:50 PDT
6/12/2013 10:40 PDT

1.0
1.0
1.0

Plot 116 in SJER
Plot 143 in SOAP
Plot 299 in SOAP

LiDAR

collect field data, e.g., ground spectra, vegetation species, tree stem maps, diameter at breast
height (DBH), height, foliar spectra, etc. The full list of NEON’s plots is shown in Appendix A.1.
The size of each AOP plot is 20m × 20m. Multiple field teams from various institutes participated
in the campaign to collect field data along with NEON AOP team. Our field team consisted of
Rochester Institute of Technology (RIT), University of Massachusetts Boston (UMB), and Boston
University (BU) members; we selected 20 plots (the balloon marks in Figure 3.8&3.9) to collect
field data. These plots were enlarged to 80m × 80m, which was slightly larger than HyspIRI’s
pixel size. Figure 3.11 gives the layout of an 80m × 80m plot. There are 25 sub-plot locations in
each plot. Nine of them are control points (dark points in Figure 3.11), while the center is marked
as point 55.
The following data were collected in these 20 selected plots in summer 2013:

1. Four LAI measurements were collected at each point using an AccuPAR LP-80 Ceptometer;
2. TLS data were captured at each point by a new, low-cost terrestrial LiDAR system (the
sensor head: SICK LMS-151);
3. Five hemispherical images (aimed North, East, South, West, and top respectively) were
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captured at each point via a Nikon D-50 camera with a Sigma 15mm fisheye lens;
4. Geographical location data were collected at each control point by a Trimble GeoExplorer
6000 GPS logger.
11

13
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19

20m
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33

35

37

39

51

53
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57

59

71

73

75

77

79

91

93

95

97

99

10m
20m
80m

80m

N

Figure 3.11: Plot layout and co-location points
Another field team, consisting of only RIT members, revisited six of the field sites in October
2014. Revised LAI measurements were collected along multiple transects (vertical lines in Figure
3.11) by adopting the new glslai collection protocol proposed by this study. The TLS data were
also captured by the second generation TLS system. Geographical location and hemispherical
images were collected as well.

3.4

Virtual scene construction

We constructed three virtual scenes based on three selected plots, which represented three typical forest types: oak savanna (#116 in SJER), dense coniferous forest (#143 in SOAP), and conifer
manzanita mixed forest (#299 in SOAP). Figure 3.12a-c shows the cropped NIS data of the se-
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lected plots.

(a)

(b)

(c)

Figure 3.12: The true color images (R: Band 55, 0.6528 µm; G: Band 35, 0.5526 µm; B: Band 15,
0.4524 µm) cropped from NIS data: (a) plot #116, (b) plot #143, and (c) plot #299.
Various products, derived from the airborne LiDAR data, were used to construct the virtual
scenes. The terrain elevation of the virtual scene was extracted from the Digital Terrain Model
(DTM) (Figure 3.13a). The Digital Surface Model (DSM) (Figure 3.13b) data were used to determine trees’ crown sizes and locations. The Digital Height Model (DHM) (Figure 3.13c), defined
as the difference between the DSM and DTM, was used to extract tree height. The 3D tree models were created in OnyxTREE using specific structural parameters, e.g., crown size, height, and
location, extracted from LiDAR data. NEON’s AOP team collected in situ leaf optical spectra
using an ASD FieldSpec 3 spectroradiometer. Front- and back-of-the-leaf spectral reflectance
were collected using both a white and black reference target as the background (Figure 3.14a).
This allowed for the spectral reflectance, ρ, and transmission, τ, to be calculated by solving the
following equations:
RW = ρ + τ 2 RW0

(3.1)

R B = ρ + τ 2 R B0

(3.2)

where RW and R B are measured leaf spectral reflectance using white and black reference, RW0
and R B0 are the spectral reflectance of the white and black reference, respectively. The spectral
reflectance and transmission were then used in our virtual scene construction (Figure 3.14b). All
the relevant 3D models, e.g., terrain, tree, shrub, and grass, were exported as wavefront (.obj)
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files, a universally accepted format. The geometry locations of the 3D models were configured
in a series of geometry list (GList) files. These are XML files used by DIRSIG to describe the
geometry in a scene. However, the virtual scenes were not perfectly identical to the associated
plots in the study area, i.e., (i) a tree model has the same height and crown size as the real tree,
but not the same branch and leaf structure; and (ii) the small trees (crown diameter < 2 m)
were ignored during the construction. We contend that these dissimilarities should not cause
obvious errors in simulated HyspIRI data of 60 m ground sample distance (GSD); for example,
the projected area of a tree with a 2 m crown diameter is around 3.14 m2 , only 0.08% of a 60 × 60
m pixel. We therefore focused on larger sub-pixel tree structures, as well as the cumulative
impact on per-pixel spectra.

(a)

(b)

(c)

Figure 3.13: The products derived from airborne LiDAR data: (a) Digital Terrain Model (DTM),
(b) Digital Surface Model (DSM), and (c) Digital Height Model (DHM), plot #116 is shown as an
example.

3.5

DIRSIG simulation

DIRSIG is a physics-driven remote sensing image simulator, developed by the Digital Imaging
and Remote Sensing Laboratory at Rochester Institute of Technology for over 20 years (Schott
et al. 1999; Ientilucci et al. 1998). DIRSIG can produce passive single-band, multi-spectral or hyperspectral imagery from the visible through the thermal infrared regions of the electromagnetic
spectrum (Gartley et al. 2010; Schott 2007).
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Figure 3.14: The spectra of a leaf sample: (a) in-field collected spectral reflectance , and (b) the
spectral reflectance and transmission calculated from the collected data, used to parameterize the
virtual scene.

Five sets of inputs are required for DIRSIG simulation:

1. Scene: A set of geolocated, facetized geometric objects that contain appropriate material
optical properties, texture mapping, etc. A typical tree model has 2,000,000 facets, with
detail representing the trunk, boughs, branches, twigs, and leaves.
2. Atmosphere: The set of atmospheric conditions, including downwelling radiance, atmospheric transmission, and temperature profiles. We used MODTRAN (Berk et al. 1999)
to calculate downwelling radiance and atmospheric transmission based on standard vertical column profiles for a Mid-Latitude Summer (MLS). The temperature profiles could be
sourced from the MODTRAN MLS model or extracted from the radiosonde data.
3. Imaging system: A systematic characterization of the imaging device, including the scanning method, optical focal length, detector array geometry, spectral response function, PSF,
noise characteristics, etc..
4. Platform motion: Characterization of the platform movement and/or location, including
information such as flying height, speed, jitter, etc.
5. Collection details: The set of ancillary information related to the date/time of collection
task(s), which impacts solar-target-sensor geometry, among other variables.
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DIRSIG configuration

In this study, DIRSIG was principally used to simulate HyspIRI data; however, glsaviris-c and
glsnis data were also simulated to ensure both radiometric and geometric consistencies between
the virtual scenes and the real study sites (M. Wang et al. 2016). Table 3.2 lists the key settings
used for the simulation. We configured DIRSIG to oversample every pixel (sub-pixel sampling
in Table 3.2) in order to facilitate the subsequent process of mimicking the effect of the optical
system PSF in a spectrometer. A Gaussian-shaped PSF (Figure 3.15), which was suggested by
the NASA JPL team (pers. comm.), was applied to the over-sampled data to generate the final
simulated results.
Table 3.2: The key DIRSIG configurations for imaging spectrometer simulations

Value (unit)

Parameter
AVIRIS-C

NIS

HyspIRI

12 (Hz)

50 (Hz)

120 (Hz)

IFOV

0.8 (m rad)

1 (m rad)

0.1 (m rad)

GSD

15 (m)

1 (m)

60 (m)

Sub-pixel sampling

10 × 10

10 × 10

100 × 100

380-2500 (nm)

380-2500 (nm)

380-2500 (nm)

10 (nm)
Gaussian,
FWHM=10 (nm)

5 (nm)
Gaussian,
FWHM=6 (nm)

10 (nm)
Gaussian,
FWHM=13 (nm)

18.5 (km)

1 (km)

600 (km)

177.6 (m/s)

50 (m/s)

7.5 (km/s)

Scan rate

Number of bands
Spectral range
Spectral sampling
Spectral response
Flight altitude
Flight speed

224

428

224

We used MODTRAN 4 (Berk et al. 1999) to calculate the downwelling radiance and atmospherical optical properties. The majority of MODTRAN’s settings were based on the preconfigured Mid-Latitude Summer (MLS) options (MODEL = 2). Other key settings included
multiple scattering (IMULT = +1) and RURAL extinction (IHAZE = 1). The temperature was
obtained from the pre-configured MLS weather data, provided by DIRSIG. Future efforts could
adopt real weather data collected in the study area.
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Figure 3.15: The profile of 2D Gaussian PSF assumed for the simulation of glsaviris-c and
glshyspiri imagery.

It is important to note that the three imaging spectrometers have different spatial resolutions,
especially HyspIRI (60 m) vs. NIS (1 m). This in turn results in different requirements related
to the parameters of the virtual scene and the DIRSIG configuration. For example, the HyspIRI
simulation requires a large scene size, while an associated NIS simulation requires highly detailed
geometry. However, a large scene with complex geometry is not conducive to 6s0 m simulation,
given the labor and computing requirements. The HyspIRI simulation therefore was prioritized,
which resulted in known geometry mismatches between the simulated and real NIS data.

3.5.2

DIRSIG features used in the study

Many existing DIRSIG scenes consist mainly of man-made objects, e.g., architecture, vehicles,
and paved roads, which are different from vegetation, the main objects of interest in this study.
To construct a forest scene and simulate it in DIRSIG, the following unique features were used in
this study:

1. Reflectance map: This feature allows a DIRSIG user to set the terrain’s spectral reflectances
based on an image cube. This feature reduced manual labor while constructing a scene and
increased simulation accuracy and reality. For example, the #116 plot scene’s background
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consists of rock, bare soil, and dry grass. Without this feature, we would have had to
segment the plot into several areas by cover material, and then set the areas in the scene
configuration manually. And the manually drawn map always causes sharp boundaries
in the simulated images, which appears fake. Alternatively, we used an NIS image to
represent the terrain’s optical properties in this study, which generated outstanding results
(please see Chapter 4&5). This feature is available in DIRSIG v4.7.2 or higher. An example
of a reflectance map configuration is listed in Appendix A.2.
2. Density map: This feature automatically places objects in select areas based on the density
values designated in an image (the map). We used this feature to place trees on the terrain,
based on different densities. The simulation results are shown in Chapter 5. An example
of a density map configuration and associated materials are listed in Appendix A.3.
3. Anchor an object on the terrain (relative z): To insert an object, e.g., a tree, into a virtual
scene, the user needs to specify the spatial location ( x, y, z), which is relative to the scene’s
origin. This method works well if the terrain is on an even plane. However, our study
area is located in a mountain range and our virtual terrain reflects the real topography.
Therefore, the vertical value z should be the altitude at a point ( x, y), when a tree is planted
into the virtual scene at the point ( x, y). Dr. Paul Romanczyk proposed this feature as a
solution to the problem. If a tree is anchored on the terrain, the value z is relative to the
altitude of the terrain at point ( x, y). An example of this feature is listed in Appendix A.4.

Chapter 4

Improved LAI Collection Protocol via
Simulated and Field-Based PAR Sensing
In support of NASA’s next-generation spectrometer—the HyspIRI—we are working towards assessing sub-pixel vegetation structure from imaging spectroscopy data. Of particular interest
is Leaf Area Index (LAI), which is an informative, yet notoriously challenging parameter to
efficiently measure in situ. While photosynthetically-active radiation (PAR) sensors have been
validated for measuring crop LAI, there is limited literature on the efficacy of PAR-based LAI
measurement in the forest environment. This study (i) validates PAR-based LAI measurement
in forest environments, and (ii) proposes a suitable collection protocol, which balances efficiency
with measurement variation, e.g., due to sun flecks and various-sized canopy gaps. A synthetic
PAR sensor model was developed in the Digital Imaging and Remote Sensing Image Generation
(DIRSIG) model and used to validate LAI measurement based on first-principles and explicitlyknown leaf geometry. Simulated collection parameters were adjusted to empirically identify optimal collection protocols. These collection protocols were then validated in the field by correlating PAR-based LAI measurement to the normalized difference vegetation index (NDVI) extracted
from the “classic” Airborne Visible Infrared Imaging Spectrometer (AVIRIS-C) data (R2 was 0.61).
The results indicate that our proposed collecting protocol is suitable for measuring the LAI of
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sparse forest (LAI < 3–5 (m2 /m2 )) 1 .

4.1

Introduction

The Hyperspectral Infrared Imager (HyspIRI) mission has been proposed by the Jet Propulsion
Laboratory (JPL) in response to National Aeronautics and Space Administration (NASA)’s Earth
Science Decadal Survey (Hook et al. 2014); this mission is geared to provide global imaging spectroscopy data to benefit research in domains ranging from coastal bathymetry to oceanography,
wildfire science, volcanology, and terrestrial ecosystems. Although its 185 km swath width provides global coverage and 15-day revisit times, its large ground sample distance (GSD) introduces
uncertainty in subpixel spectral variation. This is especially relevant in the open woodland forest
environment, where trees are mixed with shrub, grass, bare soil, and rock. Our team participated
in this mission by investigating the impact of sub-pixel structural variation on the assessment of
vegetation structure via imaging spectroscopy data (Yao et al. 2015b).
Vegetation structural parameters are related to the state and dynamics of the forest function,
and therefore have important implications across domains. Of particular interest is leaf area
index (LAI), which is defined as the ratio of one-sided leaf area per unit ground area for flat
broadleaf species (Watson 1947). An extended definition, i.e., the ratio of half of the total intercepting area per corresponding area on the ground, was proposed for all kinds of leaves, e.g.,
rolled leaves and needles of a coniferous tree (Chen and Black 1992; Lang 1991). LAI is a characteristic attribute in the description of the plant-atmosphere interface, and thus is a key input for
models predicting variables such as ecosystem spatial distribution, health, photosynthesis, transpiration, and energy transfer (Running 1990; Bonan 1993, 1995). However, accurate and precise
measurement of LAI is notoriously challenging (Jonckheere et al. 2004). Destructive methods are
time consuming and prohibitive in most practical settings (Daughtry 1990). Indirect field-based
methods rely on measurements of canopy radiation transmission, yet their cost per area is high
and uncertainty remains around an optimal sampling protocol (Chen et al. 1997). Remote sens1. Excerpts of this chapter were published by MDPI (Yao et al. 2016a).
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ing techniques provide an alternative and much more cost effective approach, which is based on
empirical relations between vegetation indices and LAI, yet its application still requires an effective sampling of in situ data (Running et al. 1989; Turner et al. 1999). The existing LAI retrieval
techniques from passive remotely sensed images were reviewed and their capability was demonstrated when applied to different remote sensing devices by several recent studies (Verrelst et al.
2015; Novelli et al. 2016). These techniques could be applied to new imaging spectroscopy data,
e.g., the proposed HyspIRI imaging spectroscopy space mission.
In typical research settings, sparse sets of field data, collected using terrestrial instruments, are
used to calibrate and validate wall-to-wall Earth observation (EO) data acquired from airborne
or orbital instruments. The majority of field-based methods for acquiring LAI utilize optical
analysis of gap fraction and sometimes also the gap size distribution (Chen et al. 1997; Jonckheere
et al. 2004; Weiss et al. 2004). Gap fractions can be obtained from measurements of above- and
below-canopy direct and diffuse radiation, which relaxes requirements on weather conditions.
One such instrument of the latter type is the AccuPAR LP-80 Ceptometer (Decagon Devices, Inc.,
Pullman, WA, USA), used in this study, which calculates LAI from the ratio of above-canopy and
below-canopy photosynthetically-active radiation (PAR) (AccuPAR PAR/LAI Ceptometer Model LP80 Operator’s Manual 2015).
The AccuPAR LP-80 ceptometer has been validated for measuring the LAI of crops (Wilhelm
et al. 2000; Facchi et al. 2010; Tewolde et al. 2005); however, the sampling protocol and sensor
deployment are crucial to obtaining an accurate LAI measurement (Tewolde et al. 2005; Johnson
et al. 2010). Its capability for measuring forest LAI still needs to be fully explored (Hyer and
Goetz 2004; Yao et al. 2015a), especially with regard to the marked differences in canopy size,
spatial variability in canopy transmission and the required number of measurements or sampling
density. Due to the variability among individual measurements, a suitable sampling protocol,
which includes the sampling density and sensor deployment, is needed to obtain a reliable mean
estimate within a forest plot. Thus, we identified a knowledge gap in terms of the appropriate
field sampling protocols necessary to measure LAI of sparse woodland that is characterized by
profound heterogeneity in leaf area density at the scale of a HyspIRI pixel. The sampling tech-
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niques for measuring other forest parameters, i.e., those related to even general forest inventory,
have been fully discussed and could benefit from this study (Avery and Burkhart 2001).
To summarize, the objectives of this research are to (i) validate the simulation of the specific AccuPAR LP-80 PAR sensor using Digital Imaging and Remote Sensing Image Generation
(DIRSIG); (ii) determine the minimum collection parameters required to obtain a reliable mean
estimate of LAI for a 80 m × 80 m forest plot, as it relates to the context of HyspIRI-based assessment of LAI; and (iii) build a suitable regression model for estimating forest LAI from vegetation
indices (VIs) derived from Classic Airborne Visible and Infrared Imaging Spectrometer (AVIRISC) data. These outcomes will be used to address science questions related to the HyspIRI mission
in follow-up studies, namely, the assessment of appropriate VIs to estimate sub-pixel vegetation
structural parameters, e.g., LAI and canopy cover, from relatively coarse scale (30–60 m) HyspIRI
data. Furthermore, the narrow-band VIs extracted from imaging spectroscopy data also will be
compared to the broad-band VIs extracted from multispectral images to highlight the advantages
of an imaging spectroscopy approach. All of these efforts are based on reliable in-field LAI measurements that now can be collected by adopting the optimal sampling protocol proposed by this
paper.

4.2

Methods

A hybrid simulation/field-based approach was employed to negate time and monetary constraints associated with field deployments while providing absolute control over geometric and
spectral reference data (Figure 4.1). The simulation approach (Figure 4.1, upper panel) utilized
the DIRSIG model (Section 4.2.1). Two virtual DIRSIG scenes were developed (Section 4.2.5) for
the study area (Section 4.2.3) using tree locations and diameters, extracted from field-measured
diameter at breast height (DBH) and stem maps for the center 20 m × 20 m area (National Ecological Observatory Network (NEON)’s plot) and tree locations from NEON’s airborne data for
the larger plot. A virtual PAR sensor was then generated (Section 4.2.6) and validated for aboveand below-canopy PAR measurement (Sections 4.2.7 and 4.2.7). This was used to estimate LAI

4.2. METHODS

48

based on relevant theory (Section 4.2.2). Regression models were fit between estimated LAI from
simulated PAR readings and simulated normalized difference vegetation index (NDVI) obtained
from a synthetic AVIRIS-C sensor (Section 4.2.6) in order to validate the simulated PAR and LAI
(Section 4.2.7) and determine the optimal PAR sampling protocol (Section 4.2.7).
These efforts were mirrored by a field-based approach (Figure 4.1, lower panel), which provided in situ reference data for the same study area (Section 4.2.3). The optimal PAR sampling
protocol was used to inform field-based PAR measurement (Section 4.2.4), from which LAI was
calculated and regressed against NDVI obtained from coincident AVIRIS-C spectroscopy data
(Section 4.2.4). This provided additional verification of the proposed approach (Section 4.2.7).
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simulation
(Sec. 4.2.6)
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Figure 4.1: The study contains two parts: the simulation and field-based approach. Each step in
the simulation environment is repeated in field-based approach to ensure that the simulations
and models are correct.

4.2.1

DIRSIG Background

DIRSIG is a physics-driven radiometric modeling environment for the creation of synthetic remote sensing imagery that is radiometrically, geometrically, and temporally accurate (Schott
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et al. 1999). The model is designed to generate passive broad-band, multispectral, imaging spectroscopy, low-light, polarized, active laser radar, and synthetic aperture radar datasets (Schott
et al. 1992; Ientilucci et al. 1998; Gartley et al. 2010) through the integration of a suite of firstprinciples-based radiation propagation modules.

4.2.2

A Description of the Relevant LAI Theory

PAR is defined as the radiance in the wavelength range 400–700 nm, i.e., the visible light, which
is absorbed by leaves during the photosynthesis process. Therefore, the amount of absorbed PAR
could be used to estimate the LAI, as these two quantities are directly related. Monsi and Saeki
(1953, 2005) proposed an equation that is similar to Beer’s Law for constructing the connection
between the ratio of the below-canopy irradiance, Ec , and the incident irradiance, E0 , and leaf
area index, LAI. Norman and Jarvis (1975) proposed a complete radiation penetration model
because Monsi and Saeki’s equation is not accurate and suitable for all kinds of canopies. This
approach was deemed not suitable for computation, due to the complexity. A simplified version
was presented by Norman and Campbell (1989):
"
#
A · (1 − 0.47 · f b ) · LAI
Ec
= exp
E0
(1 − 21·K ) · f b − 1

(4.1)

where f b is the fraction of direct beam to total incident PAR, and A is a constant equal to
0.283 + 0.785a − 0.159a2 , where a is the leaf absorptivity in the PAR band. Campbell (1986) proposed a form of K for all kinds of leaf angle distribution:
p

K=

χ2 + tan2 θ
1.47 + 0.450χ + 0.1223χ2 − 0.0130χ3 + 0.000509χ4

(4.2)

where χ is the leaf angle distribution parameter. It is defined as the ratio of the horizontal
semi-axis length to the vertical semi-axis length of the spheroid, described by the leaf angle
distribution of a canopy. The value of χ is in the range of [0.1, 10]. The LAI can be calculated
by solving Equation (4.1) when we have above-canopy PAR measurement, E0 , and below-canopy
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PAR measurement, Ec .

4.2.3

Study Areas

Two study areas were selected. The first area is a small grass field with an ash tree on the campus
of Rochester Institute of Technology (RIT) (Figure 4.2a, 43◦ 050 16.9700 N, 77◦ 400 49.0400 W). Table
4.1 gives the structural parameters of the ash tree. This area was used to investigate the leaf area
of a single tree.
Table 4.1: The structural parameters of the ash tree.
Parameter

Value (Unit)

Height
7.4 (m)
Crown width (in West-East direction)
4.8 (m)
Crown width (in South-North direction)
4.1 (m)
DBH (at the first branch, 1.2 m from ground)
18 (cm)
LAI
3.5
DBH: diameter at breast height; LAI: leaf area index.

(a)

(b)

Figure 4.2: (a) an ash tree located within the Rochester Institute of Technology (RIT) campus and
(b) its 3D model.
The second area is NEON’s Domain D17 (Pacific Southwest) located in San Joaquin Experimental Range (SJER), California, USA. The San Joaquin Experimental Range is an oak savanna
site (Figure 4.3a, 37◦ 060 43.7700 N, 119◦ 440 11.8500 W). The dominating species are blue oak (Quercus
douglasii), interior live oak (Quercus wislizeni), and grey pine (Pinus sabiniana) (Kampe et al. 2013).
The NEON Airborne Observation Platform (AOP) team selected 20 observation plots in SJER.
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They measured the vegetation structural data in a 20 m × 20 m area. Our field team enlarged
three plots (#116, #36, and #824) into an 80 m × 80 m area, which is slightly larger than the spatial
resolution of HyspIRI (60 m). Multiple types of measurement were collected in those plots (see
Section 4.2.4 for details).

(a)

(b)

Figure 4.3: (a) SJER116 in the National Ecological Observatory Network’s (NEON) D17 Domain
and (b) the virtual scene.

4.2.4

Field Inventory and Airborne Imagery Data

The field data were obtained to support the construction of virtual scenes and the validation
of simulation results as follows: During the summer 2013 collection, terrestrial laser scanning
(TLS) data and the spectra of leaf, bark, and grass were collected in the study area to support
virtual scene construction. Reference PAR measurements were collected using AccuPAR LP-80
instruments at plots #116, #36, and #824 in October 2014 according to the optimal collection
protocol proposed in this paper for validation. The PAR data of the ash tree were collected using
AccuPAR LP-80 instruments on RIT’s campus on 31 May 2014. The imaging spectroscopy data
were collected by AVIRIS-C on 12 June 2013 and 6 October 2014 at approximately 15 m spatial
resolution (dependent on topography). An Optech Gemini small-footprint waveform-recording
light detection and ranging (LiDAR) (Vaughan, Ontario, Canada) was operated onboard NEON’s
aircraft to collect airborne LiDAR data on 13 June 2013 (Kampe et al. 2013).
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Virtual Scene Development

Two virtual scenes were constructed for this study. The 3D tree models were created in OnyxTREE (Onyx Computing, Inc. 1992-2011) (Version 7.0, Onyx Computing, Inc., Cambridge, MA,
USA) and matched the height, crown size, and leaf and bark optical properties of the fieldmeasured trees. It should be noted that the number of branches and leaves of the models might
be different from that of the actual trees. However, the virtual scene provides for full knowledge of vegetation-structural attributes, on a per-tree basis, for which AccuPAR readings can be
derived and analyzed.
The first scene was based on the ash tree on the campus of RIT (Figure 4.2b). Both abovecanopy and below-canopy PAR of the single crown were simulated. The second scene was based
on plot #116 (SJER116) within the SJER (Figure 4.3b). There are 36 trees with crown diameters

>2 m in the 80 m × 80 m area. Twenty-six tree models (some models have multiple instances)
were created by OnyxTREE and placed on the virtual terrain according to their real positions
extracted from airborne LiDAR data. Table 4.2 gives a list of the geometrical size and positions
of tree models in the SJER116 scene. The optical properties of tree bark, tree leaves, and ground
used in the virtual scene were collected by our field team and NEON AOP team (Kampe et al.
2013). We used this scene to (i) investigate the LAI of a forest environment and (ii) determine
the proper number of below-canopy PAR readings required to properly represent within-pixel
variation, which is expressed at the pixel-level, i.e., at the 30–60 m spatial scale when collecting
field data.

4.2.6

DIRSIG Simulation Design

Development of a Simulated PAR Sensor

DIRSIG is typically used to simulate remote sensing devices such as a multispectral imagers,
imaging spectrometers, or LiDAR instruments. A PAR sensor was simulated by DIRSIG for the
first time in this study. The irradiance, E, from the hemispherical sky was simulated to reproduce
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Table 4.2: List of tree models in the SJER116 scene (unit: meter). The positions are in scene East
North Up (ENU) coordinates from the center of the plot (37◦ 060 43.7700 N, 119◦ 440 11.8500 W).
ID

Type

1
2
3-1
3-2
4
5-1
5-2
6-1
6-2
7
8
9
10
11
12
13
14
15
16
17-1
17-2
18
19
20
21
22

Broadleaf
Broadleaf
Conifer
Conifer
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Conifer
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Broadleaf
Conifer
Broadleaf
Broadleaf
Broadleaf
Broadleaf

Height

Crown Dia.

9.78
10.87
13.16
15.15
5.97
6.44
8.47
10.77
9.05
15.07
14.12
8.94
8.27
11.76
9.41
12.05
9.90
7.65
8.06
8.78
7.12
12.33
9.65
15.64
5.98
5.96

17.34
11.82
12.66
10.57
4.15
10.14
11.35
18.27
16.39
14.27
13.64
8.04
12.94
20.80
14.40
17.81
16.17
9.93
12.11
10.01
7.91
6.84
10.25
10.65
3.95
5.47

Instance 1

Instance 2

Instance 3

x

y

x

y

x

y

2.96
5.76
−7.67
−1.81
−13.14
−4.04
0.96
17.06
17.26
−24.64
−27.03
−10.36
−37.85
22.03
29.52
39.08
27.08
−0.61
−22.58
−29.84
−28.71
−16.50
−14.13
−21.79
−39.43
−35.29

−15.16
−2.86
−9.15
−7.25
2.44
19.14
14.64
9.14
3.14
−8.01
4.77
−36.14
−27.50
−12.72
−27.52
10.37
35.93
34.50
15.23
28.82
22.43
26.40
33.29
39.31
39.86
0.43

–
–
–
–
8.16
–
–
39.86
13.26
–
–
−12.57
–
–
–
–
–
−41.71
–
–
–
–
−13.06
–
−39.16
–

–
–
–
–
6.64
–
–
−37.14
3.14
–
–
−40.43
–
–
–
–
–
16.43
–
–
–
–
39.82
–
−21.52
–

–
–
–
–
8.36
–
–
–
9.14
–
–
–
–
–
–
–
–
–
–
–
–
–
–
–
−19.78
–

–
–
–
–
13.44
–
–
–
−42.28
–
–
–
–
–
–
–
–
–
–
–
–
–
–
–
1.09
–

the method of Norman and Campbell (1989) in DIRSIG. The incident radiance, L, to the detectors
was returned by DIRSIG. The relationship between radiance and irradiance is defined as:

L=

dE
dΩ cos θ

(4.3)

where dE is the irradiance from the small solid angle, dΩ, which is mapped to the detector cell,
and θ is the angle between irradiance and the normal of the detector surface. We rearranged
Equation (4.3) and applied integration to both sides to obtain the irradiance from the whole
hemispherical sky:
Z

dE =

Z

L dΩ cos θ =⇒ E =

Z

L cos θ dΩ

(4.4)
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Mathematical integration is achieved by summation in the discrete simulation:

E'

∑ Li

cos θi Ωi

(4.5)

i

The detail of the implementation of virtual PAR sensor is attached in Appendix A.5.

Simulation of AVIRIS-C Sensor

DIRSIG has been developed and validated (Schott et al. 1992; Ientilucci et al. 1998) as a remote
sensing device simulator; therefore, it proved to be straightforward to simulate the AVIRISC sensor within DIRSIG. We configured DIRSIG to mimic the AVIRIS-C sensor parameters as
closely as possible, with Table 4.3 providing the key configurations. The prevailing atmosphere
was simulated via MODTRAN4 (Version 3 Revision 1, Spectral Sciences, Inc., Burlington, MA,
USA and Air Force Research Laboratory, Hanscom AFB, MA, USA) (Berk et al. 1999).
Table 4.3: The key DIRSIG configurations of AVIRIS-C simulation.
Parameter

Value (Unit)

Scan rate
IFOV
Number of bands
Spectral range
Spectral sampling
Spectral response
Flight altitude
Flight speed

12 (Hz)
0.8 (m rad)
224
380–2500 (nm)
10 (nm)
Gaussian, FWHM = 10 (nm)
18.5 (km)
177.6 (m/s)

DIRSIG:
AVIRIS-C:
FWHM:

4.2.7

Digital Imaging and Remote Sensing Image Generation;
“Classic” Airborne Visible Infrared Imaging Spectrometer;
Full-width-at-half-maximum.

Experiment Design

Experiment 1a: Validating Simulated Above-Canopy PAR

We simulated the collection of above-canopy PAR with DIRSIG as the first step. When simulating
the above-canopy PAR collection, we only need to consider the direct radiance from the Sun and
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the radiance scattered by the atmosphere. Above-canopy PAR data were collected in SJER on
13 June 2013 from 7h00 to 17h00 (8h00–18h00 in daylight saving time) at one-minute intervals.
A series of simulations were performed to reproduce the collection parameters and generate
corresponding synthetic PAR data.

Experiment 1b: Validating Simulated PAR and LAI for a Single Crown

We then simulated the collection of below-canopy PAR of the ash tree on RIT’s campus. The
virtual PAR sensor was placed on a 0.1 m interval grid around the tree model to collect the
below-canopy PAR readings. The sampling interval of 0.1 m was selected in order to reproduce the simulation results as closely as possible to those collected using the LP-80 ceptometer
(Decagon Devices, Inc., Pullman, WA, USA). The LP-80 ceptometer returns eight PAR measurements, corresponding to eight segments from a probe of 0.8 m in length, i.e., the length of each
segment is 0.1 m. The spatially-explicit LAI for this single crown was calculated as individual
point-based samples, i.e., the LAI for every 0.1 × 0.1 m square inside the projected crown area.
In order to validate the simulated LAI measurements, actual field measurements were taken
both below the tree canopy and outside the extent of the ash tree, i.e., open-sky, using LP-80
instruments. Such a single-tree approach is atypical of how LAI is assessed from a traditional
perspective, namely within forests. However, this best-case scenario enabled us to examine our
simulation model in a simpler environment and limit the complexity before extending the simulation to our more complex forest scene. Figure 4.4 gives the collecting scheme. There were three
AccuPAR measurements along each direction. These measurements then were compared to the
simulated data obtained from the corresponding virtual tree (Figure 4.2b).

Experiment 1c: Validating Estimated LAI from Simulated PAR for the Forest Site Using Regression to Model NDVI

Following the previous step, we simulated the PAR sensor in the forest scene. We were not
able to validate simulated PAR due to expected discrepancies between the virtual scenes and
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Figure 4.4: Using AccuPAR LP-80 to collect the below-canopy photosynthetically-active radiation
(PAR) reading along quadrantal directions.

their real counterparts, e.g., the modeled trees were not identical, but similar to the real ones,
and small trees (crown diameter < 2 m) were ignored when the virtual scene was constructed
(see Section 4.2.5 for details). As an alternative, we investigated the relationship between LAI,
calculated from PAR, and NDVI, extracted from (hyperspectral) imagery. NDVI is widely used to
assess LAI. Previous studies showed that the NDVI–LAI model had a strong linear relationship
at low LAI values (LAI < 3–5 or NDVI < 0.8) (Richardson and Weigand 1977; Turner et al.
1999; Running et al. 1989; Gong et al. 2003). Therefore, we extracted the NDVI from synthetic
imaging data, obtained from an Airborne Visible and Infrared Imaging Spectrometer (AVIRIS)like virtual sensor, and compared it to LAI obtained from the simulated PAR measurements to
generate a linear model, since our study area had a relatively low LAI. The spatial resolution of
the simulated AVIRIS-C data is 15 m, which is consistent with the real AVIRIS-C data collected in
our study area in 2013 and 2014. The NEON SJER116 was divided into 25 squares of 15 m × 15 m
each. The total effective area is 75 m × 75 m, which is slightly less than the plot area (80 × 80 m).
All of the LAI measurements within a 15 m × 15 m square were averaged as the LAI of a pixel.
Then, the regression model of NDVI and LAI was created at the pixel level. Although NDVI is
known to have limitations, such as saturation at high LAI levels (Lüdeke et al. 1991; Q. Wang
et al. 2005), it provides an opportunity to assess correlations between an established narrow-band
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index and our virtual LAI.

Experiment 2a: Determining Optimal Spacing by Comparing PAR to NDVI for Forest Sites at
Various Intervals

It is common practice to obtain LAI measurement along several parallel transects for forest environments (Avery and Burkhart 2001). We proposed three sampling protocols with gradually
varied intervals between parallel transects. The PAR measurements were collected at each meter
along a transect because the length of the AccuPAR LP-80’s wand is around 1 m. Table 4.4 gives
the intervals and required number of measurements.
Table 4.4: The sampling protocols and number of samples.
Interval

Number of Measurements
in an 80 m × 80 m Plot

Number of Measurements
in a 15 m × 15 m Square

5m
10 m
15 m

1360
720
400

45
30
15

The LAI–NDVI regression models were created from simulation results for each protocol.
The models were compared and provided an opportunity to assess the optimal sample spacing
for field data collection, in order to achieve adequate mean estimates, given the variability within
an 80 m × 80 m forest plot. The previous study showed that a linear relationship between LAI
and NDVI exists for low canopy cover (LAI) forests. Therefore, we considered the LAI estimates
as being accurate if a model was similar or close to the theoretical model. A Student’s t-test was
used in the study to determine if two linear models are similar (Kleinbaum and Kupper 1978).
The test statistic for the slopes is:
Tb =

b1 − b2
Sb1 −b2

(4.6)

where b1 and b2 are the slopes of two models and Sb1 −b2 is the standard deviation of the estimated
difference between slopes
s
Sb1 −b2 = SP,Y |X

1
1
+
2
( N1 − 1)SX1 ( N2 − 1)S2X2

(4.7)
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The test statistic for the intercept is:

Ta =

a1 − a2
S a1 − a2

(4.8)

where a1 and a2 are the intercepts of two models, and Sa1 −a2 is the standard deviation of the
estimated difference between intercepts:

s
Sa1 −a2 = SP,Y |X

X̄12
X̄22
1
1
+
+
+
N1
N2
( N1 − 1)S2X1 ( N2 − 1)S2X2

(4.9)

Whether or not the decisions of two models are considered similar is dependent on the significance level, α, which is usually set to be 0.01, 0.05 or 0.10 for a two-tailed test (Pagano and
Gauvreau 2000). A significance level of 0.05 is the most common value in most statistical textbooks, e.g., Kleinbaum and Kupper (1978) and Pagano and Gauvreau (2000). However, the test
results based on the significance level do not tell us that the models are absolutely different from
each other, but rather indicate how confidently we can state that they are not the same. Therefore,
there is no definitive α value. We opted for a less conservative α value of 0.1, implying that we
can be incorrect 10% of the time.

Experiment 2b: Comparing in Situ LAI Estimates to NDVI to Verify Simulated Results

Finally, our field team revisited SJER116 and two additional plots (#36 and #824) in the SJER site
to collect in situ LAI measurements with the identified optimal sampling protocol, after which
a regression model with the NDVI extracted from actual AVIRIS-C data was constructed. The
regression model for real data was compared to the model of simulated data to validate our
simulation results.
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Results and Discussion
Experiment 1a: Simulated Above-Canopy PAR

Figure 4.5 shows the simulated and actual above-canopy PAR measurements obtained from
NEON SJER116, with a correlation coefficient of R2 = 0.998 and root-mean-square error of
RMSE = 23.94 (µmol·m−2 ·s−1 ).

PAR (µmol m

−2 −1

s )

2000

1500

1000

Simulated PAR
Measured PAR
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12
Time

14

16

18

Figure 4.5: The simulated PAR and measured above-canopy PAR on San Joaquin Experimental
Range (SJER).
It is evident from Figure 4.5 that PAR peaks at 12h00 (noon) due to the angular projection
effects of the Sun’s flux on the horizontal detector element. However, the simulated PAR is
slightly larger than the measured PAR during the late afternoon. The PAR curve should be
symmetric in theory. Therefore, if the curve is replicated horizontally, it should overlap with the
original, Sun-derived curve. Both the simulated and measured PAR were mirrored and compared
to their original curves in order to determine which curve might be problematic. Figure 4.6
shows that the simulated PAR perfectly overlaps with the non-mirrored curve, but the measured
PAR does not. There are two likely reasons: (i) the atmospheric conditions changed during the
day, for example, vapor concentration is higher in the morning than in the afternoon; and (ii)
the error might occur because the AccuPAR LP-80 Ceptometer was not perfectly leveled during
collection. These are typical examples of two types of errors in this study: One type of error
relates to modeling errors, which were introduced by the assumptions to reduce the complexity
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of the model and discretization for the mathematical model that makes computational analysis
possible (Oberkampf et al. 2002). The other type is an example of an observational error, i.e., the
difference between a measured value and its true value. The RMSE of above-canopy simulation
results was 23.94 (µmol·m−2 ·s−1 ), which is quite small; hence, we concluded that we could safely
omit the effects of the errors.
Simulated PAR
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(b)

Figure 4.6: An example of the original and horizontally mirrored PAR: (a) simulated PAR and
(b) measured PAR.

4.3.2

Experiment 1b: Simulated PAR and LAI for a Single Crown

Figure 4.7 shows the comparison of simulated and measured below-canopy PAR for the ash tree
on RIT’s campus. The position of the ash tree was set the same as the original, and the PAR
was captured along quadrantal directions (the dashed lines in Figure 4.8). Figure 4.7 shows the
measured and simulated below-canopy PAR, with correlation coefficients of R2 = 0.706 (along
the east–west direction, Figure 4.7a) and R2 = 0.786 (along north–south direction, Figure 4.7b).
Spikes in the plot are due to sun flecks, i.e., where sunlight reaches the detector directly through
gaps in the canopy. Note that these PAR features did not directly overlap between simulated and
actual data, due to differences in tree structure between the modeled (virtual) tree and the real
tree.
Below-canopy PAR measurements subsequently were normalized by the above-canopy PAR,
collected at the same time, to produce a high-resolution spatial map of LAI distribution (Fig-
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Figure 4.7: The simulated and measured below-canopy PAR for the RIT Ash Tree: (a) along the
east–west direction; (b) along the north–south direction.

ure 4.8). As would be expected, we found that the LAI readings were more uniform in the center
of the shadow and that there were some locations with very low LAI, due to the gaps in the
canopy. The size of the largest gap was about 1 m, which was larger than the length of the
AccuPAR probe (≈0.8 m). It thus was concluded that, for a single tree of the size, shape, and
species type used in this study, multiple field-based PAR measurements along a transect within
the shadow of such a tree will be required. However, future efforts will include a more diverse
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set of trees in terms of spectral and structural characteristics.
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Figure 4.8: The leaf area calculated by simulation results of the model tree.
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Experiment 1c: Estimated LAI from Simulated PAR for the Forest Site Using
Regression to Model NDVI

The comparison of simulated, forest-level LAI and NDVI, as a representative narrow-band index, was achieved via three setups with increasing spatial frequency, as discussed in Sec. 4.2.7.
Figure 4.9 shows the simulated forest LAI vs. NDVI at 5 m transect spacing (R2 = 0.92,
RMSE = 0.33), at 10 m transect spacing (R2 = 0.77, RMSE = 0.66), and at 15 m transect
spacing (R2 = 0.66, RMSE = 1.24). The linear models of LAI vs. NDVI are listed below:

LAI = 8.826 × NDVI − 1.506 (for spacing = 5 m)

(4.10)

LAI = 8.928 × NDVI − 1.566 (for spacing = 10 m)

(4.11)

LAI = 12.61 × NDVI − 2.457 (for spacing = 15 m)

(4.12)
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Figure 4.9: Leaf area index (LAI) estimates derived from simulated AccuPAR readings against the
normalized difference vegetation index (NDVI) extracted from simulated Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) images. (a) 45 PAR readings were simulated along three
transects in each 15 m × 15 m square (R2 = 0.92, RMSE = 0.33); (b) 30 PAR readings were
simulated along two transects in each 15 m × 15 m square (R2 = 0.77, RMSE = 0.66); and (c)
15 PAR readings were simulated along one transect in each 15 m × 15 m square (R2 = 0.66,
RMSE = 1.24).

4.3.4

Experiment 2a: Optimal Spacing by Comparing PAR to NDVI for the Forest
Site at Various Intervals

The 5 m transect provided solid results but came at the cost of being time-consuming for practical
collection in the field. Table 4.5 gives the t-test results for linear model comparison. The results
showed that the models were similar at an α value of 0.1 for the 10 m- and 5 m-interval, while
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they were different for the 15 m- vs. 5 m-interval. If we compare the p-values of the two tests,
we find that 0.059 is distinctly smaller than the p-value of 0.928, which also indicates that the
10 m- and 5 m-interval models have similar slopes, while the 15 m- and 5 m-interval models do
not. The linear model for the best LAI estimates (5 m-interval) could be considered as the true
model (R2 = 0.92); however, the model for the 10 m-interval is still acceptable because it is not
statistically different from the 5 m-interval model. The linear model for the 15 m-interval, on the
other hand, is not acceptable because of its statistical difference from the 5 m-interval model. The
R2 fell by approximately 15% for the 10 m-interval and the 5 m-interval scenarios; however, only
half the number of measurements were required in the case of the 10 m spacing scenario (Table
4.4). The 10 m interval, therefore, was deemed as being an appropriate sampling protocol, since
that spacing balances efficiency with accuracy and precision. The results will contribute to our
own and other studies’ efforts to better evaluate the effects of within-pixel structural variability
on coarse spatial resolution imaging spectroscopy spectra.
Table 4.5: The t-test results of comparing linear models.
Pair

4.3.5

Slope

Intercept

Model 1

Model 2

Test Statistic
(T)

Probability
(p)

Test Statistic
(T)

Probability
(p)

5 m-interval
5 m-interval

10 m-interval
15 m-interval

−0.091
−1.936

0.928
0.059

0.148
1.343

0.883
0.186

Experiment 2b: Comparing in Situ LAI Estimates to NDVI to Verify Simulated
Results

The LAI–NDVI model of optimal sampling protocol (Section 4.2.7) was confirmed via a field
effort where we collected LAI (AccuPAR LP-80) based on 10 m-interval transects in three 80 m ×
80 m plots of SJER on 5–7 October 2014 and verified results with NDVI extracted from AVIRIS-C
data (Figure 4.10). The obtained linear model was

LAI = 8.858 × NDVI − 1.725

(4.13)
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which is consistent with the simulation model (Equation (4.11)) because the t-test results of
slope comparison are T = 0.0623, p = 0.950, and the t-test results of intercept comparison
are T = 0.471, p = 0.538. Both p-values were larger than α = 0.10. When we estimated LAI
from NDVI by using the two models (Equations (4.11) and (4.13)), the RMSE between the two
groups of LAI was 0.177, which we considered a negligible difference. The obtained coefficient of
determination (R2 = 0.61) was lower than the simulation result, but was still slightly higher than
regression models reported in other papers and previous efforts, e.g., R2 = 0.53 (Turner et al.
1999) and R2 = 0.55 (Gong et al. 2003). The discrepancy in R2 values between the simulation
and field-based, actual data results was attributed to our inability to accurately simulate the true
structural variability in a natural forest, although the LAI vs. NDVI trend in both the simulation
and real scenarios matched very well. As such, it was concluded that the simulation approach
enabled us to: (i) accurately model LAI collection behavior when using a PAR sensor, such as
the AccuPAR LP-80; (ii) that the identified LAI collection protocol resulted in the best trade-off
between accuracy (and precision) and resources; and (iii) enabled us to advance the scientific
inquiry into sub-pixel structural impacts on imaging spectrometer data by clearly establishing
rules for field collection protocols.
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Figure 4.10: NDVI extracted from a real AVIRIS-C image was used to verify the in situ forest
LAI, where R2 = 0.61, RMSE = 0.34.

4.4

Conclusions

In an effort to understand the impact of sub-pixel structural variation on large-footprint imaging
spectroscopy, e.g., as obtained from the envisioned HyspIRI mission, a simulation approach
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was used to provide absolute knowledge of field-level target geometry and associated platformbased radiometry. We presented a simulation approach for measuring one structural metric
of interest, LAI, using the fractional PAR ratio approach (Norman and Jarvis 1975; AccuPAR
PAR/LAI Ceptometer Model LP-80 Operator’s Manual 2015). This approach was validated with field
data obtained from AccuPAR LP-80 measurements (R2 = 0.706 and 0.786) and subsequently
compared to LAI vs. NDVI modeling using data obtained from simulated AVIRIS-C imagery.
An appropriate sampling protocol for LAI data collection was proposed at 10 m transect spacing,
which ensured efficient data collection. We recognize that a higher density model, such as the
5 m spacing, would result in more accurate and precise LAI estimates. However, given the fact
that the 5 m model and 10 m model were similar in slope and intercept, i.e., the model form is
similar, we recommend the 10 m field sampling approach. This is due to its reduction in resource
requirements (time and money) at a limited loss in model performance. Finally, these simulation
results were validated using real in-field LAI measurements at the defined transect spacing, along
with AVIRIS-C airborne imaging spectroscopy data (R2 = 0.61). The slight discrepancy between
simulation and real results was attributed to our inherent inability to truly mimic the structural
variability present in nature, although we did conclude that trends between the two approaches
were similar as far as regression results were concerned.
We further concluded that (i) an in-field PAR sensor can be simulated in the DIRSIG model
and (ii) a Ceptometer, like the AccuPAR LP-80, is suitable to collect the LAI of an open forest
(LAI < 3–5), when an appropriate sampling protocol is selected. Recommendations for future
efforts include (i) simulating the PAR sensor in other virtual scenes, such as a dense forest scene
and (ii) determining the capability of the Ceptometer and a befitting protocol for a dense forest
scene (LAI > 3–5).

Chapter 5

A simulation approach to assessing
sub-pixel vegetation structure effected
on global imaging spectroscopy
Consistent and scalable estimation of vegetation structural parameters from imaging spectroscopy
is essential to remote sensing for ecosystem studies, with applications to a wide range of biophysical assessments. To support these efforts, NASA’s proposed imaging spectrometer, the
Hyperspectral Infrared Imager (HyspIRI), will measure radiance from 380-2500 nm in 10 nm
contiguous bands with a 60 m ground sample distance (GSD). The historic foci of spectrometers
have been foliar/canopy biochemistry and species classification; however, given the relatively
large GSD, there is uncertainty as to the effects of sub-pixel vegetation structure on observed radiance. This research therefore evaluates linkages between within-pixel vegetation structure and
imaging spectroscopy signals at the pixel-level. Specifically, we assess the impact of within-pixel
canopy cover and tree positioning/distribution on large-footprint spectral radiances.
A virtual forest scene was constructed, corresponding to the actual vegetation structure of the
National Ecological Observatory Network (NEON) Pacific Southwest domain site (Fresno, CA).
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The scene was used to simulate anticipated HyspIRI data (60m GSD) using the Digital Imaging
and Remote Sensing Image Generation (DIRSIG) model, a physics-driven, synthetic image generation model. The virtual scene and DIRSIG model were first validated using overflown Airborne
Visible / Infrared Imaging Spectrometer (AVIRIS-C) and NEON’s imaging spectrometer (NIS).
Variations of the baseline virtual forest scene were then instantiated by independently varying
within-pixel structural variables, to assess the effects of (i) tree canopy cover, (ii) position, and
(iii) distribution, in order to assess their anticipated impact on large-footprint spectroscopy, e.g.,
HyspIRI.
Results indicate that HyspIRI is sensitive to sub-pixel vegetation structural variation in the
visible to short-wavelength infrared spectrum due to vegetation structural changes. This has
implications for improving the system’s suitability for consistent global vegetation structural
assessments by adapting calibration strategies to account for this sub-pixel variation 1 .

5.1

Introduction

As part of a National Aeronautics and Space Administration (NASA)’s decadal survey strategy,
planning for the Hyperspectral Infrared Imager (HyspIRI) mission is currently underway towards
addressing key science questions related to the world’s ecosystems (Green et al. 2006; Hook et al.
2014). Preparatory work has been ongoing to provide antecedent science data on the anticipated
HyspIRI mission and associated science products. Specifically, we investigated the impact of subpixel structural variation on the assessment of vegetation structure via imaging spectroscopy.
In the remote sensing domain, there is a long history of using spectral information to assess
vegetation structure. Early work estimated leaf area index (LAI) using broad-band indices, such
as the normalized difference vegetation index (NDVI), from remotely sensed multispectral data
(Rouse Jr et al. 1974; Tucker 1979; Turner et al. 1999). Later, narrow-band hyperspectral data
(or, imaging spectroscopy) were used to estimate LAI, with improved accuracy: Gong et al. (2003)
1. Excerpts of this chapter will be submitted to IEEE TGRS (Yao et al. 2017).
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estimated LAI using 12 narrow-band vegetation indices (VIs) and all possible two-band index
combinations over the 430-2330 nm spectrum with R2 increasing from 0.50 to 0.75.
Since imaging spectroscopy provides finer spectral resolution data, but at a coarser ground
sample distance (GSD), there is uncertainty as to the effect of sub-pixel structure on imaging
spectroscopy signals, and in particular, vegetation indices (Asner et al. 2003; Chambers et al.
2007; Kokaly et al. 2009). For example, Asner et al. (2003) found a strong correlation between
the sub-pixel fractional green and senescent vegetation constituents and texture analysis variance results. However, the spectral complexity of pixels with mixed vegetation and soil was a
challenge for assessment of sub-pixel vegetation structure from the in situ data directly (Chambers et al. 2007). In other words, the point spread function (PSF) or other system parameters
may nonlinearly impact observed radiance signals, especially when the GSD is large relative to
within-pixel structural heterogeneity. In light of these challenges, a simulation approach is proposed to constrain the investigation, by isolating the dependent variables and eliminating the
effects of others (e.g., atmosphere, clouds, ecological variables, system parameters) by keeping
them constant. The dependent variables (canopy cover, tree position, and tree distribution) were
quantified at the pixel-level, and then adjusted using the one-factor-at-a-time method, in order
to assess their impact on observed pixel-level spectra. Such results have implications not only
for how we approach ecosystem structural assessment when using imaging spectrometers, but
also could lead to improved calibration of such estimates given a priori knowledge of ecosystem
structural variability.

5.2

Methods

An imaging spectrometer records a signal, s [digital number (DN)] based on the at-pixel radiance. The at-pixel radiance is aggregated from various solar energy paths, including upwelling
radiance, downwelling radiance, and, of course, the radiance reflected towards pixel by the scene
within its field of view (FOV). The reflected at-pixel radiance depends on the optical properties
of all individual components of the scene within the FOV, such as the Bidirectional Reflectance
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Distribution Function (BRDF), absorbance, and transmittance of the leaves, bark, and grass, in
addition to the spatial organization of the each component thereof. Collectively, these physical
properties are governed by more readily-inventoried ecological variables, such as canopy cover
c, tree positioning l, and tree distribution d within a pixel’s FOV. For a single pixel, the spectrometer’s output radiance signal, s, is then denoted by a function, H {·}, of the aforementioned
spatially-varying ecological variables, {c, l, d}, among others:
s = H {c, l, d, · · · }

(5.1)

Note that other variables besides those under investigation (denoted with · · · ), are consolidated in the equation above for clarity. The recorded signal, s, is then converted to radiance
by applying appropriate sensor bias and gains, and then calibrated to reflectance values using a
variety of empirical or modeling methods (Conel et al. 1987; Gao et al. 2009). In the real world all
these structural inputs (c, l, d), and a myriad of others (· · · ), covary spatially, making a sensitivity
analysis of individual effects on reflectance signals challenging. The ability to tune one variable,
while keeping the others constant, provides significant scientific value and offers an opportunity
to gain insight into the effects of scene structure on reflectance changes. The Digital Imaging
and Remote Sensing Image Generation (DIRSIG) model offers such an opportunity. The DIRSIG
model is a physics-driven synthetic image generation model developed by the Digital Imaging
and Remote Sensing Laboratory at Rochester Institute of Technology (RIT). The model has the
ability to produce passive single-band, multi-spectral, or hyper-spectral imagery from the visible
through the thermal infrared region of the electromagnetic spectrum. The model can be used to
test image system designs, to create test imagery for evaluating image exploitation algorithms,
and for creating data for training image analysts (Gartley et al. 2010; Ientilucci et al. 1998; Schott
et al. 1992, 1999). By using DIRSIG to simulate a spectrometer’s measured radiance, for a given
scene and collection geometry, the sub-pixel structural variables can be investigated one-by-one
to understand the phenomenology linking the physical world and its observation.
A DIRSIG virtual scene consists of 3D geometry objects and optical properties of materials. A
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virtual scene was first constructed, corresponding to the actual vegetation structure of our study
area. The DIRSIG model was employed to simulate the two spectrometers: HyspIRI and the
Classic Airborne Visible and Infrared Imaging Spectrometer (AVIRIS-C) (Green et al. 1998). The
simulated AVIRIS-C data were used to verify the simulation parameters and the parameters of
virtual scenes via comparing simulated spectral radiance to real AVIRIS-C radiance data collected
over the study area during the 2013 HyspIRI Preparatory Airborne Campaign. Three iterations of
virtual scenes were constructed, with only one structural variable varied in each simulation set.
The simulated HyspIRI spectroscopy signals subsequently were generated by DIRSIG to assess
the impact of such sub-pixel vegetation structure variability on pixel-level spectra.

5.2.1

Study area

The study area for the project follows the sampling strategies of the National Ecological Observatory Network (NEON). NEON’s primary goals are to observe land cover, vegetation structure,
invasive plant species, biochemical and biophysical properties, and ecosystem function across
various eco-climatic zones across the USA (Kampe et al. 2013). As such, they have set up a core
and relocatable field site for each of 20 eco-climatic domains within the United States. Within
each core and relocatable field site, their Airborne Observation Platform (AOP) team has selected
20 primary AOP validation plots and 20 secondary AOP validation plots (each 20 × 20 m) where
rigorous field sampling is performed.
Our study area is within the Pacific Southwest Domain (D17; Figure 5.1), specifically, within
the one core site: San Joaquin Experimental Range (SJER) (37◦ 6’ 43.77” N, 119◦ 44’ 11.85” W)
and a relocatable site: Soaproot Saddle (SOAP) (37◦ 1’ 43.14” N, 119◦ 15’ 0.79” W). Field data
were collected from the SJER and the SOAP sites during June 9-21, 2013. The SJER site is an
oak savanna site (approximately 1821 ha, see inset in Figure 5.1). The dominating species are
blue oak (Quercus douglasii), interior live oak (Quercus wislizeni), and grey pine (Pinus sabiniana)
(Kampe et al. 2013). The SOAP site (approximately 582 ha, see inset in Figure 5.1) is a softwood
forest, dominated by ponderosa pine (Pinus ponderosa) and incense cedar (Calocedrus decurrens)
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(Kampe et al. 2013).

Figure 5.1: The NEON Pacific Southwest domain (D17) is located in central California, USA.
Our work focuses on the core site, San Joaquin Experiment Range (SJER), and a relocatable site,
Soaproot Saddle (SOAP). SJER is an oak savanna, whereas SOAP is a coniferous forest. Blue
balloons show the locations of four weather stations - OAK (Oakland, CA), EDW (Edwards AFB,
CA), REV (Reno, NV), and VEF (Las Vegas, NV) - where radiosonde data were collected.

5.2.2

Field and airborne data

Field and Airborne data were provided in collaboration with NEON. The NEON team assessed
species composition and performed structural inventory, including stem maps, in the center
40 × 40 m area at each primary plot at the core site (20 × 20 m area at each primary plot in the
relocatable sites) in the summer of 2013. In addition, they also sampled the spectral reflectance
of dominant plant species and soil/ground surfaces using an Analytical Spectral Devices (ASD)
Fieldspec-3 portable field spectrometer (350-2500 nm). The RIT field team and collaborators
selected 12 plots in SJER and 8 plots in SOAP, among the total 40 primary plots, for validation
purposes of our simulation approach. Terrestrial light detection and ranging (LiDAR) data, LAI
measurements, and hemispherical photographs were collected in an enlarged 80 × 80 m area
of the 20 selected plots; we chose an area of 80 × 80 m in order to ensure that our 30 × 30 m
and 60 × 60 m HyspIRI simulations were fully encapsulated within the site dimensions without
inducing edge effects. For reference, the plot IDs (See Kampe et al. (2013)) of the 12 selected plots
from SJER are 4, 8, 36, 37, 112, 116, 117, 192, 361, 824, 916, and 952. The plots IDs of the eight

5.2. METHODS

72

selected plots from SOAP are 43, 63, 95, 143, 299, 331, 555, and 1611. Subsequently we will refer
to individual plots by prefixing the plot ID with the site abbreviation, e.g., “SJER116”. The field
data from SJER116 were used to constructed the virtual scene. The field data from the remaining
plots will be used in a follow-up study.
Additionally, coincident imaging spectroscopy data from both the NASA AVIRIS-C instrument and NEON imaging spectrometer (NIS) were used to (i) verify the virtual scenes, and (ii)
validate the DIRSIG model. The NIS was flown onboard a DeHavilland DHC-6 Twin Otter aircraft, providing 1-m GSD imaging spectroscopy data (Kampe et al. 2013). These high-resolution
data were used for visually verifying the virtual scenes. The AVIRIS-C instrument was flown
onboard an ER-2 aircraft to provide large area, coarse spatial resolution imagery (≈ 15m GSD),
indicative of the planned HyspIRI mission. These data were used to simulate anticipated HyspIRI
data via downsampling from approximately 18 m to the 60 m proposed HyspIRI spatial resolutions, and also to verify the DIRSIG simulation parameters and settings. The airborne data are
listed in Table 5.1.
Table 5.1: A summary of the imaging spectroscopy data used in this study.

Date/time
6/12/2013 11:00 PDT
6/13/2013 14:01 PDT

GSD
(m)
14.8
1.0

Covered area

Type

Whole SJER
SJER116

AVIRIS-C
NIS

Spectral
range
400-2500 nm
380-2510 nm

Spectral
sampling
10 nm
6 nm

An Optech Gemini small-footprint waveform-recording LiDAR also was operated onboard
NEON’s aircraft (Kampe et al. 2013). The Digital Surface Model (DSM) (first return interpolation) and the Digital Terrain Model (DTM) (ground return interpolation) were derived from
airborne LiDAR data by NEON. Additionally, the Digital Height Model (DHM) was calculated
by subtracting the DTM from the DSM. These LiDAR-based data sets were used for constructing
the virtual scenes.
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Virtual scenes

The SJER116 plot was selected as the baseline virtual scene for subsequent analyses of the impact
of vegetation structural parameters on observed spectral radiance because it presented the typical
environment in the SJER. The figure 4.3 presents a sideview of the virtual scene of the SJER116
plot.
Figure 5.2 shows a nadir view of the virtual SJER116 scene. The spatial extent is 180 × 180 m,
corresponding to 3 × 3 HyspIRI pixels (60 m GSD) or 12 × 12 AVIRIS-C pixels (15 m GSD).
The terrain model was created from the DTM and tree models were created using OnyxTREE
7.0 (Onyx Computing, Inc.). We noticed that OnyxTREE tends to create abnormally high LAI
tree models for an ingratiating appearance, therefore we reduced the number of branches and
leaves of tree models in OnyxTREE. The LAI of tree models was then carefully checked with
in-field LAI measurements (AccuPAR LP-80) and NDVI extracted from AVIRIS-C data (Yao et al.
2016a). The stem map was generated from terrestrial LiDAR data. The center 80 × 80 m area
corresponds to the actual vegetation structure of our study area. Black and white (Lambertian)
panels, with reflectance equal to zero or one, respectively, across the entire spectral range, were
placed at the corners. The two panels in east (right hand) side were used as the reference objects
for atmospheric compensation via the empirical line method (ELM) (Conel et al. 1987). The other
two panels were used to validate atmospheric compensation results. The optical properties of
ground, leaves, bark, and grass were derived from the NEON AOP team’s measurements. From
this baseline scene, multiple variations were subsequently constructed to support experiments
2-4, i.e., by independently varying tree canopy cover (Experiment 2), tree location (Experiment
3), and tree distribution (Experiment 4) to assess the impact on large-footprint spectral radiances.
Details will be provided in Section 5.2.6.
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Figure 5.2: The spatial extent of the virtual scene is 180 × 180 m, which nominally corresponds to
3 × 3 HyspIRI pixels (60m GSD, red grid) or 12 × 12 AVIRIS-C pixels (15m GSD, cyan grid). The
center 80 × 80 m area (boxed) corresponds to the actual vegetation structure of our study area.
Two black panels and two white panels were placed at the corners and used as reference objects
for empirical line method (ELM) atmospheric compensation. The roman numerals labeled the
center four pixels that were used to validate the simulation configurations by comparing to the
real AVIRIS-C data.

5.2.4

DIRSIG Simulations

The DIRSIG simulation parameters were chosen according to the AVIRIS-C and HyspIRI specifications. Key settings are listed in Table 5.2.
Table 5.2: DIRSIG simulation key settings for AVIRIS-C and HyspIRI simulations
Simulated
sensor
AVIRIS-C
HyspIRI

Flying
height
20 km
600 km

GSD
(m)
15.0
60.0

Number
of bands
224
224

Spectral
range
400-2500 nm
400-2500 nm

Spectral
sampling
10 nm
10 nm

Sub-pixel
sampling grid
10 × 10
100 × 100

Downwelling radiance and atmospheric optical properties were simulated via MODTRAN4
(Berk et al. 1999). The multiple scattering with the ISAAC 2-stream model was enabled, and
the Mid-Latitude Summer model and RURAL aerosols, with a default visibility of 23 km, were
selected. Aside from the built-in Mid-Latitude Summer (MLS) atmospheric model, radiosonde
data collected from nearby observing stations also were integrated into MODTRAN’s card decks.
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These settings (Table 5.3) were selected to reproduce the same atmospheric conditions present
for our study area at the time of the airborne data collection.
Table 5.3: MODTRAN key settings for AVIRIS-C and HyspIRI simulations
Description
Select the Mid-Latitude Summer model (MLS)
Enable multiple scattering
Select ISAAC 2-stream model
Select RURAL extinction

5.2.5

Variable
MODEL
IMULT
DIS
IHAZE

Value
2
+1
F
1

Pre-processing

Pre-processing was necessary to condition raw DIRSIG output for the large-footprint structurespectral analyses in this study. First, spatial downsampling was necessary to account for DIRSIG’s
highly-subsampled (100 × 100 sub-pixel sampling) output. In other words, there were 10,000
samples in each simulated pixel to ensure detailed within-pixel spectral sampling. After the
simulation, the (subsampled) DIRSIG output was convolved with a 2D Gaussian PSF (Figure
3.15) to simulate the effect of the optical system of HyspIRI’s visible shortwave infrared (VSWIR)
spectrometer. The full width at half maximum (FWHM) of the PSF was set equal to the ground
instantaneous field of view (GIFOV) of the HyspIRI sensor (60 m), which was suggested by the
NASA Jet Propulsion Laboratory (JPL) team (pers. comm.).
Second, atmospheric compensation was necessary to transform DIRSIG’s output radiance
data into the more tractable reflectance measurements . Previous studies have indicated that the
performance of a typical spectral analysis algorithm, applied to reflectance data, is better than
the same algorithm applied to radiance data (Green et al. 1993; Sanders et al. 2001). We applied
the ELM to the simulated radiance data to generate reflectance data using the white and black
panels referred to in Figure 5.2. The reflectances of white and black panels were set to 1.0 and
0.0, respectively, across the spectral range. The two panels to the east (right-hand side) were used
as the reference spectra and two panels to the west (left-hand side; see Figure 5.2) were used to
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verify the atmospheric compensation results. However, an atmospheric compensation algorithm
is not ideally suited to the real data, since (i) there are specific assumptions in such algorithms,
which could introduce errors (Schott 2007); and (ii) the radiance data immediately were available,
while reflectance data required additional processing by the NASA Airborne Visible and Infrared
Imaging Spectrometer (AVIRIS) team. Hence, we applied subsequent analyses to both radiance
and reflectance data to address these concerns.

5.2.6

Experiment design

Virtual Scene and DIRSIG Model Validation

First, the geometric and spectral fidelity (i.e., material properties) of the virtual scene were verified by comparing 1 m GSD imagery collected by the NIS instrument over the SJER116 study site
to 1 m GSD synthetic imagery generated over the virtual SJER116 scene.
Second, several configurable DIRSIG parameters, e.g., atmospheric conditions, were optimized to ensure that the simulated data approximated the real AVIRIS-C data as closely as
possible. For example, there were multiple atmospheric models, including both the built-in MLS
MODTRAN model, and a custom atmospheric model derived from in-situ radiosonde data collected from the observing stations near our study area. The radiosonde data were collected from
the following stations: OAK (Oakland, CA), EDW (Edwards AFB, CA), REV (Reno, NV), and
VEF (Las Vegas, NV) (see Figure 5.1). The radiosonde data provided pressure, temperature, and
water vapor measurements from ground-level to around 30 km elevation. Figure 5.3 shows these
measurements and the same variables from the MLS model. The plots show that the MLS model
had very similar values of pressure and temperature to the radiosonde data, but not for water
vapor. A series of simulations were run, based on different atmospheric models to determine
the best configuration, and the results were compared against real AVIRIS-C imagery. This allowed us to validate the DIRSIG model as follows (M. Wang et al. 2016). The Pearson correlation
coefficient, R, was calculated to quantify the similarity of the real spectra, x, and the synthetic
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spectra, y, where i is the wavelength index, and N is the number of bands. An R value was
calculated using spectra obtained from both atmospheric models (Lee Rodgers and Nicewander
1988; Pearson 1895).
R= p

∑in=1 ( xi − x̄ )(yi − ȳ)
p
∑in=1 ( xi − x̄ )2 ∑in=1 (yi − ȳ)2

(5.2)

The atmospheric model which had the highest R value were chosen as the optimal settings and
used in subsequent experiments. Three experiments were designed for the purpose of assessing the impact of within-pixel structural variability on large-footprint pixel-level spectra. Each
experiment contained a series of DIRSIG simulations in which the structural parameter under
investigation was adjusted, while all other variables were held constant.

60

40

MLS
EDW
OAK
REV
VEF

80
Altitude (km)

Altitude (km)

80

20

0

100

100
MLS
EDW
OAK
REV
VEF

60

40

100
102
Pressure (mb)

(a)

0

60

40

20

20

10−2

MLS
EDW
OAK
REV
VEF

80
Altitude (km)

100

200

250

Temp. (K)

(b)

300

0
10−11

10−5

101

Water Vapor (g/m3 )

(c)

Figure 5.3: Atmospheric profile data for radiosondes at OAK (Oakland, CA), EDW (Edwards
AFB, CA), REV (Reno, NV), and VEF (Las Vegas, NV) and the default atmospheric profiles for
the MODTRAN Mid-Latitude-Summer (MLS) model: (a) Pressure, (b) Temperature, and (c) water
vapor.

Experiment 1: Forest canopy cover

The first experiment assessed the impact of canopy cover on observed pixel-level spectral radiance signals for the anticipated HyspIRI mission. Variations of the baseline SJER116 scene were
generated, in which the canopy cover percentage was adjusted while keeping all other variables
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constant. Tree canopy cover refers to the horizontal proportion of land area covered by tree crowns
(unit-less). Although vertical structure, e.g., leaf angle distributions, leaf clumping, etc. have a
significant impact on canopy-level reflectance (Garbulsky et al. 2011), we assumed that these
kinds of variability were inherent in our OnyxTree models, and we did not vary such parameters, in order to constrain the investigation. Multiple instances of tree models were placed across
the terrain using a uniform random distribution with varying density, d, where d is related to
the mean distance between tree canopies. For example, when d = 0.1, the mean distance between canopies was approximately equal to 20 m, and when d = 1.0 the mean distance between
canopies was approximately equal to -1 m (negative distance means that two crowns overlapped).
Ten density levels (0.1 to 1.0, with a 0.1 interval) were selected (Figure 5.4). Grid lines correspond
to HyspIRI pixel boundaries. Note that only spectral radiance for the center (red) pixel was measured; the perimeter pixels were added as a buffer to avoid edge effects due to a large system PSF
(See Figure 3.15). The tree models were redrawn 20 times for each of 10 density levels to account
for variability among individual tree models, resulting in a total of 200 scenes and simulation
runs.
A suitable VI was then calculated to quantify the changes in the spectra of the center pixel.
Although the NDVI (Rouse Jr et al. 1974) is commonly used for vegetation structural assessment,
it has well-published drawbacks, such as saturation effects at high biomass and/or LAI levels
(Lüdeke et al. 1991; Q. Wang et al. 2005). We therefore opted to calculate VIs from all possible
normalized two-band combinations to identify the best combination (Gong et al. 2003; Cho et al.
2009). This was considered a “data mining” approach, where

V Iρ =

ρ( Band1) − ρ( Band2)
ρ( Band1) + ρ( Band2)

(5.3)

The same calculation was also applied to the simulated radiance data, due to the aforementioned
limitations of reflectance data, to obtain V IL :

V IL =

L( Band1) − L( Band2)
L( Band1) + L( Band2)

(5.4)
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Figure 5.4: Selection of four virtual scenes with density levels at (a) d = 0.1, (b) d = 0.4, (c)
d = 0.7, (d) d = 1.0. Black grid lines correspond to HyspIRI pixel boundaries. Only center (red)
pixel is used in these analyses.

Experiment 2: Tree position

The second experiment assessed the impact of tree position on observed pixel-level spectral
radiance signals for the anticipated HyspIRI mission. Variations of the baseline SJER116 scene
were generated, in which the position of a single tree was adjusted while keeping all other
variables constant. An instance of a tree model was iteratively moved across the scene, along
a transect radially outward from the center of the center pixel towards the edge of the scene.
A single transect was sufficient because of the assumed circular symmetry of the PSF (Figure
3.15). 7 tree positions (0 m to 60 m, with a 10 m interval) were selected (Figure 5.5). We assessed
the impact of tree position on pixel level spectra by computing the spectral angle between the
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reference spectral reflectance (empty scene without tree) and the test spectral reflectance (tree
positioned off-center). The spectral angle method (Kruse et al. 1993) was used to compare the a
reference spectra x, and a test spectra, y by computing an angle, θ.

θ = cos

−1



x·y
kxkkyk


(5.5)

Note that the crown width (diameter) of the tree model was 16.7 m, which is large compared
to the inventory statistics for the SJER116 baseline site (mean crown width = 10.14 m, standard
deviation = 4.14 m, and N = 36 trees). Even though we selected a large tree in this experiment in
order to maximize the impact on resulting spectral outputs, i.e., a tree crown diameter at almost
2σ, the changes between the simulated spectra were still not notable, i.e., the Pearson correlation
coefficient, R, was greater than 0.95.

Experiment 3: Tree cluster distributions

The third experiment assessed the impact of tree cluster distributions on observed pixel-level
spectral radiance signals for the anticipated HyspIRI mission. Variations of the baseline SJER116
scene were generated, in which various clusters of trees were moved throughout the scene, while
keeping all other variables constant. In other words, we hypothesized that the observed spectral
radiance for two forest sites may be different due solely to the within-pixel location/distribution
of their trees, even though both sites may have the same canopy cover.
Nine groups of virtual scenes were constructed for this experiment. All virtual scenes from
each group contained the same number of trees, where the number of trees in the scene was
designated by the group number (1-9), e.g., there were three trees per scene for group 3. A
total of 13 configurations per group were designed, as shown in Figure 5.6. In the reference
scene, trees were evenly distributed across the entire pixel (Figure 5.6[a]). Subsequent iterations
condensed these trees (i) towards the pixel center (Figure 5.6[b-d]); (ii) towards the pixel corner
(Figure 5.6[e-g]); (iii) horizontally in a column towards the center of the pixel (Figure 5.6[hj]); and (iv) horizontally in a column towards the edge of the pixel (Figure 5.6[k-m]). Eleven
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Figure 5.5: Selection of four virtual scenes of a single tree located at ( x, y) (a) (0 m, 0 m), (b) (20
m, 0 m), (c) (40 m, 0 m), and (d) (60 m, 0 m).

randomizations of the virtual scenes were constructed by randomly placing trees in the desired
areas and configurations. The total number of virtual scenes designed in this experiment was:
9 groups × 13 configurations × 11 randomizations = 1287 scenes.
The same VI extraction algorithm, used in Experiment 2, was applied in this case, along
with a partial least-square (partial least squares (PLS)) regression approach (Svante Wold et al.
1984; Geladi and Kowalski 1986; Li et al. 2014). Several previous studies employed PLS to
construct linear regression models between imaging spectroscopy data and vegetation structural
parameters, e.g., tree diameter at breast height (DBH), forest density, and biomass (Kooistra et al.
2006; Cho et al. 2009) or canopy foliar chemical traits, e.g., nitrogen, carbon, and fiber constituents
(Coops et al. 2003; Deel et al. 2012; Singh et al. 2015). The stepwise variable selection approach
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was included in this experiment as a contrast to the PLS approach (Martens and Naes 1992).
Two-fold cross-validation was used to examine the models, especially to test if the models
were over-fitted, which is a potential issue of multivariate linear regression (MLR), including
PLS and stepwise regression (Seber and Lee 2012). Eight scene sets (936 samples) were used to
train the models, and three scene sets (351 samples) were used to test models.
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Figure 5.6: The virtual scenes with the same canopy cover, but with different distributions within
the center pixel: (a) Trees were spread evenly across the whole pixel; (b)-(d); Tree distributions
were made increasingly denser towards the pixel center; (e)-(g) Tree distributions were made
increasingly denser towards the top-right (northeast) pixel corner; (h)-(j) Tree distributions were
made more linearly compact in the vertical direction, towards the pixel center; and (k)-(m) Tree
distributions were made more linearly compact in the vertical direction, towards the right (eastern) pixel edge.
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Results
Validating the model and virtual scene

Figure 5.7 compares the real NIS image for SJER116 and the DIRSIG-simulated NIS image obtained for the virtual scene. Note there are some minor differences between real and simulated
NIS data, e.g., the small trees (crown diameter < 2 m) were ignored. However, these differences
were within the error tolerance for simulation of a pixel at 30-60 m GSD.
Figure 5.8 compares the at-sensor spectral radiance for both real and simulated imagery, for
the four center AVIRIS-C pixels (15 m GSD) of SJER116, as shown in Figure 5.2. Simulated
spectral radiances are shown for the various atmospheric models; this was used to determine
optimal DIRSIG configuration parameters, e.g., atmospheric conditions. Visually, the simulated
AVIRIS-C data have a similar appearance to the real AVIRIS-C data for all atmospheric models.
The Pearson correlation coefficient (R value) was used to quantify this similarity (See Table 5.4
for results), and was used to choose optimal The main differences appeared in the water vapor
absorption bands, namely 935 nm and 1130 nm. This discrepancy could be explained by inconsistencies in the water vapor profiles among the various atmospheric models used (see Figure
5.3(c)). We found that the built-in MODTRAN MLS model provided the best results, i.e., highest correlation to real AVIRIS-C data, which was expected, since there were no radiosonde data
available in our study area, with the closest observation stations (EDW and OAK) located about
250 km away. These results allowed us to (i) verify the DIRSIG model, and (ii) to choose optimal
parameters where applicable, e.g., atmospheric conditions. However, the EDW-based inputs performed the best and the OAK-based inputs the worst in the four sets of radiosonde data, even
though they were almost at the same distance from the study area. One possible reason is that
OAK is closer to the ocean, while the other stations are located inland. That implies that the
distance-from-study-area is not the most important consideration when selecting a suitable radiosonde data observation station, but rather the similarity in climates. We used the MLS model
in all the subsequent experiments.
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(a)

(b)

Figure 5.7: Comparison of the (a) real NIS data and (b) DIRSIG-simulated NIS data for SJER116
(true RGB image shown; R: 0.65 µm; G: 0.55 µm; B: 0.45 µm).
Table 5.4: The Pearson correlation coefficients (R values) between real AVIRIS-C data and simulated spectral radiance for the center four pixels (See Figure 5.2). Various atmospheric profiles
were evaluated, with superior results obtained from the generic Mid-Latitude Summer (MLS)
model over radiosonde data.
Pixel label
I
II
III
IV

5.3.2

MLS
0.992
0.990
0.991
0.992

EDW
0.986
0.983
0.983
0.990

OAK
0.952
0.949
0.948
0.960

REV
0.977
0.975
0.974
0.983

VEF
0.970
0.968
0.967
0.976

Experiment 1: Forest canopy cover

Figure 5.9 shows the simulated HyspIRI reflectance spectra of the center pixel (See Figure 5.4)
for scenes with varying canopy cover. The results indicated visual differences in the blue and red
spectral regions, due to pigment concentration/density changes, as well as the short-wavelength
infrared region, due to water content variation (Karp 2009; Kumar et al. 2001; Sadava et al. 2009).
In other words, canopy cover is shown to have an impact on observed spectral radiance/reflectance signals. We quantified this impact by demonstrating correlation between NDVI and
canopy cover. The NDVI was first calculated from the simulated HyspIRI data, from which regression models between NDVI and canopy cover were established to predict the canopy cover
from spectroscopy. Figure 5.10 shows the linear regression models between NDVI and canopy
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Figure 5.8: The real (AVIRIS-C) and simulated (MLS, EDW, OAK, REV, VEF) sensor-reaching
radiance data for SJER116, for the four center pixels labeled as (I) – (IV).

cover. The models resulted in a high coefficient of determination, R2 = 0.99. The implication is
that the NDVI has a strong linear relationship to the forest canopy cover.
Given the known limitations of NDVI, we additionally calculated VIs for all possible twoband combinations (see Eqn. 5.3) in order to find the spectral range that best characterizes canopy
cover changes. The coefficients of determination, R2 , of the VI vs. canopy cover regression
models are shown in a 2D heat map in Figure 5.11, for both reflectance data V Iρ and radiance
data V IL . The coefficients of determination, R2 , of the VI vs. canopy cover regression models
are shown in a 2D heat map in Figure 5.11, for both reflectance data V Iρ and radiance data
V IL . The optimal band combinations and R2 values are listed in Table 5.5. This enabled us to
identify the two-band combinations which provided the best estimate of canopy cover, namely
the near-infrared and red spectral regions for both reflectance and radiance data. Again, this
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Figure 5.9: The simulated (a) reflectance, and (b) radiance of the center pixel for varying canopy
cover (CC) simulations:

is not all that unexpected, given that these spectral ranges underpin the theory behind NDVI;
however, this result does bode well for identifying additional/alternative indices that may be
more robust against high LAI or other structural parameter values. These results indicated that
the combination of shortwave-infrared and red (for reflectance data) or blue (for radiance data)
could be used as optimal vegetation indices for a large-footprint system, e.g., HyspIRI, to reliably
quantify the canopy cover, while remaining robust against a high variability in within-pixel forest
structure.
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Figure 5.10: The linear regression models between NDVI and canopy cover, where R2 = 0.989
and RMSE = 0.0175(m2 /m2 ).
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Figure 5.11: Heat maps of the coefficient of determination (R2 ) values between canopy cover and
all possible two-band VIs, obtained from both (a) reflectance data, V Iρ , and (b) radiance data,
V IL .

5.3.3

Experiment 2: Tree position

Figure 5.12 shows the simulation results obtained from moving a single tree from the pixel-center,
iteratively, towards the pixel-edge. Changing the position of the tree resulted in relatively minor
reflectance/radiance changes throughout the wavelength range. The R-value between the most
different reflectance spectra (tree at [0,0] and tree at [60, 0]) was 0.99. Even though the modeled
tree was large relative to the sampled trees at SJER116 (crown area = 220m2 ), its canopy was still
relatively small compared to the area of single HyspIRI pixel (60 × 60 = 3600m2 ), filling just 6.1%.
Nevertheless, the minor spectral differences indicated that a tree’s location within a pixel does
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Table 5.5: The three best two-band combinations for modeling canopy cover from VI, for both
reflectance (ρ) and radiance (L).
Model
V Iρ vs. Canopy cover

V IL vs. Canopy cover

Wavelength (nm)
Band1
Band2
1343
705
1333
705
1343
580
1343
628
1333
705
1323
705

R2
0.99
0.99
0.99
0.99
0.99
0.99

affect the pixel-level spectral signal. This likely can be modeled primarily as a function of the
tree’s location within the pixel and the system’s PSF, but it still begs the question of whether such
small differences in pixel-level spectra can (i) be detected and (ii) corrected for when performing
ecosystem structural assessments.
This potential tree-PSF interaction was assessed in an additional step, since the modeled
tree was moved across the entire virtual terrain within the simulated pixel. The spectral angle
was computed for the center pixel, between observed spectral reflectances for an empty terrain
(no tree) and for various scene instantiations in which the tree moved across the pixel (x, y
locations). These results were plotted in a heat map in Figure 5.13. We found that the result
was not dissimilar to a 2D Gaussian function, which was similar to the PSF used to simulate the
optical system. This finding corroborated that the impact of a tree’s position was mainly due
to its weight on the pixel-level radiance via the PSF. Note that the values of the spectral angles
were quite small (maximum of 0.65). We contend that such small changes would be difficult to
detect from real data. In other words, it will be challenging to assess the interaction between
minute spatial variability and a systems’s PSF, especially without any a priori information about
within-pixel tree locations. However, in the third experiment we moved clusters of trees across
throughout the pixel’s FOV, in order to assess structural impacts on pixel-level spectra for larger
aggregate objects. We hypothesized that the changes between spectra would be amplified if
multiple trees were incorporated in the analysis, due to the increased fill factor of the aggregate
tree canopies within the pixel FOV.
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Figure 5.12: The simulated (a) reflectance, and (b) radiance spectra of the center pixel when a
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tree was moved from (0, 0) to (60, 0) (See Figure 5.5).
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Figure 5.14 shows the spectral reflectance (Figure 5.14a) and radiance (Figure 5.14b) for the center
pixel, obtained by simulation for each of the 13 clustering distributions, shown in Figure 5.6. The
spectra in Figure 5.14 exhibited a wider variation than that for a single tree (Figure 5.12), which
was as expected, given the greater fill factor of a cluster of trees. Although the magnitude of
the impact on spectral radiance/reflectance due to changing the position of a clusters of trees
was larger than that for a single tree, the overall trends were relatively consistent. These results
bode well for our ability to (i) apply a robust index, linked to forest structure, across a range
of within-pixel structural distributions and, (ii) apply a relatively coarse GSD (30-60 m) imaging
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Figure 5.13: The plot of spectral angles when the tree was displaced from the origin within the
pixel. Note the similarity to a system’s PSF (see Figure 3.15).

spectrometer for global ecosystem structural assessment, with successful application beyond the
more traditional species classification and biochemistry applications for such a sensor. These
points are illustrated via the linear regression model between NDVI and canopy cover (Figure
5.15), in an effort to assess the impact of tree cluster position on the imaging spectroscopy pixellevel data. We did observe, when compared to Figure 5.10 (within-pixel tree position), more
variability in the relationship between canopy cover and NDVI (within-pixel cluster position).
The coefficient of determination (R2 ) heat map (Figure 5.16), exhibits the same pattern as in
Figure 5.11, but the R2 values are lower. This was attributed to the tree cluster distribution and
the increase in spectral/structural variability, while the trees were more uniformly distributed in
the terrain in Experiment 2. We therefore concluded that a simple-form VI of two bands cannot
model the effect of tree position within a pixel, but by extension that such a VI could, in theory,
be relatively robust against within-pixel positional changes related to forest structural variability.
The PLS regression was applied to the simulation results to evaluate whether we could further constrain the model variability, i.e., beyond the standard, non-transformed linear regression
model. The root mean square error of cross-validation (RMSECV) was used to determine the
initial estimate for the number of latent variables, or the inherent data dimensionality, (akin to
Eigenvalues for a principal component analysis). The RMSECV dropped rapidly when the number of latent variables became smaller than 10. On the other hand, the RMSECV was almost
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Figure 5.14: The simulated spectra of the center pixel from the 13 clustering sistributions. The
canopy cover (CC) was the same for all clustering distributions (CC=0.15). (a) the reflectance
spectra of the center pixel; (b) the radiance spectra of the center pixel.
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constant when the number of latent variables was larger than 60 (Figure 5.17). Six PLS models
subsequently were generated from the training data, with the number of latent variables between
10 and 60 (Figure 5.18). The models then were applied to both training and test data to determine
the best parameter by calculating the coefficient of determination, R2 , between the measured and

predicted canopy cover. We found that R2 kept increasing as the number of latent variables increased for the training data, and plateaued at approximately 30-40 latent variables. The R2 for
the test data was more definitive in its behavior, reaching a maximum when the number of latent
variables equaled 40 (Figure 5.19). These results imply that the model was over-fit for scenarios
where the number of latent variables exceeded 40. We opted for a conservative estimate in terms
of the number of latent variables, namely 40. Figure 5.20 shows the relationship between the real
and predicted canopy cover of the optimal PLS regression model (latent variables = 40), which
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Figure 5.15: The linear regression models between NDVI and canopy cover, where R2 = 0.96 and
RMSE = 0.00864(m2 /m2 ).
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Figure 5.16: Color plots of the coefficient of determination (R2 ) values between VI and canopy
cover, calculated from all two-band combinations: (a) V Iρ vs. the canopy cover model; and (b)
V IL vs. the canopy cover model.

exhibits a distinct improvement over the simple linear regression model (non-transformed spectra), shown in Figure 5.15. The variable importance of prediction (VIP) (Figure 5.21) indicates the
importance of each band in the PLS model, and is a common variable selection method (S Wold
et al. 1993). Although the general rule of VIP selection is “larger than one” (see the dotted line in
Figure 5.21), the VIP cut-off value should be adjustable, according to the properties of predictors
in each study (Tran et al. 2014; Chong and Jun 2005). A threshold of 0.8 was selected in this study
(dashed line in Figure 5.21), which indicated that the longer near-infrared, shortwave-infrared,
and red spectral regions were important to the prediction of canopy cover from spectroscopy
data. This reduction in prediction variability, when compared to a more traditional linear re-
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gression with untransformed spectra, is encouraging, although it comes at the cost of arguably
higher dimensional data (PLS approach) than the simpler VI approach.
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Figure 5.17: The root mean square error of cross-validation (RMSECV) vs. number of latent
variables.
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Figure 5.18: Standardized PLS regression coefficients provided the magnitude and direction of
influence of each band.
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Figure 5.19: The coefficient of determination , R2 , as a function of the number of PLS latent
variables. Note that the plots asymptote at approximately 30-40 latent variables.
Finally, a stepwise MLR also was applied to the simulation results. The penter and premove
values were set to 0.005 and 0.01, respectively, in order to limit a risk of over-fitting the data and
to simplify the model. Figure 5.22 shows the 51 selected bands and the per-band MLR regression
coefficients, while Figure 5.23 shows the relationship between measured and predicted canopy
cover as estimated via the MLR approach. The R2 of MLR was slightly lower than that of PLS, but
still higher than the R2 for the VI approach. In summary, the results indicated that (i) the PLS
regression provided the best linear model to predict canopy cover from imaging spectroscopy
data and (ii) the model generated by MLR was slightly inferior to as the PLS regression model,
but its computing complexity was lower than the PLS (51 variables vs. 224 variables). The takeaway from this experiment is that although PLS, and even MLR, would provide the best (accurate
and precise) estimates of canopy cover, it comes at the expense of simplicity. A VI approach is best
suited when it comes to a simple, narrow-band approach to canopy cover estimation, especially
considering that the predictive ability remains high (R2 = 0.96). However, it would be necessary
to evaluate the robustness (saturation) of such a simple VI approach to higher biomass and/or
LAI levels, whereas the more complex approaches (PLS and MLR) may just require refitting
(calibration) for a range of forest structural conditions.
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Figure 5.20: The comparison between real canopy cover and predicted canopy cover by PLS,
where R2 = 0.99 and RMSE = 0.00171(m2 /m2 ).

5.4

Conclusions

We investigated the effects of sub-pixel vegetation structure on imaging spectroscopy data for
large-footprint systems. Because of the difficulty/challenge of conducting these specific and
precise experiments in the field, we employed a physics-driven model to explore whether an airborne image spectrometer would be sensitive to select key parameters in forested scenes. These
experiments allowed us to gauge the sensitivity of the system to these scene features and, in
some cases, discover metrics that could be used with real data to characterize these vegetation
features. A baseline virtual scene was constructed according to the actual vegetation structure of
the study area, located in an Oak savanna ecosystem (California, USA). Variations of this baseline scene were then created, in which vegetation structural parameters, namely canopy cover,
tree position, and tree cluster distribution, were independently modified while keeping all other
variables constant. The physics-driven DIRSIG simulation model was then used to generate
synthetic imaging spectroscopy data for these virtual scenes to explore three hypotheses. The
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Figure 5.21: The variable importance of prediction (VIP) vs. wavelength.
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Figure 5.22: Standardized MLR coefficient provided the magnitude and direction of influence of
each band.

first experiment showed that the HyspIRI sensor, in terms of pixel-level radiance, is sensitive
to within-pixel canopy cover, as determined by the variation in within-pixel pigment concentration and water content. An optimal VI was chosen to quantify the within-pixel changes. The
experiment revealed that the effect of a single tree’s position was related to the PSF of the optical system of the HyspIRI platform, but only marginally impacted the pixel-level response in
terms of magnitude. The third experiment assessed the impact of the of a cluster of trees, distributed at various positions within the pixel FOV. Finally, a PLS regression model and a MLR
model were generated to predict the canopy cover from the imaging spectroscopy data, while
minimizing the effect of sub-pixel tree position. We concluded that although tree clusters had
a larger influence on spectral response, select VIs are relatively robust against such within-pixel
variability. Although PLS and MLR approaches were more accurate and precise, they lacked sim-
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Figure 5.23: The comparison between real canopy cover and predicted canopy cover by MRL,
where R2 = 0.99 and RMSE = 0.00203(m2 /m2 ).

plicity. This implies that HyspIRI-like imaging spectroscopy data are useful for global ecosystem
structural assessments, especially insofar a range of structures are concerned, but can be made
relatively robust, via analysis methods, against the placement of that structure within a pixel, i.e.,
the structure’s interaction with the system PSF. HyspIRI’s suitability for consistent global vegetation structural assessments furthermore could be improved by adapting calibration strategies,
for different ecosystems, to account for variation in sub-pixel structure.
In the future, a virtual scene based on mountain coniferous forest and its derived structural
scenes will be constructed. The same experiments then will be performed to generate more
general models, which could be applied to various type of forests. Furthermore, the GSD of
virtual spectrometer will be updated to 30 m to align with the newest HyspIRI specifications. A
structural assessment model that can be applied to a range of GSDs will not only be useful to
the HyspIRI mission, but also can be applied to other imaging spectroscopy data, e.g., AVIRIS-C,
EnMAP, and HyMap.

Chapter 6

Conclusions and Outlook

6.1

Conclusions

This dissertation presented research efforts on developing an improved understanding of the
impact of sub-pixel structural variation on the assessment of vegetation structure from future
Hyperspectral Infrared Imager (HyspIRI) data. There were three overarching objectives for this
PhD study:

Objective 1 Assess how variation in leaf area index (LAI) affects the spectral response on a perpixel basis.
1.1 Determine a stable and valid LAI measuring protocol, which could be used to
collect ground truth data;
1.2 Evaluate a range of vegetation indices (VIs), extracted from narrow-band imaging spectroscopy data, to estimate LAI; and
1.3 Assess the scalability of selected narrow-band VIs from 20 m Classic Airborne
Visible and Infrared Imaging Spectrometer (AVIRIS-C) to 60 m HyspIRI data
sets.
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Objective 2 Assess how sub-pixel variations in tree canopy height, forest density, forest clustering, and other forest inventory variables affect the spectral response, or pixel-level
radiance in this case, on a per-pixel basis.
Objective 3 Evaluate how the sub-pixel structural variation interacts with the HyspIRI system’s
response characteristics, most notably in terms of the point spread function (PSF).

Chapter 4 addressed Objective 1. A model of LAI, with VIs as predictor variables, was assessed. The model’s correlation coefficient, R2 , was 0.92 via the simulation approach and 0.61 via
a field-based approach. The decrease in R2 was attributed to the measurement error and complexity of real ecosystems. However, the models generated from two approaches were congruous.
An optimal in-field LAI collection protocol was also proposed, which could be considered as a
guide to collect in-field forest LAI efficiently. Chapter 5 addressed Objectives 2 and 3. Three iterations of virtual scenes were constructed based on the SJER116 vegetation structure of National
Ecological Observatory Network (NEON)’s Southwest Domain. The impact of canopy cover, tree
position, and clustering on spectroscopy were investigated via multiple methods, such as VI,
spectral angle, and a partial least squares (PLS) model. A canopy cover-VI model (R2 = 0.98)
was reviewed at the beginning of that chapter. The impact of tree position then was evaluated
via spectral angle. The result indicated that two forests with the same canopy cover could have
different spectral signatures due to sub-pixel tree distribution differences. Finally, a PLS model,
which is sensitive to canopy cover regardless of tree position, was generated (R2 = 0.99). The
VI models were simple and robust enough for the majority of cases. On the other hand, more
complicated PLS model provided more accurate and precise results. These models therefore have
specific applications, based on a task’s objective, e.g., VI model is suitable for rapid analyses of
a natural disaster, while the PLS model is suited to long-term observation of a certain forest.
These analyses were implemented with HyspIRI’s response characteristics, which demonstrated
HyspIRI’s capability for monitoring global vegetation status.
One needs to point out that the simulations designed in this research represented an ideal
condition, e.g., the noise and error were not introduced into the simulation. Therefore, it is not
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surprising that the models built from our simulation results have very high squared correlation
coefficient (R2 ) values. The models built from the in-field data cannot realistically achieve such
good R2 values, due to the complexity of an ecosystem, which introduces natural system noise
and error to the measurements. However, our research demonstrated that the models based on
simulation and in-field approaches were the same (Section 4.3.5). This also shows the power of
a simulation approach, allowing us to address the core of our questions and obtain valid results,
without being stymied by noise models or the requirement to reduce noise. A question always
arose when fellow scientists saw the study results: “Is the normalized difference vegetation
index (NDVI) still a good VI to estimate vegetation structure from remote sensing data?” I
would postulate that the answer is both “Yes” and “no”. “Yes” implies that NDVI stems from key
features of the typical vegetation spectral signature – the high contrast between reflectance values
in red region and near infrared (NIR) region. No one would deny that the red edge is the most
important spectral feature to distinguish vegetation from other material. Our simulation results
are evidence of the performance of NDVI, when estimating the canopy cover from simulated
imaging spectroscopy data at pixel level (Section 5.3.2). “No” , on the other hand, implies that
NDVI is not perfect, e.g., it is sensitive to soil background and noise, which decrease the accuracy
when estimating LAI from remote sensing data (Elvidge and Lyon 1985). Therefore, some more
robust VIs were proposed to overcome the disadvantages of NDVI (Section 2.2).
Despite the success of the models built from our simulation results, there still exist areas
for further virtual scene enhancements. One direction is to support the interaction between
vegetation and ground materials, which can be explained by an example. The ground of a
virtual scene was created based on the modified NEON imaging spectrometer (NIS) data. All the
vegetation was manually removed from the original data (Figure 6.1a). There were three types
of materials left in the data: bare soil, rock, and dry grass (Figure 6.1b). Some rules exist in
the real ecosystem: (i) there is typically no vegetation on bare rock; and (ii) there was limited
to no grass under a tree in our study area. Our scene meets these rules in the center 80 × 80m
area because all the structures were the same as the real site (inside the blue box in Figure 6.1c).
However, these rules were not met in the reset area (outside the blue box in Figure 6.1c) and
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all randomly generated scenes. A good scene should include the effects of vegetation on the
ground. Furthermore, the ground materials also impact the radiance of the object sampled by
a spectrometer via atmospheric adjacency effects, which are ignored in the current simulations.
Our scene and simulation could be improved by adopting these rules and a more complete raytracing components.

(a)

(b)

(c)

Figure 6.1: The virtual terrain used by the SJER 116 scene. (a) Manually modified NIS data were
used to provide the ground material information (true RGB image shown; R: 0.65 µm; G: 0.55 µm;
B: 0.45 µm). (b) Covering material image was generated from (a) by a minimum Mahalanobis
distance classifier (red: bare soil, green: rock, blue: dry grass). (c) Simulated NIS data of SJER 116
scene by DIRSIG (true RGB image shown; R: 0.65 µm; G: 0.55 µm; B: 0.45 µm).
A variety of other, collaborative research activities contributed to the data and virtual scene
development of this research. For example, Kelbe et al. (2015) proposed an automatic marker-free
registration of forest terrestrial laser scanner data, which benefited the virtual scene construction
by providing tree stems map of our study area. This study also provided materials and resources
to others. Kelbe (2015) used the field data for assessing forest stand leaf area and distribution
with terrestrial laser scanning. Romanczyk (2015) used the San Joaquin site 116 scene to assess
the ability of Digital Imaging and Remote Sensing Image Generation (DIRSIG) to simulate smallfootprint wlidar data in a discontinuous tree canopy environment. Finally, M. Wang et al. (2016)
worked on validating the ability of DIRSIG to simulate spectroscopy data in a forest environment,
as on off-shoot of this work.
This dissertation has highlighted many challenges related to the assessment of sub-pixel vegetation structure from HyspIRI data, such as the importance of the in-field LAI measuring proto-
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col and the effect of sub-pixel tree postion. A refereed journal article was published and another
will be submitted soon. Four conference proceedings have been published and several conference posters and oral presentations were given during the past four years. The outputs of this
study will contribute to various ecosystem inventory, mapping, and monitoring activities from
the planned global HyspIRI platform.

6.2
6.2.1

Outlook/Future Work
Calibration and Validation of the experimental results

The completed study relied heavily on DIRSIG simulations. However, to make this study truly
applicable, simulation results need to be extended to real data and applications. This step could
involve an attempt at the calibration of the scaled HyspIRI structural assessments using the Airborne Visible and Infrared Imaging Spectrometer (AVIRIS)-based synthetic, but sensor-derived,
HyspIRI data and field site/plot structural data. The AVIRIS-based synthetic HyspIRI data were
generated by resampling the higher spatial resolution AVIRIS data with the appropriate HyspIRI
PSF; this approach arguably represents absolute system knowledge and have the highest fidelity
before the HyspIRI platform is actually launched. The field data collected by our field team,
with both traditional inventory and advanced lidar-based approaches, can be used to address
the sub-pixel, natural structural variability aspect. The calibration will involve bias adjustments,
based on spatially-explicit input variables. The final goal of such a calibration effort would be to
apply the model proposed in this study to the real data.

6.2.2

Simulations with updated spectrometer specification

National Aeronautics and Space Administration (NASA) Jet Propulsion Laboratory (JPL) updated the specifications of the visible shortwave infrared (VSWIR) sensor in order to make the
HyspIRI mission more complementary to the Landsat satellite missions. The new VSWIR has a
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proposed spatial resolution of 30 m and a revisit time (temporal resolution) of 15 days. The PSF
of the optical system also has been updated to reflect the planned detector array. The former full
width at half maximum (FWHM) of the PSF equaled the ground sample distance (GSD), aka 60
m. The new FWHM of the PSF varies across the detector array, but roughly is equal to 1.3 times
the GSD, aka approximately 40 m.
We there recommend that the simulation parameters be modified and the simulations repeated to reflect these planned changes to the HyspIRI platform. All analyses can be re-applied
to the new synthetic data to confirm the impact of sub-pixel vegetation structure on the revised
spectroscopy data, although we do not expect significant differences when compared to the 60 m
simulations.

6.2.3

Analyzing the scalability of the final model

After obtaining results for both the 60 m and 30 m HyspIRI spatial resolutions, one could investigate the scalability of the final model. This task relates to Objective 1.3: We not only want
to assess the scalability of selected narrow-band VIs, but also the scalability, or stability, of the
final model. Once the model’s scalability is confirmed, this research will have a broader impact
on other applications. For example, (i) the vegetation structural information could be extracted
from existing AVIRIS-C data, while (ii) the model could be used to assess our ability to estimate
vegetation structural information from other, novel imaging spectrometers.
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A.1

List of AOP plots
Table A.1: The list of AOP plots in the study area

Site
SJER

Plot ID

Cover type

Latitude

Visited

Visited

in 2013

in 2014

Longitude

4

Evergreen forest

37.102781

-119.731903

Y

8

Grassland

37.106472

-119.760050

Y

36

Grassland

37.106603

-119.720232

Y

37

Grassland

37.082796

-119.743334

Y

112

Evergreen forest

37.116618

-119.730390

Y

116

Evergreen forest

37.112159

-119.736625

Y

117

Grassland

37.093367

-119.743392

Y

120

Grassland

37.108835

-119.746295

128

Grassland

37.117340

-119.734108

140

Grassland

37.123500

-119.748554

192

Evergreen forest

37.114379

-119.738454

272

Evergreen forest

37.124261

-119.738425

361

Shrub/Scrub

37.082541

-119.734174

460

Evergreen forest

37.126795

-119.745973

824

Shrub/Scrub

37.105036

-119.743716

Y

916

Shrub/Scrub

37.101485

-119.729244

Y

952

Shrub/Scrub

37.111358

-119.747482

Y

1068

Shrub/Scrub

37.118636

-119.747956

2796

Shrub/Scrub

37.118377

-119.745899

3239

Shrub/Scrub

37.103917

-119.717669

Y

Y

Y

Y

Y

Continued on next page
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Table A.1 – continued from previous page
Site
SOAP

Plot ID

Cover type

Latitude

Visited

Visited

in 2013

in 2014
Y

Longitude

43

Evergreen forest

37.030812

-119.281583

Y

63

Evergreen forest

37.034073

-119.250767

Y

95

Evergreen forest

37.032286

-119.263181

Y

143

Evergreen forest

37.028650

-119.250220

Y

Y

187

Evergreen forest

37.029335

-119.276239

223

Shrub/Scrub

37.038041

-119.256692

255

Evergreen forest

37.037340

-119.247114

283

Shrub/Scrub

37.035315

-119.273694

299

Evergreen forest

37.030624

-119.276678

Y

Y

331

Evergreen forest

37.029681

-119.281607

Y

555

Shrub/Scrub

37.032605

-119.281018

Y

991

Shrub/Scrub

37.038067

-119.258353

1343

Shrub/Scrub

37.033584

-119.253151

1435

Evergreen forest

37.025116

-119.281526

1515

Shrub/Scrub

37.035706

-119.276698

1563

Shrub/Scrub

37.035441

-119.274513

1611

Shrub/Scrub

37.029538

-119.277234

1695

Shrub/Scrub

37.033427

-119.257847

Y
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Example of reflectance map

The following code is from file demo.mat, which shows an material entry that applies a reflectance
map to a scene by assigning the material ID to a terrain object (Digital Imaging and Remote
Sensing (DIRS) Laboratory 2016a).
1

MATERIAL_ENTRY {

2

ID

= 1

3

NAME

= Terrain ( Reflectance Map )

4

EDITOR_COLOR = 0 , 1 , 0

5

DOUBLE_SIDED = TRUE

6
7

RAD_SOLVER_NAME = Simple

8

RAD_SOLVER {
QUALITY = LOW

9

}

10
11

SU RF ACE_PROPERTIES {

12
13

R EFL ECTAN CE_PRO P_NAM E = ImageMapped

14

REFLECTANCE_PROP {

15

IMAGE_FILENAME = maps / neon116 . img

16

INSERT_POINT = -50.5 , -55.5 , 0.0

17

GSD = 1.0

18

FIX_BAD_VALUES = TRUE

19

ENABLE_CACHE = TRUE
}

20

}

21
22

}

All the definitions should be included inside the SURFACE_PROPERTIES section (Digital Imaging and Remote Sensing (DIRS) Laboratory 2016b). In line 13, the value of ImageMapped indicates
that the type of the optical property is reflectance map. The options are defined as:

• IMAGE_FILENAME defines the filename of the image cube.
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• INSERT_POINT defines a point in the scene where the origin of the reflectance map is located.
The origin of a map (or an image) is at the upper-left corner (Digital Imaging and Remote
Sensing (DIRS) Laboratory 2016c).
TIP: If you want to flip a map, an easy way is to change the sign on the insert value. This
trick is based on a DIRSIG feature, Image Extension, that extends a map by mirroring the
map when a pixel location is outside the maps (Digital Imaging and Remote Sensing (DIRS)
Laboratory 2016c).
• GSD defines the spatial resolution of the image cube (unit: meter).
• FIX_BAD_VALUES: The option to adjust values outside of the range [0-1].
• ENABLE_CACHE: The option to cache any pixels in memory. If the image is very large, then
this can use a lot of memory. However, the image will be queried a lot and the simulation
can be slow without the cache in use.
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Example of density map

The following code is from file density_1.0.randomTree.scene, which shows a scene configuration
of density map.
1

2

3

< c l a s s i c s c e n e name= " F o r e s t scene " >
<sceneorigin>
<geodeticlocation>

4

< l a t i t u d e > 3 7 . 1 1 2 1 6 1 9 6 3 </ l a t i t u d e >

5

< l o n g i t u d e > − 119.73666317</ l o n g i t u d e >

6

< a l t i t u d e >402</ a l t i t u d e >

7

</ g e o d e t i c l o c a t i o n >

8

</ s c e n e o r i g i n >

9

< o d b d i r e c t o r y >$SCENE_DIR/Geometry/ g l i s t </ o d b d i r e c t o r y >

10

< g d b d i r e c t o r y >$SCENE_DIR/Geometry/OBJ</ g d b d i r e c t o r y >

11

< g e o m e t r y l i s t enabled= " t r u e " >

12

< g e o m e t r y l i s t i n c l u d e enabled= " t r u e " name= " t r e e s " >randomTree . g l i s t </

,→ g e o m e t r y l i s t i n c l u d e >
13

</ g e o m e t r y l i s t >

14

<landmarks />

15

<matfilename>$SCENE_DIR/ M a t e r i a l s / F o r e s t 1 1 6 . mat</matfilename>

16

< e m s d i r e c t o r y >$SCENE_DIR/ M a t e r i a l s / E m i s s i v i t y </ e m s d i r e c t o r y >

17

< e x t d i r e c t o r y >$SCENE_DIR/ M a t e r i a l s / E x t i n c t i o n </ e x t d i r e c t o r y >

18

< a b s d i r e c t o r y >$SCENE_DIR/ M a t e r i a l s /Absorption</ a b s d i r e c t o r y >

19

<mapdirectory>$SCENE_DIR/Maps</mapdirectory>

20

< s r c d i r e c t o r y />

21

<maplist>

22

23

24

<densitymap enabled= " t r u e " name= " F o r e s t Density Map" >
<matidlist>
<matid>100</matid>
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25

</ m a t i d l i s t >

26

< p r o j e c t o r extendx= " m irr or " extendy= " mirr or " f l i p x = " f a l s e " f l i p y =

,→ " f a l s e " o r i g i n = " c a r t e s i a n " >
27

<tileprojector>

28

<insertpoint>
< p o i n t ><x> − 90.</x><y> − 90.0</y><z>0</z></ p o i n t >

29

30

</ i n s e r t p o i n t >

31

<gsd>1</gsd>

32

< r o t a t i o n >0</ r o t a t i o n >

33

</ t i l e p r o j e c t o r >

34

</ p r o j e c t o r >

35

<image>

36

37

38

< f i l e n a m e >densitymap_1 . 0 . png</ f i l e n a m e >
</image>
</densitymap>

39

</ m a p l i s t >

40

<metadata />

41

</ c l a s s i c s c e n e >

The <densitymap ...>...</densitymap> section defines the image file and projection settings. Line 24 specifies the material Id of the object (the terrain in this study) that the density
map is applied to. Line 36 specifies the image filename (Figure A.1).
The following code is from file randomTree.glist, which shows a object database configuration
of density map.
1

<?xml v e r s i o n= " 1 . 0 " ?>

2

< g e o m e t r y l i s t enabled= " t r u e " >

3

< g e o m e t r y l i s t i n c l u d e name= " t e r r i a n " enabled= " t r u e " > C e n t e r T e r r a i n .

,→ g l i s t </ g e o m e t r y l i s t i n c l u d e >
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5

6
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<object>
<basegeometry weight= " 1 " >
< o b j u n i t s = " c e n t i m e t e r s " swapyz= " t r u e " >

7

< f i l e n a m e >Tree1 . o b j </ f i l e n a m e >

8

< a s s i g n name= "wood" i d= " 1 " > d e f a u l t </ a s s i g n >

9

< a s s i g n name= " l e a f " i d= " 2 " >Leaf1</ a s s i g n >

10

</ o b j >

11

</basegeometry>

12

< !−− O t h e r b a s e g e o m e t r y i t e m s w e r e

13

< r a n d o m f i l l l o a d i n s t a n c e s = " f a l s e " s a v e f i l e = " i n s t a n c e s . sav " >

14

omitted

−−>

<densitymap>

15

<count>2000</count>

16

<mindist> − 2.0</mindist>

17

<maxdist> 2 0 . 0 </maxdist>

18

<matid>100</matid>

19

<anchor> t e r r a i n </anchor>

20

<seed>20</seed>

21

<r a n d o m o r i e n t a t i o n> t r u e </r a n d o m o r i e n t a t i o n>

22

23

24

25

</densitymap>
</ r a n d o m f i l l >
</ o b j e c t >
</ g e o m e t r y l i s t >

The <densitymap ...>...</densitymap> section defines the population:

• count defines the maximum number of objects placed.
• mindist defines the average distance between objects at highest density.
• maxdist defines the average distance between objects at lowest density.
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• matid should be the same as it in the scene file.
• anchor defines the geometry on which the objects should be placed.
• seed sets the random seed.
• randomorientation defines if rotate objects randomly.
Figure A.1 shows the density maps and corresponding scene renderings used in this study.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

(m)

(n)

(o)

(p)

(q)

(r)

(s)

(t)

Figure A.1: Density maps and scene renderings. The first and third columns gave the ten density
maps of density values from 0.1 to 1.0 at 0.1 increasement. The second and fourth columns gave
the corresponding scene renderings.
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Example of object anchor (relative z)

The following code is from file forest.glist, which shows anchor point in an object database file.
Line 9 gave the name terrain to the object Terrain.obj. Line 26 specifies that the tree object should
anchor on the terrain object.
1

<?xml v e r s i o n= " 1 . 0 " ?>

2

< g e o m e t r y l i s t enabled= " t r u e " >

3

4

5

6

7

<object>
<basegeometry>
<obj>
< f i l e n a m e > T e r r a i n . o b j </ f i l e n a m e >
</ o b j >

8

</basegeometry>

9

< s t a t i c i n s t a n c e name= " t e r r a i n " enabled= " t r u e " >

10

11

12

13

14

15

<translation>
<point>
<x>0</x><y>0</y><z>0</z>
</ p o i n t >
</ t r a n s l a t i o n >
</ s t a t i c i n s t a n c e >

16

</ o b j e c t >

17

< !−− T r e e 1 −−>

18

<object>

19

20

<basegeometry>
< o b j u n i t s = " c e n t i m e t e r s " swapyz= " t r u e " >

21

< f i l e n a m e >Tree1 . o b j </ f i l e n a m e >

22

< a s s i g n name= "wood" i d= " 1 " > d e f a u l t </ a s s i g n >

23

< a s s i g n name= " l e a f " i d= " 2 " >Leaf1</ a s s i g n >

24

</ o b j >
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25

</basegeometry>

26

< s t a t i c i n s t a n c e anchor= " t e r r a i n " >

27

28

29

30

<translation>
<point>
<x> 2 . 9 6 </x><y> − 15.16</y><z> − 0.10</z>
</ p o i n t >

31

</ t r a n s l a t i o n >

32

<scale>

33

34

35

<cartesiantriple>
<x> 1 . 0 0 0 0 </x><y> 1 . 0 0 0 0 </y><z> 1 . 0 0 0 0 </z>
</ c a r t e s i a n t r i p l e >

36

</ s c a l e >

37

<rotation>

38

39

40

41

42

43

<cartesiantriple>
<x>0</x><y>0</y><z>135</z>
</ c a r t e s i a n t r i p l e >
</ r o t a t i o n >
</ s t a t i c i n s t a n c e >
</ o b j e c t >

44

45

</ g e o m e t r y l i s t >
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Design of PAR sensor

DIRSIG usually provides a 1D or 2D grid detector array and returns the radiance, Li , captured
by each detector cell, since this is the generic geometry of an imaging spectrometer. This type of
detector array is not appropriate for this study for two reasons: (i) the angle of each detector cell
is not a constant. As Figure A.2 shows, the center detector cell maps to a larger angle than the
cell on the periphery (α > β); and (ii) the normal 2D grid detector array cannot map the whole
hemisphere because the angle γ cannot be 180◦ .

Hemisphere

β

α

Lens
Camera
γ
Detector array

Figure A.2: The angles mapped to the detector cells are not constant.
DIRSIG provides another method, called “data-driven detector”, which allows users to define
an arbitrary detector array other than the detector array on a grid. A user can set the pointing
direction of a cell and the angular instantaneous field-of-view (IFOV). The hemisphere then is
divided into tiny sections, with the same area corresponding to a detector cell. Each cell is
mapped to the same solid angle. In this way, the hemisphere is flattened into a plane (Figure A.3).
The spherical coordinate system is employed when the hemisphere has been flattened (Figure A.4a). However, DIRSIG uses the X/Y angle relative to the optical axis (Figure A.4b) to
describe the pointing direction, since this X/Y angle-based coordinate system facilitates the def-
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(a)

(b)

Figure A.3: Flatten the hemisphere (a) into a plane (b).

inition of the pointing angle of a 2D grid detector array. The converting functions are given
as:

α X = tan−1 [cos[φ] tan[θ ]],

(A.1)

αY = tan−1 [sin[φ] tan[θ ]].

(A.2)

z

z

θ
αX

αY

o

o

φ
y

x

y

x

(a)

(b)

Figure A.4: Convert (a) θ and φ in the spherical coordinate system to (b) α X and αY in the X/Y
angle system.
Since the solid angles mapped to every detector cell are equal, and their integral is 2π, we get
Ω1 = Ω2 = · · · = Ω N =

2π
N

(A.3)
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where N is the number of the detector cells. Equation (4.5) can be simplified by substituting Ωi
with Equation (A.3):
E ' 2π

∑iN=1 Li cos θi
N

(A.4)

The size of the detector array is the next parameter that needs to be determined. As the Sun
is the dominant source of downwelling radiance, the IFOV should be less than or equal to the
size of the Sun to ensure that the Sun will be fully captured. The equatorial diameter of the Sun
is 1.392 × 106 km and the mean distance from the Earth is 1.496 × 108 km (Jones 2007). When
being observed from the Earth, the average size of the sun disk in radians is:
1.392 × 106
≈ 9.3 × 10−3 (rad)
1.496 × 108

(A.5)

Therefore, if a resolution of 350 × 350 pixel is selected, the IFOV is:
π
≈ 9.0 × 10−3 (rad)
350

(A.6)

However, this is only the minimal requirement. The Sun might be mapped to one or two
pixel(s) in this resolution (Figure A.5a,b). The solution to this problem is to decrease the IFOV
(Figure A.5c,d). If the resolution of the whole detector array is increased, more computing resources and longer simulation times will be required. However, areas of the sky outside the
sun disk do not require such a high spatial resolution simulation. Therefore, a second virtual
detector array is introduced, which points toward the Sun (Reda and Andreas 2004) and collects
the radiance from the Sun and a small surrounding area in a small IFOV (4.5 × 10−4 (rad)).
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(a)

(b)

(c)

(d)

Figure A.5: Capturing the sun disk with different spatial resolutions. (a) the Sun is mapped to
one pixel; (b) the Sun is mapped to two pixels; (c) the same Sun position as in the above figure
on a higher resolution detector array; and (d) the same Sun position as in the above figure on a
higher resolution detector array.
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