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ABSTRACT
We propose a neural network component, the regional aggregation
layer, that makes it possible to train a pixel-level density estimator
using only coarse-grained density aggregates, which reect the
number of objects in an image region. Our approach is simple
to use and does not require domain-specic assumptions about
the nature of the density function. We evaluate our approach on
several synthetic datasets. In addition, we use this approach to learn
to estimate high-resolution population and housing density from
satellite imagery. In all cases, we nd that our approach results in
beer density estimates than a commonly used baseline. We also
show how our housing density estimator can be used to classify
buildings as residential or non-residential.
KEYWORDS
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1 INTRODUCTION
e availability of high-resolution, high-cadence satellite imagery
has revolutionized our ability to photograph the world and how
it changes over time. Recently, the use of convolutional neural
networks (CNNs) has made it possible to automatically extract a
wide variety of information from such imagery at scale. In this
work, we focus on using CNNs to make high-resolution estimates
of the distribution of human population and housing from satellite
imagery. Understanding changes in these distributions is critical
for many applications, from urban planning to disaster response.
Several specialized systems that estimate population/housing dis-
tributions have been developed, including LandScan [5] and the
High Resolution Selement Layer [9]. While our work addresses
the same task, our approach should be considered as a component
that could be integrated into such a system rather than a direct
competitor.
Our method can be used to train a CNN to estimate any high-
resolution geospatial density function from satellite imagery. e
key challenge in training such models is that data that reects
geospatial densities is oen coarse grained, provided as aggregates
over large spatial regions instead of at the pixel-level grid of the
available imagery. is means that traditional methods for training
CNNs to make pixel-level predictions will not work. To overcome
this, we propose a weakly supervised learning strategy, where we
∗Work was conducted while Nathan Jacobs was a Visiting Research Scientist at Orbital
Insight, Inc.
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Figure 1: We use aCNN to generate a pixel-level densitymap
(top-right) from an input satellite image (top-le). We intro-
duce the regional aggregation layer (RAL), which explicitly
models the aggregation process for a given set of regions
(bottom-right), to generate the corresponding spatially ag-
gregated densities (bottom-le). is enables us to train the
CNN using only aggregated densities as ground truth.
use the available coarse-grained labels to learn to make ne-grained
predictions. With our method, we can train a CNN to generate a
high-spatial resolution output, at the pixel-level if desired, using
only labels that represent aggregates over spatial regions. See
Figure 1 for a visual overview of our approach.
Many methods for disaggregating spatial data have been de-
veloped to address this problem, one of the most prominent is
called dasymetric mapping [39]. e key downside of this approach
is that it requires aggregated sums at inference time. It also typi-
cally involves signicant domain-specic assumptions and intimate
knowledge of the input data and imagery. In contrast, we propose
an end-to-end strategy for learning to predict the disaggregated
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densities which makes minimal assumptions and can be applied to
a wide variety of input data. In addition, our method only requires
aggregated sums during the CNN training phase. During inference,
only a single forward pass through the CNN is required to estimate
the spatial density. It is also possible, if the aggregated sums are
available at inference time, to incorporate them using dasymetric
mapping techniques.
Our approach is easy to apply and operates quickly at training
and inference time, especially using modern GPU hardware. At
training time, there is a small amount of overhead, because we need
to compute an estimate of the aggregated densities, but at infer-
ence time no additional computation is required. In addition, our
approach is quite general, and could naturally be extended to area-
wise averaging and other aggregation operations, such as regional
maximization. e only requirement is that the aggregation opera-
tion must be dierentiable w.r.t. the input density map. Critically,
it is not required that the aggregation operation be dierentiable
w.r.t. any parameters of the aggregation operation (e.g., the layout
of the spatial regions).
e main contributions of this work include: (1) proposing an
end-to-end optimizable method that makes it possible to train a
CNN that generates pixel-level density estimates using aggregated
densities of arbitrary regions; (2) an evaluation of this method, with
various extensions, including dierent regularization schemes on
synthetic data; (3) an evaluation of this method on a large-scale
dataset of satellite imagery for the tasks of population and housing
density estimation; (4) a demonstration of its use as a method
for dasymetric mapping, which is useful if aggregated sums are
available for the test data; and (5) a demonstration of how we can
use our high-resolution housing density estimates, in conjunction
with an existing building segmentation CNN, to perform residential
vs. non-residential building segmentation.
2 RELATEDWORK
Over the past ten years, the use of deep convolutional neural net-
works has rapidly advanced the state of the art on many tasks in the
eld of computer vision. For example, the top-1 accuracy for the
well-known ImageNet dataset [34] (ILSVRC-2012 validation set) has
risen from around 60% in 2012 [19] to 82.7% in 2018 [44]. Signicant
improvements, using similar methods, have been achieved in object
detection [31], semantic segmentation [4, 28, 33, 41], and instance
segmentation [3, 13]. Recently, these methods have been applied
to traditional remote sensing tasks, largely by adapting methods
initially developed in the computer vision community. Notable
examples include applications to land cover segmentation [21, 26],
land degradation estimation [20], and crop classication [1, 15].
2.1 Weakly Supervised Learning
In traditional machine learning, we are given strong labels, which
directly correspond to the desired output. In weakly supervised
learning, the provided labels are coarser grained, either semantically
or spatially, and potentially noisy. For example, Zhou et al. [42]
introduce a discriminative localization method that uses image-
level labels, intended for classication training, to enable object
localization and detection using a global average pooling (GAP) [23]
layer. Khoreva et al. present a weak supervision method for training
a pixel-level semantic segmentation CNN, using only bounding
boxes [16]. Zhou et al. [43] show that image-level labels can be used
for instance and semantic segmentation by nding peak responses
in convolutional feature maps. In this paper, we have supervision of
coarse spatial labels but we want to predict ne, per-pixel prediction
without access to such data for training.
e technique we propose is most closely related to the use of a
GAP layer for discriminative object localization [42]. e idea in the
previous work is to have a fully convolutional CNN output per-pixel
logits, average these logits across the entire image, and then pass the
averaged logits through a somax to estimate a distribution over
the desired class labels. Once this network is trained, it is possible to
modify the network architecture to extract the pixel-level logits and
use them for object localization. is is a straightforward process
because the GAP layer is linear. Our proposed regional aggregation
layer (RAL) is also linear, but aggregates values from sub-regions
of the image, which is critical because of signicant variability in
region sizes and shapes. Since our focus is on estimating a pixel-
level density using aggregated densities, we perform aggregation
on a single channel at a time and omit the somax. Similarly to
the previous work, aer our network is trained, we can use the
intermediate pixel-level outputs to extract the desired information
at the pixel level.
2.2 Image-Based Counting
An important application that has received comparatively less at-
tention is that of image-based counting. Broadly, there are two
categories of image-based counting techniques: direct and indirect.
Direct counting methods are usually based on object detection,
semantic segmentation, or subitizing. Indirect methods are trained
to predict object densities which can be used to estimate the count
in an image. Typical object detection/segmentation based meth-
ods used for counting have to exactly locate each instance of an
object which is a challenging task due to varying scales of objects
in images. Several methods formulate counting as a subitizing
problem, inspired by ability of humans to estimate the count of
objects without explicitly counting. Zhang et al. [40] proposed a
class-agnostic object-counting method, salient object subitizing,
which uses a CNN to predict image-level object counts. e work
by Chaopadhyay et al. [2] tackles multiple challenges including
multi-class counting in a single image and varying scales of ob-
jects. ese methods require strongly-annotated training data. Gao
et al. [11] propose a weakly supervised framework that uses the
known count of objects in images to enable object localization.
Density-based counting methods are generally used to tackle
applications which have a large number of objects and drastically
varying scales of object instances. For example, in crowd counting, a
person might span hundreds of pixels if they are close to the camera
or only a few if they are in the distance and occluded by others.
Regardless, both must be counted. Recent CNN-based methods
have been shown to provide state-of-the-art results on large-scale
crowd counting. Hydra CNN [25] is a density estimation method
based on image patches. A contextual pyramid CNN by Sindagi
and Patel [36] leverages global and local context for crowd density
estimation. In the previous work, counting is formulated so that
all the density values in an image should sum up to the count of
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objects. Our work is similar in that we predict pixel-level densities,
but we focus on estimating densities from overhead views and using
arbitrarily dened regions as training data.
2.3 Dasymetric Mapping
If aggregated sums for the area of interest are available at inference
time, then an approach known as dasymetric mapping can be used
to convert these summations to pixel-level densities. ere is a long
history of using dasymetric mapping techniques to disaggregate
population data [12, 14, 27, 37, 38]. ese works have typically
focused on applying traditional machine learning techniques to
low-resolution satellite imagery (or other auxiliary geospatial data,
such as land-cover classication).
e seminal work of Wright [39] discusses the high-level con-
cepts of inhabited and uninhabited areas and how to realistically
display this information on the maps. In addition, a method of
calculating the population densities based on geographical informa-
tion of populations is also presented. Usage of grid cells and surface
representations for population density visualization is proposed
by Langford and Unwin [22]. is work shows how a dasymetric
mapping method can be used to more accurately present density
of residential housing. Fisher and Langford [10] show how areal
interpolation can be used to transform data collected from one set
of zonal units to another. is makes it possible to combine informa-
tion from dierent datasets. Eicher and Brewer [8] show that areal
manipulation methods (such as the one by Fisher and Langford [10])
can be leveraged to generate dasymetric mapping by combining
the choropleth and land-use data. In the work by Mennis [24],
areal weighting and empirical sampling are proposed to estimate
population density. is work employs surface representations to
make dasymetric maps based on aerial images and US Census data.
A classical machine learning-based algorithm (random forest) is
suggested by Gaughan et al. [12] for disaggregating population
estimates. e proposed model considers the spatial resolution of
the census data for beer parameterization of population density
prediction models.
Also, while we don’t require population counts for the area of
interest at test time, we show in Section 4.3 how we can use our per-
pixel density estimates to perform dasymetric mapping. is could
potentially work beer than our raw estimates if the population
counts are accurate and our density estimates are biased.
2.4 Learning-Based Population Density
Mapping
ere have been several works that explore the use of deep learning
for population density mapping. ese approaches have the advan-
tage that they can estimate population density directly from the
imagery, without requiring regional sums to disaggregate. Doupe et
al. [6] and Robinson et al. [32] propose to estimate the population in
a LANDSAT image patch using the VGG [35] architecture. Because
of the mismatch in spatial area of the image tiles and the popula-
tion counts, they both make assumptions about the distribution of
people in a region as a pre-processing step. Our work diers in that
we provide pixel-level population estimates, use higher-resolution
imagery, and allow the end-to-end optimization process to learn
the appropriate distribution within each region. More similar to
our approach, Pomente and Aleandri [29] propose using a CNN
to generate pixel-level population predictions. While they initially
distribute the population uniformly in the region, they use a multi-
round training process to iteratively update the training data to
account for errors in previous rounds.
3 PROBLEM STATEMENT
For a given class of objects, we address the problem of estimating a
geospatial density function, f (l) ∈ R+, for a location, l ∈ R2, from
satellite imagery, I , of the location. is function, f , reects the
(fractional) number of objects at a particular location. For conve-
nience, we redene this as a gridded geospatial density function,
f (pi ), where each value corresponds to the number of objects in
the area imaged by a pixel, pi ∈ P . erefore, the problem reduces
to making pixel-level predictions of f from the input imagery.
e key challenge in training our model is that we are not given
samples from the function, f . Instead, we are only given a set
of spatially aggregated values, Y = {y1 . . .yn }, where each value,
yi ∈ R+, represents the number of objects in the corresponding
region, ri ⊂ P . Specically, we dene yi = F (ri ) = ∑pj ∈ri f (pj ) .
ese regions, R = {r1 . . . rn }, could have arbitrary topology and
be overlapping, but in practice will typically be simply connected
and disjoint. Also, in many cases the labels will be non-negative
integers, but we generalize the formulation to allow them to be
non-negative real values. is generalization does not impact our
problem denition or algorithms in any signicant way.
To solve this problem, we must minimize the dierence be-
tween the aggregated labels, F , and our estimates of the labels,
Fˆ (ri ) = ∑pj ∈ri fˆ (pj ) , where fˆ is the estimated density function.
See Figure 1 for a visual overview of this process. Our key obser-
vation is that the aggregation process is linear w.r.t. the geospatial
density function, f . is means that we can propagate derivatives
through the operation, enabling end-to-end optimization of a neural
network that predicts fˆ .
4 METHODS
Our goal is to estimate a per-pixel density function, fˆ (pi ), from
an input satellite image, I . We represent the model we are trying
to train as, D(I ,pi ;Θ) = fˆ (pi ) ≈ f (pi ), where Θ is the set of all
model parameters. We propose to implement this model as a fully
convolutional neural net (CNN) that generates an output feature
map of the same dimensionality as the input image. We assume that
the spatial extent of the image is known, therefore we can compute
the spatial extent of each pixel. is makes it possible to determine
the degree of overlap between regions and pixels. For simplicity,
we will assume that the input image and output feature map have
the same spatial extent, although this is not a requirement.
e CNN can take many dierent forms, including adaptations
of CNNs developed for semantic segmentation [4, 28, 41]. e only
required change is seing the number of output channels to the
number of variables being disaggregated and, since these densities
are positive, including a soplus activation [7] (log(exp(x) + 1)) on
the output layer. Like the rectied linear unit (ReLU), output of
soplus is always positive. However, ReLU suers from vanishing
gradients for negative inputs. e derivative of soplus is a sigmoid
and it oers nonzero values for both positive and negative inputs.
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As we show in Section 5, this activation can also be replaced with
a sigmoid if the output has a known upper bound as well.
4.1 Regional Aggregation Layer (RAL)
Since per-pixel training data is not provided, we need to nd a
way to use the provided aggregated values. Our solution is to
implement the forward process of regional aggregation directly in
the deep learning framework, as a novel dierentiable layer. e
output of this regional aggregation layer (RAL) is an estimate of the
aggregated value, Fˆ , for each region in R. e input to this layer is
the output of the CNN, D(I ,pi ;Θ), dened in the previous section.
To implement this layer, we rst vectorize the output of the
CNN, vec( fˆ ) ∈ RHW ×1 for an image of height, H , and width,W .
We multiply this by a regional aggregation matrix, M . Given n
regions, the aggregation operation can be wrien as, Fˆ = M vec( fˆ ),
where Fˆ ∈ Rn×1 is a vector of aggregated values of all regions and
M ∈ Rn×HW . Dening M = [M1,M2, · · · ,Mn ]T , the aggregated
value of a region, ri , is given as Fi = Mi vec( fˆ ). is means that
the aggregation matrix, M , has a row for each spatial region and
a column for each pixel. e elements of M correspond to the
proportion of a particular pixel that should be assigned to a given
region.
is formulation allows for so assignment of pixels and for
overlapping regions, where pixels are assigned to multiple regions.
We expect that regions will be larger than the size of a pixel in
our input image, typically much larger. For simplicity, we have
assumed that each region, ri , is fully contained inside of one image.
In the next section, we describe our strategy for handling regions
that don’t satisfy this assumption.
e proposed layer involves a dense matrix multiplication. One
negative aspect is that if an image includes many pixels and many
regions the matrix is likely to consume a signicant amount of
memory. In addition, since the values will be mostly zeros, much
of the computation will be wasted. Some of this could potentially
be mitigated by using a sparse matrix representation.
4.2 Model Fitting
We optimize our CNN to predict the given labels, Y , over regions, R.
In doing so, we obtain our goal of being able to predict a pixel-level
density function, fˆ (pi ). Our loss function is dened as follows:
J (Θ) =
N∑
j=1
yj − ∑pi ∈r j D(I,pi ;Θ)
 .
We use the L1 norm in this work, but using others is straightforward.
Additionally, if we know that the underlying density function has a
particular form, such as that it is sparse or piecewise constant, we
can easily add additional regularization terms, such as L1 or total
variation, directly to output of our CNN, D. Since all components
are dierentiable, we can use standard deep-learning techniques
for optimization. We show examples of this applied to synthetic
and real-world data in Section 5.
One important implementation detail is how to handle regions
that extend beyond the boundary of the valid output region of the
CNN. is is important, because otherwise we will not be summing
over the full region when computing the aggregated value and
will be biased toward predicting a higher density than is actually
present. erefore, if a region is not fully contained in the valid
output region of the CNN, we ignore all pixels assigned to the
region when computing the loss.
4.3 Dasymetric Mapping
e method described in the previous sections can be used to pro-
vide density estimates for any location using only satellite imagery.
However, if aggregated values are also available at inference time,
we can use our density estimator to perform dasymetric mapping.
e implementation is as follows: we calculate per-pixel density
estimates, fˆ (pi ), as well as region aggregate estimates, Fˆ
(
r j
)
. We
then normalize the density in each region to sum to one. Using the
available aggregated values, F
(
r j
)
, we then adjust our pixel-level
estimates such that values in the region sum to the provided value,
F
(
r j
)
. Specically, our estimate for a given pixel, pi ∈ r j , is
fˆdasy (pi ) = fˆ (pi ) ×
F
(
r j
)
Fˆ
(
r j
) .
e end result is that the summation of the density in the output
exactly matches the provided value, but the values are regionally
re-distributed based on the imagery. See Section 5.5 for example
outputs from using this approach.
5 EVALUATION
We evaluated the proposed system on several synthetic datasets
and a large-scale real-world dataset using US Census data and high-
resolution satellite imagery. We nd that our approach is able to
reliably recover the true function on our synthetic datasets and
generate reasonable results on our real-world example.
5.1 Implementation Details
We implemented1 the proposed method and all examples in Keras,
training each on an NVIDIA K80 GPU. e optimization approaches
are standard, and the specic optimization algorithms and training
protocol are dened with each example. We used standard training
parameters, without extensive parameter tuning.
5.2 Synthetic Data (binary density)
We rst evaluated our method on a synthetic dataset constructed
using the CIFAR-10 dataset [18] is dataset consists of 60 000
32 × 32 images, of which 10 000 serve as a held-out test set. We
reserve 2 500 of the training examples for a validation set. e pixel
intensities were scaled between -1 and 1. To synthesize regions
(Figure 2, column 3), we randomly selected 10 points inside the
image and create the corresponding Voronoi diagram. Our method
for generating a synthetic per-pixel geospatial function, f , is as
follows: We randomly selected 15 RGB color points from the entire
CIFAR-10 dataset. For each pixel in the dataset, the value was set
to one if the L2-distance to any of the 15 randomly selected points
is less than a threshold (0.2), otherwise the value was set to zero.
See Figure 2 (column 2) for example density functions.
For this example, we propose a simple CNN base architecture,
which treats each pixel independently. e CNN consists of three
1e source code for replicating our synthetic data experiments is publicly available
at hps://github.com/orbitalinsight/region-aggregation-public.
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1 × 1 convolutional hidden layers (64/32/16 channels respectively,
L2 kernel regularization of 1e−4). Each hidden layer had an ReLU
activation function and was followed by a batch normalization
layer (with a xed scale and momentum of 0.99). e output 1 × 1
convolutional layer had a single channel and the soplus activation
function, to ensure non-negatively of the output (similar results
were obtained using a ReLU activation function).
We trained two such networks, one which used our regional
aggregation layer to compute sums based on the provided regions
(RAL) and a baseline which uniformly distributed the sums across
the corresponding region (unif). We optimized both networks using
the AMSGrad [30] optimizer, a variant of the Adam [17] optimizer,
with an initial learning rate of 1e−2 and batch size of 64. We trained
for 120 000 iterations, dropping the learning rate by 0.5 every 40 000
iterations.
Figure 2 shows example results on the test set, which demon-
strate that using our regional aggregation layer results in signi-
cantly beer estimates of the true geospatial function. Specically,
we note that the RAL method yields per-pixel predictions that are
qualitatively more similar to the ground truth. antitatively, our
approach gives a mean absolute error (MAE) of 0.040 while the
baseline, unif, gives an MAE of 0.39. Both are superior to a ran-
domly initialized network, which gives an MAE of 0.484 w/ standard
deviation of 0.003 (across thirty dierent random initializations).
We evaluated the impact of changing the number of regions per
image on the MAE of the resulting density estimates. All other
aspects are the same as the previous experiment. Figure 3 shows
the results, which indicate that using a single region per image
gives the highest MAE. Increasing the number of regions reduces
the error, with diminishing returns aer about 15 regions. is
highlights an interesting trade-o because increasing the number
of regions increases the required eort in collecting training data.
5.3 Synthetic Data (real and integer density)
Using the same methodology, we show that more complex functions
can be learned. First, we aempt to learn a function,f (count), with
a range of integers as output. Similar to before, we randomly chose
colors from the entire CIFAR dataset but this time we selected 20
random points. For each pixel, we count the total number of the
random points that are within a xed distance (0.4) in RGB space.
e output is in the range [0, 20]. Our approach, RAL, achieves an
MAE of 0.267, compared to an MAE of 0.785 for the baseline, unif.
Sample results are shown in Figure 4 (columns 2–4).
We also tested our method on a real-valued function. We used
the same 20 random points as before and calculated the distances to
all points in the dataset. For each pixel, we sorted the 20 distances
and calculated the fraction of the minimum distance divided by the
second shortest distance as our density function, f (ratio). For this
synthetic function, the MAEs are 0.038 and 0.176 for RAL and unif
respectively. See Figure 4 (columns 5–7) for example results.
5.4 Synthetic Data with Priors
In the previous experiments, we only made the assumption that
the geospatial density function, f , was non-negative, hence the use
of the soplus activation on the output layer. In some applications,
we may know additional information about the form of the density,
I f R F fˆ (unif) fˆ (RAL)
Figure 2: Synthetic disaggregation results. Each row shows a
test example with columns representing (from le to right):
the input imagery, I , used to generate the synthetic data,
the underlying ground-truth geospatial function, f (darker
green is a larger value), the regions, R (as unique colors),
the aggregated ground-truth labels per-region, F (r j ) (values
lled in for each region), and the predicted geospatial func-
tions, fˆ , using the baseline (unif) and our RAL method (us-
ing same color coding as the ground truth).
Figure 3: Increasing the number of regions per image de-
creases the mean absolute error (MAE) of the learned den-
sity estimator.
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I f (count) fˆ (unif) fˆ (RAL) f (ratio) fˆ (unif) fˆ (RAL)
Figure 4: Results for more synthetic functions. For images I ,
we demonstrate our method on two dierent ground-truth
geospatial functions. (column 2) Shows the ground truth for
an integer counting function, f (count), with the learned re-
sults in columns 3–4. (column 5) Shows the ground truth for
a real valued ratio function, f (ratio), with the learned results
in columns 6–7.
such as that it has an upper bound or that it is sparse. In this section,
we investigate whether incorporating these priors into the network
architecture is benecial.
We dene a new synthetic geospatial density function f . Our
goal is for this function to be sparse and for the output range to be
known (once again we use [0, 1]). To create this function, we bin
the color space into 16 bins along each of the 3 dimensions of RGB,
resulting in 163 = 4096 total bins. We count the number of unique
CIFAR images each color bin appears in, and we also calculate the
average number of pixels for each time a color bin appears in an
image. We select the color bins that appear in a high number of
images (at least 29 000), but only appear in, on average, 10 pixels or
less per image. is results in 26 color bins. We use these bins to
create the sparse density function, f (sparse), where we set pixels
in the selected color bins to one, while the remaining pixels are set
to zero. See Figure 5 (column 2) for examples of this function. We
use the same region generation method as before.
For training, we test two dierent priors. e rst is the eect of
using sigmoid vs. soplus activation. Using a sigmoid will force the
outputs of our predicted density, fˆ , to be between [0, 1]. e second
prior is an L1 penalty (λ = 1e−4) on the activations of the CNN
before the RAL. e goal of this penalty is to encourage sparsity
for fˆ .
We trained 4 combinations with and without using the two
dierent priors: soplus with no activation penalty, soplus with L1
activation penalty, sigmoid with no activation penalty, and sigmoid
with L1 activation penalty. e resulting MAEs were 0.052, 0.035,
0.019, and 0.012 respectively. For this experiment, enforcing the
activation output between [0, 1] with a sigmoid performed beer
than the soplus activation. Using an L1 activation penalty also
improved results for a given activation function. is shows that
modifying the network architecture to incorporate priors on the
geospatial density function, f , is an eective strategy for improving
performance of the learned estimator. is is a promising result;
this strategy could be especially useful in real-world scenarios when
training data is limited.
I f (sparse) fˆ (sp) fˆ (sp, L1) fˆ (siд) fˆ (siд, L1)
Figure 5: Enforcing priors over sparse function improves
our estimate of the geospatial distribution function. Here
we use a sparse, binary ground-truth geospatial function,
f (sparse). Columns 3–6 show the estimated densities for
models trained with the following settings: soplus activa-
tion fˆ (sp), soplus activation and L1 activation regulariza-
tion fˆ (sp, L1), sigmoid activation fˆ (siд), sigmoid activation
and L1 activation regularization fˆ (siд, L1). Observe that the
results get progressively better as we incorporate priors that
match the ground-truth function.
5.5 Census Data Example: Population and
Housing Count
We used our proposed approach, RAL, for the task of high-resolution
population density estimation. is task could be useful for a wide
variety of applications, including improving estimates of population
between the ocial decennial census, by accounting for land use
changes, or estimating the population in regions without a formal
census. We compare our method to a baseline approach, unif, that
assumes the distribution of densities within a region is uniform.
With the unif approach, we minimize a per-pixel loss and, therefore,
do not need the region denitions during the optimization process.
All other aspects of the model, dataset, and optimization strategy
are the same.
Evaluation Dataset. We built a large-scale evaluation dataset with
diverse geographic locations. For our aggregated training labels,
F , we used block-group population and housing counts provided
from the 2010 US Census. We used RGB imagery from the Planet
“Dove” satellite constellation with a ground sample distance (GSD)
of 3m. Training was performed using images from 11 cities across
the following geographic subdivisions: Pacic West, Mountain
West, West North Central, West South Central, South Atlantic, and
Middle Atlantic. e total area of the training set is approximately
14 000km2. Our validation consists of held out tiles from these cities,
with a total area of approximately 650km2. Testing was done on
tiles from Dallas and Baltimore, with a total area of approximately
3 000km2. ere are, on average, 50 regions per tile and each region
has, on average, an area of 20 000m2.
Mini-Batch Construction. To construct a mini-batch, we ran-
domly sample six tiles, each is 588 × 588. For data augmentation,
we randomly ip le/right and up/down. To normalize the images,
we subtract a channel-wise mean value. We use the census block
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groups to dene a region mask, assigning each a unique integer. If
there are more than 100 block groups for a given tile, which can hap-
pen in dense urban areas, we randomly sample 100 and assign the
remainder to the background class. As ground-truth labels we use
the population and housing counts for the corresponding census
block groups.
Model Architecture. For all experiments, we use the same base
neural network architecture, which uses a U-net architecture [33],
although any pixel-level segmentation network could be used in-
stead. See Table 1 for details of the layers of this architecture, except
the nal output layer, which varies depending on the task. e
concat layer is a channel-wise concatenation. e up() operation is a
2× up-sampling using nearest neighbor interpolation and the max-
pool() operation represents a 2 × 2 max pooling. All convolutional
layers use a 3 × 3 kernel and each, except the nal one, is followed
by a batch normalization layer. is network was pre-trained, using
standard techniques, for pixel-level classication for several output
classes, including roads and buildings.
Table 1: e neural network architecture we use for the cen-
sus data experiments.
type (name) inputs output channels
conv2d (conv1.1) image 32
conv2d (conv1.2) conv1.1 32
conv2d (conv2.1) maxpool(conv1.2) 64
conv2d (conv2.2) conv2.1 64
conv2d (conv3.1) maxpool(conv2.2) 128
conv2d (conv3.2) conv3.1 128
conv2d (conv4.1) maxpool(conv3.2) 256
conv2d (conv4.2) conv4.1 256
concat (up5) up(conv4.2), conv3.2 384
conv2d (conv5.1) up5 128
conv2d (conv5.2) conv5.1 128
concat (up6) up(conv5.2), conv2.2 192
conv2d (conv6.1) up6 64
conv2d (conv6.2) conv6.1 64
concat (up7) up(conv6.2), conv1.2 96
conv2d (conv7.1) up7 32
conv2d (conv7.2) conv7.1 32
We add two 1 × 1 convolution layers to the base network to
represent the per-pixel densities, one for population and one for
housing count. Each takes as input the logits of the base network
and has a soplus activation function. During training, the output
of these nal layers are passed to a regional aggregation layer (RAL)
to generate the aggregated sums. During inference, we remove
the RAL and our network outputs the per-pixel densities for both
object classes.
Model Fiing. We trained our model using the AMSGrad [30]
optimizer, a variant of the Adam [17] optimizer, with a weight
decay of 5e−4. e initial learning rate was set to 0.001 and we
reduced the learning rate by a factor of 0.5 every 2 000 iterations.
We trained for 20 000 iterations, but only keep the best checkpoint,
based on validation accuracy.
Results. We rst show qualitative output from our model. Fig-
ure 6 shows the population and housing density estimates for a
satellite image. We also show the use of these estimates to do rough
disambiguation between residential and non-residential buildings.
To accomplish this, we rst applied a pre-trained building segmen-
tation CNN and thresholded it at 0.2. We applied a Gaussian blur
(σ = 4) to our estimated house density and thresholded at 0.001. We
then constructed a false color image where white pixels are back-
ground, black pixels correspond to buildings that we detected with
a house density above the threshold (residential), and green pixels
correspond to buildings with a house density below the threshold
(non-residential).
For quantitative evaluation, since we don’t know the true per-
pixel densities, we evaluate using the aggregated estimates on the
held-out cities. We use the pixel-level outputs from our models
and accumulate the densities for each region independently. We
nd that the uniform baseline method, unif, has an MAE of 27.7
for population count and 12.1 for housing density. In comparison,
our method, RAL, has MAEs of 26.5 and 11.7 respectively. While
these methods are fairly close in terms of MAE, the pixel-level den-
sities estimated by both training strategies are very dierent. Fig-
ure 7 compares these density maps. is shows that our approach
more clearly delineates the locations of residential dwellings, which
makes this potentially more useful for integration with dierent
applications.
Dasymetric Mapping. While our method does not require known
aggregated sums at inference time, it is straightforward to use them
if they are given. Figure 8 shows the result of applying dasymetric
mapping using our pixel-level population and housing density pre-
dictions as a guide for redistributing the ground-truth aggregated
sums. It is dicult to evaluate the eectiveness of this approach,
since high-resolution density estimates are not available. However,
this approach is promising because the learned CNN is trained in an
end-to-end manner and, hence, does not require any special knowl-
edge of the input imagery or assumptions about the distribution of
objects.
Discussion. One of the key limitations with our evaluation is that
the Census data provides an estimate for the state of the country
in 2010, but our imagery is from 2015–2017. is could lead to a
variety of errors, for example replacing a residential neighborhood
with a commercial district, constructing a new neighborhood on
farm land, or changing the housing density by inll construction. It
may be possible to address these problem by making assumptions
on the expected frequency of various types of change, but the best
solution is likely to wait for the results of the next Census and
capture imagery at roughly the same time.
6 CONCLUSIONS
We proposed an approach for learning to estimate pixel-level den-
sity functions from high-resolution satellite imagery when only
coarse-grained density aggregates are available for training. Our
approach can be used in conjunction with any pixel-level labeling
CNN using standard deep learning libraries.
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Figure 6: Visualizations of various outputs of our model for dierent scenes. From le to right: the input image; the census
block groups (white pixels correspond to regions that are not fully contained in the image); raw per-pixel density estimates
for population and housing; and our building type classication.
We showed that this technique works well on a variety of syn-
thetic datasets and for a large real-world dataset. e main innova-
tion is incorporating a layer that replicates the regional aggregation
process in the network in a way that enables end-to-end network
optimization. Since this layer is not required to estimate the pixel-
level density, we can remove it at inference time. e end result is
a CNN that estimates the density with signicantly higher eective
resolution than the baseline approach. We also showed that when
additional information is available about the form of the density
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Figure 7: A comparison of two training methods for the
task of population density estimation: uniformly distribut-
ing the aggregated sum (middle) and our method (right).
function, we can constrain the learning process, using custom acti-
vation functions or activity regularization, to improve our ability
to learn with fewer samples.
One limitation of our current implementation is that it requires a
region to be fully contained in an input image because it computes
the region aggregation in a single forward pass. When regions are
large and the image resolution is high it may not be possible to do
this due to memory constraints. One way to overcome this would be
to partition the image and compute the aggregation over multiple
forward passes. It would then be straightforward to compute the
backward pass separately for each sub-image.
For future work, we intend to apply this technique to a variety
of dierent geospatial density mapping problems, explore addi-
tional ways of incorporating priors, and investigate extensions to
structured density estimation.
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