We present a new necessary condition for similarity of indefinite Sturm-Liouville operators to self-adjoint operators. This condition is formulated in terms of Weyl-Titchmarsh m-functions. Also we obtain necessary conditions for regularity of the critical points 0 and ∞ of J-nonnegative Sturm-Liouville operators. Using this result, we construct several examples of operators with the singular critical point zero. In particular, it is shown that 0 is a singular critical point of the operator − (sgn x) (3|x|+1) −4/3 d 2 dx 2 acting in the Hilbert space L 2 (R, (3|x| + 1) −4/3 dx) and therefore this operator is not similar to a self-adjoint one. Also we construct a J-nonnegative Sturm-Liouville operator of type (sgn x)(−d 2 /dx 2 + q(x)) with the same properties.
Introduction
In this paper, we are interested in Sturm-Liouville equations − y ′′ (x) + q(x)y(x) = λ r(x)y(x), x ∈ R, (1.1)
with an indefinite weight r. More specifically, we study the spectral properties of the associated non-self-adjoint operator
acting in the weighted Hilbert space L 2 (R, |r(x)|dx) (an explicit definition of the operator A is given in the next section). Here the weight r and the potential q are real and locally Lebesgue integrable functions on R (q, r ∈ L 1 loc (R)), and xr(x) > 0 for all x ∈ R \ {0}. Thus r changes sign at 0. The spectral problem − y ′′ (x) + q(x)y(x) = λ|r(x)|y(x), x ∈ R, (1.3)
with the positive weight |r| is usually treated in the context of the Hilbert space L 2 (R, |r(x)|dx) with the scalar product (f, g) = R f g|r|dx. Under the assumption that (1.3) is in the limit point case at −∞ and +∞, the operator L associated with (1.3) is self-adjoint in L 2 (R, |r(x)|dx) and the operator A associated with (1.1) is J-self-adjoint. The letter means that A is self-adjoint with respect to the indefinite inner product
where the operator J is defined by J : f (x) → (sgn x)f (x). Obviously, the operators A and L are connected by the equality A = JL. Notice also that the operator A is non-self-adjoint (in the Hilbert space L 2 (R, |r(x)|dx)). The main object of the present paper is the similarity of the operator A to a self-adjoint operator. Let us recall that two closed operators T 1 and T 2 in a Hilbert space H are called similar if there exist a bounded operator S with the bounded inverse S −1 in H such that S dom(T 1 ) = dom(T 2 ) and T 2 = ST 1 S −1 . The similarity of the corresponding J-self-adjoint operators to a self-adjoint operator is essential for the solution of forward-backward boundary value problems, which arise in certain physical models, particularly in transport and scattering theory (see [4, 24, 16, 20, 21] ), and in the theory of random processes (see [37] and references therein).
If the operator L is nonnegative, L ≥ 0, one can study the similarity problem for the operator A in the context of the spectral theory of J-nonnegative operators [33] (necessary notions and facts are contained in Section 2.3). If, in addition, the resolvent set of the operator A is nonempty, ρ(A) = ∅, then the operator A possesses the following properties:
(i) the spectrum of A is real, σ(A) ⊂ R;
(ii) if λ = 0 is an eigenvalue of A, then it is semisimple (i.e., ker(A − λ) = ker(A − λ)
2 );
(iii) if 0 is an eigenvalue of A, then its Riesz index ≤ 2, i.e., ker A 2 = ker A 3 (generally, 0 may be a nonsemisimple eigenvalue).
Moreover, A admits a spectral function E A (∆). The properties of E A (∆) are similar to the properties of a spectral function of a self-adjoint operator. The main difference is the occurrence of critical points. Significantly different behavior of the spectral function E A (∆) occurs at singular critical point in any neighborhood of which the spectral function is unbounded. The critical points, which are not singular, are called regular. It should be stressed that only 0 and ∞ may be critical points for J-nonnegative operators. Under the additional assumption ker A = ker A 2 , the following assertions are equivalent:
(i) A is similar to a self-adjoint operator in H;
(ii) 0 and ∞ are regular critical points of A.
In [4] , Beals showed that the eigenfunctions of regular Sturm-Liouville problems of the type (1.1) form a Riesz basis if r(x) behaves like a power of x at 0. Improved versions of Beals' condition have been provided in [5, 12, 38, 39, 40, 41] . In [5, 12] , singular differential operators with indefinite weights have been considered and the regularity of the critical point ∞ was proven for a wide class of weight functions. The existence of indefinite Sturm-Liouville operators with the singular critical point ∞ was established in [41] , and corresponding examples were constructed in [1, 13, 38] . The question of nonsingularity of 0 is much harder. It was shown in [6, 10, 14, 17, 22, 23, 27, 28, 29] that 0 is a regular critical point for several model classes of differential operators. In [23] several necessary similarity conditions in terms of Weyl functions were obtained also. The following problem naturally arises in this context: It will be shown in the present paper that those operators do exist. The paper is organized as follows. In Section 2 we summarize necessary definitions and statements from the spectral theory of Sturm-Liouville operators and from the spectral theory of J-nonnegative operators.
The main results of the paper are contained in Section 3. The central result is a necessary condition for the operator A to be similar to self-adjoint one (Theorem 3.1). Further, we obtain necessary conditions for regularity of the critical points 0 and ∞ of J-nonnegative Sturm-Liouville operators (Theorem 3.2). These conditions are formulated in terms of the Weyl-Titchmarsh mfunctions. Proofs of these results are contained in Section 4.
In Section 5, we show that 0 is a singular critical point of the operator associated with the differential expression
in the Hilbert space L 2 (R, (3|x| + 1) −4/3 ). Moreover, we construct a J-nonnegative operator A 0 = (sgn x)(−d 2 /dx 2 + q 0 ) with the same property in Subsection 6.2. In [10] , Faddeev and Shterenberg proved the following: if the operator A = (sgn
) has a real spectrum and
4)
then the operator A is similar to a self-adjoint one. In Subsection 6.1, we show that (1.4) cannot be changed to the condition R |q(x)|(1 + |x| α )dx < ∞ with α < 1. It should be noted that the necessary conditions obtained in [23] In what follows dom(T ), ker(T ), ran(T ) are the domain, kernel, range of T , respectively. We denote by σ(T ), ρ(T ) the spectrum and the resolvent set of T ; σ p (T ) stands for the set of eigenvalues of T . R T (λ) :
We set C ± := {λ ∈ C : ± Im λ > 0}. By χ ± (t) := χ R ± (t) we denote the characteristic function of R ± , where R + := [0, +∞), R − := (−∞, 0]. We write f ∈ L 1 loc (R)(∈ AC loc (R)) if the function f is Lebesgue integrable (absolutely continuous) on every bounded interval in R.
Preliminaries

Differential operators.
Consider the differential expressions
Under the assumptions q, r ∈ L 1 loc (R), these differential expressions are regular on all compact intervals [a, b] ⊂ R, but singular on (−∞, +∞).
Let D be the set of all functions f ∈ L 2 (R, |r(x)|dx) such that f and its first derivative f ′ are locally absolutely continuous and
The set D is the maximal linear manifold in L 2 (R, |r(x)|dx) on which the differential expressions ℓ[·] and a[·] have a natural meaning. On D let us define the operators L and A as follows:
The operators A and L are called the operators associated with equations (1.1) and (1.3), respectively. It is well known (see [2] ) that A and L are closed differential operators in L 2 (R, |r(x)|dx). Moreover, the adjoint operator L * of L is a closed symmetric operator with deficiency indices (n, n), 0 ≤ n ≤ 2. In what follows we always assume that the differential expression ℓ[·] is in the limit point case at +∞ and −∞. In other words, we assume that n = 0, i.e., the operator L is self-adjoint in the Hilbert space L 2 (R, |r(x)|dx). It is clear that A = JL, where the operator J is defined by
Obviously,
Since dom(A * ) = dom(A), we have A = A * , i. e., the operator A is non-self-adjoint in L 2 (R, |r(x)|dx). Let us determine the following set
It is obvious that the following restrictions of the operators L and A
where
The operators L min+ and L min− are called the minimal operators associated with the differential expression ℓ[·] on R + and R − , respectively (see [2] ). Notice that L min± is a symmetric operator in the Hilbert space L 2 (R ± , |r(x)|dx). The deficiency indices of L min± are equal to (1, 1) . In what follows D * 0 stands for the domain of the adjoint operator L * min of L min . It is not hard to see that
Thus the operator A is a non-self-adjoint extension of the operator A min and
Weyl-Titchmarsh m-coefficients.
Let c(x, λ) and s(x, λ) denote the linearly independent solutions of equation (1.3) satisfying the following initial conditions at zero
Since equation (1.3) is limit-point at +∞, the Weyl-Titchmarsh theory states (see, for example, [35] ) that there exists a unique holomorphic function m + (·) : C \ R → C, such that the function s(x, λ) − m + (λ)c(x, λ) belongs to L 2 (R + , |r(x)|dx). Similarly, the limit point case at −∞ yields the fact that there exists a unique holomorphic function m − (·) :
The functions m + and m − are called the Weyl-Titchmarsh m-coefficients for (1.3) on R + and on R − , respectively. We put
By the definition of m ± , the functions ψ + (·, λ) and
Definition 2.1 (e.g. [25] ). The class (R) consists of all holomorphic functions G :
It is well known that 12) for all λ ∈ C \ R (see e.g. [35] ). These formulae imply that the functions M + and M − (as well as m + and m − ) belong to the class (R). Moreover (see [31] , [26] , and also [35, §II.5, Theorem 5.2] for the case |r| ≡ 1), the functions M + and M − admit the following integral representation
Here τ ± : R → R are nondecreasing functions on R with the following properties
Notice that the functions τ + and τ − are uniquely determined by the Stieltjes inversion formula (see [25] ),
The function τ ± is called a spectral function of the boundary value problem
In other words, the self-adjoint operator
associated with (2.15) is unitary equivalent to the multiplication by the independent variable in the Hilbert spaces L 2 (R, dτ ± (x)). This fact obviously implies
Here supp dτ denotes the topological support of a Borel measure dτ on R, i.e., supp dτ is the smallest closed set Ω ⊂ R such that dτ (R \ Ω) = 0. 
The functions τ 
Sometimes we will say that the functions M ± (·) and M ∞ ± (·) are the Weyl-Titchmarsh m-coefficients for the boundary value problems (2.15) and (2.18), respectively.
In the proofs of Theorems 6.1 and 6.2 the following description of σ p (A) will be used.
Proposition 2.1 ( [18, 20] ). Let λ ∈ R. Assume that
If (2.20) holds true, then:
(i) the geometric multiplicity of λ is 1;
(ii) λ is a simple eigenvalue if and only if at least one the following conditions fails
Remark 2.2. A complete description of eigenvalues of the indefinite Sturm-Liouville operator
A as well as their geometric and algebraic multiplicities were obtained in [18] . These results were published in [20] and used in [23] . 
Spectral functions of J-nonnegative operators.
In this subsection basic facts from the spectral theory of J-nonnegative operators are collected (the reader can find more details in [3, 33] ). Consider a Hilbert space H with a scalar product (·, ·) H . A Hermitian sesquilinear form · , · on a Hilbert space H is said to be positive definite if f, f > 0 for f ∈ H \ {0}, and it said to be indefinite if there exist elements f, g ∈ H such that f, f < 0 and g, g > 0.
Suppose that H = H + ⊕ H − , where H + and H − are closed subspaces of H. Denote by P ± the orthogonal projections from H onto H ± . Let [33, 3] Let T be a closed densely defined operator in H. The J-adjoint operator of T is defined by the
on the set of all g ∈ H such that the mapping f
. It is easy to see that T [ * ] := J T * J and the operator T is J-self-adjoint if and only if J T is self-adjoint. Note that
Let S be the semiring consisting of all bounded intervals with endpoints different from 0 and ±∞ and their complements in R := R ∪ ∞.
Theorem 2.1 ([33]). Let T be a J-nonnegative J-self-adjoint operator in
H with a nonempty resolvent set ρ(T ) = ∅. Then:
(ii) There exist a mapping ∆ → E(∆) from S into the set of bounded linear operators in H with the following properties (∆, ∆ ′ ∈ S):
in the double commutant of the resolvent of T and σ(T ↾ E(∆)H) ⊂ ∆; (E5) if ∆ is bounded, then E(∆)H ⊂ dom(T ) and T ↾ E(∆)H is a bounded operator.
According to [33, Proposition II.4 .2], a number s ∈ {0, ∞} is called a critical point of T , if the form [·, ·] is indefinite on E(∆)H for each ∆ ∈ S such that s ∈ ∆. The set of critical points is denoted by c(T ).
If α ∈ c(T ), then for arbitrary λ 0 , λ 1 ∈ R \ c(T ), λ 0 < α, λ 1 > α, the limits
exist in the strong operator topology. If α ∈ c(T ) and the limits (2.23) do still exist, then α is called regular critical point of T , otherwise α is called singular. Here we agree that, if
The following proposition is well known.
Proposition 2.2. Let T be a J-nonnegative J-self-adjoint operator in the Hilbert space H. Assume that ρ(T ) = ∅ and ker T = ker T 2 (i.e., 0 is either a semisimple eigenvalue or a regular point of T). Then two following assertions are equivalent: (i) T is similar to a self-adjoint operator.
(ii) 0 and ∞ are not singular critical points of T .
Main results
Let A, L, and J be the operators defined in Section 2.1. Let M + and M − be the Weyl-Titchmarsh mcoefficients for (1.1). Throughout this section we always assume that the operator A is J-self-adjoint (this is equivalent to the self-adjointness of the operator L).
In this Section we formulate the main results. All proofs are contained in the next section.
Necessary similarity condition.
We start with the following
Remark 3.1. Proposition 3.1 was obtained in [23] for the case r(x) = sgn x. The proof of statement (i) remains the same. However, for the operator [23, Proposition 2.5 
(v)]).
Let us note that if A is similar to a self-adjoint operator, then σ(A) ⊂ R and hence, by Proposition
The central result of the paper is the following theorem.
Theorem 3.1. If A is similar to a self-adjoint operator, then the functions
are well-defined and bounded on C \ R.
Corollary 3.1. Let A be a J-self-adjoint operator associated with (1.1). Assume also that the weight r(·) is odd and the potential q(·) is even. If A is similar to a self-adjoint operator then
Proof of Corollary 3.1. Since the functions |r(·)| and q(·) are even, one can easily show that m − (λ) = m + (λ). It follows from (2.11) that M − (λ) = −M + (−λ). Moreover,
Combining the last equality with Theorem 3.1, we complete the proof.
Remark 3.2. The case r(x) = sgn x was studied in papers [22, 23] , where several necessary and sufficient conditions of similarity to a self-adjoint operator have been obtained. In particular, it was shown that: if A is similar to a self-adjoint operator, then
where Remark 3.3. Let r(x) = sgn x and q(·) be a finite-zone potential (see [34] ). It was shown in [22, 23] that the part of the operator A that corresponds to the essential spectrum of A is similar to a selfadjoint operator exactly when (3.3) holds. Also, the Jordan structure of the part of A corresponding to the discrete spectrum has been described in [23] . Combining these results with Theorem 3.1, we obtain the following similarity criterion: the operator A = (sgn x)(−d 2 /dx 2 + q(x)) with a finite-zone potential q(·) is similar to a self-adjoint operator if and only if the functions (3.1) are bounded on C \ R.
Applications to J-nonnegative operators.
In this subsection we assume that the operator A is J-nonnegative. 
The proof is analogous to the proof of Corollary 3.1 and follows from Theorem 3.2.
In Sections 5-6, using the inverse spectral theory of Sturm-Liouville operators, we will construct the spectral problems of the form (1.1) such that the associated operator A is J-nonnegative with the singular critical point 0.
4 Resolvent estimates 4.1 Boundary triplets for symmetric operators.
To calculate the spectrum and the resolvent of the operator A we will use the concepts of boundary triplets and abstract Weyl functions (see [7, 8] ). Let us briefly recall basic notions and facts.
Let H and H be separable Hilbert spaces. Let S be a closed symmetric operator in H with equal and finite deficiency indices n + (S) = n − (S) = n < ∞ (by definition, n ± (S) := dim N ±i (S), where N λ (S) := ker(S * − λI)). 
(ii) the linear mapping Γ = {Γ 0 f,
The mappings Γ 0 and Γ 1 naturally induce two extensions S 0 and S 1 of S given by
It turns out that S 0 and S 1 are self-adjoint operators in H, S * j = S j , (j = 0, 1). The γ-field of the operator S corresponding to the boundary triplet Π is the operator function
The function γ is well-defined and holomorphic on ρ(S 0 ). Note that the Weyl function M is holomorphic on ρ(S 0 ). It is well known (see [7, 8] 
) that the above implicit definition of the Weyl function is correct and M(·) is an (R)-function obeying 0 ∈ ρ(Im(M(i))).
Let C, D ∈ [H]. Consider the following extension S of S, S ⊂ S,
Notice that each proper extension S of S has the form (4.1), i.e., if S ⊂ S ⊂ S * , then there exist
A connection between the Krein-Najmark formula (see, for example, [2] ) and boundary triplets has been established in [7, 8] . We use the corresponding result in the form given in [36] . 
( S) if and only if 0 ∈ ρ(D + CM(λ)).
(ii) For each λ ∈ ρ( S) ∩ ρ(S 0 ) the following equality holds true
where the operator-function γ 
Boundary triplets for Sturm-Liouville operators.
1. Let A min+ and A min− be the operators defined in Subsection 2.1. Since equation (1.1) is in the limit point case at +∞ and −∞, then the deficiency indices of the symmetric operator A min± (= ∓L min± ) are (1,1) and for all f, g ∈ dom A * min± we have 
are the boundary triplets for A * min+ and A * min− , respectively. By the definition of the functions ψ + (·, λ) and ψ − (·, λ) (see Subsection 2.2), we obtain
Denote by γ + and γ − the γ-fields corresponding to the boundary triplets Π + and Π − . By (2.11) and (4.4), we get
Further, the self-adjoint extension A * min± ↾ ker(Γ ± 0 ) of A min± coincides with the operator A 0± defined by (2.16) (see Subsection 2.2). The Weyl function M ± (·) of A min± corresponding to the boundary triplet Π ± is defined by
Combining (4.5) with (2.11), one obtains
Note that, by definition 4.2, the function M ± is holomorphic on ρ(A 0± ). Thus M ± (·) is a holomorphic continuation of M ± (·) to the domain ρ(A 0± ). In the sequel we will write M ± instead of M ± . 2. Let us consider the symmetric operator A min defined by (2.6). Let us determine the linear mappings Γ j : dom(A * min ) → C 2 , (j = 0, 1), as follows
Therefore, the operator function γ(·) :
is the gamma-field corresponding to the boundary triplet Π. Moreover, the corresponding Weyl function has the following form
Lemma 4.1 (cf. [23] ). Let A be the operator associated with equation (1.1), let the operator A 0 be defined by (4.7). Then:
Proof. (i) Let us rewrite (2.10) as follows
(ii) Let λ ∈ ρ(A) ∩ ρ(A 0 ) and f ∈ H. Then after simple calculations we obtain
,
Combining this equalities with (4.8) and (4.2), we obtain (4.9). [23] (for the case r(x) = sgn x). In the proof given above we use other technique. Since σ(A 0± ) = supp dτ ± (see Section 2.2), one immediately gets supp dτ + = supp dτ − . By the Stieltjes inversion formula (2.14), we conclude that
Remark 4.2. Lemma 4.1 was obtained in
Remark 4.3. Notice also that each point
The following result is well known. 
Proposition 4.2. Let T be a closed operator in a Hilbert space H and ρ(T ) ⊂ R. If T is similar to a self-adjoint operator, then there exists a positive constant C > 0 such that
Since the operator
Combining this inequality with (4.11), we get
, we obtain from (4.12) the following inequality
Therefore, using (2.12), one immediately gets
Thus, for λ ∈ C \ R, we have
This concludes the proof of Theorem 3.1.
Proof of Theorem 3.2. Let us prove assertion (ii). The proof of assertion (i) is analogous. It is assumed that the operator A has the following properties:
(A1) A is a J-self-adjoint J-nonnegative operator;
(A3) 0 is not a singular critical point of A.
Notice that to prove (ii) it is sufficient to show that the resolvent (A−λ) −1 of the operator A satisfies the inequality
Actually, if the resolvent of the operator A satisfies (4.13), then, arguing as in proof of Theorem 3.1, we easily obtain (ii). By Proposition 3.2 and Theorem 2.1, the operator A has a spectral function E A (∆). Let us consider the following operator
. Furthermore, using properties (E4)-(E5) of the spectral function E A (∆), we obtain the decomposition
, and
Moreover,
It is obvious that the operator A 0 satisfies (A1)-(A3). On the other hand, it follows from (4.15) that ∞ is not a critical point of A 0 . Hence, by Proposition 2.2, the operator A 0 is similar to a self-adjoint one. Therefore, by Proposition 4.2, we obtain
Combining (4.16) and (4.17) with (4.14), we obtain (4.13). This completes the proof.
The main aim of Subsections 5-6 is to present several explicit examples of indefinite Sturm-Liouville operators of the form (1.2) with the singular critical point 0. We start with the case q ≡ 0. It should be noted that this kind of operators could be treated by the theory of strings with a nonmonotone mass distribution function (see [12] ).
1. In the Hilbert space L (ii) 0 is a simple eigenvalue of A;
(iii) 0 is a singular critical point of A;
(iv) A is not similar to a self-adjoint operator.
The proof of Theorem 5.1 is based on the following lemma, which will be proved in the next subsection.
is in the limit point case at +∞. Moreover, the function 
Combining (4.9) with (2.12) and (5.4), we obtain the following estimate
Therefore, the Riesz index of 0 is less than 2, i.e., ker A 2 = ker A. To prove (iii) we use Corollary 3.2.
Simple calculations show that
and
Thus the condition of Corollary 3.2 fails, hence 0 is a singular critical point of the operator A. Finally, notice that (iv) directly follows from (iii) (see Proposition 2.2).
2. Let us briefly recall the basic facts from the Krein string spectral theory (see [26] , and also [9] ).
A string S is specified by a pair l and M, where the number l > 0 is the length of S, and the function M : [0, l) → R + is the mass distribution. Naturally, M is nonnegative, nondecreasing, continuous from the right, and x = 0 is a point of growth. With such a string one can naturally associate a self-adjoint operator L (see [9] ). This is done by restricting the formal differential operator
M ∈ AC loc , dM(x) = r(x)dx, l = +∞, and
then L coincides with the Sturm-Liouville operator A 0+ defined by (2.16).
It should be noted that for the string S one can naturally determine the Weyl-Titchmarsh m-function m(·) and the spectral function τ (·). Note that if M is locally absolutely continuous, dM(x) = r(x)dx, then m and τ become the classical m-function and the classical spectral function.
The following fundamental result is due to M. Krein [30] (see also [26, §11] and [9, §6.6]). Under this condition a string S (i.e., the length l and the mass distribution M) is uniquely determined by τ .
In the following we also need rule for the change in the string S → S * resulting from a change τ → τ * in its spectral function. This fact has been discovered by M. Krein [32, Theorem 2.3] (see also [9, §6.9, Rule 2]). 
Now we are ready to prove Lemma 5.1.
Proof of Lemma 5.1. Putting λ = 0 in (5.2) , we obtain
, the Weyl alternative implies that expression (5.2) is in the limit point case at +∞.
Further, one can easily compute that
is a spectral function of a certain string S. Let us recover the mass distribution M and the length l of S.
It is well-known that the function
is the spectral function of the problem
In other words, τ 0 (·) is a spectral function of the string S 0 with the mass distribution M 0 (x) = x and the length l 0 = +∞. Using Theorem 5.3, we obtain
Finally, M(x) is locally absolutely continuous on R + and
Therefore, the function (5.9) is a spectral function of the boundary value problem (5.2).
6 Operators with the singular critical point zero: the case r(x) = sgn x
In this section we suppose that r(x) = sgn x, x ∈ R. Two examples of indefinite Sturm-Liouville operators of type (sgn x)(−d 2 /dx 2 + q) will be considered.
we see that M + (λ) = M − (λ) for λ / ∈ R. By Lemma 4.1, the operator A has a real spectrum. (ii) Since τ ∞ (·) is the spectral function of the boundary value problem (6.5) and τ ∞ (+0) = τ ∞ (−0), then λ = 0 is an eigenvalue of the problem (6.5). This implies s(x, 0)χ + (x) ∈ L 2 (R + ) (for the definition of s(x, λ) see Subsection 2.2). Moreover, the potential q is even. Hence, s(
R) and therefore s(x, 0) ∈ ker L. Since ker A = ker L = {0}, we conclude that 0 ∈ σ p (A). Notice also that (6.5) is limit point at +∞. Therefore, c(x, 0) / ∈ L 2 (R) and ker A = ker L = span{s(x, 0)}.
To prove that ker A = ker A 2 we check the conditions of Proposition 2.1. It is not so hard to obtain that
Thus dτ + (s) = 2 3 δ(s + 1)ds + dτ ac (s), where δ(s)ds is the Dirac measure. It follows from (6.6) that dτ − (s) = 2 3 δ(s − 1)ds − dτ ac (−s). Hence,
So conditions (2.19) and (2.20) are fulfilled and, by Proposition 2.1, we have 0 ∈ σ p (A) and dim(ker A) = 1. Since
we see that both conditions (2.21) fail. Thus, Proposition 2.1 yields that 0 is a simple eigenvalue of the operator A.
(iii) After simple calculations, one gets for ε > 0
Hence,
Therefore, by Corollary 3.1, the operator A is not similar to a self-adjoint one. 
) is nonnegative, then ∞ is a regular critical point of the operator A = (sgn x)L. The regularity of critical point 0 of the operator A = (sgn x)(−d 2 /dx 2 + q(x)) was proved for the following three cases:
(i) q ≡ 0 (see [6] );
(ii) the spectrum of A is real and q satisfies condition (1.4) (see [10] ); (iii) A is definitizable and q is a finite-zone potential (see [22, 23] ).
The goal of this subsection is to show that there exists a J-nonnegative operator of the type A = (sgn x)(−d 2 /dx 2 + q(x)) with the singular critical point 0. We first need in some preparations. Let us consider the following nondecreasing function From this, (6.14) and (6.9), we obtain σ(L) ⊂ R + , i.e., L ≥ 0. (It is not difficult to show that σ(L) = R + .) (ii) Since τ is the spectral function of the problem (6.8) and τ (+0) = τ (−0), we see that λ = 0 is an eigenvalue of the problem (6.8). That is c(x, 0)χ + (x) ∈ L 2 (R + ). Furthermore, the potential q 0 (|x|) is even, hence c(x, 0)χ − (x) ∈ L 2 (R − ) and c(x, 0) ∈ ker L. Let us note that the operator L is self-adjoint, i.e., the differential equation (1.3) with r(x) = sgn x and q(x) = q 0 (|x|) is limit point at +∞ and −∞. Therefore, s(x, 0) / ∈ L 2 (R) and ker L = span{c(x, 0)}. The equality ker A = ker L implies 0 ∈ σ p (A) and dim(ker A) = 1. Arguing as in the proof of Theorem 5.1, one can show that ker A = ker A 2 , so 0 is a simple eigenvalue of A. On the other hand, this fact follows from [19 
