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Patrick Rebeschini† Sekhar Tatikonda‡
Abstract
In probability theory and statistics notions of correlation among random variables,
decay of correlation, and bias-variance trade-off are fundamental. In this work we
introduce analogous notions in optimization, and we show their usefulness in a concrete
setting. We propose a general notion of correlation among variables in optimization
procedures that is based on the sensitivity of optimal points upon (possibly finite)
perturbations. We present a canonical instance in network optimization (the min-cost
network flow problem) that exhibits locality, i.e., a setting where the correlation decays
as a function of the graph-theoretical distance in the network. In the case of warm-
start reoptimization, we develop a general approach to localize a given optimization
routine in order to exploit locality. We show that the localization mechanism is
responsible for introducing a bias in the original algorithm, and that the bias-variance
trade-off that emerges can be exploited to minimize the computational complexity
required to reach a prescribed level of error accuracy. We provide numerical evidence
to support our claims.
Keywords: sensitivity of optimal points, decay of correlation, bias-variance, network flow,
Laplacian, Green’s function.
1 Introduction
Many problems in machine learning, networking, control, and statistics can be naturally
posed in the framework of network-structured convex optimization. Given the huge problem
size involved in modern applications, a lot of efforts have been devoted to the development
and analysis of algorithms where the computation and communication are distributed over
the network. A crucial challenge remains that of identifying the structural amount of
information that each computation node needs to receive from the network to yield an
approximate solution with a certain accuracy.
The literature on distributed algorithms in network optimization is gigantic, with much
of the earlier seminal work contained in the textbook [6]. More recent work that explicitly
relate the convergence behavior of the algorithms being considered to the network topology
and size include — but it is certainly not limited to — [21, 29, 12] for first-order methods,
and [36, 37] for second-order methods. Distributed algorithms are iterative in nature. In
their synchronous implementations, at every iteration of the algorithm each computation
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node processes local information that come from its neighbors. Convergence analysis yields
the number of iterations that guarantee these algorithms to meet a prescribed level of error
accuracy. In turns, these results translate into bounds on the total amount of information
processed by each node, as k iterations of the algorithm means that each node receives
information coming from nodes that are at most k-hops away in the network. As different
algorithms yield different rates of convergence, the bounds on the propagation of informa-
tion that are so-derived are algorithm-dependent (and also depend on the error analysis
being considered). As such, they do not capture structural properties of the optimization
problem.
The main aim of this paper is to propose a general notion of “correlation” among vari-
ables in network optimization procedures that fundamentally characterizes the propagation
of information across the network. This notion is based on the sensitivity of the optimal
solution of the optimization problem upon perturbations of parameters locally supported
on the network. This notion can be used to investigate “locality,” by which we mean
problem instances where the correlation decays as a function of the natural distance in
the network, so that, effectively, information only propagates across local portions of it.
The phenomenon of locality characterizes situations where local perturbations are confined
inside small regions of the network. How small the affected regions are, it depends on the
particular problem instance at hand, and on the underlying graph topology. If locality is
present, one could hope to exploit it algorithmically. In the case of localized perturbations,
for instance, one could hope to localize known optimization routines so that only the af-
fected regions are updated, hence yielding computational savings. While such a localization
mechanism would introduce a structural “bias” with respect to the original algorithm —
which updates every node in the network and not only the ones that are mostly affected by
the perturbation — one could hope to exploit the “reduction in the variance” to achieve a
prescribed level of error accuracy with a lower computational complexity. In the following
we make all of this precise.
In this paper we define general notions of correlation, decay of correlation (locality),
and bias-variance decomposition and trade-off in optimization, and we consider a concrete
setting to illustrate their usefulness. The results that we present should be seen as an
implementation of a general agenda that can be followed to establish and exploit locality
in more general instances of network optimization.
This paper presents four main contributions discussed in separate sections, which we
now summarize. Proofs are in the Appendices.
1) Sensitivity of optimal points. In Section 2 we present a theory on the sensitivity
of optimal points for smooth convex problems with linear equality constraints upon (possi-
bly finite) perturbations. We consider the problem of minimizing a smooth convex function
x → f(x) subject to Ax = b, for a certain matrix A and vector b ∈ Im(A), where Im(A)
denotes the image of A. We consider this problem as a function of the constraint vector b.
We prove that if f is strongly convex, then the optimal point b→ x?(b) is continuously dif-
ferentiable along Im(A), and we explicitly characterize the effect that perturbations have on
the optimal solution as a function of the objective function f , the constraint matrix A and
vector b. Given a differentiable function ε ∈ R→ b(ε) ∈ Im(A), we show that the quantity
dx?(b(ε))
dε is a function of the Moore-Penrose pseudoinverse of the matrix AΣ(b(ε))A
T , where
AT is the transpose of A, and where Σ(b) denotes the inverse of the Hessian of f evaluated
at x?(b), namely, Σ(b) := ∇2f(x?(b))−1. The literature on the sensitivity of optimal points
(see Section 2 for a list of references) is typically only concerned with establishing infinites-
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imal perturbations locally, i.e., on a neighborhood of a certain b ∈ Im(A). On the other
hand, the results that we present extend to finite perturbations as well, as we prove that the
derivatives of the optimal point are continuous along Im(A), and hence can be integrated
to deal with finite perturbations. The workhorse behind our results is Hadamard’s global
inverse function theorem [23], which in our setup yields necessary and sufficient conditions
for the inverse of the KKT map to be continuously differentiable. Proofs are in Appendix
A.
2) Notions of correlation in optimization. In Section 3 we provide an interpreta-
tion of the sensitivity theory previously developed in terms of notions of correlation among
variables in optimization procedures, resembling analogous notions in probability theory.
If the matrix A is full row rank, for instance, then the quantity ∂x
?(b)i
∂ba
is well-defined and
describes how much x?(b)i — the i-th component of the optimal solution x
?(b) — changes
upon perturbation of ba — the a-th component of the constraint vector b. We interpret
∂x?(b)i
∂ba
as a measure of the correlation between variables i and a in the optimization prob-
lem, and we are interested in understanding how this quantity behaves as a function of
the geodesic distance between i and a. We motivate this terminology by establishing an
analogy with the theory of correlations in probability, via the connection with Gaussian
random variables (proofs are in Appendix B). We extend the notion of correlation beyond
infinitesimal perturbations, and we show how our theory yields a first instance of compar-
ison theorems for constrained optimization procedures, along the lines of the comparison
theorems established in probability theory to capture stochastic decay of correlation and
control the difference of high-dimensional distributions [11, 31].
In probability theory, decay of correlation characterizes the effective neighborhood de-
pendency of random variables in a probabilistic network. Since the seminal work of Do-
brushin [11], this concept has found many applications beyond statistical physics. Recently,
it has been used to develop and prove convergence guarantees for fast distributed local algo-
rithms for inference and decision problems on large networks in a wide variety of domains,
for instance, probabilistic marginal inference [34], wireless communication [38], network
learning [8], combinatorial optimization [16], and nonlinear filtering [32]. However, even in
applications where the underlying problem does not involve randomness, decay of correla-
tion is typically established upon endowing the model with a probabilistic structure, hence
modifying the original problem formulation. Our results in network optimization, instead,
show how locality can be described in a purely non-random setting, as a structural property
of the original optimization problem. To the best of our knowledge, non-random notions of
correlation in optimization have been previously considered only in [28], where the authors
explicitly use the word “correlation” to denote the sensitivity of optimal points with respect
to localized perturbations, and they analyze the correlation as a function of the natural
distance in the graph. However, in their work correlation is regarded as a tool to prove
convergence guarantees for the specific algorithm at hand (Min-Sum message-passing to
solve unconstrained convex problems), and no general theory is built around it.
3) Locality: decay of correlation. As a paradigm for network optimization, in Sec-
tion 4 we consider the problem of computing network flows. This is a fundamental problem
that has been studied in various formulations by different communities. The min-cost net-
work flow variant (where the objective function is typically chosen to be linear, although
there are non-linear extensions, and the constraints also include inequalities) has been es-
sential in the development of the theory of polynomial-times algorithms for optimizations
(see [17] and references therein, or [1] for a book reference). In the case of quadratic
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functions, the problem is equivalent to computing electrical flows, which is a fundamental
primitive related to Laplacian solvers that has been extensively studied in computer sci-
ence (see [35]) with also applications to learning problems ([5, 24], for instance). In the
formulation we consider, a directed graph ~G = (V, ~E) is given (arrows indicate directed
graphs/edges), with its structure encoded in the vertex-edge incidence matrix A ∈ RV×~E .
To each edge e ∈ ~E is associated a flow xe with a cost fe(xe), and to each vertex v ∈ V
is associated an external flow bv. The network flow problem consists in finding the flow
x?(b) ∈ R~E that minimizes the cost f(x) := ∑e∈~E fe(x) and satisfies the conservation law
Ax = b.
In this setting, the general sensitivity theory that we have previously developed allows to
characterize the derivatives of the optimal flow in terms of graph Laplacians; in fact, in this
case the matrix AΣ(b)AT corresponds to the Laplacian of an undirected weighted graph
associated to ~G, where each directed edge e ∈ ~E is given a weight Σ(b)ee > 0. Exploiting a
general connection between the Moore-Penrose pseudoinverse of graph Laplacians and the
Green’s function of random walks on weighed graphs — which we present as standalone in
Appendix C — we express the correlation term dx
?(b(ε))e
dε in terms of differences of Green’s
functions. Different graph topologies yield different decaying behaviors for this quantity,
as a function of the geodesic distance d(e, Z) between edge e and the set of vertices Z ⊆ V
where the perturbation is localized, namely, Z := {z ∈ V : db(ε)zdε = 0}. In the case of
expanders, we derive spectral bounds that show an exponential decay, with rate given by
the second largest eigenvalue in magnitude of the diffusion random walk. In this case we
establish various types of decay of correlation bounds, point-to-set and set-to-point. Ap-
pendix D contains the proofs of these results. For grid-like graphs, based on numerical
simulations and on asymptotic results for the behavior of the Green’s function in infinite
grids [26], we expect the correlation term to decay polynomially instead of exponentially.
4) Localized algorithms and bias-variance. In Section 5 we investigate applica-
tions of the framework that we propose to develop scalable computationally-efficient algo-
rithms. To illustrate the main principle behind our reasoning, we consider the case when
the solution x?(b) is given (also known as warm-start scenario) and we want to compute
the solution x?(b + p) for the perturbed flow b + p, where p is a perturbation supported
on a small localized subset Z ⊆ V . This setting belongs to the class of reoptimization
problems typically studied in computer science and operations research (we could not to
find previous literature on the setting that we consider; the case considered more frequently
involves discrete problems and changes in the graph structure, as in [4]).
The decay of correlation property structurally exhibited by the min-cost network flow
problem encodes the fact that when the external flow b is locally perturbed it suffices to
recompute the solution only for the part of the network that is “mostly affected” by this
perturbation, i.e., the set of edges that have a distance at most r from the perturbation
set Z. Here, the radius r is tuned to meet the desired level of error tolerance given the
size of the perturbation and given the graph topology being investigated. This allows us to
show that it is possible to develop localized versions of canonical optimization algorithms
that can exploit locality by only updating the edges in a subgraph of ~G. We investigate
regimes where localized algorithms can achieve computational savings against their global
counterpart. The key behind these savings is the bias-variance decomposition that we give
for the error of localized algorithms. This decomposition conveys the idea that by introduc-
ing some bias in a given optimization routine (in our setting, by truncating the problem
size restricting the algorithm to a subgraph) one can diminish its variance and obtain
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faster convergence rates. We illustrate this phenomenon theoretically and with numerical
simulations for localized projected gradient descent. Proofs are in Appendix E.
Notation. For a given matrix M , let MT be the transpose, M−1 be the inverse, and M+
be the Moore-Penrose pseudoinverse. Let Ker(M) := {x : Mx = 0} and Im(M) := {y :
y = Mx for some x} be the kernel and image of M , respectively. Given an index set I and
subsets K,L ⊆ I, if M ∈ RI×I, let MK,L ∈ RK×L denote the submatrix corresponding to the
rows and columns of M indexed by K and L, respectively. Let I be the identity matrix, 1
the all-one vector (or matrix), and 0 the all-zero vector (or matrix), whose sizes are implied
by the context. Given a vector x ∈ RI, let xi ∈ R be the component associated to i ∈ I,
and xK := (xi)i∈K ∈ RK the components associated to K ⊆ I. Let ‖x‖ := (
∑
i∈I x
2
i )
1/2
be the `2-norm of x and ‖x‖K := (
∑
i∈K x
2
i )
1/2 be the localized `2-norm on K. Clearly,
‖x‖K = ‖xK‖ and ‖x‖I = ‖x‖. We use the notation |K| to denote the cardinality of K.
If ~G = (V, ~E) is a directed graph with vertex set V and edge set ~E, let G = (V,E) be the
undirected graph associated to ~G, namely, {u, v} ∈ E if and only if either (u, v) ∈ ~E or
(v, u) ∈ ~E.
2 Sensitivity of optimal points
Let V be a finite set — to be referred to as the “variable set” — and let f : RV → R be
a strictly convex function, twice continuously differentiable. Let F be a finite set — to be
referred to as the “factor set” — and let A ∈ RF×V. Consider the following optimization
problem over x ∈ RV:
minimize f(x)
subject to Ax = b,
(1)
for b ∈ Im(A) ⊆ RF, so that the feasible region is not empty. Throughout this paper we
think of the function f and the matrix A as fixed, and we consider the solution of the
optimization problem above as a function of the vector b ∈ Im(A). By strict convexity,
this problem has a unique optimal solution, that we denote by x?(b) := argmin{f(x) : x ∈
RV, Ax = b}.
Theorem 1 below provides a characterization of the way a perturbation of the constraint
vector b on the subspace Im(A) affects the optimal solution x?(b) in the case when the
function f is strongly convex. The proof is given in Appendix A.
Theorem 1 (Sensitivity optimal point). Let f : RV → R be a strongly convex function,
twice continuously differentiable. Let A ∈ RF×V. For b ∈ Im(A), let Σ(b) := ∇2f(x?(b))−1
and D(b) := Σ(b)AT (AΣ(b)AT )+. Then, x? is continuously differentiable along the subspace
Im(A), and given a differentiable function ε ∈ R→ b(ε) ∈ Im(A) we have
dx?(b(ε))
dε
= D(b(ε))
db(ε)
dε
.
Most of the literature on the sensitivity of optimal points for nonlinear programs in-
vestigates local results for infinitesimal perturbations, establishing the existence of a lo-
cal neighborhood of the perturbed parameter(s) where the optimal point(s) has(have)
some analytical properties such as continuity, differentiability, etc. Classical references
are [19, 33, 13, 25]. Typically, the main tool used to establish this type of results is the
5
implicit function theorem applied to the first order optimality conditions (KKT map),
which is a local statement (as such, it is flexible and it can be applied to a great variety
of optimization problems). The sensitivity result that we present in Theorem 1 in the case
of strongly convex functions, on the other hand, is based on Hadamard’s global inverse
function theorem [23]. This is a global statement, as it shows that the optimal point x? is
continuously differentiable along the entire subspace Im(A). This fact allows the use of the
fundamental theorem of calculus to deal with finite perturbations, which is instrumental
for the results developed in this paper (in particular, for the connection with compari-
son theorems in probability, Section 3.2, and for the results in Section 5). In the case of
quadratic programs with linear constraints (the problem we consider can be thought of as
an extension of this setting to strongly convex functions) there are many papers in para-
metric programming investigating the sensitivity of optimal points with respect to changes
in the objective functions and constraints (see [30] and references therein). While most
of these results are again local, some of them are closer to our approach and also address
finite perturbations [7].
Theorem 1 characterizes the behavior of x?(b) upon perturbations of b along Im(A) ⊆
RF. If the matrix A is full row rank, i.e., Im(A) = RF, then the optimal point x? is
everywhere continuously differentiable, and we can compute its gradient. We have the
following immediate corollary.
Corollary 1 (Sensitivity optimal point, full rank case). Consider the setting of Theorem
1, with the matrix A ∈ RF×V having full row rank, i.e., Im(A) = RF. Then, the function
b ∈ RF → x?(b) ∈ RV is continuously differentiable and
dx?(b)
db
= D(b) = Σ(b)AT (AΣ(b)AT )−1.
Remark 1. Our goal is to present the simplest setting of interest where we can establish lo-
cality and illustrate the computational savings achieved by localized algorithms. The compu-
tational advantages provided by localization are already appreciable in the well-conditioned
setting that we consider, as we explain in Section 5 below. For this reason, we are satisfied
with the assumption of strong convexity in Theorem 1. The main tool behind Theorem
1 is Hadamard’s global inverse function theorem, which provides necessary and sufficient
conditions for the inverse of a continuously differentiable function to be continuously dif-
ferentiable. These conditions involve cohercitivity of the function of interest, along with
a non-degeneracy condition on the determinant of the function. To relax the assumptions
that we give in Theorem 1, one needs to consider a more refined application of Hadamard’s
theorem to the KKT map.
3 Notions of correlation in optimization
The sensitivity analysis presented in Section 2 suggests a natural notion of correlation
between variables and factors in optimization, resembling notions of correlation among
random variables in probability theory. If the matrix A is full row rank, then the quantity
∂x?(b)i
∂ba
is well-defined and it captures the interaction between variable i ∈ V and factor
a ∈ F in the optimization procedure, and the quantity D(b)ia in Corollary 1 characterizes
this correlation as a function of the constraint matrix A, the objective function f , and the
optimal solution x?(b). Theorem 1 allows us to extend the notion of correlation between
variables and factors to the more general case when the matrix A is not full rank. As an
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example, let b, p ∈ Im(A), and assume that p is supported on a subset Z ⊆ F, namely,
pa 6= 0 if and only if a ∈ Z. Define b(ε) := b + εp. Then, the quantity dx
?(b(ε))i
dε measures
how much a perturbation of the constraints in Z affects the optimal solution at i ∈ V, hence
it can be interpreted as a measure of the correlation between variable i and the factors in
Z, which is characterized by the term (D(b(ε))db(ε)dε )i =
∑
a∈Z D(b(ε))iapa in Theorem 1.
We now discuss how these notions of correlation relate to analogous notions in proba-
bility.
3.1 Connection with Gaussian random variables
The resemblance between the notion of correlations in optimization and in probability
is made explicit via the analogy to the theory of Gaussian random variables. Recall the
following result (proofs of the results here discussed are given for completeness in Appendix
B).
Proposition 1 (Conditional mean of Gaussian random variables). Let V,F be two finite
sets. Let X ∈ RV be a Gaussian random vector with mean µ ∈ RV and covariance Σ ∈
RV×V, possibly singular. Let A ∈ RF×V be given. Given a differentiable function ε ∈ R→
b(ε) ∈ Im(A), we have dE[X|AX=b(ε)]dε = ΣAT (AΣAT )+ db(ε)dε . If Σ is invertible and A is full
row rank, then for each b ∈ RF we have dE[X|AX=b]db = ΣAT (AΣAT )−1.
Proposition 1 shows that for i ∈ V, a ∈ F, the quantity ∂E[Xi|AX=b]∂ba = (ΣAT (AΣAT )−1)ia
can be interpreted as a measure of correlation between the random variables Xi and (AX)a,
as it describes how much a perturbation of (AX)a impacts Xi, upon conditioning on AX.
A similar interpretation can be given in optimization for the quantities in Corollary 1, with
the difference that typically these quantities depend on b ∈ Im(A), as they are functions
of x?(b).
The sensitivity results that we derived in Section 2 also yield notions of correlation
in optimization between variables. The following lemma, an immediate application of
Corollary 1, shows that the local behavior of the optimal solution of the optimization
problem (1) when we freeze some coordinates, upon perturbation of these coordinates, is
analogous to the behavior of the conditional mean of a non-degenerate Gaussian random
vector upon changing the coordinates we condition on. Recall (see the proof of Proposition
1) that if X ∈ RV is a Gaussian vector with mean µ ∈ RV and positive definite covariance
Σ ∈ RV×V, then for I ⊆ V and B := V \ I dE[XI |XB=xB ]dxB = ΣI,B(ΣB,B)−1.
Lemma 1 (Sensitivity with respect to boundary conditions). Let f : RV → R be a
strongly convex function, twice continuously differentiable. Let I ⊆ V be a nonempty
set, and let B := V \ I not empty. Define the function x?I : xB ∈ RB −→ x?I(xB) :=
argmin
{
f(xIxB) : xI ∈ RI
}
. For xB ∈ RB, let H(xB) := ∇2f(x?I(xB)xB) and Σ(xB) :=
H(xB)
−1. Then, x?I is continuously differentiable and
dx?I (xB)
dxB
= Σ(xB)I,B(Σ(xB)B,B)
−1 =
−(H(xB)I,I)−1H(xB)I,B .
3.2 Comparison theorems
The connection between Theorem 1 and the theory of correlations in probability extends
beyond infinitesimal perturbations. As previously discussed, Theorem 1 can be used to
deal with finite perturbations, and so it can be interpreted as a comparison theorem to
capture uniform correlations in optimization, along the lines of the comparison theorems
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in probability theory to capture stochastic decay of correlation and control the difference of
high-dimensional distributions (see the seminal work in [11], and [31] for generalizations).
To see this analogy, let us consider a simplified version of the Dobrushin comparison
theorem that can be easily derived from the textbook version in [18], Theorem 8.20. Let
I be a finite set, and let Ω :=
∏
i∈I Ωi where Ωi is a finite set for each i ∈ I. Define the
projections Xi : x 7→ xi for x ∈ Ω an i ∈ I. For any probability distribution µ on Ω,
define the marginal µi(y) := µ(Xi = y), and the conditional distribution µ
x
i (y) := µ(Xi =
y|XI\{i} = xI\{i}). Define the total variation distance between two distributions ν and ν˜
on Ωi as ‖ν − ν˜‖T := 12
∑
y∈Ωi |ν(y)− ν˜(y)|.
Theorem 2 (Dobrushin comparison theorem). Let µ, µ˜ be probability distributions on Ω.
For each i, j ∈ I, define Cij :=supx,z∈Ω:xI\{j}=zI\{j}‖µxi − µzi ‖T and bj := supx∈Ω ‖µxj −
µ˜xj ‖T , and assume that the Dobrushin condition holds: maxi∈I
∑
j∈I Cij < 1. Then the
matrix sum D :=
∑
t≥0 C
t is convergent, and for any i ∈ I, y ∈ Ωi, we have ‖µi − µ˜i‖T ≤∑
j∈I Dijbj .
The Dobrushin coefficient Cij is a (uniform) measure of the degree to which a pertur-
bation of site j directly affects site i under the distribution µ. However, perturbing site j
might also indirectly affect site i: it could affect another site k which in turn affects i, etc.
The aggregate effect of a perturbation of site j on site i is captured by Dij . The quantity
bj is a comparison term that measures the local difference at site j between µ and µ˜ (in
terms of the conditional distributions µ·j and µ˜
·
j).
The formal analogy between the Dobrushin comparison theorem and the sensitivity
results of Theorem 1 for the optimization problem (1) is made explicit by the fundamental
theorem of calculus. This connection is easier to make if we assume that the matrix
A has full row rank, and we consider the results in Corollary 1. In this setting, the
optimal point x? is everywhere continuously differentiable, and for each i ∈ V, b, b˜ ∈ RF,
b 6= b˜, we have x?(b)i − x?(b˜)i =
∫ 1
0
dx?(θb+(1−θ)b˜)i
dθ dθ =
∑
a∈FD(b, b˜)ia(ba − b˜a), where
D(b, b˜)ia :=
∫ 1
0
(Σ(bθ)A
T (AΣ(bθ)A
T )−1)iadθ with bθ := θb+ (1− θ)b˜. If for each i ∈ V and
a ∈ F we have supb∈RF |(Σ(b)AT (AΣ(b)AT )−1)ia| ≤ Dia, then from the previous expression
we find |x?(b)i − x?(b˜)i| ≤
∑
a∈FDia|ba − b˜a|, whose structure resembles the statement in
Theorem 2. The quantity Dia represents a uniform measure of the aggregate impact that
a perturbation of the a-th component of the constraint vector b has to the i-th component
of the optimal solution x?, so the matrix D takes the analogous role of the matrix D in
Theorem 2 (and as we will see below in a concrete application, see Theorem 3, suitable
series expansions of D yield the analogous of C). The quantity |ba − b˜a| is a comparison
term that measures the local difference at factor a between b and b˜, resembling the role of
bj in Theorem 2.
In the next section we investigate the notion of correlation just introduced in the context
of network optimization, in a concrete instance when the constraints naturally reflect a
graph structure, and we investigate the behavior of the correlations as a function of the
natural distance in the graph.
4 Locality: decay of correlation
As a paradigm for network optimization, we consider the network flow problem that
has been widely studied in various fields (see introduction). Consider a directed graph
~G := (V, ~E), with vertex set V and edge set ~E, with no self-edges and no multiple edges.
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Let G = (V,E) be the undirected graph naturally associated with ~G, that is, {u, v} ∈ E
if and only if either (u, v) ∈ ~E or (v, u) ∈ ~E. Without loss of generality, assume that
G is connected (otherwise we can treat each connected component on its own). For each
e ∈ ~E let xe denote the flow on edge e, with xe > 0 if the flow is in the direction of the
edge, xe < 0 if the flow is in the direction opposite the edge. For each v ∈ V let bv be a
given external flow on the vertex v: bv > 0 represents a source where the flow enters the
vertex, whereas bv < 0 represents a sink where the flow leaves the vertex. Assume that
the total of the source flows equals the total of the sink flows, that is, 1T b =
∑
v∈V bv = 0,
where b = (bv)v∈V ∈ RV is the flow vector. We assume that the flow satisfies a conservation
equation so that at each vertex the total flow is zero. This conservation law can be expressed
as Ax = b, where A ∈ RV×~E is the vertex-edge incidence matrix defined as Ave := 1 if e
leaves node v, Ave := −1 if e enters node v, and Ave := 0 otherwise.
For each edge e ∈ ~E let fe : R→ R be its associated cost function, assumed to be strongly
convex and twice continuously differentiable. The network flow problem reads as problem
(1) with f(x) :=
∑
e∈~E fe(xe). It is easy to see that since G is connected Im(A) consists of
all vectors orthogonal to the vector 1, i.e., Im(A) = {y ∈ RV : 1T y = 0}. Henceforth, for
each b ∈ RV with 1T b = 0, let x?(b) be the optimal flow.
We first apply the sensitivity theory developed in Section 2 to characterize the correla-
tion between vertices (i.e., factors) and edges (i.e., variables) in the network flow problem.
Then, we investigate the behavior of these correlations in terms of the natural distance on
the graph G.
4.1 Correlation, graph Laplacians and Green’s functions
In the setting of the network flow problem, Theorem 1 immediately allows us to charac-
terize the derivatives of the optimal point x? along the subspace Im(A) as a function of the
graph Laplacian [10]. For b ∈ RV such that 1T b = 0, let Σ(b) := ∇2f(x?(b))−1 ∈ R~E×~E ,
which is a diagonal matrix with entries given by σ(b)e := Σ(b)ee := (
∂2fe(x
?(b)e)
∂x2e
)−1 > 0.
Each term σ(b)e is strictly positive as fe is strongly convex by assumption. Let W (b) ∈
RV×V be the symmetric matrix defined, for each u, v ∈ V , as W (b)uv := σ(b)e if e = (u, v) ∈
~E or e = (v, u) ∈ ~E, and W (b)uv := 0 otherwise. Let D(b) ∈ RV×V be the diagonal matrix
with entries given by d(b)v := D(b)vv :=
∑
u∈V W (b)vu, for v ∈ V . Let L(b) := D(b)−W (b)
be the graph Laplacian of the undirected weighted graph (V,E,W (b)), where to each edge
e = {u, v} ∈ E is associated the weight W (b)uv. A direct application of Theorem 1 (upon
choosing variable set V := ~E and factor set F := V , and noticing that AΣ(b)AT = L(b))
shows that the derivatives of the optimal point x? along Im(A) can be expressed in terms of
the Moore-Penrose pseudoinverse of L(b). The connection between L(b)+ and the Green’s
function of random walks with transition matrix P (b) := D(b)−1W (b) allows us to derive
the following result (proofs are in Appendix C).
Theorem 3 (Sensitivity optimal flow). Given b ∈ RV with 1T b = 0, let D(b) := Σ(b)ATL(b)+.
The optimal network flow x? is continuously differentiable along Im(A), and given a differ-
entiable function ε ∈ R→ b(ε) ∈ Im(A) we have dx?(b(ε))dε = D(b(ε))db(ε)dε . For e = (u, v) ∈
~E, we have
dx?(b(ε))e
dε
= σ(b)e
∑
z∈V
1
d(b)z
db(ε)z
dε
∞∑
t=0
(P (b)tuz − P (b)tvz).
Let b, p ∈ RV such that 1T b = 1T p = 0, and assume that p is supported on a subset
9
Z ⊆ V , namely, pv 6= 0 if and only if v ∈ Z. Define b(ε) := b + εp. Then, as discussed
in Section 3, the quantity dx
?(b(ε))e
dε can be interpreted as a measure of the correlation
between edge e ∈ ~E and the vertices in Z in the network flow problem. How does the
correlation behave with respect to the graph distance between e and Z? Theorem 3 shows
that the correlation is controlled by the difference of the Green’s function
∑∞
t=0 P (b)
t
uz
with respect to two neighboring starting points u and v (note that the Green’s function
itself is infinite, as we are dealing with finite graphs). Different graph topologies yield
different decaying behaviors for this quantity. In the case of expanders, we now derive
spectral bounds that decay exponentially, with rate given by the second largest eigenvalue
in magnitude of the diffusion random walk. For grid-like topologies, based on simulations
and on asymptotic results for the behavior of the Green’s function in infinite grids [26], we
expect the correlation to decay polynomially rather than exponentially.
4.2 Decay of correlation for expanders
Let n := |V | be the cardinality of V , and for each b ∈ Im(A) let −1 ≤ λn(b) ≤
λn−1(b) ≤ · · · ≤ λ2(b) < λ1(b) = 1 be the real eigenvalues of P (b).1 Define λ(b) :=
max{|λ2(b)|, |λn(b)|} and λ := supb∈Im(A) λ(b). For each v ∈ V , let N(v) := {w ∈ V :
{v, w} ∈ E} be the set of node neighbors of v in the graph G. Let d be the graph-
theoretical distance between vertices in the graph G, namely, d(u, v) is the length of the
shortest path between vertices u, v ∈ V . For subset of vertices U,Z ⊆ V , define d(U,Z) :=
min{d(u, z) : u ∈ U, z ∈ Z}. For each subset of edges ~F ⊆ ~E, let V~F ⊆ V be the vertex
set of the subgraph (V~F ,
~F ) of ~G that is induced by the edges in ~F . Recall the definition
of the localized `2-norm from Section 1. The following result attests that the correlation
for the network flow problem is upper-bounded by a quantity that decays exponentially
as a function of the distance in the graph, with rate given by λ. For graphs where λ
does not depend on the dimension, i.e., expanders, Theorem 4 can be interpreted as a first
manifestation of the decay of correlation principle (i.e., locality) in network optimization.
The proof is given in Appendix D.
Theorem 4 (Decay of correlation for expanders). Consider the setting defined above. Let
ε ∈ R → b(ε) ∈ Im(A) be a differentiable function such that for any ε ∈ R we have
db(ε)v
dε 6= 0 if and only if v ∈ Z, for a given Z ⊆ V . Then, for any subset of edges ~F ⊆ ~E
and any ε ∈ R, we have ∥∥∥∥dx?(b(ε))dε
∥∥∥∥
~F
≤ c λ
d(V~F ,Z)
1− λ
∥∥∥∥db(ε)dε
∥∥∥∥
Z
,
with c := sup
b∈Im(A)
maxv∈V~F
√
2|N(v) ∩ V~F |
minv∈V~F d(b)v
max
u,v∈V~F
W (b)uv.
Recall that ‖dx?(b(ε))dε ‖~F ≡ (
∑
e∈~F (
dx?(b(ε))e
dε )
2)1/2 and ‖db(ε)dε ‖Z ≡ (
∑
v∈Z(
db(ε)v
dε )
2)1/2.
The bound in Theorem 4 controls the effect that a localized perturbation supported on a
subset of vertices Z ⊆ V has on a subset of edges ~F ⊆ ~E, as a function of the distance
between ~F and Z, i.e., d(V~F , Z) (note that we only defined the distance among vertices,
not edges, and that this distance is with respect to the unweighted graph G). A key feature
1This characterization of eigenvalues for random walks on connected weighted graphs follows from the
Perron-Frobenius theory. See [27].
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of Theorem 4 — which is essential for the results in Section 5 below — is that the bound
presented does not depend on the cardinality of ~F .
Theorem 4 controls the effect that a single localized perturbation (supported on multiple
vertices, as it has to be that |Z| ≥ 2 for the function ε ∈ R→ b(ε) to be on Im(A)) has on
a collection of edges for the optimal solution, independently of the number of edges being
considered. We refer to this type of decay of correlation as set-to-point. Analogously, it is
possible to control the effect that multiple localized perturbations have on a single edge for
the optimal solution, independently of the number of perturbations being considered. We
refer to this type of decay of correlation as point-to-set. To illustrate in more detail these
two types of decay of correlation, and for the sake of simplicity, we consider perturbations
that are supported on exactly two vertices, corresponding to the endpoints of edges. Given
b ∈ RV such that 1T b = 0, and e = (u, v) ∈ ~E, we define the directional derivative of
x? along edge e evaluated at b as ∇ex?(b) := dx
?(b+ε(eu−ev))
dε |ε=0, where for each v ∈ V ,
ev ∈ RV is the vector defined as (ev)w = 0 if w 6= v and (ev)v = 1. Then, we immediate
have the following corollary of Theorem 4.
Corollary 2 (Set-to-point decay of correlation). For b ∈ RV with 1T b = 0, ~F ⊆ ~E and
e ∈ ~E, we have
‖∇ex?(b)‖~F ≡
√∑
f∈~F
(∇ex?(b)f )2 ≤
√
2c
λd(V~F ,V{e})
1− λ ,
where c is as in Theorem 4.
The key feature of the bound in Corollary 2 is that it does not depend on the cardinality
of ~F . Exploiting the symmetry of the identities involving the graph Laplacian, it is also
easy to establish the following analogous result. The proof is given in Appendix D.
Lemma 2 (Point-to-set decay of correlation). For b ∈ RV with 1T b = 0, ~F ⊆ ~E and
f ∈ ~E, we have √∑
e∈~F
(∇ex?(b)f )2 ≤
√
2c′
λd(V~F ,V{f})
1− λ ,
with c′ = supb∈Im(A)
W (b)wz maxv∈V~F
√
2|N(v)∩V~F |√
min{d(b)w,d(b)z}minv∈V~F
√
d(b)v
.
5 Localized algorithms and bias-variance
Let us consider the network flow problem defined in the previous section, for a certain
external flow b ∈ RV such that 1T b = 0. Let Z ⊆ V and choose p ∈ RV supported on Z
(i.e., pv 6= 0 if and only if v ∈ Z) with 1T p = 0. Assume that we perturb the external
flow b by adding p. We want to address the following question: given knowledge of the
solution x?(b) for the unperturbed problem, what is a computationally efficient algorithm
to compute the solution x?(b+ p) of the perturbed problem? The main idea that we want
to exploit is that when locality holds and we can prove a decay of correlation property such
as the one established in Theorem 4 for expander graphs, then a localized perturbation of
the external flow will affect more the components of x?(b) that are close to the perturbed
sites on Z. Hence, we expect that only a subset of the components of the solution around
Z needs to be updated to meet a prescribed level of error tolerance, yielding savings on
the computational complexity.
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5.1 Local problem and localized algorithms
To formalize the argument given above, henceforth let ~G′ = (V ′, ~E′) be a subgraph of
~G = (V, ~E) such that Z ⊆ V ′. Let G′ = (V ′, E′) be the undirected graph associated to ~G′
(see notation in Section 1), and assume that G′ is connected. Define V ′C := V \ V ′ and
~E′C := ~E \ ~E′. Let us consider the localized version of the network flow problem supported
on the subgraph ~G′. Let A′ := AV ′, ~E′ be the submatrix of A corresponding to the rows
indexed by V ′ and the columns indexed by ~E′. For b′ ∈ Im(A′) ⊆ RV ′ , let x′?(b′) ∈ R~E′
denote the solution of the following problem over x′ ∈ R~E′ :
minimize f ′(x′) :=
∑
e∈~E′
fe(x
′
e)
subject to A′x′ = b′.
(2)
If locality holds and the subgraph ~G′ is large enough, we expect that the solution of the
perturbed problem x?(b+p) will be close to the solution of the unperturbed problem x?(b)
on ~E′C , and it will be substantially different on ~E′. For this reason we investigate the
performance of local iterative algorithms that operate only on the subgraph ~G′, leaving the
components supported on ~E′C unchanged.
Definition 1 (Local algorithm). Given b ∈ RV with 1T b = 0, let X′b := {u ∈ R~E :
(Au)V ′C = bV ′C}. A map T ′b : X′b → X′b defines a local algorithm on the subgraph ~G′ =
(V ′, ~E′) if the following two conditions hold for any choice of x ∈ X′b:
(i) limt→∞ T ′tb (x)E′ = x
′?(b′), b′ = bV ′ −AV ′, ~E′Cx~E′C ;
(ii) T ′b(x)~E′C = x~E′C .
This definition ensures that a local algorithm T ′b only updates the components of x ∈ X′b
supported on ~E′ and there converges to the solution of problem (2) with b′ = bV ′ −
AV ′, ~E′Cx~E′C . The components that are left invariant on
~E′C play the role of boundary
conditions. The algorithm that we propose to compute x?(b+ p) given knowledge of x?(b)
amounts to running a local algorithm on ~G′ for t iterations with boundary conditions
x?(b)~E′C , i.e., T
′t
b+p(x
?(b)). By definition
lim
t→∞T
′t
b+p(x
?(b))e =
{
x′?(bV ′+pV ′−AV ′, ~E′Cx?(b)~E′C )e if e ∈ ~E′,
x?(b)e if e ∈ ~E′C .
Designing a local algorithm to compute x?(b+ p) is easy. Given any algorithmic procedure
(for instance, a first-order method, a second-order method, or a primal-dual method),
we can define its localized version by applying the algorithm to problem (2) with b′ =
bV ′+pV ′−AV ′, ~E′Cx?(b)~E′C . We now provide a general analysis of the comparison between
the performance of a given algorithm and its localized version.
5.2 Bias-variance decomposition and trade-off
The error committed by a chosen local algorithm T ′b+p on the subgraph ~G
′ after t ≥ 1
iterations is given by
Error(~G′, t) := x?(b+ p)− T ′tb+p(x?(b)).
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The analysis that we give is based on the error decomposition
Error(~G′, t) = Bias(~G′) + Var(~G′, t),
with
Bias(~G′) := x?(b+ p)−
{
lim
t→∞T
′t
b+p(x
?(b))
}
, (3)
Var(~G′, t) :=
{
lim
t→∞T
′t
b+p(x
?(b))
}
− T ′tb+p(x?(b)). (4)
This decomposition resembles the bias-variance decomposition in statistics, which moti-
vates the choices of the terminology we use. In statistics, the term “bias” typically refers
to the approximation error that is made from the simplifying assumptions built into the
learning method, while the term “variance” refers to the estimation error that is made
from the fluctuations of the learning method (trained on a given sample size) around its
mean. Analogously, in our setting the bias term (3) represents the error that is made from
the model restriction that we consider, namely, the localization of the chosen algorithmic
procedure. The variance term (4) represents the error that is made by the deviation of
the estimate given by the localized algorithm (at a given time t) from the optimal solution
of the localized model. The bias term is algorithm-independent and it characterizes the
error that we commit by localizing the optimization procedure per se, as a function of the
subgraph ~G′. The variance term depends on the algorithm that we run on ~G′ and on time.
We now show that in some regimes the bias introduced by localization can be exploited
to lower the computational complexity associated to the variance term and yield savings for
local algorithms. This bias-variance trade-off further motivates our analogy with statistics
and the terminology we use.
Assume that we want to compare the computational complexity of a global algo-
rithm versus its localized counterpart to achieve a prescribed error accuracy ε > 0. Let
t′ := min{t > 0 : ‖Var(~G′, t)‖ ≤ ε} be the minimal number of iterations that allows the
localized algorithm T ′b+p(x
?(b)) to achieve a variance error (measured in the `2-norm) less
than ε. Let κ(~G′, 1/ε) be the computational cost needed to run the localized algorithm for
t′ iterations. Typically, κ(~G′, 1/ε) scales polynomially with |V ′| and | ~E′|; it scales poly-
nomially, logarithmically, or double-logarithmically with 1/ε, depending on the regularity
assumptions for the optimization problem and on the algorithmic procedure being used.
For the sake of illustration, we assume that κ(~G′, 1/ε) is only a function of |V ′| and 1/ε,
so we write κ(|V ′|, 1/ε). The global algorithm (~G′ = ~G) has zero bias, so the computa-
tional cost κ(|V |, 1/ε) guarantees to achieve ‖Error(~G, t)‖ ≤ ε. The localized algorithm,
on the other hand, has a non-zero bias due to localization. However, it will have a smaller
computational cost for the variance term, as the algorithm runs on a subgraph of ~G. To
investigate the regime in which the added bias yields computational savings for the overall
error term, we proceed as follows. By the triangle inequality, we have
‖Error(~G′, t)‖ ≤ ‖Bias(~G′)‖+ ‖Var(~G′, t)‖.
Assume that we can prove a bound of the following form:
‖Bias(~G′)‖ ≤ ϕ 1|V ′|θ , (5)
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for given universal constants ϕ, θ > 0. Then, the choice |V ′| ≥ (2ϕ/ε)1/θ guarantees that
‖Bias(~G′)‖ ≤ ε/2. By requiring ‖Var(~G′, t)‖ ≤ ε/2 we find that the computational cost
κ((2ϕ/ε)1/θ, 2/ε) will guarantee that the localized algorithm also achieves ‖Error(~G′, t)‖ ≤
ε. This argument shows that the localized algorithm is preferable when κ((2ϕ/ε)1/θ, 2/ε) <
κ(|V |, 1/ε), for instance. The regime where localized algorithms yield computational sav-
ings depends on a variety of factors: the regularity assumptions, the algorithm being chosen,
the dimension of the original graph, and the required error tolerance. In the following we
provide concrete settings where we can establish (5) both theoretically and numerically,
and investigate the computational savings due to the bias-variance trade-off. The ideas
here illustrated suggest a general framework to study the trade-off between accuracy and
complexity for local algorithms in network optimization.
5.3 Well-conditioned setting and projected gradient descent
We now consider one of the simplest settings where we can establish locality and illus-
trate the computational savings that can be achieved by localizing a given optimization
procedure. Henceforth, let each function fe be α-strongly convex and β-smooth for some
given parameters α, β ∈ (0,∞), i.e., 0 < α ≤ d2fe(x)dx2 ≤ β < ∞ for any x ∈ R, e ∈ ~E. In
this well-conditioned case it is well-known that gradient descent converges with a number
of iterations that scales logarithmically with 1/ε. Even in this favorable case, however, the
computational savings achieved by a local algorithm can be considerable, as we now show.
For the sake of illustration, let us consider projected gradient descent. Let ΠX be the
projection operator on a set X, defined as ΠX(x) := argminu∈X ‖x − u‖. The localized
projected gradient descent on ~G′ is defined as follows.
Definition 2 (Localized projected gradient descent). Given x ∈ X′b, define the set X′b(x) :=
{u ∈ R~E′ : AV ′, ~E′u~E′ = bV ′ −AV ′, ~E′Cx~E′C}. Localized projected gradient descent with step
size η > 0 is the local algorithm defined by
T ′b(x)e =
{
ΠX′b(x)(x~E′ − η∇f ′(x~E′))e if e ∈ ~E′,
xe if e ∈ ~E′C .
When ~G′ = ~G, this algorithm recovers the global algorithm applied to the whole graph
~G. In the setting we consider, a classical result yields that projected gradient descent
with step size η = 1/β converges to the optimal solution for any starting point. This
corresponds to condition (i) in Definition 1. The algorithm converges exponentially fast,
with ‖T ′tb (x)~E′ − x′?(b′)~E′‖ ≤ e−t/(2Q)‖x~E′ − x′?(b′)~E′‖, where Q = β/α is the so-called
condition number (see [9][Theorem 3.6], for instance). Under the (common) assumption
that ‖x~E′ − x′?(b′)~E′‖ ≤ R, for a certain universal constant R > 0, the above convergence
rate tells us that in order to reach a prescribed level of error accuracy ε, it is sufficient
to run projected gradient descent for a number of iterations that does not depend on the
dimension (nor on the topology) of the subgraph ~G′ it is applied to, and that only scales
logarithmically in 1/ε.
The bias-variance tradeoff exploits the fact that the computational cost per iteration
does depend on the dimension, even if the number of iterations is dimension-free. In
the case of projected gradient descent the cost per iteration is dominated by the cost of
computing the projection step, and in general this cost scales polynomially with the graph
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size. To be precise, it can be seen that
T ′b+p(x)~E′ = (I −A′TL′+A′)(x~E′ − η∇f ′(x~E′))
+A′TL′+(bV ′ + pV ′ −AV ′, ~E′Cx~E′C ),
(6)
where L′ := A′A′T is the graph Laplacian of the subgraphG′. Computing the pseudoinverse
of L′ exactly has a cost that scales like O(|V ′|ω), where ω > 2 is the so-called matrix multi-
plication constant.2 In this case we have that κ(~G′, 1/ε) scales like O(|V ′|ω+ | ~E′| log(1/ε)).
If we consider graphs that have largest degree bounded above by a universal constant k,
we have | ~E′| ≤ (k/2)|V ′| and we can use the argument given at the end of Section 5.2 to
state the following result.
Proposition 2 (Computational cost, global versus localized). Under the assumptions given
in this section, assuming that (5) holds, projected gradient descent is guaranteed to compute
a solution with accuracy ε with a cost that scales as:
• Global algorithm: O(|V |ω + |V | log(1/ε));
• Localized algorithm: O((1/ε)ω/θ + (1/ε)1/θ log(1/ε)).
This result shows that the computational savings achieved by localized algorithms can
be substantial even in a well-conditioned setting, in the case when |V |  (1/ε)1/θ, i.e.,
when the graph ~G is very large compared to the inverse of the error tolerance 1/ε. In
the next two sections we investigate this regime both in theory (for expanders) and in
simulations (for expanders and grids).
5.4 Expander graphs
In this section we assume that G is an expander graph. Using the decay of correlation
property in Theorem 4, we provide upper bounds for the bias and variance terms defined
in (3) and (4) as a function of the subgraph ~G′ and time t.
Let define the inner boundary of ~G′ as ∆(~G′) :=
{
v ∈ V ′ : N(v) ∩ V ′C 6= ∅} , which
represents the subset of vertices in V ′ that have at least one vertex neighbor outside V ′
(in the undirected graph G). Let B ∈ RV×V be the vertex-vertex adjacency matrix of
the undirected graph G = (V,E), which is the symmetric matrix defined as Buv := 1 if
{u, v} ∈ E, Buv := 0 otherwise. Being real and symmetric, the matrix B has n := |V | real
eigenvalues which we denote by µn ≤ µn−1 ≤ · · · ≤ µ2 ≤ µ1. Let µ := max{|µ2|, |µn|} be
the second largest eigenvalue in magnitude of B. The next theorem yields bounds for the
bias and variance error terms in the `2-norm. The proof of this theorem is in Appendix E.
Theorem 5 (Error localized algorithm). Let k− and k+ be, respectively, the minimum and
2If we relax the requirement of performing an exact projection, we can consider efficient quasi-linear
solvers to approximately compute the inverse of L′ up to precision δ [22]. These solvers have a complexity
that scales like O˜(| ~E′| log |V ′| log(1/δ)). Even in this case, however, the savings of localized algorithms are
still considerable in appropriate regimes (essentially, the same argument that we provide in the main text
holds with ω ≈ 1).
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maximum degree of G, Q = β/α, and ρ := Qk+k− − 1 +
Q
k−
µ. If ρ < 1, then
‖Bias(~G′)‖ ≤ ‖p‖ γ ρ
d(∆(~G′),Z)
(1− ρ)2 1~G′ 6=~G (algorithm-free)
‖Var(~G′, t)‖ ≤ ‖p‖ c e
−t/(2Q)
1− ρ (projected gradient descent)
where γ := c(1 + c
√
k+−1) and c :=
√
2k+
k−
Q.
The bound for the bias decays exponentially with respect to the graph-theoretical dis-
tance (i.e., the distance in the undirected graph G) between the inner boundary of ~G′,
i.e., ∆(~G′), and the region where the perturbation p is supported, i.e., Z ⊆ V . The rate
is governed by the eigenvalue µ, the condition number Q, and the maximum/minimum
degree of the graph. The bound for the variance decays exponentially with respect to the
running time, with rate proportional to 1/Q. We highlight that the constants appearing in
the bounds in Theorem 5 do not depend on the choice of the subgraph ~G′ of ~G, but depend
only on µ, Q, k+, and k− (as the proofs in Appendix E attest, a more refined analysis
can yield better constants that do depend on the choice of ~G′). In particular, the same
constants apply for the analysis of the global algorithm. In this case, the bias term is zero,
so that the error equals the variance component (see the indicator function in Theorem 5).
To investigate the computational savings achieved by localized gradient descent in the
case of expanders, we will use Theorem 5 to derive a bound for the bias term as in (5)
and then invoke Proposition 2. To this end, for the sake of simplicity, let G be a k-regular
graph, where each vertex has k neighbors (k+ = k− = k). Let us introduce a collection
of subgraphs that are centered on a given vertex and are parametrized by their radii.
Namely, fix a vertex v ∈ V , let V ′r := {w ∈ V : d(v, w) ≤ r} denote the ball of radius
r > 0 around vertex v ∈ V , and let ~G′r := (V ′r , ~E′r) be the subgraph of ~G that has vertex
set V ′r and induced edge set ~E
′
r. Consider a perturbation vector p ∈ RV that is supported
on Z := V ′z , for a fixed z ≥ 1. If we run the localized algorithm on ~G′r, with r > z,
using the trivial bound |V ′r | ≤ kr, Theorem 5 yields bound (5) with ϕ = ‖p‖γ 1(1−ρ)2ρz
and θ = log(1/ρ)/ log k. As |E′r| ≤ (k/2)|V ′r |, we have that the global projected gradient
descent achieves error tolerance ε with a cost that scales like O(|V |ω + (k/2)|V | log(1/ε)),
while its localized counterpart achieves the same accuracy with a cost that scales like
O((2ϕ/ε)ω/θ + (k/2)(2ϕ/ε)1/θ log(2/ε)).
Remark 2 (General graph topologies). While the theoretical analysis that we present only
holds for expanders, the main idea applies to any graph topology. In general, one needs to
use Theorem 3 to establish locality results in the same spirit of Theorem 4 and Theorem 5,
possibly establishing different rates of decay (i.e., not exponential) for different graphs, as
discussed in Section 4.1 and as we will see in Section 5.5.
5.5 Numerical Simulations
Let us consider the quadratic problem obtained with the choice fe(x) = τex
2/2 for any
e ∈ ~E, where each τe is an independent sample from the uniform distribution in [1, 2]. The
function f =
∑
e∈~E fe is α-strongly convex and β-smooth with α = 1 and β = 2, as the
Hessian ∇2f is diagonal with entries d2fe(x)dx2 = τe. In this case the optimal solution of
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the optimization problem can be computed analytically. If we define Σ := (∇2f)−1 and
let Σ′ := ΣV ′,V ′ be the submatrix indexed by V ′, we have x?(b) = ΣAT (AΣAT )+b and
x′?(b′) = Σ′A′T (A′Σ′A′T )+b′. Using these expressions we can compute the bias term (3).
For an arbitrary v ∈ V , we take Z = {w ∈ V : d(v, w) ≤ 1}. We draw the components of
the vector b and the non-zero components of the vector p independently from the uniform
distribution in [−1, 1], imposing the conditions 1T b = 0 and 1T p = 0 (this is done by
modifying an arbitrary component of the randomly-generated vectors to impose that the
sum of the components equals zero). Given r > 0, let ~G′r = (V
′
r , ~E
′
r) be the subgraph of ~G
that includes all the vertices within a distance r from v.
We consider three graphs with 900 nodes each: a cycle, a two-dimensional square grid
with periodic boundary conditions, and a 3-regular expander (uniformly sampled from the
family of 3-regular graphs).
Figure 1 shows the behavior of the `2-norm of the bias term as a function of the
radius r and the size |V ′r | (i.e., number of vertices) of the subgraph ~G′r for the three graph
topologies of interest. Each topology gives rise to a different behavior. For the cycle graph,
the bias error stays constant while V ′r 6= V and drops to zero only when V ′r = V . This
illustrates the fact that in the cycle there is no decay of correlation as perturbations do
not dissipate. Borrowing again terminology from probability theory, we can say that the
cycle represents a case of “long-range dependence.” For the two-dimensional grid, the bias
decays polynomially with r while the subgraph ~G′r does not reach the boundaries of ~G (as
we conjectured, see Section 4.1), and then decays at a faster rate. For the expander, the
bias decays exponentially with r, as we proved in Theorem 5. With respect to |V ′r |, the
decay of the bias for both grids and expanders aligns with the polynomial ansatz in (5).
This polynomial decay for expanders was proved in Section 5.4.
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Figure 1: Typical realizations of ‖Bias(~G′r)‖ as a function of the radius r (left) and the
size |V ′r | (right) of the subgraph ~G′r = (V ′r , ~E′r). The value of the bias for the expander is
zero for any r ≥ 11, as V ′r = V in this case.
Figure 2 shows the behavior of the variance term for the localized projected gradient
descent algorithm. As prescribed by classical results, and as we proved more precisely in
the case of expanders (Theorem 5), the algorithm converges exponentially fast and the
rate of convergence can be upper bounded by a quantity that does not depend on the
graph topology nor on the graph size. As described in Section 5.3, the cost incurred by
the algorithm to achieve a given accuracy for the variance is seen to increase polynomially
with |V ′r |.
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Figure 2: (Left) Typical realizations of log ‖Var(~G′r, t)‖ for projected gradient descent as
a function of the iteration step t, for different graph topologies and different choices of the
radius r. We do not plot results for the cycle as in that case the algorithm converges in
one iteration as there is a unique solution to Ax = b. We also plot the theoretical upper
bound −t/2Q, with Q = β/α = 2. (Right) Time of execution to run localized projected
gradient descent to achieve ‖Var(~G′r, t)‖ ≤ 10−7 as a function of |V ′r |. We use the ginv
function from the MASS library in R to compute the pseudoinverse of the Laplacian matrix
L′ and run the algorithm as described in (6).
Finally, Figure 3 compares the computational cost of global and localized algorithms to
achieve the same level of error accuracy. This plot aligns with the findings of Proposition
2 in the case of expanders. In particular, the plot shows that the computational savings
achieved by localized algorithms are considerable in the regime 1/ε |V |.
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
lll
l
l
l
0.0
0.5
1.0
1.5
2.0
0.00 0.05 0.10 0.15
error
tim
e 
of
 e
xe
cu
tio
n 
(se
co
nd
s)
algorithm
l
l
global
localized
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
0.0
0.5
1.0
1.5
2.0
2.5
0.00 0.05 0.10 0.15 0.20
error
tim
e 
of
 e
xe
cu
tio
n 
(se
co
nd
s)
algorithm
l
l
global
localized
Figure 3: Time of execution to run projected gradient descent (gobal and localized) to
achieve ‖Error(~G′r, t)‖ ≤ ε+ 10−7 as a function of the error tolerance parameter ε, for the
grid (left) and the expander (right). As in the well-conditioned setting that we examine
the algorithm drives the variance error to zero exponentially fast (in terms of number of
iterations, see Figure 2), the error is dominated by the bias term. As a consequence, for
the localized algorithm we adopt the strategy to choose the smallest radius r such that
‖Bias(~G′r)‖ ≤ ε and then run the localized algorithms on ~G′r for the smallest number of
iterations t such that ‖Var(~G′r, t)‖ ≤ 10−7.
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6 Conclusions
The main contribution of this paper is to derive a general analogy between natural
concepts in probability and statistics (i.e., notions of correlation among random variables,
decay of correlation, and bias-variance decomposition and trade-off) and similar notions
that can be introduced in optimization. In this paper we have proposed notions of corre-
lation that are based on the sensitivity of optimal points. We have illustrated how decay
of correlation (locality) can be established in a canonical network optimization problem
(min-cost network flow), and how it can be used to design local algorithms to compute the
solution of a problem after localized perturbations are made to the system. In principle,
the framework that we propose can be applied to any optimization problem. The key
point is to establish decay of correlation for the problem at hand, deriving results that are
analogous to the ones established in Section 4.2. In the case of the min-cost network flow
problem, we showed that establishing locality reduces to bounding the discrete derivative
of the Green’s function of the diffusion random walk, as described in Theorem 3. We
proved an exponential decay for the correlation in expander graphs (as a function of the
distance from the perturbation), and we conjectured and provided numerical evidence for
a polynomial decay in grid-like topologies. Once results on locality are established for the
particular problem at hand, these results translate into a bound for the bias term of the
error decomposition of localized algorithms, as the one that we give in Section 5.4. The
analysis of the variance term, on the other hand, depends on the algorithm that one wants
to localize. This part is not technically difficult, as it amounts to analyzing the performance
of the chosen algorithm when applied to a subgraph with frozen boundary conditions. Es-
tablishing locality in more general settings and problems, and extending the ideas here
presented to cold-start scenarios (where one wants to compute the optimal solution of an
optimization problem starting from possibly any initial condition) remain open questions
for future investigation.
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A Hadamard’s global inverse theorem
We prove Theorem 1. The proof relies on Hadamard’s global inverse function theorem,
which characterizes when a Ck function is a Ck diffeomorphism. Recall that a function
from Rm to Rm is said to be Ck if it has continuous derivatives up to order k. A function
is said to be a Ck diffeomorphism if it is Ck, bijective, and its inverse is also Ck.
The following important result characterizes when a Ck function is a Ck diffeomorphism.
Theorem 6 (Hadamard’s global inverse function theorem). Let Ψ be a Ck function from
Rm to Rm. Then, f is a Ck diffeomorphism if and only if the following two conditions
hold:
1. The determinant of the differential of Ψ is different from zero at any point, namely,
| ddzΨ(z)| 6= 0 for any z ∈ Rm.
2. The function Ψ is norm coercive, namely, for any sequence of points z1, z2, . . . ∈ Rm
with ‖zk‖ → ∞ it holds ‖Ψ(zk)‖ → ∞ (for any choice of the norm ‖ · ‖, as norms
are equivalent in finite dimension).
Proof. See [39][Corollary of Lemma 2], for instance, or also [23] for a more general form of
this inverse function to study diffeomorphisms on manifolds.
The following corollary is the backbone behind Theorem 1.
Lemma 3 (Diffeomorphism for Lagrangian multipliers map). Let f : Rn → R be a strongly
convex function, twice continuously differentiable. Let A ∈ Rm×n be a given matrix. Define
the function Φ from Rn × Rm to Rn × Rm as
Φ(x, ν) :=
( ∇f(x) +AT ν
Ax
)
,
for any x ∈ Rn, ν ∈ Rm. Then, the restriction of the function Φ to Rn × Im(A) is a C1
diffeomorphism.
Proof. Let us interpret Φ as the representation of a transformation T in the standard basis
of Rn×Rm. Recall the orthogonal decomposition Rm = Im(A)⊕Ker(AT ). Let the vectors
u1, . . . , ur ∈ Rm form an orthogonal basis for Im(A), where r is the rank of A, and let the
vectors v1, . . . , vm−r ∈ Rm form an orthogonal basis for Ker(AT ). Define the orthogonal
matrix Z = [u1, . . . , ur, z1, . . . , zm−r], which represents a change of basis in Rm. As we
have
Φ(x, ν) =
( ∇f(x) +ATZZT ν
ZZTAx
)
,
then the transformation T is represented in the standard basis for Rn and in the basis Z
for Rm by the following map
Φ˜(x, ν˜) :=
(
∇f(x) + A˜T ν˜
A˜x
)
,
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where A˜ := ZTA. In fact,
Φ˜(x, ZT ν) =
(
I O
OT ZT
)
Φ(x, ν),
where I ∈ Rn×n is the identity matrix, and O ∈ Rn×m is the all-zero matrix. As ATZ =
[ATu1, . . . , A
Tur,On×(m−r)],
A˜ = (ATZ)T =
[
B
O(m−r)×n
]
,
where B := [u1, . . . , ur]
TA ∈ Rr×n. Therefore, the restriction of the transformation T to
the invariant subspace Rn × Im(A) is represented in the standard basis for Rn and in the
basis {u1, . . . , ur} for Im(A) by the following map
Ψ(x, ξ) :=
( ∇f(x) +BT ξ
Bx
)
.
As the function f is twice continuously differentiable, clearly the function Ψ is continuously
differentiable, i.e., C1. We check that the two conditions of Theorem 6 are met.
The differential of Ψ evaluated at (x, ξ) ∈ Rn × Rr is
J(x, ξ) :=
( ∇2f(x) BT
B O
)
.
As f is strongly convex, ∇2f(x) is positive definite so invertible. Then, the determinant
of the Jacobian can be expressed as |J(x, ξ)| = |∇2f(x)|| −B∇2f(x)−1BT |. As B has full
row rank by definition, B∇2f(x)−1BT is positive definite and we clearly have |J(x, ξ)| 6= 0.
To prove that the function Ψ is norm coercive, let us choose ‖ · ‖ to be the Euclidean
norm and consider a sequence (x1, ξ1), (x2, ξ2), . . . ∈ Rn × Rr with ‖(xk, ξk)‖ → ∞. As
for any x ∈ Rn, ξ ∈ Rr we have ‖(x, ξ)‖2 = ‖x‖2 + ‖ξ‖2, clearly for the sequence to go to
infinity one of the following two cases must happen:
(a) ‖xk‖ → ∞;
(b) ‖xk‖ ≤ c for some c <∞, ‖ξk‖ → ∞.
Before we consider these two cases separately, let us note that, for any x ∈ Rn, ξ ∈ Rr,
‖Ψ(x, ξ)‖2 = ‖∇f(x) +BT ξ‖2 + ‖Bx‖2. (7)
Let α > 0 be the strong convexity parameter, and recall the following definition of strong
convexity, for any x, y ∈ Rn,
(∇f(x)−∇f(y))T (x− y) ≥ α‖x− y‖2. (8)
(a) Assume ‖xk‖ → ∞. Let P‖ be the projection operator on Im(BT ), i.e., P‖ :=
BT (BBT )−1B, and let P⊥ = I − P‖ be the projection operator on Ker(B), the or-
thogonal complement of Im(BT ). As for any x ∈ Rn we have the decomposition
x = P‖x + P⊥x with (P‖x)TP⊥x = 0, clearly ‖x‖2 = ‖P‖x‖2 + ‖P⊥x‖2. So, the
condition ‖xk‖ → ∞ holds only if one of the two cases happens:
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(i) ‖P‖xk‖ → ∞;
(ii) ‖P‖xk‖ ≤ c for some c <∞, ‖P⊥xk‖ → ∞.
Consider (i) first. Let x ∈ Rn so that P‖x 6= O. As BP⊥ = O, from (7) we have, for any
ξ ∈ Rr, ‖Ψ(x, ξ)‖2 ≥ ‖Bx‖2 = ‖BP‖x‖2, and miny∈Rn:y∈Im(BT ),y 6=O y
TBTBy
‖y‖2 ‖P‖x‖2 =
λ‖P‖x‖2 is a lower bound, where λ is the minimum eigenvalue of BTB among those
corresponding to the eigenvectors spanning the subspace Im(BT ). Clearly, if λ 6= 0
(notice λ ≥ 0 by definition) then the above yields that ‖Ψ(xk, ξk)‖ → ∞ whenever
‖P‖xk‖ → ∞. To prove this, assume by contradiction that λ = 0. Then, there exists
y ∈ Rn satisfying y ∈ Im(BT ), y 6= O, such that BTBy = λy = O. As BT has full
column rank, the latter is equivalent to By = O so that P⊥y = y 6= O, which contradicts
the hypothesis that y ∈ Im(BT ).
Consider now the case (ii). Decomposing the gradient on Im(BT ) and its orthog-
onal subspace, from (7) we have, for any x ∈ Rn, ξ ∈ Rr, ‖Ψ(x, ξ)‖2 ≥ ‖P⊥∇f(x) +
P‖∇f(x)+BT ξ‖2 = ‖P⊥∇f(x)‖2+‖P‖∇f(x)+BT ξ‖2, so that ‖Ψ(x, ξ)‖ ≥ ‖P⊥∇f(x)‖.
Choosing y = P‖x in (8) we have
(P⊥∇f(x)− P⊥∇f(P‖x))TP⊥x = (∇f(x)−∇f(P‖x))TP⊥x ≥ α‖P⊥x‖2,
and applying Cauchy-Schwarz we get, for any x such that P⊥x 6= O, ‖P⊥∇f(x)‖ ≥
α‖P⊥x‖ − ‖P⊥∇f(P‖x)‖. By assumption f is twice continuously differentiable, so ∇f
is continuous and it stays bounded on a bounded domain. Hence, we can conclude that
‖Ψ(xk, ξk)‖ → ∞ if ‖P⊥xk‖ → ∞ with (P‖xk)k≥1 bounded.
(b) Assume ‖ξk‖ → ∞ and (xk)k≥1 bounded. For any ξ ∈ Rr, ξ 6= O, we have
‖BT ξ‖2 = ξ
TBBT ξ
‖ξ‖2 ‖ξ‖
2 ≥ min
y∈Rr:y 6=O
yTBBT y
‖y‖2 ‖ξ‖
2 = λmin‖ξ‖2,
where λmin is the minimum eigenvalue of BB
T , which is strictly positive as BBT
is positive definite by the assumption that B has full row rank. From (7) we have
‖Ψ(x, ξ)‖ ≥ ‖∇f(x) + BT ξ‖ ≥ ‖BT ξ‖ − ‖∇f(x)‖ ≥ √λmin‖ξ‖ − ‖∇f(x)‖, that, by
continuity of ∇f , shows that ‖Ψ(xk, ξk)‖ → ∞ if ‖ξk‖ → ∞ and (xk)k≥1 is bounded.
We now present the proof of Theorem 1.
Proof of Theorem 1. The Lagrangian of the optimization problem is the function L from
RV × RF to R defined as L(x, ν) := f(x) +∑a∈F νa(ATa x− ba), where ATa is the a-th row
of the matrix A and ν = (νa)a∈F is the vector formed by the Lagrangian multipliers. Let
us define the function Φ from RV × RF to RV × RF as
Φ(x, ν) :=
( ∇xL(x, ν)
Ax
)
=
( ∇f(x) +AT ν
Ax
)
.
For any fixed ε ∈ R, as the constraints are linear, the Lagrange multiplier theorem says
that for the unique minimizer x?(b(ε)) there exists ν′(b(ε)) ∈ RF so that
Φ(x?(b(ε)), ν′(b(ε))) =
(
0
b(ε)
)
. (9)
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As AT (ν+µ) = AT ν for each µ ∈ Ker(AT ), the set of Lagrangian multipliers ν′(b(ε)) ∈ RF
that satisfies (9) is a translation of the null space of AT . We denote the unique translation
vector by ν?(b(ε)) ∈ Im(A). By Hadamard’s global inverse function theorem, as shown in
Lemma 3, the restriction of the function Φ to RV× Im(A) is a C1 diffeomorphism, namely,
it is continuously differentiable, bijective, and its inverse is also continuously differentiable.
In particular, this means that the functions x? : b ∈ Im(A) → x?(b) ∈ RV and ν? :
b ∈ Im(A) → ν?(b) ∈ Im(A) are continuously differentiable along the subspace Im(A).
Differentiating both sides of (9) with respect to ε, we get(
H AT
A 0
)(
x′
ν˜
)
=
(
0
db(ε)
dε
)
,
where H := ∇2f(x?(b(ε))), x′ := dx?(b(ε))dε , ν˜ := dν
?(b(ε))
dε . As the function f is strongly
convex, the Hessian ∇2f(x) is positive definite for every x ∈ RV, hence it is invertible for
every x ∈ RV. Solving the linear system for x′ first, from the first equation Hx′+AT ν˜ = 0
we get x′ = −H−1AT ν˜. Substituting this expression in the second equation Ax′ = db(ε)dε ,
we get Lν˜ = −db(ε)dε , where L := AH−1AT . The set of solutions to Lν˜ = −db(ε)dε can
be expressed in terms of the pseudoinverse of L as follows {ν˜ ∈ RF : Lν˜ = −db(ε)dε } =
−L+ db(ε)dε + Ker(L). We show that Ker(L) = Ker(AT ). We show that Lν = 0 implies
AT ν = 0, as the opposite direction trivially holds. In fact, let A′ := A
√
H−1, where
√
H−1
is the positive definite matrix that satisfies
√
H−1
√
H−1 = H−1. The condition Lν =
A′A′T ν = 0 is equivalent to A′T ν ∈ Ker(A′). At the same time, clearly, A′T ν ∈ Im(A′T ).
However, Ker(A′) is orthogonal to Im(A′T ), so it must be A′T ν = 0 which implies AT ν = 0
as
√
H−1 is positive definite. As Im(L+) = Ker(L)⊥ = Ker(AT )⊥ = Im(A), we have that
ν˜ = −L+ db(ε)dε is the unique solution to Lν˜ = −db(ε)dε that belongs to Im(A). Substituting
this expression into x′ = −H−1AT ν˜, we finally get x′ = H−1ATL+ db(ε)dε . The proof follows
as Σ(b) = H−1.
B Correlation
In this section we provide the proofs of Proposition 1 and Lemma 1 in Section 3.
Proof of Proposition 1. Let I be a finite set, and let Z ∈ RI be a Gaussian random vector
with mean ρ ∈ RI and covariance Υ ∈ RI×I, not necessarily invertible. Let V ⊆ I be
not empty, and F := I \ V not empty. Recall that if zF ∈ Im(ΥF,F), where ΥF,F is the
submatrix of Υ indexed by the rows and columns referring to F, then the conditional mean
of ZV given ZF = zF is given by (see [2][Theorem 9.2.1], for instance): E[ZV|ZF = zF] =
ρV + ΥV,F(ΥF,F)
+(zF − ρF). The statement of the proposition follows if we consider the
Gaussian vector Z := (X,AX) with ZV := X, ZF := AX, upon noticing that ρV = E[X] =
µ, ρF = E[AX] = Aµ, ΥV,F = Cov(X,AX) = E[X(AX)
T ] = E[XXTAT ] = ΣAT , and
ΥF,F = Cov(AX,AX) = E[AXX
TAT ] = AΣAT . If Σ is invertible, i.e., positive definite,
and A is full rank, then also AΣAT is positive definite and invertible, so (AΣAT )+ =
(AΣAT )−1.
Proof of Lemma 1. Given b ∈ RB , note that x?I(b) corresponds to the components labeled
by I of the solution x?(b) of the optimization problem (1), with A := (0, I), where 0 is the
all-zero matrix in RB×I and I is the identity matrix in RB×B , and x = (xI , xB)T . As the
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matrix A is clearly full row rank, and H = ∇2f(x?I(b)b) = ∇2f(x?(b)), Corollary 1 yields
dx?(b)
db
= ΣAT (AΣAT )−1 =
(
ΣI,B(ΣB,B)
−1
1
)
,
so that
dx?I (b)
db = ΣI,B(ΣB,B)
−1. The matrix identity ΣI,B(ΣB,B)−1 = −(HI,I)−1HI,B
is standard textbook material. However, to show the statement involving the matrix
H, we proceed from first principles, by applying the first order optimality condition to
the restricted problem on I. Note that x?I(xB) is defined by the optimality conditions
df(x?I (xB)xB)
dxI
= 0. Differentiating with respect to xB , we get
d2f(x?I(xB)xB)
dx2I
dx?I(xB)
dxB
+
d2f(x?I(xB)xB)
dxBdxI
= 0,
or, equivalently, HI,I
dx?I (xB)
dxB
= −HI,B . The proof is concluded by inverting the matrix
HI,I , which is invertible as H is positive definite by assumption, so that any principal
submatrix of it is also positive definite.
C Graph Laplacians and random walks
This section is self-contained and provides several connections between graph Lapla-
cians and random walks on weighted graphs. In particular, the connection between pseu-
doinverses of graph Laplacians and Green’s functions of random walks that we present in
Lemma 4 below is the key that allows us to derive spectral bounds to prove the decay of
correlation property in Section 4, as showed in Appendix D.
Throughout, let G = (V,E,W ) be a simple (i.e., no self-loops, and no multiple edges),
connected, undirected, weighted graph, where to each edge {v, w} ∈ E is associated a
non-negative weight Wvw = Wwv > 0, and Wvw = 0 if {v, w} 6∈ E. Let D be a diagonal
matrix with entries dv = Dvv =
∑
w∈V Wvw for each v ∈ V . For each vertex v ∈ V ,
let N(v) := {w ∈ V : {v, w} ∈ E} be the set of node neighbors of v. In this section we
establish several connections between the graph Laplacian L := D −W and the random
walk X := (Xt)t≥0 with transition matrix P := D−1W . Henceforth, for each v ∈ V , let Pv
be the law of a time homogeneous Markov chain X0, X1, X2, . . . on V with transition matrix
P and initial condition X0 = v. Analogously, denote by Ev the expectation with respect
to this law. The hitting time to the site v ∈ V is defined as Tv := inf{t ≥ 0 : Xt = v}.
Let pi be the unique stationary distribution of the random walk, namely, piTP = piT . By
substitution it is easy to check that piv :=
dv∑
v∈V dv
for each v ∈ V . We adopt the notation
ev ∈ RV to denote the vector whose only non-zero component equals 1 and corresponds to
the entry associated to v ∈ V .
C.1 Restricted Laplacians and killed random walks
The connection between Laplacians and random walks that we present in Appendix
C.2 below is established by investigating restricted Laplacians and killed random walks.
Throughout this section, let z¯ ∈ V be fixed. Let V¯ := V \ Z, E¯ := E \ {{u, v} ∈ E :
u ∈ Z or v ∈ Z} and consider the graph G¯ := (V¯ , E¯). Define W¯ and D¯ as the matrix
obtained by removing the z¯-th row and z¯-th column from W and D, respectively. Then,
L¯ := D¯ − W¯ ∈ RV¯×V¯ represents the so-called restricted Laplacian that is obtained by
removing the z¯-th row and z¯-th column from L. Define P¯ := D¯−1W¯ ∈ RV¯×V¯ . It is easy
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to check that P¯ corresponds to the transition matrix of the transient part of the random
walk that is obtained from X by adding a cemetery at site z¯. Creating a cemetery at z¯
means modifying the walk X so that z¯ becomes a recurrent state, i.e., once the walk is in
state z¯ it will go back to z¯ with probably 1. This is clearly done by replacing the z¯-th row
of P by a row with zeros everywhere but in the z¯-th coordinate, where the entry is equal
to 1. Note that L¯ does not correspond to the graph Laplacian of the graph (V¯ , E¯, W¯ ), as
D¯vv =
∑
u∈V Wvu that does not equal
∑
u∈V¯ W¯vu if v ∈ N(z¯). For the same reason, P¯
does not represent the ordinary random walk on (V¯ , E¯, W¯ ).
The relation between the transition matrix P¯ of the killed random walk and the law
of the random walk X itself is made explicit in the next proposition. We omit the proof,
which follows easily from the Markov property of X.
Proposition 3. For v,w∈ V¯ , t≥0, P¯ tvw=Pv(Xt=w, Tz¯ > t).
The following proposition relates the inverse of the reduced Laplacian L¯ with the Green
function of the killed random walk, namely, the function (u, v) ∈ V¯ × V¯ →∑∞t=0 P¯ tuv, and
with the hitting times of the original random walk X.
Proposition 4. For each v, w ∈ V¯ , we have
L¯−1vw =
1
dw
∞∑
t=0
P¯ tvw = L¯
−1
wwPv(Tw < Tz¯),
and L¯−1ww =
1
dw
Ew[
∑Tz¯
t=0 1Xt=w].
Proof. Let us first assume that G¯ is connected. The matrix P¯ is sub-stochastic as, clearly, if
v 6∈ N(z¯) then∑w∈V P¯vw = 1, while if v ∈ N(z¯) then∑w∈V P¯vw < 1. Then P¯ is irreducible
(in the sense of Markov chains, i.e., for each v, w ∈ V¯ there exists t to that P¯ tvw 6= 0) and
the spectral radius of P¯ is strictly less than 1 (see Corollary 6.2.28 in [20], for instance),
so that the Neumann series
∑∞
t=0 P¯
t converges. The Neumann series expansion for L¯−1
yields L¯−1 =
∑∞
t=0(I − D¯−1L¯)tD¯−1 =
∑∞
t=0 P¯
tD¯−1, or, entry-wise, L¯−1vw =
1
dw
∑∞
t=0 P¯
t
vw.
As P¯ tvw = Pv(Xt = w, Tz¯ > t) by Proposition 3, by the Monotone convergence theorem we
can take the summation inside the expectation and get
∞∑
t=0
P¯ tvw =
∞∑
t=0
Ev[1Xt=w1Tz¯>t] = Ev
[
Tz¯∑
t=0
1Xt=w
]
,
where in the last step we used that XTz¯ = z¯ and z¯ 6= w. Recall that if S is a stopping time
for the Markov chain X := X0, X1, X2, . . ., then by the strong Markov property we know
that, conditionally on {S < ∞} and {XS = w}, the chain XS , XS+1, XS+2, . . . has the
same law as a time-homogeneous Markov chain Y := Y0, Y1, Y2, . . . with transition matrix
P and initial condition Y0 = w, and Y is independent of X0, . . . , XS . The hitting times
Tw and Tz¯ are two stopping times for X, and so is their minimum S := min{Tw, Tz¯}. As
either XS = w or XS = z¯, we have
Ev
[
Tz¯∑
t=0
1Xt=w
]
= Ev
[
Tz¯∑
t=0
1Xt=w
∣∣∣∣∣XS = w
]
Pv(XS = w),
where we used that, conditionally on {XS = z¯} = {Tw > Tz¯}, clearly
∑Tz¯
t=0 1Xt=w = 0.
Conditionally on {XS = w} = {Tw < Tz¯} = {S = Tw}, we have Tz¯ = S + inf{t ≥ 0 :
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XS+t = z¯}, and the strong Markov property yields (note that the event {S < ∞} has
probability one from any starting point, as the graph G is connected and the chain will
almost surely eventually hit either w or z¯) that Ev[
∑Tz¯
t=0 1Xt=w|XS = w] can be written
as Ev[
∑inf{t≥0:XS+t=z¯}
t=0 1XS+t=w|XS =w] = Ew[
∑Tz¯
t=0 1Xt=w]. Putting everything together
we have L¯−1vw =
1
dw
Ew[
∑Tz¯
t=0 1Xt=w]Pv(Tw < Tz¯). As Pw(Tw < Tz¯) = 1, clearly L¯
−1
ww =
1
dw
Ew[
∑Tz¯
t=0 1Xt=w] so that L¯
−1
vw = L¯
−1
wwPv(Tw < Tz¯). The argument just presented extends
easily to the case when G¯ is not connected. In fact, in this case the matrix P¯ has a block
structure, where each block corresponds to a connected component and to a sub-stochastic
submatrix, so that the argument above can be applied to each block separately.
The following result relates the inverse of the reduced Laplacian L¯ with the pseudoin-
verse of the Laplacian L, which we denote by L+. It is proved in [14][Appendix B].
Proposition 5. For v, w ∈ V¯ , L¯−1vw = (ev − ez¯)TL+(ew − ez¯).
Proposition 4 and Proposition 5 allow us to relate the quantity L+ to the difference of
the Green’s function of the random walk X, as we discuss next.
C.2 Laplacians and random walks
We now relate the Moore-Penrose pseudoinverse of the Laplacian L := D −W with
the Green’s function (u, v) ∈ V × V →∑∞t=0 P tuv = Eu[∑∞t=0 1Xt=v] of the random walk,
which represents the expected number of times the Markov chain X visits site v when it
starts from site u. Notice that as the graph G is finite and connected, then the Markov
chain X is recurrent and the Green’s function itself equals infinity for any u, v ∈ V . In fact,
the following result involves differences of the Green’s function, not the Green’s function
itself.
Lemma 4. For any u, v, w, z ∈ V , we have
(eu − ev)TL+(ew − ez) =
∞∑
t=0
(eu − ev)TP t
(
ew
dw
− ez
dz
)
.
Proof. Using first Proposition 5 and then Proposition 4 we obtain, for any u, v, w, z ∈ V
(choose z¯ to be z in Appendix C.1), (eu−ev)TL+(ew−ez) = (eu−ez)TL+(ew−ez)− (ev−
ez)
TL+(ew − ez) = L¯−1uw − L¯−1vw = (ew − ez)TL+(ew − ez) {Pu(Tw < Tz)−Pv(Tw < Tz)} .
From (3.27) in the proof of Proposition 3.10 in Chapter 3 in [3], upon identifying v →
u, x→ v, v0 → w, a→ z, we immediately have the following relation between the difference
of potentials and hitting times of the random walk X: Pu(Tw < Tz) − Pv(Tw < Tz) =
piwPw(Tz < T
+
w ) {EuTz −EvTz + EvTw −EuTw} , where piv := dv∑
v∈V dv
is the v-th compo-
nent of the stationary distribution of the random walk X, and T+v := inf{t ≥ 1 : Xt = v}.
From Corollary 8 in Chapter 2 in [3], we have
piwPw(Tz < T
+
w ) =
{
1
EwTz+EzTw
if w 6= z,
piw if w = z,
and we recall the connection between commute times and effective resistance (see, for
example, Corollary 3.11 in [3]): EwTz+EzTw = (ew−ez)TL+(ew−ez)
∑
v∈V dv. Lemma 3.3
in [15] yields EuTz−EvTz = 1piz
∑∞
t=0(P
t
vz−P tuz), and EuTw−EvTw = 1piw
∑∞
t=0(P
t
vw−P tuw).
The proof of the lemma follows by combining everything together.
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We have the following corollary of Lemma 4, which immediately yields the proof of
Theorem 3 in Section 4.
Corollary 3. For u, v ∈ V , f = (fz)z∈V ∈ RV with 1T f = 0,
(eu − ev)TL+f =
∑
z∈V
∞∑
t=0
(P tuz − P tvz)
fz
dz
.
Proof. From Lemma 4, by summing the quantity (eu − ev)TL+(ew − ez) over z ∈ V ,
recalling that
∑
z∈V ez = 1 and L
+1 = 0 we have (eu−ev)TL+ew =
∑∞
t=0(P
t
uw−P tvw) 1dw −
1
|V |
∑
z∈V
∑∞
t=0(P
t
uz − P tvz) 1dz . The identity in the statement of the Lemma follows easily
as f =
∑
w∈V fwew and
∑
w∈V fw = 0 by assumption.
D Decay of correlation
This appendix is devoted to the proofs of the decay of correlation properties stated in
Section 4, namely, Theorem 4 (set-to-point) and Lemma 2 (point-to-set). These proofs rely
on the sensitivity analysis for the network flow problem established in Theorem 3.
Henceforth, consider the general setting introduced in Appendix C, and let d denote
the graph-theoretical distance on G: that is, d(u, v) denotes the length of the shortest path
between vertex u and vertex v. Note that d(u, v) = inf{t ≥ 0 : P tuv 6= 0}, as we assumed
that to each edge {v, w} ∈ E is associated a non-negative weight Wvw = Wwv > 0. Let
n := |V |, and let −1 ≤ λn ≤ λn−1 ≤ · · · ≤ λ2 < λ1 = 1 be the eigenvalues of P . Define
λ := max{|λ2|, |λn|}.
The backbone behind the proof of Theorem 4 and Lemma 2 is given by the following
lemma.
Lemma 5. For any U,Z ⊆ V and (fz)z∈Z ∈ RZ we have√√√√√12 ∑
u,v∈U :
{u,v}∈E
(∑
z∈Z
∞∑
t=0
(P tuz−P tvz)fz
)2
≤αλ
d(U,Z)
1− λ
√∑
z∈Z
f2z dz,
with α :=
maxv∈U
√
2|N(v)∩U |
minv∈U
√
dv
.
Proof. Let Γ := D1/2PD−1/2 = D−1/2WD−1/2. This matrix is clearly similar to P and
symmetric. Let denote by ψn, . . . , ψ1 the orthonormal eigenvectors of Γ corresponding to
the eigenvalues λn ≤ λn−1 ≤ · · · ≤ λ2 ≤ λ1, respectively. By substitution, it is easy to
check that
√
pi ≡ (√piv)v∈V is an eigenvector of Γ with eigenvalue equal to 1, where we
recall that piv = dv/
∑
v∈V dv. Since this eigenvector has positive entries, it follows by the
Perron-Frobenius theory that −1 ≤ λn ≤ λn−1 ≤ · · · ≤ λ2 < λ1 = 1 and that ψ1 =
√
pi. As
Γ =
∑n
k=1 λkψkψ
T
k , by the orthonormality of the eigenvectors we have, for t ≥ 0, u, z ∈ V ,
P tuz = (D
−1/2ΓtD1/2)uz = piz +
n∑
k=2
λtkψkuψkz
√
dz
du
,
where ψku ≡ (ψk)u is the u-th component of ψk. As P tuz = 0 if d(u, z) > t, we have
P tuz − P tvz = 1d(U,Z)≤t(P tuz − P tvz) for any u, v ∈ U, z ∈ Z. Hence, for any u, v ∈ U , let
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guv :=
∑
z∈Z
∑∞
t=0(P
t
uz − P tvz)fz, which equals
guv =
n∑
k=2
(
ψku√
du
− ψkv√
dv
)∑
z∈Z
ψkz
√
dzfz
∞∑
t=d(U,Z)
λtk.
As λ < 1 by assumption, the geometric series converges for any k 6= 1. If we define hu :=∑n
k=2
λ
d(U,Z)
k
1−λk
ψku√
du
∑
z∈Z ψkz
√
dzfz for each u ∈ V , we have guv = hu − hv, and the triangle
inequality for the `2-norm yields (
∑
u,v∈U :{u,v}∈E g
2
uv)
1/2 ≤ 2(∑u,v∈U :{u,v}∈E h2u)1/2 which
is upper-bounded by 2
√
maxu∈U |N(u) ∩ U |(
∑
u∈U h
2
u)
1/2, where the factor 2 comes by the
symmetry between u and v. Expanding the squares and using that |λk| ≤ λ for each k 6= 1,
we get
duh
2
u ≤
λ2d(U,Z)
(1− λ)2
n∑
k=1
ψ2ku
(∑
z∈Z
ψ2kzdzf
2
z +
∑
z 6=z′
ψkzψkz′
√
dzdz′fzfz′
)
+
∑
k 6=k′≥2
λ
d(U,Z)
k λ
d(U,Z)
k′
(1− λk)(1− λk′)ψkuψk
′u
∑
z,z′
ψkzψk′z′
√
dzdz′fzfz′ ,
where we also used that
∑n
k=2 xk ≤
∑n
k=1 xk if x1, . . . , xn are non-negative numbers.
Let Ψ denote the matrix having the eigenvectors ψ1, . . . , ψn in its columns, namely, Ψuk =
(ψk)u = ψku. This is an orthonormal matrix, so both its columns and rows are orthonormal,
namely,
∑n
u=1 ψkuψk′u = 1k=k′ and
∑n
k=1 ψkuψkv = 1u=v. Using this fact,∑
u∈U
h2u ≤
∑
u∈V duh
2
u
minu∈U du
≤ 1
minu∈U du
λ2d(U,Z)
(1− λ)2
∑
z∈Z
dzf
2
z ,
and the proof follows by putting all the pieces together, realizing that the upper bound in
the statement of the lemma corresponds to 1√
2
(
∑
u,v∈U :{u,v}∈E g
2
uv)
1/2.
We are finally ready to present the proof of Theorem 4.
Proof of Theorem 4. Consider the setting developed in Section 4. Fix ε ∈ R. From Theo-
rem 3 we have dx
?(b(ε))
dε = Σ(b(ε))A
TL(b(ε))+ db(ε)dε or, entry-wise, for any (u, v) ∈ ~E,
dx?(b(ε))(u,v)
dε
= W (b(ε))uv(eu − ev)TL(b(ε))+ db(ε)
dε
.
Define U := V~F , and let (U,F ) be the undirected graph associated to (U,
~F ) (see Remark
1). Clearly, (
∑
e∈~F (
dx?(b(ε))e
dε )
2)1/2 is upper-bounded by
γ(b(ε))
√√√√1
2
∑
u,v∈U :{u,v}∈E
(
(eu−ev)TL(b(ε))+ db(ε)
dε
)2
, (10)
where γ(b) := maxu,v∈U W (b)uv for any b ∈ Im(A). Corollary 3 yields (choosing f = db(ε)dε ,
using that 1T f = 0 and fv 6= 0 if and only if v ∈ Z) that (eu − ev)TL(b(ε))+ db(ε)dε equals
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∑
z∈Z
∑∞
t=0(P (b(ε))
t
uz−P (b(ε))tvz) 1d(b(ε))z
db(ε)z
dε , so that (10) reads
γ(b(ε))
√√√√1
2
∑
u,v∈U :{u,v}∈E
(∑
z∈Z
∞∑
t=0
(P (b(ε))tuz − P (b(ε))tvz)
1
d(b(ε))z
db(ε)z
dε
)2
.
Lemma 5 yields (choosing fz =
1
dz
db(ε)z
dε ) that the previous quantity is upper-bounded by
γ(b(ε))α(b(ε))
λ(b(ε))d(U,Z)
1− λ(b(ε))
√√√√∑
z∈Z
(
db(ε)z
dε
)2
1
d(b(ε))z
,
with α(b) :=
maxv∈U
√
2|N(v)∩U |
minv∈U
√
d(b)v
for any b ∈ Im(A). Combining everything together, we
obtain ∥∥∥∥dx?(b(ε))dε
∥∥∥∥
~F
≤ c(b(ε)) λ(b(ε))
d(U,Z)
1− λ(b(ε))
∥∥∥∥db(ε)dε
∥∥∥∥
Z
,
where c(b) :=
maxv∈U
√
2|N(v)∩U |
minv∈U d(b)v
γ(b) for b ∈ Im(A). The proof follows by taking the
supremum over b ∈ Im(A).
The proof of Lemma 2 follows analogously from the proof of Theorem 4, upon exploiting
the symmetry of the pseudoinverse of the graph Laplacian.
E Localized algorithm
This section is devoted to the proof of Theorem 5, which states error bounds for the
localized projected gradient descent algorithm. The proof relies on the decay of correlation
property established in Theorem 4 for the network flow problem. Recall that the constants
appearing in the bounds in Theorem 5 do not depend on the choice of the subgraph ~G′ of
~G, but depend only on µ, Q, k+, and k−. To prove this type of bounds, we first need to
develop estimates to relate the eigenvalues of weighted subgraphs to the eigenvalues of the
corresponding unweighted graph.
E.1 Eigenvalues interlacing
Let G = (V,E) be a simple (i.e., no self-loops, and no multiple edges), connected,
undirected graph, with vertex set V and edge set E. Let B ∈ RV×V be the vertex-vertex
adjacency matrix of the graph, which is the symmetric matrix defined as Buv := 1 if
{u, v} ∈ E, Buv := 0 otherwise. If n := |V |, denote by µn ≤ µn−1 ≤ · · · ≤ µ2 ≤ µ1 the
eigenvalues of B. Let G′ = (V ′, E′) be a connected subgraph of G. Assume that to each
edge {u, v} ∈ E′ is associated a non-negative weight Wuv = Wvu > 0, and let Wuv = 0 if
{u, v} 6∈ E. Let D′ be a diagonal matrix with entries D′vv =
∑
w∈V ′W
′
vw for each v ∈ V ′.
Let P ′ := D′−1W ′. If m := |V ′|, denote by λ′m ≤ λ′m−1 ≤ · · · ≤ λ′2 ≤ λ′1 the eigenvalues
of P ′. The following proposition relates the eigenvalues of P ′ to the eigenvalues of B. In
particular, we provide a bound for the second largest eigenvalue in magnitude of P ′ with
respect to the second largest eigenvalue in magnitude of B, uniformly over the choice of
G′.
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Proposition 6 (Eigenvalues interlacing). Let w− ≤ Wvw ≤ w+ for any {v, w} ∈ E, for
some constants w−, w+ > 0. Let k− and k+ be, resp., the min and max degree of G. Then,
1− w+k+
w−k−
+
w+
w−k−
µi+n−m ≤ λ′i ≤ 1−
w−k−
w+k+
+
w−
w+k+
µi.
Therefore, if λ′ := max{|λ′2|, |λ′m|} and µ := max{|µ2|, |µn|}, we have λ′ ≤ w+k+w−k− − 1 +
w+
w−k−
µ.
Proof. Consider Γ′ := D′1/2P ′D′−1/2 = D′−1/2W ′D′−1/2. As this matrix is similar to P ′,
it shares the same eigenvalues with P ′. Let L′ := D′ −W ′ be the Laplacian associated to
G′. The Courant-Fischer Theorem yields
λ′i = max
S⊆Rm
dim(S)=i
min
x∈S
xTΓ′x
xTx
= 1 + max
S⊆Rm
dim(S)=i
min
y∈S
−yTL′y
yTD′y
,
where we used that xTΓ′x = xTx − yTL′y with y := D′−1/2x, and that the change of
variables y = D′−1/2x is non-singular (note that as G′ is connected, then D′ has non-zero
entries on the diagonal). The Laplacian quadratic form yields yTL′y = 12
∑
u,v∈V ′Wuv(yu−
yv)
2, which is upper-bounded by w+
1
2
∑
u,v∈V ′ Buv(yu − yv)2 = w+yTL′y, where L′ is
the Laplacian of the unweighted graph G′ = (V ′, E′) ≡ (V ′, E′, B′) with B′ := BV ′,V ′ .
Note that we have L′ = K ′ − B′, where K ′ is diagonal and K ′vv =
∑
w∈V ′ B
′
vw is the
degree of vertex v ∈ V ′ in G′. As yTK ′y = ∑v∈V ′ Kvvy2v ≤ k+yT y, we have yTL′y ≤
w+k+y
T y−w+yTB′y. At the same time, yTD′y ≥ w−k−yT y. Therefore, λ′i ≥ 1− w+k+w−k− +
w+
w−k−
max S⊆Rm
dim(S)=i
miny∈S y
TB′y
yT y
, and by the Courant-Fischer Theorem the right-hand side
equals 1 − w+k+w−k− +
w+
w−k−
µ′i, where µ
′
n ≤ µ′n−1 ≤ · · · ≤ µ′2 ≤ µ′1 are the eigenvalues of B′.
Analogously, it is easy to prove that λ′i ≤ 1− w−k−w+k+ +
w−
w+k+
µ′i. As B
′ is a principal submatrix
of B, the eigenvalue interlacing theorem for symmetric matrices yields µi+n−m ≤ µ′i ≤ µi,
and we have α+ βµi+n−m ≤ λ′i ≤ γ+ δµi, with α := 1− w+k+w−k− , β :=
w+
w−k−
, γ := 1− w−k−w+k+ ,
and δ := w−w+k+ . Clearly, |λ′i| ≤ −α + βmax{|µi+n−m|, |µi|}, so max{|λ′2|, |λ′m|} ≤ −α+
βmax{|µ2+n−m|, |µ2|, |µn|, |µm|} = −α+βmax{|µ2|, |µn|}.
E.2 Proof of Theorem 5
We now present the proof of Theorem 5. The proof relies on repeatedly applying
Theorem 4 in Section 4 (which captures the decay of correlation for the network flow
problem) and the fundamental theorem of calculus.
Proof of Theorem 5. Consider the setting of Section 5.
Bias term. Let us first bound the bias outside ~E′. Let n := |V |, and for each b ∈ Im(A)
let −1 ≤ λn(b) ≤ λn−1(b) ≤ · · · ≤ λ2(b) < λ1(b) = 1 be the eigenvalues of P (b). Let
λ(b) := max{|λ2(b)|, |λn(b)|} and λ := supb∈Im(A) λ(b). Define b(ε) := b + εp, for any
non-negative real number ε ≥ 0. If e ∈ ~E′C , then T ′b(ε)(x?(b))e = x?(b)e and
Bias(~G′)e = x?(b(1))e − x?(b(0))e =
∫ 1
0
dε
dx?(b(ε))e
dε
.
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By the triangle inequality for the `2-norm and Theorem 4,
‖Bias(~G′)‖~E′C ≤ sup
ε∈R
∥∥∥∥dx?(b(ε))dε
∥∥∥∥
~E′C
≤ c‖p‖λ
d(∆(~G′),Z)
1− λ ,
where we used that supε∈R ‖db(ε)dε ‖Z = ‖p‖, as db(ε)vdε = pv for v ∈ Z and db(ε)vdε = 0 for
v 6∈ Z, and c := √2k+Q/k−.
Let us now consider the bias inside ~E′. Consider problem (2) in Section 5. For any
ε > 0, θ > 0, define
b′(ε, θ) := b(ε)V ′ −AV ′, ~E′Cx?(b(θ))~E′C . (11)
Without loss of generality, we can index the elements of V ′ and ~E′ so that the matrix A
has the following structure:
A =
(
AV ′, ~E′ AV ′, ~E′C
AV ′C , ~E′ AV ′C , ~E′C
)
=
(
A′ AV ′, ~E′C
0 AV ′C , ~E′C
)
.
For any x that satisfies the flow constraints on ~E′C with respect to b(ε), AV \V ′, ~E′Cx~E′C =
b(ε)V \V ′ , we have {
lim
t→∞T
′t
b+p(x)
}
~E′
= x′?(b(1)V ′ −AV ′, ~E′Cx~E′C ).
Clearly x?(b) satisfies the flow constraints on ~E′C with respect to b(1), as p is supported
on V ′ so that b(ε)V ′C = bV ′C . Recalling the definition of b′(ε, θ) in (11), we then have
(limt→∞ T ′tb+p(x
?(b)))~E′ = x
′?(b′(1, 0)). On the other hand, as x?(b(1)) is a fixed point of
the map T ′b(1), we can characterize the components of x
?(b(1)) supported on ~E′ as
x?(b(1))~E′ =
{
lim
t→∞T
′t
b(1)(x
?(b(1))
}
~E′
= x′?(b′(1, 1)).
It is easy to check that b′(ε, θ) ∈ Im(A′) for each value of ε and θ. In fact, as ~G′ is
connected by assumption, then Im(A′) corresponds to the subspace of RV
′
orthogonal to
the all-ones vector 1. We have 1T b′(ε, θ) = 1T bV ′ + ε1T pV ′ − 1TAV ′, ~E′Cx?(b(θ))~E′C . Note
that 1T pV ′ = 0 by assumption. Also, 0 = 1T b = 1T bV ′+1T bV ′C so that 1
T bV ′ = −1T bV ′C .
Analogously, as 1TA = 0T , we have 1TAV ′, ~E′C = −1TAV ′C , ~E′C . Hence,
1T b′(ε, θ) = −1T bV ′C + 1TAV ′C , ~E′Cx?(b(θ))~E′C = 0T ,
where the last equality follows as clearly AV ′C , ~E′Cx
?(b(θ))~E′C = bV ′C . Therefore, for e ∈ ~E′,
Bias(~G′)e =
∫ 1
0
dθ
dx′?(b′(1, θ))e
dθ
.
For each b′ ∈ Im(A′), let W ′(b′) ∈ RV ′×V ′ be a symmetric matrix defined as W ′(b′)uv =
(∂
2fe(x
′?(b′)e)
∂x2e
)−1 if either e = (u,w) ∈ ~E or e = (w, u) ∈ ~E, and W ′(b′)uv := 0 other-
wise. Let D′(b′) ∈ RV ′×V ′ be a diagonal matrix with entries D′(b′)vv =
∑
w∈V ′W
′(b′)vw.
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Let P ′(b′) := D′(b′)−1W ′(b′). If m := |V |, let −1 ≤ λ′m(b′) ≤ λ′m−1(b′) ≤ · · · ≤ λ′2(b′) <
λ′1(b
′) = 1 be the eigenvalues of P ′(b′) (where this characterization holds as G′ is connected
by assumption). Define λ′(b′) := max{|λ′2(b′)|, |λ′m(b′)|} and λ′ := supb′∈Im(A′) λ′(b′). Pro-
ceeding as above, applying Theorem 4 to the optimization problem defined on ~G′ we get
‖Bias(~G′)‖~E′ ≤ sup
θ∈R
∥∥∥∥dx′?(b′(1, θ))dθ
∥∥∥∥
~E′
,
which is upper-bounded by c 11−λ′ supθ∈R ‖∂b
′(1,θ)
∂θ ‖∆(~G′), where we used that ∂b
′(ε,θ)v
∂θ =
0 if v ∈ V ′ \ ∆(~G′), and clearly d(V ′,∆(~G′)) = 0 as ∆(~G′) ⊆ V ′. For v ∈ ∆(~G′)
we have ∂b
′(ε,θ)v
∂θ = −
∑
e∈~E′C Ave
dx?(b(θ))e
dθ . If
~F (v) := {e ∈ ~E′C : e = (u, v) or e =
(v, u) for some u ∈ V ′C} denotes the set of edges that are connected to v but do not
belong to ~E′, we have (∂b
′(1,θ)v
∂θ )
2 ≤ (∑e∈~F (v) |dx?(b(θ))edθ |)2, which by Jensen’s inequality
admits |~F (v)|∑e∈~F (v)(dx?(b(θ))edθ )2 as a upper bound. As maxv∈∆(~G′) |~F (v)| ≤ k+ − 1,
applying Theorem 4 as above we get
‖∂b
′(1, θ)
∂θ
‖∆(~G′) ≤
√
k+ − 1‖dx
?(b(θ))
dθ
‖~E′C ≤ c
√
k+ − 1 ‖p‖ λ
d(∆(~G′),Z)
1− λ .
Therefore, ‖Bias(~G′)‖~E′ ≤ c2
√
k+ − 1 ‖p‖ λd(∆(
~G′),Z)
(1−λ′)(1−λ) . By the triangle inequality for the
`2-norm, ‖Bias(~G′)‖ ≤ ‖Bias(~G′)‖~E′ + ‖Bias(~G′)‖~E′C , so we obtain
‖Bias(~G′)‖ ≤ c(1 + c
√
k+ − 1) ‖p‖ λ
d(∆(~G′),Z)
(1− λ′)(1− λ) .
By Proposition 6 we have max{λ, λ′} ≤ Qk+k− − 1 +
Q
k−
µ, and the bound for the bias term
follows.
Variance term. As (limt→∞ T ′tb+p(x
?(b)))~E′ = x
′?(b′(1, 0)), we get
‖Var(~G′, t)‖~E′ = ‖x′?(b′(1, 0))− T ′tb+p(x?(b))~E′‖
≤ e− t2Q ‖x′?(b′(1, 0))− x′?(b′(0, 0))‖,
where in the last inequality we used that x?(b)~E′ = x
′?(b′(0, 0)). For each e ∈ ~E′ we have
x′?(b′(1, 0))e − x′?(b′(0, 0))e =
∫ 1
0
dε
dx′?(b′(ε, 0))e
dε
,
and using the triangle inequality for the `2-norm, applying Theorem 4 to the optimization
problem defined on ~G′,
e
t
2Q ‖Var(~G′, t)‖~E′≤ sup
ε∈R
∥∥∥∥dx′?(b′(ε, 0))dε
∥∥∥∥
~E′
≤c‖p‖ 1
1− λ′ ,
where we used that ∂b
′(ε,0)v
∂ε =
db(ε)v
dε = pv for v ∈ Z and db(ε)vdε = 0 for v 6∈ Z, and that
d(V ′, Z) = 0 as Z ⊆ V ′. Clearly, Var(~G′, t)e = 0 for e ∈ ~E′C , as T ′b(x?(b))e = x?(b)e.
Hence, ‖Var(~G′, t)‖ = ‖Var(~G′, t)‖~E′ and the proof is concluded as λ′ ≤ Qk+k− − 1 +
Q
k−
µ
by Proposition 6.
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