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ABSTRACT
Using new XMM-Newton observations we detect hard X-ray time lags in the rapid vari-
ability of the Compton-thin Seyfert 2 galaxy IRAS 18325−5926. The higher-energy X-ray
variations lag behind correlated lower-energy variations by up to ∼3 ks and the magnitude
of the lag increases clearly with energy separation between the energy bands. We find that
the lag-energy spectrum has a relatively simple log(E) shape. This is quite different in both
shape and magnitude from the lags predicted by simple reflection models, but very similar to
the hard X-ray lags often seen in black hole X-ray binaries. We apply several spectral models
to the lag-energy spectrum and rule out simple reflection as an origin for the hard lags. We
find that both propagating fluctuations embedded in the accretion flow and electron scatter-
ing from material embedded in or behind a cold absorbing medium offer equally good fits to
the observed low-frequency hard X-ray lags and are both consistent with the time-averaged
spectrum. Such models will likely look very different outside of XMM–Newton’s observable
bandpass, paving the way for future studies with NuSTAR.
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1 INTRODUCTION
Accretion on to black holes powers luminous active galactic nuclei
(AGN; MBH ∼ 106 M⊙) and black hole X-ray binaries (XRBs;
MBH ∼ 10M⊙). Both types of system are powerful sources of
X-rays, thought to be generated close to the black hole. The X-ray
spectrum of an unobscured AGN is usually dominated by a power-
law component thought to be produced in a ‘corona’ of hot elec-
trons by inverse-Compton scattering (Haardt & Maraschi 1993) of
ultraviolet (UV) photons emitted from an optically thick, geomet-
rically thin accretion disc (Shakura & Sunyaev 1973). Illumination
of the disc by these X-rays then produces a ‘Compton reflection’
continuum with associated emission lines, the strongest of which
is often Fe Kα fluorescence at ∼6.4 keV (George & Fabian 1991).
X-ray spectroscopy is a powerful tool for investigating the geome-
try and physical processes involved. But the X-ray source is also, in
most cases, rapidly variable, and X-ray timing studies offer alterna-
tive insights. The physical interpretation of the complex temporal
behaviours so far observed is currently a source of much debate.
In recent years, observations of X-ray time delays (or lags)
have revealed a range of different phenomena. Delays between
variations in different X-ray energy bands – with the soft X-ray
variations preceding the correlated hard X-ray variations, often
with the magnitude of the time lag increasing with the separa-
tion of the energy bands – were first seen in XRBs (e.g. Cygnus
X-1: Miyamoto et al. 1988; Cui et al. 1997; Nowak et al. 1999;
⋆ e-mail: al290@le.ac.uk
Kotov et al. 2001). The inverse-Compton scattering thought to be
responsible for the X-rays will imprint hard X-ray lags; photons
that emerge from the corona with higher energies typically have
undergone more scatterings, and so have spent more time in the
corona. But it was apparent early on that, at least in the XRBs,
the magnitude and timescale dependence of the observed lags
were not consistent with a compact corona as usually envisaged
(Miyamoto et al. 1988; Miyamoto & Kitamoto 1989; Nowak et al.
1999). X-ray reflection by the accretion disc may also lead to a de-
lay in the hard X-ray variations (Kotov et al. 2001; Poutanen 2002).
But in general this model did not match the detailed energy depen-
dence of the lags (Kotov et al. 2001; Cassatella et al. 2012).
The foremost model to explain the existence of low-frequency
hard lags is the ‘propagating fluctuations’ model whereby changes
in the local mass accretion rate propagate inwards through the ac-
cretion disc, powering an extended corona of hot X-ray producing
electrons (Lyubarskii 1997). The corona is stratified such that the
spectrum produced from the inner regions is harder than from the
outer regions. As fluctuations pass through the emitting region they
drive emission with a softer spectrum before driving emission with
a harder spectrum, leading to a hard delay, on average. This model
successfully accounts for many of the observed spectral variabil-
ity properties of Galactic black hole systems (Kotov et al. 2001;
Are´valo & Uttley 2006) and a natural expectation might be that the
same processes dominate in AGN, only scaled to longer timescales.
The model also offers a natural explanation for the energy depen-
dence of the power spectral density (PSD). The softer X-ray emis-
sion is produced at larger radii within the X-ray emitting region, on
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average, and radial damping of accretion flow variations means that
high-frequency variations are suppressed at larger radii, and hence
in the softer X-ray emission. The effect is more high frequency
power at higher energies.
Hard X-ray lags were first detected in an AGN by
Papadakis et al. (2001) and have since been observed in a number
of variable, X-ray bright AGN (e.g. Vaughan, Fabian & Nandra
2003; McHardy et al. 2004; Are´valo et al. 2006; McHardy et al.
2007; Emmanoulopoulos et al. 2011; Kara et al. 2013a;
Walton et al. 2013; Alston et al. 2013, 2014; Zoghbi et al. 2014).
These variations are typically found to occur at low frequencies
(∼ 10−5–10−4 Hz) in AGN and may be analogous to the hard lags
in the XRBs.
But in addition to the hard lags seen at low frequencies, the
same AGN often show soft lags at higher frequencies – where the
more rapid soft X-ray variations lag behind the correlated harder
X-ray variations (Fabian et al. 2009; De Marco et al. 2013). These
soft lags are often explained as arising from the reverberation
signal (see Uttley et al. 2014 for a review) as the primary X-ray
emission is reflected by material close to the black hole, includ-
ing an ionized accretion disc capable of producing strong soft X-
ray emission (Fabian et al. 2009; Zoghbi et al. 2011; Fabian et al.
2013). An alternative proposal is that both the hard and soft lags
arise from scattering of the primary X-ray continuum in more
distant circumnuclear material tens to hundreds of gravitational
radii from the central source (Miller et al. 2010a,b). However, a
lot of support has recently built up behind the small-scale re-
verberation model through the discovery of Fe K features in lag-
energy spectra (e.g. Zoghbi et al. 2013; Kara et al. 2013a,b, 2014;
Marinucci et al. 2014) with the Fe K lag in NGC 4151 displaying
intriguing frequency-dependence (Zoghbi et al. 2012).
Typically, Seyfert 1s (which are not heavily obscured and so
the nuclear light can be directly observed over the canonical X-ray
bandpass) are routinely observed to display rapid X-ray variabil-
ity and so have been the subject of the majority of X-ray timing
studies. To date, very few detections of X-ray time lags have been
made in obscured AGN / Seyfert 2s. The exceptions are MCG–5-
23-16 (a Seyfert 1.9) and NGC 7314 (Zoghbi et al. 2013, 2014).
Here, we report on an ∼200 ks XMM–Newton observation of IRAS
18325−5926, a nearby (z = 0.01982; Iwasawa et al. 1995) X-ray-
bright (F2−10 ∼ 3 × 10−11 erg cm−2 s−1), Compton-thin Seyfert
2 galaxy (de Grijp et al. 1985) with an observed X-ray luminosity
of L2−10 ∼ 1043 erg s−1 (Iwasawa et al. 2004). It is an intrigu-
ing, obscured AGN displaying both significant short-term X-ray
variability and evidence for a possible broad Fe Kα emission line
(Iwasawa et al. 1995; Lobban & Vaughan 2014). In this paper we
investigate the X-ray time lags.
2 XMM-Newton DATA ANALYSIS AND REDUCTION
IRAS 18325−5926 was observed twice with XMM-Newton
(Jansen et al. 2001) during 2013: on 2013-09-04 (ObsID:
0724820101; rev2516) for 110 ks and again on 2013-10-15 (Ob-
sID: 0724820201; rev2537) for 107 ks. Here we focus on data ac-
quired with the European Photon Imaging Cameras (EPIC) - the pn
and the two Metal-Oxide Semiconductor (MOS) detectors – which
were operated using the thin filter and also in small-window mode
(∼71 per cent ‘livetime’ for the pn; ∼97.5 per cent for the MOS) to
reduce the effect of event pile-up (Ballet 1999; Davis 2001). Ver-
sion 13.5 of the XMM-Newton Scientific Analysis Software (SAS)
Obs ID Camera Net exposure Count rate (0.2–10 keV)(ks) (cts s−1)
rev2516
EPIC-pn 73 5.476
EPIC MOS 1 101 1.841
EPIC MOS 2 100 1.940
rev2537
EPIC-pn 66 4.056
EPIC MOS 1 91 1.387
EPIC MOS 2 91 1.423
Table 1. An observation log showing the broad-band count rates and net
exposure times and for the three EPIC cameras on-board XMM-Newton for
each of the two recent observations of IRAS 18325−5926. The lower expo-
sure times of the EPIC-pn camera are due to its operation in small window
mode which has a 71 per cent ‘livetime’.
package was used to process all raw data following standard proce-
dures.
To minimize background contribution, source events were ex-
tracted from 20 arcsec circular regions centred on the source. Back-
ground events were extracted from much larger rectangular regions
away from both the central source and other nearby background
sources. The pn (MOS) data were filtered for good X-ray events
using the standard FLAG==0 and PATTERN 6 4 (12) crite-
ria. The resultant count rates1 and net exposure times are given in
Table 1 and the broad-band fluxes (averaged over the three EPIC
cameras) were found to be F0.2−10 = 3.55 × 10−11 erg cm−2 s−1
(F2−10 = 3.01 × 10−11 erg cm−2 s−1) and F0.2−10 = 2.56 ×
10−11 erg cm−2 s−1 (F2−10 = 2.15 × 10−11 erg cm−2 s−1) for
the rev2516 and rev2537 observations, respectively.
3 SPECTRAL PROPERTIES
We began by modelling the time-averaged broad-band EPIC-pn
spectra from 0.3 to 10 keV to gain insight into some of the fun-
damental physical components that may be present in the source.
The XSPEC v12.8.0 software package (Arnaud 1996) was used for
spectral analysis of the background-subtracted spectra. We binned
the spectra using SPECGROUP such that there were > 25 counts
per bin so as to allow for χ2 minimization and applied the addi-
tional criterion that no individual bin be narrower than 1/3 of the
full-width at half-maximum of the detector resolution so as to pre-
vent oversampling. Confidence intervals are quoted to 90 per cent
confidence for one parameter of interest (i.e. ∆χ2 = 2.706) unless
stated otherwise.
We took the approach of fitting the simplest form of the con-
tinuum model used to fit previous Suzaku and XMM-Newton ob-
servations of IRAS 18325−5926, as described in Tripathi et al.
(2013) and Lobban & Vaughan (2014). This is a model of the form
TBABSGal × [(TBABS × PLint.) + PLscatt. + Gauss]. TBABS mod-
els absorption by neutral gas and dust (Wilms et al. 2000), utiliz-
ing the photoionization absorption cross-sections of Verner et al.
(1996). The TBABSGal component accounts for the Galactic hydro-
gen column, which is fixed at a value of 8.36 × 1020 cm−2 based
on the measurements of Kalberla et al. (2005) at the position of
this source and modified to take in account the effect of molecular
hydrogen (H2), according to Willingale et al. (2013). The PLint.
1 The background count rate (for the total band) is <1 per cent of the
source rate for both observations.
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component is the intrinsic primary power-law continuum which is
absorbed by a column of neutral line-of-sight material using the
TBABS code. Finally, the PLscatt and ‘Gauss’ components refer
to a component of scattered continuum emission which dominates
in the soft band (modelled with a power law) and an emission
line/complex due to Fe which peaks between 6 and 7 keV, respec-
tively.
The free parameters in the model are the column density (NH)
of the neutral absorber, the photon index (Γ) of the primary power-
law continuum and the centroid energy (Ec), intrinsic width (σ)
and normalization of the Gaussian. The photon index of the scat-
tered power-law component was tied to that of the primary power
law while allowing their respective normalizations to also go free.
There was no statistical requirement for a different photon index
for the scattered power law as allowing it to vary independently did
not significantly improve the fit statistic and the best-fitting value
became unconstrained.
The model was applied to the EPIC-pn spectra from both ob-
servations and adequately fits the shape of the broad-band con-
tinuum returning fit statistics of χ2/d.o.f. (degrees of freedom)
= 2506/1930 and χ2/d.o.f. = 2528/1930 for the rev2516 and
rev2537 spectra, respectively2. The fitted data and their respec-
tive residuals are shown in Fig. 1 and the best-fitting values of
the various free parameters are detailed in Table 2 (note that all fit
parameters are given in the rest frame of the galaxy). The resid-
uals are dominated by the apparent absorption features at ∼1.3
and ∼1.9 keV, although the latter feature may be dominated by
calibration uncertainties around the Si K edge. On the whole, the
best-fitting parameters are similar to those found in previous anal-
yses of this source (e.g. Iwasawa et al. 2004; Tripathi et al. 2013;
Lobban & Vaughan 2014): NH ∼ 1022 cm−2 and Γ ∼ 2. The
centroid energy of the Fe line is ∼6.7 keV, suggestive of an ori-
gin in ionized material and could be indicative of a broad emission
line (FWHM ∼ 30 000 km s−1; equivalent width, EW ∼ 100 eV),
again consistent with previous observations3 . Finally, the variabil-
ity between the two observations appears to be simple and is largely
dominated by a 50 per cent drop in the normalization of the primary
power law between observations, consistent with the variability ob-
served in the Suzaku data acquired in 2006 (Lobban & Vaughan
2014).
Some further structure in the residuals remains (e.g. Fig. 1;
lower panel), largely dominated by an absorption feature at
∼1.3 keV (this was mentioned previously in Lobban & Vaughan
2014) – a more detailed decomposition of the spectrum will be dis-
cussed in a forthcoming paper.
Below ∼2 keV, the dominant bright power law begins to be-
come absorbed. Then, at energies < 0.7 keV, the continuum be-
comes dominated by the smooth scattered power law. This con-
trasts with most unobscured AGN which frequently display promi-
nent components of soft excess emission relative to the primary
(bright) power law (e.g. Gierlin´ski & Done 2004, Crummy et al.
2006, Scott et al. 2012). However, it may simply be the case that
any component of intrinsic soft excess is diluted by the presence of
2 We have compared EPIC-pn and MOS spectra and EPIC-pn singles and
doubles spectra and are satisfied that our analysis here is not significantly
affected by charge transfer inefficiency (CTI) gain issues (XMM–Newton
release note: XMM-CCF-REL-309).
3 We note that the Fe emission profile in the Suzaku spectrum acquired
in 2006 may be alternatively explained as a blend of narrow lines (see
Lobban & Vaughan 2014).
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Figure 1. Upper panel: the EPIC-pn spectra from rev2516 (black) and
rev2537 (red) XMM-Newton observations of IRAS 18325−5926 fitted with
a simple model consisting of an absorbed power law, a ‘scattered’ power
law dominated in the soft band and a Gaussian modelling the Fe K emission
complex. The respective contributions are shown as follows: primary ab-
sorbed power law: dotted line; scattered power law: dot-dashed line; Gaus-
sian emission line: dashed line. For plotting purposes the effective area of
the instrument has been divided out. Lower panel: the ratio of the data-to-
model residuals which are dominated by the apparent absorption features at
∼1.3 and ∼1.9 keV.
the scattered power law and/or undetectable due to the large column
of absorbing material affecting the spectrum at low energies.
The soft ‘scattered’ power-law component which dominates
below ∼0.7 keV appears to be constant in flux over time, display-
ing no significant variability. We compared this with the XMM-
Newton data acquired in 2001 to investigate whether this compo-
nent was observed to vary on longer timescales. No useful EPIC-
pn data were acquired in 2001 and so we compared the EPIC MOS
data so as to minimize any calibration discrepancies between in-
struments. By applying the spectral model described above, the
flux of this component from 0.2–2 keV in the MOS 2 data ap-
pears to be constant over this 12-year period: F0.2−2 = 4.80 ±
0.28× 10−13 erg cm−2 s−1 in 2001 compared with 5.13± 0.39×
10−13 erg cm−2 s−1 in 2013, consistent with an origin in material
distant from the black hole. The MOS 1 data typically predict fluxes
∼50 per cent higher < 2 keV in both 2001 and 2013. Since the
MOS 2 data are more consistent with the pn data, we accept these
values and their implication that the soft X-ray flux does not signif-
icantly vary.
3.1 Reflection models
In Lobban & Vaughan (2014), motivated by the shape of the Fe
emission complex from 6 to 7 keV, the broad-band Suzaku spec-
trum was modelled with neutral and highly-ionized reflection mod-
els. We took the same approach here, first replacing the Gaussian
in the model described in Section 3 with a PEXMON (Nandra et al.
2007). This models the reflected continuum from a cold, optically-
thick slab when irradiated by a power law while self-consistently
modelling emission lines from neutral Fe Kα fluorescence, Fe Kβ,
Ni Kα and the Fe Kα Compton shoulder. We tied the photon index
and normalization to that of the bright, primary power-law compo-
nent, fixed the cutoff energy at 1 000 keV (i.e. consistent with no
measurable cut-off), the inclination angle at 60◦ and left the abun-
c© 2014 RAS, MNRAS 000, 1–10
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TBABS PLint. PLscatt. Gaussian
NH Γ Norm. Norm. Ec σ Norm.
(cm−2) (ph cm−2 s−1) (ph cm−2 s−1) (keV) (keV) (ph cm−2 s−1)
rev2516 1.46+0.01
−0.01 × 10
22 2.03+0.01
−0.01 1.26
+0.02
−0.01 × 10
−2 1.55+0.05
−0.04 × 10
−4 6.71+0.08
−0.07 0.27
+0.06
−0.06 2.55
+0.59
−0.54 × 10
−5
rev2537 1.29+0.01
−0.02 × 10
22 1.99+0.01
−0.01 0.83
+0.01
−0.02 × 10
−2 1.78+0.05
−0.04 × 10
−4 6.77+0.07
−0.07 0.28
+0.08
−0.06 2.31
+0.54
−0.50 × 10
−5
Table 2. The best-fitting values of the free parameters in the simple spectral model fitted to the two EPIC-pn spectra of IRAS 18325−5926. The model is of
the form TBABSGal × [(TBABS × PLint.) + PLscatt. + Gauss] and is described in Section 3.
dances of heavy elements fixed at 1, relative to their interstellar
medium (ISM) values (Wilms et al. 2000). The only free parameter
was the reflection scaling factor, R. To estimate the average reflec-
tion properties of the source, we applied this model to the summed
rev2516+rev2537 pn spectrum.
Any neutral reflection component appears to be weak with
R = 0.07+0.04−0.05 (where a value of R = 1 would correspond to re-
flection from a standard isotropic source above a disc subtending
2pi sr). The inclusion of the PEXMON component only improves
the fit by ∆χ2 = 8 and the overall fit is poor (χ2/d.o.f. =
2861/1848), most likely due to its inability to account for the
broadness of the Fe emission complex and the lack of any signif-
icant onset of a Compton reflection hump at higher energies. Al-
lowing the inclination angle to vary did not improve the fit further.
The fit can be improved by ∆χ2 = 18 by allowing the Fe abun-
dance vary, although this would require a best-fitting Fe abundance
of AFe = 6.4+30.7−3.5 relative to ISM values. The free parameters of
the power-law and TBABS components did not significantly vary
from those quoted in Table 2.
We also tried modelling the spectrum with an ionized reflec-
tor, motivated by the apparent emission peak at ∼6.7 keV, sugges-
tive of an origin in ionized material. We added a REFLIONX com-
ponent (Ross & Fabian 2005) to the model described above and,
to account for the apparent broadness of the emission profile, al-
lowed the reflector to be blurred using RDBLUR within XSPEC.
RDBLUR is a convolution kernel based on the DISKLINE model of
Fabian et al. (1989) taking into account relativistic effects from an
accretion disc around a Schwarzschild black hole. REFLIONX is de-
signed to model the emergent spectrum when a power law irradi-
ates a photoionized, optically-thick slab of gas. The model assumes
a high-energy exponential cut-off, Ecut = 300 keV, and uses the
abundances of Anders & Ebihara (1982).
We based our fit on a more detailed spectral analysis per-
formed on Suzaku data by Lobban & Vaughan (2014). This in-
volved tying the photon index to that of the illuminating power law
and initially fixing the Fe abundance at the solar value, leaving the
ionization parameter4 and normalization to go free. The variable
parameters of the RDBLUR code are the inner and outer radii of
emission in units of rg, the inclination angle of the source to the
observer’s sightline and the emissivity index, q, which defines the
radial dependence of emissivity across the disc (r−q). Similar to
the Suzaku spectrum from 2006, the inner and outer radii of emis-
sion were fixed at 6 rg and 500 rg, respectively, and the emissivity
index was fixed at q = 2.
Similar to the neutral reflection model, the ionized reflector is
driven by the strength of the Fe line. However, the fit improves
4 The ionization parameter is defined as ξ = Lion/nR2 and has units
erg cm s−1 where Lion is the ionizing luminosity from 1–1 000 Rydberg
in units erg s−1, n is the gas density in cm−3 and R is the radius of the
absorbing / emitting material from the central source of X-ray in units cm.
Figure 2. The broad-band 0.2–10 keV XMM-Newton EPIC-pn lightcurve
of IRAS 18325−5926 in 100 s bins. The two observations (rev2516 and
rev2537) are not contiguous but are in fact separated by approximately six
weeks. The vertical dashed navy blue line shows where the first observation
ends and the second begins.
by ∆χ2 = 80 compared to the model with just the PEXMON
component (χ2/d.o.f. = 2781/1845). The strength of the neu-
tral PEXMON component drops to zero and it becomes no longer
statistically required upon the inclusion of the ionized reflector.
The best-fitting value of the ionization parameter of the reflector
is ξ = 550+470−90 erg cm s−1, consistent with emission from an ion-
ized disc, while the inclination angle of the RDBLUR component
has a best-fitting value of θ = 37+5−10 deg.
4 VARIABILITY PROPERTIES
Light curves were extracted from the event files using custom IDL
scripts5, correcting for exposure losses and interpolating over short
telemetry drop outs where necessary. Fig. 2 shows the broad-band
EPIC-pn lightcurve of IRAS 18325−5926 for both observations in
100 s time bins. The count rate varies by a factor of ∼ 3 during the
observations.
Fig. 3 shows the fractional rms spectrum (i.e. the rms variabil-
ity amplitude as a function of energy) computed using the EPIC
pn+MOS data and averaged over both orbits (see Vaughan et al.
2003 and references therein). We extracted light curves in 29 en-
ergy bands for each of four 50 ks segments6 with a timing resolu-
tion of ∆t = 1 ks. We then computed the fractional excess vari-
ance (σ2xs / mean2) for each band and each segment. Having aver-
aged these values across each segment, we computed the fractional
rms by taking the square root of the excess variance. At energies
5 http://www.star.le.ac.uk/ sav2/idl.html
6 The energy bands are approximately equally spaced in log(E) with
the exception of the three lowest energy bands (0.2–0.4, 0.4–0.8, 0.8 −
−1.1 keV) which are made wider to improve the signal-to-noise ratio.
c© 2014 RAS, MNRAS 000, 1–10
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Figure 3. The EPIC-pn+MOS rms spectrum of IRAS 18325−5926 aver-
aged over both orbits. The vertical dashed navy blue line shows the approx-
imate energy of the peak of the Fe K emission complex (∼6.7 keV in the
rest frame).
> 1 keV, the fractional rms is approximately constant, but drops
sharply at lower energies. This lack of variability most likely arises
because we are observing very little direct nuclear light < 0.7 keV;
the flux is almost entirely scattered light. We therefore exclude the
data < 0.7 keV from the remainder of the timing analysis. We also
note the apparent drop in variability at ∼6–7 keV, which most likely
arises from a component of constant emission from Fe K (as in Sec-
tion 3).
4.1 Time lags as a function of frequency
We next searched for time delays between X-ray variability at dif-
ferent energies using Fourier methods. We began by comparing
variability in two broad energy bands – ‘soft’ (0.7–1.5 keV) and
‘hard’ (2.5–10 keV) – using the cross-spectrum7. For each of the
four 50 ks segments we computed the Discrete Fourier Transforms,
combined these to form auto- and cross-periodograms, and aver-
aged over the four segments to give estimates for the power spec-
tra of the two bands, the coherence and time lags, all as functions
of Fourier frequency. We also averaged over contiguous frequency
bins each spanning a factor of ≈ 1.7 in frequency. The method
is discussed further in Vaughan & Nowak (1997), Nowak et al.
(1999), Vaughan et al. (2003) and Uttley et al. (2011). We com-
bined MOS and pn data to maximize the signal-to-noise ratio, and
used light curves extracted with ∆t = 25 s bins.
Fig. 4 shows the cross-spectral products. The upper panel
shows the power spectra for the 0.7–1.5 keV and 2.5–10 keV en-
ergy bands. The middle panel shows the coherence between the
two energy bands after Poisson noise correction. The coherence is
a measure of the linear correlation between the two energy bands
and is calculated from the magnitude of the cross-periodogram (see
Vaughan & Nowak 1997). A coherence of 0 means no correlation; a
coherence of 1 means the variability in one energy band can be per-
fectly linearly predicted by the other. The coherence is high (∼0.8–
7 These two distinct broad energy bands provide high-quality lag-
frequency data. The finer details of the chosen energy bands do not sig-
nificantly matter here since we explore the energy dependence of the lags
later in Section 4.2 onwards.
Figure 4. The cross-spectral products for the soft (0.7–1.5 keV) and hard
(2.5–10 keV) X-ray bands. Upper panel: the PSD for the soft (black) and
hard (red) bands. Middle panel: the coherence between the two energy
bands. Lower panel: the time lag between the hard and soft band (a pos-
itive value denotes the hard band lagging behind the soft band). The dotted
curve shows a τ = 0.05f−1 curve; i.e. a lag of 5 per cent at each frequency.
1) at low frequencies (up to ∼10−3 Hz), meaning the soft and
hard bands are well correlated on long timescales (i.e. > 2 ks). On
shorter timescales, the coherence values are not well constrained.
The lower panel of Fig. 4 shows the time lags as a function of
frequency. At high frequencies the two energy bands are consistent
with having zero lag. However, at frequencies< 10−4 Hz we detect
a significant hard lag (where positive values indicate the hard band
lagging behind the soft band) increasing roughly as a power law to
a maximum time delay of ∼2.5 ks at ∼2 ×10−5 Hz. There is no
indication of the soft lags seen at high frequencies in unabsorbed
Seyferts.
4.2 Time lags as a function of energy
Motivated by the detection of a significant hard lag, we investigated
the lag as a function of energy. The lag-energy spectrum is calcu-
lated over a given frequency range where a cross-spectral lag is cal-
culated for a series of consecutive energy bands against a standard
broad reference band (e.g. Uttley et al. 2011, Zoghbi et al. 2011,
Alston et al. 2014). The choice of reference band produces a sys-
tematic offset in the resultant spectrum. Here, we generated cross-
spectral products for 14 logarithmically-spaced energy bands from
0.7 to 10 keV against a soft reference band from 0.7 to 1.5 keV8.
In this instance a positive lag indicates that the given energy band
lags behind the soft reference band. We computed lag-energy spec-
tra over the three lowest frequency bins obtained from our lag-
8 We also computed lag-energy spectra against a broad reference band con-
sisting of the full 0.7–10 keV energy range minus the energy band of inter-
est. The results were consistent.
c© 2014 RAS, MNRAS 000, 1–10
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frequency analysis (see Fig. 4): 1–3 ×10−5, 3–5 ×10−5 and 5–9
×10−5 Hz.
The lag-energy spectra over these three frequency ranges are
shown in Fig. 5 (panel a)9. At the lowest frequencies, there is a
clear correlation between time delay and energy with the time lag
scaling linearly with the logarithm of the separation between en-
ergy bands. Very similar behaviour is observed in the XRB sys-
tems Cygnus X-1 (Nowak et al. 1999) and GX 339-4 (Uttley et al.
2011). At higher frequencies (3–5×10−5 Hz) the magnitude of the
lags in any given energy band is smaller (see Fig 4); nevertheless,
the same energy dependence is evident in the frequency range. At
higher frequencies the lag is too small (in magnitude) to be clearly
detected in any narrow energy band. Although the observed energy
dependence of the time lags is consistent with a number of other
AGN (e.g. McHardy et al. 2004, Kara et al. 2013a), this is one of
the clearest detections to date of a log-linear energy dependence.
5 MODELLING THE LAG-ENERGY DATA
5.1 Continuum lags model
The lag-energy data shown in Fig. 5 (panel a) show an approx-
imately linear dependence of the lag with log(E). Kotov et al.
(2001) argue that such an energy dependence may arise from
inward propagations of perturbations within the accretion flow
and demonstrate this in the case of Cygnus X-1. In addition,
Are´valo & Uttley (2006) demonstrate how a propagating fluctua-
tions model can reproduce the f−1 frequency dependence of the
lag observed in accreting black hole systems on the basis of var-
ious energy-dependent radial emissivities. We approximated this
case by constructing a simple phenomenological model including
f−1 dependence on frequency and log(E) dependence on energy:
τ (E, f) = A(f/f0)
−1 log(E) +B. (1)
We fixed f0 = 2 × 10−5 Hz, the central frequency of our lowest
frequency bin, and fitted this model to the lag-energy data in the
three frequency bands shown in Fig. 5 (panel b). The model has
just two free parameters: A and B. We found the best fitting model
has A = 4276 ± 283, B = −128 ± 44 s and χ2 = 33.8 with
40 d.o.f.; a perfectly acceptable fit.
5.2 Reprocessing models
As an alternative to the origin of the hard X-ray lags being intrinsic
to continuum variations, the lags may also arise from reprocessing
of the primary emission by material some distance from the black
hole. As such, we also fitted the shape of the lag-energy data using
various standard spectral components, as follows. First, we assume
the spectrum comprises two components, a primary (undelayed)
spectrum, p(E), and a reprocessed (delayed) spectrum, r(E). The
emission in an energy band i, spanning energies (E0,i, E1,i), is the
sum of the primary and reprocessed spectra integrated over the en-
ergy band, pi and ri, after applying a delay to the reprocessed com-
ponent.
9 Errors on the individual lag estimates in each band were calculated using
the standard method (e.g. Bendat & Piersol 2010). These are expected to be
conservative errors in the sense that they overestimate the scatter in the lags
between adjacent energy bins. The reduced scatter results from the fact the
light curves involved in the lag estimate for each band are not independent
realizations of a random process, but are all highly correlated.
1 102 5
0
20
00
40
00
Ti
m
e 
D
el
ay
 (s
)
Observed Energy (keV)
(a)
FREQ: 1−3 * 10−5 Hz
FREQ: 3−5 * 10−5 Hz
FREQ: 5−9 * 10−5 Hz
1 102 5
0
20
00
40
00
Ti
m
e 
D
el
ay
 (s
)
Observed Energy (keV)
(b)
τ(E,f) = A(f/f0)−1log(E)+B
1 102 5
0
20
00
40
00
Ti
m
e 
D
el
ay
 (s
)
Observed Energy (keV)
(c)
Neutral Reflection
1 102 5
0
20
00
40
00
Ti
m
e 
D
el
ay
 (s
)
Observed Energy (keV)
(d)
Ionized Reflection
1 102 5
0
20
00
40
00
Ti
m
e 
D
el
ay
 (s
)
Observed Energy (keV)
(e)
Neutral Absorption: NH = 3x1022cm−2
Figure 5. Panel (a): the lag-energy spectrum of IRAS 18325-5926 against
a soft 0.7–1.5 keV reference band. The black (circles), red (diamonds) and
blue (squares) data points correspond to the 1–3 ×10−5, 3–5 ×10−5 and
5–9 ×10−5 Hz frequency bands; i.e. the three lowest-frequency bins in
Fig. 4. The lower panels show the lag-energy spectra when fitted in terms of
(b): a simple model of the form: τ(E, f) = A(f/f0)−1 log(E) +B, (c):
neutral reflection, (d) ionized reflection (upon allowing the model to ‘phase
flip’) and (e): an absorbed power law with NH = 3 × 1022 cm−2. High-
resolution forms of the fits are shown for display purposes, although the
data were fitted with histograms consisting of energy bands matching those
in the observed lag-energy spectrum. The horizontal lines in the lower pan-
els are removed for clarity. See Sections 4.2 and 5 for details.
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For simplicity, we assume the time-shifted response is a tophat
function (TH) centred at τ0, with width ∆τ . Thus the time response
function for band i is
ψi(t) = piδ(t) + αri × TH(t− τ0,∆τ ), (2)
where α defines the strength of the reprocessed component. From
these time domain response functions we can deduce the corre-
sponding frequency transfer functions:
Ψi(f) = pi + αrie
i2πfτ0sinc(pif∆τ ). (3)
Now the phase of this transfer function is:
φi(f) = arg Ψi(f)
= arctan
(
Ri sin(2pifτ0)sinc(pif∆τ )
1 +Ri cos(2pifτ0)sinc(pif∆τ )
)
, (4)
where, for consistency with Uttley et al. (2014; equation 27), we
use Ri = αri/pi as the ratio of reprocessed to direct light in each
energy channel. The sinc terms are a result of the shape of the TH
response. The additional pi term in the denominator is the contri-
bution to the phase from the primary flux, as this affects the real
component but not the imaginary component of the complex trans-
fer functions (equation 3). The sin and cos terms give the delay
(relative to the primary emission) due to the centroid of the TH.
The phase difference between two bands, i and j, is the dif-
ference in their phases, which can be expressed as a time delay
between the responses in two bands:
τ (f,Ej , Ei) =
1
2pif
(φj(f)− φi(f)). (5)
In this simple model the energy dependence of τ is due to
the different spectra of primary (direct) and reprocessed (delayed)
components. Now, given a specific spectral shape for the primary
and reprocessed components, p(E) and r(E), we can express the
expected time delay, relative to same fixed reference band, Ej , as a
function of energy, Ei, at a given frequency, f , using two free pa-
rameters: the central delay, τ0, and the strength of the reprocessed
component, α. As this includes both energy and frequency depen-
dence we can simultaneously fit the lag-energy data in the three
different frequency bands.
At a constant f , the sinc terms do not substantially alter the
energy dependence, but they do affect the frequency dependence.
As our primary concern is in matching the energy dependence of
the lags, not in the detailed frequency dependence (which is not
well constrained), we have made an additional assumption about
the form of the frequency dependence. In particular, we assume
∆τ = 2τ0; this means the top hat response function starts at t = 0
and extends to t = 2τ0 (with a centroid lag of τ0), as might be
expected for a spherical shell type of reprocessor.
Before presenting the results we first highlight two properties
of this model. In the limit of high α (i.e. one band dominated by re-
processed light), and assuming τ0 < 1/(2f), the lag-energy spec-
trum tends to τ ≈ τ0, constant with energy. The lags effectively
‘saturate’ at τ0 when the reprocessing dominates. At frequencies
above 2/τ0, the sign of the lag in the cross-spectrum ‘flips’, invert-
ing the lag-energy spectrum. This occurs, at a given Fourier fre-
quency, because the phase difference is constrained to stay within
the range [−pi, +pi] (a shift of +3/4 wavelengths cannot be distin-
guished from one of −1/4 wavelengths). See Miller et al. (2010b)
and Zoghbi et al. (2011) for further discussion of this point.
5.3 Reprocessing model results
Using the approach detailed above we first model the lag-energy
data in terms of neutral reflection, as per the spectral model
described in Section 3.1. A neutral-reflection origin to explain
the presence of hard lags in AGN has previously discussed and
favoured by Miller et al. (2010b). We assume the primary spec-
trum, p(E), is a power law with photon index Γ = 2 (see Table 2)
and the reprocessed spectrum, r(E), is purely neutral reflection
from a standard optically-thick disc subtending 2pi sr (PEXMON;
R = 1). Based on these we compute the spectral ratio r(E)/p(E)
and optimize the free parameters, τ0 and α, to give the best fit (min-
imum χ2).
We find that neutral reflection does not fit the observed lag-
energy spectra particularly well, with a best fit of χ2/d.o.f. =
96.5/40 (p = 1.4 × 10−6) and τ0 = 2.2 ks. The strength of the
reflection required to account for the observed lag-energy spectrum
is unrealistically high with α = 35.7. This means the harder X-ray
bands are reflection dominated and the lag saturates at τ0. Indeed,
the cold reflection model is highly saturated > 5 keV resulting in
a diluted emission line strength and a flattening of the (normally
hard) reflection continuum. Such strong reflection is clearly incon-
sistent with the time-averaged spectrum (Section 3.1). This fit is
plotted in Fig. 5 (panel c). Note that the high-resolution form of
the model is shown in the plot for display purposes – however, in
reality, each fit was performed by integrating over each energy bin
such that they are identical to the logarithmically-spaced binning in
the lag spectra.
The same approach was also taken in terms of the ionized re-
flection model described in Section 3.1. The motivation for such
a model arises from the fact that the Fe emission complex peaks
at ∼6.7 keV, which may suggest the presence of a highly ionized
accretion disc, as also suggested by Iwasawa et al. (1995, 2004).
Here, the primary (undelayed) spectrum, p(E), is again a power
law with photon index Γ = 2, while the reprocessed spectrum,
r(E), is blurred ionized reflection modelled with RDBLUR × RE-
FLIONX with ξ ∼ 500 erg cm s−1, as in Section 3.1, and again as-
suming R = 110.
We find that the fit is no better than a constant (χ2/d.o.f. =
327.4/40; i.e. completely unacceptable). The only way an ionized
reflection model can fit the lag-energy spectra is if τ0 is allowed
to roam freely such that ‘phase flipping’ be allowed to occur (e.g.
> 25 ks in the case of the 2 × 10−5 Hz frequency band). In this
instance the fit improves to χ2/d.o.f. = 114.5/40. This is shown
in Fig. 5 (panel d) and has a best-fitting lag of τ0 = 39 ks (α = 5.8,
assuming R = 1). An ‘inverted’ reflection spectrum (after ‘phase-
flipping’) matches the data better because the lag-energy spectrum
is hard (lags increasing in magnitude to higher energies), while the
ionized reflection spectrum is quite soft.
Finally, we also fitted the lag-energy spectrum in terms of a
scattering model. Here, we assume a simple case of two different
sightlines: one is a direct ‘undelayed’ power law while the ‘de-
layed’ component is assumed to arise via electron scattering in
Thomson-thin material situated either behind or embedded in some
10 The REFLIONX ionized reflection model does not have the reflection
scaling factor, R, as a free parameter. Instead, R can be estimated from the
ratio of the extrapolated direct power-law flux to the reflected flux. A ‘stan-
dard’ reflection value of R = 1 was estimated by adjusting the REFLIONX
normalization such that this flux ratio was equal to 1. Since the REFLIONX
model assumes a high-energy roll-over at 300 keV, the flux ratio was calcu-
lated over the 0.1–200 keV energy range.
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cold absorbing material. Here, the photons that are scattered into
our line-of-sight must have travelled a longer path than directly ob-
served photons and so have a greater probability of being absorbed.
The photons that survive scattering/absorption are therefore harder
and hence the lagged emission has a harder (more absorbed) spec-
trum. This is spectrally akin to a standard partial-covering model
and we note that X-ray scattering in terms of time lags has been
discussed by Legg et al. (2012) (also see Miller et al. 2010a).
We tested this scenario using a standard power law as our pri-
mary component, p(E), and a power-law modified by neutral ab-
sorption using TBABS as our reprocessed component, r(E). We
took the best-fitting values for the power law of Γ = 2 and nor-
malization = 1 × 10−2 ph cm−2 s1 and fitted the lag-energy spec-
trum stepping through column densities in the range NH = 1022–
1024 cm−2 in steps of NH = 1022 cm−2. A column density
of NH = 3 × 1022 cm−2 was found to give the best fit with
χ2/d.o.f. = 38.1/40 (p = 0.56), α = 0.67 and a best-fitting
lag of τ0 = 6.4 ks. We note that, from a NH = 3 × 1022 cm−2
medium, one may expect fluorescence from a variety of atomic
transitions, which may be detectable if the covering fraction is sig-
nificant. Such lines may potentially make our fit worse although
it is difficult to predict how strong such features would be and it
is unclear as to whether the resolution of our observed lag-energy
spectrum would be high enough to detect them. Nevertheless, our
primary focus is to fit the smooth continuum-form of the lags.
This fit is shown by the solid curves in Fig. 5 (panel e). We also
note the fits at either end of the range of column densities ex-
plored: NH = 1022 (χ2/d.o.f. = 96.5/40) and NH = 1024 cm−2
(χ2/d.o.f. = 160/40), respectively.
While the low-frequency lag-energy spectrum in IRAS 18325-
5926 can be fitted well in terms of a neutral absorbed power law
with a best-fitting column density of NH = 3 × 1022 cm−2, we
tested to see if such a ‘delayed’ component could be consistent
with the time-averaged spectrum, adding together with the ‘direct’
component to form the observed spectrum. We took the baseline
spectral model described in Section 3 and included an additional
‘delayed’ absorbed power law with the column density fixed at
NH = 3×10
22 cm−2 and the photon index tied to that of the other
power law components. The form of the model was: TBABSGal
× [(TBABS × PLint.) + (TBABS3e22 × PLdelayed) + PLscatt. +
Gauss]. The inclusion of this component significantly improves the
fit to the time-averaged spectrum (∆χ2 ∼ 400) from 0.3 to 10 keV.
The best-fitting photon index, however, increases to Γ ∼ 2.2 and
the normalization of the PLdelayed component is found to be ∼50
per cent of that of the brighter ‘direct’ PLint. component.
6 DISCUSSION
We have presented an analysis of the short-timescale variability of
IRAS 18325-5926 through two ∼100 ks XMM–Newton observa-
tions and detected a hard lag, with the higher-energy variations lag-
ging behind correlated soft variations by up to ∼3 ks. There is a
strong energy-dependence to the lag, the magnitude of which in-
creases approximately linearly with the log of the separation of the
energy bands.
Several physical models have been proposed to explain the
hard lags in accreting black hole systems. Reflection of the pri-
mary power law (most likely by the accretion disc) could result in
a delay in hard X-ray variability (e.g. Kotov et al. 2001; Poutanen
2002) if the reflection spectrum is hard (as expected for a near-
neutral reflector). Reflection models have been invoked to explain
the observed lags in a variety of AGN (e.g. Fabian et al. 2009;
Zoghbi et al. 2011; Fabian et al. 2013) although in these cases the
softest band was also delayed and the reflector assumed to be highly
ionized.
We tested the possibility of a reprocessing-origin for the lags
in IRAS 18325-5926 by modelling their energy dependence in
terms of the primary components that may build up the spectrum
of a typical Seyfert galaxy: neutral reflection, ionized reflection
and a neutral absorbed power law (Section 5). We found that a
neutral reflector can recreate the shape of the low-frequency lag-
energy spectrum only if the strength of the reflector is unrealis-
tically high. The reflection strength required to reproduce the lag
spectrum grossly overpredicts the strength of the iron line and
reflection features seen in the time-averaged spectrum (e.g. Sec-
tion 3.1; Lobban & Vaughan 2014). We therefore conclude that
neutral reflection cannot be the origin of the low-frequency hard
lags observed here. We reach the same conclusion for ionized re-
flection, which is spectrally too soft (and weak) to account for the
hard shape of the lag-energy spectrum, resulting in a very poor fit.
Zoghbi et al. (2014) analysed recent Suzaku, XMM–Newton
and NuStar data for the AGN MCG–5-23-16 and also find a hard
shape to their observed lag-energy spectrum. They conclude that
the lags are dominated by relativistic reverberation from material
a few tens of gravitational radii from the black hole. This is pri-
marily due to the non-smooth shape of the spectrum which mani-
fests itself in the form of a peak at ∼6 keV and a possible down-
turn at ∼30 keV which they associate with Fe Kα emission and the
Compton reflection hump, respectively. However, those reverbera-
tion lags exist at relatively higher frequencies than those probed in
this paper and it is conceivable that hard ‘continuum’ lags would
also be observed in MCG–5-23-16 if one could probe the lower-
frequency domain. As such, it is plausible that both processes are
at work but dominating on different timescales and possibly differ-
ing in strength between sources.
An alternative reprocessing model, however, has the lag pro-
duced by electron scattering in Thomson-thin, neutral material at
some distance from the central source of X-rays. A power law ab-
sorbed by neutral material provides a much better fit than reflection
with χ2/d.o.f. = 38.1/40 for NH = 3 × 1022 cm−2. Such a
lag-energy spectrum could be produced by simple X-ray scattering
occurring in a medium behind or embedded in a cold absorbing
medium. X-ray scattering in the context of time lags has been dis-
cussed by Miller et al. (2010a) and Legg et al. (2012). Spectrally,
this is the same as the standard partial-covering model (also see
Miller & Turner 2013 for further discussion on absorption and scat-
tering cloud models). Intriguingly, fitting the ‘delayed’ absorbed
power law (NH = 3 × 1022 cm−2) to the time-averaged spectrum
requires that the ‘delayed’ component be a factor of ∼2 weaker
than the ‘direct’ component, perhaps consistent with the ratio of
reprocessed to direct emission obtained from the lag-energy fitting
(α = 0.67).
However, the energy dependence of the PSD is a challenge for
all the reprocessing models (see Fig. 4; upper panel). If the hard
lags are due to reprocessing of a hard spectrum with a long delay
(as in the reflection and absorbed power law models) this should
dampen the high-frequency variations in harder energy bands. This
is because the variations in the reprocessed light are both delayed
and smoothed with the smoothing expected to steepen the PSD on
timescales 6 τ0. However, the higher-energy PSD in Fig. 4 shows
no significant steepening towards higher frequencies. Additionally,
the rms spectrum shown in Fig. 3 is flat, which also suggests that
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there is no suppression of high-frequency variability at higher en-
ergies, where reprocessing might be expected to dominate.
Our findings, however, are similar to those of Kotov et al.
(2001) who studied the logarithmic energy dependence of the lags
of the XRB Cygnus X-1. They demonstrated that the expected lag-
energy spectrum from a standard extended reflector did not match
the observed spectrum, primarily due to the suppression of the lags
at ∼6.4 keV, where a more prominent feature due to Fe Kα fluores-
cence was expected. Similarly, we also exclude a reflection origin
for the hard lags in IRAS 18325-5926 due to the inability of reflec-
tion models to match the observed smooth lag-energy spectrum.
The favoured model to explain the low-frequency energy
dependence of hard lags in XRBs is the ‘propagating fluctua-
tions’ model, based on the model proposed by Lyubarskii (1997),
whereby inwardly propagating accretion rate fluctuations (at the
radial drift velocity) generated over a wide range of radii in the
accretion flow modulate each other. The X-ray emission, from the
inner regions, is modulated in turn. An extended emission region.
with softer emission produced at larger radii than harder spectra,
can produce a net lag as the harder emission responds (on average)
later to the inward moving fluctuations. The similarity of the lags
observed in AGN suggests that a similar mechanism may be also at
work in larger accreting systems. Are´valo & Uttley (2006) demon-
strate how, for a standard accretion disc, the model can reproduce
the observed ∼1/f frequency-dependence of time lags between en-
ergy bands and their associated amplitudes by invoking different
radial emissivities with some given energy dependence.
Kotov et al. (2001) showed that the logarithmic energy depen-
dence of the hard lag in Cygnus X-1 is compatible with a model
based on propagating fluctuations within the accretion flow. Their
observed logarithmic energy-dependence arises directly from the
assumption that each locally-emitted spectrum is a power law with
the photon index decreasing at smaller radii from the black hole.
In Section 5, a log(E) model was found to give a good fit to
the lag-energy spectrum of IRAS 18325-5926 with χ2/d.o.f. =
33.8/40. As such, the log(E) shape of the lag-energy spectrum
may be consistent with the propagating fluctuations model. Intrigu-
ingly, the low-frequency hard lags observed here and in NGC 6814
(Walton et al. 2013) are somewhat similar to those observed in
many other variable AGN (e.g. McHardy et al. 2004; Fabian et al.
2013), despite those AGN typically displaying more ‘standard’ soft
X-ray spectra (i.e. with strong soft excesses). As such, this may
lend credence to the hypothesis of an origin in the primary power-
law continuum for the low-frequency hard lags.
Studies of low-frequency X-ray lags are important as they may
be a ubiquitous feature in (radio-quiet) AGN, whereas the more
hotly debated soft lags may not be. As a common feature in accret-
ing black hole systems of all sizes (XRBs through to AGN), hard
lags are most likely carrying valuable information about the struc-
ture of inner accretion flows around black holes. It is also crucial
to understand the details of hard lags if we are to disentangle them
from high-frequency soft lags and obtain unambiguous answers.
We currently have good quality data from 1 to 10 keV with
XMM–Newton. However, the models that work well [i.e. log(E) /
neutral absorbed power law] make very different predictions out-
side our observed frequency and energy ranges. At lower frequen-
cies, the propagating fluctuations model predicts that the lag con-
tinues to rise while the absorbed power law has a fixed ∼6 ks lag
which should remain constant. Meanwhile, at higher energies the
absorbed power-law model should also show a constant lag-energy
spectrum with the relative strength of absorbed and unabsorbed flux
becoming invariant above a few keV while saturating to 0 at the
softest energies. As such, it is hoped that they may be distinguished
by extending both the energy range and/or frequency range such
as through observations with NuSTAR (Harrison et al. 2013), ex-
tending the bandpass up to ∼80 keV, but also with XMM–Newton
if given less absorbed AGN.
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