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Abstract
We study the stability of several no-arbitrage conditions with respect to absolutely continuous,
but not necessarily equivalent, changes of measure. We first consider models based on continuous
semimartingales and show that no-arbitrage conditions weaker than NA and NFLVR are always
stable. Then, in the context of general semimartingale models, we show that an absolutely
continuous change of measure does never introduce arbitrages of the first kind as long as the
change of measure density process can reach zero only continuously.
1 Introduction
The notion of no-arbitrage is of paramount importance in financial economics and mathemat-
ical finance. The search for an adequate no-arbitrage condition, economically meaningful and
mathematically tractable, has a rather long history and we refer to Schachermayer [38] for an
overview of the main developments. An important step was marked by the papers Delbaen and
Schachermayer [7, 10], where the authors established the equivalence between the existence of an
Equivalent (Local-/σ-) Martingale Measure and the validity of the No Free Lunch with Vanishing
Risk (NFLVR) condition.
More recently, motivated mainly by developments in Stochastic Portfolio Theory (see e.g.
Fernholz and Karatzas [14] for an overview) and in the Benchmark Approach to Quantitative Fi-
nance (see e.g. Platen and Heath [34]), an increasing attention has been paid to no-arbitrage con-
cepts weaker than the classical NFLVR condition, as documented by the recent papers Karatzas
and Kardaras [25], Hulley and Schweizer [19], Kardaras [26, 27], Fontana and Runggaldier [17],
Ruf [36], Song [40] and Takaoka [42] (see also Loewenstein and Willard [30] for an earlier contri-
bution to this strand of literature and Hulley [18] and Fontana [16] for a unifying analysis of the
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different no-arbitrage conditions appearing in the context of continuous semimartingale models).
In particular, it has been demonstrated that the full strength of NFLVR may not be needed in
order to solve portfolio optimisation problems as well as to perform pricing and hedging.
In quantitative finance, the typical approach starts with the specification of a model under a
given probability measure P, under the assumption that arbitrage profits (according to one of the
many possible definitions) cannot be realised. One may then wonder whether such a no-arbitrage
assumption is robust with respect to a change of measure from P to an absolutely continuous,
but not necessarily equivalent, measure Q. The present paper aims at answering this question.
In the mathematical finance literature, it has already been shown that absolutely continuous,
but not equivalent, changes of measure may lead to arbitrage opportunities (in the classical
sense of Delbaen and Schachermayer [7]), see e.g. Delbaen and Schachermayer [8], Osterrieder
and Rheinländer [32] and, more recently, Ruf and Runggaldier [37] and Chau and Tankov [4].
However, this still leaves open the question of whether no-arbitrage conditions weaker than NA
and NFLVR can be altered by absolutely continuous changes of measure. As we are going to
show in Section 3, the first (but actually not very surprising) main result of this paper is that
this is never the case in models based on continuous semimartingales.
Among the no-arbitrage conditions that are weaker than NFLVR, the condition of No Arbi-
trage of the First Kind (NA1), or, equivalently, No Unbounded Profit with Bounded Risk (see
Karatzas and Kardaras [25] and Kardaras [26]), plays a particularly important role. Indeed, it has
been shown that pricing and hedging can be satisfactorily performed as long as NA1 holds and,
moreover, the same condition is the minimal one in order to solve portfolio optimisation prob-
lems in general semimartingale models. This motivates the study of the stability of NA1 with
respect to absolutely continuous, but not necessarily equivalent, changes of measure in general
semimartingale models. As already observed in Karatzas and Kardaras [25] (see their Remark
4.13), the NA1 condition may not be preserved by an absolutely continuous change of measure
when jumps are present. In that regard, the second main result of this paper shows that the loss
of NA1 after a change of measure is intimately linked to the possibility of the density process
jumping to zero (see Section 5).
The remainder of the paper is structured as follows. Section 2 introduces the modeling frame-
work for the first part of the paper, based on continuous semimartingales, and presents five dif-
ferent notions of arbitrage. In the continuous semimartingale setting, Section 3 shows that weak
no-arbitrage conditions are invariant with respect to absolutely continuous changes of measure,
while Section 4 shows by means of a counterexample that this is not the case for the classical NA
and NFLVR conditions. Finally, Section 5 studies the stability of the NA1 condition in general
semimartingale models.
2 Continuous financial markets and no-arbitrage condi-
tions
Let (Ω,F ,P) be a given probability space endowed with a right-continuous filtration F = (Ft)0≤t≤T ,
where T ∈ (0,∞) represents a fixed time horizon. We denote byM(P) the family of all (uniformly
integrable) P-martingales and by Mloc(P) the family of all P-local martingales. Without loss of
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generality, we assume that all elements ofMloc are càdlàg and we denote byM
c(P) andMc
loc
(P)
the families of all continuous processes belonging to M(P) and Mloc(P), respectively.
We consider an abstract financial market with d risky assets, whose discounted prices (with
respect to a given reference security) are represented by the IRd-valued continuous semimartingale
S = (St)0≤t≤T , with St = (S
1
t , . . . , S
d
t )
⊤, with ⊤ denoting transposition. Being S a special
semimartingale, its unique canonical decomposition can be written as S = S0 +A+M , where A
is a continuous IRd-valued predictable process of finite variation and M is an IRd-valued process
in Mc
loc
(P) with M0 = A0 = 0. By Proposition II.2.9 of Jacod and Shiryaev [22], we can write,
for all i, j = 1, . . . , d,
Ai =
∫
aidB and 〈Si, Sj〉 = 〈M i,M j〉 =
∫
cijdB, (2.1)
for some continuous real-valued predictable strictly increasing processB and where a = (a1, . . . , ad)⊤
and c =
(
(ci1)1≤i≤d, . . . , (c
id)1≤i≤d
)
are predictable processes taking values in IRd and in the cone
of symmetric nonnegative d × d matrices, respectively. We do not necessarily assume that S
takes values in the positive orthant of IRd. For all t ∈ [0, T ], let us denote by c+t the Moore-
Penrose pseudoinverse of the matrix ct. The proof of Proposition 2.1 of Dzhaparidze and Spreij
[12] (see also Delbaen and Shirakawa [11], Lemma 4.3) shows that the process c+ = (c+t )0≤t≤T is
predictable and, hence, the process a can be represented as
a = c λ+ ν, (2.2)
where λ = (λt)0≤t≤T is defined by λt := c
+
t at, for all t ∈ [0, T ], and ν = (νt)0≤t≤T is an IR
d-valued
predictable process with νt ∈ Ker(ct) := {x ∈ IR
d : ctx = 0}, for all t ∈ [0, T ].
Let us now introduce the notion of admissible strategy, assuming a frictionless financial market.
Let L(S;P) := L2
loc
(M ;P)∩L0(A;P), where L2
loc
(M ;P) and L0(A;P) are the sets of all IRd-valued
predictable processes H such that
∫ T
0 H
⊤
t d〈M,M〉tHt < ∞ P-a.s. and
∫ T
0 |H
⊤
t dAt| < ∞ P-a.s.,
respectively. It is well-known that L(S;P) is the largest set of predictable integrands with respect
to the continuous semimartingale S under the probability measure P. For H ∈ L(S;P), we denote
by H ·S the stochastic integral process
(∫ t
0Hu dSu
)
0≤t≤T
, which has to be understood as a vector
stochastic integral (see e.g. Jacod and Shiryaev [22], Section III.6). We are now in position to
formulate the following classical definition.
Definition 2.1. Let a ∈ IR+. An element H ∈ L(S;P) is said to be an a-admissible strategy if
H0 = 0 and (H · S)t ≥ −a P-a.s. for all t ∈ [0, T ]. An element H ∈ L(S;P) is said to be an
admissible strategy if it is an a-admissible strategy for some a ∈ IR+.
For a ∈ IR+, we denote by Aa(P) the set of all a-admissible strategies and by A(P) the set of
all admissible strategies, i.e., A(P) =
⋃
a∈IR+
Aa(P). As usual, H
i
t represents the number of units
of asset i held in the portfolio at time t. For (x,H) ∈ IR×A(P), we define the gains from trading
process G(H) =
(
Gt(H)
)
0≤t≤T
by Gt(H) := (H · S)t, for all t ∈ [0, T ], and the portfolio value
process V (x,H) := x+G(H). This corresponds to consider portfolios generated by self-financing
admissible strategies.
We now introduce five different notions of arbitrage that will be considered in the present
paper.
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Definition 2.2. (i) A strategy H ∈ A0(P) is said to yield an increasing profit if the process
G(H) is P-a.s. non-decreasing and P
(
GT (H) > 0
)
> 0. If there exists no such strategy we
say that the No Increasing Profit (NIP) condition holds;
(ii) a strategy H ∈ A0(P) is said to yield a strong arbitrage opportunity if P
(
GT (H) > 0
)
> 0.
If there exists no such strategy we say that the No Strong Arbitrage (NSA) condition holds;
(iii) a non-negative random variable ξ is said to yield an arbitrage of the first kind if P(ξ > 0) > 0
and for every v ∈ (0,∞) there exists an element Hv ∈ Av(P) such that VT (v,H
v) ≥ ξ P-a.s.
If there exists no such random variable we say that the No Arbitrage of the First Kind (NA1)
condition holds;
(iv) a strategy H ∈ A(P) is said to yield an arbitrage opportunity if GT (H) ≥ 0 P-a.s. and
P
(
GT (H) > 0
)
> 0. If there exists no such strategy we say that the No Arbitrage (NA)
condition holds;
(v) a sequence {Hn}n∈IN ⊂ A(P) is said to yield a Free Lunch with Vanishing Risk if there exist
a positive constant ε > 0 and an increasing sequence {δn}n∈IN with 0 ≤ δn ր 1 such that
P
(
GT (H
n) > −1 + δn
)
= 1 and P
(
GT (H
n) > ε
)
≥ ε. If there exists no such sequence we
say that the No Free Lunch with Vanishing Risk (NFLVR) condition holds.
The NIP condition corresponds to the notion of No Unbounded Increasing Profit introduced
in Karatzas and Kardaras [25] and represents the weakest condition among those listed above.1
The NSA condition corresponds to the notion of absence of arbitrage opportunities adopted in
Section 3 of Loewenstein and Willard [30] as well as to the NA+ condition studied in Strasser [41].
The notion of arbitrage of the first kind goes back to Ingersoll [20], while the formulation adopted
in Definition 2.2 is due to Kardaras [26]. In particular, the NA1 condition is equivalent to the
notion of No Unbounded Profit with Bounded Risk of Karatzas and Kardaras [25] (see Kardaras
[26], Proposition 1), which in turn corresponds to the BK condition considered in Kabanov [24].
Finally, the NA and NFLVR conditions are classical (see e.g. Delbaen and Schachermayer [7]).
We close this section by recalling the probabilistic characterisations of the conditions intro-
duced in Definition 2.2, referring to Fontana [16] for a more detailed analysis of the no-arbitrage
properties of financial models based on continuous semimartingales. As a preliminary, let the
mean-variance trade-off process K̂ = (K̂t)0≤t≤T be defined as (see e.g. Schweizer [39])
K̂t :=
∫ t
0
λ⊤u d〈M,M〉u λu =
∫ t
0
a⊤u c
+
u au dBu, for all t ∈ [0, T ]. (2.3)
Let us also define K̂ts := K̂t− K̂s, for all s, t ∈ [0, T ] with s ≤ t, and the (possibly infinite valued)
stopping time
σ := inf
{
t ∈ [0, T ] : K̂t+ht =∞,∀h ∈ (0, T − t]
}
, (2.4)
with the usual convention inf ∅ = ∞. The next proposition provides necessary and sufficient
conditions for the validity of the no-arbitrage conditions introduced in Definition 2.2, collecting
several important results obtained by Delbaen and Schachermayer [7, 9], Kabanov [24], Strasser
1Note that if H yields an increasing profit in the sense of Definition 2.2-(i), it holds that Hn := nH ∈ A0(P) and
G(Hn) ≥ G(H), for every n ∈ IN . This means that the increasing profit generated by H can be scaled to arbitrarily
large levels of wealth, thus explaining the adjective unbounded.
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[41], Karatzas and Kardaras [25] and Kardaras [26]. In the current formulation, a proof can be
found in Fontana [16].
Proposition 2.3. The following hold:
(i) NIP holds if and only if ν = 0 P⊗B-a.e.;
(ii) NSA holds if and only if ν = 0 P⊗B-a.e. and σ =∞ P-a.s.;
(iii) NA1 holds if and only if ν = 0 P⊗B-a.e. and K̂T <∞ P-a.s.;
(iv) NFLVR holds if and only if NA1 and NA hold;
(v) NFLVR holds if and only if there exists Q ∼ P such that S ∈ Mc
loc
(Q);
where ν, σ and K̂ are defined in (2.2), (2.4) and (2.3), respectively.
3 Absolutely continuous changes of measure
Let Q be a probability measure on (Ω,F) with Q ≪ P, but not necessarily equivalent to P.
It is well known (see e.g. Jacod and Shiryaev [22], Section III.3) that there exists a unique
(up to P- and Q-indistinguishability) non-negative P-martingale Z = (Zt)0≤t≤T that satisfies
Zt = dQ|Ft/dP|Ft , for all t ∈ [0, T ] (note however that Z is not necessarily continuous). Moreover,
we also have Q
(
Zt > 0 and Zt− > 0 for all t ∈ [0, T ]
)
= 1. The Girsanov-Lenglart theory of
absolutely continuous changes of measure (see Lenglart [29]) allows us to compute the canonical
decomposition of S with respect to Q.
Lemma 3.1. Let Q be a probability measure on (Ω,F) such that Q ≪ P. The canonical decom-
position of S with respect to Q is given by S = S0 + A¯+ M¯ , where
A¯ :=
∫ (
c λ¯+ ν¯
)
dB , with λ¯ := λ+ θ/Z− and ν¯ := ν ,
M¯ := M −
∫
c θ
Z−
dB ∈ Mcloc(Q) ,
(3.1)
where the IRd-valued predictable process θ = (θt)0≤t≤T ∈ L
2
loc
(M ;P) can be chosen such that
θ = c+d〈M,Z〉/dB P⊗B-a.e.
Proof. Theorem 1 of Lenglart [29] implies that S is a continuous semimartingale with respect to
Q and, hence, it admits a unique canonical decomposition under Q. Since S is continuous, the
predictable quadratic variation 〈M,Z〉 always exists and the process M¯ := M −
∫
Z−1− d〈M,Z〉
belongs toMc
loc
(Q), see Theorem 2 of Lenglart [29]. By applying the Galtchouk-Kunita-Watanabe
decomposition to Z with respect toM (see Ansel and Stricker [2]), we get the existence of a process
θ ∈ L2
loc
(M ;P) such that d〈M,Z〉t = d〈M,M〉tθt = ct θt dBt. Together with (2.1)-(2.2), this gives
the canonical decomposition (3.1) of S with respect to the measure Q. Finally, define the process
θ˜ := c+c θ, so that θ˜ = c+d〈M,Z〉/dB holds P ⊗ B-a.e. Since c+ is predictable and using the
properties of the Moore-Penrose pseudoinverse, it is easy to check that θ˜ belongs to L2
loc
(M ;P)
and satisfies c θ˜ = c θ.
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Similarly as in the previous section, let the process K̂Q = (K̂Qt )0≤t≤T be defined by
K̂Qt =:
∫ t
0
λ¯⊤u d〈M¯ , M¯〉u λ¯u , for all t ∈ [0, T ] ,
where λ¯ and M¯ are as in Lemma 3.1. Furthermore, let us define the (possibly infinite valued)
stopping time σQ by
σQ := inf
{
t ∈ [0, T ] : K̂Qt+h − K̂
Q
t =∞,∀h ∈ (0, T − t]
}
.
The next theorem is the main result of the first part of the present paper and shows that weak
no-arbitrage conditions (i.e., NIP, NSA and NA1), as opposed to strong no-arbitrage conditions
(i.e., NA and NFLVR), are always stable with respect to absolutely continuous changes of measure
and not only to equivalent changes of measure. The proof is a rather direct consequence of
Proposition 2.3 and Lemma 3.1, but we prefer to give full details for the reader’s convenience.
Theorem 3.2. Let Q be a probability measure on (Ω,F) such that Q ≪ P. Then the following
hold:
(i) if NIP holds with respect to P, then NIP holds with respect to Q as well;
(ii) if NSA holds with respect to P, then NSA holds with respect to Q as well;
(iii) if NA1 holds with respect to P, then NA1 holds with respect to Q as well.
Proof. If NIP holds with respect to P, Lemma 3.1 and part (i) of Proposition 2.3 imply that
ν¯ = ν = 0 P⊗B-a.e. and also Q ⊗B-a.e., since Q≪ P. The first claim then follows again from
part (i) of Proposition 2.3 (now applied under Q). In order to prove parts (ii)-(iii), observe that,
for every t ∈ [0, T ]:
K̂Qt =
∫ t
0
(
λu +
θu
Zu−
)⊤
cu
(
λu +
θu
Zu−
)
dBu ≤ 2 K̂t + 2
∫ t
0
1
Z2u−
θ⊤u cu θu dBu , (3.2)
due to the Kunita-Watanabe inequality together with (2.3). Note that, due to Lemma 3.1,
we have θ ∈ L2
loc
(M ;P) ⊆ L2
loc
(M¯ ;Q), where the last inclusion follows from the assumption that
Q≪ P. Since the process Z− is Q-a.s. strictly positive, adapted and left-continuous, hence locally
bounded, the second term on the right-hand side of (3.2) is Q-a.s. finite for every t ∈ [0, T ]. In
particular, this implies that σQ ≥ σ Q-a.s. By part (ii) of Proposition 2.3, if NSA holds with
respect to P, then σ =∞ P-a.s. and also Q-a.s., since Q≪ P, thus giving σQ =∞ Q-a.s. Then,
again part (ii) of Proposition 2.3 implies that NSA holds with respect to Q. Similarly, due to part
(iii) of Proposition 2.3, if NA1 holds with respect to P then K̂T <∞ P-a.s. and also Q-a.s., since
Q≪ P. By (3.2), this implies that K̂QT <∞ Q-a.s. and, hence, again by part (iii) of Proposition
2.3, NA1 holds with respect to Q.
Remark 3.1. The condition K̂T <∞ P-a.s., which characterises NA1, is called finiteness condi-
tion in Delbaen and Shirakawa [11]. In Lemma 4.5 of that paper, it is shown that the finiteness
condition is stable under equivalent changes of measure. A result analogous to part (iii) of The-
orem 3.2 (albeit with a different terminology) is also established in Proposition 2.7 and Remark
2.10 of Choulli and Stricker [6].
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We close this section by pointing out that, if we restrict our attention to equivalent changes
of measure, rather than only absolutely continuous changes of measure, then also the NA and
NFLVR conditions are stable. Indeed, suppose that NA holds with respect to P and let Q ∼ P.
Arguing by contradiction, suppose that there exists a strategy H ∈ A(Q) which realises an
arbitrage opportunity under Q, in the sense of part (iv) of Definition 2.2. Then, since P ≪ Q,
Proposition III.6.24 of Jacod and Shiryaev [22] shows that H ∈ L(S;P) and the stochastic integral
H ·S viewed with respect to P coincides with the stochastic integral with respect to Q. Moreover,
since Q ∼ P, we also have H ∈ A(P) as well as GT (H) ≥ 0 P-a.s. and P
(
GT (H) > 0
)
> 0, thus
contradicting the validity of NA with respect to P. An analogous reasoning allows to show the
stability of NFLVR with respect to equivalent changes of measure. Note also that this argument
does not rely on the continuity of S.
4 The NA and NFLVR conditions: a counterexample
As shown in Theorem 3.2, in the context of continuous semimartingale models, the weak NIP, NSA
and NA1 conditions are always stable with respect to absolutely continuous changes of measure.
We now show that, in general, the classical strong NA and NFLVR conditions are not robust with
respect to absolutely continuous changes of measure, even for continuous processes. We proceed
to illustrate this phenomenon by means of a counterexample, which has been already developed
in Delbaen and Schachermayer [8] in relation to strict local martingales (i.e., local martingales
which fail to be martingales, see e.g. Elworthy et al. [13]).
Let W = (Wt)0≤t≤T be a real-valued Brownian motion starting from W0 = 1 and the stopping
time τ := inf {t ∈ [0, T ] : Wt = 0} ∧ T . We define S as the stopped process S := W
τ and let the
filtration F be the P-augmented natural filtration of S, with F = FT . Since S ∈ M(P), NFLVR
trivially holds with respect to P, in view of part (v) of Proposition 2.3. We then define a probability
measure Q ≪ P by dQ/dP := ST = Wτ . Clearly, P ≪ Q does not hold, since P(ST = 0) > 0,
so that Q and P fail to be equivalent. Note also that S represents the density process of Q with
respect to P.
Proposition 4.1. In the context of the present section, the process S allows for arbitrage oppor-
tunities with respect to the probability measure Q in the filtration F.
Proof. By Theorem 2 of Lenglart [29], the process N := S −
∫
S−1d〈S〉 belongs to Mc
loc
(Q).
Observe that 〈N〉t = 〈S〉t = t∧τ for all t ∈ [0, T ]. Noting that Q (ST = 0) = EP
[
1{ST=0}ST
]
= 0,
it holds that τ = T Q-a.s. and hence 〈N〉t = t Q-a.s. for all t ∈ [0, T ]. Lévy’s characterisation
theorem then implies that N is a Q-Brownian motion starting at N0 = 1. Let us now denote
by G the Q-augmented natural filtration of N (or, equivalently, of S), which coincides with F
augmented by the subsets of {ST = 0}. The process S satisfies dSt = S
−1
t dt + dNt. Hence,
with respect to the measure Q and the filtration G, the process S is a three-dimensional Bessel
process (see e.g. Revuz and Yor [35], Section XI.1) and the corollary on page 361 of Delbaen
and Schachermayer [8] implies that S admits arbitrage opportunities with respect to Q in the
filtration G. This means that there exists a G-predictable admissible strategy H ∈ L(S;Q) such
that GT (H) ≥ 0 Q-a.s. and Q
(
GT (H) > 0
)
> 0. As remarked on page 360 of Delbaen and
Schachermayer [8], there also exists an F-predictable process K that is Q-indistinguishable from
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H, so that K · S ≡ H · S, where both stochastic integrals are considered with respect to (Q,G).
But then, since S is F-adapted, Proposition III.6.25 of Jacod and Shiryaev [22] shows that the
stochastic integral K · S viewed with respect to (Q,G) coincides with the stochastic integral
viewed with respect to (Q,F). We have thus proved that K realises an arbitrage opportunity
with respect to Q in the filtration F.
Actually, the counterexample given in Proposition 4.1 can be generalised to a whole class of
models for which NA (and, hence, NFLVR as well) is destroyed by an absolutely continuous, but
not equivalent, change of measure. The following result corresponds essentially to Theorem 3 of
Delbaen and Schachermayer [8] (see also Proposition 2.8 of Osterrieder and Rheinländer [32] as
well as Theorem 1 of Ruf and Runggaldier [37] for an extension to incomplete markets).
Proposition 4.2. Let S = (St)0≤t≤T be a non-negative real-valued process in M(P) with the
predictable representation property with respect to P, with S0 = 1 P-a.s. Define the probability
measure Q≪ P by dQ/dP := ST . If P(ST = 0) > 0 then S does not satisfy NA with respect to Q.
Remark 4.1. We want to point out that the results of the present section do not actually need
the completeness of the filtration. Indeed, the predictable representation property can be also
established in right-continuous but not complete filtrations, see e.g. Theorem III.4.33 of Jacod
and Shiryaev [22], while the failure of NA under Q in the proof of Proposition 4.1 can be proven
as on page 59 of Fontana and Runggaldier [17].
5 Stability of NA1 in general semimartingale models
Among the different notions of no-arbitrage considered in Definition 2.2, the NA1 condition is of
particular interest. Indeed, as shown in Proposition 4.19 of Karatzas and Kardaras [25] (see also
Choulli et al. [5]), NA1 is the minimal condition that allows for a meaningful solution of portfo-
lio optimisation problems in general semimartingale models. This section aims at investigating
whether the NA1 condition is stable with respect to absolutely continuous changes of measure in
financial models based on a general (i.e., not necessarily continuous or locally bounded) IRd-valued
semimartingale S = (St)0≤t≤T .
2
The following result, due to Takaoka [42], characterises NA1 in a general semimartingale
setting. We recall that an IRd-valued semimartingale S is called a σ-martingale if there exists
an increasing sequence {Σn}n∈IN of predictable sets with
⋃
n∈IN Σn = Ω × [0, T ] and such that
1Σn ·S
i ∈ M(P), for all n ∈ IN and i = 1, . . . , d (see Jacod and Shiryaev [22], Section III.6e). We
denote by Mσ(P) the family of all σ-martingales with respect to P.
Proposition 5.1. NA1 holds if and only if there exists a strict martingale density (SMD), i.e.,
a strictly positive real-valued process L = (Lt)0≤t≤T belonging to Mloc(P) such that EP[L0] < ∞
and LS ∈ Mσ(P).
Let now Q be a probability measure on (Ω,F) with Q ≪ P. Until the end of this section,
we denote by Z = (Zt)0≤t≤T the density process of Q with respect to P and define the following
2As already explained in Remark 4.13 in Karatzas and Kardaras [25], the NA1 condition may no longer be preserved
by an absolutely continuous change of measure if jumps are present, unlike the continuous case considered so far.
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stopping times:
τ := inf{t ∈ [0, T ] : Zt− = 0 or Zt = 0} ,
τn := inf{t ∈ [0, T ] : Zt < 1/n} ∧ T , for all n ∈ IN.
(5.1)
A key insight, first exploited by Föllmer [15] and Meyer [31] and more recently by Carr et al. [3]
and Kardaras et al. [28] among others, consists in looking at the process 1/Z under the measure
Q.
Lemma 5.2. Let Q be a probability measure on (Ω,F) such that Q ≪ P. Then the following
hold:
(i) the process 1/Z is a strictly positive Q-supermartingale;
(ii) for every M = (Mt)0≤t≤T ∈ M(P) the process M/Z belongs to Mloc(Q) if and only if
P(τ > τn) = 1, for all n ∈ IN .
Proof. The first claim follows from simple computations (see also Carr et al. [3], Theorem 2.1).
In order to prove the second claim, suppose that P(τ > τn) = 1, for all n ∈ IN . Then, for
every M ∈ M(P), we have M/Z ∈ Mloc(Q), see e.g. part (iii) of Proposition 2.3 of Carr et al.
[3]. Conversely, taking M ≡ 1, if 1/Z ∈ Mloc(Q), Theorem 2.1 of Carr et al. [3] implies that
P(τ > τn) = 1 for all n ∈ IN .
The next theorem is the main result of this section and shows that the NA1 condition is stable
with respect to an absolutely continuous change of measure if the corresponding density process
Z does not jump to zero. Note also that the proof is constructive, in the sense that it exhibits an
explicit SMD for S with respect to the measure Q.
Theorem 5.3. Let Q be a probability measure on (Ω,F) such that Q ≪ P. If NA1 holds with
respect to P and P(τ > τn) = 1, for all n ∈ IN , then NA1 holds with respect to Q.
Proof. By Proposition 5.1, there exists a real-valued strictly positive process L ∈ Mloc(P) such
that EP[L0] < ∞ and LS ∈ Mσ(P). Let {̺n}n∈IN be a P-localizing sequence for L. Then, due
to part (ii) of Lemma 5.2, it holds that L̺n/Z ∈ Mloc(Q). Since Q ≪ P, this implies that
L/Z ∈ Mloc(Q). By Definition III.6.33 of Jacod and Shiryaev [22], there exists an increasing
sequence of predictable sets {Σn}n∈IN such that
⋃
n∈IN Σn = Ω × [0, T ] and 1Σn · LS
i ∈ M(P),
for every i = 1, . . . , d. Again by part (ii) of Lemma 5.2, we have (1Σn · LS
i)/Z ∈ Mloc(Q) and
an application of the product rule leads to 1Σn · (LS
i/Z) ∈ Mloc(Q), for every i = 1, . . . , d.
Since Q ≪ P and the class Mσ(Q) is stable by localization (see e.g. Jacod and Shiryaev [22],
Proposition III.6.34), this shows that LSi/Z ∈ Mσ(Q), for all i = 1, . . . , d. Since we also have
EQ[L0/Z0] ≤ EP[L0] < ∞, we have thus shown that L/Z is an SMD under Q. Proposition 5.1
then implies that NA1 holds with respect to Q.
In general, the condition P(τ > τn) = 1, for all n ∈ IN , cannot be weakened, as shown in the
following result (see also Example 5.1 and Proposition 5.5 below).
Proposition 5.4. Let S = (St)0≤t≤T be a non-negative real-valued process in M(P) with the
predictable representation property with respect to P, with S0 = 1 P-a.s. Define the probability
measure Q ≪ P by dQ/dP := ST and τ := inf{t ∈ [0, T ] : St− = 0 or St = 0}. Then, if
P
(
{τ ≤ T} ∩ {Sτ− > 0}
)
> 0, the process S does not satisfy NA1 with respect to Q.
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Proof. Arguing by contradiction, suppose that S satisfies NA1 under Q. Then, by Proposition
5.1, there exists an SMD L with respect to Q, so that LS ∈ Mloc(Q), since a non-negative
σ-martingale is a local martingale (see e.g. Jacod and Shiryaev [22], Proposition III.6.35). Due
to the lemma on page 67 of Lenglart [29], there exists a sequence of stopping times {̺n}n∈IN
with ̺n ր ∞ Q-a.s. as n → ∞ such that (LS)
̺n ∈ Mloc(P) and (LS
2)̺n ∈ Mloc(P). In view
of Theorem 11.2 of Jacod [21], since S ∈ M(P) enjoys the predictable representation property
with respect to P, this implies that (LS)̺n is P-a.s. trivial, for all n ∈ IN . Since Q ≪ P and
̺n ր∞ Q-a.s. as n→∞, this implies that L = 1/S Q-a.s. However, due to part (ii) of Lemma
5.2 (see also Perkowski and Ruf [33], Example 4.1), the condition P
(
{τ ≤ T} ∩ {Sτ− > 0}
)
> 0
implies that 1/S is a Q-supermartingale which does not belong to Mloc(Q), thus contradicting
the hypothesis that L is an SMD with respect to Q.
Example 5.1. We now present a simple example where the assumptions of Proposition 5.4 are
satisfied (compare also with Perkowski and Ruf [33], Example 4.2). Let (Ω,F ,P) be a given
probability space supporting a standard exponential random variable ξ : Ω → IR+, so that
P(ξ > t) = e−t, for all t ∈ IR+, and let F be the right-continuous filtration generated by the
process (1{ξ≤t})0≤t≤T . Define then the process S = (St)0≤t≤T by St := 1{ξ>t}e
t, for t ∈ [0, T ].
As follows from Propositions 7.2.3.2 and 7.2.5.1 of Jeanblanc et al. [23], the process S belongs
to M(P) and enjoys the predictable representation property in F. Clearly, using the notation of
Proposition 5.4, it holds that τ = ξ and, moreover:
P
(
{τ ≤ T} ∩ {Sτ− > 0}
)
= P(ξ ≤ T ) = 1− e−T > 0.
Proposition 5.4 then shows that S fails to satisfy NA1 under Q. Indeed, since Q(ξ > T ) = 1,
the process S is perceived as a strictly increasing process under Q and, therefore, it allows for
increasing profits (in the sense of part (i) of Definition 2.2).
It is interesting to compare Proposition 5.4 with the result of Proposition 4.2. Indeed, both
propositions show that, if one starts from a model where S ∈ M(P) (and, hence, NFLVR trivially
holds with respect to P) and S enjoys the predictable representation property, then arbitrage
profits may arise after an absolutely continuous, but not equivalent, change of measure from P
to Q. More specifically, Proposition 4.2 shows that, if dQ = ST dP fails to define a measure
Q ∼ P, then the process S allows for arbitrage opportunities (i.e., NA fails) when viewed under
Q. Moreover, due to Proposition 5.4, if the process S can jump to zero, then S also allows for
arbitrages of the first kind when viewed under Q (compare also with Example 5.1).
Remark 5.1. In the recent paper Ruf and Runggaldier [37], the authors provide a systematic
procedure for constructing market models that satisfy NA1 but allow for arbitrage opportunities
(i.e., NA fails to hold). Their approach is intimately linked to our results: indeed, they start from
a market model where S is a non-negative IRd-valued martingale and then pass to an absolutely
continuous, but not equivalent, probability measure whose density process is allowed to reach
zero only continuously. Hence, the change of measure adopted in Ruf and Runggaldier [37] has
the effect of disrupting the NA component of NFLVR, while, in view of Theorem 5.3, the NA1
component is preserved.
The next proposition represents a converse result to Theorem 5.3 and shows that, if the
condition P(τ > τn) = 1 for all n ∈ IN fails to hold, then one can find a semimartingale S
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satisfying NFLVR with respect to P but allowing for increasing profits (and, hence, arbitrages of
the first kind) under Q. The proof exploits an idea already used in the proof of Theorem 3.16 of
Aksamit et al. [1].
Proposition 5.5. Let Q be a probability measure on (Ω,F) such that Q ≪ P and suppose that
P(τ = τn) > 0 for some n ∈ IN . Then there exists a process S ∈ M(P) which allows for increasing
profits with respect to Q.
Proof. Let B = (1[[τ,T ]])
p be the predictable compensator (see e.g. Jacod and Shiryaev [22],
Theorem I.3.17) of the increasing process 1[[τ,T ]] and define S := −(1[[τ,T ]]−B), so that S ∈M(P).
Since τ = ∞ Q-a.s., it holds that S = B Q-a.s. The predictable process H := 1((0,T ]] satisfies
G(H) = H · S = B − B0 ≥ 0 Q-a.s., since B is P-a.s. increasing and Q ≪ P. Moreover, using
the properties of predictable compensators (see Jacod [21], Proposition 1.47) together with the
P-martingale property of Z, we get
EQ
[
GT (H)
]
= E
[
ZTBT − Z0B0
]
= E
[∫ T
0
Zt− dBt
]
= E
[∫ T
0
Zt− d1[[τ,T ]]
]
= E
[
Zτ−1{τ≤T}
]
> 0,
where the last inequality follows from the fact that P(τ = τn) > 0 for some n ∈ IN , meaning that
the process Z has a strictly positive probability of jumping to zero.
Summing up, in the context of general IRd-valued semimartingale models, Lemma 5.2, Theo-
rem 5.3 and Proposition 5.4 together yield the equivalence between the three following statements,
where Q≪ P and according to the notation introduced in (5.1):
(a) for every IRd-valued semimartingale S = (St)0≤t≤T satisfying NA1 with respect to P, NA1
holds with respect to Q as well ;
(b) P(τ > τn) = 1, for all n ∈ IN ;
(c) 1/Z ∈ Mloc(Q).
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