The performance of a learning classifier system is due to its two main components. First, it evolves new structures by generating new rules in a genetic process; second, it adjusts parameters of existing rules, for example rule prediction and accuracy, in an evaluation step, which is not only important for applying the rules, but also for the genetic process. The two components interleave and in the case of XCS drive the population toward a minimal, fit, non-overlapping population. In this work we attempt to gain new insights as to the relative contributions of the two components. We find that the genetic component has an additional role when using the train/test approach which is not present in online learning. We compare XCS to a system in which the rule set is restricted to the initial random population (XCS-NGA, that is, XCS No Genetic Algorithm). For small Boolean functions we can give XCS-NGA all possible rules of a particular condition length. In online learning, XCS-NGA can, given sufficiently many rules, achieve a surprisingly high classification accuracy, comparable to that of XCS.
Introduction
A learning classifier system contains two interleaving processes. First, it evolves new structures by generating new rules in a genetic process (structural learning); second, it adjusts parameters of existing rules (parametric learning), for example, rule prediction and accuracy, in an evaluation step, which is not only important for applying the rules, but also for the genetic process. In the case of XCS the process drives the population toward a minimal, fit, non-overlapping population. In this work we attempt to gain new insights as to the relative contributions of the two components. We do this by comparing XCS with and without genetic search. We do this in the context of two different frameworks, an online framework and the train/test framework. While in the first XCS can be well approximated by the approach without the genetic component this is not the case in the latter.
Learning Classifier Systems (LCS) can be applied to reinforcement and supervised learning tasks and small Boolean functions have been much used as simplified models of both. We consider conditions in which small Boolean functions are or are not valid means of evaluating alternative systems, mechanisms, and parameter settings.
We begin with online learning and the widely used 6 multiplexer task (section 3.1). Although some authors have referred to the 6 multiplexer as a difficult task, section 4 demonstrates that the XCS classifier system with a fixed set of random rules, of the same number as standardly used by the XCS for this task, reliably achieves 100% classification accuracy in the online framework. That is, we discontinue genetic search in XCS (except for covering) after the initial random rule population has been generated. We refer to this algorithm as XCS-NGA (XCS-No Genetic Algorithm) . This result clearly demonstrates that good classification accuracy on this task is not evidence of the efficacy of genetic search. (We note that rule parameters such as fitness and prediction are updated as usual by the credit assignment system, and that we are thus dealing with fixed randomly defined regions of the input space rather than random classification of inputs.) The same holds for other small data sets. We demonstrate 98% classification accuracy with XCS-NGA on the 11-bit multiplexer, although this requires four times as many rules as normally used by XCS. We suggest any degree of accuracy can be achieved on any noise-free task in the online framework, given sufficient random rules. We do not suggest this is a practical approach as the number of rules required scales poorly. However, we do suggest this approach can demonstrate the invalidity of conclusions drawn from experiments with small tasks, for example those with the 6 multiplexer. We also suggest that the number of random rules needed may be an interesting measure of the difficulty of a given task.
Despite this criticism of the use of small tasks, we argue that many conclusions drawn from them are valid. For example, comparisons based on small tasks can demonstrate performance differences between alternative mechanisms and parameterisations. We demonstrate this in section 4.3 by comparing the performance of XCS with and without initial populations on the 6 multiplexer.
Next, in section 5, we consider the train/test framework and demonstrate that in the 6 multiplexer XCS performs better than XCS-NGA on the test set. We discuss limitations and quirks of the train/test approach.
We further demonstrate in section 6.3 that an alternative measure of adaptation, denoted % [O] , can distinguish between XCS and XCS-NGA on the 6 multiplexer, and argue that the use of this metric increases the utility of small tests. Nonetheless, this metric has limitations.
Methods
In our work we compare Wilson's XCS with a variant in which genetic rule generation is switched off. The latter either has a random initial population, or the complete set of all possible rules. We briefly introduce these algorithms in the following.
XCS
XCS (Wilson 1995) is currently the most widely used classifier system, and has shown good results on data mining tasks (see e.g., Saxon and Barry 2000; Dixon et al. 2002) . XCS introduced a number of innovations, foremost among them accuracy-based fitness under which rule fitness is related to its classification accuracy and not the magnitude of the reward it receives as in earlier systems. For lack of space we do not include the details of the XCS updates, but suffice it to say that XCS evaluates the prediction and fitness of each rule. Prediction is, for concept learning tasks such as those we study here, an estimate of the proportion of inputs matched by the rule which belong to the positive class. Prediction is used in conflict resolution, when matching rules perform a weighted vote on the classification of a data point. Accuracy is a measure of the consistency of prediction. Rules with prediction near the maximum or minimum have consistent predictions and thus high fitness. Higher fitness rules are allocated more reproductive opportunities by the genetic algorithm in XCS, and fitness is also factored into the classification vote.
For our experiments we use if-then rules whose conditions are terms in Disjunctive Normal Form. Specifically, we use the ternary representation widely used with classifier systems, in which rule conditions are strings drawn from the alphabet {0, 1, #} and rule actions (classifications) are drawn from {0, 1}. Inputs to the system are also drawn from {0, 1}. A rule's condition c matches an environmental input m if for each character m i the character in the corresponding position c i is identical or the wildcard (#). For example, the condition 0 0 # matches two inputs: 000 and 001. The wildcard is the means by which rules generalise over environmental states; the more #s a rule contains the more general it is. Overgeneral rules are those which misclassify some of the inputs they match. Since actions do not contain wildcards the system cannot generalise over them.
If no rule matches the current input, XCS's covering mechanism is triggered. This mechanism takes the current input and with probability P # for each bit flips it to a #, and uses this as the condition for a new rule with a random classification. XCS may or may not use an initial population of random rules whose conditions are generated with P # and equiprobable 0s and 1s. The covering mechanism is used regardless of whether an initial population is used, but, when P # is not very close to 0, covering is triggered only sparingly and typically only at the outset of the experiment, even in the absence of an initial population.
XCS-NGA
Our procedure for learning with random rules, XCS-NGA, uses XCS modified so that genetic search does not operate on the initial rule population. In all other respects, XCS-NGA functions as XCS. The adaptive power of this approach lies in the XCS updates which estimate the prediction and fitness of rules, and weight classification votes on these two values. In section 4.1 we give some intuition as to why this approach can be effective.
We could attempt to improve XCS-NGA by reducing the generality of rules found to be overgeneral, or simply deleting them. However, our aim is not to propose a practical learning technique but rather to provide a baseline against which to evaluate other methods.
We note that in experimental results presented later we will quote a certain number of random rules having been generated in the initial population. In some experiments, some additional rules will have been generated by covering. In these cases, the same number of initial random rules will have been removed from the population in order to make room for the rules generated by covering. However, in most experiments covering does not occur, and when it does (typically when the rule set is small) it is not triggered many times, so the effect is insignificant.
We will also use a variant of XCS-NGA -feasible only for small Boolean functions -where instead of a random set of rules, the population consists of the full set of all possible rules of a particular length. This can be considered as the limiting case of XCS-NGA with as big a population as possible.
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Tests
Boolean functions are synthetic (as opposed to real world) data sets widely used in the LCS literature. In the broader machine learning literature synthetic data sets are much less common despite the advantage that they can be selected and manipulated to test hypotheses about learning algorithms in a way which is hard to do with real world data (Langley 2000) .
To compare XCS and XCS-NGA we will use data sets of three different classes of difficulty. The first class is the multiplexer tests, on which the XCS system does well. This is due to the fact that it can usefully generalise rule conditions. On the data sets from the second class no system can do well, since they are the random problems (de facto pseudo random problems). The third class contains two data sets, the even and the odd parity problem, which are particularly hard problems given our choice of language. In this section we also describe our testing frameworks and parameter settings.
The Multiplexer Tests
The venerable 6 multiplexer (a 6-bit Boolean function) is the most widely used test in the LCS literature (Wilson 1987; Sen 1988; Wilson 1989; Booker 1989; Goldberg 1989; Bonelli et al. 1990; Wang 1990; Liepins and Wang 1991; De Jong and Spears 1991; Greene and Smith 1992; Greene and Smith 1994; de Boer 1994; Wilson 1995; Holmes 1996; Kovacs 1996; Kovacs 1997; Wilson 1998; Cribbs and Smith 1998; Kovacs 1999; Barry 2000; Butz et al. 2000; Kovacs 2001 ). It has also been used with other machine learning systems including neural networks (Barto et al. 1985; Anderson 1986; Jacobs 1988; Wilson 1990; Bonelli et al. 1990; Smith and Cribbs 1994) , decision trees (Quinlan 1988; Pagallo and Haussler 1990) , and the GPAC algorithm (Oblow 1990) . See (Liepins and Wang 1991) for a review of some of the earlier work using the multiplexer. A number of studies have looked at larger multiplexer functions, e.g., (Wilson 1995; Wilson 1998; Kovacs 2004) , up to the 70-bit multiplexer (Butz et al. 2004) .
The 6 multiplexer is one of a family of Boolean multiplexer functions defined for strings of length L = k + 2 k where k is an integer > 0. The series begins L = 3, 6, 11, 20, 37, 70, 135, 264, 521 . . . . The first k bits are used to encode an address into the remaining 2 k bits, and the value of the string is the value of the addressed bit. In the 6 multiplexer (k = 2, L = 6), the input to the system consists of a string of six binary digits, of which the first k = 2 bits (the address) represent an index into the remaining 2 k = 4 bits (the data). For example, the value of 101101 is 0 as the first two bits, 10, represent the index 2 (in base ten) which is the third bit following the address. Similarly, the value of 001000 is 1 as the 0th bit after the address is indexed.
The 3 multiplexer function can be concisely represented by four rules containing one # each:
(
and the 6 multiplexer function by 8 rules containing three #s:
Tests on Random Functions
For these tests the values of strings are fixed by a random function. Random functions will typically contain some limited regularity which can be expressed by our language. For example, the following two strings may coincidentally have the same value (either 0 or 1).
These two strings can be represented by one general condition: 0 #0 0 0 0 .
The Parity Function
The (even) parity function gives a 1 as result if the string contains an even number of 1s. Although this can be concisely defined in natural language, there is no concise description in the classifier language (by using #s). For an n-bit function all 2 n inputs must be represented separately, e.g., for n = 3:
The minimal representation of the parity function in the chosen language is larger than that of any random function, since the parity does not contain any expressible regularities. We will see in section 5.4 that its special composition will cause peculiar effects in a train/test framework.
Testing
To use a function such as the 6 multiplexer as a test, on each time step we generate a random binary string of 6 digits which we present as input to the system. The system responds with either a 0 or 1, and receives a high reward (1000) if its output is that of the function on the same string, and a low reward (0) otherwise. We will test two different systems, XCS and XCS-NGA. We emphasise that we are not suggesting XCS-NGA is of practical use. We study it only to understand the relevance of components of XCS. To this end we will often test XCS-NGA with the extreme parameterisation in which a full set of rules is available (which is feasible with 2 · 3 6 = 1458 possible rules for a condition length of 6 drawn from {0, 1, #} and 2 actions).
Testing will be performed in two different frameworks, first online (Wilson's explore/exploit framework) and second using a train/test framework with separate training and testing phases.
Wilson's Online Framework
In Wilson's explore/exploit framework (Wilson 1995) , training and testing interleave, so the learner is evaluated as it is learning (on-line), rather than after it has been trained (off-line). Specifically, on each time step we alternate between explore and exploit modes. In the former we select an action at random from among those advocated by the set of matching rules. In the latter we select the action most strongly advocated by the matching rules. We record statistics only on those time steps in which we exploit Evolutionary Computation Volume 14, Number 1 (exploit trials). Inputs for explore and exploit modes are generated at random from the entire input space; there are no separate train and test sets.
Wilson defines a measure of performance which he refers to simply as "performance" (Wilson 1995) . Performance is defined as a moving average of the proportion of the last n trials in which the system has responded with the correct action, where n is customarily 50. Curves are averages of 100 runs. The performance curve is scaled so that when the system has acted correctly on all of the last 50 time steps it reaches the top of the figure, and when it has acted incorrectly on all these time steps it reaches the bottom of the figure.
Train/Test Accuracy
In the train/test experiments we apply the widespread approach of splitting the examples in two disjoint sets for training and testing. In particular we use n-fold crossvalidation, where n = 8, in which the data is partitioned at random into n folds, and successively, each fold is used as test set and the union of the other n−1 folds as training set. 10 repetitions with each test set are performed for a total of 80 runs.
Comparison of the Two Approaches
The train/test regime is widely used in concept learning. Without separate training and testing sets, algorithms risk overfitting the train set and consequently performing poorly on any other data. This framework is well-suited to learning static concepts when a limited amount of labelled training data is available, and the key concern is performance on unlabelled data. This approach has been widely used with XCS on real world data sets, but not with Boolean functions.
Wilson's approach does not separate train and test sets, and thus risks giving good evaluations to algorithms which are in fact overfitting their training data. However, the approach was developed with different objectives to the train/test framework. Most early LCS work focused on Reinforcement Learning (RL) and the use of Boolean functions as test beds was often seen as a simplified form of RL task. Consequently Boolean functions were typically learnt from rewards (rather than in a supervised manner). In RL tasks, the problem is not to find a static concept, but to refine the concept (that is, the policy) over time in response to the moving target that is the value function. For such problems the key concerns have been to monitor the quality (in terms of reward obtained) and rate of adaptation. (Sometimes the parsimony of the representation of the solution is also considered.) Wilson's approach is well-suited to these concerns. (The case used for the Boolean tasks, where we record the proportion of inputs correctly classified, is related to cases where we record average or cumulative reward, or proportion of time steps on which the action taken belongs to the optimal policy.)
We note that in RL tasks overfitting is still potentially an issue -adaptation to one part of a maze (or one maze) could reduce performance in others. This seems, however, to be less of a concern in RL, where researchers rarely divide maze states into train and test sets. (They may train on one task and test on a related one. The related task is the test case, and this can reveal overfitting. But more often only a single task is considered.)
The difference in emphasis on overfitting is probably due to a number of factors. First, in concept learning the training data can often be traversed arbitrarily, whereas in RL state visits are (in the general case) sequential and depend both on the learner and the task itself. Consequently, it may be difficult to divide the state space into train/test sets (although there should be cases where it is not difficult, especially for starting states only). Second, the objective in RL is to find a policy which maximises reward. Which states are visited or not in doing so is not a concern, as long as that objective is satisfied. Contrast this with concept learning, in which the objective is to classify all test cases correctly. RL can to some extent select which states to care about, whereas concept learning must care about all test cases (although their importance may be weighted). Third, in RL there is much emphasis on iterative updates of value estimates. A state typically needs many visits, and its value estimate needs many updates, before a good estimate is available. Contrast this with concept learning, in which a single visit suffices in the noise-free case, and relatively few multiple state visits occur even with noisy data. Consequently, in concept learning, the role of generalisation is mainly to extend classifications to unseen cases (and to evaluate this without prejudice we need a test set). In RL, in contrast, generalisation provides both estimates of unvisited states, and revises estimates of already visited states.
1 To evaluate this we do not need a test set. One way to see the difference is to note that in many RL papers a look-up table is used to represent the value function; there is no generalisation and yet there are still interesting issues. Concept learning without generalisation, in contrast, is uninteresting.
As a final note we point out that very large and continuous domains tend to perpetually present novel states, which is similar to having a test set.
Given the above we argue that online metrics, of which Wilson's explore/exploit framework is an example, are an appropriate measure of adaptation if we are studying RL tasks. For concept learning, however, this online approach may leave us vulnerable to undetected overfitting. Although this is true in general, we will see a special case in section 6.3 in which we argue that using a special metric with the online approach provides an alternative to train/test for concept learning which resists overfitting, although this approach has its limitations.
Parameter Settings
For the tests the standard XCS parameter settings from (Wilson 1995) Hash probability P # = 0.3 rather than the standard 0.33 as a study of different values (not shown) was performed with hash probabilities at regular intervals, and the results shown are a subset of that study. GA subsumption was used but not action set subsumption. The original accuracy calculation was used (Wilson 1995) . Rules were deleted as in (Kovacs 1999 ) with a delay of θ del = 25, and mutated bits had equiprobable outcomes. Initial random populations were used except as noted. We used 8 folds in crossvalidation experiments.
1 One way to put this is that in concept learning generalisation plays a role in structural credit assignment while in RL it plays a role in both structural and temporal credit assignment. 
Experiments in Wilson's Explore/Exploit Framework
In this section we evaluate XCS and XCS-NGA empirically on the 6 and 11-bit multiplexer functions in Wilson's explore/exploit framework. We also discuss some implications of our findings. Figure 1 compares XCS and XCS-NGA on the 6 multiplexer. Curves are averages of 100 runs. The upper two curves show performance and the lower two show the population size in macroclassifiers (Wilson 1995 ) (divided by 1000). Although 400 initial rules were generated for each system, both population size curves start somewhat below this as the curves show macroclassifiers, and some duplicate rules were generated. Both systems reach 100% performance, and, perhaps surprisingly, XCS-NGA does so first. We note that random guessing of class has an expected performance of 50% on multiplexer tasks, and, given the even class distribution, guessing the majority class of previously seen inputs will perform somewhat worse than random (see Schaffer 1994) . Figure 2 repeats the comparison using the 11 multiplexer. Curves are an average of 50 runs. XCS-NGA was evaluated with 800 and 3200 rules. In both cases XCS-NGA initially outperformed XCS. XCS-NGA with 800 random rules ultimately achieves approximately 86% classification accuracy and with 3200 rules reached approximately 98%, while XCS eventually reaches 100%. A larger number of random rules should do even better.
How XCS-NGA Achieves High Accuracy
Suppose we have a space of data points to be categorised. XCS uses a generate-and-test approach to classification, which entails two problems: i) rule discovery and ii) credit assignment. Specifically, XCS addresses problem i) using a GA to generate fitter rules (regions in the data space), each with an associated class label. Problem ii) is that of evaluating rule fitness such that more general rules and rules with higher classification accuracy are fitter. Essentially, rules must be found which capture many positive data points and few negative ones (or vice versa). XCS classifies data points by a vote among the rules which match it, with each vote weighted both by the rule's fitness and the rule's prediction. In this way, a point matched only by a low-accuracy rule and a highaccuracy rule is given the classification of the high-accuracy rule. In XCS, the rules (region shapes and sizes) are adapted by the genetic algorithm. XCS-NGA lacks a GA and its region shapes and sizes do not change; only the classification made through voting may change. XCS-NGA relies on there being enough rules to adequately solve problem i) (rule discovery) by chance. Of the randomly generated rules, those with low classification accuracy are assigned low weights and have less influence in the classification vote than higher accuracy rules. Roughly speaking, XCS-NGA's approach is to generate many random rules and ignore those which happen to have low accuracy. The number of random rules needed for high classification accuracy on small multiplexers is low because there are relatively few data points and because clustering them into regions of the same class is easy (using our chosen language). Another way to put it is that there are few decision boundaries to represent.
The difficulty of the rule discovery problem depends on the Kolmogorov complexity 2 of the data set. There is considerable variability in the Kolmogorov complexity of functions of the same length and representation. For example, with the language we have used the 6-bit parity functions are much more complex than the 6 multiplexer, which in turn is considerably more complex than 6-bit constant functions. Elsewhere, we have demonstrated a strong correlation between the size of the minimal representation of these functions and their difficulty for XCS (Kovacs and Kerber 2001) . One consequence is that even successful solution by XCS of a large multiplexer, such as the 70-bit multiplexer (Butz et al. 2004 ), does not mean that XCS can solve all 70-bit functions with comparable effort; quite the opposite. We hypothesise that the difficulty of a function for XCS-NGA will also correlate with the minimal number of rules needed to represent the function in a particular language.
XCS-NGA is related to a number of other machine learning algorithms. For example, CMAC function approximators (Albus 1975 ) adapt the weight of each region in each of multiple partitions of the input space. Partitions may be regular or generated at random, and XCS-NGA differs essentially only in the details of how regions are formed (CMACs may even hash regions randomly). XCS-NGA is a version of the Weighted-Majority algorithm (Mitchell 1997) , which enumerates concepts and weights them according to their consistency with the training data. XCS-NGA is distinguished by the particular weight update process it uses.
Why XCS-NGA Initially Outperforms XCS
It is not clear why XCS-NGA initially outperforms XCS, but it may be that XCS is deleting overgeneral rules which have some value; overgenerals can advocate the correct action for the great majority of inputs they match. In both XCS and XCS-NGA, overgeneral rules have low accuracy and hence low weight in action selection, but nonetheless may have some effect. In XCS, however, low accuracy results in low fitness and greater likelihood of deletion under the genetic algorithm, and once deleted rules have no effect. Further study of this phenomenon is warranted, and perhaps improved performance in XCS can be obtained by allowing it to retain overgeneral rules when no accurate rule matches an input, or by delaying the application of the GA to the initial population until it has been better evaluated.
Implications of High Accuracy of XCS-NGA
Although XCS outperforms XCS-NGA on the 11 multiplexer, it seems likely that XCS-NGA with a large enough set of random rules would also reach 100% performance on this function, or indeed any function.
Although we have shown that good performance on the 6 multiplexer with 400 rules does not demonstrate effective genetic search in a classifier system, we do not claim that the 6 multiplexer is without uses. For example, in section 2.1 we noted that XCS may either use an initial population of rules or rely entirely on covering to generate rules. Figure 3 compares XCS with and without an initial population of 400 rules on the 6 multiplexer, and clearly shows the performance advantage which occurs with an initial population. This shows that small Boolean functions can be useful tests. Consequently we argue that only those studies which claim effective genetic search based on results with small functions are demonstrated invalid by our results with XCS-NGA.
Experiments with Test Sets
In this section we compare the XCS-NGA approach to XCS on different tasks: two multiplexer functions, a random function and a parity function. First, by analysing the 3-multiplexer, we illustrate a problem with the train/test approach which is particularly strong with small data sets.
The 3-multiplexer Problem
In this section we look at the 3-multiplexer problem and analyse how XCS-NGA with all possible rules will perform on it. The 3-multiplexer has the following 8 input/output pairs (examples):
Assume we train any set of rules using examples (1)- (7) and test the performance on the set consisting of (8) Of all rules to be considered we will always have pairs with the same condition and action 0 or action 1, respectively. For instance, we have rule #1 1 → 0 , which is ruled out by example (4), and rule #1 1 → 1 , which is supported by example (4). If such a rule gets unanimous support, then it will get high prediction and high fitness. If it gets unanimous rejection, then it will get low prediction and high fitness. If the results are mixed, it will get medium prediction and low fitness. Only rules with high prediction and high fitness will play a significant role in the vote. For all rules with at least one hash matching the action 1 1 1 , these are (training set (1)- (7)):
Rule Prediction Fitness approx. role in vote
That is, assuming all rules are present in the population, only three votes will count in the test, two of them predicting the correct action and one the wrong one. That is, in any population only these three rules matter for the outcome. If all three are in a random population and sufficient training occurs then XCS-NGA will have 100% performance on the test 1 1 1 .
However, if we take out example (6) with 1 0 1 → 1 the picture is different (training set (1)- (5), (7), (8)): Rule Prediction Fitness approx. role in vote
That is, we have four relevant rules, of which 3 incorrectly vote for 0 and only one correctly votes for 1. That is, in this case the performance is 0%. An approximation of the full picture for the 3-multiplexer may be obtained by taking one of the 8 examples out at a time for testing. The remaining 7 examples in the training set can be accurately generalised over only by rules with 1 (not 2 or 3) hashes. A subset of these 1-hash rules will make a prediction on the one example in the test set, and its classification will be determined by a majority vote among these rules. The following table shows the predictions made by the 1-hash rules which match a given training example and a given test example (one on each dimension). There is a + in the table if this prediction is correct, otherwise a -( * means that the rule would be compared to itself).
(1) (2) (3) (4) (5) (6) (7) (8)
In 50% of the cases the vote of the 1-hash rules correctly matches the class of the test case, while in 50% of the cases it does not. In experiments, the overall performance with one test case for the 3-multiplexer is around 50% for both XCS and XCS-NGA.
The 6-multiplexer Problem
Unlike the 3-multiplexer problem, the 6-multiplexer problem is well-suited for XCS-NGA and XCS. Both methods do well on training and test sets, although XCS-NGA (with populations size 400 and 8 examples in the test set) gets stuck at around 85% while XCS reaches a 100% performance (see Figure 4) . This occurs because XCS-NGA can only learn the prediction and accuracy of the initial 400 rules, and has no possibility to generate fitter rules. XCS, however, can and does generate more general rules which have high fitness and generalise well from the training set to the test set. This suggests the question of whether the performance of XCS-NGA can be improved by taking not only a random initial set, but the full set of all 1458 examples. Not surprisingly a bigger Table 1 : Performance of XCS and XCS-NGA (with all rules available) on the 6-multiplexer problem depending on the test set size with the remaining examples all in the training set.
population size is beneficial, and in the case of only one test example, the performance is 100% in the case of XCS-NGA as well. However, as shown in Table 1 with increasing test set size (i.e., decreasing training set size) the performance of XCS-NGA (full population) deteriorates more quickly than that of XCS. The question of why XCS performs better than XCS-NGA (even if all rules are available) could not be answered by our experiments. Our initial hypothesis that XCS has better performance because of a greater predictive capability could not be established in experiments. XCS breeds general rules when possible. However, just giving preference to more general rules in the voting in XCS-NGA did not improve the performance. We speculate that other properties of XCS -such as converging towards a minimal, non-overlapping fit population -make a significant contribution to the good performance of XCS on the multiplexer problem.
Random Problems
Tests on random problems were as expected: test performance is around 50% for both XCS and XCS-NGA.
The Parity Problem
Given our choice of language, (even) parity is a very hard problem for XCS with respect to different measures of complexity. With respect to minimal representation length it requires the maximal number of rules to represent the problem. Likewise with the %[O] measure (see section 6.3), it takes XCS a long time to achieve 100% in Wilson's Explore/Exploit Framework. In the train/test approach matters are as bad as they can get, however. XCS overfits from the very start of the learning process. XCS-NGA behaves similarly to XCS.
Because of the 50-50 split of actions, the initial performance -without any training -of XCS is 50%. Any training is detrimental, or in other words XCS starts overfitting immediately, cf. Figure 5 3 . Why does the performance drop so dramatically? When partitioning the set of all examples into train and test sets any learning on the training set will detect only spurious regularities. For instance, if 0 0 0 → 1 is in the test set and 1 0 0 → 1 , 0 1 0 → 1 , and 0 0 1 → 1 are as well, then #0 0 → 0 , 0 #0 → 0 , and 0 0 #→ 0 are all fit accurate rules in the training set, so the predicted correct action for 0 0 0 is 0. This phenomenon will happen whenever the training set is significantly bigger than the test set, that is, the test set will get incorrect indications from the training examples as to what to do. That is, the performance of the parity problem will typically converge towards a very The result can be viewed as an instance of the no-free lunch theorem. The price to be paid for the good cases such as the 6-multiplexer is bad performance in others. Parity is a particularly bad case.
However, this example also exhibits aspects of the train/test paradigm. Since performance is measured on the test set, there is no reflection of performance on the train set. This makes train/test inappropriate for general use in reinforcement learning, where performance on the train set is significant. (However, train/test is suitable if we want to look specifically at test set performance.) Given that performance depends solely on the test set, inductive bias may be more significant to performance in this framework than in the online one. Consequently we need to be more aware of the role and sources of bias, and to evaluate algorithms on a wider range of problems. This complicates the use of synthetic data generated with specific properties -results may reflect other biases more than the desired ones. An alternative form of train/test which might address this problem would be to use all the data available as a training set, but with noise added, perhaps with different ways of adding noise averaged over to produce a single measure. The noise-free version could then be used as test set.
Evaluation
In this section we compare XCS and XCS-NGA with respect to different measures. Furthermore we look into different evaluation measures of an approach.
Scaling
While we have focused mainly on a comparison between XCS and XCS-NGA on small Boolean functions, the approaches can be applied to big problems as well. However, as a rule of thumb, XCS scales better. Typically for large problems XCS-NGA is computationally prohibitive.
Performance
XCS and XCS-NGA perform well on problems with certain regularities. Depending on the framework used the performance may be comparatively similar or different. In the online approach XCS and XCS-NGA behave similarly. In the train/test comparison, however, the XCS approach, performs significantly better in the long run on problems with regularities such as the 6-multiplexer problem. This is even the case when the XCS-NGA approach is given the complete set of all possible rules. The train/test approach is subject to the no-free-lunch theorem and for good performance on problems such as the multiplexer a price is to be paid in the form of bad performance on problems such as the parity function.
XCS tends to generate general and overlap-free rules. While in the XCS-NGA approach with a complete rule set the general rules are present they are neither overlapfree nor do they play a particularly strong role in the voting process, because the emphasis which XCS gives to general rules depends on the action of the genetic algorithm, which builds up additional copies of good general rules, and not directly on rule generality.
Measuring Success
When we want to compare different approaches such as XCS and XCS-NGA, there is the question of what is the right measure of success for a particular method. An important measure in concept learning systems is classification accuracy. However, from the point of view of a researcher engaged in engineering better concept learning systems, classification accuracy is not a goal in itself, but just an indication of the relative merit of alternative mechanisms and parameterisations. In this context, classifier systems researchers often interpret good classification accuracy as an indication of effective genetic search for good classification rules. However, our demonstration in section 4 of the high classification accuracy achievable with XCS-NGA on the 6 and 11 multiplexers indicates that this interpretation is not justified when the number of rules is high relative to the size of the problem. This suggests that in order to evaluate the efficacy of genetic search good classification performance is required with a small number of rules on a large problem. Unfortunately, this approach requires evaluation of "large" and "small" in the context of a particular learning system, and running experiments on large problems is computationally expensive. In this section we consider a metric which provides an alternative to large problems. Experiments with this metric clearly distinguish the efficacy of genetic search as opposed to random rules on the 6 multiplexer.
Using the rule language of section 2.1 the most compact description of the 6 multiplexer is a set of 8 rules, each as general as it can be without being overgeneral. Because XCS assigns fitness based on rule accuracy it actually finds each rule and its complement -the rule with the same condition but complementary action. This forms a set of 16 rules referred to as the optimal solution due to the optimal generality of each rule, and the minimality of the set.
The proportion of the optimal solution in the rule population on a given time step, denoted %[O], has been used as a measure of the progress of genetic search. In (Kovacs 1999) it was shown to have greater discriminatory power than the performance metric of section 3.4.1, and we will show that it can discriminate between XCS and XCS-NGA on the 6 multiplexer. Figure 6 shows the performance of XCS and the %[O] of both XCS and XCS-NGA on this task. Curves are averages of 100 runs. While XCS-NGA contains a fixed proportion of approximately 20% of the optimal population, the proportion of this set grows in XCS until it reaches 100% (indicating all 16 rules occur in the population). Similarly, Figure 7 compares %[O] for XCS and XCS-NGA on the 11 multiplexer, averaged over 50 runs. The size of the optimal solution for this function (including complementary rules) is 32. In this case XCS-NGA contains a much smaller proportion of the optimal set than in the 6 multiplexer because on the 11 multiplexer the optimal rules form a smaller proportion of the set of all rules. Clearly this metric is better able to discern the progress of genetic search than the "performance" metric. We argue that using this metric extends the utility of small tests. Like train/test %[O] detects overfitting on the training data. Unlike standard train/test, it trains on all the data and does not distort it by splitting it into separate sets.
However, we note that, as discussed in (Kovacs 2004) , %[O] has disadvantages including the need to compute the optimal solution in advance, the computational expense of evaluating it, and the complication that some functions have multiple optimal solutions (alternative minimal solution sets), particularly when only a subset of instances are specified. These features make it difficult or impossible to apply %[O] to some tasks. In such cases measuring the population size in macroclassifiers or plotting mean rule generality can somewhat compensate for the lack of % former and rise of the latter both imply effective genetic search. Furthermore, replacing the GA with an iterative random rule generator would provide a baseline against which to compare genetic search. Note that % [O] is not a suitable measure for XCS-NGA which contains a complete set of rules, since it would always give back 1, although it might be possible to modify it to reflect the weights given to rules. Furthermore -in the presence of all rules -the influence of the optimal rules on the behaviour of the whole system may be relatively small.
Conclusion
The performance of XCS depends on the interplay of genetic rule generation (structural learning) and appropriate rule evaluation (parametric learning). In online learning the genetic component is not strictly necessary to achieve good performance since XCS and XCS-NGA both converge towards the same result. However, although XCS-NGA converges more quickly, XCS scales much better.
In a train/test framework there is additionally a significant difference in (test set) performance between XCS and XCS-NGA (even when the latter has the full set of rules). We speculate this is due to the minimality and lack of overlaps in the population found by XCS.
Our analysis suggests there is less of a need for adaptive function approximation in RL than in concept learning. Summing up, the test framework used must suit the objectives of learning. For concept learning a train/test framework is needed to test for overfitting. For reinforcement learning, an online framework may suffice, although explicit tests for overfitting can be incorporated such as training on one task and testing on another.
We have seen examples of how the train/test framework alters the function being learnt. This applies whether synthetic or real data is being used but may be particularly problematic when synthetic data has been generated with specific properties which may no longer hold due to the train/test framework. The extent to which this is a problem in practice is unclear. The %[O] metric can be used as an alternative which does not alter the target function, although it has its own limitations.
An extension would be to attempt to obtain the rapid convergence of XCS-NGA in other systems.
