For any Coxeter system we consider the algebra generated by the projections over the parabolic quotients. In the finite case it turn out that this algebra is isomorphic to the monoid algebra of the Coxeter monoid (0-Hecke algebra). In the infinite case it contains the Coxeter monoid algebra as a proper subalgebra. This construction provides a faithful integral representation of the Coxeter monoid algebra of any Coxeter system. As an application we will prove that a right-angled Artin group injects in Hecke algebra of the corresponding right-angled Coxeter group.
Introduction
The Jones polynomials provide an important knot invariant; in [26] they are defined by the Ocneanu's trace on the Hecke algebra of type A n . The trace is computed on the image of an element of the braid group B n+1 under the representation given by the assignation σ i → T s i , where {σ 1 , ..., σ n } is the set of generators of B n+1 and T s i is a generator of the Hecke algebra of the Coxeter system (S n+1 , {s 1 , ..., s n }) of type A n , for all 1 i n. Here S n+1 denotes the symmetric group of order (n + 1)!. The injectivity of this group morphism is an open problem (except in small cases) whose truth would be a fundamental result in knot theory for evident reasons: the Jones polynomials would realize a complete knot invariant. The Burau representation, which is a representation of the Hecke algebra of type A n , solves this problem for n < 3 since in these cases the faithfulness (as a representation of the braid group) is known. For n > 3 the Burau representation is not faithful and the faithfulness for n = 3 is unknown (see, e.g., [36] ).
In general, the assignation of the generators of an Artin group to the respective generators of the Hecke algebra of a Coxeter system of same type, furnishes a group morphism of the Artin group to the group of invertible elements of this Hecke algebra. A natural problem is the injectivity of this morphism. Here we prove that such a morphism is injective for the class of right-angled Artin groups (sometimes known as graph groups). The linearity of these groups is a well known result and their relevance in topology and geometry is prominent. We refer to [6] and [37] for a wide exposition of problems where such groups appear.
The central argument of the proof lies in the existence of an integral faithful representation of the Coxeter monoid algebra (0-Hecke algebra) of any Coxeter system (W, S), made by idempotents functions which are the projections P J : W → W J over a parabolic quotient W J . In particular we use the fact that, viewing these projections as endomorphisms of the free Z-module generated by W , the endomorphisms P w := P {s 1 } P {s 2 } · · · P {s k } corresponding to a reduced expression s 1 s 2 · · · s k for w ∈ W depend only on the elements of W and are linearly independent.
In the finite case the representation theory of the 0-Hecke algebras was initiated and extensively studied in [29] . A realization of these algebras by projections over the parabolic quotients was already pointed out and investigated (see, e.g, [18] and [19] ). Since we are interested in the infinite case, we have developed the theory for arbitrary Coxeter systems.
The interest in the Coxeter monoids and, mostly, in the Coxeter monoid algebra of finite monoids is evident looking at the wide literature. Besides the cited one of P. N. Norton, general results can be found in [12] , [15] , [16] , [24] , [35] . In type A we can cite, among others, [5] and [9] . Various actions of the 0-Hecke algebra of type A are constructed in [13] , [17] , [20] , [21] , [25] , [28] , [34] , whit results related to the quasisymmetric functions and the noncommutative symmetric functions. More general results in the setting of the representation theory of monoid algebras can be found, e.g., in [8] and [27] .
The content of the paper is arranged in the following way. Section 2 is devoted to establish notation and to recall known definitions and results used in the ensuing sections. In Section 3 we show some properties of the projections
; in particular we prove that two projections commute when acting on a finite Coxeter group if and only if they commute on the maximum of the group. At the end of the section, for any Coxeter system is defined a family of graphs and a labeled graph which encode the multiplicative relations existing among the projections. The integral representation defined by the assignation s → P {s} for all s ∈ S and the algebra generated by the set {P J : J ⊆ S} is the subject of Section 4. The free Z-module generated by the elements of a Coxeter group W becomes a module of the Coxeter monoid algebra; the socle of this module and a decomposition by indecomposable submodules are calculated. Moreover, for any I ⊆ S and v ∈ W we define a submodule V I,v . Section 5 presents the main result of this article, i.e. the injection of a right-angled Artin group in the Hecke algebra of the Coxeter group of same type (Theorem 5.4).
Notations and preliminaries
In this section we establish some notation and we collect some basic results in the theory of Coxeter systems, Coxeter monoids and Hecke algebras which will be useful in the sequel. The reader can consult [3] and [22] for further details. For the isomorphism problem of Coxeter systems we refer to [1] . We follow Chapter 3 of [32] for notation and terminology concerning posets and [11] for graphs. For the general theory of ordered monoids and the representations of finite monoids the reader can consult [4] and [33] respectively.
We let Z be the ring of integers. With N we denote the set of nonnegative integers and with P the set of positive integers. For any n ∈ N let [n] := { 1, 2, ..., n }; in particular [0] = ∅. With we denote the disjoint union and with |X| the cardinality of a set X. Given any category, End(O) and Aut(O) will denote the set of endomorphisms and automorphisms of an object O respectively. The category of posets will be the one whose objects are the posets and whose morphisms are the order preserving functions.
Let (W, S) be a Coxeter system. For v, w ∈ W we define ℓ(v, w) := ℓ(w) − ℓ(v), where ℓ(z) is the length of the element z ∈ W . If J ⊆ S, we let
Moreover let define the left descent class
With W J we denote the subgroup of W generated by J ⊆ S. In particular W S = W and W ∅ = { e }, where e is the identity in W . We call the set J connected if the Coxeter graph of (W J , J) is connected.
Given Lemma 2.2. Suppose that x < xs and y < sy, for x, y ∈ W , s ∈ S. Then, xy < xsy.
is an ordered monoid if M is a monoid and x 1 y 1 , x 2 y 2 implies x 1 x 2 y 1 y 2 , for all x 1 , x 2 , y 1 , y 2 ∈ M.
Although a Coxeter group W with the Bruhat order is not an ordered monoid, the Coxeter monoid is ordered (see [24, Lemma 2] and the same paper for further results on Coxeter monoids). , q]-module generated by the set { T w | w ∈ W } with product defined by
for all w ∈ W and s ∈ S. For s ∈ S we can easily see that
and then use this to invert all the elements T w , where w ∈ W . On H(W, S) there is an involution ι, as defined in [23] , such that
w −1 , for all w ∈ W . Furthermore (see, e.g., [22] ) this map is a ring automorphism, i.e.
The 0-Hecke algebra is the specialization of H(W, S) at q = 0 and it is isomorphic to the Coxeter monoid algebra, as one can see via the isomorphism defined by T s → −s.
We end this section recalling some facts about right-angled Coxeter and Artin groups. For further deepening on these groups and their relenvance in geometry and topology one can consult the books [7] and [37] . Definition 2.9. Let (W, S) be a Coxeter system with Coxeter matrix m :
Given a Coxeter system (W, S) with Coxeter matrix m : S × S → {1, 2, ..., ∞}, the Artin group W A of type (W, S) is the group which admits the following presentation:
If (W, S) is right-angled then the Artin group W
A is called right-angled. A Coxeter group W is said be rigid if, given two Coxeter systems (W, S) and (W, T ) there exists an element φ ∈ Aut(W ) such that φ(s) ∈ T for all s ∈ S. If W is rigid, the Coxeter system (W, S) (and so the Bruhat order and the Hecke algebra) is uniquely determined by the group W , modulo automorphisms of its Coxeter graph. The following statement asserts the rigidity of a right-angled Coxeter system (see [1, Theorem 3 
.1]).
Theorem 2.10. Let (W, S) be a right-angled Coxeter system. Then W is rigid.
By Theorem 2.10, in the right-angled case one can speak about the Bruhat order of the group W and the Hecke algebra of the group W , without any specification of its Coxeter presentation.
3 Some properties of the projections P J Given a Coxeter system (W, S) let V W := span Z W be the free Z-module generated by W . Any projection P I : W → W I extends to an idempotent endomorphism P I ∈ End(V W ); in the sequel we will not distinguish between functions from W to W and endomorphisms of V W . By Proposition 2.3 any linear extension of the Bruhat order on W furnishes a representation of the Z-algebra M(W, S) generated by the set {P I : I ⊆ S} ⊆ End(V W ) made by triangular matrices, with spectrum lying in Z and identity given by P ∅ . The algebra M(W, S) is a subalgebra of the monoid algebra of regressive order preserving functions (see [8, Section 2.5] ). Considering the commutator of this algebra as a Lie bracket, the corresponding Lie algebra is solvable, being isomorphic to a Lie subalgebra of the Lie algebra of upper triangular matrices (possibly infinite dimensional).
For I, J ⊆ S we use the notation [I, J] = 0 if m(s, t) ∈ {1, 2} for all s ∈ I, t ∈ J, where m is the Coxeter matrix of (W, S). Otherwise we write [I, J] = 0.
The following proposition gives necessary and sufficient conditions for projections to commute. Proof.
; moreover, by Lemma 2.4, we have P
by the connectedness of I and J. In the first case the result is obvious. Let consider the second case and u ∈ W be a minimal element such that
there is a unique factorization u = u J u J with u J = e; so P J u < u and we have
. By the minimality of u we obtain
By the connectedness of I and J, there exist s ∈ I and t ∈ J such that st = ts. If I ∩J ∈ {I, J} let s ∈ I \J and t ∈ J \ I be such that [{s}, J] = 0 and [{t}, I] = 0. By connectedness there exists a path s, s 1 , s 2 , ..., s k , t of minimal length in the Coxeter graph of (W, S) connecting s and t such that s 1 , ..., s k ∈ I ∩ J. Then
Hence we conclude that I ∩ J ∈ {I, J}.
Let I ⊆ S; we say that a projection P I ∈ M(W, S) is connected if I is connected. In the next proposition we show how any projection factorizes as a product of connected projections.
I i be a partition of I ⊆ S by maximal connected sets. Then
Proof. Let u ∈ W . Then, considering the factorization u = u I u I , we find 
Proof. One implication is obvious. So let
, since the sets {I 1 , ..., I m } and {J 1 , ..., J n } are partitions made by maximal connected subsets of I and J respectively. By Proposition 3.2 we obtain
and
which is a contradiction.
The following lemma will be useful to characterize the projections commuting on a finite group. Lemma 3.4. Let (W, S) be a Coxeter system such that |W | < ∞. Then
for all I, J ⊆ S.
Proof. We have that (w 0 (I ∪J)) J = w 0 (J); in fact clearly w 0 (I ∪J) J w 0 (J).
Moreover if w 0 (I ∪ J) J < w 0 (J) then w 0 (I ∪ J) < w 0 (I ∪ J) J w 0 (J) ∈ W I∪J , which is a contradiction. Therefore, since w 0 = w 
, the result follows.
Now we are ready to characterize the projections commuting on a finite group, testing their commutativity on the maximum of the group. Proposition 3.5. Let (W, S) be a Coxeter system such that |W | < ∞. Then
Proof. One implication is trivial. So let P I P J w 0 = P J P I w 0 with I = J, I and J connected and I ∩ J ∈ {I, J}. Then
Let divide the proof in two cases.
1. I ∪ J = S: in this case W I∪J = {e} and this implies P I P J w 0 = P J P I w 0 = e, i.e. w J 0 ∈ W I and w I 0 ∈ W J . Let u ∈ W be a minimal element such that P I P J u = P J P I u. In particular u ∈ W
I∪J
. There are two cases to consider.
(a) u ∈ W I : then P I u < u. So P I P J P I u = P J P I P I u = P J P I u. In particular P J P I u ∈ W I∪J and then P J P I u = e. Let consider the following two cases.
i. u ∈ W J : in this case, since w J 0 ∈ W I , then u ∈ W I . Therefore
So, in both cases,
as before, since in this case w I 0 ∈ W J implies u ∈ W J , we obtain u ∈ W J and then P I P J u = e. Moreover P J P I u = P J u = e and the we conclude that
2. I ∪ J = S: we will prove that [I, J] = 0. Otherwise, as in the proof of Proposition 3.1, there exists an element p = ss 1 ...s k t ∈ W I∪J such that P I P J p = P J P I p; by the previous point this fact implies P I P J w 0 (I ∪ J) = P J P I w 0 (I ∪ J). Therefore P I P J w 0 = P J P I w 0 , by Lemma 3.4.
Now let I and J be arbitrary. By hypothesis P I P J w 0 = P J P I w 0 which implies, by Lemma 3.4, P I P J w 0 = P J P I w 0 = w I∪J 0
and . Moreover w 0 (I ∪ J) > w 0 (Ĩ ∪J) so e = P I P J w 0 (I ∪ J) P I P J w 0 (Ĩ ∪J) and e = P J P I w 0 (I ∪ J) P J P I w 0 (Ĩ ∪J), which imply P I P J w 0 (Ĩ ∪J) = P J P I w 0 (Ĩ ∪J) = e, a contradiction.
Lemma 3.4 and Proposition 3.5 give some characterizations of commuting projections in the finite case. Let resume these results. Theorem 3.6. Let (W, S) be a Coxeter system such that |W | < ∞. Then are equivalent:
We end this section defining some graphs useful in the sequel and for further developments. Given a Coxeter system (W, S) there exists a family of graphs which encodes the relations in the monoid generated by the set of projections {P I : I ∈ P(S) \ {∅, S}}. Let V := P(S) \ {∅, S} and for any m ∈ P let G 2m (W, S) = (V, E 2m ) be the graph whose set of edges is
and G 2m+1 (W, S) = (V, E 2m+1 ) the graph whose set of edges is
Remark 3.7. By Propositions 3.1 and 3.3 the graph G 2 (W, S) depends only on the unlabeled Coxeter graph of (W, S). In particular, the simply laced cases exhaust all the possibilities. As an example, if S n is the symmetric group of order n!, for (W, S) = (S 4 , [3] ) the graph G 2 (S 4 , [3] ) is shown in figure 1 and G 3 (S 4 , [3] ) in figure 2. For n > 3 the graphs G n (S 4 , [3] ) are the trivial graphs on six vertices. If figure 3 .
By definition G k (W, S) is a subgraph of G h (W, S), for all k h. Let G(W, S) be the labeled graph such that G(W, S) = G 2 (W, S) as graphs and with label function L : E 2 → {4, 5, ..., ∞} defined by L({I, J}) = min{k ∈ {3, 4, 5, 6, ...} : {I, J} ∈ E k } if the minimum exists and this minimum is grater than 3, and L({I, J}) = ∞ otherwise. If the minimum is 3 we don't label the edge. The labeled graph G(W, S) encodes all the information given by the graphs defined above. So, for example, the graph G(S 4 , [3] ) is the one of figure 4. 
A representation of the Coxeter monoid algebra
Given a Coxeter system (W, S) let denote withM (W, S) the subalgebra of M(W, S) with identity generated by the set of idempotents {P {s} ∈ End(V W ) : s ∈ S}. The algebraM(W, S) is isomorphic to the Coxeter monoid algebra in the finite and infinite case andM (W, S) = M(W, S) if |W | < ∞. These facts are known in the finite case (see, e.g. [19] ). In the infinite caseM (W, S) is a proper subalgebra of M(W, S). The representation theory of the Coxeter monoid algebra over a field in the finite case was firstly studied in [29] . Some results of this section, in the finite case, could be deduced from the general theory exposed in the cited paper and in most recent ones (see, e.g., [8] and [19] ). To pursue homogeneity and generality we will prove all the results we need in our setting and notation. Lemma 4.1. Let (W, S) be a Coxeter system and k ∈ {2, 3, ...}. Then k < m(s, t) implies {{s}, {t}} ∈ E k and k = m(s, t) implies {{s}, {t}} ∈ E k , where E k is the set of edges of the graph G k (W, S).
Proof. Let k < m(s, t) be even. Then, since (st) m(s,t) = (ts)
, we obtain
. The odd case is analogous. Now let k = m(s, t) be even and w ∈ W . Then w = w {s,t} w {s,t} and so (P {s} P {t} ) k w = w {s,t} = (P {t} P {s} ) k w. In the odd case we proceed in the same manner. Therefore {{s}, {t}} ∈ E k .
Given any element u ∈ W with reduced expression s 1 s 2 · · · s k , let define P e := Id,
By Lemma 4.1 the endomorphism P u is well defined for all u ∈ W . Example 4.5. Let S 3 be the dihedral group of order 6 with generators S = {s, t}. ThenM(S 3 , S) is the Z-algebra generated by the identity and the matrices 
having chosen the following linear extension of the Bruhat order of (S 3 , {s, t}): e < s < t < st < ts < sts.
In the next lemma we prove that the idempotents in the Coxeter monoid W Proof. We have already proved that P w 0 (J) = P J . So let P u P u = P u . If u = w 0 (J) for all J ⊆ S such that |W J | < ∞ then there exists s ∈ S such that su > u and s < u. Therefore by Proposition 4.2 P u P u (su) = P u s = e = s = P u (su).
By the previous lemma one can see that the Z-moduleM v (W, S) := span Z {P u : u ∈ [e, v]} is a subalgebra ofM(W, S) if and only if v = w 0 (J) for some J ⊆ S. In such a caseM w 0 (J) (W, S) ≃M (W J , J). We define now a class of Z[Wwhere we have defined
Given an idempotent P , let define the idempotentP := Id −P . For any v ∈ W with reduced expression s 1 s 2 · · · s k , the endomorphism (Id −P
The following proposition shows thatP v is well defined, since it is independent from the choice of the reduced expression of v.
Proposition 4.7. Let (W, S) be a Coxeter system. Then
Proof. We proceed by induction on ℓ(v). If v = e the result is obvious. Let ℓ(v) > 1 and s 1 s 2 · · · s be a reduced expression for v. Then, by the inductive hypothesis, 
Some representations of the right-angled Artin groups
In this section we will prove that the function s → T s provides an embedding of a right-angled Artin group in the Hecke algebra of the respective Coxeter group, being s ∈ S and S the set of generators.
Let for all m ∈ P, s, t ∈ S such that m(s, t) > 2.
Proof. The first two equalities follow by a direct calculation. To prove the second ones let v := ts. We claim that ((q Id −(q + 1)P s )(q Id −(q + 1)P t )) m v = (−q) m−1 (−qv + m(q + 1)vs) + ke
Now consider a right-angled Artin group R
