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1. Einleitung
Die Hauptfrage der Astroteilchenphysik betrifft die Erzeugung der geladenen
Strahlung mit hohen Energien bis in den EeV Bereich. Da die geladene Strah-
lung durch dieMagnetfelder in und zwischendenGalaxien abgelenktwird, kann
damit nicht direkt auf den Produktionsort geschlossen werden. Dies lässt sich
nur mit ungeladenen Teilchen bewerkstelligen.
Als erstes bietet sich das Photon an, welches in der Astronomie über viele
verschiedene Energien beobachtet wird, was bereits zu hervorragenden Ergeb-
nissen geführt hat. In dem Bereich der hohen Energien, ab einigen TeV, ist die
Reichweite jedoch durch die kosmischeHintergrundstrahlung begrenzt. Außer-
dem sind die meisten Photonenquellen so dicht, dass Photonen nur aus den
äußeren Bereichen entkommen können, ohne vorher zu interagieren.
Neutrinos haben diese Nachteile nicht, da sie nur schwach wechselwirken.
Dadurch ist ihre Reichweite nicht begrenzt und sie können direkt aus dem Kern
der Quelle bis zur Erde gelangen. Aber dieser Vorteil ist bei der Detektion dieser
Neutrinos eine große Herausforderung. Um Neutrinos zu detektieren, sind rie-
sige Volumen nötig, um die kleinen Wechselwirkungswahrscheinlichkeiten zu
kompensieren.
Dazu wurde der IceCube-Detektor am Südpol gebaut. In seiner vollständigen
Ausbaustufe instrumentiert dieser 1 km3 Eis und ist somit der derzeit größte
Neutrinodetektor derWelt. Schon in der Konstruktionsphase konnte der Detek-
tor arbeiten und Daten nehmen. In dieser Arbeit werden die Daten von IC59, der
Ausbaustufe mit 59 Strings, verwendet.
Das Ziel dieser Arbeit ist es, die Methode des Quellstackings aus der Punkt-
quellenanalyse mit einer Energieentfaltung zu kombinieren. Durch diese Kom-
bination könnenmodellunabhängige Limits erstellt werden, bzw. nach der Ent-
deckung eines Signals dessen Energiespektrum. Die bisherigen Analysen nut-
zen immer ein Potenzgesetz, welches an die Daten geﬁttet wird, so dass an-
dere Verteilungen nicht entdeckt werden können. Da bei diesen Analysen al-
le Ereignisse gemeinsam betrachtet werden, gilt das Ergebnis für eine gerin-
ge mittlere Energie. Nicht so jedoch bei dieser neuartigen Kombination. D urch
die verschiedenen Energiebins werden auch höhere Energien erreicht. Zusätz-
lich kann durch die einzelne Betrachtung der Energiebereiche ein Überschuss
in einem dieser Bereiche gesehen werden, auch wenn in der Gesamtheit keiner
vorhanden ist.
1
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Nachder Entdeckungder kosmischenStrahlung 1912 [Hes12] undder Postulie-
rung desNeutrinos 1934 gab es bereits in den 50er-Jahren des letzten Jahrhun-
derts Überlegungen zum Bau von astronomischen Neutrinodetektoren [FR12].
Jedoch sind die erwarteten kontinuierlichen Flüsse von Neutrinos von außer-
halb unseresSonnensystemsmit einemFluss von ca. 10−7 GeV−1 sr−1 s−1 cm−2
so gering, dass nur der Ausbruch der Supernova 1987A nachgewiesen werden
konnte [Dre09]. Obwohl der IceCube-Detektor über ein instrumentalisiertes Vo-
lumen von 1 km3 verfügt, gibt es nach wie vor nur Hinweise auf einen Fluss von
astrophysikalischen Neutrinos [Aar+13b] .
Somit ist die Neutrinoastronomie noch immer ein spannendes Feld. Viele ver-
schiedene Theorien, von der γ-Beschleunigung bis zur Dunklen Materie, nut-
zen den nach unten offenen freien Parameter
”
Neutrinoﬂuss“, um ein Ergebnis
zu erhalten, welches die Wirklichkeit beschreibt. Bei der Beschleunigung von
Photonen zu hohen Energien wird zwischen leptonischer und hadronischer Be-
schleunigung unterschieden. Da nur bei der hadronischen Variante auch Neu-
trinos entstehen, sei diese im Folgenden erklärt. Weiterhin werden mögliche
astrophysikalische ν-Quellen sowie deren Detektion beschrieben.
2.1. Der IceCube-Detektor
IceCube istder ersteNeutrinodetektormit einem instrumentiertenVolumenvon
1km3 [Res13]. Im instrumentierten Eis in einer Tiefe von 1450mbis 2450mwird
die Tscherenkowstrahlung von neutrinoinduzierten Sekundärteilchen gemes-
sen [Gai11]. Aus diesen Signaturen lassen sich Rückschlüsse auf die Richtung
des Neutrinos sowie dessen Energie ableiten [Ice+13; Aar+13a]. Der typische
Energiebereich von IceCube startet bei ca. 100GeV und reicht bis in den PeV-
Bereich. Prinzipiell gibt es nachobenkeineBeschränkung, jedoch sinddie Flüs-
se bei hohen Energien zu klein, um genügend Ereignisse zu detektieren.
Mit der in IceCube integrierten Erweiterung DeepCore lassen sich Neutrinos
mit kleinerenEnergienab10GeVdetektieren [Abb+12]. ImSchneeauf derOber-
ﬂäche steht das Luftschauerarray IceTop, es vermisst die geladene kosmische
Strahlung. Im Zusammenhang mit IceCube lässt es sich als Veto gegen direkt
von oben kommende Myonen nutzen [Abb+13].
3
2. Astroteilchenphysik
Abbildung 2.1.: Eine schematische Darstellung des IceCube-Detektors. Die Farben auf
der Oberﬂäche repräsentieren das jeweilige Jahr der Fertigstellung. Die IceCube-59
Konﬁguration beinhaltet weder die blau noch die gelb markierten Strings.
AlsweitereAusbaustufe fürdenDetektor ist derzeit PINGU (Precision IceCube
Next Generation Upgrade) geplant, womit noch kleinere Neutrinoenergien ge-
messen werden könnten. Mit der hohen Anzahl an erwarteten Ereignissen im
Bereich von 5GeV bis 20GeV soll dieMassenhierarchie vonNeutrinos bestimmt
werden. Eine weitere Anwendung kann die Suche nach dem Protonzerfall sein.
[IC13]
Um sensitiver auf Neutrinosmit höherer Energie zu werden, muss das instru-
mentierte Volumen vergrößert werden. Mit der Tscherenkow-Methode ist dies
nichtmehr kostenefﬁzientmachbar, deshalbnutzt dasHochenergieexperiment
ARAdenAskaryaneffekt. VonARA sind zur Zeit 3 von 37 geplantenStationen ge-
baut [AC12].
Für diese Arbeit wurde die Detektorkonﬁguration mit 59 Strings genutzt. Die
Daten wurden in der Zeit von Mai 2009 bis Mai 2010 gemessen. Wie in Abbil-
dung 2.1 zu erkennen, ähnelt die Aufsicht einem Pacman. Bei Analysen dieser
speziellen Detektorkonﬁguration muss beachtet werden, dass Ereignisse, die
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sich durch die Öffnung des Pacmans bewegen, weniger Informationen liefern
als Ereignisse, die nicht durch die Öffnung gehen.
2.2. Teilchenbeschleunigung
Als kleiner Überblick seien hier die Standardmodelle der Beschleunigung nach
Fermi kurz vorgestellt. Die Details der Rechnungen sowie weitergehende Mo-
delle ﬁnden sich in [Lon02]. Beobachtungen zeigen, dass sowohl das Energie-
spektrumderdiffusenkosmischenStrahlungalsauchdasEnergiespektrumder
hochenergetischen Photonen einem Potenzgesetz der Form Φ = Φ0 · E−γ fol-
gen [Lon02], wobei der spektrale Index immer einen Wert von γ ∈ [2, 3[ aufweist
[Lon02]. Eine gute Theorie sollte diesen Verlauf für unterschiedlichste Arten von
Quellen reproduzieren können.
2.2.1. Fermibeschleunigung 2. Ordnung
Die Fermibeschleunigung 2. Ordnung geht davon aus, dass Teilchen durch die
Streuung an Magnetfeldern in sich bewegenden Plasmawolken beschleunigt
werden. Dabei ist die Geschwindigkeit der Wolken klein gegenüber der Licht-
geschwindigkeit: V/c ≈ 10−4. Es muss zwischen zwei verschiedenen Szenarien
unterschieden werden: Einerseits head-on, wobei die Geschwindigkeitsvekto-
ren von Wolke und Teilchen antiparallel sind, andererseits follow-up, dort be-
wegen sich die beiden Akteure parallel.
Die Verteilung von head-on und follow-upKollisionen sind proportional zu der
Relativgeschwindigkeit zwischen Wolke und Teilchen. Dadurch ergibt sich eine
Bevorzugung von head-on Kollisionen. Mittelt man über den kompletten Win-
kelbereich an Stößen, so erhält man für den durchschnittlichen Energiegewinn
pro Stoß 〈
∆E
E
〉
=
8
3
V 2
c2
. (2.1)
Über die mittlere freie Weglänge L eines Teilchens erhält man die Rate, mit der
die Energie erhöht wird:
dE
dt
=
4
3
(
V 2
cL
)
E = αE. (2.2)
Mit der Verweildauer τesc kann über die Diffusionsverlustgleichung die Ener-
gieverteilung der Teilchen berechnet werden. Diese ist mit
N(E) = const. · E−γ (2.3)
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wie erwartet ein Potenzgesetz. Jedoch ist γ nicht fest, sondern direkt vonα und
τesc abhängig. Somit ist γ indirekt auch von der Geschwindigkeit der Wolke und
der freien Weglänge der Teilchen in dieser abhängig:
γ = γ(τesc, α) = 1 + (ατesc)
−1. (2.4)
Diese Art der Beschleunigung kann nicht der Hauptprozess sein, der Teilchen
beschleunigt. Die kleinenGeschwindigkeitenderWolkenunddie freieWeglänge
im Bereich von Parsec resultieren in ca. einem Stoß pro Jahr und somit in einer
langsamen Beschleunigung. Auch die Tatsache, dass das γ nicht fest in der Nä-
he von 2,5 liegt, sondern variabel ist, ist unbefriedigend. Dies passt nicht zu den
Messungen von unterschiedlichen Quellen, die alle in diesem Bereich liegen.
2.2.2. Fermibeschleunigung 1. Ordnung
Bei dieser Beschleunigungsart werden die vorherigen Überlegungen auf eine
sich ausbreitende Schockfront angewendet. Die Energie eines Teilchens nach
einem Stoß sei E = βE0. Mit der Wahrscheinlichkeit P , dass ein Teilchen im
Beschleunigungsgebiet bleibt, sind nach k StößenN = N0P k Teilchen mit E =
E0β
k imBeschleunigungsgebiet. Löstman diese beidenGleichungen nach k auf
und setzt diese gleich, erhält man für die Energieverteilung ein Potenzgesetz:
N(E)dE = const. · E−1+(ln P/ ln β)dE. (2.5)
Kreuzt ein Teilchen eine solche Schockfront, so stößt es dahinter immer auf
einMedium,welches sich in entgegensetzteRichtung bewegt. Es gibt somit nur
head-on Prozesse. Der mittlere Energiegewinn ist somit〈
∆E
E
〉
=
4
3
V
c
(2.6)
⇒ β = E
E0
= 1 +
4V
3c
. (2.7)
Bestimmt man nun den Exponenten des Potenzgesetzes mit Hilfe von P , so er-
hält man zunächst:
lnP
lnβ
= −1. (2.8)
Daraus ergibt sich für Formel (2.5)
N(E) = const. · E−γ (2.9)
mit γ = 2.
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Somit erhält man ein gleiches Energiespektrum für unterschiedlichste kos-
mische Objekte, da sich in allen Objekten Schockfronten ausbreiten. Das gilt
insbesondere für Supernovae und deren Überreste. Somit kann diese Theorie
erklären, weshalb verschiedene Quellen von Photonen alle ein ähnliches Ener-
giespektrumaufweisen. Könnte zusätzlich nochdasEnergiespektrumvonNeu-
trinos mit einem spektralen Index von γ = 2 gemessen werden, wäre das ein
weiterer Hinweis auf die Richtigkeit dieser Theorie.
2.3. Untersuchte Neutrinoquellen
Als mögliche Quellen für Neutrinos werden alle Objekte in Betracht gezogen, in
denen auch Hadronen beschleunigt werden. Photonen können auch rein lepto-
nisch beschleunigt werden, wobei jedoch keine Neutrinos entstehen.
Da die Entfaltung in dieser Arbeit eine Folgeanalyse zur tiefergehenden Un-
tersuchung von Quellen ist, werden die zuvor schon in der üblichen IceCube-59
Punktquellanalyse untersuchten Quellkatalogeweiter analysiert. Weiteremög-
liche Quellen, die für folgende Analysen in Betracht kommen könnten, sind Ak-
tive Galaktische Kerne. Aber auch weitere galaktische Quellen bieten sich an,
da deren Fluss aufgrund der relativen Nähe weniger stark abfällt.
2.3.1. Starburstgalaxien
Bei Starburst Galaxien handelt es sich um Galaxien, in denen die Sternentste-
hungsrate sehr hoch ist. Pro Jahr entstehen neue Sternemit der Gesamtmasse
von 10M bis 300M [Dre09]. Daraus resultiert eine ebenfalls hohe Sterbera-
te für Sterne, so dass es viele Supernovaüberreste gibt, welche Protonen in den
umliegenden Staub beschleunigen. Die Rate der Gamma Ray Bursts (GRBs) ist
ebenfalls erhöht. Bei GRBs handelt es sich um einen Kandidaten für die Erzeu-
gung kosmischer Strahlung mit Energien größer 109 GeV.
Die Klassiﬁkation von Starburstgalaxien ist nicht eindeutig deﬁniert. Als gu-
ter Indikator wird in [GS04] das Verhältnis LHCN/LCO angegeben, der Quotient aus
den Luminositäten der Cyanwasserstoff- und Kohlenstoffmonoxidlinien. Star-
burst Galaxien haben demnach einen Wert von LHCN/LCO > 0, 06. Der in dieser
Arbeit benutzte Katalog basiert auf der in [Bec+09] erstellten und in [Sch12]
überarbeiteten Selektion. Die in dieser Analyse benutzten Quellen sind in Ta-
belle B.1 zusammengefasst.
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2.3.2. Milagroquellen
Bei diesemKatalog handelt es sich um17 vonMilagro als TeV-γ Quellen identiﬁ-
zierte Objekte. Davon sind acht Quellen aus [Abd+07] und acht weitere aus der
Veröffentlichung von Milagro und Fermi [Abd+09]. Als 17. Quelle wurde MGRO
J1852+01 hinzugefügt, welche auch als signiﬁkanteQuelle bestätigtwurde. Die
verwendeten Quellen sind im Anhang in Tabelle B.2 aufgeführt.
2.3.3. Supernovaüberreste nahe Molekülwolken
Der Beschleunigungsprozess bei diesen Quellen ist ähnlich zu dem der Star-
burst Galaxien. Die Supernova Überreste (SNRs) beschleunigen Protonen in die
umgebendenWolken, in denen hadronischeWechselwirkungen auch Neutrinos
erzeugen. ImAnhang ist die TabelleB.3 zuﬁnden,welchedie verwendetenQuel-
len auﬂistet.
2.3.4. Binärsysteme mit Wolf-Rayet-Sternen
Die kollidierenden Winde in Binärsternsystemen sind ein guter Ort sowohl für
Teilchenbeschleunigung als auch die Interaktion zwischen den Teilchen. Diese
Winde bilden eine Schockfront, welche die Protonen beschleunigt. Die Wasser-
stoffdichte indiesenGebieten istmit bis zu109 cm−3 groß.DasBinärsystemvon
EtaCarinaewurde vonFermiLAT imGeVLicht beobachtet, aufgrundder gegebe-
nen Protonendichte kann dieses Signal als von Pionen induzierte Photonen in-
terpretiert werden [WFL10]. Eta Carinae ist zwar am Südhimmel, jedoch gibt es
auch im Norden einige interessante Binärsysteme, wie WR140 und WR147. Ein
Katalog, basierend auf den Röntgendaten des Einsteinsatelliten [Pol87], kann
zur Analyse verwendet werden. Die Quellen sind in Tabelle B.4 aufgeführt.
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Abbildung3.1.: Im erstenSchritt
wird mit dem Stacking ein
S⁄B Wert ermittelt, um 1000
Events zu erhalten. Mit der
Entfaltung werden die Er-
eignisse pro Energiebin so-
wohl für die Daten als auch
den Untergrund bestimmt.
Mit diesen Werten lässt sich
ein Flusslimit berechnen.
In diesem Kapitel werden die im Rahmen der
Analyse kombinierten Methoden vorgestellt.
Zunächst werden mehrere Quellen zusammen-
gefasst, um mehr Ereignisse zur Verfügung zu
haben. Dies geschieht mit Hilfe der Stacking-
methode [Gro06]. Die daraus gewonnen Ereig-
nisse werden nun mit TRUEE [Mil+13] entfaltet,
um eine Energieverteilung zu erhalten.
Dies wird sowohl für Daten als auch für
den Untergrund gemacht. Der Untergrund wird
durch im Azimut randomisierte Daten beschrie-
ben. Aus den daraus gewonnen Ereignissen pro
Energieintervall lassen sich daraufhin Limits für
einen astrophysikalischen Beitrag berechnen.
In Kapitel 4 wird zusätzlich eine alternative
Möglichkeit zur Berechnung der Fehlerinterval-
le für die Energieverteilung vorgestellt. Diese
wurde im Rahmen dieser Arbeit in Zusammen-
arbeit mit dem Sonderforschungsbereich 823
(SFB823)
”
Statistik nichtlinearer dynamischer
Prozesse“ erarbeitet.
3.1. Stacking
Stacking beschreibt eine Methode, in der meh-
rere Quellen gleicher Art wie eine einzelne
Quelle behandelt werden. Es wird angewendet,
wenn einzelne Quellen nicht genug Signal lie-
fern, um ein signiﬁkantes Ergebnis zu erzeu-
gen. Werden nun die Ereignisse addiert, die
aus M verschiedenen Quellregionen kommen,
sowächst das Signal proportional zuM , die Un-
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tergrundﬂuktuation jedoch nur mit 1√
M
. Somit steigt die Sensitivität bei meh-
reren Quellen.
Diese Methode wird schon seit längerem in der optischen Astronomie und
Radioastronomie angewendet [Dre09]. In [Gro06] wurde diese Methode das er-
ste Mal auf potentielle Neutrionoquellen angewendet. Dort wurde noch ein fe-
stes Bin um die Quellen deﬁniert, Ereignisse innerhalb zählen als von der Quel-
le, Ereignisse außerhalb werden nicht weiter betrachtet. Die erste Anwendung
auf Daten des IceCube-Detektor ist in [Dre09] zu ﬁnden. Für IceCube in der 40
Stringkonﬁguration wurde zum ersten Mal eine Log-Likelihood Methode ange-
wendet, in der kein festes Bin deﬁniert werden muss [Abb+11].
Die Log-Likelihood Methode folgt prinzipiell der Methode für einzelne Quel-
len, wie in [Bra+08] beschrieben. Die Wahrscheinlichkeitsdichte (WDF) für das
i-te vonN Ereignissen ist demnach
ns
N
Si +
(
1− ns
N
)
Bi. (3.1)
Der Parameter ns ist die unbekannte Anzahl an Signalereignissen. Die WDF für
SignalSi undUntergrundBi sindabhängig vonder Energie undderRichtungdes
jeweiligen Ereignisses. DieWahrscheinlichkeit, dass ein Ereignismit der rekon-
struiertenRichtung~xi = (αi, δi) voneinerQuellemit derPosition~xS kommt,wird
über eine zweidimensionale Gaußverteilung angenommen:
N (~xi) = 1
2piσ2i
exp
(
−|~xi − ~xS |
2
2σ2i
)
. (3.2)
DieWahrscheinlichkeit, einMyonmit der EnergieEi aus einerQuellemit derDe-
klination δi zu messen, unter der Bedingung, dass die Energieverteilung einem
Potenzgesetz E−γ folgt, wird durch die Energie-WDF E(Ei|γ, δi) beschrieben.
Somit ergibt sich für die Verteilung des Signalterms
Si(xi, Ei, γ) = N (~xi) · E(Ei|γ, δi) (3.3)
und für den Untergrundterm
Bi(xi, Ei) = NAtm(~xi) · E(Ei|Atm, δi). (3.4)
Das
”
Atm“ kennzeichnet dabei, dass für den Untergrund die Wahrscheinlich-
keiten aufgrund sowohl der räumlichen Verteilung als auch der Energievertei-
lungen in der Atmosphäre genutzt werden. Für die Likelihood Funktion für die
Gesamtzahl der Ereignisse folgt somit
L(ns, γ) =
N∏
i=1
(ns
N
Si(xi, Ei, γ) +
(
1− ns
N
)
Bi(xi, Ei)
)
. (3.5)
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Für das Stacking wird die Signal-WDF nunmodiﬁziert, so dass sie einen Term
für die Detektorefﬁzenz Rj und ein GewichtWj für jede Quelle beinhaltet. An-
schließend wird über alle Quellen summiert. Das Gewicht ergibt sich aus theo-
retischen Überlegungen, die in die Erstellung des Katalogs einﬂießen. Norma-
lerweise ist dies der Fluss von Photonen in einem bestimmten Energiebereich,
der proportional zum Neutrinoﬂuss angenommen wird [Gro06]:
L(ns, γ) =
∏
i

ns
ntot
M∑
j=1
WjRj(γ)Si,j(xi, Ei, γ)
M∑
k=1
WkRk(γ)
+
(
1− ns
ntot
)
B(xi, Ei)
 . (3.6)
Da die Berücksichtigung der Energie in der Ereignisselektion via Stacking die
resultierende Energieverteilung beeinﬂussen würde, wird die Energie für diese
Analyse im Stacking nicht verwendet.
3.2. Entfaltung
Häuﬁg sind die interessanten Eigenschaften von Teilchen nicht direkt messbar.
Eine Federwaagemisst z.B. eine Länge, umdie eine Feder gestauchtwurde, und
nicht direkt ein Gewicht. Bei komplexerenMessmethoden, wie sie in der Astro-
teilchenphysik auftreten, ist der Zusammenhang zwischen denmessbaren Ob-
servablen und der zu messenden Eigenschaft häuﬁg nicht eineindeutig. Hinzu
kommt noch eine Faltung mit den Detektoreigenschaften und eine begrenzte
Auﬂösung des Detektors. Durch die Messmethode können weitere Faltungen
hinzu kommen.
Die in dieser Arbeit untersuchte Neutrinoenergie ist ebenfalls nicht mess-
bar. Da Neutrinos nicht direkt nachgewiesen werden können, ist die gemesse-
ne Observable mit der Neutrino-Nukleon Wechselwirkung gefaltet. Hinzu kom-
men stochastische Energieverluste desMyons und die durch die Abmessungen
des Detektors limitierte Auﬂösung. Je nachdem, ob einMyon denDetektor ganz
durchquert, innerhalberzeugtwirdoder in ihmzerfällt, kanndasgemesseneEr-
eignis sehr unterschiedliche Signaturen liefern, obwohl die Primärenergie des
Neutrinos gleich ist. ImDetail ist die Entfaltung in [Mil+13] beschrieben, an die-
ser Stelle wird daher nur eine kurze Zusammenfassung gegeben.
Die Methode wird schon seit vielen Jahren auch in der Astroteilchenphysik
angewendet. Vorherige Anwendungen des Algorithmus gab es z.B. schon auf
Daten von AMANDA [Abb+10], MAGIC [Doe13] und IceCube [Mil12a; Ruh13].
11
3. Methoden
Mathematisch lässt sich das Problem mit einem Fredholm Integral der er-
sten Ordnung beschreiben. Die gesuchte Verteilung1 ist f(x) und wird mit dem
KernA(y, x) gefaltet. Der Kern beschreibt sämtliche Effekte des Detektors, der
Messsystematik und der ν-N-Wechselwirkung. Letztendlich messbar ist ledig-
lich die Verteilung g(y), die sich aus der Faltung und demUntergrund b(y) ergibt:
g(y) =
d∫
c
A(y, x)f(x)dx+ b(y). (3.7)
Um mit Histogrammen der Daten zu arbeiten, ist eine diskrete Verteilung als
Ergebnis ausreichend, darumwird diese Formel diskretisiert. Für Verteilungen,
die nur von y abhängen, ist das recht simpel:
g(y)→ ~g : gi =
yi∫
yi−1
g(y)dy, (3.8)
b(y)→ ~b : bi =
yi∫
yi−1
b(y)dy. (3.9)
Da f(x) bestimmt werden muss und jegliche Form haben kann, bietet es sich
an, diese als Superposition mehrerer Basisfunktionen pj(x)mit den jeweiligen
Koefﬁzienten aj darzustellen:
f(x) =
m∑
j=1
ajpj(x). (3.10)
Setzt man diese Parametrisierungen nun in die Gleichung (3.7) ein, so erhält
man
g(y) =
m∑
j=1
aj
d∫
c
A(y, x)pj(x)dx+ b(y) (3.11)
= ajAj(y) + b(y), (3.12)
mit Aj(y) =
d∫
c
A(y, x)pj(x)dx. (3.13)
1Mathematisch gesehen handelt es sich hierbei um die Dichte, diese wird vereinfacht als Ver-
teilung bezeichnet.
12
3.2. Entfaltung
Gleichung (3.13) kann nun analog zu g und b diskretisiert werden
Ai,j =
yi∫
yi−1
Aj(y)dy, (3.14)
so dass Gleichung (3.7) durch eine Matrixgleichung approximiert werden kann:
~g = A · ~a+~b. (3.15)
Selbst wenn die Matrix A invertierbar sein sollte, ist die Inversion keine ge-
eignete Methode, den Koefﬁzientenvektor ~a zu berechnen. Da die Matrix aus
Monte-Carlo-Simulationen bestimmt wird, sind ihre Einträge immer fehlerbe-
haftet. Die Eigenwerte und ihre Fehler fallen in der Regel klein aus. Dies führt
bei der Inversen zu großenFehlern undoszillierenden Lösungen, so dass die be-
rechneten Ergebnisse keinerlei Aussagekraft haben [Blo96]. Aus diesem Grund
wurde die Entfaltungssoftware TRUEEgenutzt [Mil+13]. DasProgrammbenutzt
eine Tihonov-Regularisierung, um die Oszillationen zu unterdrücken sowie ku-
bische B-Splines (pj) als Basisfunktionen.
3.2.1. TRUEE
TRUEE [Mil+13] basiert auf dem Programm RUN [Blo02]. Es beinhaltet einige
erheblicheVerbesserungen,welchedieAuswahl der Entfaltungsparameter ver-
einfachen. Die Parameter, die variiert werden können, sind die Anzahl der Bins
im ﬁnalen Histogramm, die Anzahl der Knoten und die Anzahl der Freiheitsgra-
de. Eine detaillierte Beschreibung ﬁndet sich in [Mil12b].
Die Breite der Bins sollte die Energieauﬂösung nicht unterschreiten, mehr
Bins können jedoch auch mehr Details der Verteilung wiedergeben. Die Kno-
ten bestimmen, wie viele B-Splines für die Entfaltung genutzt werden. Je mehr
Splines summiert werden, desto besser lässt sich die Struktur der Verteilung
rekonstruieren. Zu viele Splines können jedoch die Fluktuation begünstigen.
Umdie Fluktuationen zu unterdrücken, wird eine Tihonov Regularisierung ge-
nutzt [Tih63]. Die Stärke der Regularisierung wird über die Freiheitsgrade ge-
steuert. Je weniger Freiheitsgrade genutzt werden, desto stärker ist die Regu-
larisierung.
Der in TRUEE eingebaute Testmode ermöglicht es, über mehrere Einstellun-
gen in den Parametern Bins, Knoten und Freiheitsgrade zu iterieren, so dass in
einemDurchlaufmehrereKombinationengetestetwerdenkönnen.Dadurchbe-
kommt man eine Übersicht über mögliche Kombinationen, welche im weiteren
Verlauf im Pullmode genauer überprüft werden können.
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Testmode
Der Testmode entfaltet Monte-Carlo-Simulationen, von denen die wahre Ver-
teilung bekannt ist. Die daraus entfaltete Verteilungen wird mit der bekann-
ten Wahrheit verglichen. Dazu wird der Kolmogorov-Smirnow-Anpassungstest
[Kol33; Smi48] verwendet. Zusätzlich wird aus der wahren Nwahr und der ent-
faltetenNentfaltet Anzahl der Ereignisse pro Bin der Wert
χ2 =
∑ (Nwahr −Nentfaltet)2
Nwahr
(3.16)
berechnet, welchermöglichst klein sein sollte [Mil12b]. Außerdemwird, wie bei
jederEntfaltung, dieKorrelationκderBinsuntereinanderberechnet.Mit diesen
drei Qualitätsparametern, χ2, κ und dem K-S-Wert, kann nun eine Vorauswahl
für gute Kombinationen getroffen werden,
Diese drei Qualitätsparameter werden jeweils in 2D-Histogrammen aufgetra-
gen. UmKombinationen zuﬁnden, die in zwei der Qualitätsparameter guteWer-
te liefern, gibt es zusätzlich eine L-Kurve. Abbildung 3.2 zeigt eine Übersicht
über die einzelnen Qualitätsparameter.
DerKolmogorov-Test gibt eineWahrscheinlichkeit an, obdiebeidenVerteilun-
gen aus der gleichen Grundverteilung stammen können, der Wert sollte somit
möglichst groß sein. Der χ2-Test prüft ebenfalls auf die Ähnlichkeit, das Ergeb-
nis sollte jedoch möglichst klein sein. TRUEE gibt an dieser Stelle für den K-S-
Test den p-Wert zurück, für den χ2-Test jedoch die Teststatistik. Daher ergibt
sich das unterschiedliche Verhalten. Wie in der Abbildung 3.2 zu sehen, korre-
lieren die beiden Verläufe des χ2 und K-S-Tests entsprechend und werden mit
zunehmender Anzahl an Freiheitsgraden besser. Dies liegt nicht ausschließlich
an den entfalteten Werten, dennmit größeren Freiheitsgraden werden die Feh-
lerbalken ebenfalls größer, so dass die Verteilungen eher kompatibel sein kön-
nen. Die Korrelation der Datenpunkte κ ist jedoch negativ mit den Freiheitsgra-
den korreliert, diese wird für eine höhere Anzahl an Freiheitsgrade schlechter.
Zum Abwägen, welche Kombination sinnvoll ist, hilft die L-Kurve, dort sind χ2
und κ gegeneinander aufgetragen, so dass die entsprechende Parameterkom-
bination abgelesen werden kann.
Die Korrelation der Datenpunkte sollte möglichst klein sein. Jedoch gibt es
keine festen Regeln bezüglich eines Wertes. Diese Korrelation wird im so ge-
nannten
”
Wäscheleineplot“ dargestellt. Das Histogramm sollte möglichst ei-
ner Gleichverteilung ähneln, so bestünde keine Korrelation der Bins unterein-
ander und die Kovarianzmatrix wäre diagonal. Dies ist jedoch nie ganzmöglich,
so dass diemittleren Balken immer etwas niedriger sind. Ein Beispiel für dieses
14
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Abbildung 3.2.: Übersicht aus dem Testmode in TRUEE, auf der x-Achse steht die An-
zahl der Freiheitsgrade und auf der y-Achse die Anzahl der Knoten. l.o.: In der Korre-
lation der Datenpunkte gibt es häuﬁg einMinimum inAbhängigkeit der Freiheitsgra-
de. Für höhere Freiheitsgradewird sie schlechter. r.o. und l.u.:DieÜbereinstimmung
verbessert sichmit der Anzahl der Freiheitsgrade. r.u.: Die L-Kurve zeigt χ2 gegen κ,
der Parameterraum im linken unteren Bereich liefert gute Ergebnisse.
Durchhängen einer sehr guten Wäscheleine ist in Abbildung 3.3 zu sehen. Aus
dieser Verteilung wird wiederum der Wert
κ =
50∑
i=1
(Bininhalti − 100)2
50
(3.17)
berechnet,wobei die 50 der Anzahl der Bins in demPlot entspricht. Für die nach
Gleichung (3.17) berechnete Datenpunktkorrelation hat sich ein Wert κ < 50 als
hinreichend klein erwiesen. Bei den in dieser Arbeit genutzten kleinen Statisti-
ken sind jedoch auch Werte von κ < 70 noch akzeptabel [Rho12].
Pullmode
Da der Testmode nur eine Entfaltung mit einem zufälligen Datensatz aus ei-
ner Monte-Carlo-Simulation testet, wurde der Pullmode implementiert. Die-
15
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Abbildung 3.3.: Auf der x-Achse ist ein modiﬁzierter p-Wert aufgetragen. Optimal wäre
eine Gleichverteilung, charakteristisch für diese Art Plot ist jedoch der hohe Eintrag
im ersten Bin, häuﬁg kombiniert mit einem hohen Eintrag im letzten Bin. Hieraus
wird der Qualitätsparameter κ berechnet, welcher ein Maß für die Korrelation der
Datenpunkte ist. Je kleiner κ ist, desto mehr ähnelt diese Verteilung einer Gleich-
verteilung.
ser nutzt den Testmode in einemBootstrapansatzmitN verschiedenenMonte-
Carlo-Datensätzen. Damit kann sichergestellt werden, dass das Ergebnis aus
dem Testmode nicht nur das Resultat einer statistischen Fluktuation ist. Zu-
sätzlich zu den Histogrammenmit der Verteilung von κ, χ2 und der Teststatistik
desKolmogorov-Smirnow-Testswird auch für jedesBin die Abweichung von der
wahren Verteilung, normiert auf den statistischen Fehler, berechnet. Diese Ab-
weichung sollte einer Gaußverteilung um 0 entsprechen. Ist diese Gaußvertei-
lung nicht um 0 verteilt, so über- oder unterschätzt die Entfaltung das entspre-
chendeBin systematisch,waswiederum inderweiterenAnalyseberücksichtigt
werden kann. Um auf einen Blick das Ergebnis für alle Bins sehen zu können,
gibt es einen Übersichtsplot, welcher in Abbildung 3.4 dargestellt ist. Wenn die
Einträge zwischen -1 und1 liegen, so liegt die systematischeUnsicherheit unter
der statistischen und kann vernachlässigt werden.
3.3. Berechnung von Limits
Die einfachste Methode, einen Signalbeitrag in einer Messung zu schätzen, ist,
den Untergrund von der Messung zu subtrahieren. Aus der Differenz von Mes-
sungunderwartetemUntergrund lässt sichmit dem1σKonﬁdenzbandein obe-
res Limit angeben. Bei kleinen zu erwartenden Signalbeiträgen kann die Ereig-
niszahl jedoch negativ werden und somit unphysikalischen Lösungen entspre-
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Abbildung 3.4.: Dieser Plot zeigt die Mittelwerte der Gaußverteilungen, die sich aus
den verschiedenen Testentfaltungen ergeben. Idealerweise sollten diese zwischen
-1 und 1 liegen, somit wären die statistischen Fehler größer als die systematischen
aus der Entfaltung. Wenn dies nicht der Fall sein sollte, muss entweder die Ent-
faltung geändert werden oder die systematischen Fehler in der folgenden Analyse
berücksichtigt werden. Dieses Beispiel zeigt im ersten und letzten Bin eine syste-
matische Abweichung, die im Folgenden berücksichtigt werden kann.
chen. Aus diesem Grund wurden bessere Algorithmen entwickelt, welche im
weiteren vorgestellt und auch für die Analyse benutzt wurden.
3.3.1. Feldman und Cousins
Bei der Methode nach Feldman und Cousins [FC97] wird die Berechnung eines
oberen Limits mit der Berechnung eines Konﬁdenzbandes vereinigt. Dadurch
entfällt der Einﬂuss der gemessenen Daten auf die Entscheidung, ob ein Band
oder eine Grenze berechnet werden sollte. Die bei der separaten Berechnung
von Band und Grenze entstehenden Sprungstellen in den Konﬁdenzen, die in
zu kleinen Konﬁdenzbändern resultieren, sind somit kein Problemmehr.
Erreicht wird das durch eine neuartige Sortierung, nach welcher die mögli-
chen Werte in das Konﬁdenzintervall aufgenommen werden. Anstatt direkt ein
Poissonmodell mit der Berücksichtigung des Untergrunds b
P (n|µ) = (µ+ b)
n
n!
exp(−(µ+ b)) (3.18)
zu nutzen, wird zunächst für jede Anzahl an Ereignissen n ein µbest berechnet,
welches (3.18) maximiert. Anschließend wird nach
R = P (n|µ)/P (n|µbest) (3.19)
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sortiert und die Werte von (3.18) addiert, bis das gewünschte Konﬁdenzniveau
α erreicht ist. Durch die Quantisierung der Messwerte kann dies zu einer Über-
schätzung des Intervalls führen, so dass ein Ergebnis, welches mit Feldman
und Cousins berechnet wurde, zu konservativ sein kann. Eine detailliertere Be-
schreibung samt Beispielrechnungen ist in [FC97] zu ﬁnden.
3.3.2. Rolke et al.
Da der erwartete Untergrund jedoch nicht genau bekannt ist, bietet sich eine
Methode an, die einen unbekannten Untergrund berücksichtigen kann, wie in
[RLC05] beschrieben. Diese Methode nutzt einen Proﬁle Likelihood Ansatz. Mit
einem Wahrscheinlichkeitsmodell, das auf den relevanten Parametern ~pi und
auf den Störfaktoren ~θ basiert, und der Wahrscheinlichkeitsdichte f(x|~pi, ~θ) er-
gibt sich für die Likelihoodfunktion
L
(
~pi, ~θ| ~X
)
=
n∏
i=1
f
(
Xi|~pi, ~θ
)
, (3.20)
wobei ~X eineAnzahl vonnunabhängigenMessungendarstellt. Die Teststatistik
basierend auf der Proﬁle Likelihoodfunktion benutzt man, wenn man auf eine
NullhypotheseH0 : ~pi = ~pi0 prüft:
λ
(
~pi0| ~X
)
=
sup
(
L
(
~pi0, ~θ| ~X
)
; ~θ
)
sup
(
L
(
~pi, ~θ| ~X
)
;~pi, ~θ
) , (3.21)
diese Funktion wird auch Proﬁle Likelihood genannt.
DieseMethode unterstützt verschiedeneModelle. Sowohl der Untergrund als
auch die Efﬁzienz können als exakt bekannt, normal-, poisson- oder binomial-
verteilt angenommenwerden. Die Efﬁzienz gilt bei IceCube bisher als exakt be-
kannt, dadieAnzahl anMonte-Carlo-Ereignissenhinreichendgroß ist.Untersu-
chungen der Verteilungen von Untergrunddatensätzen zeigen, dass die Vertei-
lung des Untergrundes mit einer Normalverteilung beschrieben werden kann,
siehe Abbildung 3.5.
Das verwendete Modell nutzt eine Poissonverteilung für das SignalX und ei-
ne Normalverteilung für den Untergrund Y :
X ∼ Pois(µ+ b), (3.22)
Y ∼ N(b, σb). (3.23)
Die Verteilung für das Signal X hängt von der Summe der Signalrate µ und der
Untergrundrate bab.DieGaußverteilung, die denUntergrundbeschreibt, hat die
Untergrundrate b als Mittelwert und σb als Standardabweichung.
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Abbildung 3.5.:Gezeigt ist die Untergrundverteilung für ein Bin des Starburstkatalogs.
Diese wurde aus 2001 Entfaltungen von verschiedenen Untergrunddatensätzen ge-
wonnen. Die resultierenden Werte des Gaußﬁts werden zur Berechnung der Limits
als Untergrundwert und -fehler genutzt.
Mit ﬁxiertem µ ergibt die Ableitung der Log-Likelihood
∂
∂b
log l(µ, b|x, y) = x
µ+ b
− 1 + y − b
σb
.
= 0, (3.24)
welche analytisch lösbar ist, im Gegensatz zu einem Problem mit poissonver-
teiltem Untergrund.
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4. Fehlerberechnung mit Bootstrap
ImRahmender Zusammenarbeit innerhalb des SFB823
”
Statistik nichtlinearer
dynamischer Prozesse“ wurden, in Zusammenarbeitmit demLehrstuhl für Sto-
chastik der Ruhr-Universität Bochum, mehrere Methoden entwickelt, um mit
einem Bootstrapalgorithmus Fehler zu berechnen. Diese wurden in [Bis+] ver-
öffentlicht. Die auf dieseWeise errechneten Fehler werden imWeiterenmit den
gut erprobten Fehlern aus TRUEE verglichen. Da die Größen der beiden Feh-
ler übereinstimmen, kann die hier entwickelte Methode zur Fehlerberechnung
auch auf andere Methoden zur Lösung von inversen Problemen angewendet
werden. Dies bietet sich z. B. bei dem neuartigen Programm DSEA an [Ruh13;
RS13].
In Abschnitt 4.3wird dieMethode aufMonte-Carlo-Daten angewendet umdie
Methode zu testen. Des Weiteren wird gezeigt, wie darüber hinaus mit mehre-
ren Datensätzen weitere Fehlerabschätzungen betrieben werden können. Der
Fehler aus einer Bootstrapmethode, bei der die Analyseschritte immer gleich
angewendet werden, ist ein Maß für die Robustheit der Analyse.
4.1. Fehlerbalken und Konfidenzbänder
Um verlässliche Aussagen treffen zu können, muss zu jeder Messung ein Feh-
lerwert berechnet werden. In diesem Abschnitt werden die Konzepte von Feh-
lerbalken und Konﬁdenzbändern erklärt.
In der statistischen Anwendung ist ein Konﬁdenzintervall immer mit einer
vorher deﬁnierten Wahrscheinlichkeit verbunden. Dies ist für gewöhnlich eine
Zahl α ∈ [0, 1], welche das Niveau des Konﬁdenzintervalls bestimmt. 1 − α ist
die minimale Wahrscheinlichkeit, dass der wahre Wert vom Konﬁdenzintervall
eingeschlossen wird. Mit anderen Worten ist die Wahrscheinlichkeit, dass der
wahre Wert außerhalb des angegebenen Intervalls liegt, maximal α.
Bei der Wahl von αmuss stets zwischen der Sicherheit, den wahrenWert ein-
zuschließenundder Fähigkeit, etwasausschließen zu können, abgewogenwer-
den. Physiker geben meist 1σ Fehlerbalken um die Messwerte an, wohingegen
Statistiker Werte von 0,01, 0,05 und 0,1 für α nutzen.
Unter Annahme einer Normalverteilung für den Fehler entspricht die Spezi-
ﬁkation eines Konﬁdenzlevels α einem Vielfachen von σ gemäß der Gleichung
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α = 2(1 − Φ(k · σ)), dabei ist Φ die Gaußverteilungsfunktion. Ein Level von 1σ
entspricht α = 0,32 und α = 0,05 entspricht 1,96σ.
4.1.1. Punktweise Konfidenzbereiche
Bei der punktweisen Rekonstruktion eines Energiespektrums in nBins kann ein
Konﬁdenzintervall für jeden einzelnen Punkt Ei berechnet werden. An jedem
der n Punkte besteht eine Chance . α, dass der wahre Wert nicht in diesem
Intervall liegt.
Je mehr Punkte zur Auswertung genutzt werden, desto höher ist die Wahr-
scheinlichkeit, dass das wahre Spektrum außerhalb mindestens eines Konﬁ-
denzintervalls liegt, für n→∞ geht dieseWahrscheinlichkeit gegen 100%. Das
heißt, dass der wahre Fehler für den Verlauf des Spektrums unterschätzt wird.
Als Konsequenz kann hier somit nur eine separate Betrachtung an den einzel-
nen Punkten Ei gemacht werden, jedoch keine für die gesamte Verteilung.
Es ist jedoch möglich, gleichmäßige Fehlerbänder zu berechnen, welche das
komplette gemessene Spektrum mit einer Wahrscheinlichkeit von 1 − α ein-
schließen. Das bedeutet, dass ein rekonstruierter spektraler Index γ, dessen
Minimum und Maximum mit dem Band verträglich sind, den wahren Wert nur
mit einer Wahrscheinlichkeit von α nicht beinhaltet. Dies gibt eine sicherere
Schätzung als über punktweise Konﬁdenzintervalle. Daher wird im Weiteren
auch die Konstruktion von Konﬁdenzbändern thematisiert.
4.1.2. Gleichmäßige Konfidenzbänder
Es gibt mehrere Standardansätze in der Literatur, um uniforme Konﬁdenzbän-
der zu berechnen. Sie basieren für gewöhnlich auf Grenzwertsätzen für diema-
ximale Abweichung des rekonstruierten Spektrums fˆ vom wahren Spektrum f
in einem Intervall [Euntere Grenze, Eobere Grenze]. Der Grenzwertsatz liefert somit ei-
ne Verteilung der eingeschränkten korrekt skalierten Größe
Z := max
E∈[Euntere Grenze,Eobere Grenze]
∣∣∣f(E)− fˆ(E)∣∣∣ , (4.1)
bei der das Limit aus der AnzahlN der Beobachtungen kommt, die genutztwur-
den, um fˆ zu bestimmen, wobeiN gegen∞ geht.
Die ersten Resultate dieser Art wurden in [Smi50] für Histogramme und in
[BR73] für allgemeinere Kerndichteschätzer präsentiert. Für Regressionspro-
bleme wurde die Methode unter anderem von [Joh82] und [ES93] weiter un-
tersucht. Jedoch berücksichtigt keines dieser Ergebnisse inverse Probleme. Es
wird stets davon ausgegangen, dass die gesuchte Größe direkt messbar sei.
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Die ersten Resultate dieser Art für inverse Probleme können in [Bis+07] im
Kontext der Dichteentfaltung und in [BBH10] für inverse Regressionsprobleme
gefunden werden.
Aus der Grenzverteilung Z ist es möglich, die Breite des gleichförmigen Kon-
ﬁdenzbandes C(α) zu berechnen. Somit ist die Wahrscheinlichkeit, die wahre
Verteilung f(x) nicht komplett mit dem Band, in dessen Zentrum der Schätzer
fˆ(E) liegt, einzuschließen, maximal α. Formell ausgedrückt:
P
(
fˆ(E)− C(α) ≤ f(E) ≤ C(α) + fˆ(E)
)
≥ 1− α
für alle E ∈ [Euntere Grenze, Eobere Grenze].
(4.2)
Für geringe Stichprobengrößen, so wie sie tatsächlich verfügbar sind, sind
Approximationsgenauigkeiten von Verteilungen, wie der von Z, gering. Deshalb
sind Methoden, die auch in solchen Fällen verlässliche Resultate liefern, von
Interesse. Zu diesen Methoden zählt z. B. die Bootstrapmethode [Efr79]. Die-
se haben üblicherweise dasselbe asymptotische Verhalten wie auf Grenzver-
teilungen basierende Methoden, jedoch liefern sie ein besseres Verhalten für
endliche Stichprobenumfänge, d. h. sie sind verlässlicher bei der Datenanaly-
se.
Bootstrap bezeichnet im AllgemeinenMethoden basierend auf wiederholtem
Ziehen von Beobachtungen, um Verteilungen statistischer Größen oder deren
Charakteristika zu schätzen. Die Idee hierbei ist, aus einem Datensatz der Grö-
ßeN viele neue Datensätze mit gleichen Eigenschaften zu erzeugen und diese
auf dieselbe Weise zu analysieren. Durch diese wiederholte Durchführung der
Analyse lässt sich die statistische Unsicherheit der Analysemethode bestim-
men. Eine genaue Erklärung der hier verwendeten Methoden und Algorithmen
beﬁndet sich in Abschnitt 4.2.
4.1.3. Anwendbarkeit und Alternativen
Die bisherigen Methoden und Resultate für uniforme Konﬁdenzbänder sind für
inverse Probleme nur gültig, wenn eine Größe geschätzt wird, bei der die Feh-
ler von Bin zu Bin nicht zu stark variieren. Die Energieverteilung der Neutrinos
geht jedoch über mehrere Größenordnungen, so dass die absoluten Fehler der
starkpopuliertenBinsdieder anderenkomplett dominierenwürden.Betrachtet
man den relativen Fehler, ist das Verhalten umgekehrt. Im Kontext der Dichte-
schätzung beinhaltet die Standardisierung des Grenzwertsatzes die ursprüng-
liche Dichte g, siehe Gleichung (3.7). In den Bereichen, in denen die Dichte groß
ist, können bessere Aussagen gemacht werden, weil dort mehr Daten verfüg-
bar sind. In den Bereichen, in denen dieWahrscheinlichkeitsdichte jedoch klein
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ist, sind die Bänder breiter. Diese Methode kann nur genutzt werden, wenn die
Dichte g aus Gleichung (3.7) gut genug geschätzt wird.
Aus diesem Grund wird hier eine weitere Methode genutzt, welche die Vor-
teile der Bänder und der punktweisen Konﬁdenzintervalle verbindet. In dieser
werden punktweise Konﬁdenzintervalle genutzt, jedoch wird mit der Bonferro-
ni Methode [Dun61] sichergestellt, dass die Wahrscheinlichkeit, die Bänder an
mindestens einem Punkt zu verletzen, kleiner als α ist.
Diese Bonferroni-korrigierten Bänder tendieren dazu, breiter zu sein als nor-
maleKonﬁdenzbänder, dies ist jedochnur signiﬁkant,wenndieAnzahl anPunk-
ten, an denen die Energie geschätzt wird, groß ist [ES93], d. h. E1, . . . , En mit
n & 200. Die Implementierung nutzt punktweise Intervalle mit dem Niveau α′ =
α/n. Dadurch ist das globale Niveau der Konﬁdenzen von oben durch α limi-
tiert, solch konstruierte Bonferronibänder sind demnach konservativ.Wie zuvor
schon erwähnt, werden die Bonferronibänder mit der Anzahl der Datenpunkte
breiter, bei der hier genutzten Anzahl von n = 9 ist die Methode jedoch noch
anwendbar.
4.2. Implementierung
Im Folgenden wird der Bootstrapalgorithmus beschrieben, mit dem die Kon-
ﬁdenzintervalle bestimmt werden. Der Datensatz beinhaltet N Neutrinos und
das ﬁnale Histogramm hat n Bins an den Stellen Ei. Die komplette Bootstrap-
schleife wirdM mal wiederholt, wobei j die aktuelle Nummer des Durchgangs
darstellt, d. h. j = 1, . . . ,M . Die GrößeM kann unabhängig von den Größen N
und n gewählt werden.
Für alle in diesem Abschnitt beschriebenen Methoden zur Berechnung eines
Konﬁdenzintervalls verlaufendie Schritte 0 bis 2 immer gleich. LediglichSchritt
3 unterscheidet die Methoden voneinander.
Schritt 0: Datensatz mitN Ereignissen aufnehmen.
Schritt 1: Berechne fˆ(E), die Entfaltung des Energiespektrums aus denN ge-
messenen Ereignissen an den Punkten E1, . . . , En.
Schritt 2: Die folgenden Schritte beinhalten das eigentliche Bootstrapverfah-
ren. Die Punkte (i) bis (iii) werdenM mal wiederholt, wobeiM hinreichend
groß gewählt werden sollte.
(i) Einen Datensatz mit N Ereignissen generieren, deren Energievertei-
lungder gemessenenVerteilung fˆ(E)entspricht.DieAnzahlN ist hier
dieselbe wie in Schritt 1.
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(ii) Den erzeugten Datensatz so falten, dass er den Daten aus Schritt 0
entspricht.
(iii) Diese Datenwerden nun entfaltet, um das Energiespektrum fˆ∗j (E) zu
erhalten. Für jedes Energiebin Ei wird nun die Abweichung Sij zwi-
schen fˆ(E) und fˆ∗j (E) berechnet
Sij := |fˆ(Ei)− fˆ∗j (Ei)|, (4.3)
und die maximale Abweichung für diesen Durchlauf, wie in (4.1) be-
schrieben,
Sj := max
E1,...,En
Sij . (4.4)
Schritt 3: Aus den in Schritt 2 berechneten Abweichungen Sij und Sj werden
nun die unterschiedlichen Konﬁdenzen zu dem Niveau α berechnet.
Punktweise Konﬁdenzintervalle für Ei: Die 1− α-Quantile q(i)1−α aus der
Menge Si1, . . . , S
i
M können für jedes i einzeln bestimmt werden.
• Man sortiere die Abstände Sij der Größe nach: S
i
(1) ≤ Si(2) ≤ . . . ≤
Si(M).
• Die Größe
q(i)1−α =
{
Si(M ·(1−α)) wenn M · (1− α) ∈ N
Si(bM ·(1−α)+1c) wenn M · (1− α) /∈ N
ist der üblicherweise gewählte Schätzer für das 1− α-Quantil.
DiepunktweisenKonﬁdenzintervalle fürdasEnergiespektrumanden
Punkten Ei sind somit gegeben als f(Ei)∓ q(i)1−α.
Gleichmäßige Konﬁdenzbänder: Die Berechnung der gleichförmigen Bän-
der geschieht analog zu den punktweisen Intervallen, jedoch werden
die Werte von Sij sortiert. Daraus ergibt sich schließlich das Quantil
qu1−α, so dass das Konﬁdenzband als f(Ei)∓ qu1−α gegeben ist.
Bonferroni-korrigierte Konﬁdenzbänder: Bei der Bonferronikorrektur wer-
den die Quantile für jeden einzelnen PunktEi bestimmt. Jedoch wird
α durch α/n ersetzt, wie in Abschnitt 4.1.3 beschrieben. Die Quantile
q(i)1−α/n werden wie zuvor aus der Verteilung Sij berechnet. Das Bon-
ferroniband zu dem Konﬁdenzlevel α ist somit gegeben als f(Ei) ∓
q(i)1−α
n
.
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Abbildung 4.1.: Hier ist die Energieverteilung der Ereignisse zu sehen, die als Signal-
Monte-Carlo genutztwerden.Aufder linkenSeite sinddie 12 · 106 generiertenEreig-
nisse aufgetragen. Auf der rechten Seite ist der Einﬂuss der Akzeptanzformel (4.5)
zu sehen, es bleiben lediglich 196724 Ereignisse zur Anwendung übrig.
4.3. Test auf Monte-Carlo-Simulationen
Um die Praktikabilität der Methode zu zeigen, wird sie auf Monte-Carlo-Daten
angewendet. Die erzeugten Ereignisse folgen einem in der Astroteilchenphysik
üblichen Potenzgesetz (Abbildung 4.1) und die Observablen, die von der Ener-
gie abhängen, folgen der gleichen Verteilung wie echte Daten, vergleiche Abbil-
dung4.2mit [Mil+13]. Diemit dieserMethodeberechnetenKonﬁdenzenwerden
mit denen von TRUEE verglichen. Die Simulation beinhaltet auch eine Akzep-
tanz, um das Verhalten widerzuspiegeln, dass nicht alle Ereignisse tatsächlich
gemessen werden. Die energieabhängige Akzeptanzwahrscheinlichkeit
P (E) =
(
1− exp
(− log10(E)
2
))13
(4.5)
liefert ein Ergebniswie es vonDatenbekannt ist. Ihr Einﬂuss ist in Abbildung 4.1
zu sehen.
Die Ereignisse wurden mit einer Energieverteilung generiert, die einem Po-
tenzgesetz der Form E−2 folgt. Als Pseudodaten wurden 3 · 106 Ereignisse si-
muliert, so dass ca. 50 000 Ereignisse akzeptiert wurden. Für das Monte-Carlo
wurden 12 · 106 Ereignisse simuliert, was in ca. 200 000 akzeptierten Ereignis-
sen resultiert. Die Ereignisse wurden alle in einem Energiebereich von 102 GeV
bis 105 GeV erzeugt.
4.3.1. Anwendung der Methode
Zunächst werden die Bonferronibänder wie zuvor beschrieben berechnet und
mit den Fehlern aus TRUEE verglichen. Dafür werden in M = 1000 Wiederho-
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Abbildung 4.2.: Diese Abbildung zeigt die Abhängigkeit der beiden generierten Ob-
servablen von der Energie. Der Verlauf ist ähnlich dem in echten Daten (siehe
[Mil+13]).
Binnumber E[log10(GeV)]
Bin 1 2,00 - 2,33
Bin 2 2,33 - 2,67
Bin 3 2,67 - 3,00
Bin 4 3,00 - 3,33
Bin 5 3,33 - 3,67
Bin 6 3,67 - 3,00
Bin 7 3,00 - 3,33
Bin 8 3,33 - 4,67
Bin 9 4,47 - 5,00
Tabelle 4.1.: Tabelle der Bingrenzen, die für den Test der Methode genutzt wurden
lungen 50000 Ereignisse jeweils neu generiert und entfaltet. Dieses Ergebnis
ist im folgenden Abschnitt Bootstrap zu sehen.
Als zweiter Test werden, anstatt die gemessene Verteilung neu zu generieren,
aus den in Schritt 0 erhaltenen Daten N Ereignisse mit Zurücklegen gezogen.
Danach wird der neu gezogene Datensatz entfaltet und die Abweichungen wer-
den bestimmt. Dieser Prozess wird ebenfalls M = 1000 mal wiederholt. Auf
diese Weise kann ein Fehler auch dann abgeschätzt werden, wenn die Erstel-
lung von Monte-Carlo-Simulationen zu zeitintensiv ist.
Die Wahl des Binnings ist in Tabelle 4.1 gezeigt. Diese ist für beide Anwen-
dungstests identisch.
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Bootstrap
Wie zuvor beschrieben werden für diesen Anwendungstest ca. 50 000 Ereignis-
se in einemEnergiebereich von102 GeVbis 105 GeV1000mal neu generiert, ent-
faltet und die Abweichungen zur ursprünglichen Entfaltung berechnet.
Abbildung 4.3 zeigt die Ergebnisse der Fehlerabschätzung. Die schwarz ge-
strichelte Linie zeigt die wahre Verteilung der Ereignisse, die in Schritt 1 ent-
faltet wurden. Die schwarze Linie zeigt das Entfaltungsergebnis mit den von
TRUEE berechneten Fehlern, die auf ein Signiﬁkanzniveau von α = 0,05 ska-
liert wurden. Die punktweise berechneten Konﬁdenzintervalle für das Niveau
von α = 0,05 sind gestrichelt in Rot dargestellt. Da der Unterschied zwischen
den beiden sehr klein ist, sind die Unterschiede in dem Plot kaum zu erkennen.
Um die gute Übereinstimmung deutlich zu machen, ist in dem unteren Teil der
Quotient der beiden punktweisen Konﬁdenzintervalle aufgetragen. Als grünes
Band ist ein Bonferroni-korrigiertes Konﬁdenzband mit dem Signiﬁkanzniveau
α = 0,1 gezeigt. Tabelle 4.2 zeigt alle Werte dieser Abbildung.
Die abgeschätzten punktweisen Konﬁdenzintervalle stimmen gut mit denen
aus TRUEE überein. Einzig im ersten Bin sind die Intervalle aus unserer Metho-
de 49%größer. Erfahrungsgemäß unterschätzt TRUEE den Fehler im ersten Bin
häuﬁg. Dies hat die langjährige Anwendung auf unterschiedlichsten Daten ge-
zeigt. EinGrunddafür ist die zu kleinerenEnergien abfallendeAkzeptanz. Durch
die Korrektur werden leichte Abweichungen vergrößert, dies scheint bei TRUEE
nicht mit berücksichtigt zu sein.
Das mit der Bonferronimethode korrigierte Band ist trotz des kleineren Sig-
niﬁkanzniveaus breiter. Dies liegt an der zuvor schon beschriebenen Tatsache,
dass hier die Wahrscheinlichkeit für die Verletzung des gesamten Bandes und
nicht nur der einzelnen Punkte berechnet wird. Daher ist ein direkter Vergleich
der Zahlen nichtmöglich.MöchtemandenVerlauf eines ganzenSpektrumsund
nicht nur der einzelnen Punkte testen, so ist die Bonferronikorrektur eine gute
Methode.
Ziehen mit Zurücklegen
Für diesenAnwendungstestwurdennur einmal Ereignisse generiert, welche als
Daten dienen. ImFall der Anwendung auf Daten bedeutet das, dass keinMonte-
Carlo-Datensatz erzeugt werden muss, um den Fehler abzuschätzen. Aus den
N ≈ 50000 Ereignissen wird für jeden derM = 1000 Durchläufe ein neuer Da-
tensatz erzeugt, indemN Ereignissemit Zurücklegengezogenwerden.Dadurch
erhält man unterschiedliche Datensätze aus der gleichen Grundverteilung, oh-
ne diese simulieren zu müssen.
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Abbildung4.3.:DieAbbildungzeigt dieErgebnissederEntfaltung vonca. 50 000Monte-
Carlo-Ereignissen mit unterschiedlichen Fehlerabschätzungen. Die gestrichelte Li-
nie stellt die wahre Verteilung dar, welche von dem Entfaltungsergebnis in Schwarz
sehr gut getroffen wird. Die Fehlerbalken der Ergebnisse von TRUEE sind auf das
Signiﬁkanzniveau von α = 0,05 skaliert. In gestricheltem Rot sind die punktwei-
se per Bootstrap berechneten Fehler eingetragen. Diese unterscheiden sich kaum,
weshalb im unteren Teil der Abbildung der Quotient aus den beiden punktweisen
Konﬁdenzintervallen aufgetragen ist. In Grün ist ein Bonferroniband mit α = 0,1
eingezeichnet.
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TRUEE punktweise Bonferroni
Bin Wahrheit Ergebnis 95% Intervall 95% Intervall 90% Intervall
1 1 609 925 1568551 62651 93179 113271
2 746239 753440 29658 31504 37095
3 346003 341591 15760 15519 18897
4 161162 159515 6391 6732 8480
5 74781 76981 4484 4709 6199
6 34717 34615 1968 2120 2863
7 16258 15535 962 1079 1321
8 7496 7403 541 568 705
9 3419 3599 427 444 554
Tabelle 4.2.:Die Tabelle zeigt die gute Übereinstimmung von sowohl der wahren Vertei-
lung und des Entfaltungsergebnisses als auch von den auf unterschiedliche Weise
berechneten punktweisen Konﬁdenzintervallen. Die Diskrepanz der Fehler im er-
sten Bin wird im Text genauer erörtert. Die Tatsache, dass die Werte des Bonferro-
nibandes größer sind, liegt in der Methode an sich begründet, wie zuvor erläutert.
Diese M Datensätze werden nun, wie zuvor auch, unabhängig von einander
entfaltet. Aus denM Ergebnissenwerden abermals die AbständeSij berechnet,
um die Quantile q(i) zu bestimmen. Des Weiteren wurde auch der Median der
Entfaltungen gebildet, um zu zeigen, dass sich die Verteilung nicht ändert.
Die Ergebnisse sind inAbbildung4.4 dargestellt. Die Entfaltungder ursprüng-
lichen Daten ist in Schwarz abgebildet. In Rot sind die Mediane derM Entfal-
tungen mit den punktweisen Konﬁdenzintervallen zu dem Niveau α = 0,32 ge-
zeigt. Die gute Übereinstimmung auch in nicht logarithmischer Darstellung ist
in Tabelle 4.3 zu sehen.
Die gute Übereinstimmungmit den in TRUEE berechneten Konﬁdenzinterval-
len zeigt, dass es auch durch die wiederholte Anwendung der Entfaltung mög-
lich ist, gleich gute Fehlerabschätzungen zu erhalten. Somit können für eine
beliebigeMethode zur Lösung inverser ProblemeKonﬁdenzintervalle bestimmt
werden, welche demQualitätsniveau derer von TRUEE berechneten entspricht.
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Abbildung 4.4.: Die Abbildung zeigt das Ergebnis der ursprünglichen Entfaltung in
Schwarz. Das Ergebnis aus der Methode mit Ziehen und Zurücklegen ist in Rot dar-
gestellt. Im unteren Plot ist die gute Übereinstimmung der unterschiedlichen Feh-
ler zu erkennen. Die Werte dieser Histogramme in Tabelle 4.3 zeigen, dass die gute
Übereinstimmung nicht an der logarithmischen Darstellung liegt.
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TRUEE Ziehen mit Zurücklegen
Bin Ergebnis 1σ Intervall Median 1σ BS Intervall
1 1 725 407 35162 1755927 32448
2 828784 16645 842400 16084
3 375750 8845 382402 8495
4 175466 3587 178458 3686
5 84679 2517 85883 2384
6 38077 1105 38686 1139
7 17089 540 17420 533
8 8143 304 8274 324
9 3959 240 4005 249
Tabelle 4.3.: Es liegt eine hervorragende Übereinstimmung der Ergebnisse aus TRUEE
und der durch Ziehenmit Zurücklegen bestimmenWerte vor. Somit könnenmit die-
serMethode für beliebige Lösungsprogramme von inversen ProblemenKonﬁdenzen
mit vergleichbarer Qualität wie sie TRUEE berechnet abgeschätzt werden.
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Für das Stacking der in Abschnitt 2.3 beschriebenen Quellkataloge wurde die
gleiche Software genutzt wie für die gewöhnliche Stackinganalyse in IceCube.
Um jedoch eine Beeinﬂussung der Entfaltungweitgehend auszuschließen, wird
das Stacking ohne eine energieabhängige Variable durchgeführt. Die Analyse
wurde bereits auf der ICRC 2013 in Rio vorgestellt und ist in den Proceedings
veröffentlicht [TC13].
5.1. Selektion der Ereignisse
Bevor mit der Analyse begonnen werden kann, muss zunächst der Untergrund
aus atmosphärischenMyonen und fehlrekonstruierten Ereignissen aus denDa-
ten entfernt werden. Dazu gibt es einen gemeinsamen Datensatz der Punkt-
quellen-Analysegruppe in IceCube [THE13]. Zur Trennung von Daten und Unter-
grundwurden zwei verschiedeneBoostedDecision Trees (BDTs) kombiniert. Der
erste wurde für ein E−2 Spektrum optimiert, während der andere für ein E−2,7
Spektrum optimiert wurde. Der ﬁnale Datensatz beinhaltet 43 339 Neutrinoer-
eignisse und hat eine 4,7%ige Verunreinigung durch Myonen, welche anhand
von Monte-Carlo Studien abgeschätzt wurden. Die erzielten Resultate werden
in Tabelle 5.2 mit den bis dahin üblichen Schnitten verglichen.
BDT Schnitte
E2 Efﬁzienz (zu L3 up-going) 58,4% 48,0%
Atm. ν Efﬁzienz (zu L3 up-going) 27,8% 20,3%
Myonverunreinigung 4,7% 4,5%
Datenrate [s−1] 1,4 · 10−3 1,1 · 10−3
Atm. ν rate [s−1] 1,5 · 10−3 1,1 · 10−3
Tabelle 5.1.: Angaben zur Qualität des IC59 Punktquellen Datensatzes.
Um eine Verteilung entfalten zu können, wird eine gewisse Anzahl an Ereig-
nissen benötigt. Dies gilt auch für die hier angestrebte Entfaltung des Energie-
spektrums. Diese Anzahl ist abhängig von der Größe des gewählten Energiebe-
reichs, der Größe der Bins in diesemBereich und der allgemeinen Energieauﬂö-
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sungdesDetektors. Tests zeigten, dass für den IceCube-Detektor eineMindest-
anzahl von 1000 Ereignissen benötigt wird, da Entfaltungen mit weniger Ereig-
nissen deutlich schlechtere Ergebnisse lieferte. Die tatsächlich gewählte Brei-
te der Bins liegt im Bereich der Energieauﬂösung des Detektors. Die Anzahl der
Bins und somit der ganze Energiebereich wurde so gewählt, dass auch in den
letzen Bins noch Ereignisse vorhanden sind.
Aus diesem Grund werden die 1000 Ereignisse zur Entfaltung genutzt, denen
vom Stackingalgorithmus die höchsten S/B-Werte zugewiesen wurden. Um Da-
ten, Monte-Carlo und Untergrund gleich zu behandeln, muss für jeden Katalog
ein S/B-Wert bestimmtwerden, derminimal erlaubt ist, um die gewünschte An-
zahl Ereignisse zu erhalten. Dazuwurden 2000 verschiedeneUntergrunddaten-
sätze generiert, für die jeweils dieser S/B-Wert ermittelt wird. Aus diesen 2000
S/B-Werten wurde der Median, als robuster Schätzer, genommen, um ihn so-
wohl für die Daten als auch Monte-Carlo zu verwenden.
Ereignisse
Katalog S/B-Wert in Monte-Carlo in Daten
Milagro 17 7,34 5228 937
Supernova Überreste 0,06 4126 1002
Starburst Galaxien 14,22 5762 1006
Wolfrayet Binärsterne 0,33 5700 934
Tabelle 5.2.: Werte für den per Median über 2000 Untergrund Datensätze ermittelte
S/B-Werte und die daraus resultierenden Ereigniszahlen in Daten undMonte-Carlo.
5.2. Entfaltung
Zunächst müssen für die Entfaltungen Observablen ausgewält werden, welche
von der Energie abhängen. Danach muss für jeden Katalog eine passende Pa-
rameterkombination gefundenwerden, bevor aus dem Entfaltungsergebnis die
Sensitivitäten berechnet werden können.
5.2.1. Wahl der Variablen
Für die Entfaltung der Energie können bis zu drei Observablen genutzt werden,
die von der Energie abhängig sein sollten. Umausder Vielzahl der zur Verfügung
stehenden Observablen drei geeignete zu wählen, wurde der Maximum Rele-
vance Minimum Redundancy (MRMR) Algorithmus genutzt [DP05; PLD05]. Die-
ser Algorithmus sortiert Observablen nach ihrer Abhängigkeit zur Zielvariablen,
34
5.2. Entfaltung
log10(s/b ratio)
-5 -4 -3 -2 -1 0 1 2 3 4 5
#
1
10
210
310
(a) Starburst
log10(s/b ratio)
-5 -4 -3 -2 -1 0 1 2 3 4 5
#
1
10
210
(b)Milagro
log10(s/b ratio)
-5 -4 -3 -2 -1 0 1 2 3 4 5
#
1
10
210
(c) SNR
log10(s/b ratio)
-5 -4 -3 -2 -1 0 1 2 3 4 5
#
1
10
210
(d)Wolf-Rayet
Abbildung5.1.:Die Abbildungen zeigen für jedenKatalog eine Verteilung der S/B-Werte.
Eingezeichnet ist der Wert, an dem geschnitten wird, um 1000 Ereignisse zu erhal-
ten. Der SNR-Katalog benötigt einen sehr kleinenWert zumSchneiden. Dies liegt an
der geringen Anzahl an Quellen in diesem Katalog.
in diesemFall Energie, und ihrer Unabhängigkeit untereinander. Dadurch sollen
möglichstwenig redundante Observablen gewählt werden. DerMRMRAlgorith-
mus wurde mit Hilfe von RapidMiner [Mie+06] auf die Daten angewendet.
Dabei kommt es vor, dass aufgrund der hohen Unabhängigkeit untereinander
Observablen mit schwacher oder sogar keiner Abhängigkeit zur Zielvariablen
gewählt werden. Um dies zu verhindern, wurde ein vorheriger Schnitt auf die
Pearson-Korrelation angewendet, der gewährleistet, dass nur Observablenmit
einer Korrelation von |ρ| > 0, 7 gewählt werden. Da die Abhängigkeiten von der
Energie in verschiedenenEnergiebereichenunterschiedlich sind,wurdendie 10
besten vonMRMRbewerteten Observablen analysiert und jene ausgewählt, die
eine möglichst gleichmäßige Abhängigkeit über den gesamten Energiebereich
aufzeigten.
Die drei gewählten Attribute sindMPEFitPhotorecEnergy_dE/dx (mprEn), ei-
ne Rekonstruktion des Energieverlusts pro Strecke; NPulses, die Anzahl der
Pulse, die während eines Ereignisses aufgenommen wurden und NString, die
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Anzahl der getroffenen Strings des Detektors. Abbildung 5.2 zeigt die Abhän-
gigkeit dieser drei Observablen von der Energie, Abbildung 5.3 zeigt die Abhän-
gigkeiten untereinander.
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Abbildung 5.2.: Diese Abbildung zeigt die Abhängigkeiten der gewählten Observablen
von der Energie. Auf der rechten Seite sind die jeweiligen Proﬁlplots zu sehen. Ideal
wäre eineEineindeutigkeit, dies ist jedochnicht gegeben. Ein linearer Anstieg in den
Proﬁlplots, wie auch hier zu sehen, ist dasBeste,wasmit demDetektor zu erreichen
ist.
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Abbildung 5.3.: Diese Abbildung zeigt die Abhängigkeiten der gewählten Observablen
untereinander. Abhängigkeiten unter den Variablen lassen sich nicht komplett ver-
meiden. Die Verteilungen in Verbindung mit NString sind zumindest für kleine An-
zahlen von NString ﬂach. Auf der rechten Seite sind die jeweiligen Proﬁlplots zu se-
hen.
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5.2.2. Wahl der Entfaltungsparameter
Die Wahl der Entfaltungsparameter ergibt sich aus den Ergebnissen der Kon-
trollmechanismen von TRUEE, welche in Abschnitt 3.2 beschrieben sind. Die-
ses Kapitel zeigt nur die wichtigsten Plots aus diesen Mechanismen, die übri-
gen Abbildungen ﬁnden sich in Anhang A.
Starburst
Abbildung 5.4 zeigt eine Testentfaltung vonMonte-Carlo-Daten. Im unteren Teil
ist die sehr gute Übereinstimmung derMonte-Carlo-Wahrheit mit den entfalte-
ten Ergebnissen zu sehen. Allein im ersten und dritten Bin schließt der Fehler-
balken der Entfaltung die Monte-Carlo-Wahrheit nicht mit ein. Es ist bei einer
Anzahl von 12 Bins zu erwarten, dass nicht alle Ergebnisse innerhalb von 1σ
liegen.
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Abbildung 5.4.: Im oberen Teil ist das Ergebnis einer Testentfaltung für den Starburst-
katalog gezeigt. Auf der y-Achse ist die Anzahl der entfalteten Ereignisse pro Bin-
breite aufgetragen, während auf der x-Achse der Zehnerlogarithmus der Monte-
Carlo-Energie aufgetragen ist. Im unteren Teil ist die Differenz derWahrheit und des
entfalteten Ergebnisses normiert auf die Wahrheit dargestellt.
Der Pullmode zeigt systematische Abweichungen von mehr als 1σ im ersten
und letzten Bin (siehe Abbildung 5.5). Dies wird imweiteren Verlauf der Analyse
berücksichtigt, indemfürdie schlussendlicheBerechnungnichtder gemessene
Wert N , sondern der Wert N ± σ verwendet wird, je nachdem ob systematisch
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über- oder unterschätzt wird. Für die Entfaltung wurden 4 Freiheitsgrade und
12 Knoten gewählt.
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Abbildung 5.5.:Mittelwerte aus demPullmode von TRUEE für den Starburstkatalog. Im
erstenund letztenBin ist die systematischeAbweichunggrößer als 1σ, deshalbwird
zur weiteren Berechnung der Limits für den ersten BinN −σ und für den letzten Bin
N + σ verwendet.
Milagro
Abbildung 5.6 zeigt eine Testentfaltung des Milagrokatalogs für die gewählten
Parameter von 4 Freiheitsgraden und 10 Knoten. Die Übereinstimmung ist so-
wohl beim Test als auch beim Pullmode nicht mehr so gut wie beim Starburst
Katalog, jedoch sind die für die Sensitivität wichtigeren Hochenergiebins gut
rekonstruiert.
Die schlechtereQualität der Entfaltung resultiert ausder FormdesDetektors.
Da die galaktischen Quellen vorwiegend bei ﬂachen Zenitwinkeln liegen, fehlen
durch die Anisotropie des Detektors Informationen für einige Ereignisse.
Der Pullmode zeigt für vier der Bins eine Abweichung von mehr als 1σ, auch
diesewerden für die folgendenBerechnungen korrigiert. Dadie Abweichung zu-
sätzlich noch in den niedrigen Energien auftaucht, spielt sie für die Berechnung
eines Limits für ein einfaches Potenzgesetz nur eine untergeordnete Rolle.
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Abbildung 5.6.: Im oberen Teil ist das Ergebnis einer Testentfaltung für den Milagroka-
talog gezeigt. Auf der y-Achse ist die Anzahl der entfalteten Ereignisse pro Binbrei-
te aufgetragen, während auf der x-Achse der Zehnerlogarithmus der Monte-Carlo-
Energie aufgetragen ist. Im unteren Teil ist die Differenz der Wahrheit und des ent-
falteten Ergebnisses normiert auf die Wahrheit dargestellt.
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Abbildung 5.7.:Mittelwerte aus dem Pullmode von TRUEE für den Milagrokatalog. Vier
der 12 Bins zeigen größere Abweichungen. Diesewerden für dieweitere Berechnung
ebenfalls korrigiert.
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Supernova Überreste nahe Molekülwolken
Passende Parameter für diesen Katalog zu ﬁnden, erwies sich als hochgradig
nichttrivial. Die Quellen liegen in diesem Katalog bei noch niedrigeren Zenit-
winkeln als die Milagroquellen. Dadurch gehen bei noch mehr Ereignissen In-
formationen im noch nicht vollständigen Detektor verloren. Das beste Ergebnis
wurde bei vier Freiheitsgrade und 11 Knoten erzielt.
Wie bereits in Abbildung 5.8 zu sehen ist, deutet sich eine größere Abwei-
chung von wahrem Wert und entfaltetem Ergebis an. Der Pullmode bestätigt
dies und zeigt systematische Abweichung inmehrerenBins.Wieder sind jedoch
die Hochenergiebins nicht betroffen. Somit ist eine weitere Auswertungmit der
Korrektur auch hier bereits möglich.
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Abbildung 5.8.: Im oberen Teil ist das Ergebnis einer Testentfaltung für den SNR-
Katalog gezeigt. Auf der y-Achse ist die Anzahl der entfalteten Ereignisse pro Bin-
breite aufgetragen, während auf der x-Achse der Zehnerlogarithmus der Monte-
Carlo-Energie aufgetragen ist. Im unteren Teil ist die Differenz derWahrheit und des
entfalteten Ergebnisses normiert auf die Wahrheit dargestellt.
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Abbildung 5.9.: Mittelwerte aus dem Pullmode von TRUEE für den SNR-Katalog. Die
Bins mit Abweichungen werden für die weitere Berechnung ebenfalls korrigiert.
Wolf-Rayet-Sternsysteme
Für den Katalog derWolf-Rayet-Sternsysteme konnten keine Parameter gefun-
denwerden, umeine zufriedenstellende Entfaltung zu garantieren. Diemeisten
der Quellen liegen am Südhimmel und konnten deshalb nicht betrachtet wer-
den. Die übrigen Quellen liegen so, dass Ereignisse vermehrt durch den noch
nicht fertig gestellten Teil des Detektors gehen. Somit geht Information verlo-
ren, welche für die Entfaltung nötig wäre. Sowohl im Testmode als auch imPull-
mode sieht man eine sehr große Abweichung zwischen der tatsächlichen Ener-
gie und der entfalteten Energie.
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Abbildung 5.10.: Im oberen Teil ist das Ergebnis einer Testentfaltung für den WR-
Katalog gezeigt. Auf der y-Achse ist die Anzahl der entfalteten Ereignisse pro Bin-
breite aufgetragen, während auf der x-Achse der Zehnerlogarithmus der Monte-
Carlo-Energie aufgetragen ist. Im unteren Teil ist die Differenz derWahrheit und des
entfalteten Ergebnisses normiert auf die Wahrheit dargestellt.
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Abbildung 5.11.: Mittelwerte aus dem Pullmode von TRUEE für den WR-Katalog. Die
Bins mit Abweichungen werden für die weitere Berechnung ebenfalls korrigiert.
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5.3. Sensitivitäten
Als Sensitivität wird im Folgenden das Ergebnis einer reinen Untergrundmes-
sung bezeichnet. Um den erwarteten Untergrund zu bestimmen, wurde der Azi-
mutwinkel für jedes Ereignis im Datensatz gewürfelt, um eine Gleichverteilung
zu erhalten. Da im Azimut eine Gleichverteilung der Untergrundereignisse er-
wartet wird, ist somit sichergestellt, dass kein Signal, d.h. eine Häufung von
Ereignissen von einem ausgezeichneten Ort in den Daten verbleibt.
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Abbildung 5.12.: Ergebnisse aus der Untergrundanalyse des Starburstkatalogs. (a)
zeigt das Ergebnis der Untergrundstudie. In (b) sind die daraus resultierenden Er-
eignissensitivitäten zum90%Niveauberechnet.Mit der effektiven Fläche (c)wurde
daraus die Sensitivität auf einen Fluss berechnet (d).
Der so erhaltene neue Datensatz wurde daraufhin wie die echten Daten ent-
faltet. Auf diese Weise erhält man eine Untergrundabschätzung für jedes En-
ergiebin. Um einen robusten Wert zu erhalten, wurde dieser Prozess 2000 mal
wiederholt. Dies ist eine in IceCube übliche Anzahl an randomisierten Daten-
sätzen. Sollte sich im späteren Verlauf zeigen, dass es größere Abweichungen
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zu der gefundenen Untergrundverteilung gibt, so werden mehr randomisierte
Datensätze erzeugt, um auch Abweichungen von 5σ zu berücksichtigen. In die
Verteilung dieser Bininhalte wurde eine Gaußfunktion geﬁttet. Der Mittelwert
dieser Gaußfunktion wurde als erwarteter Untergrund genutzt und das σ als
dessen Fehler. Abbildung 3.5 zeigt eine dieser Verteilungen samt Fit.
Nutzt man nun den erwarteten Untergrund als Signal so wie als Untergrund
in der in Abschnitt 3.3 beschriebenen Methode, so erhält man eine Sensitivität
zu dem gewünschten Signiﬁkanzniveau für Ereignisse in jedem Bin. Als Signi-
ﬁkanzniveau wurde 90% gewählt. Diese Ereignisse müssen mit der effektiven
Flächeundder Zeit, die derDetektor gemessenhat, in einenFluss umgerechnet
werden. Die Ergebnisse dieser Untergrunduntersuchung sowie die Zwischener-
gebnisse bis hin zur Sensitivität sind in den Abbildungen 5.12-5.14 gezeigt.
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Abbildung 5.13.: Ergebnisse aus der Untergrundanalyse des Milagrokatalogs. (a) zeigt
das Ergebnis der Untergrundstudie. In (b) sind die daraus resultierenden Ereignis-
sensitivitäten zum 90% Niveau berechnet. Mit der effektiven Fläche (c)wurde dar-
aus die Sensitivität auf einen Fluss berechnet (d).
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Abbildung 5.14.: Ergebnisse aus der Untergrundanalyse des SNR-Katalogs. (a) zeigt
das Ergebnis der Untergrundstudie. In (b) sind die daraus resultierenden Ereignis-
sensitivitäten zum 90% Niveau berechnet. Mit der effektiven Fläche (c)wurde dar-
aus die Sensitivität auf einen Fluss berechnet (d).
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Viele vorhergesagte Neutrinoﬂüsse folgen einem ungebrochenem Potenzge-
setz in der Form Φ = Φ0 · E−γ . Aus den hier erhaltenen modellunabhängigen
Sensitivitäten lassen sich leicht die Sensitivitäten für unterschiedliche spek-
trale Indizes γ für ein solches Potenzgesetz errechnen. Diese sind in den Ab-
bildungen 5.15a-5.15c aufgetragen. Diese Sensitivitäten sind für eine Wichtung
mit Eγ jeweils der Wert des niedrigsten Bins der modellunabhängigen Sensiti-
vitäten. Für ﬂache Verläufe des hypothetischen Flusses ist das letzte Bin jenes,
welches am sensitivsten auf einen zusätzlichen Beitrag ist. Für steilere Verläu-
fe ist jedoch das erste Bin das sensitivste. Diesen Übergang sieht man sehr gut
an der Extremstelle in den Abbildungen 5.15 bei γ ≈ 3, 2.
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Abbildung 5.15.:Die Graphen zeigen die unterschiedlichen Sensitivitäten in Abhängig-
keit des spektralen Index γ für ein einfaches Potenzgesetz. Bei der Extremstelle bei
γ ≈ 3, 2wechselt das limitierende Bin vom letzten zum ersten.
Da die Energieverteilung des Untergrunds der des atmosphärischen Flusses
entspricht, kann ein Vergleichmit denWerten anderer Analysen [Ruh13] zeigen,
dass alle Berechnungen korrekt verlaufen sind. Die Abbildungen 5.16 zeigen so-
wohl den Fluss der atmosphärischenNeutrinoﬂuss Analyse als auch den Fluss,
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der von den einzelnen Katalogen in dieser Arbeit gemessen wurde. Zusätzlich
zudenFlüssen ist auchein einfachesPotenzgesetz andieErgebnissedieser Ar-
beit geﬁttet. Somit lässt sich quantitativ der Unterschied im spektralen Index
von erwartetem Untergrund und gemessenen Daten untersuchen.
Abbildung 5.16a zeigt eine guteÜbereinstimmungmit demglobalen Ergebnis.
Ein Fit an ein Potenzgesetz der verschiedenen Flüsse ergab:
ΦVergleich ·
(
E
GeV
)2
= (0, 31± 0, 15) ·
(
E
GeV
)−(1,34±0,06)
(5.1)
ΦStarburst ·
(
E
GeV
)2
= (0, 50± 0, 32) ·
(
E
GeV
)−(1,32±0,08)
(5.2)
ΦMilagro ·
(
E
GeV
)2
= (0, 37± 0, 40) ·
(
E
GeV
)−(1,26±0,14)
(5.3)
ΦSNR ·
(
E
GeV
)2
= (0, 61± 0, 80) ·
(
E
GeV
)−(1,31±0,18)
(5.4)
Bei den Katalogenmit den galaktischen Quellen zeigt sich ein Trend zu höheren
Flüssen bei höheren Energien. Dies liegt an der Tatsache, dass die Quellen vor-
nehmlich nah amHorizont liegen, insbesondere im SNRKatalog. DerWirkungs-
querschnitt zwischenNeutrino undNukleon ist energieabhängig, dadurch sinkt
für hochenergetische Neutrinos die Wahrscheinlichkeit, absorbiert zu werden,
wenn sie vom Horizont kommen. Dadurch steigt die Anzahl an hochenergeti-
schen Neutrinos im Vergleich zu Betrachtungen des gesamten Himmels.
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Abbildung 5.16.: Die Vergleiche der gemessenen Untergrundﬂüsse mit der Vergleichs-
analyse zeigen gute Übereinstimmung. Zu beachten ist, dass die Fehlerbalken auch
systematische Fehler beinhalten und dadurch größer sind als in den Abbildungen
zuvor.
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6. Ergebnisse
Nachdem in Kapitel 5 das Vorgehen beschrieben und die Sensitivitäten berech-
net wurden, werden hier nun die Ergebnisse auf den tatsächlichen Daten von
IceCube in der 59-Stringkonﬁguration vorgestellt.
6.1. Starburst
Die Ergebnisse der Analyse mit den echten Daten sind in Abbildung 6.1 darge-
stellt. In keinem der Energiebins ist ein Exzess zu sehen. Abbildung 6.1a zeigt
den Vergleich der erwarteten Ereignisse für eine Untergrundmessung und die
der tatsächlichenDatennahme. In jedemBin liegendieWerte innerhalbderFeh-
lerbalken. Daraus resultiert, dass die Limits den Sensitivitäten im Verlauf und
in der Größe stark ähneln, siehe Abbildung 6.1b.
Die daraus resultierenden Flusslimits sind in Abbildung 6.1c aufgetragen. Ab-
bildung6.1dzeigt diemodellabhängigenFlusslimits für ein einfachesPotenzge-
setzmit unterschiedlichen spektralen Indizes, derenBerechnung imKapitel 5.3
beschrieben ist.
Auch der Unterschied in den Fitparametern ist vernachlässigbar. Gleichung
(6.1) zeigt das Fitergebnis eines einfachen Potenzgesetzes für die Untergrund-
messung, Gleichung (6.2) das Fitergebnis für das gemessene Signal. Die Pa-
rameter liegen alle innerhalb der Fehlerintervalle, ebenso wie die Einträge der
Energiebins, siehe Abbildung 6.2. Die aufgetragenen Fehler sind die systemati-
schen Fehler für eine Entfaltung mit IC59 [Ruh13].
ΦUntergrund ·
(
E
GeV
)2
= (0, 50± 0, 32) ·
(
E
GeV
)−(1,32±0,08)
(6.1)
ΦSignal ·
(
E
GeV
)2
= (0, 77± 0, 54) ·
(
E
GeV
)−(1,37±0,09)
(6.2)
Die schlussendlich ermittelten Limits zu einem Signiﬁkanzniveau von 90%
sind in Tabelle 6.1 aufgetragen. Bei Bins, in denen die Daten kleinere Limits
als die Sensitivität ergeben, wurde die Sensitivität verwendet. Dies verhindert,
dass eine Unterﬂuktuation im Untergrund das Ergebnis künstlich verbessert.
Abbildung 6.3 zeigt die Limits skaliert auf eine Quelle des Katalogs.
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Abbildung 6.1.: Ergebnisse der echten Daten des Starburstkatalogs. (a) zeigt das Er-
gebnis der Entfaltung. In (b) sind die daraus resultierenden Ereignislimits zum 90%
Niveau berechnet. Die Flusslimits wurden auf die gleiche Weise wie zuvor berech-
net (c). Die Limits für Potenzgesetze mit unterschiedlichen spektralen Indizes sind
in (d) abgebildet.
52
6.1. Starburst
E [GeV]
310 410 510
]2
 
[G
eV
/s/
sr/
cm
2
 
*
 E
Φ
-910
-810
-710
-610
-510
-410
-310
Untergrund Neutrinofluss
Signal Vergleichsfluss
Fit an die Untergrunddaten
Fit an die Daten
Abbildung6.2.:Der erwarteteUntergrundﬂussundder in denStarburstdatengesehene
Fluss im Vergleich. Sowohl die Datenpunkte als auch die Fits an ein Potenzgesetz
zeigen nur kleine Unterschiede.
Ereignisse [#] Fluss [TeV/s/cm2]
Bin unteres Limit oberes Limit unteres Limit oberes Limit
1 0 54,1 0 3,0 · 10−6
2 0 52,1 0 4,9 · 10−7
3 0 146,0 0 4,8 · 10−7
4 0 82,3 0 1,3 · 10−7
5 0 33,5 0 3,1 · 10−8
6 0 24,7 0 1,5 · 10−8
7 0 18,1 0 8,1 · 10−9
8 0 11,9 0 4,3 · 10−9
9 0 7,8 0 2,9 · 10−9
10 0 5,0 0 2,4 · 10−9
11 0 3,4 0 2,1 · 10−9
12 0 3,0 0 1,5 · 10−9
Tabelle 6.1.: Die Tabelle zeigt die Limits in unterschiedlichen Einheiten für den Star-
burstkatalog. Mit einer Wahrscheinlichkeit von 90% kann ein zusätzlicher Beitrag
größer bzw. kleiner als das angegebene Limit ausgeschlossen werden. Für Bins, die
aufgrund einer Unterﬂuktuation ein kleineres Limit liefern als die Sensitivität, wur-
de die Sensitivität als Limit gewählt.
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Abbildung 6.3.:Gezeigt sind die Flusslimits für eine durchschnittliche Quelle des Star-
burstkatalogs. Mit einer Wahrscheinlichkeit von jeweils 90% liegt ein zusätzlicher
Beitrag zum atmosphärischen Neutrinoﬂuss unterhalb der eingezeichneten Limits.
6.2. Milagro
Die Entfaltungsergebnisse für den Milagrokatalog sind in Abbildung 6.4 darge-
stellt. Es fällt auf, dass in Bin 2 und Bin 3 weniger Ereignisse gemessen wurden
als vom Untergrund erwartet, siehe Abbildung 6.4a. Dies spiegelt sich auch in
den in Abbildung 6.4b dargestellten Limitswider. Vorherige Analysen von IceCu-
be zeigten bereits, dass dieser Datensatz eine Unterﬂuktuation ist. Interessant
ist es zu sehen, dass diese Fluktuation vor allembei Energien kleiner 1 TeV liegt.
In Bin 5 ist ebenfalls eine Abweichung von der Untergrunderwartung zu er-
kennen. In diesem Fall jedoch nach oben, so dass sich auch ein unteres Limit
für dieses Bin ergibt. Dieses ist in Tabelle 6.2 aufgetragen. Es sei an dieser Stel-
le noch einmal auf das verwendete Konﬁdenzniveau von 90%hingewiesen. Das
gesehene Signal in diesem Bin ist daher in keiner Weise signiﬁkant.
Die resultierenden Flusslimits sind in Abbildung 6.4c aufgetragen. An dieser
Stelle erkennt man deutlich, weshalb bei einer Unterﬂuktuation die Sensitivi-
tät als Limit herangezogenwerden sollte. Um auf natürlicheWeise eine Verbes-
serung von zwei Größenordnungen zu erhalten, wären sonst wesentlich mehr
Daten nötig. Mit IceCube ist das in absehbarer Zeit jedoch nicht zu erreichen.
Der Unterschied zwischen dem erwarteten Untergrundﬂuss und dem Fluss
vondenQuellendesMilagrokatalogs istminimal. DieGleichungen (6.3) und (6.4)
zeigen die geﬁtteten Potenzgesetze. Sowohl die Normierung als auch der spek-
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(d)Modellabhängige Flusslimits
Abbildung 6.4.: Ergebnisse der echten Daten des Milagrokatalogs. (a) zeigt das Ergeb-
nis der Entfaltung. In (b) sind die daraus resultierenden oberen Ereignislimits zum
90% Niveau berechnet. Die oberen Flusslimits wurden auf die gleiche Weise wie
zuvor berechnet (c). Die Limits für Potenzgesetze mit unterschiedlichen spektralen
Indizes sind in (d) abgebildet.
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trale Index stimmen im Bereich der Fehler überein. Die Übereinstimmung ist
auch in der Abbildung 6.5 zu sehen. Die aufgetragenen Fehler sind die syste-
matischen Fehler für eine Entfaltung mit IC59 [Ruh13].
ΦUntergrund ·
(
E
GeV
)2
= (0, 37± 0, 40) ·
(
E
GeV
)−(1,26±0,14)
(6.3)
ΦSignal ·
(
E
GeV
)2
= (0, 41± 0, 26) ·
(
E
GeV
)−(1,29±0,08)
(6.4)
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Abbildung 6.5.: Der erwartete Untergrundﬂuss und der in den Milagrodaten gesehene
Fluss im Vergleich. Sowohl die Datenpunkte als auch die Fits an ein Potenzgesetz
zeigen Unterschiede nur im Bereich der Fehler.
Die um die Unterﬂuktuationen bereinigten Limits sind in Tabelle 6.2 darge-
stellt. Abbildung 6.6 zeigt diese 90% Limits graphisch. Durch das untere Limit
in Bin 5 ist ein E−2 Fluss nur mit einer Normierung von 1,3 · 10−9 TeV s−1 cm−2
bis 2,1 · 10−9 TeV s−1 cm−2 für den gesamten Katalog erlaubt. Für eine einzel-
ne Quelle aus dem Katalog ergibt sich daraus eine erlaubte durchschnittliche
Normierung von 7,5 · 10−11 TeV s−1 cm−2 bis 1,3 · 10−10 TeV s−1 cm−2 für einE−2
Fluss. Wobei diese Angabe aufgrund der Kombination der Limits nicht mehr für
ein 90% Niveau gilt, wie in Kapitel 4.1 beschrieben.
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Ereignisse [#] Fluss [TeV/s/cm2]
Bin unteres Limit oberes Limit unteres Limit oberes Limit
1 0 32,1 0 2,1 · 10−6
2 0 37,7 0 3,8 · 10−7
3 0 42,1 0 1,5 · 10−7
4 0 40,5 0 6,8 · 10−8
5 1,3 67,3 1,3 · 10−9 6,4 · 10−8
6 0 48,7 0 3,4 · 10−8
7 0 22,5 0 1,4 · 10−8
8 0 12,7 0 5,6 · 10−9
9 0 8,6 0 5,0 · 10−9
10 0 4,9 0 2,3 · 10−9
11 0 2,8 0 2,1 · 10−9
12 0 3,2 0 2,4 · 10−9
Tabelle 6.2.:Die Tabelle zeigt die Limits in unterschiedlichen Einheiten für denMilagro-
katalog. Mit einer Wahrscheinlichkeit von 90% kann ein zusätzlicher Beitrag größer
bzw. kleiner als das angegebene Limit ausgeschlossen werden. Für Bins, die auf-
grund einer Unterﬂuktuation ein kleineres Limit liefern als die Sensitivität, wurde
die Sensitivität als Limit gewählt.
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Abbildung 6.6.: Gezeigt sind die Flusslimits für eine durchschnittliche Quelle des Mi-
lagrokatalogs. Mit einer Wahrscheinlichkeit von jeweils 90% liegt ein zusätzlicher
Beitrag zum atmosphärischen Neutrinoﬂuss unterhalb bzw. zwischen der einge-
zeichneten Limits.
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6.3. Supernovaüberreste nahe Molekülwolken
Der Vergleich der Entfaltungsergebnisse in Abbildung 6.7a zeigt einige Abwei-
chungen von Signal und Untergrund. Bin 2 und Bin 3 zeigen, wie schon bei dem
Milagrokatalog,weniger Ereignisse imSignal als vomUntergrund erwartetwird.
Diese sind jedoch nicht ganz so stark wie zuvor, was auch in den Limits in Ab-
bildung 6.7b zu sehen ist.
In den Bins 5 bis 8 sind deutlich mehr Ereignisse zu erkennen als aus der Un-
tergrundmessung erwartet wurden. Dies resultiert jedoch nur in Bin 5 und Bin
6 in einem unteren Limit. Diese sind in Tabelle 6.3 aufgetragen. Auch hier sei
nochmal auf das Konﬁdenzniveau von 90% hingewiesen.
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Abbildung 6.7.: Ergebnisse der echten Daten des SNR-Katalogs. (a) zeigt das Ergebnis
der Entfaltung. In (b) sind die daraus resultierenden Ereignislimits zum 90%Niveau
berechnet. Die Flusslimits wurden auf die gleiche Weise wie zuvor berechnet (c).
Die Limits für Potenzgesetze mit unterschiedlichen spektralen Indizes sind in (d)
abgebildet, diese berücksichtigen nicht die unteren Limits.
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Der Vergleich des spektralen Index von der Untergrundmessung und der Si-
gnalmessung zeigt einen leichten Unterschied, der auch in Abbildung 6.8 zu er-
kennen ist. Doch auch dieser Unterschied liegt noch im Bereich der Fehler, so
wie auch der Unterschied in der Normierung. Die aufgetragenen Fehler sind die
systematischen Fehler für eine Entfaltung mit IC59 [Ruh13].
ΦUntergrund ·
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= (0, 61± 0, 80) ·
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)−(1,31±0,18)
(6.5)
ΦSignal ·
(
E
GeV
)2
= (0, 26± 0, 20) ·
(
E
GeV
)−(1,18±0,10)
(6.6)
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Abbildung 6.8.:Der erwartete Fluss aus der Untergrundmessung und der Fluss aus der
Signalregion im Vergleich. Der leichte Unterschied, der in der Steigung zu erkennen
ist, liegt noch im Bereich der Fehler.
Auch hier werden die Limits von Unterﬂuktuationen bereinigt und das Resul-
tat ist in Tabelle 6.3 aufgetragen. Hier ist zu erkennen, dass ein E−2 über den
ganzen Energiebereich nicht erlaubt ist. Das untere Limit in Bin 5 und die obe-
ren Limits in den letzten 4 Bins stehen dazu im Konﬂikt. Die Daten favorisieren
ein steileres Spektrum.
Unter der Annahme, dassproPhotoneinNeutrino ausderQuelle kommt, lässt
sich das errechnete Limit einfachmit bekannten Photonenﬂüssen vergleichen.
Als prominente Photonenquelle und SNR bietet sich der Krebsnebel an, auch
wenn dieser keine der untersuchten Quellen ist.
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Ereignisse [#] Fluss [TeV/s/cm2]
Bin unteres Limit oberes Limit unteres Limit oberes Limit
1 0 26,2 0 1,9 · 10−6
2 0 32,8 0 4,2 · 10−7
3 0 36,8 0 1,7 · 10−7
4 0 35,5 0 8,2 · 10−8
5 4,9 57,9 6,6 · 10−9 7,9 · 10−8
6 2,7 48,1 2,4 · 10−9 4,2 · 10−8
7 0 32,9 0 2,6 · 10−8
8 0 19,2 0 1,2 · 10−8
9 0 7,9 0 5,8 · 10−9
10 0 7,4 0 2,8 · 10−9
11 0 5,2 0 2,8 · 10−9
12 0 3,1 0 1,6 · 10−9
Tabelle 6.3.: Die Tabelle zeigt die Limits in unterschiedlichen Einheiten für den SNR-
Katalog. Mit einerWahrscheinlichkeit von 90% kann ein zusätzlicher Beitrag größer
bzw. kleiner als das angegebene Limit ausgeschlossen werden. Für Bins, die auf-
grund einer Unterﬂuktuation ein kleineres Limit liefern als die Sensitivität, wurde
die Sensitivität als Limit gewählt.
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Abbildung 6.9.:Gezeigt sind die Flusslimits für eine durchschnittliche Quelle des SNR-
Katalogs. Mit einer Wahrscheinlichkeit von jeweils 90% liegt ein zusätzlicher Bei-
trag zum atmosphärischen Neutrinoﬂuss unterhalb bzw. zwischen der eingezeich-
neten Limits.
Abbildung6.10 zeigt die LimitsdesSNR-KatalogsaufdasQuadrat der gewich-
tetenmittlerenEntfernungnormiert. Zusätzlich ist einPotenzgesetzﬁt [Alb+08]
des Photonenﬂusses des Krebsnebels eingezeichnet, welches ebenfalls nor-
miert ist. Gestrichelt ist ein Potenzgesetz aufgetragen, welches dem Fluss ei-
ner Quelle wie des Krebsnebels mit einem Abstand von 0,45 kpc zur Erde ent-
spricht.
Die Signiﬁkanz der unteren Limits ist zwar nur 90%, es zeigt jedoch die Mög-
lichkeitmit dieserAnalysemethode interessanteErgebnisse zuerzielen. So las-
sensichbei hinreichenderSigniﬁkanzzuﬂachespektrale Indizesausschließen.
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Abbildung 6.10.: Die Abbildung zeigt die 90% Limits für den SNR-Katalog, skaliert auf
das gemittelte Entfernungsquadrat der Quellen. Im Vergleich dazu ist als durchge-
zogene Linie der Fluss des Krebsnebels eingetragen, der ebenfalls auf das Entfer-
nungsquadrat skaliert wurde. Der Fluss einer hypothetischen Quelle der Stärke des
Krebsnebels in der Entfernung von 0,45 kpc ist gestrichelt aufgetragen.
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7. Variationen
Bei umfangreichen Analysen gibt es immer Einstellungsmöglichkeiten, die zu
anderen Ergebnissen führen. Einige dieser alternativen Wege sollen in diesem
Kapitel vorgestellt werden.
7.1. Binning
Wie inKapitel 5.1beschriebenbenötigtmaneinehinreichendeAnzahl vonEreig-
nissen, um eine Verteilung entfalten zu können. Um im oberen Energiebereich
eine große Anzahl von Ereignissen zu erhalten, wurde zunächst der Ansatz ge-
wählt, den Bereich von 104,5 GeV bis 106 GeV zu einem Bin zusammenzufassen.
Dies kann jedoch zu einem großen Sprung in den Sensitivitäten zwischen dem
vorletzten und letzten Bin führen. Dafür gibt es drei Gründe:
1. Die effektive Fläche steigt mit der Energie, dadurch wird diese durch den
Beitrag nahe 106 GeV dominiert.
2. Die Verteilung der Ereignisse folgt in diesemBin einemPotenzgesetz. Dies
hat zur Folge, dass der Schwerpunkt, welcher für die E2 Gewichtung ge-
nutzt wird, zu kleineren Energien verschoben wird.
3. Bei der Division durch die Binbreite von über einer Größenordnung sinkt
die Sensitivität viel stärker als in den kleineren Bins.
Vergleichemit der IC59 Atmosphärenanalyse zeigen auch bei diesem Binning
noch Übereinstimmungen, wobei der Vergleich bei solch großen Unterschieden
in der Binbreite schwierig ist (siehe Abbildung 7.1). Durch die Breite des Bins
wird dieses immer vonmindestens einemder Vergleichbins geschnitten, jedoch
nicht an der Energie, an der der Schwerpunkt der Ereignisse in dem großen Bin
liegt.
Diemit dieserMethode erhaltenen Sensitivitäten sind in den Abbildungen 7.2
zu sehen. Beim Starburstkatalog ist das erwartete Abfallen stärker zu sehen
als bei den anderen beidenKatalogen, dies liegt an der effektiven Fläche. Durch
die Inhomogenität des Detektors, von der die Kataloge der galaktischen Quel-
len stärker betroffen sind, können dort weniger Ereignisse in diesem Energie-
bereich gesehen werden als bei den extragalaktischen Quellen.
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Abbildung 7.1.: Im Vergleich mit dem gesamten atmosphärischen Fluss zeigt sich für
den Starburstkatalog (a) eine deutliche Diskrepanz. Beim Milagrokatalog (b) ist die
Übereinstimmung besser, jedoch ist das große Hochenergiebin nur im hinteren Be-
reich kompatibel, nicht jedoch beim Schwerpunkt. Bei dem SNR-Katalog (c) ist die
Übereinstimmung des Verlaufs nicht zu erkennen.
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Abbildung 7.2.: Die Senstivität in den letzten Bins ist beim Starburstkatalog deutlich
besser als in dem Bin davor (a). Bei den anderen beiden Katalogen fällt der Abfall
schwächer aus als erwartet. Dies liegt an den unterschiedlichen effektiven Flächen
und den Unsicherheiten der Untergrundabschätzung.
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Die anderen beiden Gründe für das erwartete Abfallen sind für alle Kataloge
identisch. Der Effekt fällt jedoch kleiner aus als erwartet. Dies liegt an den grö-
ßeren Fehlern, die aus der Entfaltung kommen. Da diese für die Berechnung der
Sensitivität verwendet wird, verschlechtert dies sogar die errechnete Ereignis-
sensitivität im Vergleich zumBin davor, siehe Abbildung 7.3. Die verkleinernden
Effekte sind daher nicht so wirksam wie erwartet.
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Abbildung 7.3.: Die Ereignislimits steigen im letzten Bin an. Dies liegt an den größeren
Unsicherheiten in der Untergrundabschätzung.
Entfaltungen von Untergrunddaten mit mehr kleineren Bins zeigen, dass in
den Bins bei hohen Energien noch genügend Ereignisse sind. Auch haben die
Sensitivitäten die gleiche Größe, wie mit dem einzelnen Bin. Lediglich der Star-
burstkatalog zeigt für das große Bin eine bessere Sensitivität, diesewird im fol-
genden noch untersucht. Darum wurden für die tatsächliche Analyse mehrere
kleine Bins gewählt. Dies entspricht einer besseren Energieauﬂösung und um-
geht auch die anderen Probleme, die in diesem Kapitel thematisiert wurden.
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7.1.1. Starburst
Da die Sensitivität im letzten Bin für den Starburstkatalog besser ist als im
Vergleich zu den kleineren Bins, wird hier das Ergebnis auf Daten präsentiert.
Da der Vergleich der Untergrundmessung mit der Referenzmessung des atmo-
sphärischen Flusses eine Diskrepanz aufweist, soll hier nur der Einﬂuss des
anderen Binnings diskutiert werden.
Abbildung 7.4a zeigt das Entfaltungsergebnis für Daten und Untergrundmes-
sung im Vergleich. Wie schon zuvor sind auch hier alle Binsmit der Untergrund-
messung verträglich. Das letzte Bin zeigt eine leichte Abweichung nach oben,
jedoch ist auch diese verträglich mit den Unsicherheiten.
Der verhältnismäßig große Fehler bei der Entfaltung des letzten Bins resul-
tiert, wie schon bei den Sensitivitäten, zu einem höheren Wert für das obere
Limit. Dieser Effekt ist in Abbildung 7.4b zu sehen.
Die resultierenden Flusslimits sind in Abbildung 7.4c aufgetragen. Diese sind
im letzten Bin über eine Größenordnung besser als die Limits mit dem konven-
tionellenBinning.Diesbedeutet jedochnicht, dassdieMethodemitdemgroßen
Bin die bessereWahl wäre. Wie schon erwähnt ist im Vergleich des Untergrund-
ﬂusses mit der Referenzmessung des atmosphärischen Flusses eine Diskre-
panz zu sehen, Abbildung 7.1a. Der Unterschied der beiden Verteilungen liegt
im Bereich des Schwerpunkts des Bins ebenfalls bei einer Größenordnung. So-
mit zeigt sich wiederum die schlechte Vergleichbarkeit.
EntsprechendderÜbereinstimmungder Entfaltungsergebnisse sind auchdie
Fitparameter für ein Potenzgesetz im Rahmen der Unsicherheiten verträglich.
Gleichung (7.1) zeigt das Ergebnis für die Untergrundmessung, Gleichung (7.2)
das Fitergebnis für das gemessene Signal. Die Übereinstimmung von Normie-
rung und spektralem Index sind in Abbildung 7.5 ebenfalls zu erkennen.
ΦUntergrund ·
(
E
GeV
)2
= (0, 32± 0, 39) ·
(
E
GeV
)−(1,54±0,17)
(7.1)
ΦSignal ·
(
E
GeV
)2
= (0, 49± 0, 53) ·
(
E
GeV
)−(1,60±0,15)
(7.2)
Als ﬁnales Limit wird wiederum das Maximum aus Sensitivität und Limit ge-
nommen, um den Effekt von Unterﬂuktuationen im Untergrund zu vermeiden.
Die Werte in Tabelle 7.1 zeigen diese Limits. Der Vergleich mit Tabelle 6.1 zeigt
die Unterschiede zu dem konventionellen Binning. Die ersten acht Bins, deren
Grenzen identisch sind, weisenUnterschiede von einemFaktor drei bis fünf auf.
Dies ist auf den schon in Abbildung 7.1a zu erkennenden Unterschied zurück zu
führen.
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Abbildung 7.4.: Ergebnisse der echten Daten des Starburstkatalogs mit dem variierten
Binning. (a) zeigt das Ergebnis der Entfaltung. In (b) sind die daraus resultierenden
Ereignislimits zum 90% Niveau berechnet. Die Flusslimits wurden auf die gleiche
Weise wie zuvor berechnet (c). Die Limits für Potenzgesetze mit unterschiedlichen
spektralen Indizes sind in (d) abgebildet.
70
7.1. Binning
E [GeV]
310 410 510
]2
 
[G
eV
/s/
sr/
cm
2
 
*
 E
Φ
-910
-810
-710
-610
-510
-410
-310
Untergrund Neutrinofluss
Signal Vergleichsfluss
Fit an die Untergrunddaten
Fit an die Daten
Abbildung 7.5.: Die Abbildung zeigt den erwarteten Untergrundﬂuss so wie den in den
Starburstdaten gesehen Fluss im Vergleich. Sowohl die Datenpunkte als auch die
Fits an ein Potenzgesetz zeigen nur kleine Unterschiede.
Dort liegen die Werte unterhalb der Referenz, bei dem gleichen Vergleich für
das konventionelle Binning liegt die Entfaltung leicht über der Referenz. Ein
Vergleich des letzten Binmit den vier Bins, die es von der Breite her einschließt,
zeigt einen Unterschied von einemFaktor 20 bis 38. Auch dieser Unterschied ist
schon in dem Vergleich der beiden Binningvarianten mit dem Referenzﬂuss zu
erkennen. Hinzu kommt jedoch noch die wachsende effektive Fläche.
Wie schon bei der Betrachtung der Untergrundmessung gesehen, liefert das
Zusammenfassen der letzten vier Bins eine Verbesserung in den Werten. Die-
se Verbesserung ist jedoch durch einen Unterschied zwischen der Untergrund-
messung und der Referenz erkauft. Dies könnte eventuell durch eine spezielle
Optimierung der Entfaltung auf das andere Binning verbessert werden.
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Ereignisse [#] Fluss [TeV/s/cm2]
Bin unteres Limit oberes Limit unteres Limit oberes Limit
1 0 52,6 0 9,8 · 10−7
2 0 50,5 0 9,7 · 10−8
3 0 59,0 0 2,9 · 10−8
4 0 78,8 0 1,4 · 10−8
5 0 32,2 0 2,5 · 10−9
6 0 24,7 0 1,3 · 10−9
7 0 18,1 0 7,2 · 10−10
8 0 11,9 0 7,3 · 10−10
9 0 16,8 0 7,7 · 10−11
Tabelle 7.1.: Die Tabelle zeigt die Limits in unterschiedlichen Einheiten für den Star-
burstkatalog. Mit einer Wahrscheinlichkeit von 90% kann ein zusätzlicher Beitrag
größer bzw. kleiner als das angegebene Limit ausgeschlossen werden. Für Bins, die
aufgrund einer Unterﬂuktuation ein kleineres Limit liefern als die Sensitivität, wur-
de die Sensitivität als Limit gewählt.
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Abbildung 7.6.:Gezeigt sind die Flusslimits für eine durchschnittliche Quelle des Star-
burstkatalogs. Mit einer Wahrscheinlichkeit von jeweils 90% liegt ein zusätzlicher
Beitrag zum atmosphärischen Neutrinoﬂuss unterhalb der eingezeichneten Limits.
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7.2. Effektive Fläche
Die effektive Fläche des Detektors lässt sich auf verschiedene Art und Weise
berechnen. ZumeinendurchunterschiedlicheMonte-Carlo-Datensätze, die zur
Berechnung genutzt werden, zum anderen durch die Gleichung,mit der die Flä-
che berechnet wird.
7.2.1. Gleichungen
Innerhalb der IceCube-Kollaboration gibt es verschiedene Implementierungen
zur Berechnung der effektiven Fläche. Da die Neutrinos in der Simulation zur
Interaktion in der Nähe des Detektors gezwungen werden, wurde die Variable
OneWeight eingeführt [Fin07]. Diese beinhaltet die Wahrscheinlichkeit, dass
diese Interaktion tatsächlich stattﬁndet. Die Variable BinBreite beschreibt die
Breite der Bins in der Einheit log10 (Energie), dies impliziert eine konstante Bin-
breite über den gesamten Energiebereich. Weiterhin steht die VariableΩ für ei-
nenWinkelbereich in Steradiant, dieser ist jedoch nicht überall gleich deﬁniert.
Im Beispiel zu (7.4) ist Ω = 4pi fest, bei (7.5) ist Ω = [2pi, 4pi] basierend auf dem
simulierten Winkelbereich, in (7.3) ist der Winkelbereich ebenfalls Ω = [2pi, 4pi],
jedoch basierend auf dem tatsächlich genutzten Winkelbereich. Bei allen Glei-
chungen wird über die Anzahl der generierten EreignisseN summiert.
1
N · Ω
N∑
i=1
OneWeighti
Ei
(7.3)
1
N · Ω · BinBreite
N∑
i=1
OneWeighti (7.4)
1
N · Ω · BinBreite
N∑
i=1
OneWeighti
Ei
(7.5)
Das Ergebnis aus Gleichung (7.4) unterscheidet sich bereits in den Einheiten
von den anderen beiden, da nicht durch eine Energie geteilt wird. Gleichungen
(7.5) und (7.3) liefern die gleichen Einheiten. Der Unterschied zwischen den bei-
den besteht darin, dass (7.5) vom Binning abhängt. Unterschiedlich breite Bins
sind nichtmöglich unddurchdasHinzufügenweiterer Bins ändert sich auchder
Wert der anderen. Darum wurde für die Analyse Gleichung (7.3) genutzt. Diese
Gleichungwurde unter anderem in der IC40 Analyse des atmosphärischenNeu-
trinoenergiespektrums genutzt und in der IC59 Analyse von Natalie Milke ver-
wendet [Mil12a].
Die Ergebnisse von Gleichung (7.5) sind um einen Faktor 3,2 größer als die
von Gleichung (7.3). DieWerte, diemit (7.4) berechnet wurden, sind einen Faktor
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≈1,3 größer als die von Gleichung (7.3). Somit sind die Sensitivitäten aus Kapi-
tel 5 und die Ergebnisse aus Kapitel 6 die konservativsten der drei möglichen
Variationen. Dies gilt für alle drei Kataloge, wie in Tabelle 7.5 bis 7.4 ersichtlich
Die tatsächlich verwendeten Werte wurden mit der Gleichung (7.3) berechnet
und sind in der ersten Spalte aufgeführt.
eff. Fläche Aeff [m2] nach Gleichung
(7.3) (7.5) (7.4)
Bin 1 2,9 · 10−5 9,3 · 10−5 3,6 · 10−5
Bin 2 3,1 · 10−4 10,0 · 10−4 4,1 · 10−4
Bin 3 1,7 · 10−3 5,5 · 10−3 2,3 · 10−3
Bin 4 6,9 · 10−3 2,2 · 10−2 9,4 · 10−3
Bin 5 2,4 · 10−2 7,7 · 10−2 3,3 · 10−2
Bin 6 7,9 · 10−2 2,5 · 10−1 1,1 · 10−1
Bin 7 2,1 · 10−1 6,7 · 10−1 2,9 · 10−1
Bin 8 5,3 · 10−1 1,7 7,2 · 10−1
Bin 9 1,1 3,4 1,4
Bin 10 1,7 5,4 2,4
Bin 11 2,7 8,6 3,8
Bin 12 6,9 2,2 · 101 9,3
Tabelle 7.2.: Vergleich der unterschiedlichen effektiven Flächen für den Starburstkata-
log.
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eff. Fläche Aeff [m2] nach Gleichung
(7.3) (7.5) (7.4)
Bin 1 2,5 · 10−5 7,9 · 10−5 3,1 · 10−5
Bin 2 2,9 · 10−4 9,3 · 10−4 3,8 · 10−4
Bin 3 1,6 · 10−3 5,0 · 10−3 2,1 · 10−3
Bin 4 6,7 · 10−3 2,2 · 10−2 9,0 · 10−3
Bin 5 2,4 · 10−2 7,6 · 10−2 3,2 · 10−2
Bin 6 6,7 · 10−2 2,1 · 10−1 9,1 · 10−2
Bin 7 1,5 · 10−1 4,8 · 10−1 2,1 · 10−1
Bin 8 4,4 · 10−1 1,4 6,0 · 10−1
Bin 9 6,7 · 10−1 2,1 9,5 · 10−1
Bin 10 1,7 5,6 2,2
Bin 11 2,1 6,8 3,1
Bin 12 4,7 1,5 · 101 6,7
Tabelle 7.3.:Vergleich der unterschiedlichen effektiven Flächen für denMilagrokatalog.
eff. Fläche Aeff [m2] nach Gleichung
(7.3) (7.5) (7.4)
Bin 1 2,2 · 10−5 7,1 · 10−5 2,8 · 10−5
Bin 2 2,3 · 10−4 7,3 · 10−4 3,0 · 10−4
Bin 3 1,2 · 10−3 3,9 · 10−3 1,6 · 10−3
Bin 4 4,9 · 10−3 1,6 · 10−2 6,4 · 10−3
Bin 5 1,7 · 10−2 5,4 · 10−2 2,2 · 10−2
Bin 6 5,3 · 10−2 1,7 · 10−1 7,2 · 10−2
Bin 7 1,2 · 10−1 3,7 · 10−1 1,6 · 10−1
Bin 8 3,0 · 10−1 9,7 · 10−1 4,2 · 10−1
Bin 9 5,3 · 10−1 1,7 7,1 · 10−1
Bin 10 2,1 6,9 2,9
Bin 11 3,0 9,8 4,1
Bin 12 6,7 2,2 · 101 9,9
Tabelle 7.4.: Vergleich der unterschiedlichen effektiven Flächen für den SNR-Katalog.
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7.2.2. Simulierte Ereignisse
ImAllgemeinensolltemanMonte-Carlo undDaten immer gleichbehandeln. Da-
durch ergibt sich auch, welcherMonte-Carlo-Datensatz zur Berechnung der ef-
fektiven Fläche genutzt werden muss. Nämlich den, der die gleiche Art von Er-
eignisselektion durchlaufen hat wie die letztendlich genutzten Daten.
Diskussionen mit anderen Kollaborationsmitgliedern über die Vergleichbar-
keit verschiedener Analysemethoden legten die Vermutung nahe, dass bei de-
ren Analyse dies nicht der Fall sei. Stattdessen wird das komplette Zenitband
um eine betrachtete Quelle genutzt, bzw. die Summe derer für einen Katalog
mit mehreren Quellen. Dies führt zu größeren effektiven Flächen und somit zu
kleineren Flüssen und kleineren Sensitivitäten. Die Tabellen 7.5-7.7 zeigen die
errechneten Flächen mit der in der Analyse verwendeten Methode für die gan-
zen Zenitbänder ABand und den Quotienten zu den verwendeten Flächen Aeff.
Beim Starburstkatalog, dargestellt in Tabelle 7.5, ist der Zuwachs in der ef-
fektiven Fläche besonders groß. Durch die große Anzahl an Quellen und de-
ren Verteilung über den ganzen Himmel decken die Zenitbänder um die Quellen
beinahe den ganzen Himmel ab. Mit der Verwendung des Datensatzes mit den
kompletten Zenitbändern könnte die Sensitivität um bis zu 3500% verbessert
werden.
Starburst
ABand [m2] ABand/Aeff
Bin 1 7,86 · 10−4 27,0
Bin 2 0,00937 30,0
Bin 3 0,0537 31,3
Bin 4 0,233 33,6
Bin 5 0,837 34,7
Bin 6 2,62 33,3
Bin 7 7,02 33,7
Bin 8 16,4 31,1
Bin 9 32,5 30,7
Bin 10 59,9 35,5
Bin 11 95,4 35,7
Bin 12 149 21,5
Tabelle 7.5.: Der große Unterschied in den effektiven Flächen für den Starburstkatalog
resultiert ausder VerteilungderQuellen amHimmel. Dadurch, dass dieQuellen über
den ganzenHimmel verteilt sind, ist der Zuwachs durch die Verwendung des ganzen
Zenitbandes besonders groß.
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Da es sich bei demMilagrokatolg um galaktische Quellen handelt, sind diese
nicht so stark verteilt wie die Starburstgalaxien. Dadurch ist der Himmelsbe-
reich, der von den Zenitbändern um die Quellen abgedeckt wird, nicht so groß.
Daraus resultiert auch der kleinere Zugewinn bei der Verwendung der ganzen
Zenitbänder, die Sensitivitäten würden sich noch um bis zu 1500% verbessern.
Milagro
ABand [m2] ABand/Aeff
Bin 1 2,00 · 10−4 8,14
Bin 2 0,00235 8,07
Bin 3 0,0141 9,05
Bin 4 0,0633 9,40
Bin 5 0,226 9,49
Bin 6 0,733 11,0
Bin 7 2,04 13,5
Bin 8 4,77 10,9
Bin 9 10,4 15,6
Bin 10 19,1 11,0
Bin 11 31,0 14,6
Bin 12 48,5 10,3
Tabelle 7.6.: Der Zuwachs bei dem Milagrokatalog ist schon nicht mehr so groß. Die
Quellen liegen alle in der galaktischen Ebene und sind damit stärker gehäuft. Da-
durch sind die Überschneidungen der Zenitbänder der einzelnen Quellen größer.
Auch der SNR-Katalog beinhaltet nur galaktische Quellen. Diese liegen zu-
dem noch alle dicht amHorizont, so dass durch die Zenitbandmethode nicht so
viel gewonnen werden kann wie bei den anderen beiden Katalogen. Bei diesem
Katalog kann maximal ein Faktor sieben in den Sensitivitäten erreicht werden.
Mit der in diesemAbschnitt vorgestelltenMethode ließe sich zwar eine nomi-
nelle Verbesserung der Sensitivitäten erreichen, jedoch zeigen die Vergleiche
mit dem erwarteten Fluss, dass dies keine korrekten Ergebnisse liefert.
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SNR
ABand [m2] ABand/Aeff
Bin 1 6,22 · 10−5 2,80
Bin 2 8,41 · 10−4 3,69
Bin 3 0,00476 3,90
Bin 4 0,0213 4,36
Bin 5 0,0821 4,87
Bin 6 0,258 4,84
Bin 7 0,758 6,52
Bin 8 2,04 6,73
Bin 9 3,74 7,09
Bin 10 7,89 3,68
Bin 11 12,3 4,03
Bin 12 27,6 4,10
Tabelle 7.7.: Die SNRs liegen alle sehr dicht am Horizont, dadurch ist die Überschnei-
dung der Zenitbänder der einzelnen Quellen besonders hoch und der Zugewinn an
effektiver Fläche entsprechend klein.
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Die Analyse konnte kein signiﬁkantes Signal in einer der untersuchten Quell-
kataloge entdecken. Angesichts der bereits existierenden Analysen dieses Da-
tensatzes ist dies allerdings nicht überraschend, da diese Analysenweniger Si-
gnale als erwarteten Untergrund gesehen haben. In dieser Hinsicht ist die Er-
kenntnis, die durch diese Arbeit erlangt wurde, dass diese Unterﬂuktuation in
den Energiebereichen kleiner einem TeV liegen, äußerst interessant.
Bei demverwendetenSigniﬁkanzniveau von90%zeigen sichbereits dieMög-
lichkeiten dieser Methode. Obwohl die Gesamtzahl der Ereignisse gleich oder
sogar weniger sind als vomUntergrund erwartet , können die Ereignisse in eini-
gen Bins trotzdem die Untergrunderwartungen übertreffen. Dies führt bei dem
SNR-Katalog dazu, dass das von der Theorie häuﬁg vorgeschlagene E−2 Spek-
trum nicht über den ganzen Energiebereich erlaubt ist. Dies bestätigt die Mo-
tivation zu der Analyse, Signalexzesse in einzelnen Energiebereichen zu sehen,
obwohl die Ereignisse über den ganzen Energiebereich nicht mehr sind als er-
wartet.
Die Methode der Fehlerberechnung mit der Hilfe von Bootstrapalgorithmen
erweist sich ebenfalls als sehr praktikabel. Es können ohne großen Einsatz von
Rechenzeit zuverlässige Konﬁdenzintervalle bestimmt werden. Diese sind so-
gar auf inversen Problemen, deren Daten über mehrere Größenordnungen ge-
hen, verlässlich.
Für die zukünftigen Anwendungen dieser Analysemethode bieten sich noch
Verbesserungen an. Durch die Inhomogenität, die aus der Konstruktion des De-
tektors resultiert, ist die Rekonstruktion von hoch energetischen Ereignissen
starkeingeschränkt.Mit derVervollständigungdesDetektorswirddies fürneue-
re Datensätze jedoch kein Problemmehr sein.
Eine weitere kleine Verbesserung wäre eine Methode zur Limitberechnung,
die nicht nur ganze Zahlen als Signal nutzt. Dadurch könnten in dem Bereich,
der auf 1 gerundet werden muss, Rundungsfehler bis zu 100% vermieden wer-
den.
Eine weitere Überlegung ist die Wahl der Quellkataloge. Da die Methode nun
getestet unddokumentiert ist, könnenweitereKataloge einfach analysiertwer-
den.Ebenfallsmöglich istdieAnwendungneuartigerEntfaltungsmethoden,wel-
che das Entfalten von kleineren Ereigniszahlen ermöglichen.
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Zusammengefasst lässt sichsagen,dassdie indieserArbeit entwickelteAna-
lysemethode eine gute Erweiterung der bisherigen Punktquellenanalyse ist. Sie
liefert auch bei Nullmessungen weitere Erkenntnisse über die Energievertei-
lung der Neutrinos. Anwendungen in der Zukunft versprechen ein noch besse-
res Ergebnis durch den besseren Detektor sowie bessere Rekonstruktionsme-
thoden.
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Abbildung A.1.: Starburst Testmode Überblick
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Abbildung A.2.: Starburst Pullergebnis Bin 1
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Abbildung A.3.: Starburst Pullergebnis Bin 2
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Abbildung A.4.: Starburst Pullergebnis Bin 3
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Abbildung A.5.: Starburst Pullergebnis Bin 4
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Abbildung A.6.: Starburst Pullergebnis Bin 5
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Abbildung A.7.: Starburst Pullergebnis Bin 6
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Abbildung A.8.: Starburst Pullergebnis Bin 7
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Abbildung A.9.: Starburst Pullergebnis Bin 8
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Abbildung A.10.: Starburst Pullergebnis Bin 9
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Abbildung A.11.: Starburst Pullergebnis Bin 10
(unfolded - true) / error
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Abbildung A.12.: Starburst Pullergebnis Bin 11
(unfolded - true) / error
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Abbildung A.13.: Starburst Pullergebnis Bin 12
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Abbildung A.14.: Starburst Datenpunktkorrelation
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A.2. Milagro
A.2. Milagro
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Abbildung A.15.:Milagro Testmode Überblick
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A. TRUEE test plots
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Abbildung A.16.:Milagro Pullergebnis Bin 1
(unfolded - true) / error
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Abbildung A.17.:Milagro Pullergebnis Bin 2
(unfolded - true) / error
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Abbildung A.18.:Milagro Pullergebnis Bin 3
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A.2. Milagro
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Abbildung A.19.:Milagro Pullergebnis Bin 4
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Abbildung A.20.:Milagro Pullergebnis Bin 5
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Abbildung A.21.:Milagro Pullergebnis Bin 6
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A. TRUEE test plots
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Abbildung A.22.:Milagro Pullergebnis Bin 7
(unfolded - true) / error
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Abbildung A.23.:Milagro Pullergebnis Bin 8
(unfolded - true) / error
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Abbildung A.24.:Milagro Pullergebnis Bin 9
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A.2. Milagro
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Abbildung A.25.:Milagro Pullergebnis Bin 10
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Abbildung A.26.:Milagro Pullergebnis Bin 11
(unfolded - true) / error
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Abbildung A.27.:Milagro Pullergebnis Bin 12
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A. TRUEE test plots
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Abbildung A.28.:Milagro Datenpunktkorrelation
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A.3. Supernovaüberreste
A.3. Supernovaüberreste
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Abbildung A.29.: SNR Testmode Überblick
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A. TRUEE test plots
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Abbildung A.30.: SNR Pullergebnis Bin 1
(unfolded - true) / error
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Abbildung A.31.: SNR Pullergebnis Bin 2
(unfolded - true) / error
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Abbildung A.32.: SNR Pullergebnis Bin 3
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A.3. Supernovaüberreste
(unfolded - true) / error
-30 -20 -10 0 10 20 300
50
100
150
200
250
pull distribution
pull_dist_setting_0_bin_3_projection
Entries  5001
Mean   -1.948
RMS    0.9962
Abbildung A.33.: SNR Pullergebnis Bin 4
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Abbildung A.34.: SNR Pullergebnis Bin 5
(unfolded - true) / error
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Abbildung A.35.: SNR Pullergebnis Bin 6
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A. TRUEE test plots
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Abbildung A.36.: SNR Pullergebnis Bin 7
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Abbildung A.37.: SNR Pullergebnis Bin 8
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Abbildung A.38.: SNR Pullergebnis Bin 9
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A.3. Supernovaüberreste
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Abbildung A.39.: SNR Pullergebnis Bin 10
(unfolded - true) / error
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Abbildung A.40.: SNR Pullergebnis Bin 11
(unfolded - true) / error
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Abbildung A.41.: SNR Pullergebnis Bin 12
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A. TRUEE test plots
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Abbildung A.42.: SNR Datenpunktkorrelation
98
B. Katalogtabellen
Tabelle B.1.: Liste der verwendeten Quellen im Starburstkatalog, das Gewicht ent-
spricht dem Photonenﬂuss bei 60µm
Name RA DEC Gewicht
ARP193 200,15 34,14 17,04
ARP220 233,74 23,50 104,09
IC342 56,70 68,10 180,80
IC5298 349,00 25,56 9,06
Maffei2 40,48 59,60 135
MRK1088 73,66 3,27 6,61
MRK1194 77,94 5,20 6,69
MRK1365 208,63 15,04 4,20
MRK1466 182,05 2,88 6,27
MRK188 176,89 55,97 4,58
MRK319 349,66 25,23 4,27
MRK33 158,13 54,40 4,77
MRK332 359,86 20,75 4,87
MRK534 352,19 3,51 7,40
MRK545 2,47 25,92 9,20
MRK708 145,55 4,67 5,36
MRK759 182,66 16,03 4,12
NGC1055 40,44 0,44 23,37
NGC1134 43,42 13,01 9,09
NGC1530 65,86 75,30 9,88
NGC1569 67,70 64,85 54,36
NGC2146 94,66 78,36 146,69
NGC2276 111,81 85,75 14,29
NGC2403 114,21 65,60 41,47
NGC2415 114,24 35,24 8,75
NGC2782 138,52 40,11 9,17
NGC2785 138,81 40,92 8,40
NGC2798 139,35 42,00 20,60
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B. Katalogtabellen
Tabelle B.1.: Liste der verwendeten Quellen im Starburstkatalog, das Gewicht ent-
spricht dem Photonenﬂuss bei 60µm
Name RA DEC Gewicht
NGC2903 143,04 21,50 60,54
NGC3034(M82) 148,97 69,68 1480,42
NGC3079 150,49 55,68 50,67
NGC3147 154,22 73,40 8,17
NGC3310 159,69 53,50 34,56
NGC3367 161,65 13,75 6,44
NGC3448 163,66 54,31 6,64
NGC3504 165,80 27,97 21,43
NGC3556(M108) 167,88 55,67 32,55
NGC3627(M66) 170,06 12,99 66,31
NGC3628 170,07 13,59 54,80
NGC3683 171,88 56,88 13,87
NGC3690 172,13 58,56 113,05
NGC3893 177,16 48,71 15,57
NGC3994 179,40 32,28 4,98
NGC4041 180,55 62,14 14,15
NGC4102 181,60 52,71 46,85
NGC4194 183,54 54,53 23,20
NGC4214 183,91 36,33 17,57
NGC4273 184,98 5,34 9,38
NGC4303(M62) 185,48 4,47 37,27
NGC4414 186,61 31,22 29,55
NGC4527 188,54 2,65 31,40
NGC4536 188,61 2,19 30,26
NGC4631 190,53 32,54 85,40
NGC4793 193,67 28,94 12,42
NGC4826(M64) 194,18 21,68 36,70
NGC5005 197,73 37,06 22,18
NGC5020 198,17 12,60 5,58
NGC5055(M63) 198,96 42,03 40
NGC5104 200,35 0,34 6,78
NGC5194(M51) 202,47 47,20 97,42
NGC520 21,15 3,79 31,52
NGC5218 203,04 62,77 7,01
NGC5256 204,57 48,28 7,25
NGC5257 204,97 0,84 8,10
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Tabelle B.1.: Liste der verwendeten Quellen im Starburstkatalog, das Gewicht ent-
spricht dem Photonenﬂuss bei 60µm
Name RA DEC Gewicht
NGC5430 210,19 59,33 10,10
NGC5676 218,20 49,46 12,04
NGC5678 218,02 57,92 9,67
NGC5775 223,49 3,54 23,59
NGC5900 228,77 42,21 7,51
NGC5936 232,50 12,99 8,73
NGC5962 234,13 16,61 8,93
NGC5990 236,57 2,42 9,59
NGC6181 248,09 19,83 8,94
NGC6217 248,16 78,20 11,35
NGC6240 253,25 2,40 22,94
NGC6286 254,63 58,94 9,24
NGC632 24,32 5,88 4,89
NGC660 25,76 13,65 65,52
NGC6701 280,80 60,65 10,05
NGC6764 287,07 50,93 6,62
NGC6946 308,72 60,15 129,78
NGC7331 339,27 34,42 45
NGC7469 345,82 8,87 27,33
NGC7479 346,24 12,32 14,93
NGC7541 348,68 4,53 20,08
NGC7591 349,57 6,59 7,87
NGC7673 351,92 23,59 4,98
NGC7678 352,12 22,42 6,98
NGC7679 352,19 3,51 7,58
NGC7714 354,06 2,16 11,16
NGC7771 357,85 20,11 19,67
NGC828 32,54 39,19 11,46
NGC891 35,64 42,35 66,46
UGC02982 63,09 5,55 8,39
UGC2238 41,57 13,10 8,17
UGC8739 207,31 35,26 5,79
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B. Katalogtabellen
Name RA DEC
MGRO J2019+37 304,68 36,70
MGRO J1908+06 286,68 5,83
MGRO J2031+41 307,93 40,67
MGRO J2043+36 310,98 36,30
MGRO J2032+37 307,75 36,52
MGRO J1852+01 283,12 0,51
J0534.6+2201 83,68 22,11
J0617.4+2234 94,36 22,57
J0631.8+1034 97,95 10,57
J0634.0+1745 98,15 17,37
J1844.1-0335 281,04 −3,59
J1900.0+0356 285,01 3,95
J1923.0+1411 290,77 14,19
J1954.4+2838 298,61 28,65
J1958.1+2848 299,53 28,80
J2021.5+4026 305,40 40,44
J2229.0+6114 337,18 61,17
Tabelle B.2.: Liste der verwendeten Quellen im Milagrokatalog, alle Quellen haben das
gleiche Gewicht
Name RA DEC Gewicht
W51C 290,96 14,10 0,42
W44 284,00 1,37 0,28
IC443 94,25 22,57 0,23
W49B 287,78 9,10 0,07
Tabelle B.3.: Liste der verwendeten Quellen im SNR-Katalog, das Gewicht berechnet
sich aus den integrierten Photonenﬂüssen über 1 TeV
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Name RA DEC Gewicht
AS431 20,61 40,35 1,04
MR93 19,47 19,56 0,31
V444Cygni 20,33 38,73 0,21
MR112 20,60 41,38 0,19
AS422 20,54 40,81 0,17
HD193077 20,28 37,42 0,11
CQ Cep 22,61 56,91 0,09
HD191765 20,17 36,18 0,08
NaSt1 22,27 1,00 0,06
HD192641 20,24 36,66 0,04
HD192163 20,20 38,35 0,01
M1-67 19,19 16,86 0,01
HD213049 22,45 56,25 0,01
HD192103 20,20 36,20 0,01
TabelleB.4.:ListederQuellen imBinärsystem-Katalog, dasGewicht berechnet sichaus
den integrierten Photonenﬂüssen im Röntgenbereich
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