ダイキボ　ソフトウェア　ホシュ　ノ　タメ　ノ　エイキョウ　ハキュウリョウ　シャクド　インパクトスケール by コバヤシ, ケンイチ et al.
Osaka University
Title大規模ソフトウェア保守のための影響波及量尺度インパクトスケール






Rights© 2013 Information Processing Society of Japan
????????? Vol.54 No.2 870–882 (Feb. 2013)
??????????????????????
?????????














ImpactScale: Change Impact Metric for Maintenance of Large
Software Systems
Kenichi Kobayashi1,a) Akihiko Matsuo1 Katsuro Inoue2 Yasuhiro Hayase3
Manabu Kamimura1 Toshiaki Yoshino4
Received: May 14, 2012, Accepted: November 2, 2012
Abstract: In software maintenance, changing modules which affect many other modules are intractable.
We defined a new metric, ImpactScale, which quantifies the scale of the change impact of a module to im-
prove the accuracy of fault prediction. Both product metrics and process metrics are required to predict
faults effectively in maintenance. However, process metrics cannot be always collected in practical situa-
tions. ImpactScale is designed to improve the accuracy of fault prediction by using only product metrics
under situations without process metrics. The change propagation model for ImpactScale is characterized by
probabilistic propagation and relation-sensitive propagation. To evaluate ImpactScale, we predicted faults
in two large enterprise systems using Poisson regression and the effort-aware models. The results showed
that adding ImpactScale to existing product metrics increased the number of detected faults at 10% effort by
over 50%. ImpactScale also improved the predicting model using existing product metrics and dependency
network measures.
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? 1 ????? GD????????? GP?????
Fig. 1 Example of dependency graph GD (left) and propaga-
tion graph GP (right).
? 2 ????????
Fig. 2 Example of probabilistic propagation.
? 3 ??????????
Fig. 3 Example of relation-sensitive propagation.
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???????????? Cut:Rel×Rel → {True,False}
???????????? 3???????????Cut?
??????? v???? e1??????? relprev1???
? e3??????? relnext3????Cut(relprev1, relnext3)
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Qpath(p) : Ps,t = φ
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True : p=CALL∧n=R CALL · · · (Rule1)
True : p=R CALL∧n=CALL · · · (Rule2)
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???? (C→X,X→F,F→H,H→G) ? Rule1 ???
?? H→G ???????????C ???????
? 4 ?????????????
Fig. 4 Example of calculating ImpactScale.
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Table 1 Profiles of the target software systems.
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Table 3 Performance improvement in binary classification.
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? 7 ???????????/???????????????
Fig. 7 Effort-aware comparison between models with/without ImpactScale.
? 4 ?????????????????????????
Table 4 Performance improvement in fault density prediction and effort-aware-model.
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Table 5 Spearman rank correlation coefficients between met-
rics.
? 9 1 ???????????
Fig. 9 Results of fault density prediction with single metric.
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