Classical potential theory is studied in the constructive framework. Green's functions are constructed for a large family of open regions.
()• Introduction* A constructive (as opposed to idealistic) theoryis one in which every theorem is an explicit or implicit assertion about some computations. For example, an existence theorem gives a (general but not necessarily efficient) routine for the construction.
From this point of view, certain classical theorems become less meaningful, as they assert the existence of mathematical objects without providing means of their construction. An example in potential theory is the Perron-Wiener-Brelot method of obtaining Dirichlet solutions. Solutions for the Dirichlet problem are proved to exist as the infimum of a certain family of superharmonic functions associated to the boundary function. As the infimum of an infinite family cannot in general be calculated in finitely many steps, Perron-Wiener-Brelot's theorem, that the infimum (when certain conditions are satisfied) is the solution, has a less interesting constructive interpretation, namely if we can construct the solution, then it is the infimum of a certain family of functions-the wrong direction as far as computation of the solution is concerned.
In this article we attempt to examine classical potential theory from the constructive standpoint. The first step, also the harder one, is to give precise computational meaning to the basic notions.
For instance, what kind of computations do we perform with a superharmonic function? We believe the answer to be its averages on balls rather than its evaluation at all points in an open set. Accordingly, a superharmonic function is defined as an integrable function (with certain properties) without the requirement that it be everywhere defined. (The reader familiar with the literature in constructive mathematics realizes, of course, that everywhere defined functions on E d which are not also continuous have not yet been encountered). Thus the measure-theoretic approach is adopted to replace the usual pointwise approach. For example, convergence for superharmonic functions is always ^-convergence, rather than the usual pointwise convergence, .^-convergence also furnishes convenient numerical measures of rates of convergence. Thus we are able to talk about convergence in a constructive sense.
The main objective of this article, beyond a constructive formulation of potential theory, is the construction of Green functions for 406 Y. K. CHAN a large class of regions. The generalized Dirichlet solutions can thus be obtained for these regions.
Although the definitions and the statements of theorems will be explained in detail, many proofs are left out because, with the outline provided, the patient reader will find it easy to obtain constructive proofs by modifying the usual classical proofs. We will give only the proofs which are substantially different from their classical counterparts. Moreover, classical theorems whose constructive intent is clear, such as Herglotz's theorem, (see Helms 1969) , will be left out entirely. The reader can amuse himself in finding the more or less routine constructive proofs. Also, there are many theorems which are already constructive, e.g., Harnack's inequality for harmonic functions. We will use them without hesitation, and refer the reader to classical references. The constructive measure theory of Bishop (Bishop 1967, Bishop and Cheng 1972) will also be used without further comment. 1* Superharmonic functions* Let R be a nonempty open subset of E d {d ^ 2), equipped with the Lebesgue measure. A measurable function u on R is said to be locally integrable if it is integrable on every ball well contained in R. (A subset K is well contained in R if some metric neighborhood of K is contained in R. In symbols KcR).
Local L Γ convergence will mean L^convergence on all such balls.
Write B xr for the closed ball in E d with center x and radius r (r > 0), and write R r for {x e R: B xr c R}. If u is locally integrable on R, write u r for the continuous function on R r whose value at x is the average of u over B xr . Our attention will be centered upon those properties of u which are related to these averages. For this reason, we assume in the following that every locally integrable function u has been "regularized" by redefining u(x) = lim r^0 u r (x) with the domain of u being those x where the limit exists in [-oo, oo] . For xeR r , the average of u on dB xr may not be defined. When it is defined, we denote it by u r (x). DEFINITION 1.1. A locally integrable function u on R is said to be superharmonic if for all r > 0 we have u ^ u r a.e. on R r ; harmonic if ^ is replaced by =. A measurable function u on R is said to be lower semi-continuous if it is the a.e. limit of an increasing sequence of continuous functions on R.
We have defined lower semi-continuity as a measure-theoretic property rather than a topological one. The term lower semi-continuity is retained only becanse of the lack of a better name.
It can trivially be verified that a superharmonic function is lower semi-continuous, and that sums, minimums, positive constant multiples, as well as local Li-limits of superharmonic functions are again superharmonic. Later we will prove that the a.e. limit of nonnegative superharmonic functions is also superharmonic. In case u n is the nth partial sum of a series of nonnegative superharmonic functions, the a.e. limit will also be the local Lrlimit, hence obviously superharmonic.
We next give the constructive version of the classical minimal principle. Suppose u is superharmonic on R and suppose K is a compact set well contained in R. Classically the infimum of u on K exists because of idealistic considerations, and is attained because of lower semi-continuity, the latter also coupled with idealistic arguments. However, there is in general no way to compute this infimum. To see this, construct a superharmonic function which is discontinuous at one point. More specifically, let x n be a sequence in E 3 converging to 0, but each unequal to 0. We will see later that the functions \x -a?*!" 1 are superharmonic on E 3 . Borrowing this fact, let c n be a sequence of positive numbers such that Σ^ I^ Γ 1 con " verges. Σ c » I ^ ~" s» Γ 1 converges a.e. and is therefore superharmonic in x. Now let y be a point in E 3 for which we are unable to decide whether (a) y Φ 0 or (b) y Φ x n for all n. Let K = {y}. If we could compute the infimum of u -Σ c n| -χ n\~1 on K 9 then either the infimum would be <Σ C »I$»Γ 1 + 1> m which case we would have y Φ x n for all n, or the infimum would be > ^c n \x n \~1 in which case we would know y Φ 0. Such a counter-example in the style of Brouwer can be modified to show that the infimum can also exist on K without being attained. For these reasons, superharmonic functions will be characterized by a lower bound principle, rather than the classical minimal principle.
Let u be a lower semi-continuous function on R. We say that u satisfies the lower bound principle on R if, for every positive number a, for every harmonic function h on R, and for every compact set K well contained in R, there exists a positive-measured
for almost every x e K and a.e. y e A we have
In the cases of interest, u is locally integrable, and the lower bound principle is satisfied on R iff, given a, h, and K,
. Let u be a locally integrable, lower semi-continuous function on R such that u(x) < u r (x) for some x e R r (r > 0).

Then there exists an open set R\ compact set K, harmonic function h on R!, such that xeKaR'
cB xr and such that for some a > 0
The integrability condition will later be dropped. Thus a lower semi-continuous function u on R is superharmonic if it satisfies the lower bound principle on every open subset of R. The converse follows (although not immediately) from the next theorem. The characterization of superharmonic functions by the lower bound principle leads, as in the classical theory, to a third definition of superharmonic functions: a locally integrable function u on R is superharmonic iff u r ^ u s on R s whenever 0 < r < s.
We next note that, although a superharmonic function is defined only a.e. on R, the averages u r (x) are defined and continuous on R r . First a real variable lemma which most likely is known although we fail to locate it in the literature. 
Using this lemma, we are able to prove the following theorem, parts (i) and (ii) of which are of course well known. \z -x where tt is a measure on the boundary dB of a ball B = B yr , and where σ d is the total surface area of the unit sphere B yl . If μ has a density / relative to the surface area measure, we also write PI(f, B) for PI (μ, B) . The reader is referred to Helms (1969) for basic facts about PI (μ, B) . The previous theorem shows that if u is superharmonic on R and if B yr c R, then PI(u, B) is defined. Using Theorem 1.2, it can be shown that if v is defined to be u on R -B, to be PI (u, B) on B, then v is also superharmonic and u^v.
2. Green functions* With the lower bound principle characterization of superharmonic functions, it is easy to show that for
We will sometimes write U(x, y) for tt β (2/). Let μ be a measure on iϋ such that for all I? c R, the Green function G is integrable relative to μ(g)m B . (This is always the case if μ has compact support.) We will call μG the potential of μ. The potential of μ is superharmonic on R, and is harmonic away from the support of μ. The Riesz decomposition theorem says that every superharmonic function can be decomposed on a ball B into a potential and a harmonic function. The constructive proof depends on the following continuity theorem. THEOREM 
Let R be an open set with Green function G. Let f be a continuous function on R with compact support well contained in some integrable open set S of R. Let e > 0 be arbitrary. Then there exists δ > 0 such that for any measures μ u μ 2 whose potentials are defined^ and for any harmonic function on R with I I μ γ G -μ 2 G -h | < <5, we have | μj -μj \ < e.
}s
THEOREM 2.4 (Riesz decomposition). Let u be a superharmonic function on the open set R. Let B be the interior of some ball B xr well contained in R. Then there exists a measure μ on B such that u = Gμ + PI(u, B) on B, where G is the Green function for B. Moreover μ is unique.
In case u has continuous second partial derivatives, the above theorem follows at once from Green's identity
(say d ^ 3). In general u can be approximated by such smooth superharmonic functions u n . Theorem 2.3 (rather than the usual compactness argument) then helps the passage to the limit in u n = Gμ n + PI(u n , B). The Riesz decomposition can be used to show that a family of nonnegative superharmonic functions bounded at the center of a ball is uniformly integrable on the ball. To be precise, suppose B xr c R and ε > 0. Then there exists δ > 0 such that for all Lebesgue measurable subset A of B xr with Lebesgue measure m(A) < δ and for all nonnegative superharmonic function u on R with u(x) ^ 1 we have I u(y)dy < ε. As a corollary, we see that the a.e. con-JA vergence of positive superharmonic functions implies .^-convergence on balls, and so the limit must also be superharmonic. Theorem 1.2 can now be strengthened by dropping the local integrability requirement, for every lower semi-continuous function u is the a.e. limit of u A n(n-> <*>), the latter being locally integrable.
A subset Z of R is called polar if there exists a superharmonic function v on R such that v(z) = + °o for every z e Z. (Recall that v is regularized so that this means lim r _ 0 v r (z) = + ©o for every z e Z.) Since v is locally integrable, a polar set is of zero Lebesgue measure. The next theorem, which is well known, says that polar sets are ignorable in a stronger sense. A constructive proof is presented here as it differs substantially from the classical compactness proof. THEOREM 
Let Z be a compact polar set in R. Let u be a superharmonic function on the open set R -Z. If u is locally bounded from below, then u is also superharmonic on R.
Proof. Replacing u by u A n if necessary, we may assume that u is bounded from above. Since u is locally bounded from below, it is locally integrable on R. Let v be any superharmonic function on R such that v(z) -+ oo for every z e Z. We will show that v + u is superharmonic. Suppose (v + u)(x 0 ) < (v + u) 
a.e. on R f -K. So by Theorem 1.3, there exists r λ < r o /2 such that
. We may even assume that ((v + u) A K)^ = (vfa) + u{x^) A hfa).
(One should be careful here because all functions are assumed to be regularized.) Repeating the argument, we have for each k = 1, 2, •
where each h k is a bounded harmonic function on R {k) c B Xk _ irjc _ l9 where x k e R [k \ and where r k < r k _J2. Since the right hand side of the last displayed inequality is bounded by (hj) rk (x k (iii) For every compact set K well contained in R we can find an integer n so large that K c (JAU ^* For each ball BcS define Φ(w, 5) to be the superharmonic function which is equal to PI(u, B) on B, and equal to u off B. Write u° for u, and write u k for Φ(u k~\ B k ). Thus w*" 1 ^ w\ The sequence u k is said to be obtained by the sweeping process (of Poincare) for u in R relative to {B k }. We loosely say that the sweeping process converges for u if the a.e. limit of u k exists on R. (Classically the limit always exists, the sequence being positive and decreasing.) The limit u°° is then harmonic on R since, for fixed k, it is the limit of the subsequence {u 3 '} where j runs through the indices for which B j = B k and where u 3 ' is evidently harmonic on B k . This section studies the constructive convergence of u k : whether it is possible to find an integer k so large that u k is arbitrarily close to being harmonic, in a sense to be made precise. First a lemma about the continuity of the map Φ. n ^ h + 2ε on if. As u n ^ h also, {^} converges uniformly on compact subsets of R to h, as asserted.
For the remainder of this section assume that S is an open ball well containing R, and denote its Green function by G s * From the above theorem we see that R has a Green function if the sweeping process converges for all u x (xeR), the choice of B k and S being immaterial. Our next task is to show that the sweeping process does converge for a large family of open regions R. First we introduce two assumptions on R which are classically trivial, but which spell out necessary numerical data about R in our computations. Assumptions: (i) R is bilocated, i.e., we are able to compute the distance from any point in E d to R and to -R, (ii) R is strongly Lebesgue measurable, i.e., given any ε < 0 we can find a compact set KcR such that any Lebesgue measurable set contained in R -K has measure at most ε. With these two assumptions, it is easy to see that if u k converges a.e. on R then it also converges a.e. on E d . Thus v£ may be regarded as a superharmonic function on E d . By Theorem 2.4, we can write uZ -μ x G s + h on S, where μ x is a unique measure independent of S, and h is harmonic on S. The measure μ x is supported by dR since u x is harmonic on R as well as off R. Averaging over x in a ball B yr c R and using the uniqueness of the decomposition, we have \By r \~λ I μ x dx -μ y . So μ x is called the harmonic measure relative to R and x, (see e.g., Helms 1969) . In particular, for every continuous function / on dR, we see that μj is harmonic in x on R. Thus, if we can construct the Green function for R, or equivalently show that u™ exists for all x e R, then μj is the generalized Dirichlet solution for the boundary function /.
In the following we consider the sweeping process as an operation on measures on 
