The aim of this study is to examine the association among the probabilities of Type I error obtained by Unadjusted All Pairwise Comparisons (UAPC) and Bonferroni-adjustment approaches, the sample size and the frequency of occurrence of an event (prevalence, proportion) in hypothesis testing of difference among the proportions in studies. In the simulation experiment planned for this purpose, 4 groups were formed and the proportions in each group were chosen between 0.10 and 0.90 so that they will be equal at each experiment. Furthermore, the sample sizes were chosen from 20 to 1000. In accordance with these scenarios, the probabilities of Type I error were calculated by both of approaches. In each approach, a significant S-curve relationship was found between the probability of Type I error and sample size. However, a significant quadratic relationship was found between the probabilities of Type I error and the proportions in each group. Nonlinear functional relations were put forward in order to estimate the observed Type I error rates obtained by the two different approaches where sample size and the proportion in each group are known. Furthermore, it was founded that Bonferroni-adjustment approach cannot always protect Type I error level. It was observed that the probability of Type I error estimated by the functional relation on Type I error rate for UAPC approach is lower than the values calculated using the formula in the literature.
INTRODUCTION
Proportion comparison methods and their post-hoc approaches are performed frequently in medical studies which have diagnostic or therapeutic purposes. In cases where the relevant null hypothesis is rejected when more than two proportions are required to compare, classical approaches such as Unadjusted All Pairwise Comparisons (UAPC), Standardized and Adjusted Residuals Statistics (STAR) and multiple comparison procedures protecting the Type I error established at the beginning are used to determine the proportions leading to the difference [1, 2] .
As more than two proportions are compared as if they are two-by-two independents with UAPC approach, the possibility of making Type I error established at the beginning increases. And in STAR approach, the interpretation of the normal probability graph becomes quite hard as the number of proportions to be compared increases. Despite these approaches, Bonferroni-adjustment approach is a method that is often preferred in medical studies as it protects the familywise error rate (FWER) established at the beginning. However, this method is known to be a conservative test as the number of proportions to be compared increases [3] .
*Address correspondence to this author at the Department of Biostatistics, Faculty of Medicine, Duzce University, Turkey; Tel: +90 5375956051; Fax: +90 380 542 13 02; E-mail: sengulcangur@duzce.edu.tr When UAPC approach is performed, it is known that Type I error level increases subject also to the number of proportions to be compared. However, no such study is encountered that examines in detail how this relation varies subject to sample size and the frequency of occurrence of an event (prevalence, proportion). The literature generally includes such studies which use multiple comparison procedures in comparison of proportions or compare the performances of these procedures [see: [4] [5] [6] [7] [8] . While it is said that the observed Type I probability error decreases when the sample size is increases, the relation among them is not mentioned in these studies.
The aim of this study is to examine the effects of the change in the sample size and the proportions in each group on Type I error rates obtained by UAPC and Bonferroni-adjustment approaches in hypothesis testing of difference among proportions. Furthermore, under which conditions the probabilities of Type I error calculated according to both approaches yield appropriate solutions will be examined.
METHODOLOGY Unadjusted All Pairwise Comparisons (UAPC) Approach
After detecting that more than two proportions are significantly different according to chi-square test statistics, P i values of the test statistics for each test are obtained as a result of comparing these proportions with t or z statistics. When H i is the null hypothesis constructed for ith comparison and P i is the unadjusted probability of error calculated about the test statistic in the comparison ith i = 1, 2,..., k , hypotheses of H i ,...,H k are constructed for each of a total of k comparisons and at the end of hypotheses testing, a total number of P 1 ,..., P k probabilities of error are calculated. These P i values are compared with the Type I error value ( ) determined at the beginning. If
) is rejected. This approach is known as UAPC.
When multiple comparison is made, it is known that Type I error increases quickly with the increase in the number of groups (in other words the number of proportions) to be compared. This relation is defined in literature as 1 1 ( ) k subject to the nominal level and the number of groups to be compared [3] .
Bonferroni-Adjustment Approach
Bonferroni-adjustment method is designed to keep FWER under control. This method is a powerful test that is easy to implement. It makes simultaneous inference. In this approach, FWER which is the probability of rejecting at least one hypothesis incorrectly in a definite set of hypotheses is controlled [3, 9] .
In the formula, m 0 is the number of true null hypotheses and V means the number of rejected true null hypothesis (the number of false rejection).
The process steps of this method may be summarized as the following. When H i is the null hypothesis constructed for ith comparison and P i is the unadjusted probability of error calculated about the test statistic in the comparison ith i = 1, 2,..., k , hypotheses of H i ,...,H k are constructed for each of a total of k comparisons and at the end of hypotheses testing, a total number of P 1 ,..., P k probabilities of error are calculated. Each P i value is compared with /k and the acceptance or rejection of the hypothesis is decided. According to Bonferroni-adjustment approach, the adjusted values of P i is obtained as below.
In this equality, k means the number of comparisons. All P i values are decided on by comparing with .
MATERIAL AND METHODS
We applied the proposed procedures in this study to the simulated 2 4 contingency tables. For example this  table contains gender (male, female) groups (placebo, drug 1, drug 2 and drug 3). In this simulation experiment, the proportions for 4 groups were equal in each trial and derived from binominal distribution. These values are chosen between 0.10 and 0.90. Furthermore, sample sizes were chosen from 20 to 1000. Sixty scenarios were created taking into account the twelve sample sizes and the five different proportions in this simulation study. In each scenario, Type I error probabilities of unadjusted and after adjustment using Bonferroni-adjustment approach were calculated. It was considered controlling actual Type I error at 0.05 in two procedures.
We used a macro that we wrote in Minitab programme (ver. 16.) for simulation study. Each scenario was done with 10000 repetitions.
As a result of the simulation, the relations between the probabilities of Type I error obtained using the two approaches and the sample size and the proportions in each group were put forward using LevenbergMarquardt technique, one of Nonlinear least squares model estimation techniques. The significance of the formulas found with both approaches was assessed using goodness-of-fit indices such as Sum of Squared Error (SSE), Root Mean Squared Error (RMSE) and R 2 .
RESULTS
The probabilities of Type I error which are unadjusted and are adjusted using Bonferroniadjustment approach obtained according to the simulation study where 60 different scenarios were constructed are listed on Table 1 . The relations between the probabilities of Type I error obtained by two different approaches and both the sample size and the proportions in each group were examined separately. In model selection, the model with the lowest error value and standard error value of estimates and the biggest R 2 value was advised as the appropriate model. The relevant results are listed on Table 2 .
With both approaches, a significant S-curve relationship was found between the probability of Type I error and sample size. When compared to other relations researched, the error value and standard error value of estimates of the model showing this relation, in other words, the advised models, are the lowest and its R 2 is the biggest ( Table 2 ). The curves of the model are given in Figure 1a and 2a respectively. That extreme Type I error values emerge especially when the sample size is very small can be seen in these curves as well. A quadratic relationship was found between Type I error rates obtained by both approaches and the proportions in each group. Again, these relationships are shown in Figure 1b and 2b respectively.
That extreme Type I error values for Bonferroniadjustment method emerge especially in the cases when the proportion in each group is close to 0 and 1 can be seen in the relevant curve (Figure 2b) .
Functional relations were found in order to examine how the probabilities of Type I error obtained using both approaches subject to sample size and the proportion in each group. The functional relations which were found significant or which reflect the association among the factors are given in Table 3 . The model error values and standard error values of estimates of the advised models for both approaches among the models examined are quite low and their R 2 values are the biggest ( Table 3) .
The 3D presentation of the functional relations showing how the probabilities of Type I error unadjusted or adjusted using Bonferroni-adjustment approach change subject to sample size and the proportions in each group are given in Figure 3 and 
4.
While the proportions in each group is 0.1 and lower or 0.9 and higher, in cases when the sample size is lower than 30, both Bonferroni-adjusted and unadjusted Type I error rates were found quite low when compared to other conditions ( Table 1) . When 3D graphs were examined, it was observed that diffraction fault is formed on both surfaces when the sample size is small and the proportion is low. It was detected that Type I errors with low extreme value exist in the two edges of the surface where the sample size is small and the proportion is close to the lower and upper limit values. This appeared more obviously on the relevant surface with Bonferroni-adjustment approach.
It was observed that Bonferroni-adjusted Type I error value is below 2% where the sample size is lower than 30 and the proportion in each group is 0.1 and 0.9. Furthermore, Bonferroni-adjusted Type I error value is around 4% (or closer to 5%) where the sample size is lower than 30 and the proportion in each group is between 0.3 and 0.7 (Table 1 and Figure 4) . By contrast, Type I error rate for UAPC approach is 16.93% on average and it was observed that these rates vary between 17%-23% (Table 1 and Figure 3) . For example, a researcher examined four different generic drugs which were applied to the total of 450 individuals in terms of drug-related side effect which the proportions of abdominal pain side-effect are expected to vary from 0.10 to 0.30, and achieved difference at significance level of 5%. It was supposed that researcher was used Bonferroni-adjustment and UAPC approaches as the post-hoc test in order to determine the drug/drugs that cause(s) to this significant difference. Researchers can easily predict the observed Type I error rates of two approaches described in this study, with the help of the functional relationships in Table 3 
CONCLUSION
In diagnostic or therapeutic purposes medical studies conducted on human or animal subjects, it is important that the sensitivity shown to the rules of ethics and experiment is also continued in the statistical process particularly in terms of obtaining of unbiased results. This can be provided with the protection of the Type I error which is thought to depend on study conditions (sample size, scale type etc.) and statistical methods.
In this study, functional relations which may reveal simultaneously the effects of the proportions in each group and sample size in hypothesis testing of difference among the proportions on Type I error rates obtained using UAPC and Bonferroni-adjustment approaches were investigated.
While a significant S-curve relationship was found between Type I error rate and sample size with both approaches, a quadric relationship was found between the probability of Type I error and the proportion in each group. It was observed that the extreme Type I error values emerge either when the sample size is quite small or the proportion is close to 0 or 1 as in Bonferroni-adjustment approach. When the results are assessed in terms of both conditions, it was concluded that the probabilities of Type I error are again much higher than the expected value and Bonferroniadjusted Type I error rates are much lower than the expected value, in other words, it produces strict results.
In medical research compared the difference among the proportions, usually it is thought that Bonferroniadjustment approach has best performance. Therefore many of the studies in health field are given the findings of this method in terms of significant differences. However according to the results of our study, Bonferroni-adjustment approach cannot always protect the level of error at the beginning and the test yields strict results when the sample size is below 30 and the proportion is 0.1 and 0.9. It may be advisable not to use this approach which finds difficult the significant differences in such cases.
In addition, many researchers express based on knowledge of the literature that the error rate increases when UAPC approach is used. But according to study conditions it is not known how much of the amount of the error. However in our study, it was observed that the probability of Type I error (17%-23%) estimated from the functional relation on Type I error for UAPC approach is lower than the value calculated using the formula 1 1 ( ) k ( ) in the literature -which is only subject to the level of error at the beginning and the number of groups to be compared.
By means of the functional relations that we advised as a result of this study, the researchers may estimate the observed Type I error values obtained by two different approaches where the sample size and the proportion in each group are known. And this may be important at least for the selection of the appropriate multiple comparison procedure which will ensure that Type I error rate remains at nominal level at the end of the study in terms of continuing sensitivity shown during medical researches with human subject or laboratory animal.
