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ABSTRACT
The direct numerical simulation (D.N .S.) of interfacial instability in two- and
three-layer flows was performed using a spectral element method for flows with
moving boundaries. Qualitative criteria were developed for determining the flow
stability based on the time behavior of the amplitude of the velocities and interface
position. In addition, guidelines for selection of time step, aspect ratio, mesh
design, and surface tension were produced.
D.N .S. results were compared to theoretical linear stability analysis results
for a.) the three-layer flow of Renardy (1987) for three different computational
models and b.) the two-layer study by Yiantsos and Higgins (1988) for the periodic
model.
Results for the base flow of the three-layer channel show that all three
models were able to approximate the flow to within 0.15% of each other and the
theoretical solution. Analysis of interfacial instability results showed that D.N.S. of
both the two- and three-layer flows qualitatively agreed with the theoretical
stability analysis results. For long-wave instability, relative differences in growth
rates between D.N .S. and theory range from 9% for the Inflow jOutflow model to
49% for the Periodic model. For short-wave instability, relative differences between
D.N .S. and theory range from 24% for Velocity-matching to 84% for the Periodic
model. The Periodic model was also not able to resolve the growth rate of the
shear-flow instabiltity within 100% relative difference. Discrepancies between
computed ~nd theoretical results may have been caused by the relative coarse
meshes used in the study.
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CHAPTER 1
INTRODUCTION
1.0 Interfacial Instabilities and the Coextrusion Process
Coextrusion is a process which is employed in the manufacturing of multi-
layer composite films, sheets, and pipes in the plastics industry, the coating of
polymers, and the production of conjugate fibers in the fiber industry. It is
especially useful in producing those materials which are difficult to produce by
conventional lamination. In addition, coextrusion uses production methods which
are cheaper than lamination with improved product quality.
From the fluid dynamical point of view, coextrusion is the stratified multi-
phase flow of polymers. It consists of two or more fluids flowing side-by-side in a
;
channel or concentrically in a pipe. The fluids are fed into the flow chamber
through a feedblock, like the seven-layer feedblock in figure 1.1, where they are
combined together and flow into the die to take their final dimensions. The flow
can be either Poiseuille flow, induced by a pressure gradient, Couette flow, induced
'"
,
by a moving boundary, or a combination of the two. An example of Couette-
Poiseuille flow is used in wire coating in which the wire acts as a moving boundary
G
as it is fed through the center of the die (Figure 1.2).
There are many difficulties which must be considered when designing a
coextrusion process. It is important to choose polymers which have desirable
properties with regards to processability, and are rheologically suitable. The layers
must have a chemical affinity for each other or a third polymer may be used as an
adhesive. An additional problem in coextrusion is to obtain an interface of desired
dimensions. Depending on the processing conditions, the position of the interface
can change significantly as the fluids flow through the coextrusion die. The
2
Figure 1.1. Schematic of seven-layer feedblock. [Mitsoulis and Heng, 1987]
1
2
-
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Figure 1.2. Schematic of wire-coating geometry with layers denoted by 1, and 2, and
U0 the velocity of the wire as it passes through the die.
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direction and extent of interface migration is dependent on the rheological
properties of the system, process speed, and length of the die. Figures 1.3a. & 1.3b
show a possible evolution of the interface deformation in the coextrusion through
rectangular and circular dies when the viscosity of fluid A is lower than fluid B, and
the die is very long.
In addition, the flow must have smooth interfaces between the layers.
Irregular interfaces, caused by interfacial instability, result in materials with
substandard mechanical and optical properties, and thus high scrap rates. Figure
1.4 shows an illustration of this instability. Also, because the growth rate of the
instability is related to the Reynolds nurnber, or dimensionless velocity of the flow,
the rate of production is limite'd by interfacial instabilities. It is therefore
economically desirable to determine the mechanisms which cause interfacial
instability so that it can be avoided or delayed.
Interfacial instability in stratified flow can be caused by various mechanisms.
Some of these mechanisms include high Reynolds number, density stratification,
viscosity stratification, and the influence of gravity. The instability can also be
influenced by the parameters which govern the flow such as the relative depth of
the fluid layers and also the surface tension at the interface between the layers. To
reduce the occurence of these instabilities, it is important to investigate the
mechanisms of instability through experimental and theoretical stability analysis.
Information obtained from these analyses serves as a basis for the alteration of die
designs and processing conditions to eliminate or delay this instability. Doing this
.--~
on the actual flow is quite complex, since it involves dealing with a large number of
fluid layers, geometric complexity of the flow, and non-Newtonian rheological
characteristics of the fluids themselves. Therefore it is advantageous to determine
the stability of these flows to small perturbations with respect to changes in the
4
(01
(b)
Figure 1.3.
Figure 104.
Illustration of possible interface migration in a.) parallel and b.) circular
coextrusion when the viscosity of fluid 1 is lower than fluid 2, and the die
length is large. [Han, 1981]
INCIPIENT INSTABILITY
SEVERE INSTAB1LiTI'
Illustration of interfacial instability in coextrusion. [Schrenk, et aI., 1978]
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parameters which govern the flow.
1.1 Dimensionless Parameters Governing Instability
Before the study of linear stability is attempted it is important to understand
the terminology and nomenclature which is used. A general multi-layer flow field is
shown in figure 1.5. The channel is assumed to be inifinitely long. The parameters
which are used to define the flow are as follows:
• Density ratio. (1.1)
where PI' P2 are the densities of the upper and lower fluids, respectively.
• Viscosity ratio. (1.2)
where Ill' JL2 are the viscosities of the upper and lower fluids, respectively.
• Depth ratio. (1.3)
where d1, d2 are the depths of the upper and lower fluids, respectively.
• Reynolds number. (1.4)
The Reynolds number is usually referenced to the velocity, width, and
kinematic viscosity of one layer of the fluid. Most authors will choose the
reference layer so as to be consistent with the previous dimensionless
parameters. Therefore, for the flow geometry of figure 1.5, ref=2. The
6
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Figure 1.5. General multi-layer flow geometry.
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velocity of the interface, U0' can also serve as the reference velocity.
o Weber number. We= (T
d U 2Pref ref ref
(1.5)
where (T is the interfacial or surface tension between the fluid layers.
Uois usually assigned as the reference velocity for the Weber number.
(Note: S is used interchangeably with We as the symbol for the
dimensionless surface tension in the literature.)
o Froude number. F- g dref
- 2Uref
(1.6)
where g is the acceleration due to gravity, and the reference layer is
consistent with above.
(Note: The Weber and Froude numbers are usually defined as the
recipricals of the dimensionless parameters shown above. However, the
a definitions given above are consistent with most stability analysis work.)
• Fluid regions of infinite extent are those for which d1 2-+ ± 00.,
This notation is fairly standard for most multi-layer stability work. How~ver,- it
should be noted that the reference layer is arbitrarily chosen by the author of the
work. For ref:¥=2, the correct dimensionless parameters would be the recipricals of
the ratios shown above for r, m, and n.
1.2 Previous Linear Stability Analyses
The linear stability of stratified parallel flows has been studied SInce
Rayleigh in 1883. He studied the influence of density stratification on fluids in
infinite regions. Rayleigh studied two cases, inviscid flow and flow with viscosity
8
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but no viscosity stratification, i.e., m=l. He found that the flow is stable if the
heavier fluid is in the bottom layer and unstable when the arrangement is reversed.
He also showed that surface tension will stabilize the flow for short wavelengths.
Because this is true for the special viscous case as well, the stabilizing effect of
surface tension is independent of viscosity.
Viscosity stratification can also cause instability. The linear stability of two
superposed fluids in channel flow was first studied theoretically by Yih (1967). Yih
studied perturbations in the long wavelength range for Couette-Poiseuille flow in
two dimensions. He employed asymptotic analysis methods to derive an expression
for the complex wave speed, ci' as a function of th~ dimensionless parameters of
the flow; the depth ratio, viscosity ratio, and density ratio. His results show that
viscosity stratification of two superposed fluids can produce an unstable interfacial
mode for arbitrary values of Reynolds number, even for small Reynolds number.
Yih showed that Poiseuille flow is unstable for all values of viscosity when
the densities and depth ratios are unity. In addition, Couette flow which is always
stable within the framework of linear stability analysis for one fluid becomes
unstable when the fluid is stratified with respect to viscosity. Because these
instabilities exist for all values of Reynolds number, they must arise from the
viscosity difference. Yih speculated that this instability occurs near the hidden
neutral mode for the single fluid or "interfacial" mode which coexists with the
internal modes of the single fluid. The neutral mode corresponds to m=l.
However, it is in the proximity of this "interfacial" mode that other modes become
unstable for m:;i:l. In addition, Yih demonstrated the possibility of finite waves
arising from the infinitesimal waves which are assumed for linear stability analysis.
Yih's findings were an important beginning but they were oversimplified
because they ignored the effects of surface tension, which is negligible in high
9
Reynolds flows but important for low Re flows, and also the effect of gravity
through density stratification. Also while Yih found that the growth rate of the
interfacial mode was dependent on the viscosity, density, and depth ratios, he was
not explicit in their specific relation to the growth rate. Yih's analysis was also
specifically limited to a relatively small spectrum of possibly unstable modes, those
with large wavelengths.
Hooper and Boyd (1983) did a short wave approximation in their stability
analysis by non-dimensionalizing the coordinates with respect to the wave number,
a. They studied fluids in an infinite region with Couette shearing flow so as to
eliminate the influence of rigid boundaries on the stability. The Couette flow
without the presence of a moving boundary was supplied by assuming the following
flow:
u=a1y, y>O, and u=a2Y ' y<O. (1.7)
By following Yih's analysis with different boundary conditions based on their
velocity arrangement and lack of rigid boundaries, they found that an instability
can arise at the interface of the fluids for short wavelengths in the absense of
surface tension. The addition of surface tension is always stabilizing for these
disturbances.
Hooper and Boyd later added a rigid boundary to their flow (1987). Their
modified flow field consisted of a layer of infinite fluid above a bounded region.
The same velocity field was used as in their previous work (eq. 1.7). They
confirmed Yih's findings by determining that long wavelengths are unstable when
the lower bounded fluid is more viscous than the upper unbounded fluid. In
addition to verifying the existance of their short-wave instability, they identified a
third type of instability which arises at the viscous boundary layer of the wall and
10
occurs when the lower bounded fluid is less viscous than the upper fluid, and the
viscosity ratio is much greater than the density ratio. This "shear-flow", or
interfacial shear mode instability is due to a transfer of energy via the Reynolds
stresses in the less viscous layer rather than the transfer of energy due to the
tangential stress at the interface which causes interfacial instability. It occurs only
in the lower fluid and does not influence the stability of the upper fluid but can
impart waves on the interface between the fluids. This instability is closely related
to the shear-mode instability (Tollmien-Schlichting instability) for homogeneous
fluid flow in a channel with plane Poiseuille flow.
Hooper (1989) also studied two-layer Couette-Poiseuille flow of superposed
fluids in channels. She found that the interfacial instability is neutrally stable when
the viscosity ratio equals the square of the depth ratio. This is because at m = n2 ,
the shear rate of the flow at the interface is identically zero. She verified her
results for the semi-infinite fluid with the lower bound. In addition, she found that
when a thin layer of less viscous fluid is introduced into the channel flow of another
fluid next to one wall, the effect is destabilizing for the shear mode.
These results seem to contrast with the findings of Renardy (1987), who
studied viscosity and density stratification in a three-layer vertical Poiseuille flow of
two immiscible fluids. This flow models the cross-section of concentric pipe flow.
He found that viscosity stratification destabilizes a shear-flow instability in the flow
if the more viscous fluid is next to the walls. Renardy showed that density
stratification is destabilizing for flow under gravity if the heavier fluid is outside or
if the inner fluid is not markedly heavier than the outer. Conversely, if the flow is
forced against gravity, the heavier fluid must be on the outside to provide stability.
These instabilities can be stabilized by putting the less viscous fluid at the walls.
Yiantsos and Higgins (1988) further expanded the study of long-wave
11
interfacial instability. They extended Yih's results to small wavelengths and
investigated differences in density and thickness ratio in addition to surface tension
and gravity. While recovering Hooper's neutral stability, they found explicit
dependencies for interfacial instability on viscosity ratio, depth ratio, density ratio,
surface tension and gravity. An example of this work, (Figure 1.6) shows the
neutral stablility diagram in the m, n plane for two fluids with r=1. They also
found how the stability with reference to the shear mode for two fluids varies with
Reynolds number and viscosity ratio (Figure 1.7).
The most comprehensive experimental work on the stability of superposed
flows was done by Kao and Park (1972). They studied the stability of the laminar
cocurrent flow of oil and water in rectangular channels. While their results did not
show a long-wave interfacial instability, they did show that the flow was unstable
to a shear mode disturbance, of either the Tollmien-Schlichting variety for one
fluid, or the two-fluid shear-flow instability of Hooper. Because the growth rates of
these instabilites are similar, this question could not be answered within the
confinements of their experimental analysis.
The work which has been summarized thus far contains various disparities.
The largest problem is the contrast between analytical and experimental work.
There has been failure to excite either the long-wave interfacial instabilites found
by Yih, or the short-wave instability discovered by Hooper. Thus, more
experimental work is needed to illustrate the existence of these mechanisms of
instability.
The comparisons of the analytical work show that much is in agreement.
Existence of long- and short-wave instabilities has been demonstrated irregardless
of the type and geometry of flow and the specific boundary conditions. However,
disparities have occured between two- and three-layer work with regards to the
12
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Figure 1.6. Neutral stability diagram for long-wavelength instabilities for two fluids.
Stability dependence on m and n for r=1. [Yiantsos and Higgins, 1988]
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13
influence of a small layer of fluid next to the walls when the Reynolds number is
large enough to produce a shear-flow instability. For two-layer channel flow,
Hooper (1989) found the effect of a thin layer of fluid next to one wall to be
destabilizing. Renardy (1987) showed that adding a thin layer of less visous fluid
to both walls to be stabilizing, provided nand m were within certain ranges. The
resolution to this controversy has been speculated by Hooper (1989). She believes
that the addition of the thin layer of less viscous fluid next to one wall would
destabilize the shear mode but the addition at both of the walls of a less viscous
layer which is thinner than some critical value would lubricate the flow and
stabilize this mode.
The results of these studies for the stratified multi-layer flow of Newtonian
fluids can be summarized as follows. There are two main types of instability with
regards to viscosity stratification. The first is an instability which forms at the
interface and is due to the tangential stress between the layers. It exists for all
wavelengths and arbitrarily small Reynolds number. The second type is caused by
the transfer of energy via the Reynolds stresses in the less viscous layer. It occurs
at high Reynolds number and is related to the shear-flow instability for one fluid.
Because coextrusion involves the flow of polymers which possess non-
Newtonian rheological characteristics, a great deal of work has been done on the
stability of multi-layer flow of non-Newtonian fluid. Some of the first and most
comprehensive work was done by C. D. Han (Han, 1981). He has done both
experimental and theoretical work to determine the stability of multi-layer flows
with respect to flow parameters for polymers. His work includes experimental
analysis of the stability of stratified polymers in rectangular and annular (wire
coating) geometries. In addition, he has done theoretical work on Coleman-Noll
second-order fluids in a channel. Han found that the factors which influence
14
interfacial instability are the rheological properties of the fluids, depth ratio (n),
melt temperature, extrusion rate (Re), and interfacial shear stresses. Han's work
has been followed by many others. Waters (1983) studied the Couette flow of
power-law fluids between parallel plates. He found that shear-thinning can have a
significant effect on stability of the interface. Also, he has shown that the specific
ratios of power-law parameters. for each layer can stabilize or destabilize the flow.
This instability, like Yih's, is independent of Reynolds number.
Waters and Keeley (1987) studied the stability of two Oldroyd fluids, which
have shear-dependent viscosities, in plane Couette flow between parallel plates.
They found that shear thinning can cause instability when it is present in the less
viscous layer. In addition, stability is affected by the ratio of power-law indices for
two power-law liquids and the interaction between shear-thinning and elasticity.
The presence of elasticity can stabilize or destabilize the flow provided n is of small
order.
The linear stability of the planar, two-layer Couette flow of upper-convected
Maxwell fluids was studied by Renardy (1988). He found that for low Reynolds
number the interfacial mode is unstable. For short-wave asymptotics, he found
that as the viscosity ratio increased, the range of elasticities for which there is a
short-wave instability widens. He concluded that to stabilize long waves, the less
viscous fluid should be in a thin layer. Short-waves can be stabilized by adjusting
the elasticities. Arranging the fluid in this manner will produce a stable flow even
for an unstable density stratification.
There has been little work done in the area of coextrusion analysis by way of
finite element solution. The base flows of several free-boundary problems have
been solved by various authors, such as Kistler and Scriven (1984), and Mitsoulis et
al. (1985). Coextrusion flows, however, require that there be pressure and viscous
15
stress discontinuities at the interface. To simulate the base flow of the flat-film
(planar) coextrusion of two Newtonian fluids, Mavridis, et al. (1987) employed a
finite-element method which accounted for these discontinuities. They used double
nodes at the interface in the construction of their solution grid to account for the
jumps in pressure and stress. Results were comparable to available experimental
observations. An additional computational study was the determination of the
linear stability of free-surface flows via a spectral element method by Ho and
Patera (1990). They solved the Orr-Sommerfeld equation (eq. 2.25) for the
stability of a thin film flowing down an inclined plane by a Hermitian finite element
method. Ho and Patera found physical effects which limit the numerical stability
of their finite difference scheme and also proposed an optimization formula to find
the critical time step.
1.3 Objectives
As can be seen from the previous section, much of the study of interfacial
instability has involved the theoretical analysis and solution of the equations for
linear stability. These equations will be derived in Chapter 2. This work has
resulted in good rules of thumb for designing coextrusion flows, such as putting the
less viscous fluid in a thin layer to stabilize long-wave instabilities and supplying
enough interfacial tension to stabilize short-waves. While linear stability is
important in the initial understanding of stability, it is only an approximation
which is good for infinitesimal disturbances. A better approximation would be to
integrate the Navier-Stokes equations and investigate the stability for arbitrary
disturbances. This can be done via direct numerical simulation.
The objective of this thesis is to perform a direct numerical simulation on
multi-layer channel flows to determine the stability. A small perturbation will be
16
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imparted on the base flow by means of the numerical error inherent in the method
of solution. This disturbance will be followed in time. The stability of these flows
will then be determined from the velocity and position versus time graphs produced
in the simulation.
The first objective is to study the numerical stability of the simulation with
respect to numerical and flow parameters. By determining the parameters which
most influence the numerical stability of the flow, a great deal of time can be saved
in producing numerically stable results when altering the computational domain.
Thus, a main objective is to determine guidelines for producing numerically stable
direct numerical simulation results. The next objective is to compare the direct
numerical simulation results with established data achieved via linear stability
analysis to determine the effectiveness of the model. The direct numerical
simulations of two- and three-layer flows depicted in figures 1.5 and 1.8,
respectively, will be analyzed with respect to the type and location of the
instability. In addition, the existence of finite waves beyond the stage of linear
disturbance growth will be shown, and described.
17
yFigure 1.8. Schematic of three-layer parallel flow.
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CHAPTER 2
THE LINEAR STABILTY OF STRATIFIED FLOW
2.0 Stability Analysis
For a flow to exist ill nature, it must be physically realizable, or stable to
small perturbations. The linear stability analysis determines the stability of the
flow to infinitesimal disturbances on the base flow. These perturbations either die
out or grow and become finite disturbances. Thus by performing this mathematical
procedure the stability of a specified base flow can be determined.
2.1 General Linear Stability Analysis for Stratified Newtonian Fluids
in Parallel Channel Flow
The linear stability analysis' begins with the full Navier-Stokes equations,
excepting body force, for incompressible, constant property fluids. These equations
are valid within each fluid layer. The momentum equations are,
and continuity equation,
BU BV_
BX+BY-O,
(2.1)
(2.2)
(2.3)
where U, V are dimensional base velocities in X and Y directions, respectively. P is
actual pressure, t is actual time, and the substantial derivative is defined as,
D( .)_ B( .) Be· ) Be· )
Dt -at+U BX +V BY'
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(2.4)
The Laplacian in 2-D is defined as,
The following dimensionless quantities are introduced:
(2.5)
U- U-~,
ref
V - V-~,
ref
p p 2'p Uref
Y- Y
-1-'
ref
U
t /-t ref
- 1 '
ref
. We
1 U 2p ref ref
where Uref is a reference velocity, lref is a reference length scale, and (7 is the
surface tension.
Therefore the dimensionless N-S equations are:
the momentum equations,
and continuity,
where
D( .) 8(· ) 8( .) 8( .)
--,=-/+u~+v~,Dt 8t uX uy
(2.6)
(2.7).
(2.8)
(2.9)
and (2.10)
For steady, incompressible, parallel flow, v=O. Therefore, there is only one velocity
component, u=ti(y), and the governing equations become:
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v2u_ ~e~~=O (2.11)
and
1015_ (2.12)
-"{JOY - O,
where u, ti, and 15 denote solutions to the base flow. From eq. 2.12, 15 IS
independant of y, or p=p(x).
Next we introduce small perturbations in the velocity and pressure fields,
u=u(y) + u'(x,y,t'), v =v'(x,y,t'), p=p(x)+ p'(x,y,t'),
and substitute into equations 2.6-2.8 to obtain
(2.13)
(2.14)
(2.15)
and (2.16)
When eqs. 2.11 and 2.12 are substituted into equations 2.14 and 2.15 to eliminate
base flow pressure, 15, the resulting equations are:
(2.17)
and
(2.18)
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Then, differentiate eq. 2.17 with respect to y and eq. 2.18 with respect to x to
obtain:
a2 , , a2 , d- a ' a ' a ' d- a' , d2- a2 ,
_u_+(u+u )_u_+(~+-!L)-!L+-Y...(~+-!L)+v (----!!+----!!..) =ayat' ayax dy ay ax ay dy ay dy2 ay2
(2.19)
and
a2 , a2 , a 'a' a 'a' a2 , 1 a2 , a 2
_v_ +(u+u')----Y..+-!L-Y...+-Y...-Y...+v'_v_ = P_+_1_ -(V v'). (2.20)
axat' ax2 ax ax ax ay axay payax Re ax
These equations are valid for each layer of the fluid. Therefore, the base flow and
perturbation velocities in each layer are denoted
ii=U.,
J
, ,
u = u.,
J
v'.= v' ..
J J
(2.21)
where j is the specific layer of fluid; j=1,2,....
Next, introduce the perturbation stream function:
.1. _A.. ( ) ia(x-ct')
0/'-,/," y eJ J
(2.22)
where 4Jj is the stream function amplitude for the jth layer, a is the dimensionless
wave number, and c is the dimensionless wave speed. This wave speed is complex,
i.e., c=cr+ici' where Cr is the real part and ci is the imaginary part. The stream
functions are related to u' and v' by
(2.23)
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and (2.24)
Neglecting the nonlinear terms in eqs. 2.19 and 2.20, inserting eqs. 2.23 and 2.24,
with eq. 2.21, into eqs. 2.19 and 2.20, and subtracting eq. 2.20 from 2.19, we obtain
the Orr-Sommerfield equations for each layer,
(2.25)
with appropriate boundary conditions (dependent on the number of layers, the
existence of surface tension, whether the flow is bounded or unbounded, etc).
Typical boundary conditions which are encountered are:
1) No slip condition
(2.26)
(2.27)
at the rigid boundaries.
2) The continuity of u
'
and v' at the interface is expressed as
where, c/=c-u, and
(2.28)
(2.29)
with all quanti'ties evaluated at the interface.
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3) The continuity of the shear stress at the interface is
(2.30)
4) The continuity of the normal stress is expressed as
(2.31)
with all quantities evaluated at the interface.
The type of mathematical model which is produced by equations 2.25-2.31
does not lend itself t~ be solved explicitly for r/J. Instead the solution for r/J is
approximated by combinations of unknown functions producing an eigenvalue
problem, for which the complex wave speed, ci' is solved. The input variables are
u., Re, and a, from the Orr-Sommerfeld equation, and We from the boundary
J '
conditions. Typically, the problem is solved numerically and results are presented
via neutral stability curves in which the linear stability of the system is determined
with reference to two parameters (usually a and another independent variable such
as Re). An example of this was depicted earlier in Figure 1.6.
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CHAPTER 3
METHOD OF SOLUTION
3.0 Numerical Simulation Methods
The governing equations for incompressible fluid flow and heat and mass
transfer to be intergrated consist of the momentum equation,
(3.1)
the continuity equation,
the energy equation,
pCp [~1+(U.V)T] = V·(kVT) + qvol'
and a convection-diffusion equation for each passive scalar, i,
(3.2)
(3.3)
(3.4)
These equations are solved for the following variables: fluid velocity, UCX,t)j
pressure, P(X,t)j temperature, T(X,t)j and passive scalar fields, (X,t). The
parameters which appear III the governing equations include the density, p, the
dynamic viscosity, Jj, thermal expansion coefficient, (3, the volumetric specific heat,
pCp, th~ acceleration due to gravity, g, the body force per unit mass, 1, the
~
thermal conductivity, k, and the volumetric heat generation, qvol'
25
The approach employed in this thesis is direct numerical simulation. This is
achieved through the use of NEKTON (NEKTON User's Guide V2.7, 1991), a
numerical simulation package developed at M.LT. This package solves the partial
differential equations governing flow and heat transfer via the spectral element
method, a high order finite element technique. The computational domain for the
simulation can be either fixed in space or moving (time-dependent). The flow field
is subdivided into. quadrilateral elements as shown in Figure 3.1. Within these
elements a mesh is created containing collocation points. Solutions to the
governing equations are approximated by high-order polynomials within each
element. The elemental mesh construction is shown in Figure 3.2. The location of
the collocation points is determined by the order of the approximating polynomials
chosen. This Cartesian mesh corresponds to a N x N Gauss-Lobatto Legendre
collocation points, where (N-1) is the chosen polynomial order.
3.1 Method of Solution for Flows in Coextrusion Dies
Some special considerations must be taken into account when dealing with
,--------,"
the modeling of coextrusion. Because, by the nature of the coextrusion process,
there exist stratified layers of fluid within the flow domain, a method of specifying
different parameters for seperate layers of fluid must be available. NEKTON is
particularly suited to multi-layer flow analysis because the user is able to assign
different values for viscosity, density, and thermal conductivity within different
parts of the flow field. These three properties can be changed from macro-element
to macro-element within the computational domain. In addition, interfaces
(boundaries between layers) in coextrusion flows may be moving (deforming).
Therefore, it is necessary to use time-dependent geometry in obtaining an accurate
simulation for these flows. A grid which can deform in space and time is used to
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Figure 3.1.
Figure 3.2.
Quadrilateral macro-elements comprising solution domain.
.. J
Legendre mesh for N=5.
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capture deformations of interfaces in multi-layer flows. Nodal velocities, w(X,t),
are defined at each point on the mesh. These mesh velocities are computed by the
following method. The nodal velocities on the moving (physical) boundaries are
computed first from appropriate kinematic or dynamic conditions, while the normal
mesh velocity is set to zero on the external boundaries. There is a zero tangential
traction condition imposed in the tangential direction on each external boundary.
This produces a boundary value problem for the mesh velocities which is integrated
explicitly in time to find the values of the nodes internal to the computation
domain. There are limitations as to the accuracy of the resolution of the interface
deformations with regard to wavelength, as well as to the amplitude of the
deformations which are allowed. Deformations with a small wavelength require a
lot of small elements at the interface in order to be properly resolved. Large
amplitudes can deform the computational domain to such an extent that there is
no longer a correspondence between the solutions for the mesh and governing
equations. This type of instability, hereafter refered to as the mesh instability, can
be caused by a either a numerical or a physical instability. When it occurs, it
prevents the accurate solution of the finite element iterative procedure. This will
be discussed in section 4.3.
3.2 Numerical Stability
Numerical stability is a major concern for all moving geometry flows which
are studied via direct numerical simulation. Just as physical stability is a necessary
condition for a flow to be physically realizable, numerical stability is a necessary
condition for it to be computationally reproducible. The type of numerical
instability which is encountered in the spectral element method of solution with a
time-dependent mesh geometry is a temporal instability with regard to the solution
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scheme for the discretized governing equations and mesh equations. It is
characterized by a numerical error which will increase in magnitude with each time
step till it swamps the solution.
Because of the explicit treatment of the convective terms in equations 3.1-
3.4, a numerical stability criterion is enforced even for problems not involving
moving geometry. This criterion, called the Courant condition, leads. to a
restriction on the time-integration step of the form
(3.5)
where C is the Courant number, L~.xi are the distances between the mesh nodes, Ui
correspond to the velocities in the Xi directions, and MIN Df refers to minimum
over the flow field. An additional temporal numerical instability can arise from the
solution to the mesh locations. Because of the time-dependent domain and explicit
method of solution for the moving geometry used, an additional numerical stability
restriction is imposed. When surface tension effects are included, it takes the form
of:
.6.t< MIN [!!.(.6.s)3](1/2)8Dst (1 1r (3.6)
where (1 is the surface tension, p is the minimum density, .6.s is the distance
between the mesh points on the interfacial boundary 8Dst, and MIN 8Dst refers to
minimum over the interface.
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3.3 Computational Domains and Velocity Boundary Conditions
Three main types of computational models have been used in this work.
A.) The first, the Periodic model, is a model for a flow field of infinite extent. It
consists of viewing the physical flow domain as a periodic repetition of
computational domains. The boundary conditions for this domain are
• periodic boundary conditions at the inlet and outlet of the
computational domain,
where i=1,2, and Lp is the periodicity length in the x-direction
• no slip conditions at the solid boundaries,
(3.7)
u.=o,I i=1,2 (3.8)
• an internal boundary condition which tracks the discontinuities at
the boundaries between the fluids.
This computational model introduces a new parameter, which is absent in
the physical problem, the aspect ratio of the computational domain. For a
straight channel, it is defined as
(3.9)
where H is the total length of the computational domain in the Y-direction.
B.) The second type, called Inflow/Outflow, models finite flow fields. This flow
domain has finite physical dimensions in the X-direction (streamwise-
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direction). The boundary conditions which must be specified for this type of
computational domain are as follows:
• an inflow condition,
o two outflow conditions,
(3.10)
and U t=0, (3.11)
where cr n is the normal traction, and Un and U t are the normal and
tangential velocities at the outflow boundary.
In addition, the non-slip boundary condition at the channel wall and the
internal boundary condition are also specified for this type of computational
domain. An additional aspect ratio can be defined for the finite
computational domain,
(3.12)
where Lf is the length of the computational domain in the X-direction and H
is the total height in the y-direction. For large aspect ratio, Af.....oo, this flow
is analogous to the model with periodic boundary condition in the
X-direction.
C.) The third is the Velocity-matching computational model. It can also be
used to model a flow field with finite physical dimension in the X-direction.
However, in addition to specifying the velocity at the inflow as in the Inflow/
31
Outflow model (B.), the velocity at the outflow must also be specified.
Therefore, this domain is limited to flow geometries in which the exit velocity
is known a priori.
Thermal boundary conditions are specified for each computational model in
general simulations that include heat transfer effects. However, the cases which
were studied in this thesis were limited to isothermal flows. Therefore, there are no
thermal considerations. For a brief summary of non-isothermal coextrusion studies,
see Appendix B.
Numerical stability is influenced by the type of computational model chosen
for study. For the case of periodic boundary conditions (model A), this influence is
dependent on the length of the computational domain, Lp . This specified length,
along with the boundary conditions, impose an artificial restriction on the
wavelength of the instabilities which may be simulated. These wavelengths, .xi will
be approximately
_ L p
.x.- -.-,
1 1
i=l,2, ... (3.13)
Therefore, instabilities with wavelengths which are larger than .xl will be missed by
this type of simulation.
The model B discussed in this section may also cause numerical instabilities.
The reason for this is that the outflow boundary conditions are approximations to
the actual physical conditions which exist at the outflow cross-section. An
additional numerical error is introduced by this approximation at the outlet which
may propagate upstream throughout the flow domain. It is hoped that by making
the aspect ratio large enough, the numerical disturbances which are introduced will
diminish as they travel upstream so as to not influence the stability of the flow in
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the region far enough from the outlet.
The CPU time required for completion of a simulation is also affected by the
choice of computational domain. Flows of infinite extent are modeled via the
repetition of relatively small periodic domains. Therefore, the entire physical flow
geometry can be represented by a small number of macro-elements. For the
modeling of finite flows, the requirement that the aspect ratio for the
computational domain be large necessitates the use of a large number of macro-
elements to represent the flow. Therefore, a finite flow domain requires in general
significantly larger number of macro-elements than the periodic domain. Because
the solution time is proportional to the number of spectral elements in the
computaional domain, the CPU time required to simulate flow problems in finite
domain is significantly increased.
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CHAPTER 4
DIRECT NUMERICAL SIMULATION RESULTS
4.0 Direct Numerical Simulation of Flows in Coextrusion Dies
The direct numerical simulation of interfacial instabilities in multi-layer
channel flows was carried out using the computer package described in Chapter 3.
A small amplitude perturbation was introduced into the flow field by means
of numerical error. It was assumed that this perturbation would contain all of the
possibly unstable wavelengths for the specified flow geometry.
The governing equations were integrated in the computational domain for a
specified number of time increments or steps. Solutions were produced for U(X,t),
P(X,t), and w(X,t), as well as node position as a function of time and space for all
nodes internal to the flow domain. These solutions were analyzed by means of
velocity and pressure profiles; time-history plots of velocity, pressure, and interface
position; vector velocity plots and contour plots of scalar quantities.
4.1 Criteria for Determining Physical Stability
The following was used as a general means of determining the physical
stability of these flows to small perturbations. Unstable flows were determined to
be those which exhibit a velocity whose amplitude at a particular mesh point
increased without bounds with time. An example is shown in figure 4.1. Stable
flows were those for which the amplitude of the initial perturbation of the velocity
did not increase without bounds or decreased to zero, as t'-+oo. Several types of
stable flows were encountered. These fall into three groups:
1.) Initial disturbance is so small and dies so rapidly that it does not
influence a bounded response which appears to increase monotonically
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u
.28016
43.563 86.444
Figure 4.1. Three-layer parallel unstable flow for m=O.6, 1t1=O.6, r=1.0, Re=1.0,
We=O.OOO1.
1
u
0.3067
0.3067 tt 21.41
Figure 4..2. Monotonically increasing velocity versus time plot for a stable, two-layer
parallel flow with m=4.0, n=2.0, r=1.0, Re=42.8, We=O.OO1.
35
with time. (Figure 4.2)
2.) The amplitude of the velocity does not grow or diminish but exhibits a
time-periodic oscillation of constant amplitude as t'-.oo. (Figure 4.3)
3.) The distur,bance produces an oscillatory response of diminishing
amplitude as t'-.oo. (Figure 4.4)
These criteria for distinguishing stable and unstable flows were helpful but
not entirely satisfactory. This is because numerical· instability can be easily
mistaken for physical instability. The growth of the disturbance amplitude can be
due to the propogation of numerical error or to actual physical instability
mechanisms within the flow. In fact, it can be difficult to resolve whether the flow
is physically or numerically unstable based on the solution criteria used in this
thesis.
4.2 Time Behavior in 2 Typical Simulation
Because of the way that the physical stability of the flows is determined, a
restriction is imposed on the time that the simulation must run. The length of
time required to
the disturbance.
simulate the physical instabilities depends on the growth rate of
,-J
Thus, a simulation with parameters producing an instability with
a small growth rate must be run until the time dependent behavior of the
amplitude of the perturbations can be resolved.
From the flows which were computed in this thesis a typical simulated flow
system behavior can be constructed. There are three distinct sections to the time
history of a flow quantity in a typical unstable flow. The first section is a transient
section. It is caused by the fact that the simulation starts impulsively from rest
with a prescribed velocity at the inlet boundary or a prescribed pressure gradient.
This section, which is generally confined to t'<10, is not of interest in this thesis,
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Figure 4.3. Time periodic oscillation ofconstant amplitude in three-layer parallel, stable
flow for m=O.8, nl=O.8, r=l.O, Re=l.O,We=O.Ol.
.41078
"U
.40924
73.981 104.83
Figure 4.4. Oscillatory response with diminishing amplitude in three-layer parallel,
stable flow for m=O.6, nl=O.8, r=l.O, Re=1.0, We=O.Ol.
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because it does not model the asymptotic (t'.....oo) behavior of a realistic flow. The
next section is the steady-state section. The third section is the unstable section
which is characterized by a time history response which increases in amplitude with
time. It has two parts. In the first part of this section, the amplitude of the
disturbance is small so there is no discernible spatial deformations on the interface.
In the last part, as t'.....oo, the interface deformations occur. A typical simulation is
illustrated in figure 4.5.
4.3 Guidelines for the Identification and Elimination of the Mesh Instability
There exists within NEKTON a type of instability which manifests itself as a
large mesh velocity gradient in space and time which deforms the elements at a
rate for which the numerical method of solution cannot compensate. This results in
a vanishing Jacobian within the computational mesh which causes the simulation to
be terminated. It is refered to by this author as the mesh instabilty.
The mesh instability can be caused by three distinct mechanisms. The first
mechanism occurs in the transient part of the simulation. It is due to a
combination of a numerical instability and the idealized initial and boundary
conditions that simulate the impulsive velocity imposed on the flow at t'=0.
Generally, this type of instability is more frequently observed in simulations with
InflowjOutflow velocity boundary conditions. The second mechanism is a
numerical instability which occurs in the steady-state portion of the simulation. As
the numerical error at a point grows with time it may eventually lead to a mesh
instability as depicted in the time-history plot of figure 4.6. The large growth rate
of this instability is one thing that differentiates it from a physical instability.
Elimination of this instability will be discussed in section 4.4. Lastly, mesh
instability can be the result of excessive interface deformations caused by an actual
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C.)
A.)
B.)
It
Figure 4.5. Illustration of the typical time history response showing: A.) transient,
B.) steady-state, and C.) unstable sections.
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Figure 4.6. Example of mesh instability for two-layer flow with n=1.0, r=1.0, m=O.5,
Re=1O.0, We=O.OOl. '\
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physical instability.
Elimination of the mesh instability which occurs in the transient part of the
simulation is achieved in two ways:
1.) altering the mesh geometry,
2.) altering the surface tension.
The arrangement of spectral elements has a large influence on mesh stability
for certain types of problems, e.g. those with non-parallel walls. If the geometry of
the elements is 'predisposed' in some way to a mesh instability, the best method of
achieving mesh stability is to find out how the mesh is changing via short runs and
anticipating these deformations by altering the mesh in the next computer runs.
Through this iterative process, mesh instability may be eliminated.
A second method involves increasing the surface tension in the transient part
to stabilize the mesh deformations. This method is only possible because the
transient part of the simulation is not of physical interest. Therefore the surface
tension can be increased while the time step is decreased via the Courant number
and the simulation run for a short initial period of time (such as: 0 < t' < 10).
Subsequently, the surface tension can be reset to the desired value, as per the
Weber number, and the simulation continued. The time step can also be increased
with each run to a numerically stable value.
4.4 Guidelines for the Identification and Elimination of Numerical Instability
The existence of numerical instability produces a numerical stability problem
within a physical stability problem. Therefore, it is valuable to determine the
parameters which influence this numerical instability so that it can be eliminated.
Via trial and error analysis with several flow regimes of different geometries and
flow parameters, the following general rules have been developed with regard to
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ensuring numerical stability for direct numerical simulation of flows with moving
geometry.
A general iterative procedure was developed to determine the ranges of the
parameters which will numerically stabilize a given simulation. This procedure is as
follows:
o The initial value of the computational parameter is chosen.
o Numerical stability is checked for the first computer run of the simulation.
o Assuming the flow exhibits the characteristics of numerical instability, the
parameter is altered in such a way as to stabilize the flow.
• If necessary, other parameters are changed so that the solution domain
of the next computer run will be consistent with the previous
one.
o The simulation is run again and the results are compared to those for the
previous simulation.
o This is repeated until:
1.) The flow exhibits characteristics of physical stability, or
2.) The time at which the mesh instability occurs, t'm, reaches a finite
limit. If the values of t'm for successive simulations are thought of as
a sequence, t'm., the following empirical convergence criterion was
1
developed: The iterative procedure is terminated if for succesive
simulations, the relative difference in the time at which the mesh
instability occurs satisfies the inequality,
Dot'm
, ,
t m.-t m.
1, 1-1< 0.01,
t m.
1
(4.1)
where t'm. and t'm. are the times at which the mesh instability
1 1-1
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occured for the current, i, and previous, (i-I), simulations,
respectively.
o If either of these criteria is met, it will eliminate the parameter
which was chosen to be tested as the probable cause of the numerical
instability.
This procedure should be repeated for the following numerical or flow parameters
which influence numerical stability, namely:
1.) Time step.
2.) Aspect ratio of computational domain.
Because of the explicit methods used to solve for the convective terms in the
governing equations, the time step has the largest influence on numerical stability.
Based on the parameters used in section 4.5, the initial value should be,
~t' < 0.01 , (4.2)
This parameter is then halved for each succeSlve simulation until convergence
occurs.
For flows modeled via a finite computational domain, numerical stability is
also affected by aspect ratio. Increasing the length of the channel will reduce the
influence of the error in the approximation to the outflow conditions. The proper
starting value for aspect ratio depends on flow parameters. A good starting point
is Af =2. Then the aspect ratio should be increased for each succesive simulation
till convergence is achieved.
Simulations which initially appear to be numerically stable can often become
numerically unstable and produce a mesh instability as the simulation progresses.
This instability is eliminated by halving the Courant number until the simulation
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progresses beyond the point where the mesh instability previously occured.
The guidelines introduced above offer a comprehensive method for
eliminating numerical instabilities from the direct numerical simulation of multi-
layer flows. Because of the difficulties which can be encountered in attempting to
distinguish between physical and numerical stability, they are a useful tool. The
total simulation time required to achieve numerical stability can be quite large.
Therefore, to reduce the simulation time involved in set-up, it is desirable to
achieve numerical stability for a fixed time step and aspect ratio and then to use
those fixed parameters for a large number of simulations.
4.5 Comparison Between D.N .S. and Hydrodynamic Stability Theory
Following the guidelines which were developed in the preceeding sections,
three distinct studies were conducted in this research. The work consisted of
comparisons of results achieved through D.N.S. to theoretical results of stability
analyses. The theoretical work used as a basis of comparison was the three-layer
flow of Renardy (1987) and the two-layer study by Yiantsos and Higgins (1988).
Comparisons were made for the cases of short-wave and long-wave instability in
three-layer flow, stable three-layer flow, and shear-flow instability in two- and
three-layer channels.
4.5.1 Physical Domains and Simulation Parameters
The physical domains which were modeled in the thesis were two- and three-
layer flows in a channel of infinite extent in the streamwise direction, or infinite
length. Different physical domains were used as a basis for simulation of the three
different unstable flows mentioned in the previous section.
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4.5.1.I-Long-wave and Short-wave Interfacial Instability
The three-layer flow of Renardy was used as the basis for comparison of
long- and short-wave interfacial instability.. It consists of a central layer of fluid of
width 2xII , with flow parameters P2' Jl2' and V 2, bounded on top and bottom by a
layer of fluid of width (l - 11) with parameters PI' Ill' and VIM shown previously
in figure 1.8. Dimensionless quantities which govern this flow field are defined as
follows:
VoIRe=-II-'I
We (4.3)
where V 0 is the velocity of the base flow at the interface corresponding to y= ±II
and H=2xl is the width of the channel.
It should be noted that, as previously stated, hydrodynamic stability theory
predicts that for fixed values of r, 1T I' and Re, long-wave stability is influenced by
the viscosity ratio, while short-wave stability depends on the value of the Weber
number. When r=l, 1T1=0.5, and Re=0.75: long-waves are stable for m<1.0, and
unstable for m>1.0 (Renardy, 1987). The Weber number which makes the flow
neutrally stable to short wavelength disturbances is not known. However, Renardy
has shown that for the above fixed parameters, the flow is stable to short-waves for
We = 0.01778 and unstable for We = 0.00178. Thus different combinations of We
and m can produce flows which are stable to both disturbances, unstable to just the
long-wave instability, and unstable to the short-wave instability only. The
parameters chosen to test the D.N.S. approach for each type of instability
seperately are shown in Table 4.1.
Simulations were run for three different computational models: Periodic
Boundary Conditions, Inflow/Outflow B.C.'s, and Velocity-matching B.C.'s
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Table 4.1 Physical Parameters for the three-layer, parallel flow in a channel of infinite
length.
Stable Long-wave Short-wave
r 1.0 1.0 1.0
Jtl 0.5 0.5 0.5
Re 0.75 0.75 0.75
m 0.5 2.0 0.5
We 0.01778 0.01778 0.00178
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described in Section 3.3. The parameters used for each model in the simulations
are shown in Table 4.2. Figure 4.7 depicts the Periodic; and Inflow/Outflow,
Velocity-matching computational domains used to simulate long- and short-wave
interfacial instability in three-layer flow.
4.5.1.2 Shear-flow instability
Two different physical domains were used as bases of simulation for the
shear-flow instability. For the three-layer flow, the dimensionless quantities which
govern it are:
We (j (4.4)
where Urn is the velocity of the base flow at the center of the channel
corresponding to y=O.
Renardy (1987) has shown that for fixed values of r=1.0, m=0.9, Re=5772.0,
and We=O.OOI (consistent with the above notation), instability is dependent on the
depth ratio, 1Tl' (Note: The actual value of We used by Renardy was We=O.O,
however, it was necessary to impose a small amount of surface tension to
numerically stabilize the simulation.) When the less viscous outer fluid forms a
small layer, the flow is lubricated and is stable. However for values of the depth
ratio which are just smaller than the critical depth, 1T1 :: 0.89, the flow iscr
unstable. Therefore, to evaluate the stability of this flow to a shear-flow
instability, the direct numerical simulation is performed for a subcritical (1T 1=0.9)
and a supercritical case (1T 1=0.8). Because the Weber number also affects the
shear-flow instability, this possible means of instability could not be isolated from
the short-wave instability except by chosing parameters to make the flow stable to
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Table 4.2. Simulation Parameters for the three-layer, parallel flow in a channel
of infInite length.
Inflow/ Velocity
Outflow matching Periodic
Order 5 5 7
# of elements 32 32 24
Courant # 0.025 0.01 0.025
Aspect ratio 3.7 3.7 1.5
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Computational domain for the modeling of three-layer, parallel flows
of infinite length: A.) with Periodic boundary conditions fontl=O.5, At=1.5;
B.) with Inflow/Outflow or Velocity-matching boundary conditions.
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short-waves.
The computational domain used to simulate this flow consisted of 24
elements of order 7 shown in figure 4.8. The model was used for periodic boundary
conditions with A p=1.1.
The two-layer parallel flow problem which was used to study shear-flow
instability is described in terms of dimensionless flow parameters defined as:
U d
Re---L1
- vI ' (4.5)
where the subscripts, 1 and 2, denote the upper and lower fluid, respectively. Uois
the velocity at the interface. This physical domain was shown schematically in
figure 1.5.
The physical parameters were chosen to make the flow neutrally stable
(m=n2) for interfacial instabilities via a linear stability analysis (Yiantsos and
Higgins, 1988). In this way, the shear-flow instability was isolated as the only
possible physical instability which can occur, depending on the value of Re.
With fixed parameters for the flow, n=2.0, m=4.0, r=1.0, We=O.OOI, Recr
was found to be 9800 using the definitions in this study. This flow was simulated
for a supercritical and subcritical case: Re=10100, and Re=9100.
The computational domain used in the D.N.S. of this flow is shown in figure
4.9. It consisted of 36 spectral elements of order 5. The periodic computational
model was used with aspect ratio, A p=1.0.
4.5.2 Base Flow
When performing a stability analysis, it is always important to determine the
solution to the base flow. Two of the computational models which are being
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Figure 4.8. Computational domain for the modeling of three-layer, parallel flows of
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utilized in this study, Inflow/Outflow and Velocity-matching, require the solution
to the base flow for their boundary conditions. However, the geometry of the
problem does not always facilitate its computation. In the case of the infinite,
parallel-walled channel, it can be solved explicitly via the N-S equations for
constant property, steady, incompressible, Newtonian fluids.
For the three-layer flow used to simulate long- and short-wave instability,
the solution to the base flow is a velocity distribution ['Which is symmetric with
respect to the x-axis and given by
_ (dP) 1 ( 2 12)U1- dX 2 Jll Y - , 11 < y < I, and -I < y < -11 (4.6)
and
v1= V 2= o.
where (~~) is an assigned constant pressure gradient. Non-dimensionalizing these
equations with respect to the reference quantities, defined in equation 4.3, yields
the following non-dimensionalized equations for the velocity in the channel:
u - ( dp ) Re (y2_ 1)1- dx 2 ' 11"1 < Y < 1, and -1 < Y < -11"1 (4.9)
and
(4.10)
(4.11)
Using parameters from section 4.5.1.1 the velocity profiles for long-wave
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instability flows, when simulated, have relative differences of less than 0.15%, as
shown in figure 4.10. Similar results were obtained for short-wave instability and
stable flows. Figure 4.11 compares the pressure profiles of the computational
models. The profiles for Inflow/Outflow and Velocity-matching are identical but
shifted in the p-direction (figA.11a.). This is due to the fact that the pressure at
the outlet was specified for the I/O model, but not for the V-m (see section 3.3).
For all simulations in this thesis the pressure was constrained to be p=O.O. The
pressure profile of the Periodic model is completely different when compared to the
profiles of the Inflow-Outflow and the Velocity matching. This is due to the
simulation interpreting the given pressure gradient as a body force per unit mass.
While these two quantities are interchangable computationally in the governing
equations used in the solver, they are seperately monitored by the simulation
program. Therefore, any differences in the pressure profiles from model to model
were due to the interpretation of the quantity by the simulation program and not
modeling errors.
For the three-layer flow used to simulate shear-flow instability, the
dimensional base flow can also be described by equations 4.6-4.8. Non-
dimensionalizing these equations with respect to their respective reference
quantities, Urn, 1, P2' and J.l2 yields the following non-dimensionalized equations for
the velocity in the channel:
1 ( dp ) Re (2 )
u1= m dx 2: y - 1 , 11"1 < y < 1, and -1 < y < -11"1 (4.12)
and
(4.13)
(4.14)
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Figure 4.10. Velocity Profiles at x=3.7 for the base flow in a channel with r=l.O, m=2.0,
JLl=0.5, Re=0.75, We=0.Ol778 of the following models:
A.) Velocity-matching, B.)Periodic, C.)Inflow/Outflow.
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Figure 4.11. Pressure Profiles at y=O.O for the base flow in a channel with r=1.0, ~n=O.5,
n1=O.5, Re=O.75, We=O.O 1778 of the following models: A.) Inflow/Outflow
B.) Velocity-matching, C.) Periodic (body force, f=3.56).
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The base flow for the two-layer flow with parameters given in eq. 4.4, is
found to be,
and
where
0< Y < d1,
-d2 < Y < 0,
(4.15)
(4.16)
(4.17)
(4.18)
Non-dimensionalizing with repect to Urn and dl' one obtains the normalized base
flow for the two-layer channel of infinite length:
u1 = ( ~~) ~e [( y2_ 1) + n ( :2+. ~ )(y-1)] 0 < Y < 1,
and
4.5.3 Stability Results
(4.19)
(4.20)
(4.21)
The three computational models discussed in previous sections and in Section
3.3 were used in the simulation of stable, long-wave unstable, and short-wave
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unstable flow in a three-layer, parallel channel. The shear-flow instability was
studied using the Periodic model for two and three layer flow. Analysis was made
qualitatively based on the criteria developed in Section 4.1, as well as quantitatively
via growth rates calculated from velocity vs. time graphs.
The method used to calculate the growth rate was based on the equation for
the perturbed velocity on the y-direction,
ia(x-ct') ..,
v = v'(x,y,t') = fey) e = fey) ezax e-zact , (4.22)
where fey) is the amplitude of the perturbed velocity. Substituting for the complex
wavespeed, c=cr+ici' yields,
v= (4.23)
where f'(X,y,t) = fey) eiax . Taking the real part of both sides to obtains an
expression for v = Real(v), because v is a measured quantity, namely:
ac .t'
v = Real[f'(x,y)] sin(acrt ') e z (4.24)
The equation is linearized by evaluating the natural log of both sides to obtain,
In I v 1= In I Real [ f'(X,y) ] I + In I sin(acrt ') I + ac/. (4.25)
Therefore to calculate growth rate, aCi' find the slope of the above line on the v vs.
t' graph at a fixed x and y, from two points on the outer envelope of the amplitude
of the disturbance. This would elimintate the In I sin (acrt') I and constant (f')
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terms and yield:
~[ In I v I ]
Q'ci = ~t' . (4.26)
The growth rates used as a basis of comparison from theoretical stability
analysis were obtained from the work of Renardy (1987). They consisted of figure
5 (long-wave), fig. 6 (short-wave), and fig. 17 (shear-flow).
4.5.3.1 Stable Three-Layer Flow
As previously stated, to achieve the stability to infinitesimal perturbations of
the stratified flow of three-layer fluids in a parallel channel of infinite length,
hydrodynamic stability theory tells us that the less viscous fluid must be closest to
the wall to stabilize long-waves, and surface tension must be large enough to
provide short-wavelength stability (Renardy, 1987). Using the parameters from
table 4.1, Direct Numerical Simulation of all three computational models was
performed to verify the stability of these flows. These simulations were run
concurrently with the unstable simulations to provide a basis for comparison with
regards to the length of time the simulation must be run to accurately resolve the
growth rate (negative for stable flows). The qualitative results were consistent
with theoretical stability analysis for all three computational models.
4.5.3.2 Long-wave Instability
Direct Numerical Simulation of the three-layer flow with m=2.0,
We=O.01778, was performed for each of the three computational models and
comparisons made of the models to theoretical results and to each other.
Qualitative results for the D. N. S. of this flow have shown that all three
models produced a resp'onse whose amplitude increased with time. Therefore, the
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simulation produces an unstable response consistent with theoretical stability
analysis.
Table 4.3 compares the growth rates of the three computational models to
the theoretical stability analysis. Relative differences between D.N .S. and theory
range from 9% for Inflow/Outflow to 49% for the Periodic model. A possible
explanation for these large discrepancies may be due to numerical error caused by
the courser grid which was used in conjunction with the Periodic model.
A qualitative check was performed to verify the positional origin of the
instability. Based on theoretical results, it was assumed that the long-wave
instability encountered was due to an interfacial mode via the viscosity
stratification, and thus, would originate at the interface between the flows. This
assumption was verified by investigating the velocity-time graphs at the interface
and at the center of the flow at the same cross-section. The velocity in the y-
direction, evaluated at the interface, has a significantly higher amplitude than the
y-velocity at the center of the flow as shown in Figure 4.12. Therefore, the
instability must have originated at the interface and propogated through the flow
to the center.
Figure 4.13 displays finite amplitude waves produced from D.N.S via the
Periodic model as predicted by linear stability analysis. The waves oscillate in time
and space with a wavelength on the order of the length of one element
superimposed on a smaller wavelength sinusoidal wave which oscillates in time.
The wave is longitudinal as well as transverse. The time periodicity of the
amplitude may be due to a reflection from the inlet and outlet boundaries of the
computational domain..
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Table 4.3. Growth rate of interfacial instability for three-layer, parallel flow in a
channel of infinite length.
Model Long-wave Short-wave
Theoretical 0.0043 0.000.25
Inflow/Outflow 0.0039 0.00043
Velocity-matching 0.0064 0.00031
Periodic 0.0026 0.00004
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Figure 4.12. Velocity versus time graphs for unstable flows a) at the interface
b) at the center of the flow indicating the origin of the instability.
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Figure 4.13. Finite waves produced at the interface in a three-layer flow modeled via
Periodic Boundary Conditions with parameters m=2.0, :rtl=0.5, r=1.0,
Re=0.75,We=O.00178.
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4.5.3.3 Short-wave Instability
Direct Numerical Simulation of the three-layer flow with m=0.5,
We=0.00178, was performed using each of the three computational models and
comparisons made of the models to theoretical results and to each other.
Qualitative results for the D. N. S. of this flow have shown that all three
models produced a response whose amplitude increased with time. Therefore, the
simulation produces an unstable response consistent with theoretical stability
analysis.
The growth rates from the various computational models for the short-wave
instability have been displayed pereviously in table 4.3. Relative differences
between D.N.S. and theory range from 24% for Velocity-matching to 84% for the
Periodic model. These large differences seem to indicate that the numerical error
which causes the perturbation and thus the instability must also increase with time
to a value significant enough to impact negatively on the qualitative analysis.
Figure 4.14 displays the velocity versus time graph for the simulation with
Inflow jOutflow boundary conditions.
4.5.3.4 Shear-flow Instability
The stability of the three-layer flow to a shear-flow instability was
determined via a simulation with Periodic Boundary Conditions for different values
of relative depth ratio, 71"( 71"1=0.9 and 71"1=0.8. Direct numerical simulation
produced stable flows for 71"1=0.9, but was unstable for 71"1=0.8. The temporal
characteristics of this instability is shown in figure 4.15. Therefore the simulation
is in agreement with theoretical stability findings.
Qualitiative comparisons were made via the growth rate. Beacuse, the
surface tension was large enough to stabilize short-waves, it was thought that this
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Figure 4.14. Short-wave instability in three-layer parallel flow for Inflow/Outflow
boundary conditions with m=O.5, Jtl=O.5, r=1.0, Re=O.75, We=O.00178·
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Figure 1.15. Instability for shear mode in three-layer parallel flow with m=O.9, 1tl=O.8,
r=l.O, Re=5772.0, We=O.Ol·
66
would somewhat suppress the influence of the shear-flow instability on the
interface. ytenardy (1987) predicts that the growth rate for the above instability
should be approximately 0.1. However, analysis of the growth rate from D. N. S.
shows that it is equal to 0.2, or twice as large. This was contrary to expectations.
The existence of finite waves is also shown for the shear-flow instability.
These waves gradually begin to oscillate in space and time with an amplitude
growth as evidenced in figure 4.16. These oscillations produced a mesh instability
and terminated the solution.
For two-layer flow, the periodic boundary condition was used to siIl,lulate the
shear-flow instability. Qualitatively, the subcritical Re produced a stable flow while
the supercritical Re produced an unstable flow. This is consistent with theoretical
results.
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Figure 4.16. Evolution of fInite amplitude waves in three layer flow with m=0.9, Jtl=0.8,
r=1.0, Re=5772.0, We=O.Ol·
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CHAPTEE..5
CONCLUSIONS
The direct numerical simulation (D.N.S.) of interfacial instability has been
performed via a spectral element method. This method included a means of
specifying different property values within different parts of the flow field and a
grid which can deform in space and time to capture deformations of interfaces in
multi-layer flows. Three models with different boundary conditions for the
velocities at the inlet and outlet of the computational domain were used. Solutions
were analyzed by means of velocity and pressure profiles; time-history plots of
velocity, pressure, and interface position; vector velocity plots and contour plots of
scalar quantities.
Qualitative means were determined for evaluating the stability of the
particular flows based on the time behavior of the amplitude of the velocities and
position. In addition guidelines were produced to eliminate analysis errors caused
by numerical stability and mesh instability. This last instability is inherent to the
specific spectral element method used. These guidelines involved altering time step,
aspect ratio, mesh geometry, and surface tension through specified iterative
procedures.
D.N .S. results were compared to theoretical results of stability analyses. The
theoretical work used as a basis of comparison was the three-layer flow of Renardy
(1987) and the two-layer study by Yiantsos and Higgins (1988). Comparisons were
made for the cases of short-wave and long-wave instability in three-layer flow with
all three computational models, stable three-layer flow, and shear-flow instability in
two- and three- layer channels with periodic boundary conditions.
Results for the base flow of the three-layer channel show that all three
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models were able to approximate the flow to within 0.15% of each other and the
theoretical solution. Qualitative analysis of interfacial instabity results showed that
D.N .S. of both the two- and three-layer flows agreed with the theoretical stability
analysis results. When D.N .S. results were analyzed quantitatively via measuring
the growth rates of the instbility, it was found that, for long-wave instability,
relative differences between D.N .S. and theory range from 9% for InflowjOutflow
to 49% for the Periodic model. For short-wave instability, relative differences
between D.N .S. and theory range from 24% for Velocity-matching to 84% for the
Periodic model. The Periodic model was also not able to resolve the growth rate of
the shear-flow instability within 100% relative difference.
Conclusions which can be drawn based on the results of this thesis are that
D.N.S is able to sim.ulate interfacial instability in multi-layer flows. The Velocity-
matching and InflowjOutflow models most accurately simulated the flows when
compared to the Periodic model. Discrepancies between computed and theoretical
results may have been caused by numerical error from the relative coarseness of the
mesh close to the interface or discretization errors of magnitude comparable to
physical disturbance which was needed to cause the perturbation.
Finite amplitude waves were also produced via D.N.S. While qualitatively,
their existence agreed with hydrodynamic stability anlaysis, these waves displayed
a wavelength which may have been influenced by the computational domain which
was used for study.
Further studies evolving from this research would include more fluid layers,
different flow geometries, non-Newtonian fluids, and non-isothermal conditions. In
addition, improvements in the simulation time of the model would facilitate its use
in soving these more complex problems.
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APPENDIX A
Non-Newtonian Rheology
Because coextrusion involves the stratified flow of fluids, it is important to
understand the realistic behavior of these fluids. This behavior is characterized, on
a macroscopic level, by the stresses and strain rate within the fluids. In a steady
shearing flow there are three functions which are needed to correlate the shear rate,
t to the stresses in the fluid:
where T12 is the shear stress, Tll' T22' and T33 are the normal stresses, 7](t) is the
viscosity function, and wI (t) and W2( t) are the first and second normal stress
functions, respectively. A Newtonian fluid is characterized by
77=770=constant,
A fluid is considered non-Newtonian and inelastic when it satifies 77=77( t), and
WI =W2=O. In a non-Newtonian, viscoelastic fluid all stresses depend on the shear
A power-law fluid is non-Newtonian and inelastic. The constitutive equation
for a general power-law model is
. . (b-l)
77(r)=K I .
This equation models the behavior of a shear-thinning fluid for t>>1. An
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additional method of modeling non-Newtonian behavior is to specify the equation of
state for the material properties. For the power-law model these are represented
by
r ..=-pI..+S..IJ IJ IJ
p..=277(E2) e..IJ IJ
with
where p is the pressure, Iij is the identity matrix, Sij is the extra stress tensor, eij is
the rate-of-strain tensor, and E2 is the second rate-of-strain invariant. (Waters,
1983)
The upper-convected Maxwell model uses a continuum mechanics approach
in which the behavior of the fluid is based on a spring-dashpot mechanical model.
It is defined in Renardy (1988). An example of an upper-convected Maxwell model
would contain the following equations of state:
r ..=-pI.+S..IJ IJ IJ
where A1 is a relaxation time associated with the fluid, u is the velocity of the fluid,
and the upper convected time derivative is
GJl( . ) B( .)
GJlt = at + (u·V)(·) - (Vu)(·) - (·)(Vu)T.
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In an Oldroyd model as described by Waters and Keeley (1987), the
constitutive equations are the following
r ..=-pI..+S.. ,IJ IJ IJ
and
where A1, A2, and 1]0 are constants and 'V'~~) is the Oldroyd upper-convected time
derivative.
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APPENDIX B
Thermal Effects
Thermal effects must also be considered in the design of a coextrusion
process. The temperature dependency is introduced through the viscosity of the
fluid,
where TJ is the viscosity of the fluid, i' is the shear rate, and T is the temperature of
the fluId. There are two main methods for the analysis of these thermal effects,
isothermal and non-iosothermal modeling.
Isothermal
In isothermal modeling of coextrusion, the temperatures of the fluids are
assumed to be constant and uniform throughout the flow field. Therefore, the
fluids are fed into the feed block at an initial temperature which does not change.
This results in initial and boundary conditions for the temperature field,
T=TO=T .=constantWI i=I,2,
where TO is the initial temperature of the fluids and T wI,Tw2 are the temperatures
at the upper and lower wall respectively. Therefore, the temperature of the fluids
is used to change the viscosities of the fluids in such a way that the viscosities will
be continuous at the interface. This is one way to reduce interfacial instabilities in
the coextrusion process.
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Non-Isothermal
In reality, the isothermal model is too simplistic to approximate the thermal
effects in coextrusion. Therefore a non-isothermal model has been developed by
various authors including Puissant, et aI. (1992). In this model, the value of the
temperature is a function of space and time,
T=T(X,Y,t).
This introduces another equation to be solved in addition to momentum and
continuity. Thus the governing equations of a steady, one-dimensional flow
between parallel plates at Y = d1, and Y = -d2 include the momentum equation,
dP. dT.
1 + 1 - 0
- dX dY - , i=1,2
dUo
where Ti are the shear stresses of the layers. Because Ti=7](1'; T) dy
1
, for i=1,2,
the momentum equation can be written,
dP. d dUo
-d:l + dY [7](1'; T) dy1] = 0, i=1,2,
If axial conduction is assumed to be negligible compared to axial convection, the
energy equation can be written
The boundary conditions for these equations are:
• no slip at the walls; U1=0 at Y = d1, U2=.0 at Y= - d2 ,
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II continuity of velocities at the interfacej U1= U2 at Y=0,
II continuity of the shear stress at the interfacej T 1=T2 at Y=0,
II initial condition for temperature, Ti=TQi at X=O, i=I,2,
II constant wall temperature, T 1=TwI at Y = dl' T2=Tw2 at Y = - d2,
II continuity of temperature at the interface, T 1=T2 at Y=O,
o continuity of heat flux at the interface ql =q2 at Y=O,
{)T.
"where q. = -k. -{)1, 1'-1 21 1 Y -,.
This results in coupled equations for Ui and Ti' i=1,2, which are usually solved
numerically by a finite difference scheme. However, before these equations can be
solved, a relationship must be substituted for 1J( tjT). In many coextrusion models
a viscosity which follows the power law model is used:
dUo (b.-I)
7li=Ki I dy1 I 1 , i=I,2.
where Ki=Ki(T), and bi=bi(T), i=I,2. Therefore the resulting momentum and
energy equations are,
dPi d dUo b.-l dUo
- dX + dY [ Ki I dyl I 1 dyl] = 0,
and
i=1,2,
2{)T. {) T. dUo b.+l
p.cp. U· {)Xl = k·-2
l + K. I dyl I 1 , i=1,2.
1 1 1 1 {)y 1
With appropriate expressions for the power-law coefficients, K(T) and beT),
derived form experimental data, this forms a complete set of equations which can
be solved to find the base flow and temperature distribution in a two-layer
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coextrusion model.
Solutions for the base flow of several different flow geometries have been
produced by various authors. Interface evolution in two-layer parallel channel flow
was studied numerically and experimentally by Sorenberger, et al. (1986). They
found that the thermal effects have little influence on the evolution of the interface
position when compared to the flow rate.
Basu (1981) studied non-isothermal coextrusion in wire coating flow. He
found that the maximum temperature in the die is a strong function of WIre
velocity. Also, it was shown that shear stress at the wall decreases as temperature
mcresases.
Non-isothermal coextrusion of stratified fluids in circular dies (pipe-flow
geometry) was carried out by Uhland (1977). He obtained the numerical solution
to show that most of the heat generated in the flow occurs in the less viscous phase
at the die wall. The interface position is determined by the velocity ratio.
A stability analysis of simplified non-isothermal coextrusion was conducted
by Nordberg and Winter (1990). They modeled the flow as two adiabatic layers.
Their stability analysis was based on the measure of the viscosity ratio at the
interface. They found that stability is influenced by flow rate, outer layer
temperature (for three-layer flows as in figure 1.8), and the thickness of the outer
layer for polymers.
An extension of the work on non-isothermal coextrusion would be to perform
a stability analysis on the non-isothermal model that incorporates the continuity,
momentum and energy equations. In this way, the evolution of interfacial
instabilites could be described as a function of the flow parameters, the initial
temperature of the fluid, and wall temperatures.
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