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Abstract
For simple connected graphs with incommensurate bond lengths and
with unitary symmetry we prove the Bohigas-Giannoni-Schmit conjecture
in its most general form. Using supersymmetry and taking the limit of
infinite graph size, we show that the generating function for every (P,Q)
correlation function for both closed and open graphs coincides with the
corresponding expression of random-matrix theory. We use that the classi-
cal Perron-Frobenius operator is bistochastic and possesses a single eigen-
value +1. In the quantum case that implies the existence of a zero (or
massless) mode of the effective action. That mode causes universal fluctu-
ation properties. Avoiding the saddle-point approximation we show that
for graphs that are classically mixing (i.e., for which the spectrum of the
classical Perron-Frobenius operator possesses a finite gap) and that do
not carry a special class of bound states, the zero mode dominates in the
limit of infinite graph size.
1 Introduction
The distribution of eigenvalues and eigenfuctions of a classically chaotic Hamil-
tonian quantum system forms one of the central topics of quantum chaos. The
celebrated conjecture by Bohigas, Giannoni and Schmit (BGS) [1] (see also
Refs. [2, 3, 4]) states that the spectral fluctuation properties of a Hamiltonian
quantum system that is classically chaotic (mixing) coincide with those of the
random-matrix ensemble in the same symmetry class. Here the words “spectral
fluctuation properties” comprise the totality of spectral fluctuation measures.
The symmetry class (orthogonal, unitary, or symplectic) is determined [5] by
the properties of the system under time reversal and under rotation.
Since 1984 the conjecture has found ample numerical support, see Ref. [6]
and references therein. However, it took about twenty years for the first ana-
lytical evidence to appear in its favor. In Refs. [7, 8, 9, 10, 11] the semiclassical
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approximation in the form of Gutzwiller’s periodic-orbit theory [12] was contin-
uously refined to eventually yield a convincing demonstration of the equality of
the level-level correlator (“two-point function”) of a chaotic (hyperbolic) system
and that of random-matrix theory (RMT), both for unitary and orthogonal sym-
metry. The equality holds within an energy interval defined by the period of the
shortest periodic orbit. A parallel effort was devoted to quantum graphs [13].
As explained below, these systems, while not strictly Hamiltonian, are semi-
classical from the outset. In Refs. [14, 15] the two-point function for closed
quantum graphs was shown to coincide with that of RMT, both for unitary and
orthogonal symmetry. Open time-reversal-invariant graphs were considered in
Refs. [16, 17]. It was shown that the correlation function of a pair of elements
of the scattering matrix (S matrix) is equal to that given by the RMT approach
of Ref. [18]. As a by-product, the complete distribution function (given by its
moments) of the S matrix in the Ericson regime (strongly overlapping reso-
nances) was obtained. In the absence of a corresponding result for RMT it was
conjectured that this result is universal, too.
In this paper we present a proof of the BGS conjecture for quantum graphs
in its most general form. We show that each level correlator for closed graphs
and each S-matrix correlator for open graphs coincides with the corresponding
expression for RMT red in the limit of infinite graph size. Not being able to work
out these correlators in general, we demonstrate the equality by showing that
their generating functions are pairwise identical. We define the interval of wave
numbers wherein the equality holds. Since Ref. [19] contains a brief account
of our results for the orthogonal case, we focus attention in the present paper
on the unitary case. As a by-product we prove the above-mentioned conjecture
concerning Ericson fluctuations formulated in Refs. [16, 17].
2 Quantum Graphs
A closed graph [13, 20] is a set of V vertices labeled α = 1, . . . , V that are
connected by B bonds labeled b = 1, . . . , B. For uniqueness we label the bonds
also by the indices (αβ) which denote the pair of vertices to which the bond
is attached. We consider simple connected graphs. In a simple graph, every
pair of non-identical vertices is connected by at most a single bond, and every
bond connects a pair of non-identical vertices. In a connected graph, starting
from any vertex α it is possible to reach any other vertex β through a chain of
bonds all of which belong to the graph. The bond lengths Lb are assumed to be
incommensurate (there exists no linear combination with integer coefficients ib
such that
∑
b ibLb = 0). Let Bα denote the number of bonds issuing from vertex
α. Then the total number of bonds is B = (1/2)
∑V
α=1Bα. We are interested
in generic features and, therefore, consider the limit B → ∞ of infinite graph
size. We assume that in that limit, the bond lengths remain bounded so that
Lmin ≤ Lb ≤ Lmax with finite Lmin, Lmax for all b. On each bond the Schro¨dinger
wave has the form sb1 exp{ikxb}+sb2 exp{−ikxb} where xb denotes the distance
to one of the two vertices attached to the bond, and where the wave number k
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has the same value on all bonds. The set of coefficients {sb1, sb2} is determined
by Hermitean boundary conditions imposed at each vertex. As a result the
vector I(α) of incoming waves on all Bα bonds attached to vertex α and the
vectorO(α) of outgoing waves on the same bonds are related by O(α) = σ(α)I(α).
The matrices σ(α) [20] have dimension Bα, are unitary (flux conservation) and,
for time-reversal invariant graphs, are symmetric.
An open graph is obtained from a closed graph as defined in the previous
paragraph by attaching to each one of Λ vertices an additional single bond
that extends to infinity. Without loss of generality these vertices are labeled
α = 1, . . . ,Λ. The attached additional bonds carry the same labels α = 1, . . . ,Λ
and are referred to as channels. We keep the number of channels Λ fixed when
we let B → ∞. Hermitean boundary conditions imposed on all vertices yield
the relations O(α) = Γ(α)I(α). Here I(α) and O(α) are the vectors of incoming
and outgoing amplitudes on all the bonds (channels) attached to vertex α. For
α ≤ Λ (α > Λ) these vectors and the matrices Γ(α) have dimension (Bα+1) (Bα,
respectively). The matrices Γ(α) are unitary and, for time-reversal invariant
graphs, are symmetric. We write the matrices Γ(α) in the form
Γ(α) =
(
ρ(α) τ
(α)
β
τ˜
(α)
γ σ
(α)
γβ
)
for α ≤ Λ ,
Γ(α) = (σ
(α)
γβ ) for α > Λ . (1)
The coefficient ρ(α) defines the amplitude for backscattering from channel α
into channel α. The coefficient τ
(α)
β (τ˜
(α)
γ ) defines the amplitude for scattering
from bond (αβ) to channel α (from channel α to bond (αγ), respectively). The
matrices σ(α) have dimension Bα, are subunitary (unitary) for α ≤ Λ (for α > Λ,
respectively) and, for time-reversal invariant graphs, are symmetric.
Every set of Hermitean boundary conditions defines a set of unitary matrices
{σ(α)} or {Γ(α)}, as the case may be. The converse is not neccessarily true. In
constructing the theory we do not specify the boundary conditions but work
with an arbitrary set of unitary matrices {σ(α)} or {Γ(α)}. That is legitimate:
All conclusions drawn for that set hold also for graphs defined by Hermitean
boundary conditions.
2.1 Wave Propagation through a Graph
Expressions for the spectral determinant and for the scattering matrix of graphs
have been derived, for instance, in Refs. [13, 20]. For brevity we confine ourselves
to a heuristic argument that highlights the essential points without any claim to
rigor. In a perturbative approach to multiple vertex scattering, the amplitude
W˜−1βα for wave propagation from vertex α to vertex β has the form
W˜−1βα = exp{ikLβα}
+
∑
γ
exp{ikLβγ}σ(γ)βα exp{ikLγα}
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+
∑
γδ
exp{ikLβγ}σ(γ)βδ exp{ikLγδ}σ(δ)γα exp{ikLδα}
+ . . . . (2)
To sum that series we introduce matrix notation. The block-diagonal vertex
scattering matrix Σ(V ) connects incoming and outgoing amplitudes on all ver-
tices. It carries the V matrices σ(α) with α = 1, 2, . . . , V in its diagonal blocks.
By definition, Σ(V ) is unitary for closed and subunitary for open graphs and
has dimension 2B, twice the number B of bonds. Therefore, a doubling of bond
indices is indicated. To that end we introduce “directed” bonds. We arrange
the B bonds (αβ) in lexicographical order so that α < β. The resulting series
is mapped onto the sequence b = 1, . . . , B of integers. The directed bonds in
the series are labeled (b+). To every such directed bond (αβ) with α < β we
associate the bond (βα) with opposite direction and denote it by (b−). With
d = ± the totality of 2B directed bonds is labeled (bd). In directed-bond rep-
resentation the matrix σ(α) with elements σ
(α)
βγ is written as σαβ,αγ = σbd,b′d′ ,
with the bond labels b (b′) determined by (αβ) (by (αγ), respectively), with d
positive (negative) for α < β (for α > β, respectively), and correspondingly for
d′. When written in directed-bond representation, the vertex scattering matrix
Σ(V ) becomes the “bond scattering matrix” Σ(B) with elements Σ
(B)
bd,b′d′ . The
map Σ(V ) → Σ(B) involves an identical rearrangement of rows and columns.
Therefore, Σ(B) is also unitary (subunitary) for closed (open) graphs, respec-
tively. For time-reversal invariant graphs, Σ(B) is symmetric. The diagonal
matrix exp{ikL} with Lbd,b′d′ = Lbδbb′δdd′ describes amplitude propagation on
the directed bonds. Eq. (2) can be summed to give
W˜ = exp{−ikL} − σd1Σ(B) , (3)
with σd1 the first Pauli spin matrix in directed bond space. Eq. (3) is verified
by expanding W˜−1 in powers of Σ(B). The factor σd1 is required because of the
definition of σ(α) in directed-bond representation given above. The connection
with the definitions used in Refs. [16, 17, 19] is established by defining
W = σd1W˜ = σd1 exp{−ikL} − Σ(B) . (4)
We note that W˜ and W carry the complete information on wave propagation
through the graph. Therefore, both the spectral determinant and the scattering
matrix can be written in terms of these matrices. The spectral determinant ξ(k)
is [14, 15]
ξ(k) = det{exp{ikL}W˜}
= det{1− exp{ikL}σd1Σ(B)} . (5)
Zeros of ξ(k) at k = kn with n = 1, 2, . . . define the bound states of the graph.
The level density d(k) of the graph is given by [15]
d(k) =
∑
n
δ(k − kn) = 〈dR〉+ dfl(k) (6)
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where
〈dR〉 = 1
∆
=
1
π
∑
b
Lb (7)
is the average level density and where ∆ denotes the mean level spacing. The
fluctuating part dfl(k) of the level density is given by [15]
dfl(k) = − 1
2iπ
d
dk
(
ln ξ(k+)− ln ξ(k−)
)
. (8)
Here k± = k ± iǫ with ǫ > 0 and infinitesimal. Scattering on the graph is
described by the scattering matrix S(k), a function of the wave number k. The
amplitude Sβα(k) for scattering from channel α into channel β is given by [21]
Sβα(k) = ρ
(α)δαβ +
∑
γδ
τ (β)γ W˜−1γδ τ˜ (α)δ . (9)
In directed-bond representation, the matrices τ
(β)
γ are written as τβ,βγ = τβ,bd
with (bd) determined by (βγ) in terms of the rules stated above. The totality
of these matrices forms the rectangular matrix T with Λ rows and 2B columns.
The matrices τ˜
(α)
δ are similarly written as τ˜αδ,α = τ˜bd,α. The totality of these
matrices forms a rectangular matrix T˜ with 2B rows and Λ columns. With
these definitions the S matrix in Eq. (9) takes the form
S(k) = ρ+ T W−1T˜ . (10)
Here ρ is diagonal in channel space with elements ρ(α). The average S matrix
〈S〉 is given by [13]
〈S〉 = ρ . (11)
The fluctuating part Sfl of S is accordingly given by
Sfl(k) = T W−1T˜ . (12)
For α ≤ Λ the unitarity of Γ(α) in Eqs. (1) implies
(σ(α)†σ(α))βγ = δβγ − τ (α)∗β τ (α)γ . (13)
The transmission coefficient
T (α) =
∑
β
|τ (α)β |2 = 1− |ρ(α)|2 (14)
measures the unitarity deficit of the average S matrix in Eq. (11).
2.2 Chaotic Graphs
We consider closed graphs that are chaotic in the classical limit [22, 23, 20].
In that limit, amplitudes are replaced by probabilities, and interest centers on
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the (2B)-dimensional vector r of occupation propabilities rbd ≥ 0 for the 2B
directed bonds (bd). The discrete time evolution of r is given by the map
r → Fr. Here F is the Perron-Frobenius operator [20], a non-symmetric matrix
in directed-bond space with elements Fbd,b′d′ = |(σd1Σ(B))bd,b′d′ |2. The classical
motion is chaotic (mixing) if for large times the vector r approaches the uniform
distribution on the set of 2B directed bonds exponentially fast. That is the case
if the spectrum of F obeys certain requirements.
By definition, all elements of F are positive or zero. Moreover, F is bis-
tochastic, i.e.,
∑
b′d′ Fbd,b′d′ = 1 =
∑
bdFbd,b′d′ . This follows from the unitarity
of Σ(B) and from the form of σd1 . For connected graphs, the map r → Fr does
not possess an invariant subspace, i.e., the matrix F is irreducible. For matri-
ces with these properties the Perron-Frobenius theorem states that there exists
a non-degenerate maximal eigenvalue λ1 = 1 with associated normalized right
(left) eigenvectors
u1 = (1/
√
2B)(1, 1, . . . , 1)T , w1 = (1/
√
2B)(1, 1, . . . , 1) . (15)
All other eigenvalues λj with 2 ≤ j ≤ 2B obey |λj | ≤ 1. The associated right
(left) eigenvectors uj (wj , respectively) obey 〈wj |uj′〉 = δjj′ for j, j′ = 1, . . . , 2B.
In general some of the eigenvalues λj with j ≥ 2 may lie on the unit circle in
the complex plane. However, for the graph to be mixing [20], λ1 must be
the only eigenvalue on that circle. All other eigenvalues must lie within or
on the surface of a disc within the unit circle. For an m-fold repeated map
r → Fmr = ∑2Bj=1(λj)muj〈wj |r〉 we then have r → u1〈w1|r〉 for m → ∞, and
the uniform distribution is attained exponentially fast. For the graph to remain
mixing in the limit B →∞ we require that the minimum distance between the
disc of eigenvalues λj with j ≥ 2 and the unit circle remains finite, |λj | ≤ 1− a
with a > 0 for B →∞.
For open graphs, the leading eigenvalue differs from unity, and the leading
eigenvector differs from u1 (from w1, respectively). That difference is taken into
account explicitly in our calculation, see Section 3.3. We postulate also for open
graphs that the remaining eigenvalues λj with j ≥ 2 obey |λj | ≤ 1 − a with
a > 0 and that this relation remains valid for B →∞.
2.3 Correlation Functions
The fluctuation properties of graphs are completely determined by the set of
all correlation functions. These functions are defined as averages over k (indi-
cated by angular brackets) and, for closed graphs, are given by 〈∏Ni=1 dfl(ki)〉
with N = 2, 3, . . ., taken at arguments k1, k2, . . . , kN . For open graphs, they
are correspondingly given by averages over products of N fluctuating S-matrix
elements or their complex conjugates taken at arguments k1, k2, . . . , kN . We use
the well-known fact (see also below) that for all k1, k2, . . . , kN we have
〈 N∏
i=1
d
dk
ln ξ(k)
∣∣∣∣
k=k+
i
〉
= 0 =
〈 N∏
i=1
Sfl(ki)
〉
. (16)
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Eqs. (16) and (8) imply that every correlation function 〈∆N ∏Ni=1 dfl(ki)〉 can
be expressed [15] as a linear combination of the dimensionless (P,Q) level cor-
relation functions defined by
∆P+Q
〈 P∏
p=1
d
dk
ln ξ(k)
∣∣∣∣
k=k++κp
Q∏
q=1
d
dk
ln ξ∗(k)
∣∣∣∣
k=k+−κ˜q
〉
= ∆P+Q
〈 P∏
p=1
d
dk
ln ξ(k+ + κp)
Q∏
q=1
d
dk
ln ξ∗(k+ − κ˜q)
〉
. (17)
Here P and Q are positive integers. Without loss of generality we take P ≥ Q ≥
1. In the second line of Eq. (17) we have used the fact that k + κp and k − κ˜q
appear only as arguments of an exponential. We are interested in fluctuations
on the scale of the mean level spacing. Accordingly we require
〈dR〉κp, 〈dR〉κ˜q ≪ B . (18)
This is discussed further in Section 5 below. For the S-matrix correlator we
have correspondingly
〈 P∏
p=1
Sflαpβp(k + κp)
Q∏
q=1
(
Sflγqδq (k − κ˜q)
)†〉
, (19)
again with P ≥ Q ≥ 1 and with the same bounds (18) on κp and κ˜q. The
dagger stands for the combination of transposition and complex conjugation.
The average over wave vector k is carried out over an averaging interval that
is large compared with the minimum difference between any two bond lengths
Lb (interval length k0 with k0 → ∞). In calculating the correlation functions,
the sequence of limits is, thus, limB→∞ limk0→∞. Because of the incommensu-
rability of the bond lengths Lb and because of ergodicity, the average over k is
then equivalent to B independent averages over the phase angles φb = kLb, see
Refs. [24, 14, 15]. We do not present any details because this fact is extensively
discussed in Refs. [14, 17]. Eqs. (16) then follow immediately from an expansion
of ξ(k) and of Sfl(k) in powers of Σ(B). In what follows, angular brackets always
denote phase averages.
We demonstrate the need for incommensurate bond lengths Lb by a simple
example. For P = 1 = Q the two factors in the correlation functions (17) and
(19) can each be expanded in powers of Σ(B). The first of these series is propor-
tional to the right-hand side of Eq. (2) and the second to the Hermitean adjoint
of that expression. We write the product as a joint power series in Σ(B) and
Σ(B)†. Each term contains an exponential. The exponent is a sum of contribu-
tions ±ikLb. Averaging the term over k gives a nonvanishing result only if these
contributions mutually cancel. If the Lb are incommensurate this is possible
only if all contributions ikLb appear pairwise with opposite signs. Under that
assumption the color-flavor transformation in Section 3 works and effectively
7
resums the result of the averaging procedure. Otherwise (i.e., for commensu-
rate Lb’s) it becomes extremely difficult to keep track of all the nonvanishing
contributions, not to speak of resumming the series. But incommensurability is
not a matter of formal convenience only. Commensurate bond lengths may lead
to special states (“topological resonances” [26]) which might affect the spectral
statistics. Thus, incommensurability seems a neccessary condition for graphs to
be chaotic.
3 Supersymmetry
In order to work out the phase averages, we express the correlators in Eqs. (17)
and (19) as suitable derivatives of a generating function GG. That function is
then expressed [14, 15] as a superintegral. The phase average is worked out with
the help of the color-flavor transformation [25].
3.1 Generating Function
For closed graphs we use
∆
d
dk
ln ξ(k) = Tr(W˜−1(−i)∆Lσd1Σ(B))
=
1
2
d
dj
det(W˜ − ij∆Lσd1Σ(B))
det(W˜ + ij∆Lσd1Σ(B))
∣∣∣∣
j=0
. (20)
The differentiation is with respect to the dimensionless source parameter j at
j = 0. For open graphs we define in directed-bond space the matrices
(Sp)bd,b′d′ = T˜bd,βpTαp,b′d′ ,
(S˜q)bd,b′d′ = T˜bd,γqTδq ,b′d′ . (21)
The elements Sflαpβp and the adjoint elements (S
fl
γqδq
)† of the fluctuating part of
the S matrix that appear in the correlator (19) can then be written as
Sflαpβp = Tr(W−1Sp) =
1
2
d
dj
det(W˜ + jσd1Sp)
det(W˜ − jσd1Sp)
∣∣∣∣
j=0
,
(
Sflγqδq
)†
= Tr(W−1†S˜†q ) =
1
2
d
dj
det(W˜† + jS˜†qσd1)
det(W˜† − jS˜†qσd1)
∣∣∣∣
j=0
. (22)
We define the source terms
Ip = −i∆Lσd1Σ(B) = I˜q for closed graphs ,
Ip = σd1Sp , I˜q = σd1 S˜q for open graphs . (23)
In the ratios of determinants in Eqs. (20) and (22) we multiply numerator and
denominator both by det(exp{ikL}) or by the complex conjugate expression. It
is convenient to define
zp = exp{iκpL} , z˜q = exp{iκ˜qL} . (24)
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With these steps we define the generating function GG for graphs as
GG =
P∏
p=1
det(1 − exp{ikL}zp[σd1Σ(B) − jpIp])
det(1 − exp{ikL}zp[σd1Σ(B) + jpIp])
×
Q∏
q=1
det(1− [Σ(B)†σd1 − j˜pI˜†q ]z˜q exp{−ikL})
det(1− [Σ(B)†σd1 + j˜qI˜†q ]z˜q exp{−ikL})
. (25)
Eqs. (20) and (22) then show that the (P,Q) correlation functions in Eqs. (17)
and (19) can both be written as
(P,Q) =
1
2P+Q
P∏
p=1
Q∏
q=1
d2
djpdj˜q
GG
∣∣∣∣
all j=0
. (26)
Expression (25) allows us to treat open and closed graphs completely in parallel.
3.2 Phase Average of the Generating Function
With p = 1, . . . , P and q = 1, . . . , Q we define the supervectors φ(P ) with com-
plex commuting elements s
(P )
pbd and anticommuting elements χ
(P )
pbd and φ
(Q) with
commuting complex elements s
(Q)
qbd and anticommuting elements χ
(Q)
qbd . These are
combined into a single supervector Ψ = (φ(P ), φ(Q))T of dimension 4B(P +Q).
The anticommuting elements obey
∫
χdχ = (2π)−1/2 =
∫
χ∗dχ∗. The integra-
tion measure in superspace is the flat Berezinian
d(Ψ˜,Ψ) =
P∏
p=1
2B∏
bd
dℜ(s(P )pbd)dℑ(s(P )pbd )dχ∗(P )pbd dχ(P )pbd
×
Q∏
q=1
2B∏
b′d′
dℜ(s(Q)qb′d′)dℑ(s(Q)qb′d′)dχ∗(Q)qb′d′dχ(Q)qb′d′ . (27)
With σs3 the third Pauli spin matrix in two-dimensional Boson-Fermion space,
we define the (4B)-dimensional diagonal supermatrices Cp, C˜q,Bp and B˜q by
Cp = exp{ikL}zp[σd1Σ(B) − jpσs3Ip] = exp{ikL}zpBp ,
C˜q = exp{ikL}z˜∗q [σd1Σ(B) − j˜qσs3I˜q] = exp{ikL}z˜∗q B˜q . (28)
We define the block-diagonal supermatrix C of dimension 4B(P +Q) that car-
ries the matrices Cp (C˜†q) in its first P (in its last Q) blocks, respectively, and
analogously for the block-diagonal supermatrix B. The projections of B onto
the retarded (advanced) sector are denoted by B+ (B−, respectively). With
these definitions the generating function GG is written as a superintegral,
GG =
∫
d(Ψ˜,Ψ) exp{−Ψ˜(1− C)Ψ} (29)
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where Ψ˜ = (Ψ∗)T . The development leading to Eq. (29) is specific for the
case of unitary symmetry. The case of orthogonal symmetry is slightly more
complicated and treated in Refs. [14, 15, 16, 17, 19].
We use Eq. (29) to write the phase average of GG as〈
GG
〉
=
B∏
b=1
∫
dφb
2π
GG
∣∣∣∣
kLb=φb
=
∫
d(Ψ˜,Ψ) exp{−Ψ˜Ψ}
B∏
b=1
∫
dφb
2π
exp{Ψ˜ exp{iΦ}zBΨ} . (30)
Here z denotes the diagonal supermatrix with elements δbb′δdd′zp in the retarded
and δbb′δdd′zq in the advanced block, jointly referred to as z+ and z−, respec-
tively. The diagonal supermatrix Φ has elements δdd′φb for all p and −δdd′φb
for all q. The color-flavor transformation [25] yields
B∏
b=1
∫
dφb
2π
exp{Ψ˜ exp{iΦ}zBΨ}
=
∫
d(Z˜, Z)SDet(1− ZZ˜) exp
{
Ψ˜
(
0 Z
Z˜ 0
)
zBΨ
}
. (31)
The matrix Z (Z˜) is rectangular with elements δbb′Zpbds;qbd′s′ (δbb′ Z˜qbds;pbd′s′ ,
respectively). The superindex s = 1, 2 denotes the Bosonic and Fermionic de-
grees of freedom. The Kronecker deltas show that Z and Z˜ are diagonal in bond
space. This fact reflects the argument formulated at the end of Section 2.3 (all
contributions ikLb appear pairwise with opposite signs). The integration mea-
sure d(Z˜, Z) is the flat Berezinian. In Boson-Fermion block notation we have
Z =
(
ZBB ZBF
ZFB ZFF
)
, Z˜ =
(
Z˜BB Z˜BF
Z˜FB Z˜FF
)
, (32)
with
Z˜BB = Z
†
BB , Z˜FF = −Z†FF . (33)
Moreover, the eigenvalues of the positive definite Hermitean matrix −Z˜FFZFF
are smaller than or equal to unity.
The Gaussian integrals over the variables in Ψ can now be done. We find〈
GG
〉
=
∫
d(Z˜, Z) exp{−A(Z˜, Z)} (34)
where
A(Z˜, Z) = −STr ln(1 − ZZ˜) + STr ln(1− z+B+ZB†−z−Z˜) . (35)
Here and in what follows the symbol STr without (with) indices denotes the
supertrace taken over all matrix indices (only over the matrix indices indicated).
The expression (34) for 〈GG〉 is exact.
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3.3 Zero Mode
We show in Section 3.4 that the effective action A in Eq. (35) contains a massless
mode or zero mode. The mode is defined in terms of the eigenvectors u1 and
w1 (see Eqs. (15)) of the leading eigenvalue λ1 = 1 of the Perron-Frobenius
operator as Y = (Z, u1), Y˜ = (w1, Z˜) or, explicitly, as
Ypbds,qb′d′s′ = δbb′δdd′
1√
2B
∑
b′′d′′
Zpb′′d′′s,qb′′d′′s′ ,
Y˜qbds,pb′d′s′ = δbb′δdd′
1√
2B
∑
b′′d′′
Z˜qb′′d′′s,pb′′d′′s′ . (36)
The supermatrices (Y, Y˜ ) are multiples of the unit matrix in directed bond space.
We show in Section 3.4 that under suitable conditions on the matrix Σ(V ), the
contributions of all other modes to the correlation functions vanish asymptot-
ically (B → ∞). Anticipating that result, we express the average generating
functions in terms of the zero-mode contribution only. In that approximation,
〈GG〉 is
〈G(0)G 〉 =
∫ ∏
pq
d(Y˜qp, Ypq) exp{−A(0)} . (37)
Here
∏
pq d(Y˜qp, Ypq) is the flat Berezinian. The zero-mode contribution to the
effective action is
A(0) = −STr ln(1 − Y Y˜ ) + STr ln(1 − z+B+Y B†−z−Y˜ ) . (38)
We use Eqs. (24) and expandA(0) in powers of κp and κ˜q, putting all jp = 0 = j˜q.
Because of the inequalities (18) we keep only terms up to first order. We use
Eq. (7). That yields the symmetry-breaking term for graphs,
SBG =
iπ
∆
∑
p
κpStrs
(
1
1− Y Y˜
)
pp
+
iπ
∆
∑
q
κ˜qStrs
(
1
1− Y˜ Y
)
qq
. (39)
For open graphs, an additional term arises. It is obtained by putting in A(0) the
incremental wave numbers κp = 0 = κ˜q and all source terms jp = 0 = j˜q. Since
Y˜ commutes with σd1Σ
(B) we may use the cyclic invariance of the trace to write
the term bilinear in σd1Σ
(B) and (σd1Σ
(B))† in Eq. (38) as YΣ(B)†σd1σ
d
1Σ
(B)Y˜ =
Y Σ(B)†Σ(B)Y˜ = YΣ(V )†Σ(V )Y˜ . In the last of these equations we have switched
from directed-bond representation to vertex representation. That is permissible
because Y equals a multiple of the unit matrix in directed bond space. We take
account of the unitarity deficit of the matrix Σ(V ) by using Eqs. (13) and (14).
We expand the action in powers of Y and Y˜ , perform the trace over the bond
indices in each term of the series, and resum the result. Combining that with
the first term on the right-hand side of Eq. (38) we obtain the channel-coupling
term
CCG = −
Λ∑
α=1
STrps ln
(
1 + T (α)
Y Y˜
1− Y Y˜
)
. (40)
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The average generating function is〈
G
(0)
G
〉
=
∫
d(Y˜ , Y )
(
. . .
)
exp{SBG + CCG} . (41)
The dots indicate the source terms (i.e., terms that are linear in every jp and
in every j˜q). Only these contribute to Eq. (26). They are treated in Section 5.
For closed graphs, the channel-coupling term in Eq. (41) is absent.
3.4 Massive Modes for Graphs
3.4.1 Quadratic Approximation to the Effective Action
We display the zero mode and the massive modes by expanding the effective
action (35) up to second order in the variables Z˜, Z, putting z+ = 1 = z−,
κp = 0 = κ˜q and dropping the source terms. That gives [15, 17],
A(Z, Z˜) ≈
∑
p,q
STrbds
{
ZpqZ˜qp − σd1Σ(B)ZpqΣ(B)†σd1 Z˜qp
}
. (42)
Eq. (42) applies to both closed and open graphs although the definitions of the
matrix Σ(B) in the two cases differ. The matrices σd1 and Σ
(B) are the same
in all blocks and do not carry block labels (p, q). The action is a sum over
independent blocks (p, q). We consider a single such contribution and omit the
labels (p, q) for simplicity. In directional space we decompose
Z =
(
Z++ Z+−
Z−+ Z−−
)
= Zdiag + Znon (43)
into diagonal and non-diagonal contributions, and correspondingly for Z˜. In-
sertion of this expression into Eq. (42) generates three terms: (i) a term that is
bilinear in Zdiag and Z˜diag; (ii) a term that is bilinear in Znon and Z˜non; (iii) a
mixed term.
We first show that the mixed term vanishes [15]. Since Z++, Z+−, Z−+, Z−−
are all diagonal in the bond index b, the claim is established if we show that
(σd1Σ
(B))bd1,b′d′1(Σ
(B)†σd1)b′d′2,bd2 vanishes for d1 = d2, d
′
1 6= d′2 and for d′1 = d′2,
d1 6= d2. Since σd1 is off-diagonal in directional space, that implies Σ(B)bd1,b′d′1
×Σ(B)†b′d′
2
,bd2
= 0 or Σ
(B)
bd1,b′d′1
Σ
(B)†
bd2,b′d′2
= 0 for d1 = d2, d
′
1 6= d′2 and for d′1 = d′2,
d1 6= d2. The argument is the same for both cases, and we consider d1 = d2
and d′1 6= d′2. We recall that the matrix Σ(B) carries the elements σαβ,αγ of
the matrices σ(α). The pair (bd1) uniquely determines the pair (αβ). The first
factor in Σ
(B)
bd1,b′d′1
Σ
(B)∗
bd2,b′d′2
vanishes unless the pair (b′, d′1) determines the pair
(αγ). But then the pair (b′, d′2) with d
′
2 6= d′1 determines the pair (γα) and
the element of the second factor with that index vanishes. This establishes our
claim.
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Term (ii) is ∑
bb′(d1 6=d2)(d′1 6=d
′
2
)
(σd1Σ
(B))bd1,b′d′1Zb′,d′1d′2(Σ
(B)†σd1)b′d′2,bd2Z˜b,d2d1
=
∑
bb′(d1 6=d2)(d′1 6=d
′
2
)
Σ
(B)
b(−d1),b′d′1
Zb′,d′
1
d′
2
Σ
(B)∗
b(−d2),b′d′2
Z˜b,d2d1 . (44)
For d1 6= d2, the pair (b(−d1)) (the pair (b(−d2))) determines the pair (αβ)
(the pair (βα), respectively). The factor Σ
(B)
b(−d1),b′d′1
vanishes unless the pair
(b′d′1) determines a pair (αγ). Then the pair (b
′d′2) with d
′
2 6= d′1 determines
the pair (γα). The result vanishes unless β = γ, i.e., unless (b(−d1)) = (b′d′1)
and (b(−d2)) = (b′d′2). This determines the only nonvanishing contribution. We
have b = b′ and, therefore, −d1 = d2.
Collecting terms we obtain
A(Z, Z˜) ≈ STrs
{ ∑
b1b2d1d2
Zb1,d1d1(1−F)b1d1,b2d2Z˜b2,d2d2
+
∑
b(d1 6=d2)
Zb,d2d1(1 − Σ(B)bd2,bd2Σ
(B)∗
bd1,bd1
)Z˜b,d1d2
}
. (45)
Here F is the Perron-Frobenius operator defined in Section 2.2. The last term
in Eq. (45) was erroneously omitted in Ref. [15]. To identify the zero mode we
first consider closed graphs. We use the eigenvector decomposition Fbd,b′d′ =∑2B
j=1 λj |uj〉〈wj | and define, in somewhat symbolic notation, for j = 1, . . . , 2B
the supermatrices zj = 〈Zdiag|uj〉 and z˜j = 〈wj |Z˜diag〉. (We treat here the
matrices Zbd as elements of a linear vector space while actually they are elements
of a coset space. That issue has been addressed in Refs. [27, 28]). Returning to
the full set of indices, we write Eq. (45) as
A(Z, Z˜) ≈
∑
pq
{ 2B∑
j=2
(1 − λj)STrs
(
zpq,j z˜qp,j
)
+
∑
b(d1 6=d2)
(1− Σ(B)bd2,bd2Σ
(B)∗
bd1,bd1
)STrs
(
Zpbd2,qbd1 Z˜qbd1,pbd2
)}
. (46)
The term with j = 1 is conspicuously absent because λ1 = 1. That term defines
the zero mode or massless mode (Y, Y˜ ), see Eqs. (36). The remaining modes
carry “masses” (1 − λj) and (1 − Σ(B)bd2,bd2Σ
(B)∗
bd1,bd1
). The occurrence of the zero
mode or massless mode is a direct consequence of general properties of the
Perron-Frobenius operator F . The mode exists for all graphs, and it requires
special treatment. The central question is whether (Y, Y˜ ) is the only such mode,
or whether some of the masses of the other modes vanish.
Before addressing that question we turn to open graphs. We claim that
Eq. (46) holds also for open graphs. That is obvious for the last term (even
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though the values of Σ
(B)
bd2,bd2
Σ
(B)∗
bd1,bd1
differ). Some more work is required for
the first term on the right-hand side of Eq. (46). We define the projector Π1 =
|u1〉〈w1| and the orthogonal projector Π⊥ =
∑2B
j=2 |uj〉〈wj | onto two eigenvector
spaces of F for closed graphs (even though these are not eigenvector spaces
of F for open graphs). We insert 1 = Π1 + Π⊥ both in front of and right
behind the factor (1 −F). That gives four terms. The first term Π1(1− F)Π1
contributes to the channel-coupling term (40) and is not considered further.
Upon diagonalization of F the fourth term Π⊥FΠ⊥ takes the form of the first
term on the right-hand side of Eq. (46). Of the remaining two terms we discuss
Π⊥(1−F)Π1 = −Π⊥FΠ1 (the term Π1(1−F)Π⊥ is treated analogously). With
u1 = (1/
√
2B)(1, 1, . . . , 1)T , we have F|u1〉bd = (1/
√
2B)(σd1Σ
(B)Σ(B)†σd1)bd,bd,
and Π⊥FΠ1 is seen to be determined by the unitarity deficit of Σ(B). We switch
from directed-bond representation to vertex representation. We recall that Σ(V )
is block-diagonal with the matrices σ(α) as diagonal entries. From Eqs. (13)
we then have (σd1Σ
(B)Σ(B)†σd1)bd,bd ↔ (σd1Σ(B)Σ(B)†σd1)(V )αβ,αβ =
∑
δ |σ(β)αδ |2 =
1−|τ (β)α |2. The entire term−Π⊥FΠ1 is then
∑
j mjSTrs(z˜jY ), with the coupling
constant mj given by mj = (1/
√
2B)
∑
αβ wj,αβ |τ (β)α |2. We show that mj → 0
for B → ∞ by proving that ∑j |m2j | → 0 for B → ∞. We use Eq. (14)
where T (β) with 0 ≤ T (β) ≤ 1 is the transmission coefficient in channel β.
Using completeness in the form
∑∞
j=2 uj,αβwj,α′β′ = δαα′δββ′ −u1,αβw1,α′β′ , we
calculate the sum of the |m2j | as∑
j
|m2j | =
1
2B
(∑
αβ
|τ (β)α |4 −
1
2B
(
∑
β
T (β))2
)
. (47)
For fixed β we have
∑
α |τ (β)α |4 ≤ (T (β))2. Therefore, the first term on the
right-hand side is positive and bounded by Λ/(2B). The last term is bounded
in magnitude by Λ2/(2B)2 ≪ Λ/(2B). Thus,∑j |m2j | ≤ Λ/(2B). That result is
exact and shows that for Λ fixed and B →∞, all coefficients mj vanish. There-
fore, the weight factor (46) for the Gaussian superintegrals over the massive
modes holds also for open graphs.
3.4.2 Loop Expansion
Generalizing the approach of Refs. [14, 15] we show that the contribution of
massive modes to all (P,Q) correlation functions becomes negligible for B →∞.
We do so by using the quadratic approximation (46) to the effective action, by
expanding the remaining terms containing massive modes in power series, and
by evaluating the resulting Gaussian superintegrals.
In calculating the Gaussian superintegrals it must be borne in mind that
they differ from ordinary Gaussian integrals. The integration extends over both
commuting and anticommuting integration variables. We recall that in the
Fermion-Fermion sector, the eigenvalues of the matrices Z†Z are bounded. The
same condition is obviously met by the Fermion-Fermion sector of the trans-
formed variables (Y, Y˜ ) and (zj , z˜j) with j ≥ 2. The actual value of the bound
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is immaterial. It can be changed using supersymmetry and a rescaling of the
integration variables. All that matters is that in the Fermion-Fermion sectors,
the masless mode (Y, Y˜ ) and the massive modes (zj, z˜j) with j ≥ 2 require a
compact parametrization. An infinite range of integration occurs only for the
variables in the Boson-Boson blocks.
That last fact defines the conditions under which the Gaussian superintegrals
exist that are obtained from the quadratic approximation (46) to the effective
action: All masses must be positive. For the series generated in the loop expan-
sion to converge, that statement must be sharpened. Convergence is assured
under the following two conditions. (i) The eigenvalues λj with j ≥ 2 of the
Perron-Frobenius operator must lie within or on the surface of a disk that lies
entirely within the unit circle in the complex plane. That is the same condition
as stated in Section 2.2 for classical mixing of graphs. It must hold for both
closed and open graphs. (ii) In the last term of Eq. (46) that same condition
must be met by all terms |Σ(B)bd2,bd2Σ
(B)∗
bd1,bd1
|. Since Σ(B)bd,bd ↔ Σ(V )αβ,αβ = σ(α)ββ we
have Σ
(B)
bd2,bd2
Σ
(B)∗
bd1,bd1
↔ σ(α)ββ σ(β)αα . We, thus, require that in the limit B →∞ we
have |σ(α)ββ σ(β)αα | ≤ b < 1 for all α, β. To interpret that condition let us assume
that for some pair of vertices (α, β) we have |σ(α)ββ σ(β)αα | = 1. Unitarity of σ(α)
then implies σ
(α)
βγ = 0 and σ
(α)
γβ = 0 for all γ 6= β, and correspondingly for σ(β).
On the bond (αβ) the Schro¨dinger waves are completely backscattered by both
vertices α and β. The bond is, thus, completely disconnected from the rest of
the graph. It supports an infinite set of bound states. Condition (ii) excludes
the existence of sets of such states. These would modify the spectral fluctuation
properties of the graph.
The Gaussian superintegrals over the massive modes defined by Eq. (46)
yield unity unless the integrand contains further terms that depend on zj, z˜j,
Znon, Z˜non. Such terms are generated by expanding the exponential of the
difference δA between the effective action in Eq. (35) and the sum [SBG+CCG
plus the right-hand side of Eq. (46)] in a Taylor series. In the series we keep
only terms that are of first order in every one of the jp and j˜q as only these
contribute to the (P,Q) correlation functions in Eq. (26).
We first consider closed graphs. Then the source terms in Eq. (23) contain
the factor ∆L. In the summations over directed bonds we replace the factors
Lb by the average bond length L. With ∆L = π/B, each of the source terms
becomes inversely proportional to B. That is essential for taking the limit
B → ∞. Under omission of the incremental wave numbers κp, κ˜q the part δA
of the action difference ∆A that contains the source terms is
δA(Z, Z˜) = Str ln[1− (1 + ip+)σd1Σ(B)Z(σd1Σ(B))†(1 − ip−)Z˜] . (48)
Here
p+ = (π/B)j+σ
s
3 , p− = (π/B)j−σ
s
3 , (49)
and j± are the projections of the source vector j onto the retarded and the
advanced sectors. We note that p± and σ
1
dΣ
(B) commute. The expansion of
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the exponential containing δA generates three types of terms,
p+(σ
d
1Σ
(B))Z(σd1Σ
(B))†Z˜ ,
(σd1Σ
(B))Zp−(σ
d
1Σ
(B))†Z˜ ,
p+(σ
d
1Σ
(B))Zp−(σ
d
1Σ
(B))†Z˜ . (50)
From these three terms the source terms for all (P,Q) correlation functions are
generated.
In the series generated by expanding exp{∆A} we use the transformation
that leads from the matrices Zdiag, Z˜diag to the matrices Y, Y˜ , zj , z˜j. Each of the
terms in the series is then a product of supertraces, each supertrace containing
products of the matrices Y, Y˜ , zj, z˜j , Znon, Z˜non with intermittent factors σ
d
1Σ
(B),
its Hermitean adjoint, source terms, the incremental wave numbers κp and κ˜q,
the unitary matrix U that diagonalizes F , and its adjoint. The terms that are of
order zero in zj , z˜j, Znon, Z˜non combine to the source terms indicated by (. . .) in
Eq. (14) and are discussed in Section 5 below. In the remaining terms we focus
attention on the Gaussian integration over the supermatrices zj , z˜j, Znon, Z˜non.
The integrals obviously vanish unless in each term of the series the matrices Y, Y˜ ,
zj , z˜j, and Znon, Z˜non appear in pairs. Moreover, in every such pair the block
indices (pq) on Y (or on zi or on Znon) must be the same as the block indices
(qp) on Y˜ (or on z˜j or on Z˜non, respectively). The integrals also vanish unless
supersymmetry is broken in both the retarded and the advanced sector of every
such pair by a source term containing the matrix σs3. When that condition is not
met we say that the integrals vanish because of supersymmetry. For simplicity
we focus attention on terms containing only the matrices Y, Y˜ , zj, z˜j , this being
the slightly more complicated case. Extension of the argument so as to include
the matrices Znon, Z˜non is completely straightforward.
We begin with P = 1 = Q. In the integration over massive modes the terms
of order one in p+ or p− vanish because of supersymmetry. The only nontrivial
contribution to the integrand is bilinear in p+ and p−. Under omission of
numerical factors of order unity the terms of lowest order in Z, Z˜ are
STr
(
p+(σ
d
1Σ
(B))Z(σd1Σ
(B))†Z˜
)
STr
(
(σd1Σ
(B))Zp−(σ
d
1Σ
(B))†Z˜
)
,
STr
(
p+(σ
d
1Σ
(B))Zp−(σ
d
1Σ
(B))†Z˜
)
,
STr
([
p+(σ
d
1Σ
(B))Z(σd1Σ
(B))†Z˜
][
(σd1Σ
(B))Zp−(σ
d
1Σ
(B))†Z˜
])
. (51)
In the first term we use the transformation leading to Eq. (46), keep at first
only terms of order zero in (Y, Y˜ ), and obtain[∑
pq
2B∑
j=2
STrs
{
(p+)pzpq,jλj z˜qp,j
}]
×
[∑
p′q′
2B∑
j′=2
STrs
{
zp′q′,jλj′ (p−)q′ z˜q′p′,j′
}]
. (52)
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The integral vanishes because of supersymmetry unless p = p′, q = q′, j = j′.
For fixed (p, q) we turn to the remaining single sum over j. Each term in the
sum carries a different superintegral. Each such superintegral is well defined
because the integrand is free of singularities and the infinite range of the bosonic
integration variables is compensated by the Gaussian cutoff. In each of these
integrals we rescale the integration variables so as to remove the factor (1−λj) in
the first term on the right-hand side of Eq. (46). The Berezinian of the matrices
z and z˜ is flat and not affected by the scaling. Therefore, the scaling generates
a factor 1/(1 − λj)2 multiplying the integral. We also write the factors λj and
λj′ in Eq. (52) in front of the superintegral. That gives the factor λ
2
j . Aside
from a relabelling of the integration variables, the remaining superintegrals are
identical for each term in the sum and have the same finite value I. The sum
takes the form (I/B2)∑2Bj=2 λ2j/(1−λj)2. That expression vanishes for B →∞
if we use |λj | ≤ a < 1 for all j ≥ 2 as required in Section 2.2. Avoiding the
explicit calculation of the superintegrals throughout, we use that same method
in the calculation of all the expressions that follow. For brevity we will say that
“aside from numerical factors” the Gaussian superintegrals yield such and such
a series.
The second term (51) is
∑
pq
2B∑
j=2
Strs
{
(p+)pzpq,jλj(p−)q z˜qp,j
}
. (53)
Aside from a numerical factor, the Gaussian superintegrals over this term with
fixed values of (p, q) yield (1/B2)
∑2B
j=2 λj/(1 − λj) → 0 for B → ∞. In the
third term (51) we again consider only terms of zeroth order in Y and Y˜ . Only
those contributions survive where p = p′ and q = q′ and where, after the
transformation to zj and z˜j , all summation indices j are equal. Except for
numerical factors, the Gaussian integration yields for fixed (p, q)
1
B2
2B∑
j=2
1
(1− λj)2
∑
b1b2b3b4
∑
d1d2d3d4
{
(σd1Σ
(B))b1d1,b2d2wb2d2,j(σ
d
1Σ
(B))†b2d2,b3d3
×uj,b3d3(σd1Σ(B))b3d3,b4d4wb4d4,j(σd1Σ(B))†b4d4,b1d1uj,b1d1
}
. (54)
Here u and w are the eigenvectors of the PF matrix in Section 2.2. Since∑
b′d′ |(σd1Σ(B))bd,b′d′ |2 = 1 and
∑
bd uj,bdwbd,j = 1 for all j, the multiple sum
over b1, b2, b3, b4 and d1, d2, d3, d4 is bounded in magnitude, with a bound com-
mon to all values of j, and the expression (54) vanishes for B →∞.
In addition to the terms (51), the Taylor expansion of exp{∆A} generates
terms of higher order in Z and Z˜ that are also linear in p+ and p−. After
transformation to zj and z˜j these vanish unless the indices (p, q, j) are the same
on all zj and z˜j . For a term involving n pairs zj , z˜j the integration yields the
sum (1/B2)
∑2B
j=2 λ
m
j /(1− λj)n where m ≤ n. All these sums tend to zero for
B →∞ if |λj | ≤ a < 1 for all j ≥ 2. As in expression (54) the remaining factors
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are products of ordinary traces over products of factors σd1Σ
(B), its Hermitean
adjoint, the incremental wave numbers κp and κ˜q, and the normalized eigenvec-
tors of F . All these traces are bounded from above because σd1Σ(B) and U are
unitary. Therefore, the contribution of the massive modes to the P = 1 = Q
correlation function that is of zeroth order in Y and Y˜ vanishes for B →∞.
In Ref. [15] a weaker condition was used to ensure the vanishing of the
contribution due to the massive modes, see also Ref. [32]. The convergence of∑2B
j=2 λ
2
j/(1 − λj)2 can be jeopardized only by eigenvalues λj close to unity.
With eigenvalues ordered such that |λj | ≥ |λj+1| for all j with λ1 = 1, in
Ref. [15] convergence (and, thereby, vanishing of the contribution of massive
modes) was assured by requesting that for small j and B →∞ we have |λj | ∝
B−α with 0 ≤ α < 1/2. However, a term containing n pairs zj , z˜j with arbitrary
positive integer n as considered in the previous paragraph (but not considered in
Ref. [15]) would impose the stronger bound α < 1/n. That condition becomes
meaningless for n→∞.
Repeating our arguments for mixed terms containing both the matrices
(zj , z˜j) and the matrices (Y, Y˜ ) we find that in all three types of terms that
occur for P = 1 = Q such terms do not arise.
Prior to considering the general case we consider a special term that arises
for P = 2, Q = 1. With p1 6= p2 it is
STrbds
(
(p+)p2(σ
d
1Σ
(B))Zp21(σ
d
1Σ
(B))†Z˜1p1(σ
d
1Σ
(B))Zp11(p−)1
×(σd1Σ(B))†Z˜1p2
)
STrbds
(
(p+)p1(σ
d
1Σ
(B))Zp11(σ
d
1Σ
(B))†Z˜1p1
)
.
(55)
Supersymmetry is broken in the retarded sector in both the p1 and the p2 blocks
by the factors (p+)p1 and (p+)p2 . Supersymmetry in the advanced sector is
jointly broken for both Zp1,1 and for Z˜1,p2 by the single factor (p−)1. Therefore,
integration over the term (55) does not yield zero automatically because of
supersymmetry. The example shows that a single symmetry-breaking matrix
σs3 may be “shared” by two different Z matrices. That insight is important for
the general case P ≥ Q ≥ 1.
We use the transformation to (z, z˜), first disregarding (Y, Y˜ ). Aside from nu-
merical factors, the term (55) yields (1/B3)
∑
jj′ [...](1− λj)−2(1− λj′)−1. The
factor [...] contains the sums over (bd) which again are bounded in magnitude,
with a bound common to all values of j, j′. Hence, the term (55) vanishes for
B →∞. A new situation arises when we consider contributions of higher order
in (zp11,j, z˜1p1,j) and (zp21,j′ , z˜1p2,j′) with p1 6= p2 that share with expression (55)
the property of containing two factors p+ and one factor p−. Such terms arise in
the expansion of exp{∆A} and may carry the factors zp11,j , zp21,j′ , z˜1p1,j , z˜1p2,j′
in intertwined order so that an evaluation of the ensuing Gaussian superintegrals
would not be straightforwardly possible. But the scaling of all integration vari-
ables in the matrices (zp11,j, z˜1p1,j) (in (zp22,j′ , z˜2p2,j′)) with the factor (1−λj)1/2
(with the factor (1−λj′)1/2, respectively) works in that case, too, removing the
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masses from the Gaussian term in Eq. (46). In the integrand, the scaling pro-
duces for each value of j a factor (1− λj)−l. Here l is the total number of pairs
(zj , z˜j). We then relabel for all values of j, j
′ the scaled integration variables
zj → z1, zj′ → z2, z˜j → z˜1, z˜j′ → z˜2. The resulting integrals over (z1, z˜1),
(z2, z˜2) are common to all terms in the sum over j, j
′, are denoted by I, and
can be pulled out of the double summation over j, j′. (We keep the notation
simple and use here and in what follows the same notation for the remaining
superintegrals although these actually have a different value in each case.) As
a result we obtain (I/B3)∑jj′ [...](1 − λj)−l(1 − λj′)−l′ . The symbol [...] has
the same meaning as before and possesses a bound common to all values of j, j′.
The superintegrals in the factor I are convergent. As a result, the contribution
of the term (55) vanishes in the limit B →∞.
In expression (55) the transformation to (z, z˜) may also produce terms that
contain the matrices (Y, Y˜ ), either in the form (Yp1, Y˜1p) or in the form (Yp2, Y˜2p).
By way of example we consider the case (Yp2, Y˜2p). Omitting the block indices
and using the unitarity of σd1Σ
(B) we find for the first supertrace in expres-
sion (55) the expression
∑
j
∑
bb′dd′
STrs
(
(p+)Y (σ
d
1Σ
(B))†bd,b′d′uj,b′d′ z˜j(σ
d
1Σ
(B))b′d′,bdwbd,jzj(p−)1Y˜
)
.
(56)
Combining that with the second supertrace, we arrive at a single sum over j
only, and the term vanishes for B →∞ more strongly than when the matrices
(Y, Y˜ ) are absent.
We turn to the general case. The expansion of exp{∆A} in powers of
(Z, Z˜) generates terms of arbitrarily high orders. We use the transformation
to (z, z˜), first disregarding terms that contain (Y, Y˜ ). Only terms containing
pairs of matrices (zj , z˜j) with the same index j and belonging to the same
pair of block indices (p, q) contribute to the Gaussian superintegrals. Because
of supersymmetry, the resulting expressions contribute to the massive modes
only if they carry a sufficient number of factors (p+)p and (p−)q. Naively
one might think that for every set of values (p, q) and j that number is two.
However, expression (55) shows that two pairs (zpq,j , z˜qp,j) and (zp′q′,j′ , z˜q′p′,j′)
with j 6= j′ and (p, q) 6= (p′, q′) may share a factor (p+)p or a factor (p−)q,
as the case may be. Because of such sharing, the term with the smallest in-
verse power of B in the multiple sum over block indices (p, q) has the form
(I/BK+1)∏Kn=1∑2Bjn=2(1 − λ)−lnjn [. . .] where the ln are positive integers. The
factor I arises when we scale all integration variables in the manner described
above. The factor [. . .] contains products of sums over products of matrix ele-
ments of S, of u, and of w and possesses a bound common to all values of jn for
all n. The factor 1/BK+1 accounts for the fact that because of supersymmetry,
at least one pair (zj , z˜j) must carry both factors (p+)p and (p−)q. Because of
the bounds imposed in Section 2.2 on the eigenvalues λj for j ≥ 2 every sum
over one of the j’s multiplied with 1/B converges, and the additional factor 1/B
causes the general term to vanish for B →∞.
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We turn to the terms in the expansion of exp{∆A} that are at least linear
in (Y, Y˜ ). Every such term is a single supertrace or a product of supertraces. In
the first case the matrices (Y, Y˜ ) appear intertwined with some matrices (zj , z˜j),
and a straightforward generalization of the argument used for expression (56)
shows that the term vanishes more rapidly than when the (Y, Y˜ ) are replaced by
(zj , z˜j). In the case of a product of supertraces some supertraces may contain
only the matrices (Y, Y˜ ). We then focus attention on the remaining factors.
These may be of order zero in (Y, Y˜ ). Then the arguments of the previous para-
graph apply. Or the remaining factors contain the matrices (Y, Y˜ ) intertwined
with the matrices (zj, z˜j). Then the straightforward generalization of the argu-
ment used for expression (56) prevails. In all cases every term in the expansion
vanishes for B →∞.
In conclusion we have shown that for closed graphs, the contribution of
the massive modes (zj , z˜j) vanishes for all (P,Q) correlation functions if the
spectrum of the PF operator possesses a gap of finite size. The reason is that
every source term effectively carries the factor 1/B, see Eqs. (49). The same
arguments prevail in the case of the massive modes (Zbd,b−d, Z˜b−d,bd) (last term
in Eq. (46)) provided that |σ(α)ββ σ(β)αα | ≤ b < 1 for all (α, β), and in the case of
mixed terms containing both types of massive modes.
To show that the contribution of massive modes vanishes for open graphs,
too, we compare the source terms. According to Eqs. (23) and (49) and except
for irrelevant factors, the source terms for closed graphs are given by (1/B)Σ(B)
and for open graphs by Sp or S˜q. According to Eqs. (21), each matrix Sp (S˜q) is
the dyadic product of a vector Tαp and a vector T˜βp (of a vector Tδq and a vector
T˜γq , respectively). Therefore, only a single eigenvalue ρ of each of the matrices
Sp and S˜q differs from zero, with ρp = (T (αp)T (βp))1/2 and ρq = (T (γq)T (δq))1/2
so that 0 ≤ ρ ≤ 1 in all cases. In contradistinction the unitarity of Σ(B) for
closed graphs implies that all eigenvalues of that matrix have absolute value
unity. Therefore, traces of matrix products involving Sp or S˜q are generically
a factor 1/(2B) smaller than traces of matrix products involving Σ(B). That is
the factor needed to make the contribution of the massive modes disappear also
for open graphs.
4 Random-Matrix Approach
We turn to the (P,Q) correlation functions of random-matrix theory. For sys-
tems that are not time-reversal invariant we use the Gaussian Unitary Ensemble
(GUE) [29]. We define a generalized generating function GR for these functions.
We generalize the supersymmetry approach of Refs. [30, 18, 31] and average GR.
We then use the Hubbard-Stratonovich transformation and the saddle-point ap-
proximation. For closed systems, the CUE [25] would be an alternative to the
GUE. We use the GUE because we investigate both closed and open systems,
the latter with arbitrarily strong coupling to the channels.
The complex elements Hµν of the N -dimensional Hermitean GUE Hamilto-
20
nian matrixH are Gaussian-distributed random variables with zero mean values
and second moments 〈HµνH∗µ′ν′〉 = (λ2/N)δµµ′δνν′ . The indices µ, ν run from
1 to N . With E the energy, the (P,Q) level correlation function for the closed
system is defined for integer P ≥ Q ≥ 1 as
d(P+Q)
〈 P∏
p=1
Tr(E+ + εp −H)−1
Q∏
q=1
Tr(E− − ε˜q −H)−1
〉
. (57)
Here E denotes the energy and d the mean level spacing. The plus (minus) sign
indicates an infinitesimal positive (negative) imaginary increment. The angular
brackets denote the ensemble average. We are interested in fluctuations on the
scale of the mean level spacing. Then with ρR = 1/d the mean level density,
the energy increments εp and ε˜q obey
ρRεp ≪ λ , ρRε˜q ≪ λ . (58)
The open system is obtained [18, 31] by coupling Λ channels a, b, . . . to
the states labeled µ by complex energy-independent channel-coupling matrix
elements Waµ =W
∗
µa. These obey (WW
†)ab = Nv
2
aδab. The unitary scattering
matrix is
Sab = δab − 2πi[W (E −H + iπW †W )−1W †]ab . (59)
As done in Refs. [18, 31] we have suppressed the shift matrix. The (P,Q) S-
matrix correlation function is given by
〈 P∏
p=1
Sapbp(E + εp)
Q∏
q=1
(
Scqdq(E − ε˜q)
)†〉
, (60)
again with the bounds (58) on εp and ε˜q. We note the strong similarity to the
developments in Section 2.3 but also the following difference. Expression (17)
represents the correlators of the fluctuating parts of the level density only, while
the correlators (57) contain the full level densities, including the average parts
1/d. Since ℑTr(E− − H)−1 = πδ(E − H) and with the normalization chosen
in expressions (57) this amounts to the occurence of terms with value π in the
final expressions for the correlators. Similarly, the correlators (19) are defined
in terms of the fluctuating parts of the S-matrix elements for graphs while the
definitions in Eqs. (63) and (65) below imply that we actually calculate the
RMT correlators of (S − 1) and not of S as suggested by Eq. (60). That fact
yields additional terms (〈S〉−1) in the final expressions for the RMT correlators.
These facts must be borne in mind when we later compare the source terms for
graphs and for RMT. We calculate the expressions (57) and the correlators of
(S − 1) for N → ∞ in the center of the spectrum where E = 0 and where the
mean level spacing d is given by d = πλ/N . We use standard conventions: In
graph theory (RMT) the mean level spacing is denoted by ∆ (by d) and the
mean level density by d (by ρR, respectively).
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4.1 Generating Function
To define the generating function we proceed as in Section 3.1. For the closed
system we have
dTr(E+ −H)−1 = 1
2
d
dj
det(E+ −H + dj)
det(E+ −H − dj)
∣∣∣∣
j=0
. (61)
For the open system we define the N -dimensional source matrices Sp and S˜q
with elements
(Sp)µν = −2iπW ∗µapWbpν , (S˜q)µν = −2iπW ∗µaqWbqν . (62)
Then
Sapbp(E + εp)− δab =
1
2
d
dj
det(E + εp −H + iπW †W + jSp)
det(E + εp −H + iπW †W − jSp
∣∣∣∣
j=0
,
(
Scqdq (E − ε˜q)
)† − δab = 1
2
d
dj
det(E − ε˜q −H − iπW †W + jS˜†q )
det(E − ε˜q −H − iπW †W − jS˜†p
)
∣∣∣∣
j=0
.
(63)
We define the source terms
Ip = d = I˜q for the closed system ,
Ip = Sp , I˜q = S˜q for the open system , (64)
and the generating function GR for the random-matrix approach as
GR =
P∏
p=1
det(E+ + εp −H + iπδopenW †W + jpIp)
det(E+ + εp −H + iπδopenW †W − jpIp)
×
Q∏
q=1
det(E− − ε˜q −H − iπδopenW †W + j˜qI˜q)
det(E− − ε˜q −H − iπδopenW †W − j˜qI˜q)
. (65)
The factor δopen equals zero (one) for the closed (the open) system, respectively.
With these definitions the (P,Q) correlation functions in Eqs. (57) and (60) can
both be written as
(P,Q) =
1
2P+Q
P∏
p=1
Q∏
q=1
d2
djpdj˜q
GR
∣∣∣∣
all j=0
. (66)
4.2 Supersymmetry
With p = 1, . . . , P and q = 1, . . . , Q we define the supervectors φ(P ) with com-
plex commuting elements s
(P )
pµ and anticommuting elements χ
(P )
pµ and φ(Q) with
commuting complex elements s
(Q)
qµ and anticommuting elements χ
(Q)
qµ . These are
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combined into a single supervector Ψ = (φ(P ), φ(Q))T of dimension 2N(P +Q).
The anticommuting elements obey
∫
χdχ = (2π)−1/2 =
∫
χ∗dχ∗. The integra-
tion measure in superspace is the flat Berezinian
d(Ψ˜,Ψ) =
P∏
p=1
N∏
µ=1
dℜ(s(P )pµ )dℑ(s(P )pµ )dχ∗(P )pµ dχ(P )pµ
×
Q∏
q=1
N∏
ν=1
dℜ(s(Q)qν )dℑ(s(Q)qν )dχ∗(Q)qν dχ(Q)qν . (67)
The index s = 1, 2 runs over superspace, the index t = 1, 2, . . . , P +Q denotes
the retarded (t ≤ P ) and advanced (t > P ) blocks. The generating function
can be written as
GR =
∫
d(Ψ˜,Ψ) exp{ i
2
Ψ˜L1/2DL1/2Ψ} (68)
where Ψ˜ = (Ψ∗)T . Here L is the third Pauli spin matrix in retarded-advanced
space. The matrix D is block diagonal and given by
D = E−H+ ε+ iW + J . (69)
We define εt = εp for t ≤ P and εt = ε˜q for t = P + q and correspondingly for
jt. We write It = Ip for t ≤ P and It = I†q for t = P + q. Then
E = {δtt′δµµ′δss′E}, H = {δtt′δss′Hµµ′}, ε = {δµµ′δss′Ltt′εt},
W = {δopenδss′πLtt′(W †W )µµ′}, J = {δtt′δµµ′σs3jtIt} . (70)
We average GR over the ensemble by averaging exp{−(i/2)(Ψ˜L1/2HL1/2Ψ)}.
We have 〈
exp
{
− (i/2)(Ψ˜L1/2HL1/2Ψ)
}〉
= exp
{
1
8N
STr(A2)
}
(71)
where
Ats,t′s′ = iλ(L
1/2)tt
∑
µ
ΨtµsΨ
∗
t′µs′(L
1/2)t′t′ . (72)
We insert the result of Eqs. (71, 72) into the expression for 〈GR〉 and remove the
terms that are quartic in the integration variables by the Hubbard-Stratonovich
transformation. The remaining Gaussian integrals over Ψ and Ψ˜ can be done.
All these steps are standard. With Σ = {δµµ′σts,t′s′} the result is〈
GR
〉
=
∫
d[σ] exp
{
− N
2
STrts(σ
2)−STr ln
(
E−λΣ+ ε+ iW+J
)}
. (73)
The matrix σ has the same dimension and the same symmetries as the matrix
A in Eq. (72). The symbol d[σ] denotes the flat Berezinian. Eq. (73) is exact.
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4.3 Saddle-Point Approximation
Putting ε = 0, W = 0, J = 0 we vary the exponent in GR with respect to
the elements of Σ. That yields the saddle-point equation σ(E − λσ) = λ.
At the center E = 0 of the GUE spectrum, the solution of that equation is
σsp = −iT−10 LT0. Here T0 is given by
T0 =
(
(1 + t12t21)
1/2 it12
−it21 (1 + t21t12)1/2
)
. (74)
The matrix t12 (t21) has elements (t12)ps,qs′ ((t21)qs,ps′ , respectively). The el-
ements of (t12, t21) span the saddle-point manifold for the (P,Q) correlation
function.
We use the saddle-point approximation in Eq. (73) and expand the exponent
up to terms of first order in ε, puttingW = 0, J = 0. That yields the symmetry-
breaking term
SBR =
iπ
d
∑
p
εpSTrs
(
(t12t21)pp
)
+
iπ
d
∑
q
ε˜qSTrs
(
(t21t12)qq
)
. (75)
Similarly we put ε = 0, J = 0, expand the logarithm in the exponent of Eq. (73),
work out the traces over the level indices µ, and resum the resulting series to
obtain the channel-coupling term (present only for the open system)
CCR = −
∑
c
STrps ln
(
1 + T (c)t12t21
)
. (76)
With the assumptions introduced above, the average S matrix is diagonal. The
transmission coefficient T (c) in channel c is defined as T (c) = 1− |〈Scc〉|2. As a
result, the saddle-point approximation to 〈GR〉 is given by
〈GR〉sp =
∫
dµ(t)
(
...
)
exp{SBR + CCR} . (77)
Here the dots indicate the source terms. As in Ref. [18], the invariant measure
dµ(t) is defined by the transformation from the variables that parametrize σ
to the ones that parametrize (t12, t21). It turns out that it is not neccessary to
work out dµ(t) explicitly.
4.4 Massive Modes
Massive modes are those degrees of freedom that do not lie in the saddle-point
manifold. As for graphs, these are treated in Gaussian approximation. For the
orthogonal case and for P = 1 = Q it is shown in Ref. [18] that the massive
modes lie either in the retarded or in the advanced block. The argument carries
through also in the unitary case and for P ≥ Q ≥ 1.
For the closed system (W = 0) we follow Ref. [18]. We put ε = 0 and
E = 0 for simplicity and write σ = σsp + δσ where δσ stands for the massive
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modes. We expand the exponent in Eq. (73) in powers of δσ and keep only
terms up to second order, neglecting the source terms. With δP = T0δσspT−10
and [δP ,L] = 0 that gives in the exponent the term
−NSTrts(δP)2 . (78)
In Ref. [18] it is shown that for N →∞ and in the vicinity of the saddle point,
the Berezinian for δP is flat. The arguments carry through also for the present
case. The source terms for the massive modes are given by the expansion of
N ln(1+ iLδP − iLT0JT−10 /λ) in powers of J. With d = πλ/N , the term J/λ is
inversely proportional to N . The substitution δP → √NδP then shows that all
source terms (and, therefore, the contributions of massive modes) vanish with
some inverse power of N . That conclusion, demonstrated at the center E = 0
of the spectrum, can be shown to hold everywhere except near the end points.
We turn to the open system. Expanding the last term in the exponent of
Eq. (73) in powers of W and resumming we find that for ε = 0 the term (78) is
replaced by
−(N − Λ)STr(δP)2 +
Λ∑
a=1
STrts
(
iLxa
1 + iLxaσsp
δσ
)
−
Λ∑
a=1
STrts
(
σsp
1
1 + iLxaσsp
δσ
)2
. (79)
Here xa = πNv
2
a/λ is of order unity (not N). The sums extend over the open
channels. The same substitutions as used above, i.e., δσ → δP → √NδP , then
show that for Λ fixed and N → ∞, expression (79) reduces to expression (78).
The source terms for the massive modes are now given by the expansion of
N ln(1 + iLδP − i(LT0JT−10 /λ) − i(LT0WT−10 /λ)) in powers of J. Eqs. (62)
show that the matrices St are dyadic products of two vectors and, thus, possess
only a single nonvanishing eigenvalue. This makes up for the fact that, in
contrast to the case of the closed system, they lack a factor N−1. An expansion
of the logarithmic term in powers of W embellishes the source terms J with
factors proportional to powers of xa but does not affect the overall dependence
on N . It follows that the contribution of massive modes vanishes for N → ∞
also for open graphs.
We have, thus, shown that the contribution of the massive modes to all
(P,Q) correlation functions for the GUE vanish with some inverse power of N
as N →∞. Therefore, these functions are obtained by differentiation of 〈GR〉sp
with respect to the sources.
5 Equivalence Proof
We have demonstrated that for B → ∞ and N → ∞ the averaged generating
functions 〈GG〉 and 〈GR〉 become asymptotically equal to 〈G(0)G 〉 and 〈GR〉sp,
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respectively. The equality of all (P,Q) correlation functions for quantum graphs
and RMT is, thus, shown if we can prove that
〈G(0)G 〉 = 〈GR〉sp . (80)
We show this by first constructing a one-to-one map of the RMT saddle-point
manifold unto the zero-mode manifold of graphs. We use the transformation
τ = −it12 1√
1 + t21t12
, τ˜ = it21
1√
1 + t12t21
. (81)
With these definitions, Eq. (74) and the relation σsp = −iT−10 LT0 imply in
retarded-advanced representation
σsp = −i
(
1 τ
τ˜ 1
)(
1 0
0 −1
)(
1 τ
τ˜ 1
)−1
. (82)
It is shown in Ref. [25] that (except for the factor −i which is properly taken
into account in the subsequent RMT calculations) for a parametrization of σsp
of the form (82) the integration measure is the flat Berezinian
∏
pq d(τ˜qp, τpq).
The supermatrix τ (τ˜ ) has nonzero elements τps,qs′ (τ˜qs,ps′ ) only in the
retarded-advanced block (in the advanced-retarded block, respectively). In each
subblock labelled (p, q) that supermatrix has dimension two. The integration
measure for (τ, τ˜ ) is the flat Berezinian. The Boson-Boson (Fermion-Fermion)
blocks of the matrices τ and τ˜ are related by τ˜BB = τ
†
BB and by τ˜FF = −τ†FF .
The eigenvalues of the positive definite Hermitean matrix −τ˜FF τFF are smaller
than or equal to unity. The BF blocks and the FB blocks carry indepen-
dent anticommuting integration variables. For each pair of indices (p, q) the
pair (τ˜qp, τpq) of 2 × 2 supermatrices possesses the same symmetry properties
as the pair (τ˜11, τ11) the elements of which span the saddle-point manifold for
the (P = 1, Q = 1) correlation functions. All this follows from arguments of
symmetry and convergence detailed in Ref. [18] for the orthogonal case. As
a consequence of the color-flavor transformation [25] all these properties are
shared by the matrices Y and Y˜ . Therefore, there exists a one-to-one map of
the two sets of matrices (τpq, τ˜qp) and (Ypq, Y˜qp) onto each other and we can,
without loss of generality, equate these matrices,
τpq = Ypq , τ˜qp = Y˜qp . (83)
Then the RMT saddle-point manifold coincides with the zero-mode manifold
for graphs for all values of P and Q. The result (83) is not surprising since both
sets of matrices parametrize the extension of Efetov’s coset space [30] to the
general case of (P,Q) correlation functions.
To complete the proof of Eq. (80) we must show that the integrands are
identical. To achieve that we identify εp/d with κp/∆ for p = 1, . . . , P and ε˜q/d
with κ˜q/∆ for q = 1, . . . , Q. This is necessary because the dynamics of graphs is
characterized by the wave number k and that of RMT by the energy E. Using
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that and Eqs. (81) and (83) in the expression (75) we find that SBR becomes
equal to SBG as given by Eq. (45). Comparing the constraints formulated in
Eqs. (18) and (58) we note that the spectrum of k values is unbounded while the
energy spectrum of RMT is bounded by 4λ. Both constraints can, therefore,
be read as saying that the product of the level density and the incremental
wave numbers (energies, respectively) be small compared to the length of the
spectrum. In that sense, the two sets of constraints are equivalent.
For open graphs we postulate, in addition, that the number of channels be
the same for graphs and for RMT and that 〈Saa〉 and 〈Sαα〉 be pairwise equal
for all pairs a, α = 1, . . . ,Λ. That implies pairwise equality of the transmission
coefficients T (α) and T (a). For the channel coupling term CCR in Eq. (76) that
and the above-mentioned substitutions yield the expression (46) for CCG.
To demonstrate the equality of the source terms, we first address the closed
system, neglecting the incremental wave numbers and energies. The relevant
term in Eq. (73) is −STr ln(1 + σspJ/λ). From Eqs. (70) and (64) we have
J/λ = σs3πj/N , with j = (j+, j−)
T . With σsp given by Eq. (82) and with the
definitions f = (1− τ˜ τ)−1, f˜ = (1 − τ τ˜ )−1 this is written as
1 + σspJ/λ =
(
1− iσs3πj+/N 0
0 1 + iσs3πj−/N
)
+2i
(−τ τ˜ f˜σs3πj+/N τfσs3πj−/N
−τ˜ f˜σs3πj+/N τ˜τfσs3πj−/N
)
. (84)
Denoting the first matrix on the right-hand side by M we multiply Eq. (84) on
the right by M−1. We take account only of terms linear in the source terms.
Therefore multiplication of the second matrix with M−1 leaves that matrix un-
changed. Moreover, we have ln[(1 + σspJ/λ)M
−1] = ln(1 + σspJ/λ) − lnM .
Since M does not contain any integration variables it does not contribute to the
connected part of the correlation functions. Actually, M represents the contri-
butions due to the average level density mentioned below Eq. (60). Indeed, after
differentiation with respect to jp and jq that matrix contributes the expected
factors π. For the comparison with the result for graphs (which accounts only
for the fluctuating part of the level density) we omit M . All this is equiva-
lent to replacing the matrix M in Eq. (84) by the unit matrix. For arbitrary
supermatrices a, b, c, d we use the identity
STrts ln
(
a b
c d
)
= STrts ln(a− bd−1c) + STrts ln d . (85)
With d = 1 + 2iτ˜τfσs3πj−/N and d˜ = 1 + 2iτ f˜σ
s
3 τ˜πj−/N we have ln d = ln d˜.
Thus, expression (85) equals ln(d˜(a− bd−1c)). Using this we obtain
−STr ln(1 + σspJ/λ) = −STr ln
([(
1 + 2iτfσs3(πj−/N)τ˜
)
×(1− 2iτ τ˜ f˜σs3(πj+/N))
]
− 4
[(
1 + 2iτfσs3(πj−/N)τ˜
)
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×τfσs3(πj−/N)
1
1 + 2iτ˜τfσs3(πj−/N)
τ˜ f˜σs3(πj+/N)
])
. (86)
We insert in the last line of this expression behind the first factor j− the identity,
written as τ˜ (τ˜ )−1. Then the first factor in round brackets commutes with τfσs3 τ˜ .
We use (
1 + 2iτfσs3(πj−/N)τ˜
)
(τ˜ )−1
1
1 + 2iτ˜τfσs3(πj−/N)
= (τ˜ )−1 (87)
and obtain
−STr ln(1 + σspJ/λ) = STr ln(1− τ τ˜ )
−STr ln
(
1− (1 + 2iπσs3(j+/N))τ(1 − 2iπσs3(j−/N))τ˜
)
. (88)
Here and in Eqs. (89) and (90), the first term on the right-hand side is obviously
not a source term. With the identification (83) the right-hand side becomes
STr ln(1− Y Y˜ )− STr ln
(
1− (1 + 2iπσs3j+/N)Y (1− 2iπσs3j−/N)Y˜
)
. (89)
For graphs, we use Eqs. (44), z+ = 1 = z−, the implicit definitions of the
matrices B in Eqs. (28), and Eqs. (23). We also use that [σd1Σ(B), Y ] = 0, and
we replace Lb by the average value
∑
b Lb/B. That gives
STr ln(1−Y Y˜ )−STr ln
(
1−(1+2iπσs3j+/(2B))Y (1−2iπσs3j−/(2B))Y˜
)
. (90)
The factors 1/N and 1/(2B) are the inverses of the dimensions N and 2B of
the matrices H and Σ(B), respectively. These are sent to infinity after the
differentiations in Eqs. (26) and (66) are carried out. Without loss of generality
we may, therefore, put N = 2B. Then the source terms (89) and (90) are
identical.
For open systems, the matricesW and σd1Σ
(B) are not related in any obvious
way. Therefore, the equality of the source terms can be demonstrated only after
the terms involving these matrices have been converted into terms involving the
average S matrix and/or the transmission coefficients. For the random-matrix
approach we use the last term in Eq. (73) taken at the saddle point, putting
ε = 0 and E = 0. In the calculations that follow we repeatedly suppress terms
of order zero in J without mention as these are fully taken into account by the
channel-channel coupling term (76). In the term
− STr ln
(
1 +
1
1 + iλ−1σspW
λ−1σspJ
)
(91)
we expand the denominator in powers of W, use (WW †)ab = δabNv
2
a, and
resum the result. With x = {δabπ2v2a/d} that gives
− STr ln
(
1 +
1
1 + ixσspL
λ−1σspJ
)
. (92)
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We expand the logarithm in powers of J, use the definitions (70), (64), and
(62), perform the trace over the level index µ and resum the series. We define
in channel space (not in level space) the matrix j with elements jpδaapδbbp in
the retarded sector and jqδab˜qδba˜q in the advanced sector. That gives
− STrats ln
(
1− 1
1 + ixσspL
2ixσspLσ
s
3j
)
. (93)
We write this as −STr ln(1+ ixσspL−2ixσspLσs3j) with the convention that the
channel index on x is determined by the closest factor j to the right of x. We
follow the steps that lead from Eq. (84) to Eq. (89). Effectively this amounts in
Eq. (88) to the replacements iπσs3j+/N → [−x/(1 + x)] + 2σs3j+x/(1 + x)2 and
−iπσs3j−/N → [−x/(1 + x)] + 2σs3j−x/(1 + x)2. For fixed a the resulting terms
1− 2xa/(1+ xa) are equal to the elements 〈Saa〉 of the average S matrix. With
the transmission coefficients given by T (a) = 4xa/(1 + xa)
2 and with τ → Y ,
τ˜ → Y˜ we thus obtain
− STrats ln
(
1− (〈S〉+ Tσs3j+)Y (〈S〉+ Tσs3j−)Y˜
)
. (94)
We have defined j+ = j+δaapδbbp and correspondingly for j−. The matrices 〈S〉
and T are diagonal in channel space with elements 〈Saa〉 and T (a), respectively.
The analogue of the matrix M (first term on the right-hand side of Eq. (84)) is
now given by (1+ (〈S〉 − 1)σs3j). After differentiation with respect to jp and jq,
that matrix contributes terms of the form 〈S〉 − 1 to the S-matrix correlators.
Such terms must arise because the S-matrix correlators for the RMT case are
by construction (see Eq. (63) and the remark below Eq. (60)) averages over
products of elements of (S − 1). With S − 1 = (〈S〉 − 1) + Sfl they contain
factors (〈S〉 − 1). We disregard these contributions and, thus, the analogue
of M because we aim at comparing the source terms for Sfl for RMT and for
graphs.
For open graphs we use Eq. (44), the implicit definitions (28) for the matrices
B, and the definitions (23). The source terms have the form
− STr ln
(
1− (σd1Σ(B) − σs3j+I+)Y ((Σ(B))†σd1 − σs3j−I†−)Y˜
)
. (95)
Since σd1 commutes with σ
s
3j± and Y , Y˜ and since (σ
d
1)
2 = 1 this is equal to
− STr ln
(
1− (Σ(B) − σs3j+S+)Y ((Σ(B))† − σs3j−S†−)Y˜
)
. (96)
We go to the vertex representation, Σ(B) → Σ(V ) and the associated changes
S → S(V ), S˜ → S˜(V ). This is permissible because j±, σs3, Y , and Y˜ do not
depend on directed bond indices. We recall that Σ(V ) is block diagonal, the
matrices σ(α) occupying the diagonal blocks. For α > Λ these are unitary, and
the source terms in these blocks vanish. That leaves us with
− STrαst ln
(
1− (Σ(B) − σs3j+S+)Y ((Σ(B))† − σs3j−S†−)Y˜
)
. (97)
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The trace extends only over the blocks with α ≤ Λ. In each such block we di-
agonalize σ → U1σdiagU2, with unitary matrices U1, U2. As shown in Ref. [16],
all diagonal elements but the first one of σ
(α)
diag have magnitude unity, the first
one being given by −ρ(α) (we suppress here a phase factor which cancels any-
way). Each of the source terms S(V ) and S˜(V ) is the dyadic product of two
vectors. Upon transforming S(V ) → U †1S(V )U †2 and S˜(V ) → U2S˜(V )U1, each of
these vectors has a single nonvanishing element only. As a result all elements of
the transformed matrices U †1S
(V )U †2 and U2S˜
(V )U1 but the (1, 1) element van-
ish. The latter has the value (T (αp))1/2(T (βp))1/2 = T 1/2δααpδββpT
1/2 in the
retarded space and (T (δq))1/2(T (γq))1/2 = T 1/2δαδqδβγqT
1/2 in the advanced
space. Here T is a diagonal matrix in channel space with elements T (α). With
j+ = j+δααpδββp and j− = j−δαδqδβγq expression (97) becomes
− STrαst ln
(
1− (〈S〉+ T 1/2σs3j+T 1/2)Y (〈S〉+ T 1/2σs3j−T 1/2)Y˜
)
. (98)
Expanding this into a Taylor series, using in each term that T commutes with
Y and 〈S〉, using the cyclic invariance of the trace, and resumming we obtain
− STrαst ln
(
1− (〈S〉+ Tσs3j+)Y (〈S〉+ Tσs3j−)Y˜
)
, (99)
in perfect agreement with expression (94). This completes the proof of Eq. (80).
6 Summary and Conclusions
The combination of the results derived in the present paper with those obtained
in Refs. [19, 17] amounts to a complete proof of the BGS conjecture for the cases
of orthogonal and unitary symmetry. We have not considered the symplectic
case. The proof holds in the limit B → ∞ of infinite graph size for simple
connected graphs with the following three properties. (i) The bond lengths must
be incommensurate. (ii) The eigenvalue +1 of the Perron-Frobenius operator
must be separated by a finite gap from the rest of the spectrum. (iii) For all
(α, β) the elements of the vertex scattering matrices must obey |σ(α)ββ σ(β)αα | ≤ b <
1.
The proof given in the present paper is tailored to the unitary case. It
involves the following steps. (a) The (P,Q) correlation functions for levels and
S-matrix elements are witten as derivatives of generating functions. These are
expressed as superintegrals. The average over wave number k is performed with
the help of property (i) and of the color-flavor transformation. These steps are
exact and yield Eqs. (34) and (35) for the averaged generating functions. (b)
Expansion of the effective action in Eq. (35) up to terms of second order in the
integration variables and transformation to the eigenvector representation of the
Perron-Frobenius operator yields the bilinear form (46). In that form the mode
corresponding to eigenvalue λ1 = 1 is absent. That mode is identified as the zero
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mode (Y, Y˜ ). (c) The contribution of the remaining modes is calculated using the
loop expansion. Under conditions (ii) and (iii) the contributions of the resulting
Gaussian superintegrals to every (P,Q) correlation function vanish for B →∞.
In that limit, the generating functions are entirely determined by the zero mode.
(iv) The equivalence with RMT is established in terms of a one-to-one map of
the zero-mode manifold for graphs onto the saddle-point manifold for RMT,
and of an identification of all terms in the generating functions. With a slight
change of notation and under corresponding conditions on the vertex matrices,
our proof carries over to the orthogonal case. Our results hold asymptotically
as we have only shown that every contribution of the massive modes vanishes
individually in the limit B → ∞. Therefore, we cannot calculate leading-order
corrections in 1/B.
In contrast to previous approaches [14, 15, 16, 17, 19] we have not used the
saddle-point approximation. Direct use of the zero mode makes the proof strin-
gent, simple, and transparent. We have removed the restriction to completely
connected graphs used earlier [16, 17, 19]. In view of earlier work on the two-
point function [14, 15, 16, 17] our result is probably expected although it would
seem conceivable that differences between graphs and RMT might have existed
which, while absent for the two-point functions, would systematically increase
with increasing P and Q. We have shown that such differences do not exist.
We believe that our derivation and result are of general interest. The Perron-
Frobenius operator is bistochastic and has a single eigenvalue λ1 = 1. We have
shown that this fact directly implies the existence of the zero mode. The zero-
mode manifold represents the generalization to arbitrary values of P and Q
of Efetov’s coset spaces [30] for unitary or orthogonal symmetry. Aside from
the incremental wave numbers and, for open graphs, from the strengths of the
couplings to the open channels, the zero-mode part (41) of the generating func-
tions carries no information on the graph actually considered. The zero mode
is universal and entirely governed by symmetry. These results are relevant in
the limit B →∞ where the contributions of the massive modes disappear with
inverse powers of B, and where the generating functions for graphs and for RMT
coincide. That agreement validates the BGS conjecture for graphs.
We discuss our three essential assumptions. (i) Incommensurability of the
bond lengths Lb guarantees ergodicity and makes it possible to calculate the
average over wave number k in terms of an average over independent phases
φb = kLb. That allows us to show that the BGS conjecture holds for every
individual graph with incommensurate bond lengths. Alternatively we might
consider an ensemble of graphs with a distribution of statistically independent
bond lengths Lb. Averaging over that distribution would likewise yield an aver-
age over independent phases φb. Thus, the BGS conjecture holds on average for
an ensemble of graphs irrespective of any condition on bond lengths. Therefore,
incommensurability of the bond lengths Lb is a less stringent requirement than
our conditions (ii) and (iii). For individual graphs with bond lengths that are
partly commensurate we do, of course, expect deviations from RMT fluctua-
tion properties. (ii) Classically, the existence of a gap in the spectrum of the
Perron-Frobenius operator guarantees that the graph is mixing. In the quan-
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tum context condition (ii) ensures that contributions of the modes (zj, z˜j) to the
loop expansion vanish asymptotically. While sufficient, condition (ii) may not
be necessary for the proof of the BGS conjecture. A weaker condition (power-
law suppression [32, 15, 33, 34] of the eigenvalue density near λ1 = 1) might
suffice to guarantee classical chaos (albeit not mixing), uniform spreading of
eigenfunctions over the graph, and even disappearance of the contributions of
the massive modes for B →∞ provided the loop expansion could be technically
avoided. We have not addressed these questions. (iii) For all α, β the diago-
nal elements of the vertex scattering matrices obey |σ(α)ββ σ(β)αα | ≤ b < 1. That
assumption excludes the formation of bound states on single bonds that are
completely separated from the rest of the graph. Such states might affect the
spectral fluctuation properties.
The conditions (ii) and (iii) are physically plausible, and deviations from
universal behavior are expected if one is violated. Take condition (ii), for in-
stance, and let us consider two completely connected simple chaotic graphs g1
and g2 that are connected with each other by a single bond. In the limit of in-
finite graph size we expect that the single bond plays an ever diminishing role,
and that the spectral properties are dominated by the zero-mode manifolds for
g1 and g2. We conjecture that the spectrum is a superposition of two GOE (or
two GUE) spectra with weak repulsion between levels from g1 and those from
g2. Another case is a chain of completely connected simple chaotic graphs with
few bonds connecting only neighboring members in the chain. Here Anderson
localization might be expected, causing strong deviations from Wigner-Dyson
statistics.
Are there graphs that satisfy conditions (ii) and (iii) and if so, how numer-
ous are they? As for the first part of the question, there are examples in the
orthogonal case where the spectrum of the Perron-Frobenius operator possesses
a gap [35]. If time-reversal invariance is violated by a magnetic field that affects
the phases of the bond propagators but not the matrices σ(α), the spectrum of
the Perron-Frobenius operator is unaffected and the gap persists in the unitary
case. Concerning condition (iii), bound states on single bonds with total reflec-
tion at the adjacent vertices require very special boundary conditions. There-
fore, we conjecture that condition (iii) is satisfied for most Hermitean boundary
conditions imposed at the vertices. The second part of the question requires a
deeper understanding of the relationship between the boundary conditions at
the vertices and the spectrum of the Perron-Frobenius operator [36, 13, 37, 32].
We consider this an important challenge for future investigations.
The symmetry-breaking terms for graphs (for RMT) are obtained by ex-
panding the effective action in powers of the wave-number increments κp, κ˜q
(the energy increments εp, ε˜q, respectively). With the identifications defined
in Section 5 both terms agree to lowest order in these increments. Inspection
shows that the terms of next order do not agree. Therefore, the agreement of
the fluctuation properties of graphs with those of RMT is limited to a wave-
number interval defined by the range of validity of the approximations used.
With κ representing any of the κp or κ˜q, we have expanded exp{iκLb} in a Tay-
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lor series and kept terms of order zero and one only. The neglect of higher-order
terms is justified if κLb ≪ 1 for all b or, equivalently, if κ ≪ 1/Lmax. With
L the average bond length, the dimensionless variable κ/∆ must, therefore,
obey κ/∆≪ BL/Lmax. That bound tends to infinity with B, and so does the
range of agreement of the (P,Q) correlation functions for graphs and for RMT.
This situation differs from the case of the semiclassical approximation where the
spectral fluctation properties agree with RMT predictions in an energy interval
defined by the shortest periodic orbit.
In Refs. [38, 39, 40] use of the classical PF operator was advocated as a
sufficient means to characterize the spectral fluctuation properties of chaotic
quantum systems. For the modes (zj , z˜j) (Eq. (46)) the present work confirms
that suggestion: Their masses are determined by the eigenvalues of the PF
operator. However, knowledge of the PF operator is not sufficient for the non-
diagonal massive modes. Their masses depend on the matrix elements of the
vertex scattering matrix Σ(B), a quantum operator, see Eq. (46).
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