Perhaps the most elementary proof of this result was given by J. D. Lawson [19] in 1973. He showed that it is a simple consequence of his main theorem stating that any two taut cohomology theories on a paracompact space coinciding on points are isomorphic.
In 1964 Sklyarenko [27] 1 Ay denotes the fibre of A over y ∈ Y . A sheaf over the whole space and those induced by it over subspaces are denoted by the same letter. By A * we denote the inverse image of A under f . In the sequel if the sheaf A is constant and equal to G (resp. G = Z), then in the above notation we writeȞ 
Proof. The assertion holds for G = Z. Since the universal coefficient sequence for theČech cohomology is exact whenever Y is compact (hence X is also compact because f is proper) or the group G is finitely generated (see [30] ), the proof is complete.
The Vietoris theorem and spectra
Since it is well-known that theČech cohomologyȞ * ( · ; G) corresponds to Recall that if E = {E n , e n } ∞ n=−∞ is a CW-spectrum (i.e. for each n ∈ Z, E n and e n : SE n → E n+1 belong to the category of pointed CW-complexes), then for a pointed CW-complex X and an integer n, one defines an abelian group E n (X), a suspension isomorphism σ n : E n+1 (SX) → E n (X) 5 and shows that
is an (extraordinary reduced) cohomology theory on the category of pointed CW-complexes (see [31] ). As usual the cofunctor E * ( · ) may be extended to the (reduced) cohomology cofunctor E * ( · ) on the category of all CW-complexes. Moreover, the groups E n (X), X being any (pointed) topological space, are
αβ , Λ}, where {X α , p αβ , α ∈ Λ} is theČech system of the space X (see [25] ), i.e. one considers theČech extension of the cofunctor E * ( · ) from the category of (pointed) CW-complexes to the category of all (pointed) topological spaces. A positive answer to Question 2.1 is given by the following result (see [11] ). 
is an isomorphism for q = m + N Y and a monomorphism for q = m + N Y + 1.
In [11] an example is provided showing that if instead of (1) one assumes that
then the assertion does not hold. However, if E = K(G), then clearly assumptions (1) and (2) Dydak-Kozlowski result, we observe that in this case its assertion gives the same information as the Sklyarenko theorem or the Vietoris-Begle theorem:
Let E be an Ω-spectrum. This means that the map e n : E n → ΩE n+1 dual to e n (i.e. given by the formula e n (x)(s) = e n [s, x] for x ∈ E n and s ∈ S 1 ) is a weak homotopy equivalence. Hence, in particular, for any k ≥ 0 and n ∈ Z, we have
is an Ω-spectrum. A basic result is that in this case E n (X) ∼ = [X; E n ]. In this case Theorem 2.2 has a particularly nice form: it states that f induces a bijective correspondence
between the respective sets of homotopy classes. It therefore might be viewed as a homotopy version of the Vietoris theorem. However, in the next sections we shall be interested in homotopy properties of f stated in terms of the behaviour of
is not an Ω-spectrum. Such spectra give rise to a type of stable cohomology theories; hence the result of Dydak-Kozlowski should be viewed rather as a result of a stable character.
To see that better, let E = S. Clearly, for any paracompact space X and n ∈ Z,
is, by definition, the nth stable cohomotopy group π 
Some light onto these questions is shed by the following result, which is a generalization of a theorem proved by the author [17] .
The proof of a further extension of this result will be given in the next section. Let us note the following Corollary 2.5. Assume that f : X → Y is as above and let n ≥ 2. For any k ≥ 0, the transformation
Proof. If k = 0, then it is enough to observe that S n is (n − 1)-connected and invoke Theorem 2.3 putting P = S n . The case k ≥ 1 will be treated in the next section.
(Co)homotopy version of the Vietoris-Sklyarenko theorem
As above all spaces are supposed to be paracompact and a pair (X, A) consists of a space X and its closed subset A; a pair (X, A) is a (complete) ANR-pair if X and A are (complete) metric absolute neighbourhood retracts. Definition 3.1. We say that a topological space X is of (n, m)-type, 1 ≤ n, m ≤ ∞, if it is path connected and π i (X) = 0 for each i ≤ n − 1 or i ≥ m + 1. More generally, a pair (X, A) is of (n, m)-type if it is 1-connected and
Clearly, from the definition it follows that if X (resp. (X, A)) is of (n, m)-type and is not ∞-connected, then m ≥ n and n < ∞. Obviously X (resp. (X, A)) is of (n, ∞)-type if and only if X (resp. (X, A)) is (n − 1)-connected.
In the rest of this section we assume that pairs (X, X ), (Y, Y ) and a perfect surjection
are given. Moreover, we make Assumption 3.2.
(i) (P, P ) is a paracompact pair having the homotopy type of a complete ANR-pair;
is not compact, we assume that π i (P ) (resp. π i (P )) is finitely generated for any i ≥ 1.
Remark 3.3. (i) Condition 3.2(i) holds for instance if (P, P ) is a CW-pair (each CW-pair has the homotopy type of a polyhedral pair which is homotopy equivalent to itself endowed with the metric topology (see [20] ); a simplicial pair with the metric topology is homotopy equivalent to its telescope which is a complete ANR-pair (see [10] ); or an ANR-pair (homotopy dominated by a CW-pair, hence having the homotopy type of a CW-pair (see [20] )).
(ii) Observe that if conditions 3.2(i)-(iii) hold, and the space P (resp. P ) is simply connected and has the homotopy type of a compact ANR whenever Y (resp. Y ) is not compact, then all the above assumptions are satisfied. Indeed, if Y (resp. Y ) is not compact, then P (resp. P ) has the homotopy type of a simply connected compact polyhedron (see [34] ). Hence, by the generalized Hurewicz theorem [30, Chapter 9.6, Corollary 16], π i (P ) (resp. π i (P )) is a finitely generated abelian group for any i ≥ 2.
Let us now state the main results of this section.
, and let p be an arbitrary point in P .
(ii) (Case m < ∞) The transformation f # is:
The reader will easily see the analogies of Theorems 3.4, 3.5 and Corollary 1.5. On the other hand, if either Y is compact or the abelian group G is finitely generated, n ≥ 1 and P is the Eilenberg-MacLane complex K(G, n) (which is a space of (n, n)-type and-as a CW-complex-homotopy equivalent to some complete ANR), thenȞ
where * ∈ P , and, by 3.5, [15] gives an example of an acyclic compact metric space X, dim X = ∞ with admitting an essential map g :
(ii) Dranishnikov [6] gives an example of a compact metric space 
Since Σ is a neighbourhood retract of S 3 , one verifies easily that P = X is an
is not abelian, so P is not homotopically simple).
(iv) Let f : S 3 → S 2 be the Hopf fibration. Evidently, for any N ≥ 1, i N (f ) = 5, but for P = S 3 neither assertion of Theorem 3.4 holds.
Our approach to the proof of the above results is direct, classical and essentially based on obstruction theory (see e.g. [14, Chapter VI] ). In order to proceed further we recall some rather well-known notions and introduce the necessary notation.
The family of all locally finite open coverings of a space X is denoted by Ω(X). For a pair (X, A) and a covering A ∈ Ω(X), let (X A , A A ) be a polyhedral pair where X A (resp. A A ) is the space of the nerve of A (resp. of the covering A|A = {U ∩ A | U ∈ A}) endowed with the weak topology. (Observe that the family {(A, A|A) | A ∈ Ω(X)} is cofinal in the family of all open coverings of the pair (X, A) directed by the usual relation " " of refinement).
Let
It is well-known that if (Y, B) is an ANR-pair, then:
ii) a refinement of a bridge is again a bridge.
Proof of Theorem 3.4. Clearly if n = ∞ or n > m, then P and (P, P ) are ∞-connected and the assertions follow trivially. Therefore in the sequel we assume that n < ∞ and n ≤ m. Moreover, we may assume that actually (P, P ) is a complete ANR-pair. Recall also that any complete ANR is an absolute neighbourhood extensor for the class of paracompact spaces; hence each paracompact pair has the homotopy extension property (HEP) with respect to it.
Let Z (resp. Z ) be the cylinder of f :
(2) Let G be an abelian group which is finitely generated whenever Y is not compact. For any
and hence, by Corollary 1.5, for any i
(3) To prove surjectivity of i
) and let g : (X, X ) → (P, P ). We claim that there is an extension g : Z → P of g. Indeed, there is a bridge A ∈ Ω(Z) of g with a bridge map g A :
Observe that under our assumptions, π k (P ) is an abelian group which is finitely generated when Y is not compact.
and there is a bridge B ∈ Ω(Z), A B, of g such that, for any canonical pro-
, being a B-bridge map for g, has an extension g B : Z k+1 B ∪ X B → P . After a finite number of steps, we get a bridge D ∈ Ω(Z) of g with a bridge map g D :
By HEP of (Z, X) with respect to P , g has the desired extension onto Z. Therefore i in case (ii)) and consider maps g j : (Z, X ) → (P, P ), j = 0, 1, such that In order to proceed with the relative case consider the inclusions
There is a bridge A ∈ Ω(Z ) of g with a bridge map g A : (Z A , X A ) → (P, P ). Since (P, P ) is n-connected (and, at least, 1-connected) there exists a map
Reasoning similarly to (3) but applying the theory of obstructions to the deformation we get a bridge B ∈ Ω(Z ) and a bridge map
is the canonical map. Then g g and g (Z ) ⊂ P . Since (Z , X ) (resp. (Z × I, Z × {0, 1} ∪ X × I)) has HEP with respect to P (resp. P ), we get the required g.
(6) Let g : (Z, X ) → (P, P ). By (5), there is a map g : (Z , X ) → (P, P ) such that g(Z ) ⊂ P and h : g g • i 2 rel X . Clearly h can be extended to a homotopy H : (1), we complete the proof.
Remarks 3.7. (i) Observe that it is enough to assume that N ≥ dim Z + 1. Moreover, note that i
(ii) The main tool of the above proof isȞ
if G is an abelian group (finitely generated whenever Y is not compact) and
Proof of Theorem 3.5. If in Theorem 3.4, m = ∞, we can also get a different result, but still one needs some dimension restrictions. We have seen that assumptions concerning the cohomological dimension will not do (recall Example 3.6(i)). However, the deformation dimension [25] , [24] seems to be a right choice.
We give here an absolute version of the result, leaving the relative case to the reader. 
Proof. First observe that we may replace P by a homotopy equivalent CW-complex (still denoted by P ). By attaching k-cells, k ≥ N , to P , we obtain a CW-complex Q such that π i (Q) = 0 for each i ≥ N − 1. Hence Q is of 
then f is a homotopy equivalence.
Proof. We easily find that in each case
hence there is g :
is a monomorphism for any q ≥ 0 and an isomorphism for i 
Vietoris theorem and cohomotopy groups
S. Smale [28] was perhaps the first to observe that a Vietoris type theorem holds in terms of homotopy groups. Let X be an arbitrary topological space, let Y be paracompact and locally n-connected (n ≥ 1); if instead of acyclicity one assumes that each fibre of a given perfect (or merely closed) surjection f : X → Y is n-connected and locally (n − 1)-connected, then f # : π q (X, x) → π q (Y, f (x)) is an isomorphism for any 0 ≤ q ≤ n. If additionally Y is dominated by a polyhedron (i.e. has the homotopy type of a CW-complex), then f # is an epimorphism for q = n + 1 as well. It was shown independently by many authors that the asumption concerning the fibres of f may be still relaxed. Namely (see e.g. [7] , [1] , [18] ), one can suppose that, for each y ∈ Y and each neighbourhood
In other words, the fibres of f should have the U V n -property. Compare also the papers [9] and [26] .
As a simple corollary we get a Vietoris type result stated in terms of cohomotopy groups. However, again our hypotheses are not "categorical": the assumption concerning the fibres is stated in the language of cohomology.
For in Theorem 3.4 one may take for instance (P, P ) = (B n , S n−1 ) (where B n is the n-dimensional closed unit ball), n ≥ 2. If (P, P ) = (B 1 , S 0 ), then, although the assumptions are not satisfied, the assertion also holds if i N (f ) = 0.
Taking (P, P ) = (S n , s 0 ), where s 0 is a base point, n ≥ 1, we see that a
which is a surjection if n = i(f ) − 1 and a bijection if i(f ) ≤ n provided dim X, dim Y < ∞. This assertion also holds when i(f ) = 0 and (P, P ) = (S 0 , s 0 ).
In [21] , it is proved that given a compact pair (X, A) with dim X < ∞ anď
admits the structure of an abelian group by the usual Borsuk method (see [29] , [14] ; cf. also [22] ).
Essentially by the same methods one can introduce a group structure in the set π n (X, A), n ≥ m, where (X, A) is a pair with dim X < ∞ andȞ q (X, A) = 0
In view of Theorem 3.5 we have 
Below, we denote by Σ k X (S k X) the kth unreduced (reduced) suspension of a (pointed) space X.
and an isomorphism, respectively.
One argues as in the proof of 3.4 but instead of the cylinder of Σ k f (resp.
where Z is the cylinder of f .
Moreover, in view of [25, (4. 2)] and Proposition 3.8 we have
then π n (X) and π n (Y ) admit the structures of abelian groups for n ≥ m and
The above facts have straightforward implications in coincidence (fixedpoint) theory.
Let dim X < ∞, f : (X, X ) → (B m+1 , S m ) be a perfect surjection and
without loss of generality we may assume that
Proof. Assume to the contrary that (f
we get a contradiction.
In particular, we obtain
and i(f ) ≤ n, then f and g have a coincidence.
is nontrivial. (ii) One easily sees that the element ( [5] ).
(iii) The results stated above are valid when the domain X of the perfect surjection f is a finite-dimensional paracompact space. However, these results still hold true with obvious modifications if we assume that def dim X ≤ N − 2 and i N (f ) < N for some N ≥ 2.
An idea underlying Proposition 4.4 suggests a way of extending Theorem 4.1. Namely, dimension restrictions should be replaced by restrictions on the "admissible" category of maps.
Let (E, · ) be a Banach space, dim E ≤ ∞, and consider the following generalized Leray-Schauder category LS(E) (cf. [12] , [13] , [23] ):
• Objects of this category are pairs (X, ϕ) where X is a paracompact space and ϕ : X → E is a proper
• Morphisms between given objects (X, ϕ) and (Y, ψ) are maps f :
We say that an object (X, ϕ) is regular if there exists a positive integer
The simplest example of a regular object in LS(E) with dim E ≥ 4 is as follows: take a closed bounded X ⊂ E and ϕ = i : X → E.
(ii) More generally: if E is a Banach space, Φ : E → E is a Fredholm operator of positive index k 13 , X ⊂ E is closed bounded and ϕ = Φ|X, then (X, ϕ) is a regular object provided dim E ≥ 4 + k.
Let (X, ϕ) ∈ LS(E).
By a ϕ-field we understand a compact 14 map g :
for all x ∈ X. We say that two ϕ-fields g i : X → E, i = 0, 1, are ϕ-homotopic (written g 0 ϕ g 1 ) if there is a compact map h :
Clearly " ϕ " is an equivalence relation; its equivalence classes are denoted by [g] ϕ where g is a ϕ-field; the set of all ϕ-homotopy classes is denoted by π E (X, ϕ).
11 That is, ϕ −1 (K) is compact for each compact K ⊂ E (e.g. a perfect map is proper). 12 The reader will see that it is enough here to assume that ϕ −1 (L) is a compactum of finite deformation dimension. 13 That is, a bounded linear operator with finite-dimensional null-space Ker(Φ) and closed range R(φ) of codimension dim Ker(Φ) − k.
14 That is, cl g(X) is compact in E.
It is clear that π E is an h-cofunctor (the notion of a homotopy of morphisms in LS(E) is obvious) from LS(E)
to the category of sets and, given a morphism
Theorem 4.8.
Before we proceed with the proof, let us introduce an orientation in E (see [13] ) and recall that if L, N are finite-dimensional linear subspaces in E, L ⊂ N and dim L + 1 = dim N , then this orientation determines two closed subspaces
is compact. For any ε > 0, there is a finite-dimensional linear subspace E ε of E and a Schauder projection (see e.g. [8] 
Claim. There is a unique (up to ψ-homotopy) ψ-field q :
(1) Existence. Since ϕ is proper, there exists ε > 0 such that, for all x ∈ X, ϕ(x) − p • g(x) ≥ 2ε where we have put p := p ε . Let L := E ε and assume, without loss of generality, that m + 1 := dim L ≥ i(f ) + 1.
In order to simplify the notation, we let
It is easy to see that h 1 is a ϕ-homotopy 
We shall show that there are a ψ-field q 1 : Y → N 1 such that q 1 ψ q and a ϕ-homotopy h 1 :
Evidently there is a compact map
Let N ± be the open half-spaces determined by N 1 and Z and let X (
and thus Σ L (ϕ −1 (L)) has the structure of an abelian group provided dim L = m + 1 ≥ m 0 . We shall denote by Λ the family of all linear subspaces
One shows easily that ∆ LN is well-defined, i.e. it does not depend on the choice of the above chain of subspaces. Given a third subspace M ∈ Λ, M ⊃ N , we see that
( * * ) Let us note the following simple property. Assume that L ∈ Λ and G : X L → L \ {0} and consider a compact extension g : Hence we may define
We shall show that there is a 1-1 (set) correspondence between Σ E (X, ϕ) and
We have already seen (recall ( * ) above) that ξ L is well-defined (and even injective if we restrict "admissible" ϕ-homotopies to those mapping
It is a matter of simple calculation to check that the family {ξ L | L ∈ Λ} of set-transformations is compatible with Σ (treated as a direct system in the category of sets), i.e. for any
Hence there is a unique (limit) set-transformation ξ :
The transformation ξ is bijective. Indeed, we have already shown that given a ϕ-field g : X → E there is a finite-dimensional subspace L (without loss of generality we may assume that L ∈ Λ) and a ϕ-field g L : X → L which is ϕ-homotopic to g;
where
Suppose now that there are subspaces L, N ∈ Λ and maps G 0 : X L → L\{0}, If h is not finite-dimensional, then arguing as in part (2) II of the proof of (i), we obtain the same assertion. This completes the proof of (ii).
(iii) If the object (Y, ψ) is regular, then in view the Sklyarenko theorem, so is (X, ϕ). Now assertion (iii) follows from (i) and (ii) because ∆ LN behaves well with respect to induced homomorphisms, in other words ∆ LN is a natural transformation of the cofunctor Σ L to Σ N .
Example 4.9. For some instances, the group π E (X, ϕ) may be easily computed. If E is a Banach space, dim E = ∞, Φ : E → E is a Fredholm operator of index k ≥ 0, X = S is the unit sphere in E and ϕ = Φ|, then (S, ϕ) is a regular object and π E (S, ϕ) = π 
then by the suspension theorem,
The introduced cofunctor π E admits a generalization in analogy to the infinite-dimensional stable cohomotopy theory of Gęba (see [12] ). Namely assume that dim E = ∞ and we are given a filtration {E n } ∞ n=0 of linear subspaces such that dim E n = n, E n ⊂ E n+1 , and a family of complementing closed subspaces {E n }, i.e. E n ⊕ E n = E and E n ⊂ E n−1 for each n ≥ 1. Additionally let Z be a straight line (with a fixed orientation) lying in Evidently if (X, ϕ) is a regular object, then so is (X, ϕ n ). Therefore in this case one can pull back the group structure from π En (X, ϕ n ) onto π ∞−n (X, ϕ), n ≥ 0. Reasoning similarly one shows that the set π ∞−n (X, A; ϕ) also admits such a structure.
Arguing as in [12] (with necessary modifications suggested by the proof above) one shows that the family {π ∞− * } ∞ n=0 of cofunctors gives rise to an (extraordinary) cohomology theory (i.e. satisfies the Eilenberg-Steenrod axioms save the dimension axiom)-the so-called infinite-dimensional stable cohomotopy theory.
It is also easy to show that if 
