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Abstract 
 
 
    The main objective of this study is to analyze and evaluate the environmental 
impacts on urban forests in Greater Khartoum area during the period from 1987 to 
2000 based on remote sensing and GIS techniques. This includes investigations to 
highlight the environmental impacts on Khartoum Sunt Forest. Generating a digital 
dynamic GIS model associated with Urban Forest in the study area is one of the 
main issues in this study. The research work aims to develop methods and 
techniques to model the real world for the purpose of detecting the environmental 
changes taken place in the study area during 1987-1996, 1996-2000 and 1987-2000. 
One of the main objectives is to extract sustained urban forest zones and areas 
subjected to be urban forest in Greater Khartoum and particularly in Khartoum Sunt 
Forest. A further objective of this study is to analyze environmental factors believed 
to have some impacts on urban forest in the study area. This includes agricultural 
area, cultivated area, scattered vegetation, flooded area, urban area, barren land, 
sand, sandy land, rocky land, hills and water bodies.  
     A wide range of procedures has been carried out to achieve these objectives. 
Remotely sensed data acquired by the American Landsat Thematic Mapper (TM) 
imaging system in year 1987 and 1996 and Enhanced Thematic Mapper plus 
(ETM+) in year 2000. The acquired data covers most of Khartoum state with visible 
and infrared spectral bands. 
     To produce land cover maps of the study area for year 1987, 1996 and 2000 the 
visible bands of the corresponding years were subjected to digital enhancement and 
classification operations. Digital image analysis operations have been applied to the 
classified images to model the environmental changes during the specified periods. 
The classified images have been crossed, in term of pixels, with each other to extract 
temporal changes for each class (environmental factors). Results obtained from the 
cross process were statistically analyzed to comment about the environmental 
changes taken place in the study area during 1987-2000. 
      Further processing was carried out to evaluate the environmental impacts on 
urban forests in the study area as well as Khartoum sunt forest. Geographical 
Information System (GIS) as a powerful analysis tool was used to generate vector 
coverage (feature classes) for each classified image. Overlay and spatial analysis 
operations offered by the GIS environment were applied to extract sustained urban 
forests and areas subjected to be urban forest in the study area and Khartoum sunt 
forest. Furthermore, the same operations were used to model the appearance of the 
environmental factors individually. The contribution of each factor towards urban 
forest sustainability was analyzed. 
     The study came to the conclusion that 31.21% of the study area and 22.80% of 
Khartoum sunt Forest were found to be sustained urban forest area. The area 
subjected to be urban forest was extracted as 61.30% and 84.99% respectively. 
Output results show that although approximately 30% of the study area was 
occupied by urban activities but increasing in urban activity was not on the account 
of the urban forest in the study area. Finally, high spectral and spatial resolutions 
remotely sensed data is recommended for urban forest and environmental changes 
detection. Other artificial intelligent systems such as Artificial Neural Networks 
may offer solutions for forest pattern recognition and classification without being 
involved into sophisticated processing techniques. 
 
 
 
 
 
 
  ﺍﻟﺪﺭﺍﺳﺔﻣﺴﺘﺨﻠﺺ
  
     إن اﻟﻬﺪف اﻟﺮﺋﻴﺲ ﻟﻬﺬﻩ اﻟﺪراﺳﺔ ﻳﺘﻤﺜﻞ ﻓﻰ ﺗﺤﻠﻴﻞ وﺗﻘﻴﻴﻢ اﻵﺛﺎر اﻟﺒﻴﺌﻴﺔ ﻋﻠﻰ اﻟﻐﺎﺑﺎت اﻟﺤﻀﺮﻳﺔ ﻓﻰ ﻣﻨﻄﻘѧﺔ اﻟﺨﺮﻃѧﻮم 
وذﻟѧѧﻚ اﺳѧѧﺘﻨﺎدًا ﻋﻠѧѧﻰ ﺗﻘﻨﻴѧѧﺔ اﻻﺳﺘѧѧﺸﻌﺎر ﻋѧѧﻦ ﺑﻌѧѧﺪ وﻧﻈѧѧﻢ  م0002 وﺣﺘѧѧﻰ اﻟﻌѧѧﺎم 7891اﻟﻜﺒѧѧﺮى ﺧѧѧﻼل اﻟﻔﺘѧѧﺮة ﻣѧѧﻦ اﻟﻌѧѧﺎم 
آﺬﻟﻚ اهﺘﻤﺖ اﻟﺪراﺳѧﺔ ﺑﺘѧﺴﻠﻴﻂ اﻟѧﻀﻮء ﻋﻠѧﻰ هѧﺬﻩ اﻵﺛѧﺎر ﻓѧﻰ ﻏﺎﺑѧﺔ اﻟѧﺴﻨﻂ اﻟﺤѧﻀﺮﻳﺔ ﺑѧﺎﻟﺨﺮﻃﻮم . ﻮﻣﺎت اﻟﺠﻐﺮاﻓﻴﺔ اﻟﻤﻌﻠ
أﺣѧﺪ أهѧﻢ أهѧﺪاف اﻟﺪراﺳѧﺔ ﺗﻤﺜѧﻞ ﻓѧﻰ إﻋѧﺪاد ﺗﻄѧﻮﻳﺮ ﻧﻈѧﺎم ﻣﻌﻠﻮﻣѧﺎت ﺟﻐﺮاﻓﻴѧﺔ ﻳﻌﻨѧﻰ ﺑﻔﻌﺎﻟﻴѧﺎت اﻟﻐﺎﺑѧﺎت . ﺑѧﺼﻔﺔ ﺧﺎﺻѧﺔ
اﺳѧﺘﻐﻼل وﻇѧﺎﺋﻒ اﻟﻨﻈѧﺎم اﻟﻤﻌﻨѧﻰ اﻟﺤﻀﺮﻳﺔ ﻓѧﻰ ﻣﻨﻄﻘѧﺔ اﻟﺪراﺳѧﺔ ﻣѧﻦ ﺧѧﻼل اﺳѧﺘﺤﺪاث ﻃѧﺮق وﻣﻨѧﺎهﺞ ﺗﻘﻨﻴѧﺔ ﺗﻤﻜѧﻦ ﻣѧﻦ 
ان اﺳѧﺘﺨﻼص . ﻟﻨﻤﺬﺟﺔ اﻟﻮاﻗﻊ اﻟﻄﺒﻴﻌﻲ ﻟﻤﻨﻄﻘﺔ اﻟﺪراﺳѧﺔ ﺑﻤѧﺎ ﻳﻔѧﻰ أﻏѧﺮاض اﻟﻌﻤѧﻞ اﻟﺒﺤﺜѧﻰ اﻟﺨѧﺎص ﺑﻤﻮﺿѧﻮع اﻟﺪراﺳѧﺔ 
ﻣﻨѧѧﺎﻃﻖ اﻟﻐﺎﺑѧѧﺎت اﻟﺤѧѧﻀﺮﻳﺔ اﻟﻤѧѧﺴﺘﺪاﻣﺔ واﻟﻤﻨѧѧﺎﻃﻖ اﻟﺘѧѧﻲ ﺗѧѧﺴﺘﻮﻓﻰ ﻣﻮاﺻѧѧﻔﺎت اﻟﻐﺎﺑѧѧﺎت اﻟﺤѧѧﻀﺮﻳﺔ ﻓѧѧﻰ ﻣﻨﻄﻘѧѧﺔ اﻟﺨﺮﻃѧѧﻮم 
آѧﺬﻟﻚ اﺷѧﺘﻤﻞ هѧﺬا اﻷﻣѧﺮ ﻋﻠѧﻰ ﺗﺤﻠﻴѧﻞ ﺗﻔѧﺼﻴﻠﻰ ﻟﻠﻌﻮاﻣѧﻞ .  ﻓѧﻰ هѧﺬﻩ اﻟﺪراﺳѧﺔ اﻟﻜﺒﺮى آﺎﻧﺖ ﻣﻦ أهﻢ اﻟﻤﻮاﺿﻴﻊ اﻟﻤﺴﺘﻬﺪﻓﺔ 
اﻧﺤѧﺼﺮت اﻟﻌﻮاﻣѧﻞ اﻟﻤﻌﻨﻴѧﺔ ﻓѧﻰ اﻟﻤﻨѧﺎﻃﻖ اﻟﺰراﻋﻴѧﺔ، اﻟﻤﻨѧﺎﻃﻖ . اﻟﺒﻴﺌﻴѧﺔ اﻟﺘѧﻰ ﻗѧﺪ ﺗﻌѧﻮد ﺁﺛﺎرهѧﺎ ﻋﻠѧﻰ اﻟﻐﺎﺑѧﺎت اﻟﺤѧﻀﺮﻳﺔ
 اﻟﻤﺴﺘѧѧﺼﻠﺤﺔ ﻟﻠﺰراﻋѧѧﺔ، اﻟﺤѧѧﺸﺎﺋﺶ، اﻟﻤﻨѧѧﺎﻃﻖ اﻟﻔﻴѧѧﻀﻴﺔ، اﻟﻤﻨѧѧﺎﻃﻖ اﻟﺤѧѧﻀﺮﻳﺔ، اﻷراﺿѧѧﻰ اﻟﻐﻔѧѧﺮ، اﻟﺮﻣѧѧﺎل واﻷراﺿѧѧﻰ 
  .اﻟﺮﻣﻠﻴﺔ، اﻷراﺿﻰ اﻟﺼﺨﺮﻳﺔ، اﻟﺠﺒﺎل واﻷﺟﺴﺎم اﻟﻤﺎﺋﻴﺔ
     اﻋﺘﻤﺪت اﻟﺪراﺳﺔ ﻋﻠﻰ ﺑﻴﺎﻧﺎت اﺧﺘﺒﺎر ﻋﺒﺎرة ﻋﻦ أﻃﻴﺎف ﻣﻮﺟﻴﺔ ﻓѧﻰ هﻴﺌѧﺔ ﻣﺮﺋﻴѧﺎت رﻗﻤﻴѧﺔ ﻣѧﺄﺧﻮذة ﺑﻨﻈѧﺎم ﻻﻧﺪﺳѧﺎت 
اﻟﺒﻴﺎﻧﺎت اﻟﻤﻌﻨﻴﺔ ﺗﻐﻄﻰ وﻻﻳﺔ اﻟﺨﺮﻃﻮم ﺑﺄﻃﻴѧﺎف ﻓѧﻰ اﻟﺤﻴѧﺰ . م0002 واﻟﻌﺎم 6991، 7891اﻷﻣﺮﻳﻜﻰ ﻓﻰ آﻞ ﻣﻦ اﻟﻌﺎم 
ﺗѧﻢ . ﻟﺘﺤﻘﻴѧﻖ أهѧﺪاف اﻟﺪراﺳѧﺔ ﺗѧﻢ ﻋﻤѧﻞ اﻟﻌﺪﻳѧﺪ ﻣѧﻦ اﻹﺟѧﺮاءات(. ﺗﺤѧﺖ اﻟﺤﻤѧﺮاء)واﻟﺤﻴѧﺰ اﻟﺤѧﺮارى ( اﻟѧﻀﻮء)ﻤﺮﺋѧﻰ اﻟ
اﺳﺘﺨﺪام ﺛﻼﺛﺔ ﻣﻮﺟﺎت ﻣﻦ اﻟﻄﻴﻒ اﻟﻤﺮﺋﻰ ﻹﻧﺘﺎج ﺧﺮاﺋﻂ  رﻗﻤﻴﺔ ﻟﻠﻐﻄﺎء اﻷراﺿѧﻰ ﻓѧﻰ ﻣﻨﻄﻘѧﺔ اﻟﺪراﺳѧﺔ ﻟﻜѧﻞ ﻣѧﻦ اﻟﻌѧﺎم 
ﻔﻴѧﺔ ﻟﻌﻤﻠﻴѧﺎت ﻣﻌﺎﻟﺠѧﺔ رﻗﻤﻴѧﺔ ﺗﻤﺜﻠѧﺖ ﻓѧﻰ ﻓﻰ هﺬا اﻟﺨﺼﻮص ﺗﻢ إﺧѧﻀﺎع اﻟﻤﻮﺟѧﺎت اﻟﻄﻴ . م0002 واﻟﻌﺎم 6991، 7891
ﻟﻐѧﺮض . ﺗﺤﺴﻴﻦ ﻇﻬﻮر اﻟﻤﺤﺘﻮى اﻟﺼﻮرى وﺗﺼﻨﻴﻒ اﻟﺼﻮر اﻟﻰ أﺻﻨﺎف ﺗﻤﺜﻞ اﻟﻌﻮاﻣﻞ اﻟﺒﻴﺌﻴﺔ اﻟﻤﻌﻨﻴѧﺔ ﺑﻬѧﺬﻩ اﻟﺪراﺳѧﺔ 
ﺗﻌﻴﻴﻦ وﺗﺤﺪﻳﺪ ﺣﺠѧﻢ اﻟﺘﻐﻴѧﺮات اﻟﺒﻴﺌﻴѧﺔ ﻓѧﻰ ﻣﻨﻄﻘѧﺔ اﻟﺪراﺳѧﺔ ﺧѧﻼل اﻷﻋѧﻮام اﻟﻤﻌﻨﻴѧﺔ ﺗѧﻢ إﺧѧﻀﺎع اﻟﻤﺮﺋﻴѧﺎت اﻟﻤѧﺼﻨﻔﺔ اﻟѧﻰ 
  .ﻣﻦ ﺛﻢ ﺗﻢ إﺧﻀﺎع اﻟﻨﺘﺎﺋﺞ اﻟﻰ اﻟﺘﺤﻠﻴﻞ اﻹﺣﺼﺎﺋﻰ.  ﻋﻨﺼﺮ اﻟﺼﻮرةﻋﻤﻠﻴﺎت ﺗﺤﻠﻴﻠﻴﺔ ﻓﻰ ﻣﺴﺘﻮى
     ﻓﻰ إﻃﺎر أهﺪاف اﻟﺪراﺳﺔ ﺗﻢ اﻋﺘﻤﺎد ﻧﻈﻢ اﻟﻤﻌﻠﻮﻣﺎت اﻟﺠﻐﺮاﻓﻴѧﺔ آѧﺄداة ﺗѧﺴﺎﻋﺪ ﻓѧﻰ ﺗﻘﻴѧﻴﻢ اﻵﺛѧﺎر اﻟﺒﻴﺌﻴѧﺔ ﻋﻠѧﻰ اﻟﻐﺎﺑѧﺎت 
ﺔ ﺗѧﻢ ﺗﻄѧﻮﻳﺮ اﺳѧﺘﻨﺎدًا ﻋﻠѧﻰ اﻟﻤﺮﺋﻴѧﺎت اﻟﻤѧﺼﻨﻔ . اﻟﺤﻀﺮﻳﺔ ﻓﻰ ﻣﻨﻄﻘﺔ اﻟﺪراﺳﺔ وﺑﺼﻔﺔ ﺧﺎﺻﺔ ﻓﻰ ﻏﺎﺑﺔ اﻟѧﺴﻨﻂ ﺑѧﺎﻟﺨﺮﻃﻮم 
ﺧﺮاﺋﻂ رﻗﻤﻴﺔ ﻓﻰ اﻟﻬﻴﺌﺔ اﻟﺨﻄﻴﺔ اﻟﻤﻮﺟﻬﺔ اﻟﺘﻰ ﺗﻮاﻓﻖ ﻧﻤﻂ اﻟﻤﻌﺎﻟﺠﺔ ﻓﻰ ﺑﻴﺌﺔ ﻧﻈﻢ اﻟﻤﻌﻠﻮﻣѧﺎت اﻟﺠﻐﺮاﻓﻴѧﺔ واﻟﺘѧﻰ ﺑѧﺪورهﺎ 
ﺧﻠѧﺼﺖ هѧﺬﻩ اﻟﻤﻌﺎﻟﺠѧﺔ اﻟѧﻰ اﺳѧﺘﺨﻼص . أﺧﻀﻌﺖ ﻟﻌﻤﻞ ﺗﺤﻠﻴﻞ ﺣﻴﺰى ﻓﻰ اﻟﻤѧﺴﺘﻮى اﻟﻄﺒﻘѧﻰ اﻟѧﺬى ﺗﻤﺜﻠѧﻪ هѧﺬﻩ اﻟﺨѧﺮاﺋﻂ 
اﻣﺘѧﺪ ﻋﻤѧﻞ اﻟﺘﺤﻠﻴѧﻞ ﻟﻴѧﺸﻤﻞ . ﻨﻄﻘﺔ اﻟﺪراﺳﺔ وﻏﺎﺑﺔ اﻟﺴﻨﻂ ﺑѧﺎﻟﺨﺮﻃﻮم ﻣﻨﺎﻃﻖ اﻟﻐﺎﺑﺎت اﻟﺤﻀﺮﻳﺔ اﻟﻤﺴﺘﺪاﻣﺔ واﻟﻮاﻋﺪة ﻓﻰ ﻣ 
اﻟﻌﻮاﻣﻞ اﻟﺒﻴﺌﺔ اﻟﻤﺆﺛﺮة ﻋﻠﻰ اﻟﻐﺎﺑﺎت اﻟﺤﻀﺮﻳﺔ ﺑﻤﻨﻄﻘﺔ اﻟﺪراﺳﺔ ﺣﻴﺚ ﺗѧﻢ اﺳѧﺘﺨﻼص وﺗﺤﻠﻴѧﻞ وﺗﻘﻴѧﻴﻢ ﺁﺛѧﺎر هѧﺬﻩ اﻟﻌﻮاﻣѧﻞ 
  .ﺑﺼﻮرة ﻣﻨﻔﺮدة
 ﻇﻠѧﺖ ﻏﺎﺑѧﺎت ﻣѧﻦ ﻏﺎﺑѧﺔ اﻟѧﺴﻨﻂ ﺑѧﺎﻟﺨﺮﻃﻮم% 08.22ﻣѧﻦ ﻣﻨﻄﻘѧﺔ اﻟﺪراﺳѧﺔ و % 12.13     ﺧﻠѧﺼﺖ اﻟﺪراﺳѧﺔ اﻟѧﻰ ان 
آﺬﻟﻚ وﺿﺤﺖ اﻟﺪراﺳﺔ إن اﻟﻤﻨﺎﻃﻖ اﻟﻮاﻋﺪة آﻐﺎﺑﺎت ﺣﻀﺮﻳﺔ ﻓѧﻰ . ﺣﻀﺮﻳﺔ ﻣﺴﺘﺪاﻣﺔ ﺧﻼل اﻟﻔﺘﺮة اﻟﻤﻌﻨﻴﺔ ﺑﻬﺬﻩ اﻟﺪراﺳﺔ 
ﺑѧﺸﻜﻞ ﻋѧﺎم وﺿѧﺤﺖ . ﻋﻠѧﻰ اﻟﺘѧﻮاﻟﻰ% 99.48و % 03.16ﻣﻨﻄﻘѧﺔ اﻟﺪراﺳѧﺔ وﻏﺎﺑѧﺔ اﻟѧﺴﻨﻂ ﺑѧﺎﻟﺨﺮﻃﻮم ﻗѧﺪ ﺑﻠﻐѧﺖ ﻧﺤѧﻮ 
ﻣﻦ ﻣﻨﻄﻘﺔ اﻟﺪراﺳѧﺔ ﻟѧﻢ ﻳﻜѧﻦ ﻋﻠѧﻰ ﺣѧﺴﺎب % 03 ﺑﻠﻎ ﻧﺤﻮ اﻟﺪراﺳﺔ ان اﻟﺰﻳﺎدة ﻓﻰ ﻣﻌﺪل اﻟﻨﻤﻮ ﻟﻠﻤﻨﺎﻃﻖ اﻟﺤﻀﺮﻳﺔ واﻟﺬى 
  .اﻟﻐﺎﺑﺎت اﻟﺤﻀﺮﻳﺔ
    أوﺻﺖ اﻟﺪراﺳﺔ ﺑﺎﺳﺘﺨﺪام ﻣﺮﺋﻴﺎت ﻓﻀﺎﺋﻴﺔ ﻋﺎﻟﻴﺔ اﻟﺪﻗѧﺔ اﻟﺤﻴﺰﻳѧﺔ واﻟﻄﻴﻔﻴѧﺔ ﻟﻐѧﺮض اﻟﺪراﺳѧﺎت اﻟﻤѧﺴﺘﻘﺒﻠﻴﺔ ﻓѧﻰ ﻣﺠѧﺎل 
ﺎﻻت آѧﺬﻟﻚ أوﺻѧﺖ اﻟﺪراﺳѧﺔ ﺑѧﻀﺮورة ﺗﻮﺳѧﻴﻊ ﻣﺠѧﺎل اﻟﺒﺤѧﺚ اﻟﻌﻠﻤѧﻰ ﻓѧﻰ اﻟﻤﺠѧ. اﻟﻐﺎﺑѧﺎت اﻟﺤѧﻀﺮﻳﺔ واﻟﺘﻐﻴѧﺮات اﻟﺒﻴﺌﻴѧﺔ
اﻟﻤﻌﻨﻴѧﺔ ﻟﻴѧﺸﻤﻞ ﻣѧﺴﺘﺠﺪات اﻟﻌﻠѧѧﻮم واﻟﺘﻜﻨﻮﻟﻮﺟﻴѧﺎ وأﺷѧﺎرت اﻟѧﻰ اﺣѧѧﺪى أهѧﻢ ﻣﺠѧѧﺎﻻت اﻟѧﺬآﺎء اﻻﺻѧﻄﻨﺎﻋﻰ اﻟﻤﺘﻤﺜﻠѧﺔ ﻓѧѧﻰ 
  .ﺷﺒﻜﺎت اﻟﺤﺎﺳﻮب اﻟﻌﺼﺒﻴﺔ اﻻﺻﻄﻨﺎﻋﻴﺔ
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Chapter One 
 
Introduction 
 
 
1.1 Definition of the Problem: 
      Sudan is a vast country with one million square miles (2.56 million square 
kilometer).  It is the largest country in Africa and the tenth in the world.  It is 
characterized by its strategic position as a junction between the African and the Arab 
worlds. Sudan is located in the tropical area in Africa and accordingly its climate varies 
from the Equatorial climate in the southern part, Savanna climate in the middle part and 
the continental climate in the northern part.  The eastern part of the country is 
characterized by the Mediterranean climate with winter rainfall. Sudan is very rich with 
forest, continuous water sources, agricultural and other natural resources.  
     Sudan is still suffering from the lack of up to date thematic information, lack of well-
established forest mapping system and lack of integrated Geographic Information 
Systems (GISs). There are vast areas of sparse population and low economic activities 
with insufficient environmental awareness. Urban forests in Sudan, in general and 
Khartoum sunt Forest as a particular case, are suffering from many irregularities. Urban 
forest areas have not been well defined, managed, planned and assessed. It is obvious 
that Sudan is an example of a developing country whose large area and poor economic 
circumstances pose severe problems for the production of up to date topographic and 
thematic maps and for establishing GIS systems, by using traditional mapping means. A 
detailed analysis of the Sudan mapping situation (Petrie and El Niweire, 1994) gave a 
rather different and complex picture. In 1908 Sudan Survey Department (SSD) 
produced a 1:250,000 scale series of line maps (purely planimeteric) covering the whole 
country. Between the two world wars, further mapping of limited areas was carried out 
for specific development projects such as the large Gezira, Gash and Toker irrigation 
schemes. During the Second World War SSD produced 1:100,000 scale planimetric 
maps, compiled from aerial photographs covering 208,000 km2 area of the country. 
During the period 1970-1976 the 1:250,000 scale map series was revised. The revision 
was quite minimal where only administrative boundaries and positions and names of 
new settlements were added. Later on, in late 1970s and early 1980s, a limited map 
coverage at 1:100,000 scale, including the area around Khartoum City, much of Red Sea 
Hills, and the areas around Port Sudan, Suakin, Kassala, Wad Medani and Damazin, 
were produced.   
     In fact, all these maps were produced and are still remaining in an analog format. In 
addition to that, mapping specifications, in most cases, were established by either the 
former colonial antagonistic or those countries who gave aid through significant 
mapping programs to meet their objectives. Moreover, the maps themselves are now 
substantially out of date. Therefore, there is still a very long way to go before 
establishing a perfect mapping system in Sudan.  
     However, it is very clear from the previous experience that traditional means are not 
sufficient enough to play a role in updating or renewing the mapping system in the 
country. New digital mapping approaches based on new techniques, such as remote 
sensing, should be adopted to map the whole country and to establish powerful GIS 
systems. In such a trend, foresters and environmental monitoring tasks need a GIS that 
combines a variety of data sets of different types. On the other hand, remotely sensed 
data contains a lot of geographic and spatial information that needs to be processed, 
handled and managed. Many analysis techniques used in forestry application can be 
enhanced by using ancillary data acquired from various remotely sensors that work at 
different regions of the electromagnetic spectrum and GIS processing based on digital 
mapping. Artificial intelligent expert systems, therefore, may offer the potentiality that 
spatial and non-spatial information can be linked together in order to create dynamic 
digital GIS models for forests and environmental activities (Anderson, 2002).  
      Although digital image classification techniques, applied to remotely 
sensed data (spectral bands), are known frequently to produce sufficient 
results, a lot of sophisticated digital image processing is carried out to get 
that degree of sufficiency. The process has historically been one of the 
most complicated aspects of digital image processing. The development of 
artificial intelligent systems, such as GIS models, may approach a solution 
to the rapid acceptance of remote sensing and digital mapping 
technologies for real-world applications (Publication Factbook, 2003).  
 
1.2 Research Objectives: 
    The main objectives of this research work are: 
a) To develop methods and techniques to build a digital dynamic GIS model 
associated with Urban Forest in Greater Khartoum area based on remotely 
sensed data.  
b) To make use of the developed GIS system to model the environmental changes 
taken place in Greater Khartoum area during the period from 1987 to 2000. 
c) To analyze and assess the environmental impacts on urban forest in the study 
area during the period from 1987 to 2000 based on the developed GIS model. 
d) To highlight the environmental impacts on Khartoum Reserved Urban Forest 
based on remote sensing and GIS techniques. 
 
1.3 Hypothesis: 
a) By developing a GIS system for the study area, a high-tech equivalent of a map 
will be established. Not only can digital maps be produced far quicker and more 
efficiently, the storage of data in an easily accessible digital format enables 
complex analysis and modeling to be carried out, which is not previously 
possible. The creation of the GIS model will offer solutions for widely ranged 
problems within the study area associated with urban forest and the lack of 
integrated informational mapping systems. In addition to that, the approach can 
be expanded to establish a perfect forest digital mapping system for the whole 
country. 
b) One encouraging reason for using remotely sensed data in the present research is 
the increased spatial and spectral resolution of the latest imaging systems. Using 
remotely sensed data overcomes the difficulties of mapping large areas of the 
earth surface inherited in the traditional means. 
c) Khartoum area witnesses' remarkable environmental changes, particularly in 
urban forest, which have not yet been mapped, modeled and assessed. Therefore, 
researches on such areas may outline and offer solutions for these problems. 
 
1.4 Previous Studies: 
     Elsinnari (2004) stated that a proper integration of remote sensing and GIS in terms 
of spatial and non-spatial databases allows the creation of attribute and interpretative 
maps. These maps can be used in turn with GIS operations for various applications such 
as cartographic modeling and development of land use planning scenarios.  For 
example, query and overlay processes have been applied to map the urban growth 
among the study area during the period 1987-2000. The results indicate that simple GIS 
and remote sensing techniques can be used to assess very rapidly the growth of urban 
areas. This could be very useful to town planners who having only modest knowledge of 
GIS and remote sensing without being experts in computer, GIS or remote sensing. 
Moreover, this integration has great scope for spatial decision-making than traditional 
means. 
     Research is needed on the integration of remote sensing and GIS technologies in 
different equipments and software environments. This includes investigations of 
intelligent and expert systems for implementation of remote sensing and GIS functions 
on parallel systems in terms of supercomputers, mainframes, workstations, 
microcomputers and PCs. Integration of GIS and remote sensing analysis requires more 
than the simple combination of functions. There are cooperative interactions between 
spatial data sets that require the investigation of new techniques, which make detailed 
analysis and incremental simulation possible to solve massive parallel problems that 
operate on huge amounts of geographic or image-based data. Therefore, traditional land 
evaluation procedures should be oriented and focused on the use of artificial intelligence 
techniques and expert knowledge, where land units, land-cover types and land-use 
systems have to be defined differently at different spatial scales (Elsinnari, 2004). 
     Ali (2005) investigated and evaluated the potentiality of remote sensing and GIS 
integration for updating and mapping Riyadh city (Kingdom of Saudi Arabia). He 
stated that urban growth rate in the study area was very high and seriously affecting the 
urban forest.       
1.5 Thesis Layout: 
     The work carried throughout the present research was documented in five chapters. 
Chapter One introduces the subject, defines the problem and gives a brief description of 
the research objectives and hypothesis. Chapter Two summarizes the principles of the 
environment and urban forests, describes the fundamentals of the remote sensing and 
GIS technologies and discusses the key elements for the integration of the two systems.  
     Chapter Three, research Methodology, describes the procedures of tests and methods 
used to create a GIS system for the study area based on remote sensing techniques. This 
includes procedures carried out to model the environmental changes and analyze the 
sustainability of urban forests in Greater Khartoum during the study period. 
Methodology describes the study area and materials of tests including data, hardware 
and software and gives a detailed description of the procedures carried out to meet the 
objectives of the research.  
   Chapter Four, Results and Discussion, lists and discusses the results. Chapter Five, 
Conclusion and Recommendations, summarizes the final conclusion of the research 
work, and outlines recommendations for future research work. 
     References are listed at the end of the thesis. Environmental change detection 
analysis results, are attached in Appendix A. Environmental impacts analysis results, are 
attached in Appendix B. 
Chapter Two 
 
Literature Review 
 
2.1 Environmental Impacts and Urban Forest: 
     Urbanization has been the dominant demographic trend, not only in the Sudan, but 
also in the entire world, during the last half century. With the high pace of social and 
economic development in Sudan and the resulting growth of city and town population, 
lack of infrastructure, congested traffic, environmental degradation and a housing 
shortage became the major issues facing cities and towns in their sustainable 
development. Over the past half century, a great rural-to-urban population shift has 
occurred and the process of urbanization (the concentration of people and activities into 
areas classified as urban) is set to continue well into the 21th century. Major 
demographic evidence has indicated that already developing countries are well 
advanced in the transition from predominantly rural to predominantly urban societies. 
Although population growth rates have slowed down in many countries for the past 
decade, 62 percent of the world’ population will live in urban areas by the year 2020 
(Dixon et al, 1995). It should be noted that urban growth has a number of positive 
impacts on the environment and human well-being, i.e. higher population densities may 
lower per capita costs of providing energy, health care, infrastructure and services. Also, 
urbanization has historically been associated with declining birth rates, which reduces 
population pressure on land and natural resources. Despite all these positive impacts, 
almost all major cities of the region are increasingly plagued by environmental 
problems.  
     All over the World 48% of the population in 2002 lived in urban environments 
compared with 39% in 1980. A greater percentage of people (78%) live in cities in high-
income countries. However, urbanization is increasing rapidly in low and middle 
income countries and in absolute numbers; more people now live in urban areas in low-
income countries than in high-income countries. Trends suggest that by 2030, 5 billion 
people (60% of the population) will live in cities. Population growth in the period 2000-
2030 will occur primarily in urban areas mostly in the developing world. There will be 
at least 23 cities with more than 10 million inhabitants, 19 of them in the developing 
world, and several of these are likely to pass the 20 million mark (Wolman, 2005). 
Though 60 to 70% of people in developing countries live in rural areas, half the total 
world population now lives in urban areas, drawing their food and natural resources 
from the surrounding rural areas. In 1970, there were only three cities with more than 10 
million people. Now there are 32 and three of these have more than 20 million. Rural 
people move to cities attracted by the promise of work, higher salaries and a better 
social life. This growth places ever greater pressure on the environment. In 2005, for the 
first time in history, the proportion of the world's population living in cities exceeded 50 
percent. In more than 20 of these cities, populations exceeded 10 million (Brush, 2000).  
      Most urban environments represent the most recent layer of several environmental 
changes to the landscape. Each change leaves its own particular signature, which 
influences the effect of subsequent changes, so that urbanization represents the 
cumulative history of change on a particular environment. Hence the impact of 
urbanization will differ from one place to another related to historical events. Almost all 
developments, such as roads, houses and airports, have an impact on the environment. 
Usually the government will permit developments, but they will insist on various 
modifications and safeguards designed to protect the environment. 
     The Urban Forest is all around us; puting trees next to buildings, along streets, and in 
courtyards.  City parks and town commons are also found in most cities, and the shade 
trees and ornamental trees of these open spaces provide respite from the noise of the 
urban landscape.  The urban forest depends on our actions to keep it healthy, and we all 
benefit when we invest the resources required to maintain it properly.  There is even 
evidence to prove that valuable ecosystem services are performed by the urban forest. 
     Although urban forest might sound like a contradiction in terms, urban communities 
can coexist with forests.  In the case of an urban forest, the forest is not a traditional, 
wild plant community, but rather the collective canopy of individual planted shade trees 
and other vegetation in residential neighborhoods, commercial areas, and parkland 
within a city or town.  Since most densely-populated environments consist of large 
amounts of hard pavement and aboveground structures, in addition to vast networks of 
belowground infrastructure, there is usually very little wild land left within a city or 
town.  However, it is an almost universal practice to plant trees within our communities, 
for shade as well as ornament. 
 
:Environment.1 1.2 
     Environmental science is the study of the interactions among the physical, chemical 
and biological components of the environment; with a focus on pollution and 
degradation of the environment related to human activities; and the impact on 
biodiversity and sustainability from local and global development. It is inherently an 
interdisciplinary field that draws upon not only its core scientific areas, but also applies 
knowledge from other studies such as economics, law and social sciences. Physics is 
used to understand the flux of material and energy interaction and construct 
mathematical models of environmental phenomena. Chemistry is applied to understand 
the molecular interactions in natural systems. Biology is fundamental to describing the 
effects within the plant and animal kingdoms. 
     While the concept of environmental science has existed for centuries, it came alive 
as a substantive, active field of scientific investigation in the 1960s and 1970s driven by 
the need for a large multi-disciplined team to analyze complex environmental problems, 
the arrival of substantive environmental laws requiring specific environmental protocols 
of investigation and  the growing public awareness of a need for action in addressing 
environmental problems. Environmental science encompasses issues such as climate 
change, conservation, biodiversity, groundwater and soil contamination, use of natural 
resources, waste management, sustainable development, air pollution and noise 
pollution. Due to the inherent interdisciplinary nature of environmental science, teams 
of professionals commonly work together to conduct environmental research or to 
produce Environmental Impact Statements. 
     One can distinguish between environmental science and ecology, since the two fields 
embody different foci of investigation, although there is overlap. Ecology and 
environmental science both focus on the interactions of populations of organisms with 
their environment (including parameters such as meteorology, environmental noise, 
water quality, air quality, and soil chemistry). A dissimilarity is that ecology is often 
concerned with issues of biodiversity and the distribution of organisms, while 
environmental science may address interactions of purely physical parameters that do 
not involve biological systems. One can consider "ecology as a basic sub-category to 
environmental science in analyzing biological systems, both on local and global scales 
(Balakrishnan, et al, 1994). 
 
:Environmental changes 2.1.2 
     A broad definition of environmental change refers to the interactions between natural 
changes in the Earth's physical and biological structure and the broader effects of human 
activities. Environmental change occurs at all scales, but global environmental change 
focuses on changes that, a direct result or when aggregated, are significant at a global 
scale, affecting the health, welfare, and well-being of humans and other members of the 
biota. Examples of significant global changes include warming; changes in precipitation 
regimes; increases in the atmospheric concentrations of CO2; conversion of natural 
landscapes (including coasts) to agricultural and urban uses; intensification of various 
nutrient cycles; biotic mixing, including the introduction of exotic species into many 
ecosystems worldwide and the loss of other species; changes in the hydrological cycle; 
changes in the climate due to human-caused changes in atmospheric chemistry; changes 
in the size and distribution of human populations; the conversion of natural landscapes 
to provide transportation infrastructure such as roads, railways, harbors, and airports; 
and the greenhouse gases emitted by vehicles using that infrastructure. 
     Humans have many effects on the environment that lead to global change. Climate is 
one mechanism through which human activities affect their environment, and 
continuing the research on climate and related phenomena is crucial to further 
understand these interactions. But other mechanisms operate without direct involvement 
of climate and also are important. Thus, to understand global change, much research is 
needed in addition to the current efforts on climate-related phenomena. These needs can 
be grouped into four categories: (a) biogeochemical cycles, (b) habitat changes (land 
cover and use), (c) Invasive species (biotic mixing), and (d) ecosystem functioning and 
biological diversity. Because ecosystem functioning and biological diversity are 
relevant to and are affected by cycles, habitat, and invasions, they are discussed under 
each of those three major topics, rather than separately. 
     Biogeochemical cycles, especially cycles of carbon, nitrogen, phosphorus, and water 
have been pervasively affected by humans, resulting in significant global changes. 
These changes have altered the composition of plant and animal communities and 
ecosystem functioning, and have caused changes in climate and in the quality of 
humans' lives. The various cycles interact in complex ways; better understanding of 
them is needed, including the role of the oceans in the cycles and the responses of 
ecosystems to changes in them. 
     Habitat is a requirement for all species, and habitat loss and degradation accounts for 
more species extinctions than any other cause. The main cause of global habitat loss and 
degradation is human use of the land: changes in land use and land cover are important 
global changes. Therefore, it is important to understand current global patterns and rates 
of change in land use and land cover and to build on that understanding to predict future 
changes. It is also important to understand the interactions between human activities and 
ecosystem services using the advanced technology. 
     The Earth's biotic mix the kinds and proportions of the species in an ecosystem, 
including extinctions and introductions has been changing at an accelerating pace. 
Introduction of nonnative species is the second-largest cause of species extinction, and 
this global change affects almost every ecosystem and many aspects of human life. We 
need to understand how to predict whether a given species is likely be introduced, to 
environment, and whether it will cause large effects. We need to understand why some 
introduced species remain harmless for many generations and then suddenly begin 
spreading rapidly. Other important research questions involve the role of genetic change 
in the ability of an introduced species to spread and how the presence of introduced 
species will affect the structure and functioning of ecosystems (Hukkinen, 1995). 
     To evaluate the scientific questions that arise from considering the conceptual model, 
it is important to consider each factor that produces environmental effects, whether 
there are areas in which understanding of the factors in the model and their effects are 
impeded by lack of scientific and technology knowledge, and the degree to which each 
scientific research topic would be likely to lead to large progress on other, related topics 
(Pearce and Turner, 1990). 
  
:Urban Forest.3 1.2 
     Urban forestry is both a science and an art (Anyanwu and Kanu, 2006).  Urban 
forestry involves planning and maintaining the urban forests.  As towns and cities have 
evolved, people have planted and maintained trees.  People seem to have a subconscious 
need for greenery, and by surrounding ourselves with plants we make our built 
surroundings more beautiful.  When we plant trees, we invest in the future, for many 
kinds of trees have life expectancies of hundreds of years.  When we plan for the care of 
these trees we plant, we ensure their health and survival.  Trees feature prominently in 
the cultural heritage of many civilizations, and every civilization has had its own 
methods of tree care.  Even now, as we learn more about the physical and biological 
properties of trees, we adjust our tree care practices so that we keep the tree's best 
interests in mind  (Ibid) . 
     Generally, urban forests are collective masses of trees found within the boundaries of 
cities, towns or neighborhoods. Such forests contain publicly and privately owned trees 
growing in parks, near schools, within residential yards, on the grounds of institutions 
and along streets. The tree collections may have very different appearances. They may 
be remnant forests, small tracts of trees preserved during development, that become a 
naturalistic looking greenbelt. Some sites have a designed landscape, made up of 
carefully placed trees and shrubs surrounded by turf, as in many urban or community 
parks. Some forests are on leftover land, an untended collection of plant volunteers and 
scruffy vegetation. Each of these forest settings not only looks different but the 
ecological functions of each varies (Miller, 1988).  
     Trees face tremendous challenges within the built environment. Soil quality, space 
limitations, as well as water and nutrient availability, are all limiting factors to tree 
growth in built environments. Trees will sustain themselves in these conditions only if 
they are stewarded by communities of people. Professional urban foresters and citizen 
volunteers work together to plant, maintain and support the cause of trees in their 
communities. Many people who live in cities and towns have come to realize the many 
benefits and satisfactions that trees provide. Social scientists have demonstrated that 
interaction with plants in urban settings produces numerous psycho-social benefits. 
     The urban forest refers to all vegetation, both public and private, which is found 
growing in cities, towns, and communities throughout the World (Westman, 1985). 
Urban Trees offer many benifits such as improving the water quality of our rivers and 
streams by capturing rainfall and reducing erosion and run-off; trees provide shade and 
cooling of streams, which is essential to fish and other aquatic life; trees in the 
combined sewer area prevent millions of gallons of rainwater from entering the Sewage 
Treatment Plant; trees improve our air by capturing pollution particles in leaves and 
reducing carbon dioxide; trees provide food and shelter for wildlife that would 
otherwise be displaced; trees provide shade and can help keep homes and buildings up 
to 20 degrees cooler in the summer; trees provide privacy and help reduce noise and 
glare; trees help reduce stress. The sight, sound, smell, and touch of plants can reduce 
stress levels; crime levels in communities are reduced when there are extensive street 
tree systems and well-landscaped parks. 
     At all times in our nation's history, many people have believed this to be true. 
However, in recent years, studies of urban forests have shown that city trees provide 
benefits worth many times the cost of their planting and upkeep, even as they just sit 
there. Just three well-placed trees around a home can lower air conditioning bills by up 
to 50 percent, and windbreak trees can reduce winter heating bills by up to 30 percent. 
Tree root systems hold soil in place, preventing erosion. Trees also absorb storm water 
that might otherwise result in flash flooding. A city's urban forest can reduce peak storm 
runoff by 10 to 20 percent. Trees help in cleaning the environment. During 
photosynthesis, trees absorb, or sequester, carbon dioxide and convert it into oxygen for 
us to breathe. One acre of trees provides enough oxygen for 18 people, and absorbs as 
much carbon dioxide as a car produces in 26,000 miles (Ibid). Trees also remove sulfur 
dioxide and nitrogen oxide, two major components of acid rain and ozone pollution, 
from the air. Trees are natural buffers to harsh weather conditions. Well forested lands 
are consistently at least 2 to 4 degrees cooler during the summer and 1 to 2 degrees 
warmer during the winter than deforested land. This temperature reduction can 
significantly lower smog production. Trees can reduce wind speeds by up to 85 percent, 
compared to treeless areas. City trees also help to counter the urban heat island effect. 
Trees reduce noise pollution by acting as a buffer and absorbing urban noise. Mature 
trees also raise property values by up to 20 percent. Trees provide homes for animals 
that would otherwise be unable to survive in an urban habitat. Trees help create 
relaxation and well being. They relieve psychological stresses, and indicate that patients 
in rooms with a view of green and woodland areas have shorter postoperative hospital 
stays. Trees add beauty and reflection to our everyday lives (Ibid).  
      Urban forests provide many benefits including recreational opportunities, wildlife 
habitat, wood products (i.e. lumber, firewood, mulch, compost, etc.), energy savings, 
carbon sequestering, reduced heat island effects, visual barriers, windbreaks, reduced 
soil erosion, enhanced real estate values and other environmental, aesthetic, sociological 
and economic returns. Urban and community forests not only affect the lives of millions 
of people living in the nations more than 40,000 cities and communities, but also 
influence our developing rural environments and native forest lands. Urban forests are 
where a majority of our citizens live, work and play. 
     The efficient and effective management of urban forests are essential to the 
environmental quality and social well being of people. Urban forests need to be 
managed and integrated into the infrastructure of the nation’s communities, thereby, 
making positive changes in the quality of these resources and the quality of life for 
urban residents (Centre for Urban Horticulture, 2003). 
     The concept of an ecological approach to urban forest management is not new; the 
concept expressed as: urban forestry does not deal entirely with city trees or with single 
tree management, but rather with tree management in the entire area influenced by and 
utilized by the urban population. This area naturally includes the watershed areas and 
the recreational areas serving the urban population. The politically established 
boundaries for municipalities rarely include the entire geographical area influenced by 
urbanization (Wolman, 2005). 
     Over the past century, an expanding population and land-use changes have had a 
negative impact on the extent and quality of urban and community forest resources 
throughout the World. When examining the condition of many of these forests, it is 
difficult to go beyond the need to care for existing trees and planting the vacant sites. 
Insects, diseases and a lack of care have ravaged the tall, gracious trees that our parents 
and grandparents enjoyed. If this pattern of deterioration and neglect continues, it will 
result in further reductions of species populations, loss of genetic diversity and an 
increasing vulnerability of species to insect and disease outbreaks that downsize our 
urban and community forests. 
     Trees and urban vegetation are rarely considered during the basic infrastructure 
planning and development of most cities. The infrastructure systems, such as 
transportation, sewage, water and utilities are commonly coordinated in the initial 
planning process. If done separately, the waste and inefficiencies would be enormous. 
Unfortunately, the "green components, trees and other vegetation are rarely a part of the 
total infrastructure planning. They are considered as an afterthought rather than a 
critical component of the whole. 
      By the beginning of the 21th century, the problems and values of our urban and 
community environments demand solutions. One very important part of this solution is 
to begin taking an ecological approach in the management of our urban and community 
forests. The trees, forests, green spaces, and associated natural resources of our urban 
areas are the lifeblood of this ecosystem. These resources connect the urban dwellers 
with nature, protect them from the elements, purify the air, reduce temperatures, 
conserve energy and lower utility bills. Urban and community forests can improve the 
economic efficiency of communities. They need not be a burden on community 
finances. 
      Governments working in partnership with community leaders, government officials, 
local businesses and volunteer groups must rise to the challenge of integrating urban 
forest resource management into urban planning, development and fiscal structure 
through an interdisciplinary team approach. Communities must develop a stewardship 
ethic that focuses on conserving, developing and maintaining functional, sustainable 
urban forest ecosystems. Urban forestry can be defined as the planning for and 
management of urban forests to enhance the quality of life for all residents. The process 
integrates the economic, environmental, political, historical and social values of the 
community into a comprehensive management plan for the forest. 
      In the past, one of the major focuses of urban forestry has been the culture and 
management of street trees and has largely been the domain of horticulturists, landscape 
architects and nurserymen. Their approach often ignored basic tree biology with respect 
to urban and urban forestry design and establishment. In many cases, the near term 
aesthetic impact of the urban forest design overshadowed important biological 
considerations. Urban forestry expands upon traditional arboricultural practices through 
the development of tree inventories and forest management plans. This enables 
communities to manage trees as groups of populations within the context of the entire 
community resource (Ichimura, 2003). 
     Throughout the world, urbanized areas are expanding into surrounding areas which 
are under agricultural or various "natural land covers such as forests, wetlands or 
grasslands. These changes may have significant impacts on the ecosystem services, 
biodiversity (through habitat loss and landscape fragmentation), hydrological systems, 
and local climate which, in turn, may impact human health.  
     A tree in a community is everything; a source of beauty, an air purifier, a heat 
modifier, a soil stabilizer, wildlife habitat and even adding to property value. Trees are 
an essential part of a healthy urban environment; their root systems hold soil in place, 
preventing erosion. Trees help maintain healthy air quality by absorbing, or 
sequestering, carbon dioxide and converting it into oxygen to breathe. Trees reduce 
noise pollution by acting as a buffer and absorbing urban noise. 
     Added to all the environmental and health benefits of urban trees are the economic 
value that they add. Trees contribute to a community’s well being, giving a 
neighborhood a sense of home, framing views, creating feelings of relaxation and 
comfort and homes for birds and other wildlife.  A healthy and sustained urban forest is 
truly a fundamental part of the community.  
     Urban forestry involves the planting, care and management of the trees where we 
live. The trees and related vegetation in our cities are an important asset that needs to be 
managed in order to maintain community livability. The urban forest is the mosaic of 
the planted landscape and the remnant native forests left behind as our cities have 
developed. The health of urban forest contributes to both the economic and the 
environmental well-being of our communities (Kolstad, 2000). 
 
:Fundamentals of Remote Sensing .22 
    Satellite remote sensing (developed from airborne remote sensing in the 1960s and 
1970s) may best be defined by its mode of operation. Remote sensing satellites orbit the 
earth at a variety of altitudes from low polar (200km) to high equatorial (36,000km), 
and their sensors gather electromagnetic energy (EME) reflected, emitted or back 
scattered from part of the earth-atmosphere system below the satellite. Satellite remote 
sensing is the use of sensors normally operating at wavelengths from the visible (0.4µm) 
to the microwave (25cm), on board satellites to collect information about the earth's 
atmosphere, oceans, land and ice surfaces. Commonly the information is collected in 
two-dimensional form either as a photographic image or as an array of digital data. In 
atmospheric and oceanographic applications the data collection may be one-
dimensional, for example the vertical temperature profile of the atmosphere. 
    Earth scientists actively collect and record earth resource data to test hypotheses and 
simulate or model the environment. Data recorded are normally analog electrical signals 
with voltage variations related to the physical variations measured. Often these data are 
transformed from analog signals into digital values. Measurements from remote sensing 
systems provide much of the data for physical geography and other earth science 
research (Harris, 1987). 
     Remote sensing, however, departs from other data collection systems because the 
sensor is remote from the phenomena; that is, it is not in direct physical contact with it. 
Remote sensors usually record electromagnetic radiation (EMR) which travels at a 
velocity of 3x108 ms-1 from the source, directly through the vacuum of space or 
indirectly by reflection or re-radiation to the sensor. As such, EMR represents a high-
speed communications link between the sensor and remotely located phenomena. 
Changes in the amount and properties of the EMR become, upon detection, a valuable 
source of data for interpreting important properties of the phenomena with which they 
interact (Jensen, 1996). Table 2.1 gives the wavelengths commonly found in remote 
sensing.  
 
 
 
Table 2.1 Wavelengths used in satellite remote sensing. 
Type Wavelength Frequency Example 
Visible 0.4-0.7µ m      400-700nm - SPOT HRV 
Near infrared 0.7-1.5µ m      700-1500nm - NOAA 
AVHRR 
Middle infrared 1.5-3.0µ m    
16500-12500nm 
- Landsat TM 
Thermal infrared 8.5-12.5µ m    8500-700nm - Meteosat 
Microwave 
      X-band 
      C-band 
      L-band 
10-300mm 
24-38mm 
38-75mm 
150-300mm 
1-12.5GHz 
8-12.5GHz 
4-8GHz 
1-2GHz 
 
 
ERS-1 
Seasat 
 
 
2.2.1 Remote Sensing Resolution Considerations: 
     Resolution (or resolving power) is a measure of the ability of an imaging system to 
distinguish between signals that are spatially near or spectrally similar. The ability to 
measure and to extract meaningful information about a biophysical variable using 
remote sensing depends on four types of resolution; these are spectral, spatial, temporal, 
and radiometric resolution.  
     Spectral resolution refers to the dimension and number of specific wavelength 
intervals in the electromagnetic spectrum to which a sensor is sensitive. Spatial 
resolution is a measure of the smallest angular or linear separation between two objects 
that can be resolved by the sensor. Temporal resolution of a sensor system refers to how 
often a given sensor imagery of a particular area provides information on how the 
variables are changing through time. Radiometric resolution defines the sensitivity of a 
detector to differences in signal strength as it records the radiant flux reflected or 
emitted from the terrain (Lillesand and Kiefer, 1987).  
 
2.2.2 Energy Interaction in the Atmosphere and with the Earth Surface: 
    Free space and the atmosphere are responsible for changing the characteristics of the 
radiation as it passes from the sun to the earth and from the earth to the satellite sensor. 
The gases in earth's atmosphere absorb radiation over a wide range of wavelengths. So 
remote sensing avoids these absorption areas and concentrates on those wavelengths, 
which have low absorption and therefore high transmission. Electromagnetic energy at 
short wavelength (0.5 µm) is reflected by the surfaces onto which it falls. Energy at 
longer wavelengths is absorbed then emitted by the surfaces onto which energy at 
microwave wavelength is emitted or back scattered, if radar is used. 
    Vegetation has a relatively low reflectance in the visible part of the EM spectrum and 
a relatively high reflectance in the near infrared part. Soil show smaller changes in 
reflectance between visible and near infrared wavelengths. Water has a high reflectance 
at short wavelengths (less than 0.6µm). Virtually, no reflectance at wavelengths (greater 
than 0.7 µm.). At the shorter wavelengths there is some light penetration of water, and 
this has been used to map water depth in tropical seas with low sediment loads. At 
wavelengths above 0.7µm water normally has a reflectance close to zero unless the 
sediment concentration is high (Etchegorry, 1990). 
 
2.2.3 Satellite Remote Sensing Systems: 
    Radiation reflected by or emitted from surfaces is collected by some form or sensor 
on board a satellite platform. The sensor systems employed in satellite remote sensing 
include photographic equipment, television cameras, scanning radiometers and imaging 
radar. 
 
2.2.3.1 Photographic Systems: 
     Photographic camera systems in space use precision photogrammetric technology 
developed originally for aerial photographic missions, but raised to the higher altitude 
of a satellite orbit to allow a larger coverage from a stable platform. 
    The first weather satellite, Tiros1 launched in 1960, carried a television camera as its 
primary sensor. Television cameras continued to be used on the early weather satellites, 
and later on Landsat, but they suffer from problems of radiometric fidelity. The Landsat 
television camera was a Return Beam Vidicon (RBV). On Landsats 1 and 2 three RBV 
cameras were used, each corresponding to a different waveband (green, red and near 
infrared). Landsat-3 carried a single RBV camera with one broad waveband of 0.51-
0.75µm and a spatial resolution of 30m. Even the Landsat-3 RBV was disappointing 
because of its low radiometric resolution, the imagery were useful for visual 
interpretation but less so for accurate quantitative applications. 
    In the first half of the 1980s the NASA Space Shuttle provided a suitable platform for 
photography from space. In 1983 the Spacelab1 module on the Space Shuttle carried the 
European Space Agency's (ESA) Metric Camera experiment. The NASA counterpart to 
ESA's Metric Camera is the Large Format Camera (LFC) which was flown on the Space 
Shuttle in 1984. The LFC has forward image motion compensation so that during 
exposure the platen moves the film at exactly the correct speed to cancel the image 
smear which would otherwise be caused by the movement of the Space Shuttle over the 
Earth's surface. Image overlap of up to 80 % was acquired with the LFC (Jensen, 1996). 
 
2.2.3.2 The Landsat Systems: 
     In 1967, the National Aeronautics and Space Administration (NASA) initiated the 
Earth Resource Technology Satellite (ERTS) program. This program resulted in the 
deployment of six satellites carrying a variety of remote sensing systems designed 
primarily to acquire earth resource information. The ERTS-l satellite was launched on 
July 23, 1972. Prior to the launch of ERTS-B on January 22, 1975, NASA renamed the 
ERTS program Landsat. ERTS–1 was retroactively named Landsat-1 and ERTS-B 
became Landsat-2 at launch. Landsat-3 was launched March 5, 1978, Landsat-4 on July 
16, 1982, Landsat-5 on March 1, 1984 and Landsat-7 in April 1999. A variety of 
mechanical failures prompted the retirement of some of the Landsat satellites. 
    The Landsat multi-spectral scanner (MSS) system was placed on each of the first five 
Landsat satellites. The MSS scanned each line from west to east as the southward orbit 
of the spacecraft provided the along-track progression. Each MSS scene represented a 
185x178 Km parallelogram extracted from the continuous swath of an orbit and 
contained approximately 10% end-lap.  
     The first Thematic Mapper (TM) sensor system (30x30m spatial resolution) was 
placed on Landsat 4 and 5. It is a scanning optical-mechanical sensor system that 
records reflected and emitted energy in the visible, reflective-infrared, middle-infrared, 
and thermal-infrared regions of the electromagnetic spectrum. There are many 
applications of Landsat TM data such as land-cover mapping, land-use mapping, soil 
mapping, geological mapping, sea surface-temperature mapping, etc.  
    In April 1999 Landsat-7 was launched carrying the Enhanced Thematic Mapper Plus 
(ETM+) scanner with nine spectral bands (Table 2.2). Today, only Landsat 5 and 7 are 
operational (Janssen, 2000). 
 
 
 
 
 
 
Table 2.2 Specifications of Landsat-7 System. 
System Specifications 
Orbit 705 km. 98.2°, sun-synchronous, 10:00 AM crossing, 16 days repeat 
cycle. 
Sensor ETM+ (Enhanced Thematic Mapper plus). 
Swath width 185km (Field of view = 15°). 
Off-track viewing No 
Spectral bands (µm) 0.45-0.52 (band 1),  0.52-0.60 (band 2), 0.63-0.69 (band 3) 
0.76-0.90 (band 4),  1.55-1.75 (band 5), 10.4-12.5 (band 6) 
2.08-2.34 (band 7), 0.50-0.90 (Panchromatic band). 
Spatial resolution 15 m (Panchromatic band), 30 m (bands 1-5,7) and 60 m (band 6). 
 
2.2.3.3 The SPOT Sensor System: 
     The SPOT sensor system developed and designed with a spatial resolution of 10x10 
m and 20x20 m and provides several other innovations in remote sensor system design. 
The payload of the first SPOT satellite consists of two identical High-Resolution Visible 
(HRV) sensor systems. The HRV sensors can operate in two modes in the visible and 
reflective infrared portions of the spectrum, a panchromatic mode, corresponding to 
observation over a broad spectral band (similar to a typical black-and-white 
photograph), and a multi-spectral (color) mode, corresponding to observation in three 
narrower spectral bands. Thus the spectral resolution is substantially different than that 
of the TM system. Radiant energy reflected from the terrain enters the HRV via a plane, 
mirror and is then projected onto two charge-coupled-detector (CCD) arrays. Each CCD 
array consists of 6000 arranged detectors. This is commonly referred to as a push-broom 
scanner, since it images a complete line of the ground scene in the cross-track direction 
in one look as the sensor system progresses down-track. This capability breaks tradition 
with the Landsat MSS and TM sensors in that no mechanical scanning takes place. 
    When looking directly at the terrain beneath the sensor system, the two HRV 
instruments may be pointed to cover adjacent fields each 60 km. In this configuration 
the total swath width is 117 km and the two fields overlap by 3 km. The SPOT sensors 
may also acquire stereoscopic pairs of images for a given geographic area. Two 
observations may be made on successive days such that the two images are acquired at 
angles on either side of the vertical (Jensen, 1996). 
     In March 1998 a significantly improved SPOT-4 was launched, the High Resolution 
Visible Infrared (HRVIR) sensor has four instead of three bands and the 
VEGETATION instrument was added. VEGETATION has been designed for frequent 
(almost daily) and accurate monitoring of the globe's landmasses (Janssen, 2000). 
 
2.2.3.4 Indian Remote Sensing (IRS) program: 
    The most important Indian Earth observation program is the Indian Remote Sensing 
(IRS) program. In 1995 and 1997, two identical satellites, IRS-1C and IRS-1D were 
launched, respectively. IRS-1C and IRS-1D carry three sensors, the Wide Field Sensor 
(WiFS) designed for regional vegetation mapping, the Linear Imaging Self-Scanning 
Sensor-3 (LISS3). The LISS3 sensor yields multi-spectral data in four bands, with a 
spatial resolution of 24 m, and a panchromatic band (6 m).  For a number of years, up to 
the launch of IKONOS in September 1999, the IRS-1C and IRS-1D were the civilian 
satellites with the highest spatial resolution (Janssen, 2000). 
 
2.2.3.5 IKONOS:  
    IKONOS was the first commercial high-resolution satellite to be placed into orbit in 
space. IKONOS was launched in September 1999 and regular data ordering has been 
taking place since March 2000. Table 2.3 gives the specifications of IKONOS system. 
    The Optical Sensor Assembly (OSA) onboard IKONOS system is based on the push-
broom principle and can simultaneously take panchromatic and multi-spectral images. 
IKONOS delivers the highest spatial resolution so far achieved by a civilian satellite. 
IKONOS data can be used for small to medium scale topographic mapping, not only to 
produce new maps, but also to update existing topographic maps (Janssen, 2000). 
 
2.2.3.6 The RADAR System: 
    Microwave remote sensing use electromagnetic waves with wavelengths between 
1cm and 1 meter. These relatively longer wavelengths have the advantage that they are 
independent of atmospheric conditions, like haze, and they can penetrate clouds. In 
microwave remote sensing there are active and passive sensors. Passive sensors operate 
similarly to thermal sensors by detecting naturally emitted microwave energy. They are 
used in meteorology, hydrology and oceanography. In active systems, which have their 
own energy source, the antenna transmits microwave signals from an antenna to the 
Earth's surface where they are back scattered. The sensor detects the part of the 
electromagnetic energy that is scattered into the direction of its antenna. There are 
several advantages to be gained from the use of active sensors. It is possible to acquire 
data at any time including during the night (similar to thermal remote sensing). Since 
the waves are created actively, the signal characteristics are fully controlled (e.g., 
wavelength, polarization, incidence angle, etc.) and can be adjusted according to the 
desired application. Due to the different parameters that determine the spatial resolution 
and azimuth resolution, it is obvious that the spatial resolution in each direction is 
different. 
 
Table 2.3 IKONOS system specifications. 
System Specifications 
Launch Date Sep. 24, 1999 (11:21:08 am). 
Launch Vehicle Athena II 
Launch location Vandenberg Air Force Base, California (USA). 
Weight 1600 pounds. 
Orbit 423 miles / 681 km (altitude), 98.1˚, sun-synchronous 10:30 am 
crossing, 14 days repeat cycle. 
Speed 7 km/sec. 
Sensor Optical Sensor Assembly (OSA). 
Swath width 11 km (12µm CCD elements) at nadir. 
Scene Size 1. A nominal single image at 13 km x 13 km. 
2. Strips of 11 km x 100 km up to 11 km x 1000 km. 
3. Image mosaics of up to 12000 sq. km. 
Up to 10000 sq. km continuous areas in a single pass within a region. 
Off-track viewing Yes ±30˚ Omni-directional (agile spacecraft, in- and cross-track) 
Spectral bands µm 0.45-0.52 (1),    0.52-0.60 (2),    0.63-0.69 (3),  
0.76-0.90 (4),    0.45-0.90 (Panchromatic band) 
Spatial resolution 1m (PAN), 4m (bands 1-4), nominal at <26˚ off-nadir. 
Metric Accuracy 12 m horizontal and 10 m vertical (with no ground control points). 
 2 m horizontal and 3 m vertical (with no ground control pts). 
* These are specified as 90% CE (Circular Error) for horizontal and 
90% LE (Linear Error) for the vertical. 
 
 
2.3 Digital Image Processing: 
     The roots of the significant achievements in digital image processing can be traced 
back to the early 1960s (Baxes, 1994). From the 1960s through today, the evolution of 
the digital computer has certainly been largely responsible for enabling the proliferation 
of digital image processing applications. The advent of microprocessors, leading to the 
personal computer, has allowed stand-alone digital image processing applications to 
become viable. 
    A digital image processing system is a collection of hardware and software 
components that can acquire, store, display, and process digital images. Although these 
components may be physically separated in space and time, each is fundamentally 
necessary to complete the digital image processing cycle. 
    The first stage in any digital image processing system is to acquire an image. A natural 
image is a continuously varying array of shades and colors (a continuous-tone image). A 
digital image is composed of discrete points of gray tone, or brightness, rather than 
continuously varying tones. To make a digital image from a continuous-tone image, it 
must be divided up into individual points of brightness (sampling). Additionally, each 
point of brightness must be described by a digital data value (quantization). A quantized 
sample is referred to as a picture element (pixel) because it represents a discrete digital 
element of the digital image. The combination of sampling and quantization processes is 
referred to as image digitization (Baxes, 1994). 
The digital image is stored in a digital memory, generally a fast semiconductor device. 
Once the image is in a digital memory, it is physically accessible for subsequent digital 
image processing operations. 
    The ideal or perfect remote sensing system has yet to be developed. Also, the terrain 
is amazingly complex and does not lend itself well to being recorded by relatively 
simplistic remote sensing devices that have constraints such as spatial, spectral, 
temporal, and radiometric resolution. Consequently, error creeps into the data 
acquisition process and can degrade the quality of the remote sensor data collected. 
Therefore, it is usually necessary to preprocess the remotely sensed data prior to 
analyzing it to remove some of these errors. Numerous and widely varying types of 
digital image processing operations have been developed. Digital image processing 
operations can be broadly grouped into four fundamental classes, image restoration, 
enhancement, analysis, and classification (Muller, 1988). 
 
2.3.1 Image Restoration: 
    Image restoration is concerned with the correction of distortion, degradation and 
noise introduced during the imaging process. Image restoration produces a corrected 
image that is as close as possible, both radiometrically and geometrically, to the radiant 
energy characteristics of the original scene. 
 
 
 
2.3.1.1 Radiometric Correction of Remote Sensor Data: 
    Remote sensors use detectors that convert the sensed radiance into a voltage or 
brightness value. Imaging systems require calibration and data correction to provide the 
user with reliable sensor data. There are several detector anomalies that can arise, 
including line dropouts, striping, and/or line start problems. 
    Line dropout error occurs when one of the detectors in the imaging system fails to 
function during a scan. This can result in a brightness value of zero for every pixel in a 
particular line and may appear as a completely black line in the band of imagery. 
Sometimes, a detector does not fail completely, but simply goes out of adjustment (e.g., 
provides readings perhaps twice as great as the other detectors for the same band). This 
is often referred to as line striping or banding. Occasionally, scanning systems fail to 
collect data at the beginning of a scan line. This is called a line start problem. Also, a 
detector may abruptly stop collecting data somewhere along scan and produce results 
similar to the line dropout. 
    Obviously, these are very serious conditions. There is no way to restore data that 
were never acquired; however, it is possible to improve the visual interpretability of the 
data by introducing estimated brightness values for each bad scan line or noisy pixel. 
This is usually accomplished by computing a histogram of the values for each detector. 
If one detector’s mean or median is significantly different from the others, it is probable 
that this detector is out of adjustment. It may require a bias (additive or subtractive) 
correction or a more severe gain (multiplicative) correction. Then the errors arising 
from the maladjusted detector are not as noticeable (Jensen, 1986). 
 
2.3.1.2 Geometric Correction of Remote Sensor Data: 
    The two geometric corrections most often used, by earth scientists, to make the 
digital remote sensor data truly useful are geometric rectification and geometric 
registration. 
    Geometric rectification is the process by which the geometry of an image area is 
made planimetric. It may not, however, remove distortion caused by topographic relief 
displacement in images. The process almost always involves relating ground control 
points (GCPs) pixel coordinates with their map coordinate counterparts. Whenever 
accurate area, direction, and distance measurements are required, geometric rectification 
is required. This is often referred to as an image-to-map rectification. 
    Geometric registration is the translation and rotation alignment process by which two 
images of like geometry and of the same set of objects are positioned coincident with 
respect to one another so that corresponding elements of the same ground area appear in 
the same place on the registered images. This is often called image-to-image 
registration. 
    The same general image processing principles are used in both image rectification 
and image registration. The difference is that in image rectification, the reference is a 
map in a standard map projection, whereas in image registration the reference is another 
image. It should be obvious that if an image is used as the reference base (rather than a 
map), any other image registered to it will inherit the geometric errors existing in the 
reference image. Two basic operations must be performed in order to geometrically 
rectify a remotely sensed image to a map coordinate system; these are the spatial 
interpretation and the intensity interpretation. 
     Spatial interpretation is the process where geometric relationship between the input 
pixel location (row and column) and the associated map coordinate of the same point 
must be identified. This procedure generally requires that polynomial equations be fit to 
the control point data using least-squares criteria to model the corrections directly in the 
image domain without explicitly identifying the source of the distortion. There are two 
primary forms of geometric transformations, the linear and the nonlinear geometric 
transformation operations. The linear geometric operations (sometimes referred to as 
affine transformations) which include translation, rotation, and scaling do not introduce 
any curvature to the processed image. The nonlinear geometric operations are simply 
these generalized polynomial equations with the addition of higher-order terms. The 
number of control points necessary to control the transformation process is directly 
related to the order of the algorithm required to carry out the transformation. However, 
before applying the rectification to the entire set of data, it is important to determine 
how well the coefficients derived from the least-squares regression of the initial GCPs 
accounts for the geometric distortion in the input image. The method used most often 
involves computation of the root mean square error (RMS error) for each of the ground 
control points. 
    Whenever a geometric transformation is applied to an image, a re-sampling (intensity 
interpretation) process occurs. This means that the original sample rate and orientation 
used to acquire the image change. This process involves the extraction of a brightness 
value from a location in the original (distorted) input image and its relocation to the 
appropriate location in the rectified output image.  
2.3.2 Image Enhancement: 
    Virtually all digital image processing tasks involve some sort of enhancement, either 
as a desired end result or as a preprocess to some other operation. Image enhancement 
operations can be used to improve an image's quality, contrast and brightness 
characteristics, reduce its noise content, or sharpen its details. What is considered an 
improvement in the image is often subjective and is generally dependent upon the 
application, as well as on the judgment of the observer. In short, one application's 
enhancement is another's degradation. Image enhancement techniques may be grouped 
as either pixel point processing or pixel group processing. 
     Pixel point processes make up the most primitive and essential image processing 
operations. The pixel point processes alter the gray levels of image pixels, with the 
effect adding or subtracting image brightness, or stretching or shrinking image contrast. 
On a one-by-one basis, the gray level of each pixel in the input image is modified to a 
new value, often by a mathematical or logical relationship, and placed in the output 
image at the same spatial location with no action on spatial attributes. Some form of 
point processing is probably involved, even if it is only to clean up undesired artifacts 
left behind by another process (Baxes, 1994). 
 
2.3.2.1 Histogram Sliding and Stretching: 
    Contrast enhancement is a point process involving the addition, subtraction, 
multiplication, or division of a constant value to every pixel of an image. The image 
histogram is useful in determining the operations to be employed and in measuring the 
results. Two operations are commonly implemented, histogram sliding and histogram 
stretching. These operations redistribute the brightness values in an image, enhancing its 
contrast characteristics.  
    The histogram sliding operation is simply an addition or subtraction of a constant 
brightness to all pixels in the image. The histogram stretching operation is the 
multiplication or division of all pixels by a constant value. Contrast enhancement, like 
many digital image-processing operations, does not have an absolute goodness quality 
for which the users can always aim. The subjective criteria for judging an image's 
contrast as good or bad are based entirely on the image's intended application. 
 
 
 
 
 
2.3.2.2 Binary Contrast Enhancement and Adaptive Threshold: 
     Some images are very low in contrast where only a few gray values separate the 
background from the object of interest. A binary contrast enhancement or threshold 
operation can be implemented to enhance such faded images. By choosing an 
appropriate threshold value, all pixels of brightness less than that of a selected threshold 
brightness will be set to black (brightness = 0), and those equal to or above will be set to 
white (brightness = 255). The processed image is characterized by very high contrast 
with sharply highlighted objects of interest appearing on a white background. 
Sometimes the appropriate threshold value may need to be changed throughout the 
image being processed. This might occur with an image of non-uniformly faded objects. 
Therefore, if the right threshold value must vary, a strict point process will not do the 
job. In this case, an adaptive threshold technique can be used. In areas where the image 
is darker, the threshold value decreases. Likewise, in areas where the image is lighter, 
the threshold value increases. As long as a few gray levels separate the darker object 
from the lighter background, there is always a threshold value that can distinguish 
between them. The adaptive threshold value is usually determined by computing the 
average brightness in the area being processed and using it to modify the original point-
process function (Janssen, 2000). 
 
2.3.2.3 Brightness Slicing: 
     Often, independent elements of an image can be highlighted using a point process. 
The technique of brightness slicing effectively does a double binary contrast 
enhancement. Both a lower and an upper brightness threshold are selected, so that 
brightness values in between are mapped to white, and those below the lower value and 
above the upper value are mapped to black. This method works well when the features 
to be highlighted occupy brightness values that are in between the brightness values of 
other features. Additionally, multiple features can be highlighted to different gray 
levels, or to different colors, providing clear distinction. Instead of using a single 
brightness-slicing map that maps brightness values to either black or white, a map is 
created where ranges of brightness values are mapped to perhaps three or four distinct 
gray levels. Each gray level in the resulting image then represents one of the multiple 
brightness features (Janssen, 2000). 
    Sometimes, instead of mapping pixel brightness from one image to an output image, 
two or more pixel brightness values can be mapped, one from each input image, to an 
output image. The most common multiple-image point processes involve two input 
images. These processes are called dual-image point processes. Multiple-image point 
processes include mathematical and logical operators such as addition, subtraction, 
multiplication, division, AND, OR, and exclusive OR operations. Basically, there are 
two general classes of multiple-image point processes, the image combination 
operations and the image composition operations (Baxes, 1994).  
    Image combination operations merge multiple images that are related to one another 
in some way. Usually, the images are of identical scenes, but may be acquired at 
different times or through different spectral filters. Image combination process includes 
difference, ratioing and time varying operations. 
    Differences in similar images can often be very subtle. These differences can be made 
up of things like slight shifts in the location of objects or object brightness variations. 
When two images are essentially the same, but with subtle variation image differencing 
can instantly expose these discrepancies. Image differencing is often used to discern 
movement of an object between two images (of the same scene) that were acquired at 
different times. This technique is essential in satellite reconnaissance image 
interpretation. 
    The technique of spectral ratioing simply divides one spectral component image by 
another, pixel by pixel, using a dual-image point process. Spectral ratioing creates an 
image that highlights certain objects while obscuring others.  
    Time varying or temporal, random noise in an image can be reduced if several images 
of the identical scene are available. Each image must be acquired at different times. As 
a result, they will each have different random noise patterns. An average of all the 
image frames can be created. The resulting averaged image will contain less noise. 
    Image composition operations merge unrelated objects from multiple images. The 
result is a new scene that may never have existed physically. Image composition has 
gained widespread use in the graphic and photographic art fields.  
     Point operations cannot provide the ability to alter spatial scene details within an 
image. This is because point processes act pixel by pixel by mapping a single input 
pixel to single corresponding output pixel. The point process does not consider 
neighboring input pixels in its processing. Pixel group processing operates on a group of 
input pixels surrounding a center pixel. The adjoining pixels provide valuable 
information about brightness trends in the area being processed. Using these brightness 
trends open the doors to the world of spatial filtering. 
2.3.2.4 Spatial Filtering: 
    An image is composed of basic frequency components, ranging from low frequencies 
to high frequencies. Where rapid brightness transitions are prevalent, there are high 
spatial frequencies. Slowly changing brightness transitions represent low spatial 
frequencies. An image can be filtered to accentuate or remove a band of spatial 
frequencies such as the high frequencies or low frequencies. These digital image-
processing operations are known as spatial filtering operations. Other spatial filtering 
operations make it possible to highlight only the sharp transitions in the image, such the 
edges of objects. These operations are a subset of spatial filtering operation known as 
edge enhancement operations. 
     Spatial filters are implemented through a process called spatial convolution. Spatial 
convolution is the method used to calculate what is going on with the pixel brightness 
values around the pixel being processed. It is a mathematical method that uses signal 
processing and analysis. As in point processing, the spatial convolution process moves 
across the image pixel by pixel, placing resulting pixels in the output image. Each 
output pixel brightness is dependent on a group of input pixels surrounding the pixel 
being processed. By using the brightness information of the center pixel's neighbor's 
spatial convolution calculates spatial frequency activity in the area, and is therefore 
capable of filtering based on the area's spatial frequency content. 
     The spatial convolution process uses a weighted-average of the input pixel and its 
immediate neighbors to calculate the output pixel brightness value. The group of pixels 
used in the weighted-average calculation is called the kernel. Kernel dimensions are 
generally, that of a square with an odd number of mask values in each dimension. The 
kernel can have the dimensions of 1x1, which is the trivial of simply a point process, 
3x3, 5x5, and so on. The larger the size of the kernel of pixels used in the calculation, 
the greater the degrees of freedom of the spatial filter. Convolution mask values can 
generally take on any numeric value. It is important, however, that when the 
convolution process is executed, the final resulting value be between 0 and 255 (for an 
8-bit output image). This is typically handled by clipping resulting values that are 
greater than 255 to 255, and clipping values that are less than 0 to 0. 
    A weighted-average calculation is called a linear process because it involves the 
summation of elements multiplied by constant values. The elements are the pixel 
brightness values in the kernel and the constant values are the weights, or convolution 
coefficients. In fact, the selection of these weights directly determines the spatial 
filtering action, such as high-pass, low-pass, or edge enhancement filtering. 
    A spatial low-pass filter has the effect of passing, or leaving untouched, the low 
spatial frequency components of an image. High-frequency components are attenuated 
and are virtually absent in the output image. A common low-pass convolution mask is 
composed of all nine coefficients having the value of 1/9. This mask carries out a 
straight pixel brightness averaging process. It is often referred to as a box filter. Two 
aspects are immediately evident that the coefficients sum to 1 (9x 1/9 = 1) and that they 
are all positive numbers. These two facts hold true for all low-pass filter masks.  
    The high-pass filter has the opposite effect of the low-pass filter. It accentuates high 
frequency spatial components while leaving low-frequency components untouched. A 
common high-pass mask is composed of a 9 in the center location with (-1s) in the 
surrounding locations (Janssen, 2000). 
     In many remote sensing earth science applications the most valuable information that 
may be derived from an image is contained in the edges surrounding various objects or 
features of interest. The edge enhancement operation delineates these edges and thereby 
makes the shapes and details comprising the image more conspicuous and perhaps 
easier to analyze. The edges may be enhanced using either linear or nonlinear edge 
enhancement techniques. 
    One simple method of extracting edges in remotely sensed imagery is the application 
of the running difference operation. The original image is shifted by one picture 
element, and then tested for a difference between corresponding pixels in the original 
and shifted images. A mid gray brightness value is substituted for the pixel if there is no 
difference, a darker value is substituted for the pixel if there is a negative difference, 
and a lighter value is substituted if there is a positive difference. Hence transitions from 
light to dark produce white lines; from dark to light, black lines. The result is an image 
with gray background and black-and-white lines surrounding the edges of all objects. 
By selectively applying these enhancements it is possible to enhance only vertical, 
horizontal, or diagonal edges in the imagery. It is also possible to perform edge 
enhancement by convoluting the original data with a weighted-average mask or kernel.  
    Laplacian edge enhancement is an omni-directional operation that highlights edges in 
an image, regardless of their orientation. This operation is based on the rate of 
brightness slope change within a 3x3 pixel kernel. The common Laplacian mask is 
composed of an 8 in the center location with (-1s) in the surrounding locations. The 
Laplacian enhancement operation generates sharper peaks at edges than does the 
gradient operation. Any brightness slope, whether positive or negative, is accentuated, 
giving the Laplacian its omni-directional quality. Hence the use of this operation 
produces a more natural look than that of many of the other edge-enhanced images.  
    There are other spatial filters that are not computed as a linear summation of elements 
(pixel brightness values) multiplied by constant weights (mask values). These filters are 
referred to as nonlinear spatial filters. They, too, use a pixel group process to operate on 
a kernel of input pixels surrounding a center pixel. But rather than using a weighted 
average, they use various other techniques to combine the group's input pixel brightness 
values. Nonlinear edge enhancement techniques are performed using nonlinear 
combinations of pixels.  
    The median filter, which cleans up images with bright noise spikes, is an example of 
the nonlinear spatial filters. The median filter is well suited for removing impulse noise 
from images. It works by evaluating the pixel brightness values in the kernel and 
determining which pixel brightness value is the median value of all pixels. The median 
value is determined by placing the pixel brightness values in ascending order and 
selecting the center value so that an equal number of pixel brightness values are less 
than, and greater than, the center value (Janssen, 2000).  
 
2.3.3 Image Analysis: 
    Earth scientists are often concerned with the art and science of applying digital image 
processing techniques to remotely sensed data for the extraction of useful earth resource 
information. The mathematical bases of digital image processing techniques are 
important, but what is more important is how these techniques may be applied to real-
world problems.  
    Measuring the parameters of objects is an important image analysis operation. These 
measurements include object shapes, sizes, relative locations, textures, gray tones, 
colors, and other parameters. These can be as simple as rough shape characteristics or as 
complex as precisely measured dimensions and geometry. Image analysis operations 
also yield various image statistics. One important statistic is the brightness histogram, 
which describes the overall, or regional contrast attributes of an image, and can 
therefore be used to determine contrast enhancement parameters. Other image statistics, 
such as the brightness mean and mode and the frequency content, can also be useful 
information in carrying out subsequent image restoration operations, image 
enhancement and image classification.  
     Generally, the process of analyzing objects in an image begins with image 
segmentation operations, such as image enhancement or restoration operations. These 
operations are used to isolate and highlight the objects of interest. Then, the features of 
the objects are extracted, resulting in object outlines and other object measures. These 
measures describe and characterize the objects in the image. 
     The image analyst must evaluate several important image-processing considerations 
prior to extracting meaningful information from remotely sensed data. The analyst must 
first define the nature of the problem. If a remote sensing approach to the problem is 
warranted, the analyst then evaluates several data acquisition alternatives. The analysis 
begins by first computing fundamental univariate and multivariate statistics, used to 
display the raw digital remote sensor data. The statistics and initial display of the raw 
data provide valuable insight into image quality. Based on these observations the 
imagery is then preprocessed to reduce environmental and/or remote sensor system 
distortions in the data. This preprocessing usually includes both radiometric and 
geometric correction. Various image enhancements may then be applied to the 
preprocessed data for improved, manual (visual) analysis or for input to further digital 
image processing operation. Important thematic information can then be extracted from 
the imagery using either supervised (i.e., human assisted) or unsupervised techniques. 
The remotely sensed thematic information may also be placed in a geographic 
information system (GIS) to improve its usefulness. A GIS can be used to relate the 
remotely sensed data with other types of spatially distributed data, such as soils, 
topography, and so on, to answer more complex problems (Jensen, 1986). 
 
2.3.4 Thematic Information Extraction and Classification: 
    It is possible to analyze remotely sensed data of the earth and to extract useful 
thematic information. One of the most often used methods of information extraction is 
multi-spectral classification. This procedure assumes that imagery of a specific 
geographic area is collected in multiple regions of the electromagnetic spectrum and 
that the images are in good registration. The process of multi-spectral classification may 
be performed using either of two methods: supervised or unsupervised. 
 
:Supervised Classification .14..32 
     In a supervised classification, the identity and location of some of the land-cover 
types are known a priori through a combination of field work, analysis of aerial 
photography, maps, and personal experience. The analyst attempts to locate specific 
sites (training sites) in the remotely sensed data that represent homogeneous examples 
of these known land-cover types. These areas are used to train the classification 
algorithm for eventual land cover mapping of the remainder of the image. Multivariate 
statistical parameters (means, standard deviations, covariance matrices, correlation 
matrices, etc.) are calculated for each training site. Every pixel, both within and outside 
these training sites, is then evaluated and assigned to the class of which it has the 
highest likelihood of being a member. 
    Various supervised classification methods may be used to assign an unknown pixel to 
one of a number of classes. Among the most frequently used classification algorithms 
are the parallelepiped, minimum distance, and maximum likelihood decision rules. 
 
2.3.4.2 Unsupervised Classification: 
    In contrast to supervised classification, unsupervised classification requires only a 
minimal amount of initial input from the analyst. It is a process whereby numerical 
operations are performed that search for natural groupings of the spectral properties of 
pixels, as examined in multi-spectral feature space. The user allows the computer to 
select the class means and covariance matrices to be used in the classification. Once the 
data are classified, the analyst attempts, a posteriori (after the fact) to assign these 
natural or spectral classes to the information classes of interest. This may not be easy. 
Some of the clusters may be meaningless because they represent mixed classes of earth 
surface materials. It takes interaction by the analyst to unravel such mysteries.  
     Hundreds of methods of clustering have been developed for a wide variety of 
purposes apart from pattern recognition in remote sensing. Clustering algorithms for the 
unsupervised classification of remotely sensed data generally vary according to the 
efficiency with which the clustering takes place. Different criteria of efficiency lead to 
different approaches. 
 
:Fundamentals of Geographic Information System.4 2 
     The need to place information in a geographic context pervades many aspects of 
human activity. It is an inevitable consequence of the revolution in information 
technology that computing systems, handling geographic information, should be built. 
The results of the remarkable technological efforts made in past few decades are 
reflected in the fields of Geographical Information Systems (GIS). 
     A geographical information system is typically concerned with specially referenced 
and interconnected phenomena. Physical structures and locations are defined by 
geometric data consisting of combination of points, lines, areas, surfaces and volumes, 
in association with classifications and statistical data that attach real-world meaning. 
These collections of data must be treated in a manner, which retains integrity of the 
whole objects to which they refer at different levels of abstraction, rather than as 
isolated pieces of data. Enquirer on geographical information frequently require some 
form of spatial search or analysis to be performed on individual regions or on 
combinations of particular phenomena, Such procedure often require quite sophisticated 
geometric procedures for manipulation and transformation.  
 
:GIS Basic Concepts.1 .42 
    A Geographic Information System (GIS) is a computer-based tool described as an 
organization collection of computer hardware, software, and geographic data to 
efficiently capture, store, update, manipulate, analyze, and display all forms of 
geographically referenced information. GIS technology integrates common database 
operations such as query and statistical analysis with the unique visualization and 
geographic analysis benefits offered by maps. These abilities distinguish GIS from other 
information systems and make it valuable to a wide range of public and private 
enterprises for explaining events, predicting outcomes and planning strategies. 
     GIS is a rapidly growing technological field that incorporates graphical features 
with tabular data in order to assess real-world problems. The earliest version of a GIS 
was known as computer cartography and involved simple line work to represent land 
features. From that evolved the concept of overlaying different mapped features on top 
of each other to determine patterns and causes of spatial phenomenon. 
    The key word to this technology is Geography, this usually means that the data (or 
at least some proportion of the data) is spatial, in other words, data that is in some way 
referenced to locations on the earth. Coupled with this data is usually data known as 
attribute data. Attribute data generally defined as additional information, which can then 
be tied to spatial data. The real power in GIS is through using spatial and statistical 
methods to analyze attribute and geographic information. The end result of the analysis 
can be derivative information, interpretated information or prioritized information. 
    GIS is not simply a computer system for making maps, although it can create maps at 
different scales, in different projections, and with different colors. GIS is an analytical 
tool. The major advantage of GIS is that it allows the user to identify the spatial 
relationships between map features. GIS does not store a map in any conventional 
sense, nor does it store a particular image or view of geographic area. Instead GIS stores 
the data from which a desired view can be drawn to suit a particular purpose. The 
information is stored as attributes of the graphically represented feature. The stored 
feature attributes can be used to compute new information about map features. GIS 
supports the daily activities of automated mapping and facilities management with 
applications for various fields. GIS is capable to perform all these operations because it 
uses geography, or space, as the common key between the data sets. Information is 
linked only if it relates to the same geographic area. GIS can be defined as a computer 
based system that provide and integrate four key components; these are, data, hardware, 
software and user (Jones, 1997).  
 
:Uses of GIS.2 .42 
     As the range of information, which can be placed in a geographic context, is almost 
infinite, there are in principle few limits to the variety of possible applications of GIS. 
This is reflected in a continuing growth in GIS usage across many disciplines.  
 
:Cartography and GIS.1 .2.4 2 
     One of the most useful approaches to the study of cartography is to view maps as a 
form of visual communication, a special-purpose language for describing spatial 
relationships. Cartography is related to, but different from other forms of visual 
communication. Cartographers pay special attention to coordinate systems, map 
projections, and issues of scale and direction that are, in most cases, of relatively little 
concern to other graphic designers or artists. Some of the most important decisions 
cartographers make in the process of cartographic design revolve around, how much to 
simplify the situation being depicted, and how to symbolize the relationships being 
represented. 
     The fact that geographical information is spatially referenced means that it is 
associated, at least conceptually, with the field of cartography. In many applications of 
geographical information, a map is used for communication purposes to identify objects 
of interest and understanding their spatial properties. In the context of GIS, an 
individual map may be seen as one form of an infinite number of possible visual 
symbolization forms of the stored data. Thus computer technology opens up 
opportunities for visualizing and exploring spatial data in many new ways, or in ways 
that in the past were too expensive or time-consuming to contemplate. Interactive 
graphics enable the map to be linked to graphical displays (non-map) directly associated 
with the mapped data. Maps may also be regarded as a powerful form of user interface 
to a wide range of information sources.  
 
:Survey and Monitoring.2 .2.42 
    Topographic maps are the most widely used source of input data to GIS. Many 
national topographic mapping and survey organizations around the world have been 
investing in the creation of digital data bases, either by digitizing existing map products 
or by carrying out primary surveys from which digital data are generated. GIS can be 
used to create databases that integrate information derived from remote sensing surveys 
and from ground surveys of physical and geo-chemical environmental parameters. GIS 
provides a context in which statistical techniques are applied for modeling the different 
natural spatial variations.        
    A GIS applied to soil data provides facilities for digitizing soil sample points and 
integrated soil boundaries from maps, for generating a database, for interpolating and 
re-classifying soil attributes, and for overlaying and plotting these data with other types 
of data.  
    GIS for geological data have some commonalty with those of soil information, in that 
the original data frequently consist of isolated sample points and interpreted boundaries. 
Data are derived from a combination of direct surface and subsurface samples, remotely 
sensed data from geophysical surveys, and from interpretation of geological phenomena 
derived from the direct and remotely sensed data.  
     GIS technology is now an essential tool in the management of data of historic 
monuments, enabling digital map-based surveys and photographic evidence to be 
integrated with non-spatial databases for recording the characteristics of artifacts and for 
building maintenance records. Dimorphic surveys, in the form of census and population 
registers, provide the principal source of geographically referenced statistics of human 
population (Jones, 1997).       
 
:Public Administration Planning and.3 .2.42 
     Spatially referenced information is an essential requirement for a large portion of 
expected tasks for local, regional and national government. The need of planners is 
notable, amongst GIS users, for the range of spatial data types, which may have to be 
combined in a single system. The capacity of information integration is, however, often 
seen as one of the major strengths of GIS. In addition to data integration, the usefulness 
of GIS for planning depends upon the extent to which it can serve as a decision support 
tool. The power of a GIS, in the context of planning, is dependent upon the ability to 
view information at different levels of detail or generalization, to generate solutions to 
planning problems, and to perform analyses of the relative merits of alternative 
solutions.  
 
:nd Spatial ModelsGIS Concepts a.3 .42 
     Geographical information systems are used for storing and analyzing a very wide 
variety of subject matter ranging from the social sciences to the natural environmental 
sciences and from public administration to the management of the human-made 
environment. It is possible to identify several types of information that are 
characteristically geographical that place information in a spatial context. 
 
: Spatial data Models for GIS.1 .3.42 
     GISs provide methods for representing spatial data that allow the user to adopt 
conceptual models. There are two broad categories of spatial data models. These are the 
vector data model and the raster data model. The vector approach emphasizes the 
existence of discrete phenomena, delineated by their boundaries (points, lines, and 
surfaces), and hence may be regarded as object-based. A raster technology place 
emphasizes on the contents of grid-cell locations in space and hence is sometimes 
described as location-based models. 
 
: utesSpatial Attrib-Non.2 .3.42 
     Both location-based and object-based models share a common purpose of presenting 
the distribution in a space of phenomena, whether physical or social. The way these 
phenomena are referred to in terms of non-spatial attributes of identification and 
classification is not, in general, dependent upon the spatial model, although location-
based models tend to highlight the distribution of classes of data as opposite to specific, 
named instances of the classes. 
     Representation of the identity of specific instances of spatial phenomena is achieved 
in computers by recording either text or by means of unique numerical or alphanumeric 
(numbers and letters) codes. Unique codes are usually used in addition to textual names 
to enable all discrete instances of phenomena of interest. The way in which data are 
classified in a GIS is of great importance in enabling the user to access selectively 
information relevant to particular purpose or query.  
  
 
 
: Layers and Coverage.3 .3.42 
     The common requirement to access data on the basis of one or more classes has 
resulted in several GIS employing organizational schemes in which all data of a 
particular level of classification are grouped into layers or coverage. The concept of 
layers is to be found in both vector and raster GIS technology. Typically the layers can 
be combined with each other in various ways to create new layers that are a function of 
the individual ones. However, it may be that the layer approach does not rest easily with 
an entirely object-based modeling approach, since the definition of new individual 
objects in terms of existing objects can become quite complicated procedure. 
 
: The Multimedia Models.4 .3.42 
     The increasing storage capacity of modern computers has led to a greater diversity in 
the type of data that are stored. A notable trend in recent years is towards multimedia 
representation of image, audio and video media items in addition to the traditional 
textual, numerical and graphic-based representations. One characteristic of digital media 
objects is that they are usually somewhat less structured than other data, their 
interpretation being to a large extent dependent upon human sense of sound and vision.  
 
 
:Topology.5 .3.42 
     The explicit spatial definition of a feature is called topology. Topology describes the 
adjacency, connectivity, inclusion, and proximity of each feature. Describing where 
each feature is located and how it relates to surrounding features. Topology gives the 
GIS package the relationships necessary to analyze spatial phenomena and, hence 
allows the GIS analyst to draw conclusions. 
     An important aspect of vector-based models is that they enable individual 
components to be isolated for the purpose of carrying out measurements of, for 
example, area and length, and for determining the spatial relationships between the 
components. Spatial relationships of connectivity and adjacency are examples of 
topological relationship and a GIS spatial model in which these relationships are 
explicitly recorded is described as topologically structured. Vector-based spatial data 
models that are topologically structured are often described in a terminology of 
topological objects or primitives. 
    After a geographic area has been given topology, tabular attribute data can be added 
or linked to the definition of the feature. This increases the capabilities of a map by 
adding descriptive data to the geographic data. The linkage of spatial and tabular data 
creates a powerful connection of phenomenon and location that allows for advanced 
spatial analysis. 
 
:GIS Functionality.4 .42 
     GIS provide a range of functionality, which can be categorized into data acquisition, 
data management (preliminary data processing), data storage and retrieval, spatial 
search and analysis, and graphical display and interaction.   
 
:Data Acquisition.1 .4.42 
     Data acquisition refers to the process of obtaining the data that can be input in a GIS 
system. The effectiveness of data acquisition facilities depends upon the capability to 
recognize a variety of standard formats for data exchange. For example, the Digital Line 
Graphs (DLG), the Digital Exchange Files (DXF), and the export formats of widely 
used GIS packages such as ARC/INFO, ArcView, AutoCAD, ERDAS, ILWIS and 
IDRISI. GIS may also be able to import images such as scanned photographs, which 
may be stored in format such as BMP, JPEG and TIF.  
     Data acquisition falls into two areas, primary data acquisition and secondary data 
acquisition. In primary data acquisition the information is collected directly via field 
observations or by making use of remote sensing technology, while in the secondary 
data acquisition, the concern is to transform existing source of information (maps, 
reports, and documents) to a digital form that can be manipulated by computer systems.  
 
:Preliminary Data Processing.2 .4.42 
     Major aspects of preliminary data processing include creating topologically 
structured data and, in the case of remotely sensed data, classifying the features in 
scanned images in terms of phenomena of interest according to the several conceptual 
models of spatial information (object-base, network and field-based). Analysis based on 
these different views requires the data to be represented and organized appropriately. It 
is important, therefore, to provide facilities that enable the GIS user to change the 
structure and sample schemes of data in order to adapt them to different requirements. 
This requires functions not just to create topologically structured vector data and raster 
data models in the first place, but to change between representations, to modify 
classification and sampling schemes, to simplify or generalize data, and to transform 
between different coordinate systems and map projections. Such operations may be 
regarded as preceding operations for spatial analysis.  
     The stage at which the preliminary data processing tasks take place may vary 
somewhat according to the purpose of a GIS. Thus in a well-defined, single application 
context, all such manipulation may take place in conjunction with the data acquisition 
stage, prior to permanent storage of data in a chosen format. In other circumstances the 
acquisition of data from a range of sources, intended for a variety of applications, may 
require much more flexibility to modify data and add hock basis.  
 
:Data Storage and Retrieval.3 .4.42 
     The function of the data storage is the creation of a spatial database. This database 
consists of a combination of vector and/or raster spatial data, and attribute data which 
identify spatially referenced phenomena, attach meaning, via classification codes, and 
record textual and numerical statistics. The attribute data are usually stored in tables 
(relations) which, in the case of object-based GIS, include a unique identifier for the 
corresponding spatial object, accompanied by the various attribute data items. The 
unique spatial object identifier services as a link between the attribute data and the 
corresponding spatial data.  
    However, GIS does not hold maps or pictures, instead it holds a database. The 
database concept is central to GIS and is the main difference between GIS and drafting 
and computer mapping system, which can only produce good graphic output. Database 
systems provide the means of storing a wide range of such information and uploading it 
without the need to rewrite programs. 
    Object-oriented techniques provide the tools for building databases, which (unlike 
relational databases) model complex spatial objects. The database representations of 
objects include, in addition to stored data, specialized procedures for spatial searching 
and for executing queries, which may require geometric and topological data 
processing. Objects in an object-oriented database are intended to correspond to classes 
of real-world object and are implemented by combining data, which describe the object 
attributes, with the procedures, or methods, which operate on them.  
    Much interest has been shown recently in the object-oriented data model as providing 
the potential or single database foundation that can be adapted to the special 
requirements of GIS. The reason for this is that the database development environment 
combines both data storage and special-purpose procedures, which operate on the data. 
This results in a considerable flexibility, enabling the maintenance of a variety of 
different types of spatial data models, each of which may require different low-level 
processing functions to maintain it. Object-oriented techniques are thus well suited to 
the implementation of multimedia databases for GIS that store not just spatial models 
and associative non-spatial attributes but also video, sound and static images.      
Another reason for the interest of object-oriented databases for GIS is that information 
can be represented in a manner, which reflects, to some extent, at least the real-world 
modeling concepts of the object-based view of a spatial information. 
 
:Integration between Remote Sensing and GIS.5 2 
     Many GIS applications require the frequent collection of data over large geographic 
areas to keep their GIS databases up to date or for comparison with an earlier data set. 
Remotely sensed data, with a synoptic view and frequent sampling, support such 
applications. Other applications benefit from the ability of many remote-sensing 
instruments to gather data in regions of the electromagnetic spectrum that would be 
unavailable by other means. In addition to remotely sensed data being a useful input 
source for GIS, the converse is true. Using ancillary data available in GIS databases can 
enhance many remote sensing and image processing analysis techniques (Campbell, 
1987). 
    The concept of full integration between remote sensing and GIS and its benefits have 
been the object of numerous articles and discussions over the past few years. Its 
implementation, however, has been hindered by a number of factors. The primary 
impediment to integration lies in the traditional raster/vector dichotomy.  Most GISs are 
vector based and store data in the form of points, lines and polygons. Image processing 
and analysis systems traditionally are raster based, since that is the natural format for 
remotely sensed data. Raster and vector represent two distinctly different models for 
spatial data, but both have their strong and weak points.  Another noted impediment to 
integration is the difficulty of accessing files from various systems. This process can 
lead to degradation in accuracy, especially if the data set must be converted back and 
forth a number of times. An integrated system could remove this burden from the user 
through the use of a rule-based system and transparent data translation routines. 
     While both systems have separate advantages and disadvantages, raster and vector 
data have the potential, when used in concert, to enhance the other's capabilities and the 
quality of the resulting information. The synoptic view and frequency with which 
satellite images can be obtained make the tasks of creating and maintaining an up-to-
date database, as well as change detection analysis, easier and more economical. In 
addition, ancillary data from a GIS database, such as elevation, slope and aspect 
information, used in conjunction with remotely sensed data have proved effective in im-
proving standard image processing operations such as classification. 
     There exists in the world today a tremendous amount of cartographic, thematic 
information. More and more of this information is being maintained in geographic 
information Systems (GISs) that are designed to accept large volumes of spatial data 
derived from a variety of sources. The GIS efficiently store, retrieve, manipulate, 
analyze, and display these data according to user-defined specifications. This 
cartographic information is usually very static in nature, with most being collected on a 
single occasion and then archived. 
     Remote sensing also produces a tremendous amount of information. However, 
remote sensing systems usually collect data not just on a single date, but on multiple 
dates, allowing the analyst to not only inventory, but also to monitor. The ability to 
monitor development through time provides valuable information about the processes at 
work. Furthermore, remote sensing often provides valuable information about certain 
biophysical measurements, which could be of significant value in modeling the 
environment. Unfortunately, such valuable remote sensing information is not often used 
because it is very difficult to inter-relate the remote sensing information with other 
types of spatially distributed (cartographic) information. The full potential of both GISs 
and remote sensing can best be achieved if the technologies are integrated. 
 
:Remote Sensing and GIS Integration Areas.1 .52 
    Remote sensing and geographic information systems are intrinsically linked. GISs not 
only facilitate the storage of and access to many types of data; they also permit data to 
be updated readily. Indeed, the synergism between remotely sensed data for updating 
GIS information and the use of GIS for improving the information extraction potential 
of remotely sensed data is a major advantage of the merging of these two powerful 
technologies. There is an increasing awareness of the importance of the integration of 
remote sensing and GIS technologies, as a significant trend. The trend toward more 
emphasis on the application of Integrated Geographic Information Systems (IGIS), 
which are defined as systems that can process images as well as raster and vector data 
sets in a consistent fashion. 
2.5.1.1 Computing Environments: 
    The rates of change of computing technology and computing capabilities continue to 
increase. In the last several years, the computing power available in a workstation 
environment has made it possible for detailed analysis and incremental simulation to be 
used to help solve nonlinear or massive problems that operate on huge amounts of 
geographic or image-based data. Operations that usually take hours or days on 
mainframe computers can now be performed in real time, near real or real enough time 
on microcomputers and workstations.  
    Many analysis techniques used in mapping from space and GIS processing can be 
enhanced by taking the advantage of new computer architectures, if consider the process 
a serial computer must perform to simulate human vision. Advanced techniques 
associated with artificial intelligence technology and the development of learning 
systems may approach a solution to the rapid acceptance of GIS technology for real-
world applications. The huge amounts of data that must be analyzed to improve the 
representation of the spatial and temporal dynamics of the integrated global 
environmental system require improved visualization techniques. New remote sensing 
systems are being developed that will exceed the data volumes produced by all previous 
remote sensing systems. These data volumes must be integrated into multidimensional 
GISs, which provide expanded viewing capabilities (Estes, 1992).  
 
2.5.1.2 Data and Data Access: 
    Today, there are many data structures in use. Users are constantly converting from 
one data structure to another. These conversions are not always error free. Another 
issues are the mechanisms and the protocols that make information about the data 
available to potential users. GIS may be viewed as object-based data representation, 
whereas remote sensing can be seen as a location-based representation. Other 
differences include levels of abstraction, levels of accuracy and different levels of 
precision, scale, metric and temporal abstraction. A key to better remote sensing-GIS 
integration may be the construction of database management systems (DBMSs) which 
provide services specific to spatial data handling.  
 
2.5.1.3 Raster and Vector Modes: 
    The result of digital satellite image classification is typically presented as a pixel-by-
pixel labeling of the entire image. These data are easily stored in raster format but 
difficult to convert to vector format. The difficulty lies in the huge number of polygons 
created if the data are directly converted. In a worst-case scenario, each pixel in the 
image would become a polygon. However, in many instances the desired result of 
information extraction processing is not a pixel map but a polygon map of areas of 
similar characteristics. If the resulting product of processing should approximate an 
image map, then it is desirable to reduce a pixel-by-pixel classification to some smaller 
number of polygons. To accomplish this in an effective and efficient manner, raster-to-
vector conversion should occur. 
     Numerous rules have been set up to control conversion of raster data to vectors, but 
the effects on the shape, size and accuracy of these polygons compared with the original 
raster data have not been exactly explored. It is critical that checks be undertaken to 
explore the effects of the raster to vector conversion process for digital remotely sensed 
data. Methods of quantifying the variation between vector to raster and raster to vector 
conversions must be improved (Carter, 1996). 
 
2.5.1.4 Error Sources: 
    Error is a major concern in any remote sensing and GIS application. An extremely 
important issue, from a remote sensing perspective, is the understanding of the possible 
sources and relative magnitude of potential errors that can occur in a GIS analysis when 
using integrated ancillary or collateral data sets. Remote sensing can and does provide a 
significant source of input to GIS analyses. As such, GIS users are equally concerned 
about the types and magnitudes of error that can occur when remotely sensed data are 
utilized in a given analysis. Considerable checks and development are required before 
errors associated with remote sensing and GIS data integration can be adequately 
quantified and reported in standardized formats. 
    Additional information is needed on remote sensing location-error characteristics and 
the correlation between location and classification errors. More knowledge is also 
required on the characteristics of alternative remote sensing platforms and how 
advances in global positioning system (GPS) technology will improve remote sensing 
data location-accuracy. The incorporation of elevation correction in geo-referencing 
procedures for remote sensing data is critical to achieve acceptable location-accuracy 
for incorporation into a GIS. Rather, it represents the most critical areas that should 
receive priority attention at national and international levels (Estes, 1992). 
 
 
 
 
Chapter Three 
 
Methodology 
 
 
:The Study Area .13 
    Greater Khartoum is suggested to be the study area for this research work. The main 
reason behind this suggestion is the strategic location of the area itself, and the city 
witnesses dynamic construction and building activities. On the other hand, The Greater 
Khartoum, being the national capital of the country, contains many topographic, 
thematic and man-made features, which need to be mapped and analyzed. 
    The study area (Fig. 3.1) lies between latitudes 15° 27' 54.2" N and 15° 49' 56.6" N 
and longitudes 32° 24' 10.44" E and 32° 44' 32.99" E. The study-area covers an area of 
approximately 1462.127 Km2 which is corresponding to 0.187% of the total area of the 
Sudan. The area included the three major cities, Khartoum, Omdurman and Khartoum 
North, situated at the confluence of the White Nile and the Blue Nile forming the River 
Nile. The primary land covers in the study area are the water surfaces, agricultural 
fields, mostly irrigated, and some bare sands including vegetated areas. Narrow 
cultivated areas extended on either side of the White, Blue Niles and the River Nile. The 
three cities enclosed by densely populated urban areas. Away from these areas there are 
some scattered buildup areas and shantytowns. 
    The whole area is flat (380.00 – 390.00 m above mean sea level) with only a few 
isolated hills in north and west of Omdurman City. SUNDUS and Alsiliate agricultural 
scheme, at the southern region of Khartoum City is the main agricultural project within 
the area. Khartoum sunt forest lies in the center of the city as the only forest in the area. 
A great variety of communication features presented in the area. Two bridges are 
crossing the White Nile; these are the White Nile Bridge and El-Engaz New Bridge. 
The Blue Nile Bridge as well as Buri Bridge cross the Blue Nile. Shambat Bridge is the 
only one, which crosses the River Nile. A new bridge (Elmanshia), designed to cross the 
Blue Nile at the eastern region of the study area. A very large road network is 
distributed all over the area. Other service-networks such as sewer, telephone, 
electricity, water lines etc are covering most of the study area. The climate of the study 
area is semi-arid characterized by relatively high temperature.  
 
a ) General map of Sudan.                                     b) Greater Khartoum (the study area). 
Fig. 3.1 A location map of the study area (Sudan Survey Department). 
 
     Khartoum state lies in semi-desert biome, where as Khartoum Sunt Forest (Jebel 
Bawzar) together with Khartoum green belt are considered the main reserved urban 
forests located in Khartoum state.  
     Khartoum Sunt Forest (Fig. 3.2) plays an important role in the area regarding the 
ecosystem equilibrium and it represents one of the main recreational areas in Khartoum 
in addition to the socioeconomic roles in the society. The forest was established in the 
year 1921 within the belt of savannah region (Elsiddig and Hetheringtong, 1985). It lies 
between latitutes 15° 35ٰ  and 15° 36ٰ N and longitutes 32° 29ٰ and 32° 30ٰ E. The total 
area of Kharoum Sunt Forest is 482.34 Feddan (Feddan = 0.42 hectare). Recently about 
7.26% (35 feddans) of the total area of the forest has been cleared for the extention of 
the new White Nile bridge. Kharoum Sunt Forest approximately lies at the junction of 
the White Nile (one of the longest rivers in the world) and Blue Nile  and spesifically 
along the eastren bank of the White Nile river at a distance of 1 km south the old White 
Nile bridge. The old name of the forest was Jebel Bawzar where as the recent and today 
name is Khartoum Sunt Forest; Acacia nilotica (Sunt) species covers most of the forest 
together with  Acacia seyal (Talih).  
 
 
Fig. 3.2 Khartoum Sunt Forest 
 
     The forest is underlain at depth by the predominantly crystalline and falsphatic rock 
of the pre-cambrain basement complex whose surface forms a platform on which the 
mesozoic Nubian Sandstone lies. Flood plain, river terraces and deltas have developed 
at different stages of the valleys evolution. The soils are formed of alluvial deposits 
(Flood plain). The clay content increases in an easterly direction i.e away from the river. 
In the Sunt Forest there is a very gentle tilt towards the White Nile. The dark clay on the 
surface changes to grey with depth. The silts topsoil is alkaline. The average clay 
content is between 20 and 40%. As it is expected, silt deposited by the flood water is 
greatest near the White Nile and decreases in depth with distance complete away from 
the river (Mohammed, 1998). 
    The climate is tropical continental (dry and warm in winter with short rainy summer) 
with a high soil moisture. The temperature is characterized by wide daily and seasonal 
change from 41.90° in summer to 15.60° in winter with average temperature of about  
28.75°. The rainfall starts in July and continous to September with average of about 
75.2 mm. The flood regime at the station of Khartoum Mogran is about 27 billion m³ 
(Ibid). The humankind threats the forest by illicit cutting, animals by grazing, insects 
mainly Sphenoptra flugene by causing dieback disease in addition to the grasses, 
climbers and fire. The main objectives of management of the forest are for wood-fuel 
production, building poles, recreational purposes, wildlife habitat including birds 
landing, shelterbelts and grazing as stated by Mohyeldin (1977). 
    In July 15, 1932 the forest was planted for the first time for the purpose of feeding the 
steam trains with fuel. According to the Forest Act issued in 1932 the forest was 
reserved  and registered in the government name on the official gazzette. The year 1946 
witnessed the establishment of forest school, Khartoum nursery, Khartoum arboratum 
and Khartoum Sunt forest office in the forest. Khartoum arboratum acts as a national 
park for landing birds and a habitat for the flying and creeping insects together with 
rabbits, foxes and monkeys. 
     The forest boundaries were demarkated by 12 stones. The first working plan for 
Khartoum Sunt forest was adopted in 1945 by Mr. J.K. Jackson and revised by 
Abdelaziz Bayomi in 1958. The last working plan was executed by Fathielaleem 
Moheyeldin in 1977 where the forest was perfectly demarkated with 12 stones. A new 
work plan for the  forest has been adopted in the year 2003 by a technical team from 
Forest National Corporation and still not officially considered. 
     
:Hardware and Software .23 
    The central piece of equipment used in the present research work was a Personal 
Computer (PC) Pentium IV, 2.7 MHz with 512 MB Ram. The system runs the 
Graphical User Interface (GUI) operating systems (Windows XP 2004). These 
performance configurations were found to be sufficient enough for the digital image 
processing to detect, model and analyze the change in the environmental indicators in 
the study area. A GPS receiver was used to observe the ground coordinates of the 
boundary points of Khartoum Sunt forest.  
     A variety of software has been used to process the remotely sensed data to produce 
digital classified imagery of the study area. In 2001 the International Institute for 
Aerospace Survey and Earth Sciences (ITC) has produced ILWIS (release 3.0) as a 
digital image processing system. ILWIS has been developed with the underlying 
philosophy that it should provide maximum flexibility to its users, and that, for a large 
variety of applications in different disciplines. It is customizable image processing with 
exceptional classification and spatial analysis/modeling. ILWIS supports both vector 
and raster data structures, as well as a tabular attribute data structure. Moreover, the 
ILWIS programs offer sufficient flexibility and modularity to make it possible to 
translate the operations that an application requires into a suitable sequence of 
processing steps. ILWIS is available on various platforms or operating systems, 
Microsoft Windows XP, Windows 2000 and for Windows 98. The raster data structure, 
in combination with the data-transformation software, appears to be more than adequate 
for a large variety of applications in which data analysis and information extraction are 
needed.  As a result, ILWIS has proved to be a powerful and flexible geo-data analysis 
toolbox. 
     ArcGIS-9 Desktop is an integrated suite of advanced GIS applications and interfaces, 
including ArcMap, ArcCatalog, ArcGlobe, ArcToolbox, and ModelBuilder. Using these 
applications and interfaces in unison, any GIS task can be performed, simple to 
advanced, including mapping, geographic analysis, data editing and compilation, data 
management, visualization, and geoprocessing. ArcGIS-9 provides a scalable 
framework for implementing GIS for a single user or for many users on desktops, in 
servers, over the Web, and in the field. ArcGIS-9 is an integrated collection of GIS 
software products for building a complete GIS. It consists of a number of frameworks 
for deploying GIS. ArcGIS-9 is based on a common modular component-based library 
of shared GIS software components. ArcMap is the central application in ArcGIS 
Desktop for all map-based tasks including cartography, map analysis, and editing. 
ArcMap is a comprehensive map authoring application for ArcGIS Desktop. 
ArcCatalog enables organization and management of all GIS information (maps, globes, 
datasets, models, metadata, services, and so on). ArcGIS-9 offers a geo-processing 
framework to derive information through analysis of existing GIS data. It is a critical 
function in all GIS. Geo-processing is used for many GIS activities and to automate 
many batch procedures and methods in a GIS. ArcToolbox is additional framework 
embedded in ArcCatalog and ArcMap and consists of further geo-processing tools. 
Other frameworks are also included in ArcGIS-9 which make it powerful GIS package. 
 
:Procedures .33 
     The test carried out in this study consists of five phases (Fig. 3.3). The acquisition of 
the raw data (spectral images) was the main subject of phase one. Phase two is a 
preprocessing phase, where the raw data was enhanced and errors arising due to the 
imaging process were removed. In phase three the environmental indicators believed to 
have some impacts on urban forest in the study area were highlighted in a classification 
domain that may be used to generate digital classified images of the study area using 
images acquired in years 1987, 1996 and 2000. Phase four and phase five constituted 
the core of this study where the environmental change and impacts on urban forest in 
the study area during the period from 1987 to 2000 were detected, analyzed and 
assessed based on digital image processing and GIS techniques.  
 
 
 
Fig. 3.3 Scope of work 
 
:Data Acquisition  1..33 
    Three sets of spectral bands (1, 2 and 3) acquired by the American Landsat imaging 
system and covering Khartoum scene were available for the present study (Fig. 3.4). 
The satellite data were offered by the Sudanese Remote Sensing Authorities. The data 
were acquired in the year 1987, 1996 and 2000. The first two sets of the raw data were 
acquired by the Thematic Mapper (TM) Landsat-5 system, while the third set was 
acquired by the Enhanced Thematic Mapper plus (ETM+) Landsat-7 system.  
   The spectral resolution of these bands arranged from the visible region up to the 
infrared region of the electromagnetic spectrum, while their spatial resolution is about 
28.5m. These specifications were found to be sufficient enough for modeling the land 
cover and land use features in the study area. In fact the visible region of the 
electromagnetic spectrum has been designed and adopted to be sensitive to reflectance 
from water bodies, green objects and plants with respect to their chlorophyll 
characteristics. The infrared region is highly sensitive to the vegetation and soil 
moisture contents. However, vegetated areas will generally yield high values because of 
their relatively high near-infrared reflectance and low visible reflectance. In contrast, 
water has larger visible reflectance than near-infrared reflectance. Rock and bare soil 
areas have similar reflectance in the two regions. On the other hand the spatial 
resolution of 28.5m is quite suitable for extracting the basic environmental indicators 
associated with the land cover and land use features in the study area. 
 
 
a) Band-1 (1987)                     b) Band-2 (1987)                    c) Band-3 (1987) 
 
d) Band-1 (1996)                     e) Band-2 (1996)                    f) Band-3 (1996) 
 
g) Band-1 (2000)                     h) Band-2 (2000)                    i) Band-3 (2000) 
Fig. 3.4 Landsat spectral bands of Khartoum scene 
     The available remotely sensed data is radio-metrically and geometrically corrected to 
fit the World Geodetic System 1984 (WGS 84) datum. Although the local datum that 
fits the geographic location of Sudan is Clark 1880 Adindan, no coordinate 
transformation operations have been carried out where the research objective is to 
model the environmental changes that have taken place in the study area during the 
period from 1987 to 2000 with respect to a common georeference datum.  
    The basic operations carried-out to acquire the raw data were importing the spectral 
bands into ILWIS environment, reviewing and examining the raw data, description and 
specification processing of the raw data and finally out-lining the essential digital image 
processing operations to be performed to achieve the objectives of this study regarding 
the current status of the raw data. 
     Remotely sensed data is usually acquired and recorded in a predefined format. The 
most common used formats are Band Sequential (BSQ), Band Interleaved by Pixel 
(BIP) and Band Interleaved by Line (BIL). However these formats are not usually 
supported by the digital image processing soft ware packages. Therefore, the importing 
process is an essential integration operation that enables the satellite data to be handled 
and managed by different digital image process software. ILWIS offers an importing 
utility, known as Viageogateway, which can be used to import raster image data 
regardless of its basic format. In other words, raster imageries can be imported without 
feeding image parameters. This utility was used to import the whole sets of the spectral 
bands associated with this study. The resulted imported data is a set of files describing 
the parameters of the spectral bands within ILWIS environment. A binary file 
describing the image contents for each band was generated. Other files describing the 
radiometric and geometric characteristics of all bands were also generated. All these 
files can only be handled and manipulated within the environment of the digital image 
processing software used. 
    The next step in acquiring the raw data was to review and examine the image 
contents of the imported bands. The operation gives a general idea about the image 
contents and the current status of the image data from radiometric and geometric point 
of view. To achieve this purpose a statistical histogram for each band was calculated. 
The calculated histograms were available in graphical and tabular data format 
describing the distribution of the Digital Number (DN) domain within the dynamic 
range (word length) of the computer system. In other words these histograms describe 
the contrast and the brightness values of the corresponding images. Therefore, the image 
analyst can build the general idea about digital image operations that can be performed 
and applied to remove some of the radiometric and geometric errors in order to restore 
and enhance the image data. Once a histogram is calculated a video display of the 
corresponding image can be generated in different color plates. The video display of a 
digital image offers the first impression about the current status of the image contents 
that can be gained by the image analyst. It is a brightness representation of the digital 
number of each pixel in the image grid where the DN values are converted to an 
equivalent voltage to light the corresponding monitor screen pixels. Thus all bands were 
visually displayed and interpreted for errors. As a result the current status of the raw 
data was specified and operations need to be carried out were defined. 
     
:Initial Processing  2..33 
    Since in any satellite image, the possible pixel values are in the range of 0 to 255, but 
in practice, however, not all these values will occur in real images. Therefore, satellite 
images need to be stretched to output range 0 to 255 for better displaying. To achieve 
this objective, a histogram for each raster band was calculated (Fig. 3.5). The histogram 
operation calculates and lists frequency information on the digital number values in a 
raster image or band. This step is essential to assess the suitable histogram enhancement 
technique, which could be applied to the test data to increase the apparent spatial 
resolution and to provide more precise reflectance information. Based on ILWIS 
programs the minimum and maximum brightness values for each spectral band were 
defined (Table 3.1).The minimum and maximum values were used to adjust the 
dynamic range of all bands by involving a sliding and stretching process. These are 
linear mathematical involve suppressing the lowest and highest brightness values in 
each image (band) and stretching the dynamic range of the remaining values (Fig.3.6).  
     The next step in this phase was to extract the study area out of the original bands 
(Khartoum scene). The selection of the study area was subjected to the extent of the 
urban activity and main land cover features in Khartoum area. The boundary limits of 
the study area were used to sub-map the Greater Khartoum urban area from the 
enhanced Khartoum scene raster images to produce the primary test data (Fig.3.7). The 
Sub-map of raster map operation copies a rectangular part of a raster map into a new 
raster map. The row and column numbers or XY-coordinates of the input map should be 
specified to indicate the part of the input map that should be copied into the new raster 
map. 
  
        a) Band-1 (1987)                    b) Band-2 (1987)                    c) Band-3 (1987) 
 
 
        d) Band-1 (1996)                    e) Band-2 (1996)                    f) Band-3 (1996) 
 
 
        g) Band-1 (2000)                    h) Band-2 (2000)                    i) Band-3 (2000) 
Fig. 3.5 Histograms of Khartoum scene original spectral bands  
 
Table 3.1:  The minimum and maximum brightness values for all bands 
Year Band Minimum Maximum 
1 23 115 
2 47 137 1987 
3 39 74 
1 31 119 
2 53 144 1996 
3 45 77 
1 44 70 
2 38 77 2000 
3 34 119 
                 
 
 
 
         a) Band-1 (1987)                   b) Band-2 (1987)                   c) Band-3 (1987) 
 
 
     
 
 
 
      
         d) Band-1 (1996)                  e) Band-2 (1996)                     f) Band-3 (1996) 
 
 
 
 
 
       
        g) Band-1 (2000)                    h) Band-2 (2000)                    i) Band-3 (2000) 
Fig. 3.6 Histograms of Khartoum spectral bands after stretching 
 
 
 
 
 
 a) Band-1 (1987)                   b) Band-2 (1987)                   c) Band-3 (1987) 
 
 
 
 
 d) Band-1 (1996)                  e) Band-2 (1996)                     f) Band-3 (1996) 
 
 
 
    
 g) Band-1 (2000)                    h) Band-2 (2000)                    i) Band-3 (2000) 
Fig. 3.7 Sub-scene spectral bands of the study area 
 
:Digital Image Classification 3..33 
    In this stage of the research work classified images of the study area for the year 
1987, 1996 and 2000 were produced by subjecting the remotely sensed data to different 
classification processing techniques. Before starting the classification process natural 
and False Color Composite (FCC) images for all years have been created by combining 
the three raster images (bands 1, 2 and 3) for each year. Band-1 was displayed in shades 
of red, band-2 in shades of green and band-3 in shades of blue. This was done to obtain 
better visual impression of the reality on the ground (study area). Another useful usage 
of color composite images is that, they serve as background images during sampling and 
subsequent image classification processing.  
    To produce a classified land-cover and land-use image of the study area a supervised 
image classification technique was applied to the preprocessed set of data. The 
supervised classification performs a multi-spectral image classification according to 
training pixels in a sample set. The classification process was carried out in four stages. 
In stage one a sample set of bands combination for each year was created. The sample 
set is special purpose image composite use to derive training sites upon which the 
classification process will be built. The developed sets were assigned the primary colors 
in the order of blue, green and red to obtain a representitve image of the study area that 
to a great extent meet the true color combination. Hence train sites can easily be 
selected based of the common knowledge of the study area. In the second stage a 
domain, which defines the main land-cover and land-use features among the study area, 
was generated and created (Table 3.2). A domain defines the classes or identifiers that 
can be stored in a map or column. The domain provides the link between the map and it 
is corresponding attributes values. Further, a domain uses a certain representation which 
defines the graphical representation of a map (e.g. the coloring). The land-cover and 
land-use feature classes number was determined by studying each band individually and 
by subjecting bands 1,2 and 3 to a pixel information analysis. As a result of this analysis 
12 classes were found to be the most representative set of features which defines the 
land-cover and land-use in the study area.  
     The next stage of the classification process was confined to the sampling process 
where a train site for each class have been defined. Based on the classification domain 
(Table 3.2) train sites for the corresponding classes were carefully selected and 
allocated on the image of the study area (Fig. 3.8). Train sites are usally expressed as 
vector quantities with basic statistical parameters. A good train site is the one with the 
statitical parameter values greater than zero. All selected sites were checked for this 
criteria.  
 
Table 3.2: Ground indicators domain 
No. Class Name No. Class Name 
1 Deep Water 7 Urban Area 
2 Shallow Water 8 Barren Area  
3 Flooded Area 9 Hills 
4 Cultivated Area 10 Rocky Land 
5 Scattered Vegetation 11 Sandy Land 
6 Agricultural Area 12 Sand 
 
     As sampling was the training phase, where classes of pixels with similar spectral 
values were defined, classification was the decision phase, where each output pixel was 
assigned a class name if the spectral value of that pixel is similar enough to a training 
class. If not, the undefined value is assigned. The decision whether pixels are similar 
enough to a class of training pixels depends on the classification method and the 
parameters used for that method. Of course, the classification depends in the first place 
on the spectral values of the pixels that have been selected to serve as training pixels in 
the sampling process. All classification methods calculate the mean, standard deviation 
and predominant values per band for each class of training pixels as defined in the 
sample set. The set of means per class is called a class mean below. Since the Maximum 
Likelihood classifier is recommended for the classification of land-cover and land-use 
features, it was used to produce the final classified images of the study area for the year 
1987, 1996 and 2000. The Maximum Likelihood classification assumes that spectral 
values of training pixels are statistically distributed according to a multi-variant normal 
probability density function. For each set of spectral input values, the distance towards 
each vector of the training sites is calculated. Another factor is added to compensate for 
within class variability. The class name with the shortest distance is assigned, if this 
distance is smaller than the predefined threshold value. Else, the undefined value is 
assigned.  
 
 
 
 
 
 
Fig. 3.8 Train sites selection process 
 
:Environmental Change Detection 4..33 
     In this phase digital image processing techniques were used to detect and assess the 
environmental changes that have taken place in the study area during the period 1987-
2000 (Fig. 4.9). Initially, the classified images of the study area for the year 1987, 1996 
and 2000 were visually interpreted. The interpretation process was carried out by 
examining and reviewing the image contents. The existance and appearance of each 
class was tested and verified. As a further analysis process, all sets of images were 
subjected to additional digital image processing operations. This includes statistical 
histogram computation and image crossing. Histogram computation enables statistical 
analysis to be carried out. These computations resulted in a tabular format as well as 
image format showing the basic statistical parameters such as the mean, the standard 
deviation and the predominant value.  On the other hand the cross operation performs an 
overlay of two raster maps. Pixels on the same positions in both maps are compared; the 
occurring combinations of class names, identifiers or values of pixels in the first input 
map and those of pixels in the second input map are stored. These combinations give an 
output cross map and a cross table. The cross table includes the combinations of input 
values, classes or identifiers, the number of pixels and the area for each combination. As 
a result of the cross process applied to the classified images of the study area a cross 
table for each image was generated. Based on these tables statistical analysis was 
carried out to comment about the amount of change for each class during the specified 
period. This includes the changing from one class type to another. The rate of change in 
term of areas was expressed as a percentage of the total area of the specific class as well 
as the total classified area. However, the previous processing enables the assessment of 
the environmental changes taken place in the study area during the time damain of this 
work.  
 
 
Fig. 3.9 Environmental change detection and analysis  
              based on digital image processing techniques 
:Environmental Impacts Analysis and Assessment 5..33 
     The final phase of this study was to detect, model and analyze the environmental 
impacts on urban forest in the study area during the period from 1987 to 2000. This 
mainly will be done to enable the assessment of these impacts in general and 
particularly in Khartoum Sunt forest as a case study. The analysis process was carried 
out based on GIS techniques. GIS was used to overlay and analyze the classified images 
in a vector mode. The vector mode is an intelligent mathematical model format that 
enables more accurate analysis operations. 
     Figure 3.10 shows the GIS operations carried out to detect and assess the 
environmental changes taken place in the study area during the period 1987-2000.The 
classified images obtained in the classification phase were vectorized. The vectorization 
process attempts to create polygons for neighboring pixels which have the same class 
name or identifier (ID) or exactly the same value. In an input map which uses a class or 
ID domain, the areas with a certain class name or ID are clearly distinct, thus, it is rather 
simple to find the areas. However, in a value map or an image, there are usually no 
distinct areas with exactly the same value; the values of neighboring pixels may be 
similar but are usually not exactly the same. As the operation attempts to find areas 
where neighboring pixels have exactly the same value, the resulting output map will 
usually contain very many areas; these areas may consist of individual pixels or of small 
groups of a few pixels. Khartoum Sunt Forest boundary was delineated and digitized 
based on the georeferenced image (year 2000) of the study area. As a result new vector 
coverage was created. 
     ArcGIS-9 as a professional GIS software package was used to construct the GIS 
environment topology for all vectorized maps including Khartoum Urban Forest vector 
coverage. The GIS topology is a set of governing rules applied to feature classes that 
explicitly define spatial relationship that must exist between feature data. Object-
oriented databases for all maps have been generated based on the classification domain 
already used in image classification phase. Thus a feature class for each map has been 
generated. The feature class is a collection of geographic features with the same 
geometry type (such as point, line or polygon), the same attributes and the same spatial 
references. Feature classes allow homogeneous feature to be grouped into a single unit 
for data storage purposes. By generating feature classes overlay and analysis operations 
can be carried out based on the spatial data or/and attributes (databases). 
 As an initial assessment step the land cover maps of the study area in the year 
1987, 1996 and 2000 were generated and assigned the same legend properties. To 
extract the zones in the study area subjected to be urban forest area the three land-cover 
maps were identically overlaid. The GIS identity operation computes a geometric 
intersection of the input (original map) and identity (predicted map) features. The input 
feature or portion of the input features which overlap identity features will get attributes 
from the identity feature. A query process was applied to the final produced map to pick 
out the urban forest zones. The query criteria was such that the selected area should 
either be covered with scattered vegetation, agriculture, sandy land, flooded area and 
barren land.  
     To extract the sustained forest zones in the study area the land cover map for each 
year was subjected to previous query process based on the selection operation offered 
by the GIS activity. As a result three new layers were created. The new layers were 
identically overlaid to produce a new layer consisting of the geometrical properties of 
the overlaid layers as well as their corresponding attributes. In other words the produced 
layer is a common layer showing the urban forest zones of the study area in year 1987, 
1996 and 2000. Thus, the sustained zones are those satisfying the urban forest criteria in 
all years. Therefore, a selection process was applied to the last produced layer to 
generate a sustained urban forest map of the study area. 
     The non sustained urban forest zones in the study area were outlined by producing a 
non sustained urban forest map for each year. The criteria adopted for the non sustained 
urban forest query was such that the selected zone should either be covered with sand, 
rocks, hills or it should be a cultivated or an urban area. The non sustained urban forest 
maps were intersected with each other. The Intersect GIS tool calculates the geometric 
intersection of any number of feature classes and feature layers. The features or portion 
of features which are common to (intersect) all inputs will be written to the Output 
Feature Class. As a result a map defines the non sustained zones in the study area was 
generated.  
 
 
Fig. 3.10 Environmental impacts assessment based on GIS techniques 
     Further query process was applied to the non sustained urban forest map (layer) to 
comment about the environmental factors believed to be the main causes of the non 
sustainability of urban forest in the study area. The map was subjected to a selection 
operation to pick out each factor individually. Five new layers defining the cultivated 
area, sand land, rocky land, hills and urban area were generated respectively.  
     The Khartoum Urban Forest layer was used to extract the same relationships for 
Khartoum Forest area. The three land cover maps of the study area for the year 1987, 
1996 and 2000 were individually clipped by the Khartoum Urban Forest layer to 
produce new layers showing the land cover within the Khartoum Sunt Forest in the 
corresponding years. The Clip process cuts out a piece of one feature class using one or 
more of the features in another feature class as a 'cookie cutter'. This is particularly 
useful for creating a new feature class that contains a geographic subset of the features 
in another larger feature class. The attributes of the features in the output feature class 
are the same as those of the features in the feature class being clipped. The same process 
was repeated with the sustained, non sustained and individual non sustained factors' 
layers of the study to produce corresponding relationships' layers associated with 
Khartoum Urban Forest area.  
     The output results of the whole analysis phase were subjected to further 
interpretation and statistical analysis. The land cover maps of the study area and 
Khartoum Forest area for the year 1987, 1996 and 2000 were visually interpreted and 
compared to each other to detect the existence and appearance of urban forest 
environmental indicators and to estimate the changes that have taken place during the 
period 1987-2000. On the other hand the total area for each feature class in the layers 
associated with sustained and non sustained urban forest area was computed. The output 
results of the previous process were used to compute the percentage (in terms of area) of 
the activation and contribution of the environmental factors that have great impacts on 
urban forest sustainability. 
     However, the real contribution of the present study is the dynamic digital GIS model 
developed for the study area based on remotely sensed data. The model was very useful 
in detecting and assessing the amount of change of the environmental indicators 
associated with urban forest. Moreover the model offers solutions and answers for 
frequently asked questions about various urban forest activities in the study area.  
Chapter Four 
 
Results and Discussion 
 
 
:Digital  Image Classification .14 
     As an initial classification process and for better visual impression of the reality on 
the ground (study area), color composites images were created (Fig.4.1) and visually 
interpreted (Table 4.1). The interpretation process was carried out to build a pre-
knowledge base about the environmental items associated with urban forest activities in 
the study area. In fact the process was very important to varify and identify the suitable 
classes to be classified. The same is true for selecting training sites for each class during 
the classification process.  
 
 
a) Year 1987                           b) Year 1996                          c) Year 2000 
Fig. 4.1 False Color Composites (RGB 123) of the study area 
 
Table 4.1: Interpretation results of color composites of the study area. 
Item Interpretation Results  Main 
Class Class        Year 1987 1996 2000 
Agricultural Area Excellent Excellent Poor 
Cultivated Area Good Good Fair Vegetated 
Scattered Veg. Good Good Excellent 
Shallow Water   Very Good Very Good Excellent 
Deep Water      Excellent Excellent Poor Water Bodies 
Flooded Area    Fair Good Very Good 
Sand            Poor Poor Poor 
Sandy Land      Very Good Very Good Good 
Rocky Land      Poor Poor Poor 
Hills           Fair Fair Fair 
Urban Area      Good Good Fair 
Non 
Vegetated 
Barren Area      Very Good Very Good Good 
Note: Poor<21%, Fair < 41%, Good< 61%, Very Good < 81%, Excellent >80% (approximately) 
 
    Referring to Table 4.1 tewelve classes were identified with different appearance level 
in each color composites of the three years. These are agricultral area, cultivated area, 
scattered vegetation, shallow water, deep water, flooded area, sand, sandy land, rocky 
land, hills, urban area and barren area. The identified classes were categorised into three 
major ground objects as vegetated, non-vegetated and water bodies. According to the 
classification process carried out in this study the vegetated category includes 
agricultural area, cultivated area and scattered vegetation where as the non-vegetated 
category was classified into sand, sandy land, rocky land, hills, urban area and barren 
area. The water-bodies category includes shallow water, deep water and flooded area. In 
general the interpretation results show that the water bodies are the most interpratable 
catergory in all years while on the other hand the non-vegetated catergory was found to 
be the least one. In details the shallow water was the best interpratable class. The 
scattered vegetation, sandy land and barren area were found to be moderately 
interpretable classes. The sand and the rocky land classes were poorly interpreted. 
Although the agricultural area as well as the deep water classes were excellently 
interpreted in year 1987 and 1996, they were poorly interprated in year 2000. The other 
classes were vary.  
     However, the interpretation results gave a good impression that all classes in color 
composites of year 1987 and 1996 can be sampled for further classification process. The 
same situation is not true for year 2000 where there is a remarkable overlap between 
cultivated and the deep water classes and to some extent the agriculture class is also 
included. Moreover, the hills and rocky land were very difficult to be distinguished 
from water bodies and some times from cultivated area. This situation may be due to the 
fact that the satillite data for the year 2000 was aquired in a rainy season. This leeds to 
the sharp need for ground truth identification. Therefore, the sampling process for color 
composite of year 2000 was carried out based on train sites selected inside Khartoum 
Urban Forest (known area for the researcher). Train sites for the hills and rocky land 
were selected depending on their topographic features, patterns and the surrounding 
area. Figures 4.2 to 4.4 show classified  land cover maps of the study area for the year 
1987, 1996 and 2000 respectively. 
 
 
Fig. 4.2 Land cover map of the study area ( 1987) 
 
 
 
 
Fig. 4.3 Land cover map of the study area ( 1996) 
 
 
  
Fig. 4.4 Land cover map of the study area ( 2000) 
 
 :Environmental Change Detection .2 4 
     To investigate and to evaluate the environmental change in the study area during the 
period from 1987 to 2000, changes during 1987-1996, 1996-2000 and 1987-2000 were 
detected and subjected to interpretation and statistical analysis based on digital image 
processing techniques. 
      The basic digital image processing operations carried out to detect the 
environmental changes includes statistical histogram computation and image crossing. 
Figures 4.5 to 4.7 show the statistical histograms of the classified  land cover maps of 
the study area for the year 1987, 1996 and 2000 respectively. Referring to Figure 4.2 to 
Figure 4.7 the urban area was found to be the predominant land-cover feature in years 
1987 and 1996 while in year 2000 the scattered vegetation was the predominant one 
with small variation from the urban class. The reason for the degradation in urban area 
in 2000 may be due to the fact, already stated before, that the spectral bands of year 
2000 were acquired in rainy season (Fig. 4.1c).  
 
 
Fig. 4.5 Statistical histogram of the land cover map of the study area ( 1987) 
 
 
Fig. 4.6 Statistical histogram of the land cover map of the study area ( 1996) 
 
 
 
Fig. 4.7 Statistical histogram of the land cover map of the study area ( 2000) 
      
     In terms of image pixels the barren area in year 1987 covered approximately 430000 
pixels. This figure was reduced to 290000 and 175000 pixels in year 1996 and 2000 
respectively, which indicates a great increasing of urban and scattered vegetation areas 
against a sharp decrease in barren area. In other words the study area witnessed an 
urbanization activity during the period 1987-2000. The number of pixels for areas 
covered with sand, hills and rocks was approximately reduced from more than 200000 
in year 1987 to less than 100000 in year 2000, which reflects the same conclusion. The 
agricultural area approximately remains with no remarkable change in all years 
(covered around 100000 pixels). The cultivated area was gently reduced from 70000 
pixels in year 1987 to about 40000 pixels in year 1996 with no remarkable difference in 
year 2000. However, the previous analysis gives a quick estimation that the encouraging 
urban-forest factors in the study area are dynamically increasing.  
     Table 4.2 summarizes the statistical analysis carried out based on histogram data of 
the classified image (land cover map) of the study area for the year 1987, 1996 and 
2000. Refering to Table 4.2 approximately 18.37% of the total area  was covered by 
vegetated bodies in year 1987 where as 32.48% and 51.16% was recorded for the year 
1996 and 2000 respectively. For the non-vegetated bodies the corresponding figures 
were recorded as 77.41%, 60.61% and 40.48% for the same years. This is a quick 
indication of urban forest sustainability in the study area. The rate of change in water 
bodies during the periods 1987-1996 and 1996-2000 was recorded to be 2.77% and 
0.9% of the total area respectively. Again this suppors the indication stated above that 
urban forest in the study area seems to be sustained. 
      In order to evaluate the amount of change for individual classes the images of the 
three years have been crossed with each other.  The crossing process was carried out to 
model and highlight the rate of change of each item during the periods 1987-1996 and 
1996-2000. Further more the process enables to find and clarify new items that replaced 
previous ones during the specified period. Results obtained from the cross process have 
been subjected to statistical analysis. As stated before, factors that encourage urban 
forest activity in the study area have been categorized as scattered vegetation, 
agricultural area, barren land, sandy land and flooded area. On the other hand, factors 
not encouraging urban forest activity in the study area were classified as urban area, 
cultivated area, sand land, rocky land and hills. Although scattered individual trees 
constitute one of the urban forest components, the present study skipped this factor. 
This was due to the low spatial resolution of the spectral bands used (28.5m), which 
does not allow the detection of  small ground objects (less than 28.5m).    
       
Table 4.2: Histogram statistical analysis of the classified cover maps of the  study area
Item Area (Sq. Km.) Area % Main 
Class Class                Year 1987 1996 2000 1987 1996 2000 
Agricultural Area 100.245 52.787 125.397 6.86 3.61 8.58 
Cultivated Area 60.265 29.298 39.334 4.12 2.00 2.69 Vegetated  
Scattered Vegetation 108.124 392.760 583.335 7.39 
26.8
6 
39.9
0 
Shallow Water   29.476 41.747 41.051 2.02 2.86 2.81 
Deep Water      20.374 20.470 28.984 1.39 1.40 1.98 Water Bodies 
Flooded Area    8.486 36.583 41.859 0.58 2.50 2.86 
Sand            2.127 11.971 7.958 0.15 0.82 0.54 
Sandy Land      177.558 23.071 5.311 12.14 1.58 0.36 
Rocky Land      176.323 92.914 0.000 12.06 6.35 0.00 
Hills           4.190 17.517 1.599 0.29 1.20 0.11 
Urban Area      424.245 515.294 442.660 
29.0
2 
35.2
4 
30.2
8 
Non 
Vegetat
ed  
Barren Area      347.377 225.406 134.288 
23.7
6 
15.4
2 9.18 
Ancillary Data: 
Sum (classified Items) 1458.789 
1458.78
9 
1451.77
4 
99.7
7 99.8 99.3 
Undefined Pixels 3.338 2.309 5.969 0.23 0.16 0.71 
Total 1462.127 
1462.12
7 
1462.12
7 100 100 100 
Predominant Class 424.245 515.294 583.335 29.02 35.2
39.9
0 
Predominant Frequency 424.245 515.294 583.335 29.02 35.2
39.9
0 
 
 
     Table 4.3 summarizes the statistical analysis results of the scattered vegetation class. 
In general the amount of change in scattered vegetation in the study area during the 
periods 1987-1996, 1996-2000 and 1987-2000 was recorded as 7.39%, 26.86% and 
39.90% of the total area respectively (Table 4.2). This is a good indication of a 
conservative pattern change of the urban forest in the study area. In 1996 about 45.12% 
of the area covered with scattered vegetation in 1987 remained as it is while 51.35% 
was changed to barren area. In 2000 the change in scattered vegetaion was almost 
negligable where 93.20% of the scattered vegetataion area (1987) was still covered with 
scattered vegetataion. Therefore, it can be stated that scattered vegetation area was 
found to be sustained during the period 1987-2000. 
 
 
 
 
 
Table 4.3: Statistical analysis results of the Scattered Vegetation  
 
 
     Throughout the period associated with this study, approximately 50% of the 
agricultural area remained as it is and 25% was occupied by urban activities (Table 4.4). 
The situation is not surprising where increasing in urbanization is always synchronized 
with increasing in agriculture area to meet some urbanization requirements.  
 
Table 4.4: Statistical analysis results of the Agricultural Area 
 
 
     Barren area as an encouraging urban forest factor witnessed a great change during 
the study period, where only 24.74% remained as barren area in 2000 (Table 4.5). 
Fortunately about 44% of the area classified as barren  in 1987 was covered with 
scattered vegetation (urban forest factor) in 2000. However, changes detected in 
agricultural and barren area showed an increase in urban area which consolidates that 
the urban factor has great impacts on urban forest sustainabilty.        
  
 
Table 4.5: Statistical analysis results of the Barren Area 
 
 
     Table 4.6 sammarizes the analysis results of the sandy land class. It is obvious that 
area covered with sand decreased from 11.14% in 1987 to 1.12% in 2000 where 98.07% 
of the sandy land was found to be covered with scattered vegetation in 2000. This 
reflects that the study area is not endangered with desertification and hence supports 
urban forest sustainability.  
 
Table 4.6: Statistical analysis results of the Sandy Land 
 
 
     Table 4.7 reflects no remarkable changes in the flooded area during the study period. 
This may be due to the short time interval of the study period (13 years). However, 
flooded area has some role to play in natural regeneration of urban forest and hence 
leads to urban forest sustainability. Nevertheless, water bodies in general are one of the 
most important factors supporting urban forest. Although water bodies are considered as 
a  main factor that leads to the settlement of people and that other urban activities 
constitute an  obsticle to urban forest, but in the same time water supply remains as an 
essentail factor that encourages and assists urban forest sustainabilty. 
 
 
Table 4.7: Statistical analysis results of the Flooded Area 
 
 
     As an early conclusion the rate of change in the factors encourging urban forest, as 
classified in this study, was found to be towards urban forest sustainabilty. A 
remarkable increase was detected in scattered vegetation and agricultural area. This was 
synchronized with a decrease in sandy land with a great replacement of barren area with 
scattered vegetation. 
     In order to complete the picture, changes in other factors not encouraging the 
sustainability of urban forest were modeled and detected. These include urban area, 
cultivated area, sand land, rocky land and hills. Throughout the study period urban area 
was found to be flucuating within a narrow range from 63.97% in year 1987 to 57.29% 
in year 1996 and 65.63% in year 2000 (Table 4.8). This was equivelant to about 20% of 
the total study area in all years. A slight increase in urban patterns together with the 
vegetated bodies (from 15.78% in year 1987 to 18.39% in year 2000) was remarked. 
Urban area out of the non-sustained urban forest factors was found to be the major 
factor that stands againist the enlargment of urban forests activity in the study area. 
 
Table 4.8: Statistical analysis results of the Urban Area 
 
     The changes in cultivated area strongly reflect the sustainability of urban forest in the 
study area (Table 4.9). Only about 11.50% of the cultivated area remained unchanged 
through the period 1987-2000. Approximately 29% of the cultivated area was covered 
with agriculture in 2000. A creeping of urban activities againist the cultivated area was 
recorded as 12.92% in 1987 and 30.41% in 2000.  
 
Table 4.9: Statistical analysis results of the Cultivated Area 
 
 
     Table 4.10 gives the results of the statistical analysis of the sand land during 1987-
2000. The striking feature of these results is the continous reduction in area covered 
with sand. Most of the sand area was changed to barren and urban areas or covered with 
scattered vegetation. Again this supports the sustainability of urban forests in the study 
area. 
 
Table 4.10: Statistical analysis results of the Sand Land 
 
 
 
 
     The rocky land and hills were greatly affected by urban activities as well as 
agricultural and vegetation growth (Table 4.11 and Table 4.12). The results show that 
71.87% of the rocky land was covered with scattered vegetation while 19.53% was 
occupied by urban activities in year 2000. On the other hand 15.05% and 21.53% of 
hills was each covered with vegetation and agriculture respectively and 26.75% was 
replaced with urban area. Although great changes in rocky land and hills were detected, 
the picture does not sharply reflect the effects of these changes regarding the 
sustainability of urban forest in the study area. In fact rocky land and hills were found to 
be distributed in small areas. The average of the total sum of the area covered with these 
items in all years was 49.76 Km2, which represents about 3.4% of the study area.   
 
Table 4.11: Statistical analysis results of the Rocky Land 
 
 
 
Table 4.12: Statistical analysis results of Hills 
 
 
 
 
: Environmental Impacts on Urban ForestAnalysis and Assessment of  3.4 
    One of the main objectives of the present study is to analyize and assess 
environmental  impacts on urban forests in the study area during the period from 1987 
to 2000. The anaylsis and assessment work will be verified based on the pre-knowledge 
of Khartoum reserved urban forest. The knowledge was gained and collected from 
existing documents, literautre review, working plans of the forest itself and from the 
previous experience of the researcher. A wide range of procedures, based on GIS 
techniques, was carried out to meet these objectives.  
     Figure 4.8 shows vector maps describing the spatial relationships of the land cover 
features in the study area for the years 1987, 1996 and 2000. These maps were produced 
by subjecting the classified images of the study area, for the years stated above, to GIS 
vectorization process. Further vectorization process was carried out to delineate and 
digitize Khartoum Urban Forest boundary (Fig. 3.2).   
 
 
a) Year 1987                          b) Year 1996                           c) Year 2000 
Fig. 4.8 Vector maps of the study area 
 
     Tables 4.13 to 4.15 give the basic GIS topology for all vectorized maps where 
object-oriented databases have been generated based on the classification domain 
already used in image classification phase. The main items of these data bases are 
object, shape, area, perimeter, system identifier, user identifier and domain. All these 
items except the last one are spatial relationships that describe the geometrical 
relationships of ground objects that they represent. The domain item is a non-spatial 
relation that describes the class of each object based on the classification process carried 
out in the classification phase of this study. Further non-spatial items can be added to 
describe new relationships according to predefined requirements. This activity makes 
GIS a dynamic system.    
 
Table 4.13: Example of the attribute data of vector map 1987 
 
 
Table 4.14: Example of the attribute data of vector map 1996 
 
 
Table 4.15: Example of the attribute data of vector map 2000 
 
 
     Figures 4.9 to 4.11 show vector land cover maps of the study area for the years 1987, 
1996 and 2000 respectively. Figure 4.12 shows the corresponding maps for Khartoum 
reserved urban forest. These maps were produced based on the topology already 
constructed. As stated before the vector mode is more intelligent than the raster mode in 
modeling the real word. The raster mode is based on the pixels size of the image (28.5 
m for the present case study). While on the other hand, the vector mode is based on the 
basic geometrical properties of points, arcs (segment lines) and polygons. Moreover, 
objects are sharply delineated and defined in the vector mode. Therefore, temporal 
analysis resulted in sufficient results when the vector mode is used. Thus GIS is suitable 
to be used for analyzing environmental impacts on urban forests.   
  
 
Fig. 4.9 A vector land cover map of the study area (1987) 
 
 
Fig. 4.10 A vector land cover map of the study area (1996) 
 
Fig. 4.11 A vector land cover map of the study area (2000) 
 
 
a) Year 1987                           b) Year 1996                           c) Year 2000 
Fig. 4.12 Vector land cover maps of Khartoum Urban Forest 
 
     Figure 4.13 shows area subjected to be urban forest inside the study area in year 
1987, 1996 and 2000. These areas have been extracted by applying a query process to 
select the factors encouraging urban forests out of all classes. Referring to Figure 4.13 
and based on visual interpretation, large area seemed to be covered with urban forest in 
2000, while the least one was interpreted in 1996. This result oriented the analysis 
towards the same conclusion obtained from the change detection analysis phase that 
urban forest in the study area is sustained. Figure 4.14 shows the area subjected to be 
urban forest inside Khartoum sunt forest in the same years. The result was obtained by 
applying the same procedures applied to extract area subjected to be urban forest in the 
study area. 
 
 
a) Year 1987                          b) Year 1996                           c) Year 2000 
Fig. 4.13 Urban forest area in greater Khartoum 
 
 
a) Year 1987                           b) Year 1996                           c) Year 2000 
Fig. 4.14 Urban forest area in Khartoum sunt forest 
      
     GIS identity operation was used to overlay the three vector maps describing the area 
subjected to be urban forest in the study in year 1987, 1996 and 2000. The resulted new 
vector map was subjected to a query process to produce the area subjected to be urban 
forest in all years (Fig.  4.15). Figure 4.16 shows the area subjected to be urban forest in 
all years in Khartoum sunt forest. The result was obtained by using Khartoum sunt 
forest vector map (boundary) to clip the vector map that defines the sustained urban 
forest in the study area. 
     The three vector maps describing the area subjected to be urban forest were 
intersected with each other to produce the sustained urban forest area inside the study 
area (Fig. 4.17). The resulted new vector map outlined areas occupied by one of the 
encouraging urban forest factors in all years. Figure 4.18 shows the sustained urban 
forest area inside Khartoum sunt forest.  
 
Fig. 4.15 Area subjected to be urban forest  
 
 
Fig. 4.16 Area subjected to be urban forest in Khartoum sunt forest  
 
Fig. 4.17 Sustained urban forest  
 
 
Fig. 4.18 Sustained urban forest in Khartoum sunt forest 
     The same procedures were carried out to extract the non-sustained urban forest zones 
in the study area as well as in Khartoum reserved urban forest. Of course the query was 
different. The resulted maps are those that show areas that were not occupied by any of 
the encouraging urban forest factors through all years but at least in one of these years 
the selected areas had been occupied by one of these factors. Figure 4.19 and Figure 
4.20 show the non-sustained zones on the study area and inside Khartoum forest 
respectively. 
 
Fig. 4.19 Non-sustained urban forest area 
 
 
 
Fig. 4.20 Non-sustained urban forest area in Khartoum sunt forest 
    Table 4.16 gives the results of the statistical analysis carried out to extract the areas 
under urban forest and whether sustained or not sustained. The analysis covered the 
study area as well as the Khartoum reserved urban forest. 
 
Table 4.16: Statistical analysis for urban forest area 
Item Site Area (Sq. Km.) Area % 
Study Area 1462.127 100.00 Total area 
Khartoum Forest 1.965 0.13
Study Area 896.248 61.30 Area subjected to be urban forest 
Khartoum Forest 1.670 84.99
Study Area 456.280 31.21 Sustained urban forest area 
Khartoum Forest 0.448 22.80
Study Area 912.725 62.42 Non-sustained urban forest area 
Khartoum Forest 1.352 68.80
 
     Referring to table 4.16 about 61.30% of the total area was subjected to be urban 
forest. These are the areas that had been occupied as the result of one of the factors 
encouraging urban forest during the period of the study. The corresponding area in 
Khartoum sunt forest was found to be 84.99% of the total area of Khartoum sunt forest. 
The sustained urban forest area was recorded as 31.21% of the total area while the non- 
sustained area was 62.42%. This is equivalent to a ratio of 1:2 respectively. For 
Khartoum sunt forest the ratio was found to be 1:3 where 22.80% of the forest area was 
found to be sustained while 68.80% was not sustained. However, 50.91% of the area 
subjected to be urban forest was found to be sustained. In Khartoum sunt forest the 
corresponding figure was found to be 26.83%.     
     Although 50.91% of the area subjected to be urban forest in the study area was found 
to be sustained during the study period, only 26.83% of Khartoum reserved forest was 
sustained. This may be due to many factors such as cutting rotation cycle of the forest 
work-plan, establishment of the new White Nile Bridge and mismanagement behavior 
of the forest resources. 
      To complete the image of this study the non-encouraging urban forest factors (urban 
area, cultivated area, sand land, rocky land and hills) were individually analyzed. This 
was done by extracting each factor out of the non-sustained urban forest area (Fig. 
4.21). For verification and assessment purposes the same factors in Khartoum sunt 
forest (Fig. 4.22) have been extracted out of the non-sustained area (Fig. 4.23). Table 
4.17 and Table 4.18 summarize the statistical analysis of these factors in the study area 
as general and in Khartoum reserved urban forest. 
 
 
a) Urban Area                                                 b) Cultivated Area 
  
 
 
 
c) Sand Land                                                   d) Rocky land and Hills 
 
Fig. 4.21 Non-encouraging urban forest factors in the study area 
 
 
a) Year 1987                           b) Year 1996                           c) Year 2000 
Fig. 4.22 Not encouraging factors in Khartoum sunt forest 
 
 
a) Urban area in 1987           b) Urban area in 1996               c) Urban area in 2000 
  
 
 
c) Cultivated area in 1987     d) Cultivated area in 1996       e) Cultivated area in 2000 
  
 
 
                        f) Rocky Land in 1996           g) Hills in 1996 
 
Fig. 4.23 Individual non-encouraging factors in Khartoum sunt forest 
Table 4.17: Statistical analysis for non-sustained urban forest factors in the study area 
 
 
Table 4.18: Statistical analysis for non-sustained urban forest factors in Khartoum sunt forest 
 
 
     Referring to Table 4.17 most of the non-sustained urban forest area was occupied by 
urban activities all through the study period (65.26%). The urban area increased from 
28.84% (year 1987) to 35.68% (year 1996) and to 27.94% (year 2000) out of the total 
area. This is equivalent to 64.81%, 78.74% and 89.97% with respect to the non-
sustained urban forest area. Such a result was expected where urbanization world-wide 
is increasing. In Khartoum sunt forest the rate of change in the urbanization pattern was 
found to be decreasing (Table 4.18). This reflects the previous conclusion that the forest 
is sustained.   
     The results indicate that 9.90% of non-sustained urban area was continuously 
subjected to fluctuating cultivation activity. In Khartoum sunt forest the cultivation 
activity reached its highest rate in 1996. Almost 54.31% of the non-sustained area in the 
forest had been cultivated in 1996. The percentage of the cultivated area in year 1987 
and 2000 was found to be 4.69% and 4.89% out of the total area of the forest. For the 
same years the percentage of cultivated area out of the non-sustained urban forest area 
was recorded as 6.82% and 7.10% respectively. 
     The sand, rocky land and hills as non-encouraging urban forest factors seemed to 
have less impact on the sustainability issue of the urban forest in the study area. The 
area covered with these factors in year 2000 was found to be less than 1.64% of the area 
classified as not sustained urban forest. The corresponding percent for year 1996 and 
1987 were 16.89% and 26.12% respectively. Therefore, a sharp decrease in areas 
covered with these factors was detected. This may be due to the creeping of the urban 
activity in the study area.  In Khartoum sunt forest the same situation was found to be 
true. The area covered with these factors was almost zero except in year 1996 where 
small scattered rocks were detected. In fact year 1996 witnessed the highest rate of 
cultivation activities, which may be a direct cause of the appearance of some rocks that 
was covered with other land-cover features in year 1987. This is likely to be true where 
no rocks or rocky land were detected in year 2000 (Table 4.18).  
     Finally, the test and analysis carried throughout the present study show that 61.30% 
of the study area is subjected to be urban forest.  More than 50% of this area was found 
to be sustained urban forest. The study also came to the conclusion that increasing urban 
activity was not on the account of the urban forest in the study area. Although 
approximately 30% of the study area was found to be occupied by urban activities 
(Table 4.2), still large area was found to be promising towards sustained urban forest. 
Moreover, 54.98% of the total area was covered with encouraging urban forest factors 
while only 33.62% was covered with non-encouraging factors (Table 4.2). This strongly 
supports the conclusion stated above. 
 
Chapter Five 
  
Conclusion and Recommendations 
 
 
5.1 Conclusion: 
     According to the analysis carried throughout this study it can be concluded that: 
a) An area of 456.280 Km2 out of the study area (1462.127 Km2) was found to be 
sustained urban forest, which is equivalent to 31.21% of the total area. Only 
22.80% (0.448 Km2) of Khartoum sunt Forest area (1.965 Km2) was sustained.  
b) The non sustained urban forest area was found to be 62.42% (912.725 Km2) of 
the total area. Therefore, the ratio of sustained to the non sustained urban forest 
area is equivalent to 1:2. For Khartoum sunt forest the ratio was found to be 1:3 
where 68.80% of the forest area was found to be not sustained. 
c) As extracted in this study, 61.30% (896.248 Km2) of the study area is subjected 
to be urban forest. The corresponding figure for Khartoum sunt Forest was 
found to be 84.99% of the total area of the forest. 
d) The study also came to the conclusion that increasing in urban activity was not 
on the account of the urban forest in the study area. Although approximately 
30% of the study area was found to be occupied by urban activities, still large 
area was found to be promising towards sustained urban forest. Moreover, 
54.98% of the total area was covered with land cover features that encourage 
urban forest. On the other hand only 33.62% of the study area was covered with 
non-encouraging factors. However, urban activity was found to be the major 
factor that stands against the enlargement of urban forest activity in the study 
area. 
e) The rate of change in the encouraging urban forest factors, as classified in this 
study, was found to be towards urban forest sustainability. A remarkable 
increase was detected in scattered vegetation and agricultural area. This was 
synchronized with a decreasing in sandy land with a great replacement of barren 
area with scattered vegetation. 
f) The scattered vegetation was detected to be covered 7.39%, 26.86% and 39.90% 
of the total area in year 1987, 1996 and 2000 respectively. This was a good 
indication of a conservative pattern change of the urban forest in the study area. 
Therefore, it can be stated that scattered vegetation area was found to be 
sustained during the period 1987-2000. 
g) Throughout the study period, approximately 50% of the agricultural area 
remained as it's and 25% was occupied by urban activities. The image is not 
surprising where increasing in urbanization is always synchronized with 
increasing in agriculture area to meet some urbanization requirements. 
h) Barren area witnessed a great change during the study period, where only 
24.74% of barren area in 1987 remained as barren area in 2000. Fortunately 
about 44% of the area classified as barren in 1987 was covered with scattered 
vegetation (encouraging urban forest factor) in 2000. 
i) The analysis results of the sandy land shows that area covered with sand 
decreased from 11.14% in 1987 to 1.12% in 2000 where 98.07% of the sandy 
land was found to be covered with scattered vegetation in 2000. This reflects 
that the study area is not endangered with desertification and hence supports 
urban forest sustainability.  
j) There are no remarkable changes in the flooded area during the study period. 
This may be due to the short time interval of the study period (13 years). 
j)  Changes in cultivated area strongly reflect the sustainability of urban forest in the 
study area. Only about 11.50% of the cultivated area remained unchanged 
through the period 1987-2000. Approximately 29% of the cultivated area was 
covered with agriculture in 2000. A creeping of urban activities against the 
cultivated area was recorded as 12.92% in 1987 and 30.41% in 2000.  
k) The striking feature of sand land change detection results was the continuous 
reduction in area covered with sand. Most of the sand area was changed to 
barren and urban areas or covered with scattered vegetation. Again this supports 
the sustainability of urban forest in the study area. 
l) The rocky land and hills were greatly affected by urban activities as well as 
agricultural and vegetation growth. 71.87% of the rocky land in the year 1987 
was covered with scattered vegetation or occupied by urban activities (19.53%) 
in year 2000. On the other hand 15.05% and 21.53% of hills was covered with 
vegetation and agriculture respectively and 26.75% was replaced with urban 
area. Although great changes in rocky land and hills were detected, but the 
image does not sharply reflect the effects of these changes regarding the 
sustainability of urban forest in the study area. In fact rocky land and hills were 
found to be distributed in small areas. The average of the total sum of the area 
covered with these items in all years was 49.76 Km2, which represents about 
3.4% of the study area.   
m) Remote sensing and digital image processing techniques, as tested in this study, 
were found to be valuable tools for capturing and analyzing natural resources 
and man-made features. The remotely sensed data used in this study was helpful 
in modeling the environmental and geographic features among the study area. 
The visible spectral bands of the American Landsat imaging system were found 
to be sufficient enough to classify land cover features associated with urban 
forest activity. Digital image processing offers a wide range of techniques and 
operations for manipulating and managing raster image data. The digital 
classification methods applied in this study show a good reality of the output 
results. Moreover, the analysis and statistical models offered by this system 
played a great role in achieving the objectives of this study. 
n)  GIS as an intelligent and expert system, was found to be a powerful tool for 
analyzing urban forest factors in the study area and in Khartoum sunt Forest. 
Huge amount of information associated with urban forest activities in the study 
area has been built in logic object-oriented database models. These models were 
integrated with corresponding spatial models for real-word representation. This 
enables queries to be adopted and applied to extract specific features of urban 
forest in the study area. The striking feature of this technique is its dynamic 
behavior. The developed digital model of the study area can be updated to cover 
other natural resources. It is also able to answer frequently asked questions about 
urban forest activity rather than those gained in this study.       
 
5.2 Recommendations: 
     The following are some recommendations: 
 
a) The raw data that will be used to detect and analyze urban forest and 
environmental changes should be acquired with high spectral and spatial 
resolutions. High spectral resolution enables the modeling of the real word with 
different perspectives, where different regions of the electromagnetic spectrum 
will be used to sense the reality of the word. Hence, different ground objects' 
interaction can be detected. On the other hand, high spatial resolution enables 
small size ground objects, such as individual trees, to be acquired and detected. 
Therefore, a combination of image data acquire by Landsat (9 bands) and 
IKONOS (1m spatial resolution) or QuickBird (0.54m spatial resolution) 
imaging systems is highly recommended.   
b) For the purpose of manipulating and processing raster and huge vector data, as 
the case of this study, powerful computer systems should be used. A 
workstation or Pentium IV personal computer with 512 MB Ram is 
recommended. 
c) Other digital classification methods, rather than those used in the present study, 
should be tested. This may enhance the final output results. 
d) Other urban forest factors such as individual trees (growing in parks, near 
schools, within residential yards, on the grounds of institutions and along streets 
…etc.), soil types, human awareness, climatic changes, green house effects, 
ozone depletion …etc., should be included in such study. 
e) Further factors such as political awareness, planning scenarios, management 
concepts …etc., should be integrated and contributed in urban forest 
sustainability. 
f) Other artificial intelligent systems such as Artificial Neural Networks may offer 
solutions for forest pattern recognition and classification, urban forest 
sustainability and environmental change detection without being involved into 
sophisticated processing techniques. 
g) The knowledge gained and the techniques applied in this study should be 
transferred, conducted and adopted by the research and management authorities 
in the field of forestry.  
h) Finally the objectives and the methodology used in this study should be adopted 
to detect and measure the urban forest sustainability and environmental changes 
throughout the Sudan. 
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Appendix A 
 
Environmental Change Detection Analysis Results 
 
 
Table 1: Environmental Change Detection 1987-1996 
Year 
1987 Year 1996 Area 
%out of Specific 
Class %out of Total Area 
Shallow Water   23265000 79.37563971 1.597925753
Deep Water      2977500 10.15864893 0.204505649
Flooded Area    192500 0.656772433 0.013221608
Sand            2500 0.008529512 0.000171709
Rocky Land      472500 1.612077789 0.032453038
Hills           1465000 4.998294098 0.100621587
Urban Area      192500 0.656772433 0.013221608
Baren Area      2500 0.008529512 0.000171709
Agricultural Area 102500 0.349709997 0.007040077
Cultivated Area 225000 0.76765609 0.015453827
Sh
al
lo
w
 W
at
er
   
Scattered Vegetation 412500 1.407369498 0.028332017
Shallow Water   1482500 7.285012285 0.101823552
Deep Water      11052500 54.31203931 0.759126344
Flooded Area    170000 0.835380835 0.011676225
Sand            5000 0.024570025 0.000343418
Rocky Land      945000 4.643734644 0.064906075
Hills           3302500 16.22850123 0.226827844
Urban Area      307500 1.511056511 0.021120231
Agricultural Area 575000 2.825552826 0.039493114
Cultivated Area 1132500 5.565110565 0.077784265
D
ee
p 
W
at
er
   
   
Scattered Vegetation 1377500 6.769041769 0.094611766
Shallow Water   2812500 33.12720848 0.193172842
Deep Water      267500 3.150765607 0.018372884
Flooded Area    1530000 18.02120141 0.105086026
Sand            52500 0.618374558 0.003605893
Rocky Land      1380000 16.25441696 0.094783475
Hills           125000 1.472320377 0.00858546
Urban Area      1557500 18.3451119 0.106974827
Barren Area      5000 0.058892815 0.000343418
Agricultural Area 80000 0.942285041 0.005494694
Cultivated Area 250000 2.944640754 0.017170919
Fl
oo
de
d 
A
re
a 
Scattered Vegetation 430000 5.064782097 0.029533981
 
 
 
 
 
 
 
 
Table 1: Continue ... 
Year 
1987 Year 1996 Area 
%out of Specific 
Class %out of Total Area 
Shallow Water   7500 0.348432056 0.000515128
Deep Water      497500 23.1126597 0.034170129
Flooded Area    80000 3.716608595 0.005494694
Sand            125000 5.807200929 0.00858546
Sandy Land      130000 6.039488966 0.008928878
Rocky Land      120000 5.574912892 0.008242041
Hills           92500 4.297328688 0.00635324
Urban Area      350000 16.2601626 0.024039287
Barren Area      555000 25.78397213 0.038119441
Agricultural Area 2500 0.116144019 0.000171709
Sa
nd
 
Scattered Vegetation 192500 8.943089431 0.013221608
Deep Water      2500 0.001405659 0.000171709
Flooded Area    2500 0.001405659 0.000171709
Sandy Land      19815000 11.14125469 1.360967066
Rocky Land      680000 0.382339298 0.046704901
Hills           12500 0.007028296 0.000858546
Urban Area      307500 0.17289608 0.021120231
Barren Area      35382500 19.89429443 2.430200213
Sa
nd
y 
La
nd
 
Scattered Vegetation 121650000 68.39937589 8.355369346
Shallow Water   5000 0.002826775 0.000343418
Deep Water      45000 0.025440977 0.003090765
Flooded Area    337500 0.190807327 0.023180741
Sand            652500 0.368894166 0.044816099
Sandy Land      300000 0.169606513 0.020605103
Rocky Land      13480000 7.620985979 0.92585597
Hills           310000 0.175260063 0.02129194
Urban Area      68662500 38.81869064 4.715992994
Barren Area      23312500 13.17983944 1.601188228
Agricultural Area 705000 0.398575305 0.048421993
Cultivated Area 197500 0.111657621 0.013565026
R
oc
ky
 L
an
d 
Scattered Vegetation 68872500 38.9374152 4.730416567
Shallow Water   672500 15.84216726 0.046189773
Deep Water      510000 12.01413428 0.035028675
Flooded Area    150000 3.533568905 0.010302552
Sand            25000 0.588928151 0.001717092
Sandy Land      2500 0.058892815 0.000171709
Rocky Land      1100000 25.91283863 0.075552045
Hills           505000 11.89634865 0.034685257
Urban Area      495000 11.66077739 0.03399842
Barren Area      35000 0.824499411 0.002403929
Agricultural Area 167500 3.94581861 0.011504516
Cultivated Area 165000 3.886925795 0.011332807
H
ill
s 
Scattered Vegetation 417500 9.835100118 0.028675435
 
 
Table 1: Continue ... 
Year 
1987 Year 1996 Area 
%out of Specific 
Class %out of Total Area 
Shallow Water   5280000 1.249386251 0.362649816
Deep Water      1615000 0.382151287 0.110924139
Flooded Area    20265000 4.795229616 1.391874721
Sand            3097500 0.732949605 0.212747691
Sandy Land      102500 0.024254184 0.007040077
Rocky Land      47995000 11.35687369 3.296473093
Hills           5210000 1.232822418 0.357841959
Urban Area      270355000 63.97307194 18.56897558
Barren Area      2010000 0.47561863 0.138054191
Agricultural Area 12890000 3.05011151 0.885332601
Cultivated Area 10230000 2.420685861 0.702634019
U
rb
an
 A
re
a 
Scattered Vegetation 43557500 10.306845 2.991689275
Shallow Water   405000 0.580291579 0.027816889
Deep Water      250000 0.358204678 0.017170919
Flooded Area    757500 1.085360175 0.052027886
Sand            6802500 9.746749293 0.467220715
Sandy Land      310000 0.444173801 0.02129194
Rocky Land      9455000 13.54730093 0.649404169
Hills           1070000 1.533116022 0.073491535
Urban Area      146895000 210.4739048 10.08928878
Barren Area      106247500 152.2334062 7.297469006
Agricultural Area 5645000 8.088261633 0.387719358
Cultivated Area 1480000 2.120571695 0.101651842
B
ar
re
n 
A
re
a 
Scattered Vegetation 67145000 96.20661246 4.611765514
Shallow Water   2647500 2.64928827 0.181840036
Deep Water      2187500 2.18897756 0.150245544
Flooded Area    4677500 4.680659445 0.321267901
Sand            650000 0.650439046 0.04464439
Sandy Land      12500 0.012508443 0.000858546
Rocky Land      5977500 5.981537538 0.410556681
Hills           2625000 2.626773072 0.180294653
Urban Area      17595000 17.60688465 1.208489303
Barren Area      130000 0.130087809 0.008928878
Agricultural Area 25485000 25.50221399 1.750403517
Cultivated Area 8855000 8.860981162 0.608193963
A
gr
ic
ul
tu
ra
l A
re
a 
Scattered Vegetation 29090000 29.10964901 1.998008173
 
 
  
  
  
  
  
  
  
  
Table 1: Continue ... 
Year 
1987 Year 1996 Area 
%out of Specific 
Class %out of Total Area 
Shallow Water   5157500 8.608746453 0.354236066
Deep Water      1085000 1.811049908 0.07452179
Flooded Area    8215000 13.71223502 0.564236409
Sand            157500 0.262894342 0.010817679
Sandy Land      5000 0.008345852 0.000343418
Rocky Land      11015000 18.3859122 0.756550706
Hills           2652500 4.427474545 0.182183454
Urban Area      7740000 12.91937907 0.531611662
Baren Area      102500 0.171089968 0.007040077
Agricultural Area 6917500 11.5464864 0.475119338
Cultivated Area 6970000 11.63411784 0.478725231
C
ul
tiv
at
ed
 A
re
a 
Scattered Vegetation 9892500 16.5122684 0.679453278
Shallow Water   5000 0.004640048 0.000343418
Flooded Area    7500 0.006960072 0.000515128
Sand            112500 0.104401086 0.007726914
Sandy Land      2297500 2.132102174 0.157800749
Rocky Land      335000 0.310883233 0.023009032
Hills           5000 0.004640048 0.000343418
Urban Area      985000 0.914089507 0.067653422
Baren Area      55337500 51.35373408 3.800782994
Agricultural Area 37500 0.034800362 0.002575638
Cultivated Area 12500 0.011600121 0.000858546
Sc
at
te
re
d 
V
eg
et
at
io
n 
Scattered Vegetation 48622500 45.12214927 3.339572101
Total Sum 1455950000   100 
 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
Table 2: Environmental Change Detection 1996-2000 
Year 
1996 Year 2000 Area %out of Specific Class %out of Total Area 
Shallow Water   27830000 66.72660792 1.915858496 
Deep Water      1265000 3.033027633 0.087084477 
Flooded Area    3850000 9.230953665 0.265039713 
Sand            195000 0.467541809 0.013424089 
Sandy Land      2500 0.005994126 0.000172104 
Hills           2500 0.005994126 0.000172104 
Urban Area      3547500 8.505664449 0.244215164 
Barren Area      160000 0.383624048 0.011014637 
Agricultural Area 3807500 9.129053528 0.26211395 
Cultivated Area 967500 2.319726668 0.066604136 
Sh
al
lo
w
 W
at
er
 
Scattered Vegetation 80000 0.191812024 0.005507319 
Shallow Water   3300000 161.2509162 0.227176897 
Deep Water      5207500 254.4588322 0.358492027 
Flooded Area    760000 37.13657464 0.052319528 
Sand            277500 13.55973613 0.019103512 
Sandy Land      75000 3.66479355 0.005163111 
Hills           10000 0.48863914 0.000688415 
Urban Area      1532500 74.8839482 0.105499574 
Barren Area      570000 27.85243098 0.039239646 
Agricultural Area 8227500 402.0278524 0.566393309 
Cultivated Area 345000 16.85805033 0.023750312 
D
ee
p 
W
at
er
 
Scattered Vegetation 157500 7.696066455 0.010842534 
Shallow Water   615000 1.693165393 0.042337513 
Deep Water      467500 1.28708101 0.032183394 
Flooded Area    8767500 24.13793103 0.60356771 
Sand            902500 2.484685801 0.062129439 
Sandy Land      42500 0.117007365 0.002925763 
Hills           5000 0.013765572 0.000344207 
Urban Area      19655000 54.11246473 1.353079366 
Barren Area      870000 2.395209581 0.059892091 
Agricultural Area 2852500 7.853258999 0.196370333 
Cultivated Area 1795000 4.941840457 0.123570464 
Fl
oo
de
d 
A
re
a 
Scattered Vegetation 350000 0.963590061 0.024094519 
Shallow Water   115000 0.987548304 0.007916771 
Deep Water      37500 0.322026621 0.002581556 
Flooded Area    175000 1.502790897 0.01204726 
Sand            157500 1.352511808 0.010842534 
Sandy Land      87500 0.751395449 0.00602363 
Urban Area      2675000 22.97123229 0.184150969 
Barren Area      6410000 55.04508373 0.441273912 
Agricultural Area 207500 1.781880635 0.014284608 
Cultivated Area 122500 1.051953628 0.008433082 
Sa
nd
 
Scattered Vegetation 1657500 14.23357664 0.11410476 
  
  
  
  
Table 2: Continue ... 
Year 
1996 Year 2000 Area %out of Specific Class %out of Total Area 
Flooded Area    12500 0.053896734 0.000860519 
Sand            15000 0.064676081 0.001032622 
Sandy Land      787500 3.395494233 0.054212669 
Urban Area      90000 0.388056484 0.006195734 
Barren Area      100000 0.431173871 0.006884148 
Agricultural Area 5000 0.021558694 0.000344207 
Cultivated Area 12500 0.053896734 0.000860519 
Sa
nd
y 
La
nd
 
Scattered Vegetation 22170000 95.59124717 1.526215698 
Shallow Water   785000 0.845085585 0.054040565 
Deep Water      1307500 1.407578857 0.09001024 
Flooded Area    7850000 8.450855851 0.540405648 
Sand            940000 1.011949618 0.064710995 
Sandy Land      85000 0.091506082 0.005851526 
Hills           320000 0.344493487 0.022029275 
Urban Area      48150000 51.83550436 3.314717449 
Barren Area      4962500 5.342340403 0.341625864 
Agricultural Area 6725000 7.239745936 0.462958979 
Cultivated Area 5102500 5.493056303 0.351263671 
R
oc
ky
 L
an
d 
Scattered Vegetation 16662500 17.93788352 1.147071225 
Shallow Water   1325000 7.68004637 0.091214966 
Deep Water      2240000 12.98362556 0.154204924 
Flooded Area    742500 4.303724098 0.051114802 
Sand            87500 0.507172873 0.00602363 
Sandy Land      22500 0.130415882 0.001548933 
Hills           37500 0.217359803 0.002581556 
Urban Area      4235000 24.54716708 0.291543684 
Barren Area      325000 1.883784959 0.022373482 
Agricultural Area 6270000 36.34255905 0.431636104 
Cultivated Area 1622500 9.40443414 0.111695308 
H
ill
s 
Scattered Vegetation 345000 1.999710187 0.023750312 
Shallow Water   3295000 0.640128997 0.226832689 
Deep Water      4892500 0.950479854 0.33680696 
Flooded Area    11265000 2.188483506 0.775499316 
Sand            4880000 0.948051443 0.335946441 
Sandy Land      232500 0.045168435 0.016005645 
Hills           590000 0.114620974 0.040616475 
Urban Area      294875000 57.28620274 20.29963256 
Barren Area      71987500 13.98521584 4.955726321 
Agricultural Area 20827500 4.046217508 1.433796005 
Cultivated Area 12495000 2.427439095 0.860174341 
U
rb
an
 A
re
a 
Scattered Vegetation 89400000 17.36799161 6.154428659 
  
  
  
  
  
  
Table 2: Continue ... 
Year 
1996 Year 2000 Area %out of Specific Class %out of Total Area 
Shallow Water   50000 0.022244714 0.003442074
Deep Water      175000 0.077856499 0.01204726
Flooded Area    52500 0.02335695 0.003614178
Sand            5000 0.002224471 0.000344207
Sandy Land      2472500 1.100001112 0.170210569
Hills           275000 0.122345928 0.018931408
Urban Area      6625000 2.947424618 0.456074831
Barren Area      32802500 14.59364469 2.258172775
Agricultural Area 327500 0.145702877 0.022545586
Cultivated Area 520000 0.231345027 0.035797572
B
ar
re
n 
A
re
a 
Scattered Vegetation 181467500 80.73385312 12.49249198
Shallow Water   882500 1.776100629 0.06075261
Deep Water      4137500 8.327044025 0.28483164
Flooded Area    1702500 3.426415094 0.117202626
Sand            82500 0.166037736 0.005679422
Sandy Land      2500 0.005031447 0.000172104
Hills           22500 0.045283019 0.001548933
Urban Area      9730000 19.58238994 0.669827638
Barren Area      857500 1.725786164 0.059031572
Agricultural Area 27782500 55.91446541 1.912588526
Cultivated Area 3675000 7.396226415 0.252992453
A
gr
ic
ul
tu
ra
l A
re
a 
Scattered Vegetation 812500 1.635220126 0.055933706
Shallow Water   600000 2.068074106 0.04130489
Deep Water      2422500 8.349849203 0.166768495
Flooded Area    1657500 5.713054718 0.11410476
Sand            92500 0.318828091 0.006367837
Sandy Land      7500 0.025850926 0.000516311
Hills           2500 0.008616975 0.000172104
Urban Area      7110000 24.50667816 0.48946295
Barren Area      267500 0.922016372 0.018415097
Agricultural Area 13330000 45.94571305 0.91765698
Cultivated Area 3337500 11.50366221 0.229758452
C
ul
tiv
at
ed
 A
re
a 
Scattered Vegetation 185000 0.637656183 0.012735675
Shallow Water   2222500 0.568519738 0.153000198
Deep Water      7057500 1.805321959 0.485848772
Flooded Area    4937500 1.263021916 0.339904827
Sand            385000 0.098483734 0.026503971
Sandy Land      1282500 0.328065946 0.088289203
Hills           362500 0.092728191 0.024955038
Urban Area      43837500 11.2137161 3.01783855
Barren Area      15180000 3.883072948 1.045013725
Agricultural Area 35580000 9.101431851 2.449379996
Cultivated Area 9007500 2.304135677 0.620089666
Sc
at
te
re
d 
V
eg
et
at
io
n 
Scattered Vegetation 271075000 69.34150194 18.66120524
Total Sum 1452612500   100 
 
 
 
Table 3: Environmental Change Detection 1987-2000 
Year 
1987 Year 2000 Area %out of Specific Class %out of Total Area 
Shallow Water   20975000 71.50161923 1.445771506
Deep Water      1075000 3.664564513 0.074097944
Flooded Area    545000 1.857848986 0.037565934
Sand            105000 0.357934208 0.007237474
Sandy Land      5000 0.017044486 0.000344642
Hills           5000 0.017044486 0.000344642
Urban Area      1557500 5.309357423 0.107355858
Barren Area      117500 0.400545424 0.008099078
Agricultural Area 4552500 15.5190046 0.313796176
Cultivated Area 250000 0.852224305 0.01723208
Sh
al
lo
w
 W
at
er
 
Scattered Vegetation 147500 0.50281234 0.010166927
Shallow Water   2460000 12.16466807 0.169563667
Deep Water      5262500 26.02299419 0.362735283
Flooded Area    652500 3.22660403 0.044975729
Sand            110000 0.543948572 0.007582115
Sandy Land      70000 0.346149091 0.004824982
Urban Area      2087500 10.3226604 0.143887867
Barren Area      442500 2.188156756 0.030500781
Agricultural Area 8400000 41.53789096 0.578997886
Cultivated Area 510000 2.52194338 0.035153443
D
ee
p 
W
at
er
 
Scattered Vegetation 227500 1.124984547 0.015681193
Shallow Water   1030000 12.12121212 0.070996169
Deep Water      255000 3.000882613 0.017576722
Flooded Area    1737500 20.44719035 0.119762956
Sand            105000 1.235657546 0.007237474
Sandy Land      12500 0.147102089 0.000861604
Hills           2500 0.029420418 0.000172321
Urban Area      3575000 42.07119741 0.246418743
Barren Area      140000 1.647543395 0.009649965
Agricultural Area 982500 11.56222418 0.067722074
Cultivated Area 550000 6.472491909 0.037910576
Fl
oo
de
d 
A
re
a 
Scattered Vegetation 107500 1.265077964 0.007409794
Shallow Water   92500 4.307334109 0.00637587
Deep Water      102500 4.772991851 0.007065153
Flooded Area    37500 1.746216531 0.002584812
Sand            77500 3.608847497 0.005341945
Sandy Land      172500 8.032596042 0.011890135
Urban Area      425000 19.79045402 0.029294536
Barren Area      667500 31.08265425 0.046009653
Agricultural Area 125000 5.820721769 0.00861604
Cultivated Area 27500 1.280558789 0.001895529
Sa
nd
 
Scattered Vegetation 420000 19.55762515 0.028949894
 
 
 
 
 
Table 3: Continue ... 
Year 
1987 Year 2000 Area %out of Specific Class %out of Total Area 
Sandy Land      1997500 1.123121688 0.137684319
Hills           110000 0.061849004 0.007582115
Urban Area      775000 0.435754347 0.053419448
Barren Area      285000 0.160245147 0.019644571
Agricultural Area 72500 0.040764116 0.004997303
Cultivated Area 185000 0.10401878 0.012751739
Sa
nd
y 
La
nd
 
Scattered Vegetation 174427500 98.07424692 12.02299449
Shallow Water   167500 0.094690278 0.011545494
Deep Water      342500 0.193620419 0.02360795
Flooded Area    457500 0.258631655 0.031534706
Sand            167500 0.094690278 0.011545494
Sandy Land      85000 0.048051783 0.005858907
Hills           330000 0.186553981 0.022746346
Urban Area      34552500 19.53304973 2.381645767
Barren Area      10957500 6.194440126 0.755282063
Agricultural Area 1522500 0.860692228 0.104943367
Cultivated Area 1172500 0.662831946 0.080818455
R
oc
ky
 L
an
d 
Scattered Vegetation 127137500 71.87274757 8.763374248
Shallow Water   467500 11.09134045 0.032223989
Deep Water      292500 6.939501779 0.020161534
Flooded Area    192500 4.567022539 0.013268702
Sand            72500 1.72004745 0.004997303
Sandy Land      7500 0.177935943 0.000516962
Hills           82500 1.957295374 0.005686586
Urban Area      1127500 26.74970344 0.07771668
Barren Area      60000 1.423487544 0.004135699
Agricultural Area 907500 21.53024911 0.06255245
Cultivated Area 372500 8.837485172 0.025675799
H
ill
s 
Scattered Vegetation 632500 15.0059312 0.043597162
Shallow Water   7022500 1.66271065 0.484049125
Deep Water      7080000 1.676324871 0.488012504
Flooded Area    18067500 4.277824803 1.245362416
Sand            6180000 1.463232726 0.425977016
Sandy Land      247500 0.05860034 0.017059759
Hills           410000 0.09707531 0.028260611
Urban Area      277195000 65.63119669 19.10658558
Barren Area      28460000 6.73844715 1.961699979
Agricultural Area 37610000 8.904883954 2.592394105
Cultivated Area 16167500 3.827963609 1.114398609
U
rb
an
 A
re
a 
Scattered Vegetation 23912500 5.661739897 1.648248445
 
 
 
 
 
 
 
Table 3: Continue ... 
Year 
1987 Year 2000 Area %out of Specific Class %out of Total Area 
Shallow Water   2825000 0.81625577 0.194722503
Deep Water      4215000 1.217882503 0.290532868
Flooded Area    2945000 0.850928581 0.202993902
Sand            472500 0.136524195 0.032568631
Sandy Land      800000 0.231152076 0.055142656
Hills           507500 0.146637098 0.034981122
Urban Area      78205000 22.59656017 5.390539243
Barren Area      85617500 24.73832863 5.901470413
Agricultural Area 11087500 3.203623309 0.764242745
Cultivated Area 7167500 2.070978134 0.494043732
B
ar
re
n 
A
re
a 
Scattered Vegetation 152250000 43.99112954 10.49433668
Shallow Water   3562500 3.706786671 0.245557139
Deep Water      7987500 8.311005905 0.550564954
Flooded Area    6987500 7.270504383 0.481636634
Sand            432500 0.450016908 0.029811498
Sandy Land      20000 0.02081003 0.001378566
Hills           30000 0.031215046 0.00206785
Urban Area      24107500 25.08389044 1.661689468
Barren Area      2560000 2.663683896 0.176456498
Agricultural Area 43472500 45.2332024 2.996486379
Cultivated Area 5912500 6.151965247 0.40753869
A
gr
ic
ul
tu
ra
l A
re
a 
Scattered Vegetation 1035000 1.076919075 0.071340811
Shallow Water   2510000 4.231466262 0.173010082
Deep Water      2537500 4.277826948 0.174905611
Flooded Area    10237500 17.25881907 0.705653673
Sand            327500 0.552113626 0.022574025
Sandy Land      10000 0.016858431 0.000689283
Hills           72500 0.122223627 0.004997303
Urban Area      18040000 30.41261011 1.243466888
Barren Area      912500 1.538331858 0.062897092
Agricultural Area 17047500 28.7394108 1.17505553
Cultivated Area 6545000 11.0338433 0.451135853
C
ul
tiv
at
ed
 A
re
a 
Scattered Vegetation 1077500 1.816495975 0.074270264
Shallow Water   17500 0.016241299 0.001206246
Deep Water      52500 0.048723898 0.003618737
Flooded Area    20000 0.018561485 0.001378566
Sandy Land      1607500 1.49187935 0.110802274
Hills           52500 0.048723898 0.003618737
Urban Area      1212500 1.125290023 0.083575588
Barren Area      4037500 3.747099768 0.278298091
Agricultural Area 162500 0.150812065 0.011200852
Cultivated Area 160000 0.148491879 0.011028531S
ca
tte
re
d 
V
eg
et
at
io
n 
Scattered Vegetation 100427500 93.20417633 6.922298828
Total Sum 1450782500   100
 
 
Appendix B 
 
Environmental Impacts Analysis Results 
 
Table 1: Vegetated Bodies 
From Year 87 To 96 Form Year 96 To 2000 Base 
Item Changed Item Area Base Item % 
Total Area 
% Area 
Base Item 
% 
Total Area 
% Ar
Shallow Water   2647500 2.65 0.18 882500 1.78 0.06 356
Deep Water      2187500 2.19 0.15 4137500 8.33 0.28 798
Flooded Area    4677500 4.68 0.32 1702500 3.43 0.12 698
Sand            650000 0.65 0.04 82500 0.00 0.00 432
Sandy Land      12500 0.01 0.00 2500 0.01 0.00 20
Rocky Land      5977500 5.98 0.41 0 0.00 0.00 
Hills           2625000 2.63 0.18 22500 0.00 0.00 30
Urban Area      17595000 17.61 1.21 9730000 19.58 0.67 2410
Barren Area      130000 0.13 0.01 857500 1.73 0.06 256
Agricultural Area 25485000 25.50 1.75 27782500 55.91 1.91 4347
Cultivated Area 8855000 8.86 0.61 3675000 7.40 0.25 591
A
gr
ic
ul
tu
ra
l A
re
a 
Scattered Vegetation 0 0.00 0.00 812500 1.64 0.06 103
Shallow Water   5157500 8.61 0.35 600000 2.07 0.04 251
Deep Water      1085000 1.81 0.07 2422500 8.35 0.17 253
Flooded Area    8215000 13.71 0.56 1657500 5.71 0.11 1023
Sand            157500 0.26 0.01 92500 0.00 0.00 327
Sandy Land      5000 0.01 0.00 7500 0.03 0.00 10
Rocky Land      11015000 18.39 0.76 0 0.00 0.00 
Hills           2652500 4.43 0.18 2500 0.00 0.00 72
Urban Area      7740000 12.92 0.53 7110000 24.51 0.49 1804
Barren Area      102500 0.17 0.01 267500 0.92 0.02 912
Agricultural Area 6917500 11.55 0.48 13330000 45.95 0.92 1704
Cultivated Area 6970000 11.63 0.48 3337500 11.50 0.23 654
C
ul
tiv
at
ed
 A
re
a 
Scattered Vegetation 0 0.00 0.00 185000 0.64 0.01 107
Table 1: Continue ... 
From Year 87 To 96 From Year 96 To 2000 Base 
Item Changed Item Area Base Item % 
Total Area 
% Area 
Base Item 
% 
Total Area 
% 
Shallow Water   5000 0.00 0.00 2222500 0.57 0.15 
Flooded Area    7500 0.01 0.00 4937500 1.26 0.34 
Sand            112500 0.10 0.01 385000 0.00 0.00 
Sandy Land      2297500 2.13 0.16 1282500 0.33 0.09 1
Rocky Land      335000 0.31 0.02 0 0.00 0.00 
Hills           5000 0.00 0.00 362500 0.00 0.00 5
Urban Area      985000 0.91 0.07 43837500 11.21 3.02 1
Barren Area      55337500 51.35 3.80 15180000 3.88 1.05 4
Agricultural Area 37500 0.03 0.00 35580000 9.10 2.45 
Cultivated Area 12500 0.01 0.00 9007500 2.30 0.62 
Scattered Vegetation 48622500 45.12 3.34 271075000 69.34 18.66 
Sc
at
te
re
d 
V
eg
et
at
io
n 
Deep Water 0 0.00 0.00 7057500 1.81 0.49 
 
 
 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
Table 2: Non-Vegetated Bodies 
From Year 87 To 96 From Year 96 To 2000 Base 
 
Item 
Changed Item 
Area Base Item % 
Total Area 
% Area Base Item % 
Total Area 
% A
Shallow Water   7500 0.35 0.00 115000 0.99 0.01 92
Deep Water      497500 23.11 0.03 37500 0.32 0.00 10
Flooded Area    80000 3.72 0.01 175000 1.50 0.01 3
Sand            125000 5.81 0.01 157500 1.35 0.01 7
Sandy Land      130000 6.04 0.01 87500 0.75 0.01 17
Rocky Land      120000 5.57 0.01 0 0.00 0.00 
Hills           92500 4.30 0.01 0 0.00 0.00 
Urban Area      350000 16.26 0.02 2675000 22.97 0.18 42
Barren Area      555000 25.78 0.04 6410000 55.05 0.44 66
Agricultural Area 2500 0.12 0.00 207500 1.78 0.01 12
Scattered Vegetation 192500 8.94 0.01 1657500 14.23 0.11 42
Sa
nd
 
Cultivated Area 0 0.00 0.00 122500 1.05 0.01 2
Deep Water      2500 0.00 0.00 0 0.00 0.00 
Flooded Area    2500 0.00 0.00 12500 0.05 0.00 
Sandy Land      19815000 11.14 1.36 787500 3.40 0.05 19
Rocky Land      680000 0.38 0.05 0 0.00 0.00 
Hills           12500 0.01 0.00 0 0.00 0.00 11
Urban Area      307500 0.17 0.02 90000 0.39 0.01 77
Barren Area      35382500 19.89 2.43 100000 0.43 0.01 28
Scattered Vegetation 1.22E+08 68.40 8.36 22170000 95.59 1.53 1744
Cultivated Area 0 0.00 0.00 12500 0.05 0.00 18
Agricultural Area 0 0.00 0.00 5000 0.02 0.00 72
Sa
nd
y 
La
nd
 
Sand 0 0.00 0.00 15000 0.06 0.00 
  
  
  
  
  
  
Table 2: Continue ... 
Base Changed Item From Year 87 To 96 From Year 96 To 2000 
 
Item Area 
Base Item 
% 
Total Area 
% Area 
Base Item 
% 
Total Area 
% A
Deep Water      45000 0.03 0.00 1307500 1.41 0.09 34
Flooded Area    337500 0.19 0.02 7850000 8.45 0.54 45
Sand            652500 0.37 0.04 940000 1.01 0.06 16
Sandy Land      300000 0.17 0.02 85000 0.09 0.01 8
Rocky Land      13480000 7.62 0.93 262500 0.28 0.02 
Hills           310000 0.18 0.02 320000 0.34 0.02 33
Urban Area      68662500 38.82 4.72 48150000 51.84 3.32 345
Barren Area      23312500 13.18 1.60 4962500 5.34 0.34 109
Agricultural Area 705000 0.40 0.05 6725000 7.24 0.46 15
Cultivated Area 197500 0.11 0.01 5102500 5.49 0.35 11
R
oc
ky
 L
an
d 
Scattered Vegetation 68872500 38.94 4.73 16662500 17.94 1.15 127
Shallow Water   672500 15.84 0.05 1325000 7.68 0.09 30
Deep Water      510000 12.01 0.04 2240000 12.98 0.15 29
Flooded Area    150000 3.53 0.01 742500 4.30 0.05 26
Sand            25000 0.59 0.00 87500 0.51 0.01 7
Sandy Land      2500 0.06 0.00 22500 0.13 0.00 7
Rocky Land      1100000 25.91 0.08 17500 0.10 0.00 4
Hills           505000 11.90 0.03 37500 0.22 0.00 8
Urban Area      495000 11.66 0.03 4235000 24.55 0.29 11
Barren Area      35000 0.82 0.00 325000 1.88 0.02 6
Agricultural Area 167500 3.95 0.01 6270000 36.34 0.43 90
Cultivated Area 165000 3.89 0.01 1622500 9.40 0.11 37
H
ill
s 
Scattered Vegetation 417500 9.84 0.03 345000 2.00 0.02 63
 
 
 
 
 
 
Table 2: Continue ... 
From Year 87 To 96 From Year 96 To 2000 Base 
 
Item 
Changed Item 
Area Base Item % 
Total Area 
% Area 
Base Item 
% 
Total Area 
% A
Shallow Water   5280000 1.25 0.36 3295000 0.64 0.23 70
Deep Water      1615000 0.38 0.11 4892500 0.95 0.34 70
Flooded Area    20265000 4.80 1.39 11265000 2.19 0.78 180
Sand            3097500 0.73 0.21 4880000 0.95 0.34 61
Sandy Land      102500 0.02 0.01 232500 0.05 0.02 24
Rocky Land      47995000 11.36 3.30 0 0.00 0.00 9
Hills           5210000 1.23 0.36 590000 0.11 0.04 41
Urban Area      2.7E+08 63.97 18.57 294875000 57.29 20.31 277
Barren Area      2010000 0.48 0.14 71987500 13.99 4.96 284
Agricultural Area 12890000 3.05 0.89 20827500 4.05 1.43 376
Cultivated Area 10230000 2.42 0.70 12495000 2.43 0.86 161
U
rb
an
 A
re
a 
Scattered Vegetation 43557500 10.31 2.99 89400000 17.37 6.16 239
Shallow Water   405000 0.12 0.03 50000 0.02 0.00 28
Deep Water      250000 0.07 0.02 175000 0.08 0.01 42
Flooded Area    757500 0.22 0.05 52500 0.02 0.00 29
B
ar
re
n 
A
re
a 
Sand            6802500 1.96 0.47 5000 0.00 0.00 47
Sandy Land      310000 0.09 0.02 2472500 1.10 0.17 80
Rocky Land      9455000 2.73 0.65 0 0.00 0.00 
Hills           1070000 0.31 0.07 275000 0.12 0.02 50
Urban Area      1.47E+08 42.40 10.09 6625000 2.95 0.46 782
Barren Area      1.06E+08 30.67 7.30 32802500 14.59 2.26 856
Agricultural Area 5645000 1.63 0.39 327500 0.15 0.02 110
Cultivated Area 1480000 0.43 0.10 520000 0.23 0.04 71
Scattered Vegetation 67145000 19.38 4.61 181467500 80.73 12.50 152
 
 
 
 
 
Table 3: Water Bodies 
From Year 87 To 96 From Year 96 To 2000 Base 
Item Changed Item Area Base item% Total Area % Area Base Item % 
Total Area 
% A
Shallow Water   23265000 79.38 1.60 27830000 66.73 1.92 209
Deep Water      2977500 10.16 0.20 1265000 3.03 0.09 10
Flooded Area    192500 0.66 0.01 3850000 9.23 0.27 54
Sand            2500 0.01 0.00 195000 0.00 0.00 10
Rocky Land      472500 1.61 0.03 0 0.00 0.00 
Hills           1465000 5.00 0.10 2500 0.00 0.00 5
Urban Area      192500 0.66 0.01 3547500 8.51 0.24 15
Barren Area      2500 0.01 0.00 160000 0.38 0.01 11
Agricultural Area 102500 0.35 0.01 3807500 9.13 0.26 45
Cultivated Area 225000 0.77 0.02 967500 2.32 0.07 25
Scattered Vegetation 412500 1.41 0.03 80000 0.19 0.01 14
Sh
al
lo
w
 W
at
er
 
Sandy Land            0 0.00 0.00 2500 0.01 0.00 5
Shallow Water   1482500 7.29 0.10 3300000 16.13 0.23 24
Deep Water      11052500 54.31 0.76 5207500 25.45 0.36 52
Flooded Area    170000 0.84 0.01 760000 3.71 0.05 65
Sand            5000 0.02 0.00 277500 0.00 0.00 11
Rocky Land      945000 4.64 0.06 0 0.00 0.00 
Hills           3302500 16.23 0.23 10000 0.00 0.00 
Urban Area      307500 1.51 0.02 1532500 7.49 0.11 20
Agricultural Area 575000 2.83 0.04 8227500 40.21 0.57 84
Cultivated Area 1132500 5.57 0.08 345000 1.69 0.02 51
Scattered Vegetation 1377500 6.77 0.09 157500 0.77 0.01 22
Barren Area 0 0.00 0.00 570000 2.79 0.04 44
D
ee
p 
W
at
er
 
Sandy Land            0 0.00 0.00 75000 0.37 0.01 7
 
 
 
 
 
 
 
 
 
 
Table 3: Continue ... 
From Year 87 To 96 From Year 96 To 2000 From Year 87 To 2000 Base 
Item Changed Item Area Base item% Total Area % Area Base Item % 
Total Area 
% Area Base Item% 
Total Area 
% 
Shallow Water   2812500 33.13 0.19 615000 1.69 0.04 1030000 12.12 0.07 
Deep Water      267500 3.15 0.02 467500 1.29 0.03 255000 3.00 0.02 
Flooded Area    1530000 18.02 0.11 8767500 24.14 0.60 1737500 20.45 0.12 
Sand            52500 0.62 0.00 902500 0.00 0.00 105000 0.00 0.00 
Rocky Land      1380000 16.25 0.09 0 0.00 0.00 0 0.00 0.00 
Hills           125000 1.47 0.01 5000 0.00 0.00 2500.00 0.00 0.00 
Urban Area      1557500 18.35 0.11 19655000 0.00 0.00 3575000 0.00 0.00 
Barren Area      5000 0.06 0.00 870000 2.40 0.06 140000 1.65 0.01 
Agricultural Area 80000 0.94 0.01 2852500 7.85 0.20 982500 11.56 0.07 
Cultivated Area 250000 2.94 0.02 1795000 4.94 0.12 550000 6.47 0.04 
Scattered Vegetation 430000 5.06 0.03 350000 0.96 0.02 107500 1.27 0.01 
F
l
o
o
d
e
d
 
A
r
e
a
 
Sandy Land            0 0.00 0.00 42500 0.12 0.00 12500 0.15 0.00 
 
 
 
