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a b s t r a c t
We propose and implement a relaxation method for solving unsteady linear and nonlinear
convection–diffusion equations with continuous or discontinuity-like initial conditions.
The method transforms a convection–diffusion equation into a relaxation system, which
contains a stiff source term. The resulting relaxation system is then solved by a third-
order accurate implicit–explicit (IMEX) Runge–Kutta method in time and a fifth-order
finite difference WENO scheme in space. Numerical results show that the method can be
used to effectively solve convection–diffusion equations with both smooth structures and
discontinuities.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Transport phenomena arise in many fields in industry, biology, agriculture, petrochemistry, and meteorology [1]. As
a macroscale mathematical model, convection–diffusion equations, an important class of partial differential equations,
have been widely used to describe these phenomena in science and engineering. However, due to various flow conditions
and fluid properties, the solution to these equations presents serious numerical difficulties [2]. The one-dimensional (1D)
convection–diffusion equation can be written as
∂φ
∂t
+ u∂φ
∂x
− µ∂
2φ
∂x2
= 0, (1)
with an initial condition of φ(x, 0) = φ0(x). In Eq. (1), u is the velocity of convection andµ is the coefficient of viscosity. The
above equation can be either convection or diffusion dominated, depending on the rate of convection of a physical quantity
caused by flow and the rate of diffusion caused by gradient of the quantity, i.e. it becomes the heat equation or diffusion
equation without convection (u = 0) and the wave equation without diffusion (µ = 0). The impact of convection and
diffusion on the transport of a physical quantity is measured by the cell Reynolds number or the local Peclet number (Pe),
which is defined as the ratio of convective flux to diffusive flux,
Pe = u∆x
µ
, (2)
where∆x is the grid spacing.
The changes of geometry and flow properties present serious challenges to numerical solution of convection–diffusion
equations. Standard finite difference, finite volume, and finite element methods are not stable when the local numerical
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Peclet number Pe is above 2 [3]. The standard methods generate solutions that exhibit non-physical oscillations and/or
artificial numerical diffusions, which smear out sharp fronts of the solution where important chemistry and physics take
place [4]. To resolve these difficulties, many specialized methods have been developed, including characteristic-based
Eulerian methods [5–8], high order compact alternating direction implicit (ADI) methods [9–11], high order compact
iterative methods [12,13], and high order Eulerian–Lagarangian localized adjoint methods [4]. The high order compact
schemes [9,12,13,11] have successfully solved unsteady convection–diffusion equations under smooth conditions, where
the initial condition is a smooth Gaussian pulse, but have not been tested with sharp discontinuities. The high order
Eulerian–Lagarangian localized adjoint methods [4] have been reported to capture sharp fronts successfully, while in this
paper we apply a new approach for solving convection–diffusion equations with discontinuities.
Characteristic-based Eulerian methods are relatively simple by using fixed spatial grids and practicing upstream
weighting. As a result, the nonphysical oscillations present in the standard finite difference, finite volume, and finite element
methods can be eliminated. Successful Eulerian methods are exampled by the TVD schemes [7,8] and the ENO/WENO
schemes [14–16], which can resolve sharp discontinuities arising from the nonlinear hyperbolic conservation laws by
incorporating characteristics. Traditionally, characteristic-based Eulerian methods solve the convection–diffusion equation
by splitting it into two sub-steps, the convection step, which is solved explicitly by high order Eulerian schemes, and the
diffusion step, which is solved implicitly by central difference [5,6]. Time accuracy of the Eulerian schemes, however, is
deteriorated by the two-step splitting.
Motivated by Arora [3] and Arora and Roe [2], we propose using a relaxation method for the convection–diffusion
equations, which are asymptotically transformed into equivalent relaxation systems. The relaxation method will
significantly reduce the temporal truncation errors, allow large time steps in numerical simulationswithout loss of accuracy,
and lead to a greatly improved efficiency. Several examples, including one-dimensional linear convection–diffusion
equation, one-dimensional nonlinear convection–diffusion equation (the viscous Burgers’ equation) with both smooth and
sharp discontinuity-like initial conditions, and two-dimensional linear convection–diffusion equation, are conducted to test
the accuracy of the proposed method. Our numerical results are compared with the exact solutions as well as those in
published literatures.
2. The relaxation system in one dimension
The key of the relaxationmethod is to convert the original equation into its equivalent relaxation form.We construct the
relaxation system by rewriting Eq. (1) as a system of two equations:
∂φ
∂t
+ ∂ψ
∂x
= 0, (3a)
∂ψ
∂t
+ ∂ f (φ)
∂x
= −1
τ
(ψ − g(φ)). (3b)
A new variable ψ is introduced in Eq. (3), and at equilibrium ψeq = u − µ ∂φ∂x . The actual forms of functions f (φ) and g(φ)
are determined by the asymptotic analysis, which will be described below.
Following discussions in [3,17], we now let ψ = g(φ)+ψ1, where ψ1 is a low frequency component. It is assumed that
ψ1 is small and its derivatives are negligible [3]. The temporal and spatial derivatives of ψ are
∂ψ
∂t
= ∂g(φ)
∂t
+ ∂ψ1
∂t
, (4a)
∂ψ
∂x
= ∂g(φ)
∂x
+ ∂ψ1
∂x
. (4b)
Neglecting the derivatives of ψ1, Eqs. (4a) and (4b) can be simplified as
∂ψ
∂t
= ∂g(φ)
∂t
= ∂g(φ)
∂φ
∂φ
∂t
, (5a)
∂ψ
∂x
= ∂g(φ)
∂x
= ∂g(φ)
∂φ
∂φ
∂x
. (5b)
Substituting ψ = g(φ)+ ψ1 into Eq. (3b), we have an expression for ψ1
ψ1 = −τ

∂ψ
∂t
+ ∂ f (φ)
∂x

= −τ

∂ψ
∂t
+ ∂ f (φ)
∂φ
∂φ
∂x

. (6)
Substituting Eq. (5b) into Eq. (3a), we have
∂φ
∂t
= −∂ψ
∂x
= −∂g(φ)
∂φ
∂φ
∂x
. (7)
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Substituting Eq. (7) into Eq. (5a) gives the time derivative of ψ ,
∂ψ
∂t
= ∂g(φ)
∂φ
∂φ
∂t
= −

∂g(φ)
∂φ
2
∂φ
∂x
, (8)
which is then substituted into Eq. (6) to find another expression for ψ1,
ψ1 = −τ

−

∂g(φ)
∂φ
2
∂φ
∂x
+ ∂ f (φ)
∂φ
∂φ
∂x

= τ

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

∂φ
∂x
. (9)
Therefore the new expression for ψ is
ψ = g(φ)+ ψ1 = g(φ)+ τ

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

∂φ
∂x
. (10)
The desired asymptotic equation is then
∂φ
∂t
+ ∂ψ
∂x
= ∂φ
∂t
+ ∂
∂x

g(φ)+ τ

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

∂φ
∂x

= 0, (11)
or
∂φ
∂t
+ ∂g(φ)
∂x
+ τ ∂
∂x

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

∂φ
∂x

= 0. (12)
The derived asymptotic equation, Eq. (12), must match the original convection–diffusion equation, Eq. (1). In linear cases,
the advection velocity u is independent of the concentration φ. As a consequence, functions g(φ) and f (φ) must take the
following form,
g(φ) = uφ (13a)
f (φ) = u2φ + µ
τ
φ. (13b)
In nonlinear cases, such as the viscous Burgers’ equation,
∂u
∂t
+ u∂u
∂x
− µ∂
2u
∂x2
= 0, (14)
the corresponding asymptotic equation is
∂u
∂t
+ ∂g(u)
∂x
+ τ ∂
∂x

∂g(u)
∂u
2
− ∂ f (u)
∂u

∂u
∂x

= 0, (15)
and functions f (u) and g(u)must take the form
g(u) = 1
2
u2 (16a)
f (u) = 1
3
u3 + µ
τ
u. (16b)
Therefore, for one-dimensional convection–diffusion equation with constant advection velocity, the final form of the
relaxation system is
∂φ
∂t
+ ∂ψ
∂x
= 0, (17a)
∂ψ
∂t
+

u2 + µ
τ
 ∂φ
∂x
= −ψ − uφ
τ
. (17b)
The relaxation system, Eq. (17), is equivalent to the original convection–diffusion equation asymptotically [3,2]. We thus
transform the one-dimensional convection–diffusion equation to a relaxation system of two equations. In the rest of the
paper, we will describe how to solve the relaxation system using high-order accurate characteristic-based methods for
solving hyperbolic conservation laws.
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3. Characteristics of the relaxation system
We rewrite Eq. (17) in the following vector form
∂U⃗
∂t
+ ∂ E⃗
∂x
= S⃗, (18)
where U⃗ , E⃗, and S⃗ are the unknown vector, flux vector, and source vector, respectively, defined by
U⃗ =

φ
ψ

E⃗ =

ψµ
τ
+ u2

φ

S⃗ =

0
− 1
τ
(ψ − uφ)

. (19)
We write Eq. (18) in matrix–vector product form,
∂U⃗
∂t
+ A∂U⃗
∂x
= S⃗, (20)
where A is a 2× 2 matrix, defined as
A =

0 1
µ
τ
+ u2 0

. (21)
We decompose matrix A such that A = RΛR−1, where matrices R,Λ, and R−1 are defined by
R =
 1 1µ
τ
+ u2 −

µ
τ
+ u2
 , Λ = λ1 00 λ2

, and R−1 =

1
2
1
2

µ
τ
+ u2
1
2
− 1
2

µ
τ
+ u2
 , (22)
where λ1 =

µ
τ
+ u2 and λ2 = −

µ
τ
+ u2.
A new set of system of equations is obtained by multiplying Eq. (20) with R−1,
∂W⃗
∂t
+Λ∂W⃗
∂x
= Θ⃗, (23)
where the characteristics W⃗ is defined as W⃗ = R−1U⃗ , and the new source term is defined as Θ⃗ = R−1S⃗. We notice
that the initial relaxation system is coupled, while the new system, Eq. (23), contains two independent characteristics,
W1 = 12φ + ψ2√ µτ +u2 and W2 =
1
2φ − ψ2√ µτ +u2 , where W1 travels from left to right corresponding to the positive
eigenvalue λ1 =

µ
τ
+ u2, and W2 travels from right to left corresponding to the negative eigenvalue λ2 = −

µ
τ
+ u2.
The components of the new source term are Θ1 = − ψ
2
√
µτ+u2τ2 +
uφ
2
√
µτ+u2τ2 and Θ2 =
ψ
2
√
µτ+u2τ2 −
uφ
2
√
µτ+u2τ2 . Many
numerical methods designed for hyperbolic conservation laws can be applied to solve Eq. (23), such as high resolution TVD
(Total Variation Diminishing) schemes [7,8], and high orderWENO schemes [14]. Here, we propose to use high orderWENO
schemes, since they are good for problems that involve both sharp discontinuities and rich smooth structures [16].
4. A fifth order finite difference WENO scheme
Various high-order WENO schemes have been proposed since their appearance, including cell average based finite
volume schemes [15], and point value based finite difference ones [14]. We apply the fifth order finite difference WENO
scheme developed by Jiang and Shu [14], which is recalled here for convenience. We start with Eq. (23), and write it in a
scalar form,
∂Wk
∂t
+ λk ∂Wk
∂x
= Θk, (24)
where Wk indicates the kth components of vector W⃗ , and λk is the corresponding kth eigenvalue of matrix A. Contrary to
the original work of the fifth-order finite difference WENO scheme [14], where no source term is present in their equation
of conservation laws, here a non-trivial source term is included in our relaxation system of Eq. (24). Let∆t = tn+1 − tn and
∆x = xj+1 − xj, Eq. (24) may be discretized in finite difference as
∂Wk
∂t
= − 1
∆x

fi+ 12 − fi− 12

+Θk, (25)
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where f = λkWk. Introducing an operator L(Wk),
L(Wk) = − 1
∆x

fi+ 12 − fi− 12

+Θk, (26)
we may discretize Eq. (25) in time by the classic third-order TVD Runge–Kutta scheme [14]
W (1)k = W nk +∆tL(W nk ), (27a)
W (2)k =
3
4
W nk +
1
4
W (1)k +
1
4
∆tL(W (1)k ), (27b)
W n+1k =
1
3
W nk +
2
3
W (2)k +
2
3
∆tL(W (2)k ). (27c)
The numerical scheme, Eq. (27), is stable when
CFL =
λk∆t∆x
 ≤ 1. (28)
The numerical flux fj+ 12 is constructed by the fifth-order WENO reconstruction,
fj+ 12 ≈
2−
i=0
ωipi

xj+ 12

, (29)
whereωi is the weight, and pi(xj+ 12 ) is the second-order polynomial on stencil Si. For right-traveling wave, λk is positive, the
polynomials are constructed as [14],
p0

xj+ 12

= 2
6
f (xj−2)− 76 f (xj−1)+
11
6
f (xj), (30a)
p1

xj+ 12

= −1
6
f (xj−1)+ 56 f (xj)+
2
6
f (xj+1), (30b)
p2

xj+ 12

= 2
6
f (xj)+ 56 f (xj+1)−
1
6
f (xj+2). (30c)
The scaled weight ωi in Eq. (29) is calculated as
ωi = ω¯i∑
i=0,2
ω¯i
, (31)
where ω¯i is the nonlinear weight, based on the smoothness indicator βi,
ω¯i = γi
(ϵ + βi)2 , (32)
where ϵ is a small number to prevent dividing by zero, i.e. ϵ = 10−10, and the smoothness indicator βi for each stencil Si is
β0 = 1312 (f (xj−2)− 2f (xj−1)+ f (xj))
2 + 1
4
(f (xj−2)− 4f (xj−1)+ 3f (xj))2, (33a)
β1 = 1312 (f (xj−1)− 2f (xj)+ f (xj+1))
2 + 1
4
(f (xj−1)− f (xj+1))2, (33b)
β2 = 1312 (f (xj)− 2f (xj+1)+ f (xj+2))
2 + 1
4
(3f (xj)− 4f (xj+1)+ f (xj+2))2. (33c)
The linear weights in Eq. (32) are determined by
γ0 = 110 , γ1 =
6
10
, and γ2 = 310 . (34)
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5. Time discretization by IMEX Runge–Kutta methods
For stability consideration, the relaxation system must satisfy Liu’s sub-characteristic condition [17], which gives a
constraint on the relaxation parameter τ [3],
τ ≤ µ
u2
. (35)
Arora [3] suggested that τ should be chosen to be a little smaller than the maximum allowable value, i.e. 70% of µ
u2
. The
three-stage third-order explicit TVD Runge–Kutta scheme, introduced in Section 4, works when the viscous coefficient is
large enough, i.e. Pe <= 4.0, and τ is taken as the suggested value. When the viscous coefficient is smaller, so does the
relaxation parameter, the resulting relaxation system, however, becomes stiff, and the standard third-order explicit TVD
Runge–Kutta scheme cannot produce the desired solution. We therefore, apply the implicit–explicit (IMEX) Runge–Kutta
methods, proposed by Pareschi and Russo [18], to the relaxation system, Eq. (18), which may be rewritten as
∂U⃗
∂t
+ ∂ E⃗(U⃗)
∂x
= 1
τ
Q⃗ (U⃗), (36)
where Q⃗ (U⃗) = (0, uφ − ψ)T . We use the third-order strong-stability-preserving (SSP) scheme, where the implicit part is
treated by an L-stable diagonally implicit Runge–Kutta [18]. The 4-stage scheme can be summarized as [18]
U⃗ i = U⃗n −∆t
i−1
j=1
a˜ij
∂ E⃗(U⃗ j)
∂x
+∆t
4−
j=1
aij
1
τ
Q⃗ (U⃗ j), (37a)
U⃗n+1 = U⃗n −∆t
4−
i=1
ω˜i
∂ E⃗(U⃗ i)
∂x
+∆t
4−
i=1
ωi
1
τ
Q⃗ (U⃗ i), (37b)
where i indicates the four stages, i = 1–4, and the 4-element vectors ω˜ and ω are defined as ω˜ = (0, 1/6, 1/6, 2/3)T and
ω = (0, 1/6, 1/6, 2/3)T , respectively. In Eqs. (37a) and (37b), a˜ij and aij are elements of the 4 × 4 matrices A˜ and A, which
can be written as
A˜ =
0 0 0 00 0 0 00 1 0 0
0 1/4 1/4 0
 and A =
 α 0 0 0−α α 0 00 1− α α 0
β η 1/2− β − η − α α
 , (38)
where, α = 0.241694260788221, β = 0.06042356519705, and η = 0.12915286960590. As a demonstration, the first two
stages of the scheme are
U⃗1 = U⃗n +∆ta11 1
τ
Q⃗ (U⃗1), (39a)
U⃗2 = U⃗n +∆ta21 1
τ
Q⃗ (U⃗1)+∆ta22 1
τ
Q⃗ (U⃗2), (39b)
where only U⃗1 terms are implicit in Eq. (39a), so are U⃗2 terms in Eq. (39b). To solve the equations, we play simple algebra
by moving the diagonally implicit terms in Eqs. (37a) and (37b) from the right-hand side to the left-hand side.
6. Extension to two-dimension
6.1. Asymptotic analysis
We now discuss how to extend the method to multi-dimensions. It is assumed that diffusion is isotropic. A two-
dimensional convection–diffusion equation can be written as
∂φ
∂t
+ u∂φ
∂x
+ v ∂φ
∂y
− µ∂
2φ
∂x2
− µ∂
2φ
∂y2
= 0, (40)
where u and v are the velocities in the x and y directions, respectively. Introducing variables ψ and ϕ, the corresponding
relaxation equations are then taking the form
∂φ
∂t
+ ∂ψ
∂x
+ ∂ϕ
∂y
= 0, (41a)
∂ψ
∂t
+ ∂ f (φ)
∂x
= −1
τ
(ψ − g(φ)), (41b)
∂ϕ
∂t
+ ∂p(φ)
∂y
= −1
τ
(ϕ − q(φ)). (41c)
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Following similar procedures in Section 2, we letψ = g(φ)+ψ1 and ϕ = q(φ)+ ϕ1, where low frequency componentsψ1
and ϕ1 are assumed to be very small and their derivatives are even smaller. We take the derivatives of ψ with respect to t
or x, and those of ϕ with respect to t or y, omit the derivatives of ψ1 and ϕ1, and obtain the simplified temporal and spatial
derivatives of ψ and ϕ,
∂ψ
∂t
= ∂g(φ)
∂φ
∂φ
∂t
, (42a)
∂ψ
∂x
= ∂g(φ)
∂φ
∂φ
∂x
, (42b)
∂ϕ
∂t
= ∂q(φ)
∂φ
∂φ
∂t
, (42c)
∂ϕ
∂y
= ∂q(φ)
∂φ
∂φ
∂y
. (42d)
We then substitute ψ = g(φ) + ψ1 and ϕ = q(φ) + ϕ1 into Eqs. (41b) and (41c), and obtain the expressions about ψ1 in
terms of ψ and f (φ) and ϕ1 in terms of ϕ and p(φ), respectively,
ψ1 = −τ

∂ψ
∂t
+ ∂ f (φ)
∂x

and ϕ1 = −τ

∂ϕ
∂t
+ ∂p(φ)
∂y

. (43)
The spatial derivatives of ψ and ϕ, Eqs. (42b) and (42d), are substituted into Eq. (41a) to obtain an alternative expression
for ∂φ
∂t ,
∂φ
∂t
= −

∂g(φ)
∂φ
∂φ
∂x
+ ∂q(φ)
∂φ
∂φ
∂y

. (44)
Substituting Eq. (44) into Eqs. (42a) and (42c), we update the temporal derivatives of ψ and ϕ as
∂ψ
∂t
= −∂g(φ)
∂φ

∂g(φ)
∂φ
∂φ
∂x
+ ∂q(φ)
∂φ
∂φ
∂y

, (45a)
∂ϕ
∂t
= −∂q(φ)
∂φ

∂g(φ)
∂φ
∂φ
∂x
+ ∂q(φ)
∂φ
∂φ
∂y

, (45b)
which are then substituted into Eq. (43) for ψ1 and ϕ1,
ψ1 = −τ

−

∂g(φ)
∂φ
2
∂φ
∂x
− ∂g(φ)
∂φ
∂q(φ)
∂φ
∂φ
∂y
+ ∂ f (φ)
∂x

= τ

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

∂φ
∂x
+ τ ∂g(φ)
∂φ
∂q(φ)
∂φ
∂φ
∂y
, (46a)
ϕ1 = −τ

−∂q(φ)
∂φ
∂g(φ)
∂φ
∂φ
∂x
−

∂q(φ)
∂φ
2
∂φ
∂y
+ ∂p(φ)
∂y

= τ

∂q(φ)
∂φ
2
− ∂p(φ)
∂φ

∂φ
∂y
+ τ ∂q(φ)
∂φ
∂g(φ)
∂φ
∂φ
∂x
. (46b)
Therefore the new expressions for ψ and ϕ are derived as
ψ = g(φ)+ ψ1
= g(φ)+ τ

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

∂φ
∂x
+ τ ∂g(φ)
∂φ
∂q(φ)
∂φ
∂φ
∂y
, (47a)
ϕ = q(φ)+ ϕ1
= q(φ)+ τ

∂q(φ)
∂φ
2
− ∂p(φ)
∂φ

∂φ
∂y
+ τ ∂q(φ)
∂φ
∂g(φ)
∂φ
∂φ
∂x
. (47b)
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Finally, we obtain the desired asymptotic counterpart for the two-dimensional convection–diffusion equation,
∂φ
∂t
+ ∂ψ
∂x
+ ∂ϕ
∂y
= ∂φ
∂t
+ ∂
∂x

g(φ)+ τ

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

∂φ
∂x
+ τ ∂g(φ)
∂φ
∂q(φ)
∂φ
∂φ
∂y

+ ∂
∂y

q(φ)+ τ

∂q(φ)
∂φ
2
− ∂p(φ)
∂φ

∂φ
∂y
+ τ ∂q(φ)
∂φ
∂g(φ)
∂φ
∂φ
∂x

= 0, (48)
or
∂φ
∂t
+ ∂g(φ)
∂x
+ ∂q(φ)
∂y
= −τ ∂
∂x

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

∂φ
∂x

− τ ∂
∂x

∂g(φ)
∂φ
∂q(φ)
∂φ
∂φ
∂y

− τ ∂
∂y

∂q(φ)
∂φ
2
− ∂p(φ)
∂φ

∂φ
∂y

− τ ∂
∂y

∂q(φ)
∂φ
∂g(φ)
∂φ
∂φ
∂x

. (49)
We ignore the cross-derivative terms in Eq. (49), for diffusion is assumed to be isotropic. For the convection–diffusion
equation with constant advection velocity, the following conditions must be satisfied,
g(φ) = uφ, µ = −τ

∂g(φ)
∂φ
2
− ∂ f (φ)
∂φ

, (50a)
q(φ) = vφ, µ = −τ

∂q(φ)
∂φ
2
− ∂p(φ)
∂φ

. (50b)
Rearranging Eqs. (50a) and (50b) and integrating f (φ) and p(φ) versus φ, functions f (φ) and p(φ) should have the form of
f (φ) = u2φ + µ
τ
φ, (51a)
p(φ) = v2φ + µ
τ
φ. (51b)
6.2. Characteristics of two-dimensional system
We rewrite Eqs. (41a)–(41c) in vector form as
∂U⃗
∂t
+ ∂ E⃗
∂x
+ ∂ F⃗
∂y
= S⃗, (52)
where the vectors are defined as
U⃗ =

φ
ψ
ϕ

, E⃗ =

ψµ
τ
+ u2

φ
0
 , F⃗ =

ϕ
0µ
τ
+ v2

φ
 , and S⃗ =

0
− 1
τ
(ψ − uφ)
− 1
τ
(ϕ − vφ)
 . (53)
We decouple Eq. (52) by calculating the Jacobian matrices A = ∂ E⃗
∂U⃗
and B = ∂ F⃗
∂U⃗
, and write Eq. (52) in matrix–vector product
form,
∂U⃗
∂t
+ A∂U⃗
∂x
+ B∂U⃗
∂y
= S⃗, (54)
where the matrices A and B are defined as
A =
 0 1 0µ
τ
+ u2 0 0
0 0 0
 and B =
 0 0 10 0 0µ
τ
+ v2 0 0
 . (55)
We further decompose matrices A and B into diagonal form A = RAΛAR−1A and B = RBΛBR−1B , and rewrite Eq. (54) in the
form,
∂U⃗
∂t
+ RAΛAR−1A
∂U⃗
∂x
+ RBΛBR−1B
∂U⃗
∂y
= S⃗, (56)
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where RA and RB and the matrices of eigenvectors, andΛA andΛB are the matrices of eigenvalues. The matrices RA,ΛA, and
R−1A are defined as
RA =
0 1 1
0 λ2 λ3
1 0 0

, ΛA =

λ1 0 0
0 λ2 0
0 0 λ3

, and R−1A =

0 0 1
1
2
1
2

µ
τ
+ u2
0
1
2
− 1
2

µ
τ
+ u2
0
 , (57)
where, λ1 = 0, λ2 =

µ
τ
+ u2, and λ3 = −

µ
τ
+ u2. Similarly, matrices RB,ΛB, and R−1B are defined as
RB =
0 1 1
1 0 0
0 λ2 λ3

, ΛB =

λ1 0 0
0 λ2 0
0 0 λ3

, and R−1B =

0 1 0
1
2
0
1
2

µ
τ
+ v2
1
2
0 − 1
2

µ
τ
+ v2
 , (58)
where λ1 = 0, λ2 =

µ
τ
+ v2, and λ3 = −

µ
τ
+ v2. The characteristics in the x- and y-coordinates, W⃗A and W⃗B, are
calculated, respectively, as
W⃗A = R−1A U⃗ and W⃗B = R−1B U⃗ . (59)
6.3. Numerical implementation
We tried to apply a first-order temporal and second-order spatial TVD scheme [7,8] to the two-dimensional relaxation
system, but the solution was not acceptable. We also tried to extend the third-order TVD WENO scheme [14] to two-
dimension by the fractional-step method [19], i.e.,
∂U⃗
∂t
+ ∂ E⃗
∂x
= 1
2
S⃗, (60a)
∂U⃗
∂t
+ ∂ F⃗
∂y
= 1
2
S⃗, (60b)
but obtained only undesirable results. We then implement the extension via the dimension-by-dimension approach,
U⃗n+1i,j − U⃗ni,j
∆t
= − 1
∆x

fi+ 12 ,j − fi− 12 ,j

− 1
∆y

gi,j+ 12 − gi,j− 12

+ S⃗, (61)
where numerical fluxes are calculated as
fi+ 12 ,j =

RAΛAW⃗A

i+ 12 ,j
and gi,j+ 12 =

RBΛBW⃗B

i,j+ 12
. (62)
The fifth-order WENO reconstruction procedure described in Section 4 is applied to each characteristic for space
discretization. Again, we use the third-order strong stability preserving IMEX Runge–Kutta [18] for time discretization.
7. Numerical examples
Example 1. One-dimension with constant velocity.
We solve Eq. (1) using the proposed relaxation method and the fifth-order WENO scheme, and compare the numerical
results with an analytical solution, which was found by Noye and Tan [12],
φ(x, t) = 1√
4t + 1 exp

− (x− 1− ut)
2
µ(4t + 1)

. (63)
The initial condition corresponding to Eq. (63) is
φ(x, 0) = exp

− (x− 1)
2
µ

, 0 ≤ x ≤ 9. (64)
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a b
Fig. 1. Solution of 1D convection–diffusion equation by relaxation method (a) Initial condition in Gaussian distribution. (b) Concentration distribution at
t = 5 s, where the solid line is the analytical solution, and squares indicate the numerical solution.
Table 1
Dependence of accuracy on problem size.
Case N ∆x ∆t Pe L1 error L∞ error
1 90 0.1 0.03904 16.0 3.460× 10−3 4.585×10−2
2 180 0.05 0.01952 8.0 5.551× 10−4 8.848×10−3
3 360 0.025 0.00976 4.0 2.685× 10−4 3.120×10−3
4 720 0.0125 0.00488 2.0 2.702× 10−4 3.001×10−3
The boundary conditions corresponding to the solution are
φ(0, t) = 1√
4t + 1 exp

− (ut + 1)
2
µ(4t + 1)

, (65)
and
φ(9, t) = 1√
4t + 1 exp

− (8− ut)
2
µ(4t + 1)

. (66)
Numerical results on this problem are presented in Table 1, corresponding to the condition of u = 0.8, µ = 0.005, and
τ = 0.005. For the four tested mesh sizes, our method is fairly stable. In a coarse grid, ∆x = 0.1, L1 error is 3.460 × 10−3.
When dx is halved, L1 error sharply decreases to 5.551×10−4, one order ofmagnitude lower.Whenmesh size is increased to
N = 720, L1 error stagnates. The accuracy of our method, however, can be improved by adjusting the value of τ , as shown in
Table 2. When the relaxation parameter decreases from τ = 0.005 to τ = 0.0001, L1 error decreases from 2.702× 10−4 to
7.502× 10−6. A graphic comparison between the analytical and numerical solutions is presented in Fig. 1, where Fig. 1(a) is
the profile of the initial Gaussian pulse,while Fig. 1(b) is the profile of Gaussian pulse at t = 5.0, corresponding toµ = 0.005,
N = 360, Pe = 4.0, and∆t = 0.00976. The solid line in Fig. 1(b) represents the analytical solution, while the square symbols
indicate results fromnumerical calculation. It can be clearly observed from Fig. 1(b) that our numerical results agreewith the
analytical solution very well. The advantage of the proposed numerical method for solving convection–diffusion equation is
further demonstrated by its ability to handle small viscous coefficient. In our numerical test, we useµ = 0.00025, N = 720,
and Pe = 40.0, and the solution is still fairly accurate, L1 error being 3.601× 10−4 and L∞ error being 2.094× 10−2.
Example 2. One-dimensional viscous Burgers’ equation.
To test the ability of the proposed method for nonlinear problems, we apply it to a one-dimensional viscous Burgers’
equation, Eq. (14). The relaxation form of Eq. (14) is given as
∂u
∂t
+ ∂ψ
∂x
= 0, (67a)
∂ψ
∂t
+

u2 + µ
τ
 ∂u
∂x
= −ψ −
1
2u
2
τ
. (67b)
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Table 2
Dependence of accuracy on relaxation parameter.
Case N ∆x τ ∆t Pe L1 error L∞ error
1 720 0.0125 0.005 4.880× 10−3 2.0 2.702× 10−4 3.001×10−3
2 720 0.0125 0.001 2.632× 10−3 2.0 5.402× 10−5 5.969×10−4
3 720 0.0125 0.0005 1.916× 10−3 2.0 2.649× 10−5 3.075×10−4
4 720 0.0125 0.0001 8.783× 10−4 2.0 7.502× 10−6 1.248×10−4
Table 3
Dependence of accuracy on viscous coefficient for the Burgers’ equation.
Case ∆x ∆t t µ = 0.05 µ = 0.005
L1 error L∞ error L1 error L∞ error
1 0.05 4.975× 10−3 1.5 2.648× 10−4 1.872× 10−3 6.754× 10−3 2.168×10−1
2 0.05 4.975× 10−3 3.0 7.131× 10−4 7.151× 10−3 6.864× 10−3 2.350×10−1
3 0.05 4.975× 10−3 4.5 1.124× 10−3 1.311× 10−2 6.820× 10−3 2.438×10−1
4 0.05 4.975× 10−3 6.0 1.931× 10−3 4.399× 10−2 5.439× 10−3 2.900×10−1
For comparison purpose, we take the same initial condition as that presented in [6],
u(t = 0, ν) =

−1 if ν < −20
1 if ν > 20
1
2

1− e
ν − e−ν
eν + e−ν

if − 20 ≤ ν ≤ 20,
(68)
where the new variable ν is defined as ν = x4µ . The boundary conditions are prescribed as: given velocity on the left,
i.e. ut,−2 = 1, and outflow condition on the right, i.e. uN+1 − uN = uN − uN−1. The analytical solution to the problem is [6]
u(x, t) = 1− 1
2
1− exp

0.5t−x
4µ

− exp

− 0.5t−x4µ

exp

0.5t−x
4µ

+ exp

− 0.5t−x4µ

 . (69)
We use 100 control volumes with ∆x = 0.05. The viscous coefficient is taken as µ = 0.05. For stability consideration, as
mentioned previously, τ should satisfy τ ≤ µ
u2
. However, in the nonlinear case of viscous Burgers’ equation, velocity u is
not a constant and it changes with time and location. In our numerical calculation, we use τ = 1100µ. The stability of the
numerical scheme requires that |λk|max ∆t∆x ≤ 1, and we take the maximum allowable time interval, ∆t = ∆x|λk|max , which
results in ∆t = 4.975 × 10−3. Numerical solutions at t = 3 and t = 4.5 for viscous coefficient of µ = 0.05 are compared
with analytical ones and displayed in Fig. 2(a) and (b), where solid lines represent results of the analytical solution, while
the squares represent those of the numerical one.
We then change the viscous coefficient from µ = 0.05 to µ = 0.005, and as a result, the initial condition of u
exhibits a discontinuity-like structure. Such a case puts many existing numerical schemes for solving convection–diffusion
equations under challenge. As a trial,wedeveloped anumerical code to solve the sameproblemusing a fourth-order accurate
discretization in space as the building block and applying the classic fourth-order accurate Runge–Kutta method in time,
and it failed to produce the desired solution by exhibiting non-physical oscillations. In contrast, numerical solutions from
the present method are stable in simulating discontinuous structures, as shown in Fig. 2(c) and (d). The errors for various
combinations ofµ and t are listed in Table 3. Comparedwith Example 1, we do observe relatively larger L∞ errors, especially
for the case of µ = 0.005, due to the fact that a sharp discontinuity-like initial condition is applied, as can be seen from
Fig. 2(c) and (d), and a few points diverge from the sharp front. However, in general, the numerical solution agrees with the
analytical one fairly well.
Example 3. Two dimension with constant advection velocity.
The two-dimensional convection–diffusion equation with constant advection velocity has been solved by many re-
searchers [9,13,10,11]. An analytical solution in the rectangular domain x ∈ [0, 2] and y ∈ [0, 2]with the initial condition of
φ(x, y, 0) = exp

− (x− 0.5)
2
µx
− (y− 0.5)
2
µy

(70)
is given by [13]
φ(x, y, t) = 1
4t + 1 exp

− (x− ut − 0.5)
2
µx(4t + 1) −
(y− vt − 0.5)2
µy(4t + 1)

. (71)
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Fig. 2. Solution of 1D viscous Burgers’ equation by relaxation method for different viscous coefficients and time. (a) µ = 0.05, t = 3.0, (b) µ = 0.05,
t = 4.5, (c) µ = 0.005, t = 3.0, (d) µ = 0.005, t = 4.5.
For comparison purpose, we applied our method to the same computational domain and initial condition as in [13]. Our
solution is plotted against the analytical one, obtained from Eq. (71), in Fig. 3, where red contours are the initial Gaussian
profile, black contours with solid line indicate the numerical solution, while black contours with dash–dot–dot line indicate
the analytical solution. Results of two cases are presented, Fig. 3(a) for µ = 0.01, u = 0.8, ∆x = 0.025, ∆t = 2.5 × 10−3,
t = 1.25, and τ = 2.0 × 10−4, and Fig. 3(b) for µ = 0.01, u = 80.0, ∆x = 0.025, ∆t = 2.5 × 10−5, t = 0.0125,
and τ = 2.0 × 10−6. In both cases, the center of the initial Gaussian pulse moves from (0.5, 0.5) to (1.5, 1.5). Again, good
agreement is found between the present method and the exact solution for both cases. We remark that the selection of
τ plays an important role in two-dimensional calculation, i.e. it was chosen much smaller than the maximum allowable
value. We compared the accuracy of our method with published solutions, as listed in Table 4. We admit that our method
is less accurate than You’s Padé-ADI method, but competitive if not better than Karaa and Zhang’s HOC-ADI and Peaceman
and Rachford’s PR-ADI methods for the two tested cases. It has been reported by You [11] that both HOC-ADI and PR-ADI
methods generated oscillatory solutions in the high velocity case when u = 80.0 and∆t = 2.5×10−5, while ours does not,
see Fig. 3(b). It is worth noticing that the ability of handling discontinuous situations has not been reported for the three
high-order methods, PR-ADI, HOC-ADI, and Padé-ADI in comparison.
8. Concluding remarks
We developed a numerical method to solve one- and two-dimensional convection–diffusion equations by asymptotic
analysis, aimed at removing the second-order derivatives. We solved the asymptotically equivalent relaxation system using
high-order accurate characteristic-based methods. Our methods survived rigorous tests involving very large advection
velocity, very small viscous coefficient, and nonlinearity. Numerical examples indicate that the proposed method can solve
unsteady convection–diffusion equations with sharp discontinuities as well as rich smooth structures effectively, due to
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a b
Fig. 3. The transport of a Gaussian profile for various µ and u. (a) Contour plots for µ = 0.01 and u = 0.8: contours in red color is the profile of initial
Gaussian pulse, while contours in black color is the profile at t = 1.25, where the dash–dot–dot line indicates the analytical solution, and the solid line
represents the numerical solution. (b) Contour plots forµ = 0.01 and u = 80.0: contours in red color is the profile of initial Gaussian pulse, while contours
in black color is the profile at t = 0.0125, where the dash–dot–dot line indicates the analytical solution, and the solid line represents the numerical
solution. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 4
Comparison of L2 errors among different methods [11].
Method L2 errors
µ = 0.01, u = 0.8 µ = 0.01, u = 80.0
PR-ADI [10] ∼10−5 3.29× 10−4
HOC-ADI [9] ∼10−6 1.82× 10−4
Padé-ADI [11] ∼10−7 7.68× 10−6
Present method 4.167× 10−6 4.126× 10−5
third-order discretization in time by the IMEX Runge–Kutta and fifth-order discretization in space byWENO reconstruction.
The proposedmethod can achieve the goal of retaining high-order accuracy in smooth regions and being free of non-physical
oscillations in discontinuities for solving linear and nonlinear convection–diffusion equations.
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