In order to improve the accuracy of Chinese micro-blog sentiment classification, a sentiment classification method based on a kind of improved recurrent neural network model was proposed. Firstly, for the extraction of the text intrinsic semantic features, a feature fusion method based on shallow and deep learning was adopted. Secondly, for the micro-blog text sentiment classification problem, an improved recurrent neural network model was adopted, which replaced the hidden layer of general recurrent neural network into LSTM structure. Finally, the classification accuracy rate was 85.04%, which was 3.17% higher than that of the traditional SVM with shallow learning features. The results confirm the effectiveness of the proposed method.
Introduction
Micro-blog, as the burgeoning social network platform in recent years, because of its easy operation, fast spread and high flexibility, has been widely respected and used by users. With the sharp increase of text data published by users, how to quickly and effectively find interesting topics from the micro-blog text containing large information and understand the trend of public opinion has become the focus of attention at present. It is clearly inefficient and unrealistic to use traditional artificial statistical method to deal with such large and growing text data. In response to this problem, the sentiment analysis of micro-blog text comes into being. Sentiment analysis can generally be summarized as the research task of three progressive layers: sentiment information extraction, sentiment classification and sentiment retrieval [1] . The sentiment classification, that is, the viewpoint classification, is the extremely critical intermediate link in the sentiment analysis process, mainly through digging and analyzing the sentiment tendency of the information users convey. The sentiment classification of micro-blog text is aimed at micro-blog text information. The analysis of micro-blog text by sentiment classification technology can distinguish the sentiment tendencies of blog posters, so as to help enterprises or government in specific fields understand users' needs, control public opinion, improve efficiency, better serve users and society.
Since the establishment of the world's first micro-blog Twitter in 2006, the application of micro-blog has been gradually popularized, the containing text data is also growing, and scholars have tried to extend the text sentiment classification research to micro-blog field. Micro-blog text with the characteristics of shortness and randomness, its sentiment classification has its own uniqueness compared with traditional text. In 2009, Go et al. [2] first used the machine learning method to study the sentiment classification of micro-blog text, who by using the ideas put forward by Pang et al. [3] combined different feature extraction with Naive Bayesian (NB), support vector (SVM) and maximum entropy model (ME) to realize the sentiment classification of Twitter text. Experiments show that the support vector machine performs best. Hruschka et al. [4] in order to improve the accuracy of Twitter sentiment classification integrated the four learning models of polynomial naive Bayesian, support vector machine, stochastic forest and logistic regression. Dong et al. [5] proposed a goal-based self-adaptive recurrent neural network (AdaRNN) method. Compared with the more mature micro-blog sentiment classification technology abroad, Chinese micro-blog sentiment classification research still has more room for improvement. Li Tingting et al. [6] proposed a Chinese micro-blog sentiment classification method of multi-feature fusion based on machine learning. Comparing multiple text feature combining schemes, she respectively combined it with SVM and CRF models. Experiments show that SVM has the highest accuracy when using feature combination of part of speech, emotional words and negative words; While CRF performs best when feature combination of emotional words, negative words, degree adverbs, and special symbols are used. According to a large number of literature research, the method based on machine learning is the mainstream way of micro-blog sentiment classification. The key to the method lies in the selection of features and classifiers, the two aspects which scholars generally start from. However, general methods of sentiment classification based on machine learning do not take the internal meaning of the text into account, affecting the accuracy of emotion classification.
This paper, aimed at Chinese micro-blog emotion classification task, puts forward a sentiment classification method based on improved recurrent neural network model. The model replaces the hidden layer of general recurrent neural network (RNN) with long short-term memory (LSTM) structure [7] , which can solve the problem of long-term dependency. And in the feature extraction stage, this paper adopts a feature fusion method based on shallow and deep learning, taking the intrinsic semantic relation of the text into account. Finally, through the comparison experiment, the validity of the method proposed in this paper is confirmed.
The Basic Procedure of Micro-blog Text Sentiment Classification
At present, the micro-blog text sentiment polarity classification generally adopts the machine-based learning method. The basic procedure is as follows: Firstly, pre-process the micro-blog text and conduct the feature selection and eigenvector construction; then divide it into training set and test set; after that, train a sentiment classifier with a training set; Finally, conduct sentiment classification test on the test set using the trained classifier. The key to the classification method based on machine learning lies in the construction of feature and sentiment classifier. Figure 1 is the basic process of micro-blog text sentiment polarity classification which is based on machine learning. 
Feature Construction

Construction of Shallow Learning Features
The selection of shallow learning features is based on statistical learning. As for text classification, generally all selected feature items have their specific meanings. Meanwhile, ensure all these items have well distinguish capacity. Many scholars [8] [9] [10] have studied the feature construction in text classification. After plenty of related literature reading and micro-blog corpus analyses, this paper uses the vector space model (VSM) to denote the text, and chooses word (unigram), part of speech (POS), sentiment dictionary (dict) these three types of shallow learning features, specific shallow learning features construction shown in Table 1 . In order to obtain the best combination of the above features, this paper designs experiments for various feature combinations, combining SVM classifier to compare the classification effects of different combinations and finally selects the best feature combination.
Construction of Deep learning features
The deep learning features are relative to the shallow learning features. This paper employs the word2vec to extract the deep learning features of the text [11] . The deep learning features consider the correlation between words in the text, which can compensate for the shortcomings of the shallow learning features.
Word2vec, making use of the deep learning thought, can express the words in the text as real number vector. Unlike the commonly used VSM, word2vec no longer maps each feature item to a dimension in the text vector space, but to a vector space of a particular dimension, so that the correlation between words can be calculated by the Euclidean distance of the vector. This change makes the word2vec weaken the hypothesis that feature words are independent from each other in the VSM text representation, providing a certain degree of text semantic information. It should be noted that word2vec itself is not using the deep learning method, but to obtain the deep learning features of the text through this method. This paper uses the Python version of word2vec, namely the word2vec tool in the Gensim theme model, which only realizes the skip-gram model and uses the HS method when training. Specific word2vec related statement is shown in Figure 2 . In Figure 2 , the imported file is a text file with divided words, the vector dimension of each word set to 50, the training window length 5, that is, consider the five words before and after the target word. All the eigenvector values obtained by word2vec belong to the floating-point number within the scope of real numbers. In order to facilitate the subsequent classification, this paper normalizes the eigenvector values, converting them into real numbers between 0 and 1.
The Feature fusion based on Shallow and Deep Learning
The feature construction of the text is one of the keys to the whole sentiment polarity classification and the quality of the features will directly affect the final effect of the text sentiment classification. A number of scholars conduct relevant studies on feature construction. However, at present most scholars are simply limited to studies on the superficial features of the text, either direct fusion of multiple shallow features, or feature fusion based on multiple classifiers. But the shallow features of the text often overlook the deep meaning, having a certain impact on sentiment classification. Therefore, this paper proposes a feature fusion method based on shallow and deep learning for micro-blog texts.
After lots of literature research, there are many methods of feature fusion [12] [13] , which can generally be divided into two categories: pre-fusion and post-fusion. The pre-fusionof features refers to selecting sample features from multiple perspectives and matching these features with specific methods to construct a new feature set. While the post-fusion refers to training the samples respectively according to different feature combinations, and then combining the training results through a specific method. This paper uses the pre-fusion method to blend the shallow learning features and deep learning features of micro-blog texts, as shown in Figure 3 . The feature fusion scheme of this paper is as follows: add L-dimension features to VSM based on shallow learning features. L is the dimension after each word is converted to the word2vec vector, where the weight number on each dimension takes the weight sum of the word2vec vectors of all the words in the text on that dimension.
Based on Improved Recurrent Neural Network Model
This paper employs an improved recurrent neural network model based on LSTM to classify the sentiment polarity of micro-blog texts. The model is a variant of the RNN, which replaces the original hidden layer with short and long-term memory (LSTM) structure, so as to solve the problem of long-term dependency, as well as gradient explosion or disappearance. The LSTM structure consists of a memory cell (Cell) and three gates: Forget Gate, Input Gate, and Output Gate. Among them, Forget Gate is used to decide whether to retain the historical information, represented byφ ; Input Gate is used to determine whether the new information of the input layer is allowed to be entered, represented by ι ; Output Gate is used to determine whether the information is output, represented by ω ;The memory cell is represented by c , while C is used to represent the size of the memory cell. The three gates all use sigmoid function to control, expressed by f , while the activation function of the memory cell is represented by g .
The input of the Input Gate contains three aspects: the output of the input layer, the output of the hidden layer the last moment, and the information reserved by the memory cell. Represented by the formula, the input t a ι and output t b ι of the Input Gate are shown in (1) and (2) respectively:
(2) Here, 1 t c s − indicates the information retained by the memory cell c at time 1 t − . Similarly, the input t a φ and output t b φ of the Forget Gate are shown in (3) and (4), respectively:
The input of the memory cell contains the output of the input layer and the output of the hidden layer last moment. Represented by the formula, the input t c a and retained information t c s of the memory cell at time t are shown in (5) and (6) respectively:
The input of the Output Gate contains three aspects: the output of the input layer, the output of the hidden layer last moment, and the reserved information of the memory cell at the current time .Represented by the formula, the input t a ω and output t b ω of the Output Gateat time t are shown in (7) and (8) respectively:
The output t c b of the memory cell at time t can be obtained as shown in formula (9):
h is the activation function.
In the reverse propagation process, the error t ω δ of the output gate at time t is shown in formula (10):
Similar to RNN, here D also represents not only the error function, but also the objective function, and the definition t j t j D a δ ∂ = ∂ represents the error of node j at time t .
Thus, the update formula of the weight can be obtained as shown in (16):
Here, α represents the learning rate,
It can be seen that the recurrent neural network model based on LSTM cannot only take into account the correlation of the text sequence, but also can learn the relevant far-away information in the text.
Experimental Results and Analyses
Sources of Experimental Data
The micro-blog corpora used in this paper are provided by the social media conference (SMP2015) in 2015. Considering the time and manpower problems, this paper only uses some of them as training data. After the automatic tagging, the sentiment classification training data is as shown in table 2. From the data provided by the SMP2015, this paper selects 500 data again as the test data which is manually labeled, as shown in table 3. Table 3 . Test data of sentiment classification.
Positive
Negative Total 250 250 500
Preconditioning of Corpus
According to the features of micro-blog corpus data, this paper preprocesses the texts as follows: a) Filter the micro-blog texts with user name ("@"), topic ("#") and transmit ("//") b) Filter invalid characters like punctuation and URL links etc. in micro-blog texts; c) Filter the remaining micro-blog texts with less than two words. After analyzing the original data of micro-blog texts, it is found that micro-blog texts with few words occupy a large proportion, most of which have no content and meanings, not only failing to help the sentiment classification but affecting the classification effect. So, they are classified as garbage micro-blog for filtering; d) Conduct word segmentation of micro-blog texts using NLPIR word segmentation system of Chinese Academy of Sciences. Considering the existence of a large number of network vocabularies in the micro-blog corpus, this paper adds the collected commonly used network words to the user-defined dictionary of the word segmentation system, so as to enhance the accuracy of the micro-blogword segmentation; e) filter the stop words in micro-blog texts which have completed the word segmentation.
Experiment and Analysis
The improved recurrent neural network model based on LSTM this paper used has three hidden layers with 256 activation units impeach layer. The optimization function and objective function are SGD and cross entropy respectively. The experimental results are shown in table 4. The experimental results show that the improved recurrent neural network model based on LSTM has a good performance in the sentiment polarity classification of micro-blog text.
In order to further verify the effectiveness of the algorithm, this paper designs a comparative experiment between different classification models. The three models of support vector machine, recurrent neural network and recurrent neural network based on LSTM are compared. In order to make a better comparison, the RNN and the improved recurrent neural network model based on LSTM all use three layers of hidden layer with 256 activation units in each layer. The experimental results are shown in table 5. Table 5 corresponds to the bar graph shown in figure 4 . In the figure above, SVM1 represents support vector machine using shallow learning features. SVM2 represents support vector machine using fusion features. Figure 4 shows that the performance of SVM2 is better than SVM1, which indicates that the fusion features, can improve the classification precision rate. In addition, compared with SVM, the classification precision rate of RNN and LSTM are higher, which indicates that the internal correlation of the text sequence is an important basis for the sentiment polarity classification. Moreover, the performance of LSTM is the best in all of the above models, which verifies the validity of the improved recurrent neural network model based on LSTM.
Conclusion
In this paper, an improved recurrent neural network model is used to classify Chinese micro-blog text. A feature fusion method based on shallow and deep learning is used to extract the micro-blog text features. Moreover, considering the internal correlation of the text sequence, a recurrent neural network model based on LSTM is used. Final classification precision rate is 85.04%, which is 3.17% higher than the traditional SVM method based on shallow learning features.
Because of the experiment condition and time, the layer number of the improved recurrent neural network is shallow. In the future work, deep learning idea can be used, so as to further enhance the effect of text sentiment classification. In addition, the feature fusion method based on shallow and deep learning has extracted the semantic features to some extent, but there is still room for improvement, such as combining with some language rules or considering deep network structure to extract text semantic features. 
