Abstract. Working in the p-adic analog of the complex numbers, we'll define a line integral on a small arc of a circle. This allows new versions of the Residue Theorem, the Cauchy-Goursat Theorem on discs with and without holes, Cauchy's Integral Formula and the Z-P Theorem. In contrast to results in complex analysis, these integrals allow the points on a boundary circle, the bulk of a p-adic disc, to be treated the same as points interior to the boundary circle. The theory of the integral is developed, especially for functions holomorphic on an open disc, and integrals will be calculated for rational functions, Krasner analytic functions and some well-known functions that are not Krasner analytic. Some computations will produce values of Kubota-Leopoldt L-functions at ordinary integers.
Introduction
In the complex plane a closed disc of radius R is thought of as being made up mostly of it's interior, an open disc of radius R. In C p we have the reverse situation. The interior of a boundary circle of radius R is again an open disc of radius R, but the boundary circle itself consists of countably many disjoint open discs of radius R. The closed disc in C p is mostly on a boundary circle.
If we think of an arc of a circle as the set of points on the circle that are within a given distance of some point on the circle, then an open disc of radius R on a p-adic circle of radius R can be called an arc.
These remarks suggest that a natural p-adic analog of the Cauchy Integral Theorem uses the values of a function only on one arc to obtain the values of the function on the remainder of a closed disc. Such a theorem is in section 6. Section 2 defines an integral on an arc of a circle and gives some examples and basic properties. Section 3 develops the theory of the integral for functions holomorphic on an arc. The concept of controlled coefficients is introduced. The theorems show that the integral is an analog of a complex line integral.
Section 4 provides calculations of integrals of rational and Krasner analytic function and some familiar non-Krasner analytic functions. More generally, there is a sufficiency theorem for the existence of an integral and p-adic versions of integration by parts, a substitution theorem and a Z -P Theorem that allows zeros and poles on a boundary circle. The logarithmic derivative of the Artin-Hasse exponential function is shown to be integrable with a non-zero result.
Section 5 introduces and develops the concept of ray convergence. It concludes with the calculation of an integral that gives values of Kubota-Leopoldt L-functions at positive integers Sections 6 contains p-adic versions of the Residue Theorem, the Cauchy-Goursat Theorem on discs with and without holes and Cauchy's Integral Formula on discs with and without holes. These theorems are all broader than the complex versions because a boundary circle is treated much like the interior.
The idea of a p-adic line integral is not new. In 1938, L. G. Shnirel'man published, [6] , a p-adic line integral that "went around" a boundary circle. The line integral presented here arises from changing a basic premise in Shnirel'man's approach .
Notation
C p is the completion of an algebraic closure of Q p with the norm |p| p = 1/p. p will be assumed to be an odd prime unless otherwise explicitly stated. [x] is the greatest integer ≤ x. ω(x), defined for x ∈ C p with |x| p ≤ 1, is the Teichmüller charactor extended by ω(x) = 0 if |x| p < 1. When |x| p = 1, ω(x) is the unique n-th root of unity, (n, p) = 1, satisfying |x − ω(x)| p < 1. When x is real and positive, log p x is the real logarithm of x base p and ln x is the natural log of x. When x ∈ C p and x = 0, log x is the standard, Iwasawa p-adic logarithm.
Definition of a Line Integral on an Arc
We'll start with a preliminary definition and some examples. Then a general definition will be given.
(4) If x 0 is on the circle, but not in A and ϕ(k) = λk for suitable λ, there will be a corresponding root of unity such that
A ( f (x) dx exists, then
f (x) dx for any interlocked family Φ.
Proof. Let ϕ ∈ Φ. Apply Theorem 2.7 to ϕ.
The next two results will help find some interlocked families of path sequences.
Theorem 2.11. If Φ is an interlocked family of path sequences, and α ∈ Z, then
The proof is immediate from the definition.
Theorem 2.12. Suppose a family Φ of path sequences satisfies the following condition: Given ϕ 1 , ϕ 2 ∈ Φ, there is a ϕ 3 (k) ∈ Φ and a k 0 , depending on ϕ 1 , ϕ 2 , such that for k ≥ k 0 ,
Then Φ is interlocked.
Proof. ϕ 3 (k), k ≥ k 0 , is the desired common subsequence.
An important example of an interlocked family of path sequences is Φ 0 = { ϕ | ϕ(k) = λk, λ = 1, 2, . . . }.
The importance of this family is that it allows all rational functions having no poles in A to be integrated. If α ∈ Z, then Φ α = { ϕ | ϕ(k) = α + λk, λ = 1, 2, . . . } is also an interlocked family. The Φ α also allow all rational functions with no poles in A to be integrated. The calculations for the exact values of these integrals is in section 4. Another interlocked family is
That these families are in fact interlocked follows easily from Theorems 2.11 and 2.12. The following two theorems show that commutativity of composition is not easily attained by sets of (polynomial) path functions.
Theorem 2.13. Let ϕ 0 (k) = λ 0 k, λ 0 ∈ Z + , λ 0 ≥ 2. Let ϕ(k) be a polynomial such that ϕ 0 • ϕ(k) = ϕ • ϕ 0 (k). Then, ϕ(k) = λk for some λ ∈ Z. If ϕ(k) is a path sequence, then λ ∈ Z + .
Proof. A comparison of the terms of the composed functions show ϕ(k) has the form λk.
Theorem 2.14. Let ϕ 0 (k) = k µ0 , µ 0 ∈ Z + , µ 0 ≥ 2. Let ϕ(k) be a polynomial and a path sequence. Suppose ϕ 0 • ϕ(k) = ϕ • ϕ 0 (k). Then ϕ(k) = k µ for some µ ∈ Z + .
Proof. The following lemma will be helpful:
Lemma 2.15. If ϕ(k) = k µ , µ ∈ Z + , µ ≥ 2, h(k) is a non-constant polynomial and ϕ • h(k) = h • ϕ(k), then h(0) = 0.
Proof. A comparison of the constant terms and the terms of lowest exponent in the two compositions will yield the result. Now suppose the conditions of Theorem 2.14 are met. Then Lemma 2.15 applies and shows that ϕ(0) = 0. ϕ(k) can be written
where µ ∈ Z + , h(k) is a polynomial and h(0) = 0. Equating the compositions of ϕ 0 and ϕ shows that ϕ 0 commutes with h. Lemma 2.15 tells us h(k) must be constant. Since ϕ is a path sequence, h(k) must be 1 and ϕ(k) = k µ with µ ∈ Z + .
A simple result for integrable functions is Theorem 2.16. Given an arc A and an interlocked family Φ, let
Then, I
′ A,Φ is a vector space and f → A,Φ f (x) dx is linear.
Proof. Scalar multiplication is obvious. For addition, suppose f 1 , f 2 ∈ I ′ A,Φ . Given ε > 0, there are ϕ i and k i , i = 1,2, such that
By definition of interlocked, there is a ϕ ∈ Φ and a k 0 such that ϕ(k) is a common subsequence of ϕ 1 (k) and
we conclude
This establishes that f 1 + f 2 ∈ I ′ A,Φ and that
is clear.
General results for holomorphic functions
In order to obtain further results on line integrals, we need to put conditions on f (x). Let H(A) be the space of holomorphic functions from A into C p . Let Φ be an interlocked family of path sequences and
To begin, equation (2.1) in Definition 2.3 will be reshaped to take advantage of the fact that f ∈ H(A). (A(a, b) ), ϕ is any path sequence and
,
Note that the sum over j has only a finite number of non-zero terms.
Proof. Begin with Definition 2.3, equation (2.1),
where x = a + (b − a)ζ and ζ runs through the p ϕ(k) -th roots of unity. Substitute into the sum using x = a + (b − a)ζ = b + (a − b)(1 − ζ) and replace ζ by ζ r k , r = 1, 2, . . . , p ϕ(k) . ζ k is a fixed primitive p ϕ(k) -th root of unity. Expand and sum the geometric series in ζ k to finish. Theorem 3.1 immediately provides an important result:
We know, see [5] , that sup
Hence, by Theorem 3.1, for all ϕ and any k,
If M = 0, there is nothing to prove. If M = 0, we can use Definition 2.9 of the integral with ε = M R to conclude there is a ϕ ε ∈ Φ and a K such that
Since |A f,ϕε (K)| p ≤ M R, we must have
I A,Φ is a vector space. The following result shows I A,Φ is closed under uniform convergence.
Theorem 3.3. Suppose f i (x) ∈ I A,Φ for i = 1, 2, . . . and
Then f (x) ∈ I A,Φ and
Proof. For any ε > 0 we have |f i+1 (x) − f i (x)| p < ε for all x and i large. Hence
when i is large and
Now we need to show that
Consider the identity, for any ϕ,
The right side is made up of three easy to handle pieces. Given ε, we can choose an I large enough so that, regardless of k or ϕ (to be chosen),
Having chosen I, we can now choose ϕ ∈ Φ so that
for all sufficiently large k. Putting these pieces together yields
Hence, by definition of an integral,
For the next few theorems, the results can change depending on whether f(x) is bounded on A or not. The unbounded functions are more difficult to handle, so we need a new concept here. Definition 3.4. We will say that f ∈ H(A) has controlled coefficients of order β, β ≥ 0, if, given a power series for f (x),
n there are real constants M and n o > 0, such that, with R = |a − b| p ,
The next theorem shows that this definition is independent of the choice of b ∈ A. Bounded functions are those with β = 0.
Suppose there are real constants M and n o > 0, and β ≥ 0 such that
Then there is an n
Proof. Write
Expanding, rearranging terms and letting
The last expression,
, is a decreasing function of n if n > −β/ ln |t| p . If j 0 is chosen so j 0 > max(n 0 ,−β/ ln |t| p ) and j ≥ j 0 , then the maximum value is at n = j and that value is 1. Thus
The next goal is to find a versions of Theorem 3.1 that will take advantage of the concept of controlled coefficients.
The first step in proving Theorem 3.1 from the definition of A ϕ,f (k), (2.3), was to substitute for x. This yielded
where ζ runs through the p ϕ(k) -th roots of unity. Let
Lemma 3.6. If f ∈ H(A) and f has controlled coefficients of order β, then
.
Furthermore, the expression on the right side of the inequality is an increasing
Proof.
. Lemma 3.6 immediately yields a version of Theorem 3.1 in which the tail of the series has been cut off.
Theorem 3.7. If f ∈ H(A), f has controlled coefficients of order β and n k ≥ (β + 2)
The next modification of Theorem 3.1, with a restriction on β, will be to remove terms where n is not p-adically close to −1. This will require help from the binomial coefficients, so we need Lemma 3.8. If j,n,t,N ∈ Z + and n + 1 ≡ 0 (mod p t ),then
Proof. This follows immediately from
We'll also need help from a function that relates to path sequences.
Definition 3.9. A function θ(k) will be called an auxiliary function if there is a
Theorem 3.10. Suppose f ∈ H(A), f has controlled coefficients of order β < 1 and n k = 1 + (β + 2)
Furthermore, suppose θ is an auxiliary function that satisfies
Then, for large k
Proof. This is a straightforward calculation of the size of the omitted terms using Theorem 3.7, ν p (x) = − log p (|x| p ), n < n k , β < 1, Lemma 3.8 and the assumption on θ(k).
In order to later state a sufficient condition for an integral to exist, slightly modified versions of the last two theorems will be needed. The proofs are similar.
Theorem 3.11. Suppose f ∈ H(A), f has controlled coefficients of order β and
Theorem 3.12. Suppose f ∈ H(A), f has controlled coefficients of order β < 1,
Furthermore, suppose θ 2 is an auxiliary function that satisfies
Then, for large k (3.4)
Now we're ready to look at changing a and b within the definition of an integral. Since any point in the interior of a circle can be used as its center and any point in an open disc can be used as its center, we would like the value of an integral to be invariant under these changes. If f is bounded this will be true. If f is unbounded, the situation is more complicated.
Theorem 3.14. If f is unbounded on A(a, b), f has controlled coefficients of order β < 1/2 and |a − a ′ | p < Rp
It's simplest to look at changing a and b separately. Let's assume |a − a ′ | p < Rp −β 1−β . This will cover both bounded and unbounded f . It will be helpful to have this lemma.
Proof. Let n = dp θ(k) − 1.
The lemma is then the conclusion of Robert's Fundamental Inequality: Second form, [4] .
For clarity, we'll write A f,ϕ,a (k) and A f,ϕ,a ′ (k). For simplicity, we'll write
We have, for any ϕ, by Theorem 3.10,
with η 1 (k) and η 2 (k) → 0 as k → ∞. Hence,
with |η(k)| p → 0 as k → ∞. We're now ready to apply the definition of integral. Let
Given ε > 0, let ϕ ∈ Φ be such that |A f,ϕ,a (k)) − L| p < ε for large k.
Then for sufficiently large k we have
This shows that |A f,ϕ,a ′ (k)) − L| p < ε for large k and
θ(k) satisfies the condition in Theorem 3.10. Then
The coefficient of ϕ(k) in the exponent is negative, so again we have
for large k, and thus
Now let's consider changing b to b
′ . This will be similar to changing a, but more complicated because the coefficients c n are changing. For clarity, we will write
The variables can be relabeled to obtain
With θ(k) yet to be chosen and
Theorem 3.10 gives us
and
with η 1 (k) and
, the considerations of how we can change a show that, if we use the same θ(k), the first large summand can be made < ε for k sufficiently large. Now we need to deal with the second large summand. The difficulty is that while n runs through a finite set of values, m goes from 1 to ∞.
We have
with p ϕ(k) − 1 ≤ n < n k and m ∈ Z + . The factor t m will be useful when m is large, but will not help for small m. As with a, we will consider two cases, depending on the size of |t| p .
This last expression is a decreasing function of m for m ≥ 1, so, since m > θ(k), we have
The subsitution of n k = 1 + (β + 2)
Now we have
As earlier in Case 1, this leads to an expression dominated by p
we can conclude, using the same argument used for changing a, that if |t| p ≤ |p| p then
Here, we must use the same θ(k) = 1 1−log p |t|p ϕ(k) as before, and also consider m > θ(k) separately from m ≤ θ(k). The results will look much like they did in Case 2 for changing a. This completes the proof of Theorem 3.13.
Calculation of Integrals
Theorem 4.1. If f (x) is holomorphic on the closed disc D + (a, R) and |a − b| p = R, then for any Φ we have
Proof. By Theorem 2.10 it is sufficient to prove this theorem for the case ϕ(k) = k. Let ε > 0.
Since
and, hence,
Theorem 4.2. Let f ∈ H(A) and suppose f has controlled coefficients of order β < 1 2 , then, for any Φ,
Proof. By Theorem 2.10 it is sufficient to prove this theorem for the case
By Theorem 3.10 we have
where
We have |n + 1| p ≤ p −θ(k) and
Applying
Given any ε > 0, if k is sufficiently large we have
and therefore,
Here are some applications of Theorem 4.2.
Proof. The integrands are derivatives of bounded functions on their respective arcs.
Theorem 4.4 (Integration by Parts
Proof. Apply Theorem 4.2 to the product f g.
Rational Functions
To be able to integrate rational functions in H(A), it is enough to be able to integrate functions of the form (x−x 0 ) m with m ∈ Z. Previous theorems have taken care of all cases except functions of the form (x − x 0 ) −1 with x 0 / ∈ A and |x 0 − a| p ≤ |a − b| p .
(2) If |x 0 − a| p = R and x 0 / ∈ A, there is a λ 0 such that for any α ∈ Z ≥0
A,α+λ0k
where ω is the Teichmüller character.
In the complex case this integral around a circle can be ±2πi and, given an orientation for the circle, the integral is constant for all x 0 in the interior of the circle. In C p , after choosing an α, the integral is constant for all x 0 within an open disc of radius R.
Proof. We'll work straight from the preliminary definition of an integral, equation (2.2). Substituting
The summation was obtained by noting that if x = ζ ζ−c , then ζ = cx x−1 and, as ζ runs through the p ϕ(k) -th roots of unity, x runs through the roots of (cx)
Here,
If x 0 is interior to the circle, i.e. |a − x 0 | p < R, then the limit is 1 and we have, for any ϕ,
In particular, the result is valid for ϕ(k) = k, and, by use of Theorem 2.10, result (1) is proven.
Let n be the least positive integer such that v n = 1. We have (n, p) = 1 and, because x 0 / ∈ A, n = 1. Let λ 0 be the least positive integer such that
The next result shows that the integral of (x − x 0 ) −1 has the same value as it has for some path sequence of the form α + λk, 0 ≤ α < λ, regardless of the path sequence ϕ being used. (Assuming the integral exists for ϕ.)
exists, then there are α and λ ∈ Z, 0 ≤ α < λ, such that ϕ(k) is a subsequence of α + λk for all k sufficiently large and
and, using the definitions of n and λ from Theorem 4.5
We have shown that ϕ(k), for large k, is a subsequence of α + λ 0 k. Therefore, by Theorem 2.6 we can say
We know that each I A,Φα , α ≥ 0, contains all rational functions without poles in A. If α < 0, Theorem 2.6 and the Chinese Remaider Theorem let us see that Φ α allows all rational functions without poles in A to be integrated. Therefore, because I A,Φα is closed under uniform convergence, (Theorem 3.3), we can conclude Theorem 4.7. For each α ∈ Z the set I A,Φα contains all functions that are uniform limits of rational functions on A, that is, all Krasner analytic functions on A.
and that all zeroes and poles of f can be found in the open discs
Let b be on the circle |x− a| p = R, but not in any D i . Let Z i be the number of zeros and P i the number of poles of f in D i , counting multiplicity. Let α ∈ Z ≥0 . Then,
Proof. Suppose f has zeros of order m i at x i and poles of order m j at x j . Then
, so its integral is 0, and if
The theorem follows.
Corollary 4.9. If a meromorphic function f on D + (a, R) has all of its zeros and poles interior to the circle |x − a| p = R and |a − b| p = R, then, with α ∈ Z ≥0 ,
Proof. Let z 1 = a.
Now let's look at the question of integration by substitution. If we have an integral
If f is Krasner analytic on A(a, b), a uniform limit of rational functions having no poles in A(a, b), the answer is yes. Before stating the substitution theorem, it will be useful to have the following result. 
Then f is a one-to-one, onto mapping if and only if f can be written
, R) ) and g(x) < r.
Proof. We'll begin with the only if part, prove the theorem in a special case and then generalize. Let F (x) be a one-to-one, onto mapping satisfying the conditions of the theorem with a = a 1 = 0, and r = R = 1.
There is an x 1 such that F ′ (x 1 ) = 0 and |x 1 | p < 1. Since F (0) = 0, we can say
From the given conditions on F (x), it is simple to show that y(x) is a one-to-one, onto mapping from D + (0, 1) to itself, y(0) = 0 and y ′ (0) = 0. Let
If any |c n | p = 1, let N be the largest such n. The Newton polygon for y(x) shows 0 must be a root of multiplicity N . Since y ′ (0) = 0, this cannot be. Thus
We have g 0 (x) ∈ H(D + (0, 1)) and, because of the way x 1 was chosen, g 0 < 1.
F (x) = γ 0 x + g 0 (x) and since g 0 < 1, we must have |γ 0 | p = 1. This establishes the theorem for F (x).
To establish the theorem for a general f (x) satisfying the given conditions, choose γ 1 and γ 2 so that |γ 1 | p = R and |γ 2 | p = r and then let
It's simple to show F (x) satisfies the conditions for which the theorem has been proved. Hence,
with |γ 0 | p = 1 and g 0 < 1.
It follows that
as desired.
Now we are ready for the converse. Suppose
In order to show that f (x) is a one-to-one, onto mapping from
, we can use a lemma, Newton Approximation, from [5] . The lemma says that if there is an s ∈ C p such that
.If we use s = γ and the definition of f (x), the result is quickly obtained.
Here's a theorem for integration by substitution. A(a, b) and r = |a − b| p . Let x(t) be a one-to-one, onto mapping from a closed disc
Proof. By Theorem 4.10 we have
, R) ) and g < r.
From x(a 1 ) = a, we have g(a 1 ) = 0.
It will be useful to have
Now we're ready to show that integrals of functions of the form f (x) = (x−x 0 ) −1
can be evaluated by the given substitution x = x(t).
Therefore, by Theorem 4.1,
, we can write, noting that because x(t) − x 0 is a 1-to-1 mapping,
where x(t 0 ) = x 0 and h(t) = 0 for any t ∈ D + (a 1 , R). Differention leads to
On the other hand,
Application of Lemma 4.12 establishes Theorem 4.11 for the function
If f (x) = (x − x 0 ) −n and n = −1, then Theorem 4.2 shows each side of equation (4.2) is 0. This establishes the theorem for rational functions. Theorem 3.3 can be applied to establish the theorem for Krasner analytic functions.
This next result gives a simple condition on the coefficients of a power series that allows an instant calculation of its integral. Theorem 4.13. Suppose f ∈ H (A(a, b) ) and f has controlled coefficients of order β < 1. Let Φ be an interlocked family of path sequences and
Proof. By Theorem 2.10, it is sufficient to just consider ϕ(k) = k. Let θ(k) = [log p k]. By Theorem 3.10, we have
Here's an application of Theorem 4.13.
Let ψ p (x) be the derivative of the p-adic log gamma function on C p \ Z p . (This log gamma function is denoted log Γ p (x) in [1] and G p (x) in [2] .) A series expansion around x = 1/p is found in [2] . Differentiation and a slight notational change yield
where the sum is over all Dirichlet characters mod p.
Let j ∈ Z ≥0 . Then
Theorem 4.13 can be applied with a = 0 and b = 1/p. The result is Theorem 4.14. Let ϕ(k) = k and j ∈ Z ≥0 . n ∈ H(A(a, b)) and f (x) is bounded or has controlled coefficients of order β < 1. Let ϕ be a path sequence satisfying
Let θ be an auxiliary function satisfying
Furthermore suppose that, given any ε > 0, there is a K ε such that for k > K ε and all d ∈ Z + we have c dp θ(k)+∇ϕ(k) −1 (a − b) dp θ(k)+∇ϕ(k)
− c dp θ(k) −1 (a − b) dp
Corollary 4.16. Suppose ϕ(k) = α + λk, α ∈ Z, λ ∈ Z + . Also suppose f (x) has controlled coefficiens of order β < 1. If lim k→∞ c dp ϕ(k) −1 (a − b) dp ϕ(k) exists for each d ∈ Z + , and the convergence is uniform over d, then
Note that if ϕ is a polynomial, the condition on ϕ is satisfied. The condition on θ says that while θ(k) goes to infinity, it stays sufficiently less than ϕ(k).
Proof. p is an odd prime. We will show, Definition 2.4, that lim k→∞ A f,ϕ (k) exists. The p-adic Cauchy criterion is that
Equations (3.3) and (3.4) in Theorems 3.10 and 3.12 will be used. Writing n = dp θ(k) − 1, equation (3. 3) can be rewritten as
Now if we let θ 2 (k) = θ(k) + ∇ϕ(k), and use n ′ = dp
Because the indices of summation are the same, we can write A f,ϕ (k + 1) − A f,ϕ (k) as a single (double)summation and then use the identity
Now we will show the terms in S 2 are small, so S 2 → 0 as k → ∞. Since n = dp
In order to bound the differences of the binomial coefficients, a simpler, modified, version of a Kazandzidis theorem, see [4] , will be used. This lemma is somewhat stronger than a similar lemma of F. Baldassari.
Lemma 4.17. Let a, b, t ∈ Z + . p is an odd prime. Then,
Proof. Kazandzidis' theorem is
From this it immediately follows that
and the statement of the lemma.
Applying the lemma to the terms in S 2 , using t = ∇ϕ(k), yields dp
When the two inequalities are combined we get
Because of the given hypotheses,the exponent in this last expression approaches −∞ as k → ∞. Hence, S 2 → 0 as k → ∞. In order to have S 1 → 0 it is sufficient to have the individual terms in the sum be small. Since the binomial coefficients are p-adically bounded by 1, it is enough to have the differences in expressions c n (a − b) n+1 be small. That is the theorem. To establish the Corollary, let ϕ(k) = α+λk and θ(k) = ϕ([log p k]). ∇ϕ(k) = λ and the Corollary follows easily. In this case we can use a = 1 with b = 0 and ϕ(k) = k. Applying Theorem 4.15 means looking at lim k→∞ c dp k −1 . The sequences are constant and the limits are either 0 or 1, so we can conclude that
Theorem 4.18.
Proof. The only non-zero coefficients in the power series, which are all 1, occur when n = p t − 1 for some t ∈ Z + . By Theorem 3.1 we have, for p > 3,
The term with t = k has the value −1. If t > k, Lemma 4.17 yields
The rightmost sum in Equation (4.3) is then congruent, (mod p 3 ), to
If p = 3, this proof doesn't quite give the result, but numerical calculation shows the theorem is valid for p = 3.
Numerical calulations for p = 3 and 5 show no repeating pattern for the first few non-zero p-adic digits.
The following theorem shows that often if the integral of a function exists with ϕ(k), then the same function can be integrated with α + ϕ(k). Proof. Noting that ∇ϕ 1 (k) = ∇ϕ(k), it is simple to show that the expressions needed for the inequalities differ by a bounded amount if ϕ(k) > α.
Here's a necessary and sufficient condition for a function of a very particular form to be integrable using a non-linear ϕ. (A(a, b) ), f has controlled coefficients of order β and
where ϕ(n) > 0 and is strictly increasing for n > k 0 and ∇ϕ(k) > log p (β + 2)ϕ(k) for k > k 0 . Then,
exists if and only if f is bounded ( β = 0 ) and
Then,
Proof. Theorem 3.7 gives us
The sum begins with n = p ϕ(k) −1. The next possible non-zero c n is n = p ϕ(k+1) −1. However,
Hence, the only possible non-zero term in the sum is at n = p ϕ(k) − 1. Then,
The sum over j is just 1, so the theorem follows. The fact that f is bounded follows from the existence of L and
Now let's try to integrate the same type of function f , but use the path sequence ϕ 1 (k) = k in the integral. Let's assume that f can be integrated with ϕ and the integral is −L = 0. The range of the index of summation is now smaller, so the formula for A f,ϕ1 (k) will sometimes give a value near L and sometimes be empty. Thus there is no limit for A f,ϕ1 (k) and no integral.
Uniform Ray Convergence and Ray Limits
Theorems 3.10, 3.12 and Corollary 4.16 suggest examination of an idea similar to approaching a point in the plane along a fixed line.
Definition 5.1. Let ϕ(k) be a path sequence. A ϕ-ray, with endpoint m ∈ Z and direction d ∈ Z + will be a set of the form {m + dp ϕ(k) | k ≥ k 0 , for some k 0 }. m = −1 will be the primary value of m used with integration.
Definition 5.2. Let ϕ(k) be a path sequence. A sequence a(n) in C p , will be called uniformly ϕ-ray convergent at m, written ϕ-urc,
exists and the limits are uniform over d. These limits will be called ϕ-ray limits.
The definitions of ϕ-urc and ray limits can be extended to interlocked families.
Definition 5.3. Let Φ be an interlocked family of path sequences. a(n) is Φ-urc if there is a function L Φ : Z + → C p such that, given any ε > 0, there is a ϕ ε ∈ Φ and a k ε ∈ Z + with | a m + dp
The L Φ (d) will be called Φ-ray limits The following theorem shows that the L Φ (d) are uniquely defined. 
Proof. Let ε > 0. There are ϕ i,ε and k i,ε , i = 1, 2, so that
Let ϕ 0,ε (k) ∈ Φ be a common subsequence of ϕ 1,ε (k) and ϕ 2,ε (k) for large k. Then there is a k 0 such that
Now we have
Since ε could be any positive number,
The next five results follow easily from the definitions.
Theorem 5.5. If Φ is an interlocked family of path sequences, ϕ ∈ Φ and a(n) is ϕ-urc, then a(n) is Φ-urc with
Theorem 5.6. If a(n) and b(n) are Φ-urc at m, then a(n)+b(n) and ca(n), c ∈ C p , are Φ-urc at m. If a(n) and b(n) are Φ-urc at m and bounded, then a(n)b(n) is Φ-urc at m. The corresponding statements about the ray limits also hold.
Theorem 5.7. If Ψ is an interlocked family of path sequences and a(n) is Ψ-urc at m, and for some α ∈ Z + we write
Theorem 5.9. If ϕ 1 (k) = α 1 + λk and ϕ 2 (k) = α 2 + λk and α 1 ≡ α 2 (mod λ) and a(n) is ϕ 1 -urc at m with ray limits
Proof. ϕ 1 and ϕ 2 have the same set of values for large k.
Theorem 5.10. If the a i (n) are Φ-urc at m and a i (n) → a(n) uniformly over n as i → ∞, then a(n) is Φ-urc at m. Furthermore, if we write L i (d) for the ray limits of the sequence a i (n) and L Φ (d) for the ray limits of the sequence a(n), then
Proof. First we'll show lim i→∞ L i (d) exists for each d ∈ Z + . The proof will also show that the convergence is uniform with respect to d. Let ε > 0. Choose I so that |a i+1 (n) − a i (n)| p < ε for all n and any i > I. For any i > I there are ϕ i,ε and ϕ i+1,ε such that
There will also be a ψ i,ε (k) ∈ Φ so that ψ i,ε (k) is a subsequence of both ϕ i,ε and ϕ i+1,ε for large k.
m + dp ϕi+1,ε(k) + a i+1 m + dp ϕi+1,ε(k) − a i m + dp ϕi,ε(k) + a i m + dp
Now a value of k can be picked large enough so that the first and last pairs of terms on the right side of (5.1) have norm < ε and the center pair can be replaced by a i+1 m + dp
This last expression also has norm < ε, so for i > I,
Now we're ready to show that a(n) is Φ-urc. Given ε > 0, we can choose an I so that
There is a ϕ I,ε ∈ Φ and a k I,ε such that
Putting the last three inequalities together with n = m + dp ϕI,ε(k) yields | a m + dp
It will be useful here to define a symbol for an idea that occured in Theorem 4.13. Let n ∈ Z + , m ∈ Z p , L ∈ C p and a(n) be a sequence in C p . We define
if, given an ε > 0, there is a δ > 0 such that if 0 < |n − m| p < δ, then |a(n) − L| p < ε.
In other words, if n approaches m in Z p , then a(n) approachs L.
then a(n) is Φ-urc at m for any interlocked set Φ and, for all d,
Proof. Let ϕ ∈ Φ. Given ε > 0 there is a δ > 0 such that
Choose k ε so that p −ϕ(kε) < δ.
Then if k > k ε we have |a(m + dp ϕ(k) ) − L| p < ε.
Reference to Theorem 5.5 completes the proof.
Corollary 5.12. If a(n) = τ (n), for n ∈ Z + , and τ : Z p → C p is continuous, then a(n) is Φ-urc at m for all Φ and for all m ∈ Z and
Proof. Given ε > 0 there is a ϕ ε and a k ε > m such that if k > k ε and d ∈ Z + |a(m + dp ϕε(k) ) − L| p < ε.
with k > k ε and d ∈ Z + . The proof follows.
Corollary 5.14. If a(n) is Φ 1 -urc at m for some Φ 1 and some m, and
Proof. Combine the two previous theorems.
Proof. For a given m, m ≤ m 0 , and ε > 0, we have c(m + dp ϕ(k+1) ) − c(m + dp
where j ε was chosen so |a j | p < ε/M for j > j ε . Hence, |η| p < ε. k will be chosen large enough so m + dp ϕ(k) > j ε . If k is large enough, the terms in the sum will also be smaller than ε. Since ε was arbitrary, the ray limits exist and convergence is uniform over d. Now let's look at functions f ∈ H (A(a, b) and transfer some results on a(n) to results about f . There are complications when m = −1, but for applications to line integrals we can stick to m = −1.
Definition 5.16. We will say that
is ϕ-urc at −1 and Φ-urc if a(n) is Φ-urc at −1.
Before we look at the dependence of this definition on the choice of a and b, let's restate Corollary 4.16 in this new language.
Theorem 5.17 (= Corollary 4.16). Suppose ϕ(k)
f has controlled coefficients of order β < 1 and f is ϕ -urc, then
Theorem 5.18. Suppose f ∈ H(A(a, b), f is bounded and
If f is ϕ-urc, |a − a ′ | p < R = |a − b| p , and |b − b ′ | p < R and
Thus for bounded, ϕ-urc holomorphic functions on A(a, b) we can define
without regard to the choice of center for the circle or choice of b on the arc.
Proof. This is essentially a simpler version of the proof of Theorem 3.13 with β = 0. First only b will be changed. Equation (3.5) , where
Let n = dp ϕ(k) − 1. On the right side, the large sum will go to 0 as k → ∞ because, as in the proof of Theorem 3.13, we have
On the left side,
Since the large fraction goes to 1 as k → ∞, we have
The proof for changing a is even simpler. Since the c n don't change, the result follows from the identity
with n = dp ϕ(k) − 1.
From Theorems 5.6 and 5.10, with m = −1, we have
, f is Φ-urc } is a vector space and is closed under uniform convergence.
Theorem 5.20. If f is holomorphic on the closed disc |x − a| p < |a − b| p , then f is Φ-urc for all Φ and all Φ-ray limits are 0.
Proof. This follows from lim n→∞ |c n | p R n = 0.
From Theorem 5.15 we have
n is bounded and ϕ-urc on A and the sequence
is ϕ-urc at every negative integer, then f (x)g(x) is bounded and ϕ -urc on A.
Proof. The coefficients of f (x)g(x), expanded around b, are
To see that f (x)g(x) is ϕ-urc we need to examine
If we let A(n) = a n (a − b) n and B(n) = b n (a − b) n+1 , then Theorem 5.15 applies to give us Theorem 5.21.
Because f (x) is bounded on A, we have
The theorem now follows easily from the definition of uniform Φ-ray convergence.
Theorem 5.23. Suppose f (x) ∈ H(A). f (x) has controlled coefficients with β < 1. f is Φ-urc and all Φ-ray limits are L. Then,
Proof. Theorem 4.13 and Theorem 5.13 with m = −1 do the job.
The last theorem immediately shows that ray limits determine the value of an integral in certain circumstances .
Theorem 5.24. If f , g ∈ H(A), and have controlled coefficients with β < 1 and f and g are Φ-urc and
The last result raises two questions: Given the set of ray limits of a function, is there another function with the same ray limits that's easier to integrate?
Is there a way to express the value of an integral in terms of the ray limits of the function?
The following two theorems give answers in a special case. This will allow us to calculate some intergrals whose values involve the Kubota -Leopoldt L-functions. These theorems will be stated in terms of ray limits at any m, but only m = −1 will be used when they are applied to integrals.
Theorem 5.25. Suppose ϕ(k) = α + λk, α, λ ∈ Z, α ≥ 0 and λ ≥ 1. Suppose a holomorphic function on the arc A(1, 0) has ϕ-ray limits at m we denote by
and that the definition of
Then, the function
Since these limits are of constant sequences, the convergence is uniform over d.
We can note that f is bounded on A(1, 0).
Proof. The partial fraction decomposition of f (x) is
The theorem is a straightforward integration followed by the substitution of the expression for P (x).
Theorems 5.24, 5.25 and 5.26 can be combined to yield: 0) ) is bounded and ϕ-urc with ϕ(k) = α+ λk. Suppose there's an n ∈ Z + , such that p λ ≡ 1 (mod n) and the ray limits
where,
The sum for δ i is over the n-th roots of unity.
Corollary 5.28. If α = 0, then α ′ = 1 and
Corollary 5.28 can be used to obtain Theorem 5.29. Let j ∈ Z + , j ≥ 2. Let ϕ(k) = k and ψ p (x) be the derivative of the p-adic log gamma function on C p \ Z p . (See Theorem 4.14.) Then
Proof. When |x| p > 1, the Laurent series for ψ
where the B n are the Bernoulli numbers from te t /(e t − 1). Let
it follows that the ray limits at −1 are given by
This limit is constant on classes (mod (p−1)). In a given class, the limit is uniform with respect to d. There are only p − 1 classes, so the limit is uniform with respect to d ∈ Z + . Hence f (x) is ϕ-urc. Now Corollary 5.28 can be applied to obtain the integral.
6. Cauchy's Theorems L. G. Shnirelman, [6] and [3] , used his p-adic line integral to provide a p-adic version of Cauchy's Integral Formula. This result is similar to the complex version in that if f is holomorphic on and inside a circle and z is inside the circle, the theorem expresses the value of f (z) as a line integral around the circle.
In the complex plane we think of the boundary circle of a closed disc as a small part of the disc and the interior as the major part of the disc. In C p , a boundary circle of a disc of radius R is made up of countably many open discs of radius R and the interior is just one such disc.
In this sense a complex disc is mostly its interior and a p-adic disc is mostly on a boundary circle. From this point of view , the p-adic analog of Cauchy's Integral Formula is one that expresses the value of a function f at points on a boundary circle in terms of the values interior to the circle or, equivalently, the value of f at any point not on a particular arc in terms of the function values on that arc.
Using a line integral on a small part of the circle, an arc, this section will have padic versions of the Residue Theorem, the Cauchy-Goursat Theorem and Cauchy's Integral Formula.
The domains considered will be closed discs and closed discs with a finite number of open discs removed. The functions will be Krasner analytic functions on these domains.
Holes are permitted on a boundary circle and, depending on the theorem, open holes of radius R in a disc of radius R may be permitted.
The first result is a version of the Residue Theorem for Laurent series converging on an annulus. It is a little broader than usual because the center point used to define the Laurent series and the annulus is not necessarily the same as the center point for the circle giving us an arc for integration.
Theorem 6.1 (Residue Theorem for Laurent Series). Let C be a circle with center x 0 and radius R. Suppose
Let b be a point on C, a be such that |a − b| p = R and α ∈ Z ≥0 . Then,
ω is the Teichmüller character extended so ω(x) = 0 if |x| p < 1.
Proof. f (x) is the uniform limit of symmetric sums on the arc A(a, b). These sums are rational functions whose integrals are each
Hence, by Theorem 3.3, the theorem is proved.
Notice that if a different x 0 in the interior of C is used for the expansion of f (x), the value of ω((a − x 0 )/(a − b)) is unchanged and hence c −1 , the residue of f (x) at x 0 is unchanged. Now let's look at broader domains than closed disks. The concept that will link values of a function is that of a Krasner analytic function, see [1] and [4] . The domains to be considered will be closed discs with a finite number of open discs removed. A function is a Krasner analytic function on these domains if it is the uniform limit of rational functions whose poles are outside the domain. 
with r i < R for all i and the D + (x i , r i ) mutually disjoint. The x i do not have to be interior to the circle |x − a| p = R. Choose b so that |b − a|
Proof. A Krasner analytic function on D, see [4] , has the form
with f 0 (x) ∈ H(D + (a, R)) and
Clearly,
By Theorem 4.1,
and by Theorem 6.1 we have
The condition that the D
Substitution into Equation (6.1) completes the proof of the Residue Theorem.
In the complex case, the Cauchy-Goursat Theorem for analytic functions on a multiply connected region says, roughly, that if a function is analytic on disc with holes, the integral of the function around the perimeter of the disc is equal to the sum of the integrals taken around the holes. In the complex case, the holes must have smaller radii than the disc. This isn't so in the p-adic case, so two theorems will be given. Theorem 6.3 (Cauchy-Goursat Theorem -small holes). Let C be a circle with center a and radius R.
, with all ρ i < R. Let the C i be circles with centers x i and radii r i with ρ i ≤ r i < R. Let b be a point on C with |b − x i | p = R for all i and b i be a point on C i . Suppose that the D + (x i , r i ) are mutually disjoint. Let α ∈ Z ≥0 . Then, if f (x) is a Krasner analytic function on D,
The constant coefficients depend only on α, the arc A(a, b), D and the choice of boundary circle C.
Proof. We can write
First, let's integrate f i (x) over the arc A(x i , b i ). By Theorem 6.1 we have
Substitution into the Residue Theorem, Theorem 6.2, yields
Hence (6.3)
A(xi,bi),Φα
Substituting equation (6. 3) into equation (6.2) yields this version of the CauchyGoursat Theorem.
If all of the x i , are interior to the circle, then the coefficients in this theorem become 1 and, as in the complex case, we have
It's helpful to establish the following lemma and theorem before considering domains with holes of radius R.
Lemma 6.4. Let x i and b i , 1 ≤ i ≤ n, be formal variables. Then
The last step is derived from the facts that both sides of the last equality are polynomials, the linear factors on the right are factors on the left, the degrees of the variables on the left don't exceed their degrees on the right (This equates the two sides up to a multiplicative constant.) and, finally, that letting x i = b i , for all i, shows the multiplicative constant is 1.
Proof. The proof is by induction on α, starting with α = 0. Since we can multiply all the x i and b i by a single non-zero constant with no change in ω((
we can take R = 1 with no loss. Since |ω(x) − x| p < 1 for any x with |x| p ≤ 1, it follows that 1
Each of the terms in D α has absolute value 1, so we can say
The conditions of this theorem, together with Lemma 6.4, show that
in the case α = 0. The induction is straightforward using
where |ε| p | ≤ 1/p and |x| p = |y| p = 1.
Now we're ready to establish a p-adic version of the Cauchy-Goursat Theorem that will allow for holes of radius R in a closed disc of radius R. Theorem 6.6 (Cauchy-Goursat Theorem). Let C be a circle with center a and radius R.
, with ρ i = R for i = 1, . . . , m and ρ i < R for m < i ≤ M . Suppose that |a−x i | p = R for i ≤ m and that the D − (x i , ρ i ) are mutually disjoint. Let b be a point on C with |b − x i | p = R for all i. Let the C i be circles having centers x i and radii r i with ρ i ≤ r i ≤ R. Suppose the D + (x i , r i ) are mutually disjoint for i > m. For each i, let b i be a point on C i with the conditions, for 1 ≤ i ≤ m, that |b i −x j | p = R for any j and
Then there are constants µ 1 , . . . , µ M , depending only on α, the region D with its choice of boundary circle and the arcs A(a, b) and A(x i , b i ), such that for any function f (x) that is Krasner analytic on D, we have
Hence, Three versions of Cauchy's Integral Formula, corresponding to increasingly general domains, will be given. A fourth version, with a slightly different approach in a special case, will follow.
The first version, for functions holomorphic on a closed disc, shows how knowledge of a function on a single arc determines the function values anywhere else on the disc. 
The expression in front of the integral sign is constant for z within an open disc of radius R.
Proof. The Laurent series for f (x)/(x − z), expanded around z, and Theorem 6.1 give the result immediately.
The same method provides Cauchy's Formula for the derivatives of a holomorphic function on a closed disc.
The expression in front of the integral sign is constant for z within an open disc of radius R. The following known result follows easily from Theorem 6.7.
for every open disc A of radius R.
Proof. This next version of Cauchy's Intergral Theorem is for a disc with a finite number of holes, all of whose radii are less than the radius of the disc. This result differs from the complex variables theorem in that the holes can be on the boundary circle and z can be on the boundary circle. Any circle of radius R can be used as the boundary circle of the disc. As in the complex case we use integrals on the boundary circle of the disc and the boundary circles of the holes. These integrals will be on arcs of these circles. Theorem 6.10 (Cauchy's Integral Formula -small holes). Let C be a circle with center a and radius R. This next result, the most general, is Cauchy's Integral Formula for Krasner analytic functions on a disc with a finite number of open holes of any size. It will be assumed that at least one hole has radius R. z can be anywhere in the domain except on the boundary circle of a small hole. This situation does not have a complex analog. The boundary circles of holes of radius R are themselves boundary circles for the closed disc. Hence we distinguish a boundary circle for the disc separate from the boundary circles of the holes. The following result shows that for any f and z that satisfy the conditions of Theorem 6.12 we can select a 0 so that D = 0. 1 .
In the complex plane, the mapping z → 1/(1 − z) sends the unit circle onto the extended line ℜz = 1/2. It follows that there is at most one solution, (ζ 1 , ζ 2 ), to the equation D = 0. The pair (ζ 1 , ζ 2 ) = (ζ 
