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ABSTRACT
Two red supergiants of the Per OB1 association, RS Per and T Per, have been observed in H band
using the MIRC instrument at the CHARA array. The data show clear evidence of departure from
circular symmetry. We present here new techniques specially developed to analyze such cases, based
on state-of-the-art statistical frameworks.
The stellar surfaces are first modeled as limb-darkened discs based on SATLAS models that fit both
MIRC interferometric data and publicly available spectrophotometric data. Bayesian model selection
is then used to determine the most probable number of spots. The effective surface temperatures are
also determined and give further support to the recently derived hotter temperature scales of red su-
pergiants. The stellar surfaces are reconstructed by our model-independent imaging code SQUEEZE,
making use of its novel regularizer based on Compressed Sensing theory. We find excellent agreement
between the model-selection results and the reconstructions. Our results provide evidence for the
presence of near-infrared spots representing about 3-5% of the stellar flux.
Subject headings: stars: fundamental parameters, stars: supergiants, stars: starspots, techniques:
interferometric, techniques: image processing
1. INTRODUCTION
Red supergiants (RSGs) represent an important but
still poorly characterized evolutionary phase of massive
stars. As He-burning evolved stars, their surfaces present
very cool effective temperatures between 3400 and 4100
K (spectral type of late-K to M) and average luminosi-
ties 20 000 to 300 000 L (Levesque et al. 2005; Levesque
et al. 2006). RSGs are amongst the largest stars, with
radii up to 1500 R and masses in the 10-25 M range
(Levesque et al. 2005; Massey et al. 2008; Levesque 2010).
The resulting low gravity has the consequence that ma-
terial from the outer envelope can easily escape to the in-
terstellar medium, giving rise to circumstellar envelopes
(Danchi et al. 1994) and very significant mass-loss rates
ranging between 10−8 to 10−4M yr−1 (Massey et al.
2005; Verhoelst et al. 2009; Sargent et al. 2011). The ac-
tual mechanism of the mass loss is still unknown but is
likely to involve the combined effects of turbulent pres-
sure from large convection cells and radiation pressure
on molecular lines (Josselin & Plez 2007), as well as stel-
lar magnetism (Grunhut et al. 2010; Aurie`re et al. 2010)
and Alfve´n winds (Cuntz 1997; Airapetian et al. 2010).
Through these processes, RSGs are key agents of nucle-
osynthesis and chemical enrichment of the Galaxy.
In the last decade, photometric and spectroscopic ob-
servations have allowed several breakthroughs in our
understanding of their dynamical convective patterns.
baron@phy-astr.gsu.edu
RSGs have long been known for their semi-regular short
term optical variations with periods of the order of hun-
dreds of days (Kiss et al. 2006). Historically, this variabil-
ity was usually attributed to radial pulsation, and while
this path is still being investigated (Yang & Jiang 2012),
the full explanation is now thought to involve variation
of a few large granules on the surface of the RSGs. Such
huge convection cells are suggested by theory and simula-
tions (Schwarzschild 1975; Stothers 2010), and supported
by recent spectroscopic observations that detected large
amounts of material moving through the photosphere of
RSGs (Josselin & Plez 2007; Gray 2008; Ohnaka et al.
2009, 2011, 2013).
Modeling these convection effects requires a precise
determination of the temperature of the RSGs. The
last decade of measurements of effective temperatures of
RSGs seemed to indicate much cooler temperatures than
predicted by stellar evolutionary theory, until Levesque
et al. (2005) used MARCS stellar atmosphere models
with state-of-the art (at the time) treatment of molec-
ular opacities (Gustafsson et al. 1975; Plez 2003) to fit
moderate-resolution optical spectrophotometry of Galac-
tic RSGs. They derived a warmer effective temperature
scale for RSGs of Galactic metallicity than previous stud-
ies, in rough agreement with the Geneva evolutionary
tracks (Meynet & Maeder 2003; Levesque et al. 2006).
Long-baseline interferometry brings unique insights to
the study of RSGs. Because optically resolving RSGs
by interferometry gives direct access to their angular di-
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2ameters, it is complementary to spectrophotometry. In a
recently published survey of 74 RSGs with the Palomar
Testbed Interferometer (PTI), van Belle et al. (2009) thus
derived a slightly warmer temperature scale than that of
Levesque et al. (2005).
Convection processes are involved in the creation of
hotspots, and determining how the formation and evo-
lution of hotspots is correlated to the fundamental stel-
lar parameters is a difficult task. The presence of spots
and large convection cells affects the estimation of these
fundamental parameters, as it leads to short-term photo-
metric variability (Chiavassa et al. 2011) in addition to
long-term effects (Kiss et al. 2006), while also producing
photocenter shifts that throw off diameter determination
(Chiavassa et al. 2009).
High angular resolutions techniques are becoming es-
sential tools to understand these hotspots. Using aper-
ture masking at the William Herschel Telescope, Buscher
et al. (1990) and Tuthill et al. (1997) found bright
asymmetries at visible wavelengths on the surface of M-
supergiants (α Ori α Sco, α Her), with timescale vari-
ations of order a few months possibly explained by the
presence of hotspots. Due to its large angular size, α Ori
then became the best-studied individual RSG in terms of
multi-wavelength surface imaging. Using the COAST in-
terferometer, Young et al. (2000) found a strong variation
in the apparent asymmetry as a function of wavelength,
with the detection of hotspots in the visible, but only fea-
tureless disk in J-band. This has led to the suggestion
that the bright spots are unobscured regions of elevated
temperature, seen through a geometrically-extended and
line-blanketed atmosphere, in which the features are seen
along lines of sight for which the atmospheric opacity has
been reduced as the result of activity (e.g. convection)
at the stellar surface. In H or J band, the continuum
opacity is close to minimum in these cool atmospheres
(Woodruff et al. 2009), one would expect to see the pho-
tosphere, with negligible or no evidence of hotspots at
this band.
However, interferometric observations of AGB stars
(somewhat less massive and less luminous than RSGs)
have revealed that a significant fraction of these present
strong closure phase signals (Ragland et al. 2006). These
signals may be explained by unresolved bright spots,
though circumstellar emission could not ruled out. While
the envelopes and dust shells of several RSGs have been
successfully imaged and shown to be very often asym-
metric (Monnier et al. 2004b; Kervella et al. 2011), re-
solving actual surface features has proved more difficult.
It is only recently that Haubois et al. (2009) reported the
unambiguous detection of two hotspots on α Ori by the
IOTA interferometer in H band, while Chiavassa et al.
(2010b) found a similar number of spots in the same band
on VX Sgr using with VLTI/AMBER. These spots are
thought to be the imprint of giant convection cells based
on 3D stellar convection models (Freytag et al. 2002; Chi-
avassa et al. 2009; Stothers 2010; Chiavassa et al. 2010a).
We present in section 2 of this paper our observa-
tions of two RSGs from the Per OB1 association, T Per
and RS Per, using the world-leading resolution of the
CHARA Array to resolve their surface in H-band. Then
in Section 3 we attempt to model the stellar surface
asymmetries as spots, and we devise a procedure to de-
termine the probabilities of these models based on state-
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Figure 1. Combined (u, v) coverage of our observations of T Per
(left) and RS Per (right). The telescope configuration used was
S2-E2-W1-W2. The radial dispersion is due to the use of MIRC
low spectral mode with 8 channels.
Table 1
Reduction log for T Per and RS Per. Nblock refers to the number
of data blocks. All calibrated OI-FITS data are available upon
request.
Date (UT) Target Nblock Calibrators Flux calibration
2007 Jul 28 T Per 2 HD 9022 Chopper
2007 Jul 29 T Per 1 υ And Fiber
2007 Jul 30 RS Per 1 υ And Chopper
2007 Jul 31 RS Per 1 37 And DAQ
2007 Aug 2 RS Per 2 σ Cyg, υ And DAQ
Note. — Calibrator diameters (mas):
HD 9022 = 1.05± 0.02 (Me´rand et al. 2005).
υ And = 1.097± 0.009 (Zhao et al. 2011), UD model.
37 And = 0.676± 0.034, Kervella & Fouque´ (2008).
σ Cyg = 0.542± 0.021 Me´rand 2008, private comm.
of-the-art Bayesian techniques. Using our best estimates
of the stellar diameters, we then derive the linear sizes,
bolometric fluxes, and temperatures of both stars. Fi-
nally in Section 4 we present model-independent images
of both RSGs obtained with the latest version of the
software SQUEEZE and a new regularizer developed for
spotted star reconstruction.
2. OBSERVATIONS
2.1. RS Per and T Per
In the following we will present our observations of two
Red Supergiants from the Per OB1 association, RS Per
(HD 14488) and T Per (HD 14142). RS Per is a firmly
established member of the χ Per/NGC 884 cluster, while
T Per lies about 2 degrees North above the Double Clus-
ter. Both are M supergiants, with RS Per classed as M4I,
and T Per as M2I. Based on previous results (Gonzalez
& Wallerstein 2000; Slesnick et al. 2002; Levesque et al.
2005), T Per has a temperature typical of most M super-
giants in the Per OB1 association (average temperature
in the litterature T ' 3850 K), while RS Per is thought
to be slightly cooler (T ' 3500 K). It is interesting to
note that they both display comparable long photomet-
ric periods, 2500± 460 days for T Per, 4200± 1500 days
for RS Per (Kiss et al. 2006), thought to be related to
a global pulsation mode. RS Per also displays a shorter
period of 245 days.
2.2. CHARA/MIRC observations
Our observations were carried out on five nights in
July-August 2007 at the Georgia State University Center
3for High Angular Resolution Astronomy (CHARA) inter-
ferometer array using the Michigan Infra-Red Combiner
(MIRC). The CHARA array, located on Mount Wilson,
consists of six 1 m telescopes. Thanks to its 15 base-
lines ranging from 34 m to 331 m, it achieves the highest
angular resolution of optical interferometers, up to ∼0.5
mas in H band (ten Brummelaar et al. 2005).
The Michigan InfraRed Combiner (MIRC) instrument
was used to combine the H-band light (1.5-1.8µm) of four
CHARA telescopes at low spectral resolution (R=30).
This provided six visibilities, four closure phases, and
four triple amplitudes simultaneously in each of the eight
30-nm wide spectral channels (Monnier et al. 2004a;
Monnier et al. 2006). Using the same W1-W2-S2-E2 con-
figuration of CHARA that was used for surface imaging
of Altair (Monnier et al. 2007), we achieved adequate
(u,v) coverage of each target for imaging. The longest
baseline in this configuration is 251.3 m, corresponding
to a resolution of 1.3 mas at 1.6µm. We secured 4 data
blocks for RS Per and 3 for T Per, each data block corre-
sponding to a continuous observation of a target during
about 20 minutes.
The data were reduced by the latest version of the
MIRC pipeline written by John Monnier (as of Novem-
ber 2012) and previously described in Monnier et al.
(2007). The pipeline computes the squared visibilities
using Fourier Transforms, then averages them. The bis-
pectrum is formed using the phases and amplitudes of
three baselines that form a closed triangle. For each
data block we use the best method available for ampli-
tude calibration: for T Per the fluxes were estimated by
the chopper method, and for RS Per both the chopper
and DAQ method (Monnier et al. 2008). Our targets
were observed along reference calibrators to correct for
the usual transfer function variations that occur during
the night due to atmospheric and optical changes in the
beam path (Perrin 2003). Our observations were typical
of July-August weather, with transfer functions remain-
ing very stable (less than 0.2 drop in visibility during the
nights).
The calibrators were modeled as uniform discs as in-
dicated in Table 1. Note that 37 And has recently been
resolved by MIRC as a binary ; however the flux ratio of
the components is greater than 1:100 and thus this does
not significantly impact our calibration.
As the brightness distributions of both targets is not
expected to vary significantly during our observing run
(see Table 1 for the exact observing dates), all nights were
combined into a single data file for each target, resulting
in data sets that total 419 power spectra and 264 bispec-
tra for T Per and 523 power spectra and 326 bispectra for
RS Per. Systematic errors are taken into account by ap-
plying additive and multiplicative errors on the data. All
the following nominal values were determined based on
the expertise of the MIRC group with MIRC 2007 data
(Monnier, private comm.), and based on the in-depth
study of υ And data acquired during the same nights
(Zhao et al. 2011). Additive errors, that correct for bi-
ases at low fringe contrast were set to 2×10−4 for squared
visibilities and 10−5 for triple amplitudes. Multiplicative
errors, that correct for the uncertainties in the transfer
function, were 20% on squared visibilities and 30% on
triple amplitudes. Based on the analysis of the closure
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Figure 2. Power spectrum and closure phase fits for T Per.
phase statistics made by Zhao et al. (2011), an error floor
of 1◦ is chosen on closure phases. To account for the un-
reliability of closure estimation at low flux, each closure
error is further increased by 30/S2T3amp degrees, where
ST3amp is the signal-to-noise of the corresponding triple
amplitude. Finally, to account for the difficulty of esti-
mating rapidly varying closures, an error equal to 10%
of the closure gradient in the spectral domain is further
added.
3. MODEL-FITTING
All the available square visibilities and closure phases
are plotted on Fig. 2 and Fig. 3 as a function of their
spatial frequency. The power spectrum curves are typical
of limb-darkened stellar discs, while the closure phases
clearly depart from zero, indicating the presence of strong
resolved asymmetries on the stellar surfaces. Based on
the previous interferometric results on M supergiants in
the literature, we expect these to be due to the presence
of spots.
3.1. Spotless models: limb-darkening
Before attempting a spot search, we first sought to
roughly characterize the size and brightness distribution
of the stellar discs. Our model-fitting code FITNESS
was used to fit several limb-darkening models (square
root, quadratic, power law) to the power spectra and
triple amplitudes. FITNESS is a straightforward combi-
nation of grid search to identify the global χ2 minima and
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Figure 3. Power spectrum and closure phase fits for RS Per.
Levenberg-Marquardt to refine the parameters. The best
fits were obtained for the linear law and the Hestroffer
power law (Hestroffer 1997), but they both show the ex-
istence of a strong covariance between the limb-darkened
angular diameter and the limb-darkening coefficient. The
issue is illustrated on Figure 4 (top), where the reduced
χ2 surface is plotted as a function of both parameters.
For both targets, the problem is mainly due to the lack of
high signal-to-noise data on the first visibility lobes. To
increase the precision of the fit on the angular diameter,
the limb-darkening coefficients have to be constrained.
Haubois et al. (2009) reported successfully fitting the
visibility curve of α Ori (M2 type, Teff ' 3600 K) with
a linear coefficient α = 0.43± 0.03 (roughly correspond-
ing to a Hestroffer law with coefficient 0.3–0.4). Beyond
this empirical result, it seems non-obvious whether con-
ventional plane-parallel 1D radiative codes such as AT-
LAS (Kurucz 1992; Castelli & Kurucz 2003) or MARCS
(Gustafsson et al. 1975) may be reliably predict the in-
tensity profiles of RSGS. RSGs are notoriously difficult
to model: their atmospheres are very extended, which
invalidates the assumption of plane-parallel geometry,
and their very cool temperatures require an advanced
treatment of molecular opacities. However more recent
codes that assume spherical geometry such as MARCS-
spherical (Gustafsson et al. 2008), SATLAS (Lester &
Neilson 2008) and PHOENIX (Hauschildt & Baron 1999)
have demonstrated successful results on comparably cool
M giants or supergiants (Wittkowski et al. 2004, 2006,
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Figure 4. Constraints on the limb-darkening. Top panel: χ2 sur-
face for the linearly limb-darkened discs of T Per (left) and RS Per
(right) based on interferometric data. Bottom panel: SATLAS
limb-darkening models for a range of temperature, gravity, and
mass values compatible with previous observations of RS Per and
T Per.
2012).
We used the latest SATLAS code (with improved ODF
treatment and fixed H2O lines) to weakly constrain the
limb-darkening in H band for both RSGs, with parame-
ters based around the values found in Gonzalez & Waller-
stein (2000) and Slesnick et al. (2002): temperatures
ranging from 3100 K to 4000 K (steps of 100K), log g =
−0.5 to 0.5 and a fixed metallicity [Fe/Z] = −0.5 (Gonza-
lez & Wallerstein 2000). Figure 4 (bottom) presents the
results of these simulations as a band of possible bright-
ness distributions. The intensity profiles are weakly de-
pendent on the temperature and are mostly determined
by the mass and surface gravity. They are characteris-
tics of spherical codes, showing a sudden drop of inten-
sity at the Rosseland radius, where the Rosseland mean
opacity equals unity and where most photons escape the
atmosphere. As shown on Figure 4, the brightness dis-
tributions can adequately be bounded by two Hestroffer
laws with coefficients 0.29 and 0.36. Injecting this prior
into the fit, we found the Hestroffer limb-darkening coeffi-
cients to be α = 0.32±0.2 for T Per and α = 0.34±0.2 for
RS Per. Assuming that both RSGs have similar masses,
as the angular diameter of T Per is smaller, we expect a
stronger gravity at its surface, which indeed corresponds
to a lower limb-darkening coefficient.
Taking into account all statistical errors due to the vis-
ibility measurements and the calibration via data boot-
strapping, we also obtained the following limb-darkened
diameters: for T Per: θLD = 2.01 ± 0.03 mas, with
χ2 = 1.92 at the nominal values. For RS Per, θLD =
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Figure 5. Simple modeling of T Per: likelihood maps for one-
and two-spot models (top); corresponding best fitting images for a
dark spot, bright spot and two spots (bottom).
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Figure 6. Simple modeling of RS Per: likelihood map of the spot
location (left) and best fitting image with a dark spot (right).
Table 2
Model-fitting Results for T Per (angles given East of North).
Fit results No spot Dark spot Bright spot Two spots
χ2 9.4 2.24 2.64 1.95
logZ(±0.02) −0.35 0.87 1.23 0.20
θ? 2.01 2.02 2.02 2.02
fspot . . . 4 % 5% 3%, 4%
(rspot, θspot) . . . 0.21,−135◦ 0.22, 134◦ 0.22, 134◦
0.73, 238◦
3.05 ± 0.05 mas and with χ2 = 2.37. Because non-
zero closure phases cannot be fitted by a limb-darkening
model, the “full” χ2 – including the closure phase data
– are larger, χ2 = 7.8 for RS Per and χ2 = 9.4 for
T Per, unambiguously indicating the presence of signifi-
cant asymmetries on the stellar surfaces.
3.2. Models with one or two spots
The most economical assumption to explain the closure
phases is the presence of spots on the stellar surface. The
formation of complex granulations is expected on the sur-
face (Freytag et al. 2002; Chiavassa et al. 2011), and at
the resolution and dynamic contrast provided by inter-
ferometry, these appear as compact spots. Here we at-
Table 3
Model-fitting Results for RS Per (angles given
East of North).
Fit results No spot Single dark spot
χ2 7.8 1.2
logZ(±0.05) −0.35 0.32
θ?(mas) 3.05 3.06
fspot . . . 4 %
rspot(mas), θspot . . . 1.43, 147◦
tempted to search only for the most prominent features,
with the assumption that the stellar surface could be de-
scribed as a limb-darkened disc with a limited number
of these spots. Previous studies on α Ori demonstrated
that spots may be modeled well by Gaussians or uniform
ellipses (Young et al. 2000; Haubois et al. 2009). We also
chose to use ellipses, so that each spot is modeled by six
parameters: its coordinates on the stellar surface, its size,
its flux contribution, its orientation angle and its ellip-
ticity. Our priors on these parameters were flat. During
model-fitting, spots were not constrained to be brighter
than the stellar surface (hot) and thus dark (cold) spots
were not ruled out. Spots lying on the circumference of
the stellar disc were also searched for.
Fitting spots is a difficult numerical problem due to
the properties of the χ2. First, while the bispectrum
probability density is generally approximated by a con-
vex normal distribution (Meimon et al. 2005; Thiebaut
2008), this approximation breaks down for small triple
amplitudes, e.g. for very resolved targets such as these
RSGs. Therefore we revert to use separate χ2 expres-
sions for closures and triple amplitudes. The likelihood
expression for the closure phases may then be chosen
based 2pi-wrapped normal distribution (Haniff 1991) or
the von Mises distribution, and in general is non-convex.
Moreover, because the phase information is only partially
retrieved from closure phases, the χ2 is multimodal, i.e.
there exist local minima into which minimizers can easily
get trapped (Meimon et al. 2008). The χ2-minimization
strategy has then to take both non-convexity and multi-
modality into account. Due to the relatively large num-
ber of parameters (eight to fourteen: two for the stellar
disc description, plus six per spot), our strategy con-
sisted in a grid search on the positions of the spots, with
a three-step Levenberg-Marquardt minimization at each
given position. During the first step, only the stellar disc
parameters (diameter and Hestroffer coefficient) and the
spot flux are allowed to vary. During the second step, the
shape of the spots (size, aspect ratio, orientation) is opti-
mized, then in the third step consists all the parameters
become free to settle.
Figure 2 and Figure 3 show that overall the fits pro-
vided by our models are not very satisfactory on the short
baselines, where our models underestimated the visibil-
ities. This is due to our naive assumption of a linearly
limb-darkened disc model, compared to more refined
models (e.g. SATLAS, Figure 4), and possibly to the
presence of circumstellar material further obscuring the
stellar discs at their edges. Note that model-independent
image reconstruction, carried out in Section 4, also shows
evidence for strong darkening at the periphery. However
these considerations do not significantly affect our spot
6analysis, relying on medium and long baseline visibili-
ties. Figure 5 and Figure 6 presents the χ2 surface as a
function of the spot position, as well as the correspond-
ing best one-spot and two-spot models for T Per and
RS Per. In all cases, we found that the total flux contri-
bution of the spots represent roughly ∼ 4% of the stellar
flux. The reduced χ2 and parameters for these models
are given in Table 2 and 3, with error bars derived using
the classic bootstrapping technique. For T Per, our re-
sults imply the presence of a spot on along the diagonal
NW-SE. Based solely on the χ2 metrics, a dark spot in
the SE quadrant (χ2 = 2.24), or a bright spot on the
NW quadrant seem equally probable (χ2 = 2.35). There
is also a slight decrease of χ2 (χ2 = 1.9) when attempt-
ing to fit an additional spot to the dark spot model. For
RS Per, the results are clearer, with evidence of a single
dark spot in the SW. In particular no solution involving
any bright spot could be found.
3.3. Bayesian spot model selection
In general the reduced-χ2 metric is ill-adapted to truly
assess the relative probabilities of models (Marshall et al.
2006). The χ2 decrease that results from the addition of
a new set of spot parameters can be due to modeling a
real spot or simply to over-fitting, with emergence of ar-
tifacts due to imperfect (u,v) coverage. Here we present a
general framework to treat the problem of fitting spots,
based on Bayesian model selection. Model-fitting con-
sists in estimating the most probable model coefficients
C = {c1, c2, . . . cn} of a model M i. To do so we actually
maximize the posterior probability p(C|D,M i):
p(C|D,M i) = p(D|C,M i)p(C|M i)
p(D|Mi) , (1)
where p(D|C,M i) is the likelihood of the model coef-
ficients, p(C|M i) is the prior probability of the coef-
ficients, and p(D|Mi) is the marginal likelihood, also
often called “Bayesian evidence” in astronomy. The evi-
dence appears in Eq. 1 as the denominator, its role being
to normalize the posterior probability. For a given model
Mi, the evidence is constant. To determine the C coeffi-
cients it is then sufficient to maximizing the denominator
only: i.e the likelihood (i.e. χ2) under prior constraints
(mostly physical constraints such as positivity for the
stellar diameters, spots within the stellar discs). How-
ever when comparing two spot models, the ratio of their
evidence is to be considered. The ratio of the probabil-
ities of two models M1 and M2 given the data can be
expressed as:
p(M1|D)
p(M2|D) =
p(M1)
p(M2)
p(D|M1)
p(D|M2) (2)
where p(M i) is the a priori probability of model M i.
As we have no specific preference for a model in the
absence of data, p(M1)/p(M2) = 1, and therefore the
most probable model corresponds to the model with the
largest evidence. For a given data set, the evidence
Z(Mi) = p(D|Mi) for model Mi is defined as the
marginalized likelihood:
Z(Mi) =
∫
C1
. . .
∫
Cn
p(D|C,M)p(C|M)dC1 . . . dCn. (3)
Computing the evidence and its associated error bar with
good precision requires the exploration and integration
of the posterior probability by specialized Monte-Carlo
Markov Chain algorithms. Our model-fitting code FIT-
NESS uses the MultiNest library (Feroz & Hobson 2008;
Feroz et al. 2009) to compute the logarithm of the evi-
dence logZ with the Nested Sampling algorithm (Skilling
2006). Because the ratio of evidence intervenes in Eq. 2,
differences of logZ encode the relative model probabil-
ities and can be interpreted (with caution) using the
Jeffrey’s scale (Kass & Raftery 1995). Contrary to the
reduced-χ2, logZ does not directly take into account the
raw number of parameters, but it is based on their ac-
tual relevance to the fitting process. A good model has
the minimal number of parameters required to explain
the data (Occam’s razor), which corresponds to a high
logZ. Bad models may be less predictive, or may be too
generic due to the overabundance of parameters, and the
are characterized by low logZ. We give the logZ for all
our models in Table 2 and Table 3. For T Per, logZ
points overwhelmingly in favor of the single bright spot
model. Despite having better χ2, the single dark spot
and the two-spot models are found to be much less prob-
able. For RS Per, a comparison of the logZ for the spot-
ted and non-spotted models indicate that the dark spot
in the SW is probably real, though with a low confidence
index. Both these results will be confirmed by image
reconstruction in Section 4.
3.4. Effective surface temperatures
The effective temperature of a star Teff and its bolo-
metric flux Fbol follow the Stefan-Boltzmann law, Fbol =
σT 4eff . The measured bolometric flux on Earth fbol is
weaker by a factor θ2/4, where θ is the angular diameter
of the star. The effective temperature is then given by:
Teff =
(
4fbol
σBθ2
) 1
4
, (4)
where σB is the Stefan-Boltzmann constant. As recom-
mended by Scholz & Takeda (1987), θ is chosen to be the
Rosseland angular diameter. Considering the relatively
low signal-to-noise of the data, we assume here the Rosse-
land diameter to be equal to the limb-darkened diameter
θLD fitted in 3.
To compute fbol for our targets, we derived the spec-
tral energy distributions (SEtDs) from public catalog
records. Visible and near-ultraviolet data were ob-
tained from Johnson UBVRI measurements (Johnson
et al. 1966; Mendoza 1967; Morel & Magnenat 1978;
Ducati 2002) and from Slesnick et al. (2002). In addi-
tion we used observations in the Geneva (Rufener 1999),
Stro¨mgren uvbyβ (Marco & Bernabeu 2001) and Vil-
nius UPXYZVS systems (Straizys et al. 1995). The
near-infrared data (JHKs) was obtained from Morel &
Magnenat (1978) and Ducati (2002), as well as 2MASS
(Currie et al. 2010; Skrutskie et al. 2006). Because the
2MASS data is saturated for both stars, the correspond-
ing JHK fluxes are estimated using the less accurate pro-
file method. Mid-infrared data was acquired by ISO-
SWS (Sloan et al. 2003), AKARI/IRC (Ishihara et al.
2010), WISE (Wright et al. 2010; Cutri et al. 2012),
IRAS/LRS (Neugebauer et al. 1984), and the Midcourse
Space Experiment Point Source Catalog (Egan et al.
7Figure 7. Spectral energy distributions of T Per (top) and RS Per
(bottom). The plain lines show the dereddened SATLAS fit to the
optical and near-IR parts of the spectra.
2003). Far-infrared data came from IRAS (Neugebauer
et al. 1984) and AKARI/FIS (Ishihara et al. 2010) ob-
servations.
The SEDs were de-reddened by adopting the extinc-
tion parameters found for the Double Cluster in Slesnick
et al. (2002), i.e. a distance modulus of 11.85± 0.05 and
color excesses of E(B− V ) = 0.53± 0.02 for RS Per and
E(B−V ) = 0.56±0.02 for T Per. Based on the analysis
of McCall (2004) and the recommendations of Massey
et al. (2005), we attempted to de-redden the data us-
ing two different empirical laws for the reddening curves:
first using the reddening curve from Cardelli et al. (1989)
updated in the near-uv with coefficients from O’Donnell
(1994), and with a total-to-selective ratio of absorption
RV = 4.15 ; and second using the curve derived by Fitz-
patrick (1999) with RV = 3.8. In both cases we extended
the de-reddening to the longest wavelengths, using equa-
tions from Chiar & Tielens (2006) for λ > 5µm. Figure 7
presents the final de-reddened SEDs using the Cardelli
de-reddenning.
Both SEDs show significant amount of circumstellar
emission in the mid-IR and far-IR, though is this much
more pronounced for RS Per. The infrared excess of
RS Per around 7.6µm is attributed to PAH emission
(Verhoelst et al. 2009), and a peak at 9.7 µm indicate
strong silicate emission (Speck et al. 2000). Both con-
stitute evidence of ongoing dust production. Moreover
its far-infrared excess at 60µm is characteristic of ex-
tended circumstellar emission (Stencel et al. 1988, 1989)
and indicates significant mass-loss through a circumstel-
lar outflow whose typical size can be estimated to about
4 arcminutes (Stencel et al. 1989). In contrast, T Per
does not appear as active, but still displays broad dust
emission between 9-13 µm range.
To determine the effective surface temperature, inte-
gration of the spectrophotometric data has to be re-
stricted to photospheric emission. To this purpose we
fitted SATLAS models only to the ultraviolet, visible and
near-infrared wavelengths where the stellar photosphere
clearly dominates the emission (i.e. < 3µm). The SAT-
LAS models were using ODF sampling with improved
H2O lines and the following parameters: sub-solar metal-
licity [Fe/Z] = −0.5, based on the assumed typical metal-
licity of the double cluster [Fe/Z] = −0.35 from Gonzalez
& Wallerstein (2000); a medium micro-turbulence level
χt = 5 km/s ; surface gravities log g = −0.5 to 0.5, and
total mass 7− 25M, typical of M supergiants; effective
temperatures range T = 3300 − 4000 K, based on pre-
vious estimates (Gonzalez & Wallerstein 2000; Levesque
et al. 2005; Verhoelst et al. 2009). In order to check the
independence of our results from the specificities of SAT-
LAS, we also fitted spherical MARCS models using the
same parameters, and we obtained identical fit results.
We found that the SED of T Per was fitted well by mod-
els with temperatures in the 3700K–3800K range and
log g ' 0; and for RS Per, temperature of 3500K–3600K
and log g ' −0.5.
To derive the bolometric fluxes, the photosphere SEDs
was integrated with a Gaussian quadrature algorithm
(in logarithm space). The SATLAS model was used in-
stead of the actual SED only for wavelengths affected
by circumstellar emission (i.e. > 3µm). Our estimates
of bolometric fluxes and the derived absolute bolomet-
ric magnitude) are presented in Table 4. The 1-σ er-
rors are mostly dominated by the uncertainties arising
from the de-reddening parameters, and from the prob-
able inclusion of circumstellar emission. We note that
our estimate of RS Per’s absolute bolometric magnitude,
Mbol = −7.47 ± 0.12, falls in the middle range of liter-
ature values: −7.21 in Slesnick et al. (2002), −7.48 in
Gonzalez & Wallerstein (2000), −7.74 in Verhoelst et al.
(2009), and −8.15 in Levesque et al. (2005).
Using Equation 4, we derive the effective temperatures
T = 3685 ± 30 K for T Per and T = 3470 ± 90 K for
RS Per. Our error bars take into account both the spec-
trophotometric and interferometric errors. The domi-
nant uncertainties lie in interstellar reddening: though
relatively well-characterized, the extinction to the Dou-
ble Cluster is considerable due to its distance, and the
choice of de-reddening law significantly affect the bolo-
metric magnitude. These temperatures are consistent
with previous literature estimates (Gonzalez & Waller-
stein 2000; Slesnick et al. 2002; Verhoelst et al. 2009).
Figure 8 presents our results in relation with four RSG
temperature scales from the literature. Both scales from
Humphreys & McElroy (1984) and Massey & Olsen
(2003) were derived by averaging previous observations
from public catalogs, but they most likely suffered from
de-reddening issues, underestimating the RSG temper-
atures. Levesque et al. (2005) used spherical-geometry
MARCS models (with the then-new opacity sampling
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Estimated physical parameters of T Per
and RS Per.
T Per RS Per
Rross (R) 510± 20 770± 30
Mbol −6.90± 0.07 −7.47± 0.12
Teff(K) 3750± 60 3470± 90
M?(M) 9-12 12-15
logL/L 4.66± 0.04 4.89± 0.05
log g (cgs) 0.06± 0.05 −0.2± 0.05
Figure 8. Effective temperatures for T Per and RS Per, compared
to four temperatures scales from the literature. Our results confirm
the hotter scale of Levesque et al. (2005) and van Belle et al. (2009).
method, later published in Gustafsson et al. (2008)) and
improved de-reddening of the sources, reconciling the ob-
servations with both predicted temperatures and evolu-
tionary tracks. Finally, van Belle et al. (2009) estimated
the temperature by fitting the SED with stellar templates
derived from Pickles (1998) in place of synthetic mod-
els, and independently estimated stellar diameters using
the interferometer PTI (Palomar Tested Interferometer).
Note that the spatial resolution of our CHARA observa-
tions is at least twice that of PTI, therefore it should
provide more reliable diameter estimates.
Our results confirm the hotter temperature scales of
RSGs, falling in-between the results of Levesque et al.
(2005) and van Belle et al. (2009) for T Per, and slightly
under the Levesque’s curve for RS Per. Hence, and tak-
ing into account the limits of our analysis (noisy 2007
data compared to current CHARA/MIRC data), we are
reasonably confident in the quality of our temperature
estimates.
3.5. Linear radii, luminosity, mass, and surface gravity
Assuming a distance of d = 2345 ± 55 pc (Slesnick
et al. 2002), our estimates of the linear radii are Rross =
510±20R for T Per and Rross = 770±30 R for RS Per.
This corresponds to luminosities logL/L = 4.66± 0.04
for T Per and logL/L = 4.90 ± 0.05 for RS Per, com-
parable to that of α Ori. To get estimates of the stel-
lar masses, we used the most recent evolutionary tracks
from Ekstro¨m et al. (2012) and the new Geneva tracks
from Neugent et al. (2012), that both demonstrated their
(relative) reliability on RSGs. The range of possible
masses appears to be M = 9 − 12M for T Per, and
M = 12 − 15M for RS Per, which translates into
log g = 0.06 ± 0.05 for T Per and log g = −0.2 ± 0.05
for RS Per. These results support the assumptions made
during our selection of SATLAS models in sections 3.1
and 3.4.
4. IMAGE RECONSTRUCTION
4.1. Regularized maximum likelihood
As four telescope data is secured on both objects, there
exists enough phase information in our data sets to at-
tempt “model-independent image reconstruction”. Here
the prefix “model-independent” signifies that the image
reconstruction process will not rely on a specific astro-
physical model. The target image i is modeled as an
array of pixel fluxes î = {i0, . . . in−1}.
As the data is assumed to be normally distributed, to
each image we can associate a χ2(i) metric that measure
the distance between the observed data (power spectra
and bispectra) and the same quantities derived from the
current image. Maximizing the likelihood of the image
by minimizing its χ2 unfortunately does not lead to rea-
sonable images. The reason is that image reconstruc-
tion belongs to the class of “ill-posed” inverse problems:
the number of pixels to reconstruct is typically a few
thousand, while we only have a few hundreds interfero-
metric data points. Under these conditions, maximum
likelihood leads to an overfitting the data. It is thus
essential to “regularize” the solution by introducing rea-
sonable but noncommittal prior expectations about the
image. This is usually done through regularization func-
tions that control the flux distribution within the image.
In addition to preventing over-fitting, good regularizers
fulfill other roles. As underlined during model-fitting,
the χ2 is heavily multimodal. Most classic regulariza-
tion function R(i) effectively allow to discriminate be-
tween these local minima and thus ease minimization of
Eq. 5. In effect, regularizers help extrapolate the miss-
ing information from the phase lost to the atmosphere
and the gaps in the data coverage of the (u,v) plane.
A competent choice of regularizers ensures that high fre-
quencies are extrapolated well, and image reconstruction
has demonstrated it achieves super-resolution (Renard
et al. 2011), i.e. that the effective resolution of the re-
constructed images is typically about three to four times
greater than the interferometer resolution.
This regularized maximum likelihood approach consti-
tutes the current framework for image reconstruction in
optical interferometry (Baron et al. 2010; Thie´baut &
Giovannelli 2010). Formally, the target image minimizes
the sum of the χ2(i) metric and of K regularizers Rk(i):
î = argmin
i∈Rn
{
χ2(i) +
K∑
k=1
µkRk(i)
}
, (5)
under the constraints of image positivity (∀n, in ≥ 0)
and of normalization of the image to unity (
∑
n in = 1).
The factors µk in Eq. 5 control the relative weight of the
χ2 and regularization terms.
4.2. Reconstructing spotted stars with current software
Reconstructing spotted stars is currently difficult with
available software. To date, the only published model-
9independent interferometric reconstructions of stellar
spots are that of the large convection cells of α Ori
(Young et al. 2000; Haubois et al. 2009; Chiavassa et al.
2010b) and of VX Sgr (Chiavassa et al. 2010a). Resolving
spots entails that the stellar disc is proportionally much
larger, which implies very low visibility amplitudes, and
consequently bad signal-to-noise. Moreover, the conven-
tional convex approximations of the χ2 expression should
then be ruled out. And as exemplified by the difficult
reconstruction of VX Sgr, the minimization of the non-
convex χ2 is very prone to appearance of artifacts when
using conventional tools such as BSMEM (Baron et al.
2010) or MIRA (Thie´baut & Giovannelli 2010).
To solve this issue we suggest the use of non-convex re-
construction codes, such as those based on Markov Chain
Monte Carlo (MCMC) approach. In this paper, the soft-
ware SQUEEZE (Baron et al. 2010) was used to obtain
the reconstructions presented in this paper. SQUEEZE
uses parallel tempering to tentatively find the global min-
imum of the criterion in Eq. 5, and therefore is well-
adapted to non-convex problems. SQUEEZE is multi-
threaded, with each thread conducting minimization by
simulated annealing at a different temperature and start-
ing with a different random seed. Compared to its pre-
decessor MACIM (Ireland et al. 2006), it is less sensitive
to the initial condition of the Markov Chains (i.e. the
starting image). Thus, the quality of its reconstructions
mostly depends on the choice of regularization.
To select the best regularizer, we generated a syn-
thetic test dataset simulating the observation of a spot-
ted star using the OIFITS-SIM tools (Kloppenborg &
Baron 2013). The original image used to create the data
was chosen as the T Per ”bright spot” model from Fig-
ure 5, and we use the same (u,v) coverage and signal-to-
noise as the actual T Per data. We then reconstructed
the stellar surface using the two most successful regular-
izers as benchmarked by Renard et al. (2011): maximum
entropy and total variation (Rudin et al. 1992). Max-
imum entropy was implemented using the multiplicity
expression from Sutton & Wandelt (2006), which is well
adapted to our MCMC implementation:
RΓ(i) =
∑
n
log Γ(in + 1). (6)
where in is the flux in pixel n. Total variation (hereafter,
TV) is defined as the `1 norm of the spatial gradient g:
RTV(i) = `1(g) =
∑
n
|gn|. (7)
Several practical expressions are available to discretize
g on the image grid. In the context of this paper, we
implemented the classic isotropic formulation of g, i.e.
for each pixel coordinate (n,m) in the two-dimensional
image i, the local gradient was given by:
gn,m(i) =
√
|in+1,m − in,m|2 + |in,m+1 − in,m|2. (8)
Figure 9 compares regularization obtained with both
these regularizers on our synthetic dataset (the full re-
construction procedure is detailed in Section 4.4). Our
results demonstrate that the maximum entropy image
suffers from several flaws: the stellar background is ex-
cessively non-uniform, and the precise location of spot is
Figure 9. Reconstructions of a synthetic spotted star with the
same same uv coverage and signal-to-noise as the T Per data. Top
left: the original image convolved to the expected effective resolu-
tion (using a super-resolution factor of 3); Top right: reconstruc-
tion regularized by maximum entropy and a prior constraining the
flux to stay within the stellar diameter; Bottom left: reconstruc-
tion regularized by total variation ; Bottom right: reconstruction
regularized by the spot regularizer presented in Section 4.3.
lost. The total variation reconstruction is definitively su-
perior on both aspects. Moreover, and unlike maximum
entropy, total variation does not require an additional
prior to constrain the flux to stay within a given diame-
ter. The good performance of total variation are in line
with the empirical results of Renard et al. (2011) but
also theoretical predictions. Total variation is indeed a
direct application of the Compressed Sensing theory, a
recent mathematical framework that supersedes the con-
ventional Shannon sampling theorem when applied to
sparse images, i.e., images that may be described with
small number of non-zero coefficients in some give ba-
sis. Here, on first order, our model spotted star consist
of a (mostly) uniform disc with compact spots or cells.
The spatial gradient of the image is sparse, with only the
perimeters of the stellar disc and the spots as non-zero
components. Total variation enforces the sparsity of the
spatial gradient so that the reconstruction is piecewise
constant with sharp transitions, though this is not ap-
parent on Figure 9 as these images are actually Markov
Chain averages as explained further in Section 4.4.
4.3. A novel regularizer for spotted stars
To derive a novel regularizer for use on spotted stars,
we built upon the idea of spatial gradient sparsity, adding
two noncommittal requirements. The first requirement is
that for a given flux to distribute into possible spots, the
regularizer should prefer a single spot to two spots, as
per Occam’s razor prescription. The second requirement
is that for a given flux to attribute to a spot, the size of
the spot should be determined solely by the data. This
implies that the regularizer value should be independent
of the spot size.
It is straightforward to demonstrate that TV violates
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this second requirement. Let us consider an idealized
stellar disc, and two cases: either two small spots of di-
ameter D, or a single large spot of diameter 2D. Let
us assume the brightness distribution of the disc and the
spots as uniform, so that the spatial gradient is null ev-
erywhere except on the perimeters of these components.
The actual contribution of the spots to the spatial gra-
dient is then proportional to the spot perimeters – equal
to 2piD in both cases – multiplied by the flux density for
each case. Assuming that a combined flux F is emitted
by the spots, the spot flux density is then F/(piD2) for
the single spot case, and 2F/(piD2) for the two spot case.
Consequently the total variation is TV(one spot) = F/D
for a single spot and TV(2 spots) = 2F/D for two spots.
While this implies that TV does favor a single spot, this
also demonstrates that the regularization depends on the
size of the spot, and therefore it may bias a reconstruc-
tion toward larger spots.
In contrast the regularizer Rspot defined by:
Rspot(i) = ` 1
2
(g) =
(∑
n
√
|gn|
)2
. (9)
meets both our requirements for an ideal regularizer,
with Rspot(one spot) = 4piF and Rspot(two spots) =
8piF . Figure 9 confirms our analysis, and our spot regu-
larizer demonstrates a significant improvement over total
variation.
4.4. Reconstruction procedure and results
The instrumental resolution is given by the largest
CHARA baseline in our data sets (S2-W1 or E2-W1,
' 250 meters), corresponding to 1.3 mas in H band. Tak-
ing into account a super-resolution factor of four, the ef-
fective resolution of the reconstructed images should be
about 0.3 mas. In order to avoid excessive pixellation
of the images, the actual resolution of the reconstruction
was set to 0.1 mas. We ran five batches of multi-threaded
SQUEEZE with 16 threads each, corresponding to a to-
tal of 80 independent Markov chains that were averaged
to reconstruct the final images. The number of pixel ele-
ments in each chain was set to 5000, with a length of 500
iterations. In addition to the spot regularizer derived in
the previous section, we made use of the fitting results
from section 3.1 to constrain the reconstruction. The fit-
ted limb-darkening discs were used to initialize the chains
to sensible starting points.The factors µk were chosen so
that the actual reduced χ2 is roughly unity for the recon-
structed image. The final reconstructions are presented
on Figure 10. For T Per, the spot location in North West
quadrant agrees with the conclusions of Bayesian model
selection. For RS Per, there is indeed a darker area in
the South West. However the correct interpretation is
unclear: this may be a dark spot, or most of the sur-
face could be understood as a temporary hot convection
cell. Without data outside the 2007 July/August period,
we cannot conclude from this single RS Per image. To
exclude the possibility that the surface features on Fig-
ure 10 are due to (u,v) coverage or to noisy data, we ran
an ”artifact test” on both targets. We generated syn-
thetic observations of the limb-darkening discs derived
from model fitting, with exactly the same (u, v) cover-
age and signal-to-noise as the real data sets. We then
Figure 10. Reconstructed images of T Per (left) and RS Per
(right) with the SQUEEZE-MCMC engine and the ”spot regular-
izer” presented in section 4.3. The angular diameters estimated by
model-fitting are indicated by white circles.
reconstructed the images using the same procedure out-
lined above, and we found that the reconstructions did
not display any significant surface features.
5. DISCUSSION AND CONCLUSION
We have analyzed the CHARA/MIRC data taken in
H band on two red supergiants T Per and RS Per and
presented evidence for the existence of spots on their sur-
faces. For this we developed a set of tools dedicated to
the analysis of spotted stars. As the utility of simple
model-fitting procedures is limited for spotted stars, we
demonstrated that Bayesian model selection is capable
of assessing the relative probabilities of various models,
the Bayesian evidence constituting a more reliable metric
than the reduced χ2. Our results on T Per confirm that
hot spots can indeed be observed in H-band. If consid-
ered together with similar results on α Ori by (Haubois
et al. 2009) and on VX Sgr by (Chiavassa et al. 2010b), it
seems we should expect a significant proportion of RSGs
to have bright spots, as is thought to be the case for
AGB stars (Ragland et al. 2006). Considering the typ-
ical continuum opacity curves in such cool atmospheres
(Woodruff et al. 2009), the continuum opacity should be
close to minimum in H band, where our MIRC obser-
vations took place. These spots must be generated very
close to the photosphere, and therefore it seems currently
doubtful that their enhanced contrast may be explained
by opacity effects. As the correct approach to model
these objects is not really to model spots, but to inter-
pret the surface in terms of convective cells using 3D
models (Chiavassa et al. 2010a), inhomogeneous granu-
lation temperatures may explain the spots. Our detec-
tion of a ”dark spot“ on RS Per probably corresponds to
a cooler granulation, imaged with the reduced dynamic
contrast typical of current interferometry.
We also found that classic regularizers are hardly ade-
quate to reconstruct model-independent images of spot-
ted surfaces. Hence we derived a novel regularizer tai-
lored for this task, based on simple Compressed Sensing
and Occam’s razor principles. Our reconstructions of
T Per and RS Per were found to essentially agree with
the Bayesian spot selection.
It should be underlined that the data quality from
MIRC circa 2007 was a major limiting factor in the
present analysis. Fortunately since 2007, the MIRC com-
biner underwent a series of hardware upgrades which
drastically improved its performance. MIRC-6T can now
simultaneously combine all six CHARA telescopes with
thrice higher signal-to-noise and much lower systematic
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errors. A survey of several RSGs over longer periods of
time with MIRC-6T would allow to conclude to whether
spots on M supergiants are ubiquitous, and in particu-
lar if a relationship can be found between circumstellar
activity/infrared excess and the complexity of observed
surface features. Our future work will thus focus on the
analysis of new RSG data collected with MIRC-6T, with
a systematic application of Bayesian model selection to
3D hydrodynamical models, and the development of bet-
ter reconstruction algorithms for RSGs.
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