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DERIVATION OF 3D ENERGY-CRITICAL NONLINEAR
SCHRO¨DINGER EQUATION AND BOGOLIUBOV EXCITATIONS FOR
BOSE GASES
PHAN THA`NH NAM AND ROBERT SALZMANN
Abstract. We derive the 3D quintic NLS as the mean field limit of a Bose gas with three-
body interactions. The quintic NLS is energy-critical, leading to several new difficulties in
comparison with the cubic NLS which emerges from Bose gases with pair-interactions. Our
method is based on Bogoliubov’s approximation, which also provides the information on
the fluctuations around the condensate in terms of a norm approximation for the N-body
wave function.
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2 P.T. NAM AND R. SALZMANN
1. Introduction
The 3D energy-critical nonlinear Schro¨dinger equation (NLS) reads{
i∂tϕ(t, x) = −∆ϕ(t, x) + b0|ϕ(t, x)|4ϕ(t, x), x ∈ R3, t > 0
ϕ(0, x) = ϕ0(x).
(1)
The well-posedness of (1) in the defocusing case b0 > 0 was first proved by Bourgain [9]
and Grillakis [24] for radial data and then by Colliander, Keel, Staffilani, Takaoka, and Tao
[17] for general data. In this paper, we will derive (1) as a macroscopic description for the
microscopic many-body Schro¨dinger equation of bosons in a mean-field limit.
From first principles of quantum mechanics, the dynamics of a Bose gas in 3D with N
particles is described by the N -body Schro¨dinger equation{
i∂tΨN (t) = HNΨN (t),
ΨN (t = 0) = ΨN,0.
(2)
Here ΨN (t) is a wave function in the symmetric space L
2
s((R
3)N ) andHN is the Hamiltonian
of the system. In this paper, we consider the case of non-relativistic bosons interacting via
a three-body interaction potential,
HN =
N∑
j=1
−∆xi +
1
N2
∑
16i<j<k6N
N6βV (Nβ(xi − xj), Nβ(xi − xk)). (3)
Here V : R3 × R3 → R has the following symmetry conditions
V (x, y) = V (y, x), V (x− y, x− z) = V (y − x, y − z) = V (z − y, z − x). (4)
These symmetry conditions ensure that the total interaction of 3 particles only depends on
the relative distances between them.
Note that for any fixed parameter β > 0, in the limit N →∞ the re-scaled potential
VN (x− y, x− z) = N6βV (Nβ(x− y), Nβ(x− z)) (5)
converges weakly to the delta interaction
b0δx=y=z, b0 =
1
2
∫
R3×R3
V (x, y) dxdy. (6)
The bigger β is, the more singular the potential is. Nevertheless, we may think of VN as
a quantity of order 1. The coupling constant N−2 in front of the interaction terms in (3)
places us in the mean-field regime, when the kinetic energy and the interaction energy are
comparable in the large N limit (they are both of order N , given that the system occupies
a volume of order 1).
We are interested in the macroscopic behavior of the system when N → ∞. To the
leading order we expect the system to exhibit the Bose-Einstein condensation. This is the
phenomenon when most of particles occupy a common single quantum state, namely in
terms of the wave function
ΨN (t) ≈ ϕ(t)⊗N (7)
in an appropriate sense, for a function ϕ(t) in L2(R3). A formal computation using the
limiting interaction potential (6) suggests that ϕ(t) solves the quintic NLS (1). Making this
computation rigorous, however, is a nontrivial problem.
In the present paper, we will justify the approximation (7) (with ϕ(t) solving the quintic
NLS (1)) for all 0 < β < 1/6, leading to an extension of the recent important result of
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X. Chen and Holmer [16] (see also T. Chen and Pavlovic´ [14] for related results in lower
dimensions). Moreover, we will go beyond the leading order and obtain information on
the fluctuations around the condensate, in terms of a norm approximation for the wave
function. In particular, we will also extend the norm approximation obtained by X. Chen
[15] in the mean-field case β = 0.
When the particles interact only via pair interactions, the condensate should be effectively
described by the cubic NLS (instead of the quintic NLS (1)). The well-posedness of the
defocusing cubic NLS has been proved by Bourgain [8] and Dodson [19]. The rigorous
derivation of the cubic NLS from many-body Schro¨dinger equation is the subject of a vast
literature; see [49, 3, 1, 20, 21, 2, 22, 33, 47, 34, 45, 4, 13, 10]. In particular, we refer to
the seminal work of Erdo¨s, Schlein and Yau [21] on the critical case β = 1, where the cubic
NLS is replaced by the Gross-Pitaevskii equation with the true scattering length of the pair
interaction (see also [33, 4, 45, 13, 10] for later developments). The norm approximation
with pair interactions has also attracted many studies [30, 23, 27, 25, 37, 46, 40, 5, 35, 41, 11];
in particular, we refer to [11] for the last development which covers all 0 < β < 1 (the case
β = 1 remains open).
We will benefit from the methods developed to handle the pair-interaction case, in par-
ticular the justification of Bogoliubov’s argument [6] in [37, 40, 41, 11]. However, it turns
out that the analysis in the case of three-body interactions is significantly more complicated
and several new ideas are needed. Our main results are presented in the next section.
Acknowledgements. We thank Jean-Claude Cuenin, Thomas Chen, Xuwen Chen, Justin
Holmer and the referee for helpful remarks.
2. Main results
2.1. Convergence of reduced density matrices. The proper meaning of the Bose-
Einstein condensation (7),
ΨN (t) ≈ ϕ(t)⊗N ,
should be given in terms of the reduced density matrices. Recall that the one-body density
matrix γ
(1)
ΨN
of a N -body wave function ΨN is a non-negative trace class operator on L
2(R3)
with kernel
γΨN (x; y) = N
∫
ΨN (x, x2, . . . , xN )ΨN (y, x2, . . . , xN ) dx2 · · · dxN . (8)
(We use the convention that inner products in Hilbert spaces are linear in the second
argument and anti-linear in the first.)
The precise meaning of (7) reads, in the limit N →∞,
〈ϕ(t), γ(1)ΨNϕ(t)〉
N
→ 1, (9)
namely the expectation of the number of particles in mode ϕ(t) is mostly equal to N .
Equivalently, we can rewrite (9) as
Tr(Q(t)γ
(1)
ΨN
Q(t))
N
→ 0, Q(t) = 1− |ϕ(t)〉〈ϕ(t)|. (10)
Moreover, since |ϕ(t)〉〈ϕ(t)| is a rank-one projection, (9)-(10) is equivalent to the trace class
convergence
Tr
∣∣∣N−1γ(1)ΨN − |ϕ(t)〉〈ϕ(t)|∣∣∣ → 0. (11)
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As explained in the introduction, it is natural to expect that ϕ(t) solves the quintic NLS
(1). Our first result is a rigorous justification of this fact.
Theorem 1 (Convergence of reduced density matrices). Assume that 0 6 V ∈ Cc(R6). Let
ϕ(t) be the solution to the quintic NLS (1) with initial function ϕ(0) ∈ H4(R3), ‖ϕ(0)‖L2 =
1. Let ΨN (t) be the solution to the Schro¨dinger equation (2) with the initial state ΨN,0 in
L2s((R
3)N ) satisfying
Tr
[
(1−∆)Q(0)γ(1)ΨN,0Q(0)
]
6 C. (12)
Assume that 0 < β < 1/6. Then for all t > 0 and for all α < min{β/2, (1 − 6β)/4} fixed,
we have
Tr
∣∣∣N−1γ(1)ΨN (t) − |ϕ(t)〉〈ϕ(t)|∣∣∣ 6 CtN−α. (13)
Here Ct is continuous in t and independent of N .
This kind of results was obtained recently by X. Chen and Holmer [16] for bosons on the
torus T3 and for 0 < β < 1/9. In fact, our result can be extended to the torus case as well
(see Appendix for further explanation). Unlike the BBGKY approach in [16], our method
gives explicit error estimate and can be adapted easily when an external potential or a
magnetic field appears. On the other hand, here we do not cover the case ϕ(0) ∈ H1(R3) as
in [16] which is of certain mathematical interest. We rather think of the physical situation
when the initial state ΨN (0) is the ground state of a trapped system, and in this case the
condensate ϕ(0) is expected to be sufficiently regular.
The assumption 0 < β < 1/6 in Theorem 1 is a technical condition which allows us to
control the interaction potential by the kinetic operator. Note that the total interaction
potential felt by the i-th particle is
1
N2
∑
j,k:j 6=i,k 6=k
N6βV (Nβ(xi − xj), Nβ(xi − xk)).
Thus the total interaction potential felt by a single particle may be as large as N6β in the
worst case (when all particles collapse to a singular point). In our method, we need to
control the potential energy per particle by the total kinetic energy of all particles which
is normally of order N (since the system occupies a volume of order 1). This requires
N6β ≪ N , namely β < 1/6. This condition is reminiscent of the well-known threshold
β < 1/3 in the pair-interaction case [20, 45, 25, 40] where the total interaction potential
felt by the i-th particle is
1
N
∑
j:j 6=i
N3β V˜ (Nβ(xi − xj))
which is as large as N3β in the worst case. We will come back to the explanation for the
smallness condition on β with more details later.
It is natural to expect that the result in Theorem 1 holds true for larger β’s up to a
critical value where some subtle correction emerges to the leading order due to few-particle
scattering processes. We expect that the critical value is β = 1/2, for which the coupling
term N6β−2 in front of the three-body interaction potential scales the same as N2β of the
Laplacian (it is different from the critical value β = 1 in the two-body interaction case [21]
where N3β−1 is compared with N2β). More precisely, in this Gross-Pitaevskii like regime,
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we expect that the correct ansatz for the many-body wave function is
ΨN(t, x1, ..., xN ) ≈
N∏
j=1
u(t, xj)
∏
16p<k<ℓ6N
f(N1/2(xp − xk), N1/2(xp − xℓ))
where f solves the zero-scattering equation in R6:
−∆f + 1
3
V f = 0, lim
|X|→∞
f(X) = 1.
Consequently, the condensate should be described by the quintic NLS equation (1) with the
coupling constant b0 =
1
2
∫
R6
V replaced by
a0 = inf
{
3
2
∫
R6
|∇f |2 + 1
2
∫
R6
V |f |2 : lim
|X|→∞
f(X) = 1
}
.
In fact, a0 < b0 if V 6≡ 0 and 4
√
a0/(4π3) plays the role of the scattering length of V in R
6.
Deriving the quintic NLS equation in the Gross-Pitaevskii like regime is a very interesting
open problem, which certainly requires a substantial improvement of the current method.
2.2. Norm approximation. To describe the fluctuations around the condensate, it is
convenient to switch to a Fock space representation where the number of particles is not
fixed. We define the bosonic Fock space
F =
⊕
n>0
L2s(R
3n).
The creation operator a∗(f) and the annihilation operator a(f), for some f ∈ L2(R3), are
defined as
(a∗(f)Ψ)(n)(x1, . . . , xn) =
1√
n
n∑
j=1
f(xj)Ψ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn+1),
(a(f)Ψ)(n)(x1, . . . , xn) =
√
n+ 1
∫
f(xn)Ψ
(n+1)(x1, . . . , xn, xn+1) dxn+1
for all Ψ ∈ F . They satisfy the canonical commutation relations (CCR)
[a(f), a(g)] = [a∗(f), a∗(g)] = 0, [a(f), a∗(g)] = 〈f, g〉, ∀f, g ∈ L2(R3). (14)
We will also use the operator-valued distributions a∗x and ax defined via
a∗(f) =
∫
R3
f(x)a∗x dx, a(f) =
∫
R3
f(x)ax dx, ∀f ∈ L2(R3), (15)
which satisfy the CCR
[a∗x, a
∗
y] = [ax, ay] = 0, [ax, a
∗
y] = δ(x− y), ∀x, y ∈ R3.
The creation and annihilation operators provide a convenient way to express many op-
erators on Fock space in compact forms. For example, if A is a self-adjoint operator on the
one-particle space L2(R3) with kernel A(x, y), then we can define its quantization on Fock
space by
dΓ(A) =
∞⊕
n=0
n∑
j=0
Aj =
∫∫
A(x; y)a∗xay dxdy.
In particular, the number operator is
N = dΓ(1) =
∫
a∗xax dx
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and the N -body Hamiltonian HN can be extended to an operator on Fock space as
HN = dΓ(−∆)+ 1
6N2
∫∫∫
VN (x, y, z)a
∗
xa
∗
ya
∗
zaxayaz dxdy dz. (16)
Now we want to go further to analyze the fluctuations around the condensate. We are
interested in the norm approximation of the form
ΨN (t) ≈
N∑
n=0
u(t)⊗(N−n) ⊗s ψn(t) :=
N∑
n=0
(a∗(u(t)))N−n
(N − n)! ψn(t) (17)
where
Φ(t) = (ψn(t))
∞
n=0 ∈ F+(t) =
∞⊕
n=0
(
{u(t)}⊥
)⊗sn
describes excited particles, with
{u(t)}⊥ = Q(t)L2(R3), Q(t) = 1− |u(t)〉〈u(t)|.
The natural candidate for the condensate state u(t) can be obtained by formally inserting
the purely uncorrelated ansatz u(t)⊗N into the Schro¨dinger equation (2), leading to the
quintic Hartree equation i∂tu(t, x) =
(
−∆+ 1
2
∫∫
|u(t, y)|2VN (x− y, x− z)|u(t, z)|2 dy dz
)
u(t, x)
u(0, x) = u0(x).
(18)
We have ignored the N -dependence in the notation of u(t) for simplicity. The weak con-
vergence (6) implies that u(t) converges to the solution ϕ(t) of the quintic NLS (1) when
N → ∞. The difference between u(t) and ϕ(t) is not visible in the leading order of the
condensate (Theorem 1). However, the choice of u(t) is better for the refined estimate (17).
The behavior of u(t) can be controlled in a uniform way in N (see Section 3 for details).
Bogoliubov’s approximation [6] suggests that the excited state Φ(t) = (ψn(t))
∞
n=0 is de-
termined by the Bogoliubov equation{
i∂tΦ(t) = H(t)Φ(t),
Φ(0) = Φ0
(19)
with the quadratic generator
H(t) = dΓ(h+K1) +
1
2
∫∫ (
K2(t, x, y)a
∗
xa
∗
y +K2(t, x, y)axay
)
. (20)
Here
h(t) := −∆+ 1
2
∫∫
VN (x− y, x− z)|u(t, y)|2|u(t, z)|2 dy dz
is the one-body Hartree operator appearing in (18), and
K1 := Q(t)K˜1Q(t), K˜1[f ](x) =
∫∫
VN (x− y, x− z)|u(t, z)|2u(t, y)u(t, x)f(y) dy dz,
K2 :=
(
Q(t)⊗Q(t)
)
K˜2, K˜2(x, y) =
(∫
VN (x− y, x− z)|u(t, z)|2 dz
)
u(t, x)u(t, y).
The existence and uniqueness of the solution to the Bogoliubov equation (19) is well-
known [37] (see Section 4 for further discussions).
Our second result is a rigorous derivation for the Bogoliubov equation (19).
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Theorem 2 (Norm approximation). Assume that 0 6 V ∈ Cc(R6). Let u(t) be the Hatree
dynamics (18) with an initial state u(0) ∈ H4(R3), ‖u(0)‖L2 = 1. Let Φ(t) = (ψn(t))∞n=0 be
the Bogoliubov dynamics (19) such that the initial state Φ(0) satisfies
Φ0 ∈
∞⊕
n=0
(
{u(0)}⊥
)⊗sn
, ‖Φ(0)‖ = 1, 〈Φ0,dΓ(1−∆)Φ0〉 6 C. (21)
Let ΨN (t) be the Schro¨dinger dynamics (2) with the initial state
ΨN,0 =
N∑
n=0
u(0)⊗(N−n) ⊗s ψn(0).
Assume that 0 < β < 1/6. Then for all t > 0 and for all α < (1− 6β)/4 fixed, we have∥∥∥∥∥ΨN (t)− e−i ∫ t0 χ(s) ds
N∑
n=0
u(t)⊗(N−n) ⊗s ψn(t)
∥∥∥∥∥
2
L2((R3)N )
6 Ct,αN
−α (22)
where
χ(t) =
2N + 3
6
∫∫∫
VN (x− y, x− z)|u(t, x)|2|u(t, y)|2|u(t, z)|2 dxdy dz. (23)
As explained in [40], the one-particle density matrix (γ(t), α(t)) of the Bogoliubov dy-
namics Φ(t), defined by the kernels
γ(t, x, y) =
〈
Φ(t), a∗yaxΦ(t)
〉
, α(t, x, y) = 〈Φ(t), axayΦ(t)〉 ,
is the unique solution to the
i∂tγ = hγ − γh+K2α− α∗K∗2 ,
i∂tα = hα+ αh
T +K2 +K2γ
T + γK2,
γ(0) = γΦ0 , α(0) = αΦ0 .
(24)
Thus our result in Theorem 2 also gives a rigorous derivation for (24) as an effective descrip-
tion for the density of the excited particles. Moreover, note that if Φ0 is a quasi-free state,
then the solution Φ(t) to the Bogoliubov equation (19) is a quasi-free state for all t > 0
and (24) is indeed equivalent to the Bogoliubov equation (19). Nevertheless, our Theorem
2 works in a general situation and does not require the quasi-free restriction.
Our result in Theorem 2 extends the norm approximation obtained by X. Chen [15]
on the mean-field case β = 0 (to be precise, the work in [15] deals with the setting of
the fluctuations around coherent states in Fock space rather than the fluctuations around
factorized states in N -particle space, but our method applies for both cases). Our analysis
is different from [15] and will be explained below.
2.3. Ideas of the proofs. Now let us quickly explain the main ingredients of the proofs
of Theorem 1 and Theorem 2.
First at all, as a preliminary step, we need to prove the well-posedness of the quin-
tic Hartree equation (18). In particular, it is important to derive the uniform (i.e. N -
independent) bound in H4(R3),
‖u(t, ·)‖H4(R3) 6 Ct‖u(0, ·)‖H4(R3)
(which in turn provides uniform bound on ‖u(t, ·)‖L∞ and ‖∂tu(t, ·)‖L∞ by Sobolev’s em-
bedding). The proof requires nontrivial modifications from the analysis for the quintic NLS
(1) in [17]. More precisely, we will treat the quintic Hartree equation (18) as a perturbation
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of the quintic NLS (1) and use the method developed in [17] to extend the Strichartz’s
estimate in L10t,x for the quintic Hartree solution.
Next, we start the many-body analysis with the general approach as in the pair-interaction
case [37, 40, 41, 11]. This approach is based on a unitary transformation UN (t) introduced
in [36] which maps the original N -particle space L2((R3)N ) to the truncated Fock space
built up on the orthogonal complement {u(t)}⊥ of quintic Hartree equation solution:
UN (t) :
N∑
n=0
u(t)⊗(N−n) ⊗s ψn(t) 7→
N⊕
n=0
ψn(t)
Heuristically, this operator UN (t) factors out the condensate and implements the c-number
substitution in Bogoliubov’s idea [6]. Thus it remains to analyze the transformed dynamics
ΦN (t) = UN (t)ΨN (t)
in the excited Fock space. The assertion in Theorem 1 is essentially equivalent to
〈ΦN (t),NΦN (t)〉 ≪ N.
To propagate the latter bound in time, we need to show that the generator of ΦN can
be controlled by its kinetic part. The main difficulty lies on the fact that the interaction
part of the generator of ΦN depends heavily on N and behaves badly when there are too
many particles. To overcome this difficulty, we will use the localization technique in Fock
space and focus on low particle sectors. This idea was used also in the pair-interaction
case [37, 40, 41, 11]. However, while in the pair-interaction case it is sufficient to restrict
to N ≪ N , in our three-body interaction case we need to restrict further to N ≪ N1−2β .
This is due to the cubic term
1√
N
∫∫∫
VN (x− y, x− z)a∗xa∗ya∗z dxdy dz (25)
which does not appear in the pair-interaction case. By using the diagonalization result on
the quadratic Hamiltonian [43], we can bound the above cubic term by
ηdΓ(1−∆) + η−1CtMN4β−1, ∀η > Ct
√
MN2β−1
on the truncated Fock space of N 6 M . The condition M ≪ N1−2β is necessary to take
η of order 1. This leads to a good kinetic bound for the truncated dynamics ΦN,M , which
has a generator similar to that of ΦN but restricted to the truncated space N 6M .
To complete the proof of Theorem 1, we need to show that the truncated dynamics ΦN,M
is sufficiently close to ΦN . Heuristically, this step is doable if M is sufficiently large, namely
the effect of the cut-offN 6M is negligible. Technically, this step will be done by comparing
the two generators and using the kinetic estimate of ΦN,M (plus the round kinetic bound
O(N) for ΦN ), resulting the condition M ≫ N4β . Putting the latter condition together
with the previous one M ≪ N1−2β, we obtain the net condition β < 1/6 at the end.
The norm approximation in Theorem 2 requires to compare ΦN (t) with the Bogoliubov
dynamics Φ(t). From the proof of Theorem 1, we know that ΦN is close to ΦN,M if M ≫
N4β. Therefore, it is natural to compare the truncated dynamics ΦN,M with the Bogoliubov
dynamics Φ(t). It turns out that this step can be done if M ≪ N1−5β. Thus if β < 1/9
then the norm approximation follows. To improve the range of β, we will use an iteration
technique: we will compare ΦN,M with a further truncated dynamics ΦN,M˜ with M˜ ≪ M
(where we can use the improved kinetic bounds for both, instead of using the round kinetic
bound O(N) for ΦN ). This technique allows us to bring down the cut-off parameter M˜ to
Nβ (after many but finite iteration steps). And finally, we compare Φ
N,M˜
with Φ(t), which
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requires M˜ ≪ N1−5β . All this leads to the condition β < 1/6 for the norm approximation
in Theorem 2, which is fortunately the same as the condition in Theorem 1.
In order to extend our results to more singular potentials (i.e. larger β’s), it is crucial to
have a better bound for the cubic term (25). This issue goes beyond the current knowledge
of Bogoliubov theory and seems very interesting. We refer to [7] for a recent important
contribution to the analysis of the cubic term in the pair-interaction case. The problem in
the three-body interaction case, however, is completely open.
Organization of the paper. We will discuss the quintic Hartree equation (18) in Section
3 and Bogoliubov equation (19) in Section 4. Then in Section 5 we explain the general
strategy to derive these effective equations from the many-body Schro¨dinger equation (2).
Then we settle in Section 6 key operator estimates on Fock space. Our main Theorems 1
and 2 are proved in Sections 7 and 8, respectively. In Appendix, we explain the extension
of our results with R3 replaced by the torus T3.
3. Quintic Hartree equation
In this section we study the well-posedness of the quintic Hartree equation (18), i∂tu(t, x) =
(
−∆+ 1
2
∫∫
VN (x− y, x− z)|u(t, y)|2|u(t, z)|2 dy dz
)
u(t, x)
u(0, x) = u0(x).
We will prove
Theorem 3 (Uniform estimates for quintic Hartree equation). Let u0 ∈ H4(R3) be an
initial state. Then for every time T > 0, there exists a unique solution to equation (18) on
[0, T ] and it satisfies
‖u(t, ·)‖H4(R3) 6 Ct, ‖∂tu(t, ·)‖H2(R3) 6 Ct. (26)
Here the constant Ct is dependent on ‖u0‖H4 and t (it is continuous and increasing in t),
but independent of N .
Moreover, when N →∞, u(t) converges to the solution ϕ(t) to the quintic NLS (1) (with
the same initial condition ϕ0 = u0):
‖u(t, ·) − ϕ(t, ·)‖2L2(R3) 6 CtN−β. (27)
Remark 4. Note that from (26) and Sobolev’s inequality we obtain
‖u(t, ·)‖L∞(R3) 6 Ct, ‖∂tu(t, ·)‖L∞ 6 Ct.
These bounds will be used repeatedly in the paper.
The well-posedness result of the energy-critical NLS (1),{
i∂tϕ(t, x) = −∆ϕ(t, x) + b0|ϕ(t, x)|4ϕ(t, x)
ϕ(0, x) = ϕ0(x)
was proved in 2008 by Colliander, Keel, Staffilani, Takaoka, and Tao [17]. The adaptation
from the local equation (1) to the nonlocal one (18) is not obvious and we will explain
the details below. Note that a similar result to Theorem 3 for the cubic Hartree equation
(which involves only a two-body interaction potential) was proved in 2013 by Grillakis and
Machedon [25]. It turns out that the analysis for the 3-body case is significantly more
complicated and we could not simply follow the analysis in [25].
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Our proof of Theorem 3 is organized as follows. First, in Section 3.1 we will prove the
existence of uniqueness of a local solution to (18). This step is standard; we will follow
[12, 50, 39] and the references therein. Next, in Section 3.2 we extend the local solution
to a global one and derive the N -independent estimates. This is the crucial step where we
need to interpret (3) as a perturbation of (1). By employing the time-extension technique
in [17], we can go from local estimate to global estimate. This will be explained in Sections
and 3.2 and 3.3. Finally, we conclude the proof of Theorem 3 in Section 3.4.
3.1. Local well-posedness. First we prove the existence and uniqueness of a solution to
equation (18) in a short time interval.
Lemma 5 (Local existence of quintic Hartree equation). For every u0 ∈ H1(R3),
there exists a constant ε > 0 depending on ‖u0‖H1(R3) such that for any time interval I
containing 0 with
‖eit∆u0‖
L6tW
1, 18
7
x (I×R3)
6 ε, (28)
there exists a unique solution u ∈ C(I,H1(R3)) ∩ L6tW
1, 18
7
x (I × R3) of (18).
Here the smallness condition (28) basically requires that |I| is sufficiently small (which
corresponds to the locality in time).
Proof. We will use a fixed-point argument similarly to the the energy-critical NLS case [39,
Theorem 5.5] (see also [12, 50] and the references therein). Let
E(I, a) =
{
v ∈ C(I : H1(R3)) ∩ L6tW
1, 18
7
x (I × R3) : ‖v‖
L6tW
1, 18
7
x (I×R3)
6 a
}
, (29)
equipped with the norm
‖v‖E(I,a) = sup
t∈I
‖v(t)‖H1(R3) + ‖v‖
L6tW
1,18
7
x (I×R3)
.
This makes E(I, a) a complete metric space. Define for u ∈ E(I, a)
Φ(u)(t) = eit∆u0 − i
2
∫ t
0
ei∆(t−s)
∫∫
|u(s, y)|2VN (x− y, x− z)|u(s, z)|2 dy dz u(s)ds (30)
We want to prove that Φ is a contraction map on E(I, a) and then apply the contraction
mapping principle.
In the following let us ignore the time dependence in the notation of u for simplicity. By
the product rule for gradient and Ho¨lder’s, Young’s, Sobolev’s inequalities we have∥∥∥∥∇(∫∫ |u(y)|2VN |u(z)|2 dy dz)u∥∥∥∥
L
6
5
t L
18
11
x (I×R3)
.
∥∥∥∥(∫∫ (|u||∇u|)VN |u|2 dy dz)u∥∥∥∥
L
6
5
t L
18
11
x (I×R3)
. ‖∇u‖
L6tL
18
7
x (I×R3)
∥∥∥∥∫∫ |u|2VN |u|2 dy dz∥∥∥∥
L
3
2
t L
9
2
x (I×R3)
. ‖∇u‖
L6tL
18
7
x (I×R3)
‖V ‖L1(R6)‖u‖4L6tL18x (I×R3)
. ‖∇u‖5
L6tL
18
7
x (I×R3)
. (31)
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Similarly ∥∥∥∥∫∫ |u|2VN |u|2 dy dz u∥∥∥∥
L
6
5
t L
18
11
x (I×R3)
. ‖∇u‖4
L6tL
18
7
x (I×R3)
‖u‖
L6tL
18
7
x (I×R3)
.
Hence using (28) and Strichartz estimate [48] (also consider [50]) we obtain
‖Φ(u)‖
L6tW
1, 18
7
x (I×R3)
6 ‖eit∆u0‖
L6tW
1, 18
7
x (I×R3)
+
∥∥∥∥ i2
∫ t
0
ei∆(t−s)
∫∫
|u(s)|2VN |u(s)|2 dy dz u(s)ds
∥∥∥∥
L6tW
1,18
7
x (I×R3)
. ε+
∥∥∥∥∫∫ |u|2VN |u|2 dy dz u∥∥∥∥
L
6
5
t W
1, 18
11
x (I×R3)
. ε+ ‖u‖5
L6tW
1, 18
7
x (I×R3)
.
Therefore, for u ∈ E(I, a) we have ‖Φ(u)‖
L6tW
1, 18
7
x (I×R3)
. ε+ a5 and hence choosing a > 0
small enough and then ε > 0 small we have
‖Φ(u)‖
L6tW
1, 18
7
x (I×R3)
6 a.
Moreover, again using Strichartz estimate we have
sup
t∈[0,T ]
‖Φ(u)(t)‖H1(R3) . ‖u0‖H1(R3) +
∥∥∥∥∫∫ |u|2VN |u|2 dy dz u∥∥∥∥
L
6
5
t W
1, 18
11
x (I×R3)
. ‖u0‖H1(R3) + ‖u‖5
L6tW
1, 18
7
x (I×R3)
.
Putting alltogether we obtain Φ(E(I, a)) ⊆ E(I, a).
To show that Φ is a contraction map we see for u, v ∈ E(I, a)
‖∇(Φ(u)− Φ(v))‖
L6tL
18
7
x
.
∥∥∥∥∫∫ |u|2VN |u|2 dy dz∇u− ∫∫ |v|2VN |v|2 dy dz∇v∥∥∥∥
L
6
5
t L
18
11
x
6
∥∥∥∥∫∫ |u|2VN |u|2 dy dz∇(u− v)∥∥∥∥
L
6
5
t L
18
11
x
+
∥∥∥∥(∫∫ |u|2VN |u|2 dy dz − ∫∫ |v|2VN |v|2 dy dz)∇v∥∥∥∥
L
6
5
t L
18
11
x
.
The first term can be estimated similarly to (31), which gives∥∥∥∥∫∫ |u|2VN |u|2 dy dz∇(u− v)∥∥∥∥
L
6
5
t L
18
11
x
. ‖∇u‖4
L6tL
18
7
x (I×R3)
‖∇(u− v)‖
L6tL
18
7
x
6 a4‖∇(u− v)‖
L6tL
18
7
x
.
The second one follows by∥∥∥∥(∫∫ |u|2VN |u|2 dy dz − ∫∫ |v|2VN |v|2 dy dz)∇v∥∥∥∥
L
6
5
t L
18
11
x (I×R3)
6
∥∥∥∥∫∫ |u|2VN |u|2 dy dz − ∫∫ |v|2VN |v|2 dy dz∥∥∥∥
L
3
2
t L
9
2
x (I×R3)
‖∇v‖
L6tL
18
7
x (I×R3)
.
∥∥∥∥∫∫ (|u|2 − |v|2)VN |u|2 dy dz∥∥∥∥
L
3
2
t L
9
2
x (I×R3)
‖∇v‖
L6tL
18
7
x (I×R3)
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.
∥∥∥∥∫∫ |u− v|(|u| + |v|)VN |u|2 dy dz∥∥∥∥
L
3
2
t L
9
2
x
‖∇v‖
L6tL
18
7
x (I×R3)
. ‖VN‖L1(R6)
∥∥∥‖u− v‖L18x (R3)‖|u| + |v|‖L18x (R3)‖u‖2L18x (R3)∥∥∥L 32t (I) ‖∇v‖L6tL 187x (I×R3)
.
(
(‖∇u‖
L6tL
18
7
x
+ ‖∇v‖
L6tL
18
7
x
)‖∇u‖2
L6tL
18
7
x
‖∇v‖
L6tL
18
7
x
)
‖∇(u− v)‖
L6tL
18
7
x (I×R3)
. a4‖∇(u− v)‖
L6tL
18
7
x (I×R3)
.
Putting all together we obtain
‖∇(Φ(u)− Φ(v))‖
L6tL
18
7
x
. a4‖∇(u− v)‖
L6tL
18
7
x (I×R3)
.
Similarly we obtain
‖Φ(u)− Φ(v)‖
L6tL
18
7
x
. a4‖u− v‖
L6tL
18
7
x
and together
‖Φ(u)− Φ(v)‖
L6tW
1, 18
7
x
. a4‖u− v‖
L6tW
1, 18
7
x
. (32)
Furthermore, using the above and Strichartz estimate we obtain
sup
t∈I
‖Φ(u) −Φ(v)‖H1(R3) .
∥∥∥∥∫∫ |u|2VN |u|2 dy dz u− ∫∫ |v|2VN |v|2 dy dz v∥∥∥∥
L
6
5
t W
1,18
11
x
. a4‖u− v‖
L6tW
1,18
7
x
. (33)
By this we have
‖Φ(u) −Φ(v)‖E(I,a) . a4‖u− v‖E(I,a)
which gives for a > 0 small enough that Φ is a contraction map on E(I, a). Using the
contracting mapping principle we have that there exists a unique
u ∈ C(I : H1(R3)) ∩ L6tW
1, 18
7
x (I ×R3) which solves (18) with initial data u0 ∈ H1(R3). 
In the following we will derive the global theory of equation (18). We will use the well-
known global well-posedness theory of the energy-critical NLS
i∂tu˜ = −∆u˜+ b0|u˜|4u˜ (34)
(consider for example [17] and [50]) and consider equation (18) as a pertubation. For that
we will prove an adapted version of [17, Lemma 3.9 and Lemma 3.10] for the quintic Hartree
equation, which will give global spacetime bounds for solutions of equation (18).
3.2. Short time pertubation.
Lemma 6 (Short time Pertubation). Let I ⊂ R be a compact interval and u˜ be a
solution of
i∂tu˜ = −∆u˜+ 1
2
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz u˜+ e (35)
on I × R3 for some function e. Assume that we have
‖∇u˜‖
L10t L
30
13
x (I×R3)
6 ε0, (36)
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‖∇e‖
L2tL
6
5
x (I×R3)
6 ε, (37)
for some constants ε0, ε > 0 small enough. For t0 ∈ I let u(t0) be close to u˜(t0). More
precisely:
‖∇ei(t−t0)∆(u(t0)− u˜(t0))‖
L10t L
30
13
x (I×R3)
6 ε. (38)
We then conclude that there exists a solution u of (18) on I ×R3 with initial state u(t0) at
t0, which fulfills the following spacetime bounds:
‖u− u˜‖L10t,x(I×R3) . ‖∇(u− u˜)‖L10t L
30
13
x (I×R3)
. ε, (39)
‖∇(i∂t +∆)(u− u˜)‖
L2tL
6
5
x (I×R3)
. ε. (40)
Proof. By the local theory given in Lemma 5 we can proove (39)-(40) as a priori estimates,
meaning that we assume that u already exists on I.
Let v = u− u˜. Define
S(I) = ‖∇(i∂t +∆)v‖
L2tL
6
5
x (I×R3)
.
Using (38), Strichartz estimate and Duhamel’s formula we can estimate the L10t L
30
13
x (I×R3)
Norm of v by S(I):
‖∇v‖
L10t L
30
13
x (I×R3)
6 ‖∇(v − ei(t−t0)∆v(t0))‖
L10t L
30
13
x (I×R3)
+ ‖∇ei(t−t0)∆v(t0)‖
L10t L
30
13
x (I×R3)
. S(I) + ε. (41)
On the other hand we know that v solves the following equation:
i∂tv =−∆v + 1
2
∫∫
|v(y) + u˜(y)|2VN (x− y, x− z)|v(z) + u˜(z)|2 dy dz(v + u˜)
− 1
2
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dzu˜− e (42)
In order to estimate S(I) we have to estimate several terms of (42) which contain different
powers of v and u˜. Since all of the terms can be estimated in the same strategy, we just
give a few examples. We start with the term (
∫∫ |v(y)|2VN (x − y, x − z)|v(z)|2 dy dz)∇v.
By Ho¨lder’s inequality we have∥∥∥∥∫∫ |v(y)|2VN (x− y, x− z)|v(z)|2 dy dz∇v∥∥∥∥
L2tL
6
5
x (I×R3)
6
∥∥∥∥∫∫ |v(y)|2VN (x− y, x− z)|v(z)|2 dy dz∥∥∥∥
L
5
2
t L
5
2
x (I×R3)
‖∇v‖
L10t L
30
13
x (I×R3)
.
The first term can be estimated using first Young’s inequality and then Sobolev’s inequality
and (41): ∥∥∥∥∫∫ |v(y)|2VN (x− y, x− z)|v(z)|2 dy dz∥∥∥∥
L
5
2
t L
5
2
x
.
∥∥∥∥∫∫ |v(y)|4VN (x− y, x− z) dy dz∥∥∥∥
L
5
2
t L
5
2
x
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6
∥∥∥‖V ‖L1(R6)‖v‖4L10x (R3)∥∥∥L 52t (I) . ‖v‖4L10t,x(R3)
. ‖∇v‖4
L10t L
30
13
x (I×R3)
. (S(I) + ε)4.
Hence, using the above and (41) agiain we obtain∥∥∥∥∫∫ |v(y)|2VN (x− y, x− z)|v(z)|2 dy dz∇v∥∥∥∥
L2tL
6
5
x (I×R3)
. (S(I) + ε)5.
For the readers convenience we also consider the mixed term (
∫∫ |u˜|2VN∇|v|2 dy dz)v as a
second example. First we use again Ho¨lder’s inequality and get∥∥∥∥∫∫ |u˜|2VN∇|v|2 dy dz v∥∥∥∥
L2tL
6
5
x (I×R3)
6
∥∥∥∥∫∫ |u˜|2VN∇|v|2 dy dz∥∥∥∥
L
5
2
t L
15
11
x (I×R3)
‖v‖L10t,x(I×R3).
The first term can then be estimated by Minkowski’s inequality∥∥∥∥∫∫ |u˜|2VN∇|v|2 dy dz∥∥∥∥
L
5
2
t L
15
11
x (I×R3)
.
∥∥∥∥∫∫ |u˜|2VN |∇v||v|dy dz∥∥∥∥
L
5
2
t L
15
11
x (I×R3)
6
∥∥∥∥∥
∫∫
VN (y, z)
(∫
|u˜(x− y)| 3011 |v(x− z)| 1511 |∇v(x− z)| 1511 dx
)11
15
dy dz
∥∥∥∥∥
L
5
2
t (I)
6
∥∥∥∥‖V ‖L1(R6)‖u˜‖2L10x (R3)‖v‖L10x (R3)‖∇v‖L 3013x (R3)
∥∥∥∥
L
5
2
t (I)
. ‖u˜‖2L10t,x(I×R3)‖v‖L10t,x(I×R3)‖∇v‖L10t L
30
13
x (I×R3)
. ‖∇u˜‖2
L10t L
30
13
x (I×R3)
‖∇v‖2
L10t L
30
13
x (I×R3)
. ε20 (S(I) + ε)
2 .
Since by Sobolev’s inequaltiy and (41) we have that ‖v‖L10t,x(I×R3) . ‖∇v‖L10t L
30
13
x (I×R3)
.
S(I) + ε, we conclude∥∥∥∥∫∫ |u˜|2VN∇|v|2 dy dz v∥∥∥∥
L2tL
6
5
x (I×R3)
. ε20 (S(I) + ε)
3
These and similar estimates yield
S(I) . ε+
5∑
j=1
(S(I) + ε)j ε5−j0 . (43)
If we choose ε, ε0 small enough, a standard continuity argument gives S(I) . ε. To be
precise, let us take a small, fixed constant λ > 0 independent of ε, ε0 and assume that
S(I) 6 λ. (44)
Then from (43) we deduce that, for ε, ε0, λ sufficiently small,
S(I) 6 C0ε+ C0
 5∑
j=1
(λ+ ε)j−1 ε5−j0
 (S(I) + ε) 6 C0ε+ 1
2
(S(I) + ε),
and hence
S(I) 6 (2C0 + 1)ε. (45)
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Here C0 > 0 is a constant independent of ε, ε0, λ. Finally, note that as a priori the assump-
tion (44) holds only if |I| is sufficiently small. However, using (45) with ε much smaller
than λ we can extend the bounds (44) and (45) to any large interval I.
This proves (40). Using (41) we also conclude (39). This finishes the proof. 
3.3. Long time pertubation. We now prove a version of Lemma 6 without the smallness
condition (36) by using Lemma 6 iteratively.
Lemma 7 (Long time Pertubation). Let I be a compact interval and u˜ be a function
on I × R3 which solves
i∂tu˜ = −∆u˜+ 1
2
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz u˜+ e, (46)
for some function e on I × R3. Moreover assume that u˜ fulfills the following spacetime
bounds:
‖u˜‖L10t,x(I×R3) 6M, (47)
‖u˜‖L∞t H˙1x(I×R3) 6 E, (48)
‖∇e‖
L2tL
6
5
x (I×R3)
6 ε (49)
for some constants M,E > 0 and some small enough ε > 0. For t0 ∈ I let u(t0) be close to
u˜(t0) in the sense that
‖∇ei(t−t0)∆(u(t0)− u˜(t0)‖
L10t L
30
13
x (I×R3)
6 ε. (50)
We then conclude that there exists a solution u of (18) on I ×R3 with initial state u(t0) at
t0, which fulfills the following spacetime bounds:
‖u− u˜‖L10t,x(I×R3) . ‖∇(u− u˜)‖L10t L
30
13
x (I×R3)
. C(M,E)ε, (51)
‖∇(i∂t +∆)(u− u˜)‖
L2tL
6
5
x (I×R3)
. C(M,E)ε. (52)
Proof. Let δ > 0. Using (47) we can split I into finetly many subintervals I1, ..., IC(M) such
that
‖u˜‖L10t,x(Ij×R3) 6 δ
for each j. Using Duhamel’s formula, Strichartz’s estimate and estimates similar to the
ones in Lemma 5 and Lemma 6 we obtain
‖∇u˜‖
L10t L
30
13
x (Ij×R3)
. sup
t∈Ij
‖u˜(t)‖H˙1x(R3) +
∥∥∥∥∇(12
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz u˜+ e
)∥∥∥∥
L2tL
6
5
x (Ij×R3)
. E + ‖u˜‖4L10t,x(Ij×R3)‖∇u˜‖L10t L
30
13
x (Ij×R3)
+ ε
6 E + δ4‖∇u˜‖
L10t L
30
13
x (Ij×R3)
+ ε.
With δ small enough this gives ‖∇u˜‖
L10t L
30
13
x (Ij×R3)
. E + ε. Summing over all subintervals
gives
‖∇u˜‖
L10t L
30
13
x (I×R3)
6 C(M,E). (53)
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If we now choose ε0 as in Lemma 6 and use (53) we can split I again into finitely many
subintervals I1, ..., IC(M,E,ε0) with Ij = [tj , tj+1] and
‖∇u˜‖
L10t L
30
13
x (Ij×R3)
6 ε0. (54)
We can now apply Lemma 6 inductively. Using this for the first subinterval I0 gives
‖u− u˜‖L10t,x(I0×R3) . ‖∇(u− u˜)‖L10t L
30
13
x (I0×R3)
. ε,
‖∇(i∂t +∆)(u− u˜)‖
L2tL
6
5
x (I0×R3)
. ε.
Now proceeding iteratively using Duhamel’s formula we see that
‖∇ei∆(t−t1)(u(t1)− u˜(t1))‖
L10t L
30
13
x (I×R3)
6 ‖∇ei∆(t−t0)(u(t0)− u˜(t0))‖
L10t L
30
13
x (I×R3)
+
∥∥∥∥ei∆(t−t1)i∫
I0
ei∆(t1−s)∇(i∂t +∆)(u− u˜)(s) ds
∥∥∥∥
L10t L
30
13
x (I×R3)
. ε+
∥∥∥∥∫
I0
ei∆(t1−s)∇(i∂t +∆)(u− u˜)(s) ds
∥∥∥∥
L2(R3)
. ε+ ‖∇(i∂t +∆)(u− u˜)‖
L2tL
6
5
x (I0×R3)
. ε.
For ε > 0 small enough we can iterate this procedure and obtain
‖u− u˜‖L10t,x(Ij×R3) . ‖∇(u− u˜)‖L10t L
30
13
x (Ij×R3)
. C(j)ε,
‖∇(i∂t +∆)(u− u˜)‖
L2tL
6
5
x (Ij×R3)
. C(j)ε,
for all j. Summing over all finite intervals we obtain (51) and (52). 
3.4. Conclusion of Theorem 3. We now apply the two previous Lemmas to prove The-
orem 3.
Proof of Theorem 3. Global well-posedness. We want to apply Lemma 7 with u˜ being
the solution of the perturbed equation given by the quintic NLS
i∂tu˜ = −∆u˜+ b0|u˜|4u˜
= −∆u˜+ 1
2
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz u˜+ eN ,
with initial state u˜(0, x) = u0. Here we have defined the pertubation
eN = b0|u˜|4 u˜− 1
2
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz u˜.
In order to use Lemma 7 we want to show that ‖∇eN‖
L2tL
6
5
x (I×R3)
is arbitrarily small for N
large. We see that
‖∇eN‖
L2tL
6
5
x (I×R3)
6
∥∥∥∥(12
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz − b0|u˜|4
)
∇u˜
∥∥∥∥
L2tL
6
5
x (I×R3)
+
∥∥∥∥∇(12
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz − b0|u˜|4
)
u˜
∥∥∥∥
L2tL
6
5
x (I×R3)
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6
∥∥∥∥12
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz − b0|u˜|4
∥∥∥∥
L
5
2
t L
5
2
x
‖∇u˜‖
L10t L
30
13
x
+
∥∥∥∥∇(12
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz − b0|u˜|4
)∥∥∥∥
L
5
2
t L
15
11
x
‖u˜‖L10t,x .
We now show that the first term∥∥∥∥12
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz − b0|u˜|4
∥∥∥∥
L
5
2
t L
5
2
x
will be arbitrarily small for N big enough. The second term will follow similarly. We see
by Minkowski’s inequality∥∥∥∥12
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz − b0|u˜|4
∥∥∥∥
L
5
2
t L
5
2
x
=
∥∥∥∥12
∫∫
VN (y, z)
(|u˜(x− y)|2|u˜(x− z)|2 − |u˜(x)|4) dy dz∥∥∥∥
L
5
2
t L
5
2
x
6
1
2
∫∫
VN (y, z)
∥∥|u˜(x− y)|2|u˜(x− z)|2 − |u˜(x)|4∥∥
L
5
2
t L
5
2
x
dy dz
6
∫∫
VN (y, z)
∥∥|u˜(x− y)|2 − |u˜(x)|2∥∥
L5tL
5
x
‖u˜‖2L10t L10x dy dz
6 2
∫∫
VN (y, z) ‖u˜(x− y)− u˜(x)‖L10t L10x ‖u˜‖
3
L10t L
10
x
dy dz
= 2
∫∫
|y|6CN−β
VN (y, z) ‖u˜(x− y)− u˜(x)‖L10t L10x ‖u˜‖
3
L10t L
10
x
dy dz
6 C ‖u˜‖3L10t L10x sup
|y|6CN−β
‖u˜(x− y)− u˜(x)‖L10t L10x . (55)
Here we have used the fact that VN (y, ·) is zero for |y| > CN−β for some C > 0. Note that
u˜ is independent of N and ‖u˜‖2L10t L10x 6 C by [17, Theorem 1.1], we have the continuity by
translation
lim
|y|→0
‖u˜(x− y)− u˜(x)‖L10t L10x = 0.
Therefore, the right side of (55) is arbitrarily small for large N .
We are now able to apply Lemma 7, which gives the existence and uniqueness of a solution
u to (18) (we omit the N -dependence of u in the notation).
Finally we come to the proof of (26). By Lemma 7 we also know that the solution u to
(18) obeys the following spacetime bound∫ T
0
∫
R3
|u(t, x)|10 dxdt <∞. (56)
Using this we can split up [0, T ] into finitely many subintervals I0, ..., IK such that on each
Ij
‖u‖L10t,x(Ij×R3) 6 δ (57)
for some small δ > 0. Now for any multi-index α with |α| 6 4 we obtain by using Strichartz
estimate on the first interval I0
‖Dαu‖
L10t L
30
13
x (I0×R3)
. ‖Dαu0‖L2(R3) +
∥∥∥∥12
∫∫
|u|2VN |u|2 dy dzDαu
∥∥∥∥
L2tL
6
5
x (I0×R3)
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. ‖u0‖H4(R3) + ‖u‖4L10t,x(I0×R3)‖D
αu‖
L10t L
30
13
x (I0×R3)
. ‖u0‖H4(R3) + δ4‖Dαu‖
L10t L
30
13
x (I0×R3)
. (58)
For δ > 0 small enough we obtain
‖Dαu‖
L10t L
30
13
x (I0×R3)
. ‖u0‖H4(R3).
Using this and Strichartz estimate again, we get
‖Dαu(t, ·)‖L2(R3) . ‖u0‖H4(R3) +
∥∥∥∥12
∫∫
|u|2VN |u|2 dy dzDαu
∥∥∥∥
L2tL
6
5
x (I0×R3)
. ‖u0‖H4(R3)
for any t ∈ I0 and from this ‖u(t, ·)‖H4(R3) . ‖u0‖H4(R3) for any t ∈ I0. This procedure can
now be iterated and we obtain
‖u(t, ·)‖H4(R3) . ‖u0‖H4(R3)
for all t > 0.
Thus we have proved the first bound in (26). The second bound follows from the first
and the Hartree equation (18). Indeed, we have
‖∂tu(t, ·)‖L2(R3) 6 ‖∆u(t, ·)‖L2(R3) + ‖u(t, ·)‖4L∞(R3)‖u(t, ·)‖L2(R3) 6 Ct
and a similar estimate with −∆(∂tu(t, ·)). This finishes the proof of (26).
Convergence to the quintic NLS solution. Now we turn to the proof of (27). We
compute the derivative of the norm distance using equation (18) and (1) This gives
d
dt
‖u(t)− ϕ(t)‖2L2(R3) = 2ℜi
〈
u(t),
(
1
2
∫∫
|u(t)|2VN |u(t)|2 dy dz − b0|ϕ(t)|4
)
ϕ(t)
〉
= 2ℜi〈u(t),(1
2
∫∫
|u(t)|2VN |u(t)|2 dy dz − b0|u(t)|4
)
ϕ(t)
〉
+
+ 2ℜi〈u(t), (b0|u(t)|4 − b0|ϕ(t)|4)ϕ(t)〉. (59)
To estimate the first term in (59) we see that∣∣∣1
2
∫∫
|u(t, y)|2VN (x− y, x− z)|u(t, z)|2 dy dz − b0|u(t, x)|4
∣∣∣
=
∣∣∣1
2
∫∫
VN (x− y, x− z)(|u(t, y)|2|u(t, z)|2 − |u(t, x)|4) dy dz
∣∣∣
6
∣∣∣ ∫∫ VN (x− y, x− z)(|u(t, y)|2 − |u(t, x)|2)|u(t, z)|2 dy dz∣∣∣
+
∣∣∣ ∫∫ VN (x− y, x− z)(|u(t, z)|2 − |u(t, x)|2)|u(t, x)|2 dy dz∣∣∣.
We now proceed with the first term, since both terms can be estimated similarly. Using
that V has compact support and hence V (y, ·) = 0 for |y| > C for some C > 0, this gives∣∣∣ ∫∫ VN (x− y, x− z)(|u(t, y)|2 − |u(t, x)|2)|u(t, z)|2 dy dz∣∣∣
6
∫∫
|y|6CN−β
VN (y, x− z)
∣∣|u(t, x− y)|2 − |u(t, x)|2∣∣ |u(t, z)|2 dy dz
=
∫∫
|y|6CN−β
VN (y, x− z)
∣∣∣∣∫ 1
0
∇|u(t, x− sy)|2 · y ds
∣∣∣∣ |u(t, z)|2 dy dz
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6 CN−β
∫ 1
0
∫∫
|y|6CN−β
VN (y, x− z)|∇u(t, x− sy)||u(t, x− sy)||u(t, z)|2 dy dz ds
6 CtN
−β.
In the last inequality we have used Theorem 3 to bound all factors containing u by Ct.
From this we obtain
|〈u(t),(1
2
∫∫
|u(t)|2VN |u(t)|2 dy dz − b0|u(t)|4
)
ϕ(t)
〉| 6 CtN−β.
Now for the second term in (59) we use the elementary inequality∣∣|a|4 − |b|4∣∣ 6 C|a− b|(|a|3 + |b|3) and obtain
|〈u(t), (|u(t)|4 − |ϕ(t)|4)ϕ(t)〉| 6 ∫ |u(t, x)||ϕ(t, x)| ∣∣|u(t, x)|4 − |ϕ(t, x)|4∣∣ dx
6 C
∫
|u(t, x)− ϕ(t, x)|(|u(t, x)|5 + |ϕ(t, x)|5) dx
6 C‖u(t)− ϕ(t)‖L2(R3)(‖u(t)‖5L10(R3) + ‖ϕ(t)‖5L10(R3))
= Ct‖u(t)− ϕ(t)‖L2(R3).
Here we have used ‖ϕ(t)‖5L10(R3) 6 C‖ϕ(t)‖5H2(R3) 6 C, which was proven in [17, Corollary
1.2], and ‖u(t)‖5L10(R3) 6 C‖u(t)‖5H2(R3) 6 Ct, which holds true by Theorem 3.
Putting now both estimates together, we obtain
d
dt
‖u(t) − ϕ(t)‖2L2(R3) 6 Ct
(
N−β + ‖u(t) − ϕ(t)‖L2(R3)
)
,
which completes the proof of (27). 
4. Bogoliubov equation
In this section we discuss the Bogoliubov dynamics (19),{
i∂tΦ(t) = H(t)Φ(t),
Φ(0) = Φ0.
Recall that the quadratic generator H(t) in (20) is built up on the Hartree dynamics u(t)
in (18) with u0 ∈ H4(R3). All useful properties of (19) are collected in the following
Theorem 8 (Bogoliubov dynamics). Let Φ0 be a unit vector in F({u0}⊥) such that
〈Φ0,dΓ(1−∆)Φ0〉 6 C.
Then the Bogoliubov equation (19) has a unique global solution Φ(t) such that Φ(t) ∈
F({u(t)}⊥) for all t > 0 and
〈Φ(t), dΓ(1−∆)Φ(t)〉 6 Ct,εNβ+ε, ∀ε > 0. (60)
The key technical result of this section is the following
Lemma 9 (Bounds on Bogoliubov Hamiltonian). For every ε > 0 and η > 0 we have
±
(
H(t) + dΓ(∆)
)
6 η dΓ(1−∆) + CtN +Ct,εη−1Nβ+ε, (61)
±∂tH(t) 6 η dΓ(1−∆) + CtN +Ct,εη−1Nβ+ε, (62)
±i[H(t),N ] 6 η dΓ(1−∆) + CtN +Ct,εη−1Nβ+ε. (63)
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To prove Lemma 9, we will use a well-known property on the ground state energy of
quadratic Hamiltonians, see e.g. [43, 18]. The following result is taken from [43, Lemma 9].
Lemma 10 (Pairing term estimate). Let H > 0 be a self-adjoint operator on L2(R3) and
let K be a Hilbert-Schmidt operator on L2(R3) with symmetric kernel K(x, y) = K(y, x)
and satisfying KH−1K∗ 6 H. Then
±1
2
∫∫ (
K(x, y)a∗xa
∗
y +K(x, y)axay
)
dxdy 6 dΓ(H) +
1
2
‖H−1/2x K‖2L2(R6)
as quadratic forms on Fock space.
In application of Lemma 10, the following kernel estimates will be useful.
Lemma 11 (Kernel estimate). Let K2 be the operator on L
2(R3) with kernel K2(t, x, y) as
in (20). Then we have ‖K2‖op 6 Ct and for all ε > 0,
‖(1−∆)− 12K2(t, ·, ·)‖2L2(R6) 6 Ct,εNβ+ε, (64)
‖(1−∆)− 12 ∂tK2(t, ·, ·)‖2L2(R6) 6 Ct,εNβ+ε. (65)
Proof of Lemma 11. First, we consider the operator bound. For every f ∈ L2(R3), we
denote f˜ = Q(t)f and use the Cauchy-Schwarz inequality to estimate
|〈f,K2f〉 =
∣∣∣∣∫∫∫ f˜(x)f˜(y)|u(t, z)|2u(t, x)u(t, y)VN (x− y, x− z) dxdy dz∣∣∣∣
6 ‖u(t, ·)‖4L∞(R3)
∫∫∫ |f˜(x)|2 + |f˜(y)|2
2
VN (x− y, x− z) dxdy dz
= ‖u(t, ·)‖4L∞(R3)‖f˜‖2L2(R3)‖VN‖L1(R6) 6 Ct‖f‖2L2(R3).
Therefore,
‖K2‖op 6 Ct.
Next, to prove (64) we use an interpolation argument as in [25, 40, 41]. By definition we
know that
K2 =
(
Q(t)⊗Q(t)
)
K˜2
and hence
K2 − K˜2 =
(
(Q(t)− 1)⊗ 1
)
K˜2 +
(
Q(t)⊗ (Q(t)− 1)
)
K˜2.
We now want to prove a L2 bound on the first term, the second term will follow similarly.
We see that∥∥∥(Q(t)− 1)⊗ 1K˜2(t, ·, ·)∥∥∥2
L2(R6)
=
∥∥∥|u(t)〉〈u(t)| ⊗ 1K˜2(t, ·, ·)∥∥∥2
L2(R6)
=
∫∫ ∣∣∣∣∫ u(t, x˜)K˜2(t, x˜, y) dx˜∣∣∣∣2 |u(t, x)|2 dxdy
=
∫∫ ∣∣∣∣∫∫ u(t, x˜)|u(t, z)|2u(t, x˜)VN (x˜− y, x˜− z)u(t, y) dz dx˜∣∣∣∣2 |u(t, x)|2 dxdy
6 ‖u(t, ·)‖8L∞(R3)‖V ‖2L1(R6)‖u(t, ·)‖4L2(R3) 6 Ct,
where we have used Theorem 3 in the last inequality. This gives
‖K2(t, ·, ·) − K˜2(t, ·, ·)‖2L2(R6) 6 Ct.
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Since (1−∆x)− 12 6 1 on L2 we see that
‖(1 −∆x)−
1
2K2(t, ·, ·) − (1−∆x)−
1
2 K˜2(t, ·, ·)‖2L2(R6) 6 Ct. (66)
Hence, we only need to prove (64) with K2 replace by K˜2 to get the desired result. We will
prove
‖(1−∆)− 34−εK˜2(t, ·, ·)‖2L2(R6) 6 Ct,ε (67)
‖K˜2(t, ·, ·)‖2L2(R6) 6 CtN3β (68)
for any ε > 0 and then use interpolation. To prove (67) we first calculate the Fourier
transform of K˜2:̂˜
K2(t, p, q) =
∫∫
e−i2π(p·x+q·y)
∫
|u(t, z)|2VN (x− y, x− z) dz u(t, x)u(t, y) dxdy
=
∫∫∫
e−i2π(p·x+q·y)|u(t, x− z)|2VN (x− y, z)u(t, x)u(t, y) dxdy dz
=
∫∫∫
e−i2π(p·x˜+(p+q)·y)|u(t, x˜+ y − z)|2VN (x˜, z)u(t, x˜+ y)u(t, y) dx˜ dy dz
=
∫∫
e−i2πp·x˜VN (x˜, z) ̂(|ux˜−z|2ux˜u)(p+ q) dx˜dz.
Here we have defined the short-hand notation for the translation ux˜(·) = u(x˜+·). Therefore,
by the Cauchy-Schwarz inequality
|̂˜K2(t, p, q)|2 6 (∫∫ |VN (x˜, z)|| ̂(|ux˜−z|2ux˜u)(p+ q)|dx˜dz)2
6 ‖V ‖L1(R6)
∫∫
|VN (x˜, z)| | ̂(|ux˜−z|2ux˜u)(p+ q)|2 dx˜dz.
Moreover, using Theorem 3 and Plancherel’s we have that∫
| ̂(|ux˜−z|2ux˜u)(p + q)|2 dq 6 ‖u(t, ·)‖6L∞(R3)
∫
|u(t, x)|2 dx = Ct.
Hence, we see that for all ε > 0
‖(1 −∆)− 34−εK˜2‖2L2(R6) =
∫∫
(1 + |p|2)− 32−2ε|̂˜K2(t, p, q)|2 dp dq
6 ‖V ‖L1(R6)
∫∫∫∫
(1 + |p|2)− 32−2εVN (x˜, z)| ̂(|ux˜−z|2ux˜u)(p+ q)|2 dp dq dx˜dz
6 Ct‖V ‖2L1(R6)
∫
(1 + |p|2)− 32−2ε dp = Ct,ε,
where we have used
∫
(1+|p|2)− 32−2ε dp 6 Cε in three dimensions. To prove (68) we calculate
‖K˜2‖2L2(R6) =
∫∫
|u(t, x)|2|u(t, y)|2
∣∣∣∣∫ |u(t, z)|2VN (x− y, x− z) dz∣∣∣∣2 dxdy
6 ‖u(t, ·)‖6L∞(R3)
∫∫
|u(t, x)|2
∣∣∣∣∫ N6βV (Nβ(x− y), Nβ(x− z) dz∣∣∣∣2 dxdy
= ‖u(t, ·)‖6L∞(R3)‖u(t, ·)‖L2(R3)
∫ ∣∣∣∣∫ N3βV (Nβy, z) dz∣∣∣∣2 dy
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= CtN
3β
∫ ∣∣∣∣∫ V (y, z) dz∣∣∣∣2 dy = CtN3β,
where we have used that V has compact support. Therefore, by interpolation
‖(1−∆)− 12 K˜2(t, ·, ·)‖2L2(R6) 6 Ct,εNβ+ε,
which proves (64).
For the proof of (65) we see that
∂tK2(t) = ∂tQ(t)⊗Q(t)K˜2(t) +Q(t)⊗ ∂tQ(t)K˜2(t) +Q(t)⊗Q(t)∂tK˜2(t).
Similarly to the derivation of (66) one can prove bounds for each term and obtain
‖(1−∆x)−
1
2∂tK2(t, ·, ·) − (1−∆x)−
1
2∂tK˜2(t, ·, ·)‖2L2(R6) 6 Ct.
Therefore, we again only need to prove (65) with ∂tK2 replaced by ∂tK˜2. This works similar
to the derivation of (64) and we omit the details. This finishes the proof. 
Now we are able give
Proof of Lemma 9. Consider
H(t) + dΓ(∆) = dΓ(h(t) + ∆ +K1) +
1
2
∫∫ (
K2(x, y)a
∗
xa
∗
y +K2(x, y)
)
axay dxdy.
By definition of h(t) we have that
h(t) + ∆ =
∫∫
|u(t, y)|2VN (x− y, x− z)|u(t, z)|2 dy dz
which is a multiplication operator. By Theorem 3 the corresponding function can be
bounded by∣∣∣∣∫∫ |u(t, y)|2VN (x− y, x− z)|u(t, z)|2 dy dz∣∣∣∣ 6 ‖u(t, ·)‖4L∞(R3)‖VN‖L1(R6) 6 Ct. (69)
Moreover, the operator K1 in (20) satisfies
‖K1‖op 6 Ct (70)
(this can be proved similarly to the bound ‖K2‖op 6 Ct in Lemma 11). Thus we have
proved that ±(h(t) + ∆ +K1) 6 Ct, and hence
± dΓ(h+∆+K1) 6 CtN . (71)
Next, by applying the paring term estimate in Lemma 10 with
H = η(1 −∆) + ‖K2‖op, η > 0,
and the kernel estimate in Lemma 11 we find that
± 1
2
∫∫ (
K2(t, x, y)a
∗
xa
∗
y +K2(t, x, y)axay
)
6 η dΓ(1−∆) + ‖K2‖opN + η−1‖(1 −∆x)−1/2K2‖2L2(R6)
6 η dΓ(1−∆) + CtN + Ct,εη−1Nβ+ε. (72)
Combining this with (71) we conclude
±
(
H(t) + dΓ(∆)
)
6 η dΓ(1−∆) +CtN + Ct,εη−1Nβ+ε
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which finishes the proof of (61). The bound on ∂tH(t) can be proven similarly. Moreover,
we see that
i[H(t),N ] = −
∫∫ (
iK2(t, x, y)a
∗
xa
∗
y + iK2(t, x, y)axay
)
dxdy
and (63) also follows from the same argument. This ends the proof. 
Finally we conclude
Proof of Theorem 8. Using the bound in Lemma 9, the existence and uniqueness of the
solution Φ(t) ∈ F({u(t)}⊥) to the Bogoliubov equation (19) follow from the abstract results
in [37, Theorems 7, 8].
It remains to prove the kinetic bound (60). By Lemma 9 we have
A(t) = H(t) + Ct,ε(N +Nβ+ε) > 1
2
dΓ(1−∆),
if we choose Ct,ε large enough. Using the equation for Φ(t), we see that
d
dt
〈
Φ(t), A(t)Φ(t)
〉
=
〈
Φ(t), ∂tA(t)Φ(t)
〉
+
〈
Φ(t), i[H(t), A(t)]Φ(t)
〉
=
〈
Φ(t), ∂t(H(t) + ∂tCt,ε(N +Nβ+ε))Φ(t)
〉
+
〈
Φ(t), i[H(t),N ]Φ(t)〉
6 Ct,ε
〈
Φ(t), A(t)Φ(t)〉.
Thus, using Gronwall’s inequality we get〈
Φ(t), A(t)Φ(t)
〉
6 eCt,ε
〈
Φ(0), A(0)Φ(0)
〉
.
Since
A(0) 6 Cε(dΓ(1−∆) +Nβ+ε),
we obtain that〈
Φ(t),dΓ(1−∆)Φ(t)〉 6 2〈Φ(t), A(t)Φ(t)〉 6 CεeCt,ε(〈Φ(0),dΓ(1−∆)Φ(0)〉)+Nβ+ε).
This finishes the proof of the kinetic estimate (60). 
5. Transformation of the many-body dynamics
Our general strategy to derive effective equations from the many-body Schro¨dinger equa-
tion (2) is similar to that in the pair-interaction case [37, 40, 41, 11]. Let {u(t)} be the
Hartree dynamics and recall from [36, Section 2.3] the following operator
UN (t) =
N⊕
k=0
Q(t)⊗k
(a(u(t)))N−k√
(N − k)! , Q(t) = 1− |u(t)〉〈u(t)|. (73)
It is a unitary operator from L2s((R
3)N ) to the truncated Fock space
F6N+ (t) = 16NF+(t) =
N⊕
n=0
(
{u(t)}⊥
)⊗sn
, 16N = 1(N 6 N)
with the inverse
UN (t)
∗ =
N⊕
k=0
(a∗(u(t)))N−k√
(N − k)! . (74)
Of course we can extend UN (t)
∗ to the whole Fock space F+(t) by setting value 0 outside
the truncated space F6N+ (t) (in this way UN (t) is a partial unitary operator from L2s((R3)N )
to F+(t)).
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As explained in [36], UN (t) provides a rigorous implementation of the c-number substi-
tution in Bogoliubov’s heuristic argument [6], via the actions
UN (t)a
∗(u(t))a(u(t))UN (t)
∗ = N −N ,
UN (t)a
∗(f)a(u(t))UN (t)
∗ = a∗(f)
√
N −N ,
UN (t)a
∗(u(t))a(f)UN (t)
∗ =
√
N −Na(f),
UN (t)a
∗(f)a(g)UN (t)
∗ = a∗(f)a(g) (75)
where f, g ∈ {u(t)}⊥. When N ≪ N with N the particle number operator, the quantity√
N −N is close to the scalar value √N , leading to a quantitative justification of Bogoli-
ubov’s approximation in the sector of few particles.
The unitary operator UN (t) allows us to transform the Scho¨dinger equation (2) to an
equation in Fock space. Recall the phase factor in (23):
χ(t) =
2N + 3
6
∫∫∫
VN (x− y, x− z)|u(t, x)|2|u(t, y)|2|u(t, z)|2 dxdy dz.
Lemma 12 (Transformed many-body dynamics). Let ΨN (t) be the solution of (2). Then
ΦN (t) := e
−i
∫ t
0
χ(s) ds UN (t)ΨN (t) ∈ F6N+ (t) (76)
solves
i∂tΦN(t) = H˜N (t)ΦN (t) =
H(t) + 1
2
6∑
j=0
(Rj +R
∗
j )
ΦN (t) (77)
where
R0 =
1
6
〈
u(t)⊗3, VNu(t)
⊗3
〉(3N 2 + 6N + 2
N
− N (N + 1)(N + 2)
N2
)
+ dΓ
(
Q(t)
(
1
2
∫∫
|u(t, y)|2VN |u(t, z)|2 dy dz +K1
)
Q(t)
)(
(N −N )(N −N − 1)
N2
− 1
)
R1 =
(
(N −N )(N −N − 1)
N2
− 1
)√
N −N a
(
Q(t)
∫∫
|u(t, y)|2VN (·, y, z))|u(t, z)|2 dy dz u(t, ·)
)
,
R2 =
∫∫
K2(t, x, y)a
∗
xa
∗
y
(√
N −N − 1√N −N (N −N − 2)
N2
− 1
)
,
R3 =
1
3N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VN1⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, x′)u(t, y′)u(t, z′)
× a∗xa∗ya∗z dxdy dz dx′ dy′ dz′
√
N −N − 2√N −N − 1√N −N
+
2
N2
∫∫∫∫
(Q(t)⊗Q(t)
∫
|u(t, z)|2VN dzQ(t)⊗ 1)(x, y;x′, y′)u(t, y′)×
× a∗xa∗yax′ dxdy dx′ dy′
√
N −N (N −N − 1)+
+
1
N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t))(x, y, z;x′, y′, z′)u(t, z)u(t, x′)u(t, z′)×
× a∗xa∗yaz′ dxdy dz dx′ dy′ dz′
√
N −N (N −N − 1)
R4 =
1
N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, y′)u(t, z′)×
× a∗xa∗ya∗zax′
√
N −N − 1√N −N dxdy dz dx′ dy′ dz′+
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+
1
2N2
∫∫∫∫
(Q(t)⊗Q(t)
∫
|u(t, z)|2VN dzQ(t)⊗Q(t))(x, y;x′, y′)×
a∗xa
∗
yax′ay′ dxdy dx
′ dy′(N −N )
+
1
N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗ 1VNQ(t)⊗ 1⊗Q(t))(x, y, z;x′y′, z′)u(t, z)u(t, y′)×
× a∗xa∗yax′az′(N −N ) dxdy dz dx′ dy′ dz′
R5 =
1
N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1)(x, y, z;x′, y′, z′)u(t, z′)×
× a∗xa∗ya∗zax′ay′
√
N −N − 2 dxdy dz dx′ dy′ dz′
R6 =
1
6N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗Q(t)(x, y, z;x′, y′, z′)×
× a∗xa∗ya∗zax′ay′az′ dxdy dz dx′ dy′ dz′.
Note that the operator
H˜N (t) = H(t) +
1
2
6∑
j=0
(Rj +R
∗
j )
in (77) really leaves invariant the truncated Fock space F6N+ (t). For example, the sum of
R2 and the corresponding (creation) pairing term in the Bogoliubov Hamiltonian H(t) is∫∫
K2(t, x, y)a
∗
xa
∗
y
√
N −N − 1(N −N )(N −N − 2)
N2
which never creates N+2 particles since
√
N −N − 1(N−N )(N−N −2) is zero on sectors
N ∈ {N,N − 1, N − 2}.
Proof. From the definition (76) and the Schro¨dinger equation (2) we find that
i∂tΦN(t) =
(
χ(t) + iU˙N (t)U
∗
N (t) + UN (t)HNU
∗
N (t)
)
ΦN (t). (78)
The time-derivative of UN (t) has been computed in [37, Lemma 6]
iU˙N (t)U
∗
N (t) = a
∗(u(t))a(Q(t)iu˙(t)) −√N −N a(Q(t)iu˙(t))
− a∗(Q(t)iu˙(t))√N −N − 〈iu˙(t), u(t)〉(N −N ))
= a∗(u(t))a(Q(t)h(t)u(t)) −√N −N a(Q(t)h(t)u(t))
− a∗(Q(t)h(t)u(t))√N −N − 〈u(t), h(t)u(t)〉(N −N ). (79)
Here in the last identity we have used the Hartree equation iu˙(t) = h(t)u(t).
Then we compute the conjugation UN (t)HNU
∗
N (t) using (16) and (75):
UN (t)HNU
∗
N (t) =
1
6N2
〈u(t)⊗3, VNu(t)⊗3〉(N −N − 1)(N −N − 2)(N −N − 3)
+ ‖∇u(t, ·)‖2L2(N −N ) +
√
N −Na(Q(t)h(t)u(t)) + a∗(Q(t)h(t)u(t))√N −N
+ dΓ(Q(t)h(t)Q(t) +K1) +
1
2
∫∫ (
K2(t, x, y)a
∗
xa
∗
y +K2(t, x, y)axay dxdy
)
+
1
2
6∑
j=1
(Rj +R
∗
j ). (80)
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It remains to sum (79) and (80), then use the identity
a∗(u(t))a(Q(t)h(t)u(t)) + dΓ(Q(t)h(t)Q(t)) = dΓ(h(t))− dΓ(h(t)P (t)) = dΓ(h(t))
on the excited Fock space F+(t). All this leads to
iU˙N (t)U
∗
N (t) + UN (t)HNU
∗
N (t) = H(t) +
1
2
6∑
j=0
(Rj +R
∗
j )−
2N + 3
6
〈u(t)⊗3, VNu(t)⊗3〉.
The choice of the phase factor χ(t) in (23),
χ(t) =
2N + 3
6
〈u(t)⊗3, VNu(t)⊗3〉,
exactly implies the equation (77) from (78). 
Formally, in the limit N →∞ all the error terms R′js are negligible and the transformed
equation (77) can be approximated by the Bogliubov equation (19). The task of estimating
all R′js will be carried out in the next section.
6. Operator bounds on Fock space
Now we collect various useful bounds on the the error terms Rj’s in (77). We will prove
Lemma 13 (Error bounds on truncated Fock spaces). For 0 6 m 6 N , we have the
following quadratic form bounds on the truncated Fock space F6m+ (t):
±(Rj +R∗j ) 6 ηdΓ(1−∆) + η−1CtmN4β−1, (81)
±i[Rj +R∗j ,N ] 6 ηdΓ(1−∆) + η−1CtmN4β−1, (82)
±∂t(Rj +R∗j ) 6 ηdΓ(1−∆) + η−1CtmN4β−1, (83)
for all j = 0, 1, 2, 3, 4, 5, 6 and for all
η > Ctmax{
√
mN2β−1,
√
m3N5β−3,m2N4β−2}.
We will use the following well-known Sobolev type estimate (see [44, Lemma 3.2]).
Lemma 14 (Kinetic bound for translation-invariant potentials). For 0 6 W ∈ L3/2(R3),
the multiplication operator W (x− y) satisfies
0 6W (x− y) 6 ‖W‖L3/2(R3)(−∆x) (84)
as quadratic forms on L2(R3 × R3).
We will also need the following kernel estimate (c.f. Lemma 11).
Lemma 15 (Kernel estimate). For every z ∈ R3 fixed, let kz be the operator on L2(R3)
with kernel
kz(x, y) = u(t, x)u(t, y)VN (x− y, x− z).
Then we have
‖(1−∆x)−1/2kz‖2L2(R6) 6 CtN4β. (85)
Proof of Lemma 15. First we calculate the Fourier transform
k̂z(p, q) =
∫∫
e−i2π(p·x+q·y)u(t, x)u(t, y)VN (x− y, x− z) dxdy
= e−i2πp·z
∫∫
e−i2πN
−β(p·x+q·y)u(t,N−βx+ z)u(t,N−βy)V (x− y, x) dxdy
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= e−i2πp·zf̂(N−βp,N−βq),
where we have defined f(x, y) = u(t,N−βx + z)u(t,N−βy)V (x − y, x). From this and
Hardy’s inequality we get
‖(1−∆x)−1/2kz‖2L2 =
∫∫
(1 + |p|2)−1|f̂(N−βp,N−βq)|2 dp dq
= N4β
∫∫
(N−2β + |p|2)−1|f̂(p, q)|2 dp dq
6 N4β
∫∫ |f̂(p, q)|2
|p|2 dp dq 6 4N
4β
∫∫
|∇pf̂(p, q)|2 dp dq
= 4N4β
∫∫
|x|2|u(t,N−βx)|2|u(t,N−βy)|2|V (x− y, x)|dxdy
6 CtN
4β
∫∫
|x|2V (x− y, x) dxdy 6 CtN4β .
In the last step we have used that V has compact support. This finishes the proof. 
Proof of Lemma 13. Proof of (81). We proceed term by term.
j = 0 Let us consider
R0 =
1
6
〈
u(t)⊗3, VNu(t)
⊗3
〉(3N 2 + 6N + 2
N
− N (N + 1)(N + 2)
N2
)
,
+ dΓ
(
Q(t)
(
1
2
∫∫
|u(t, y)|2VN |u(t, z)|2 dy dz +K1
)
Q(t)
)(
(N −N )(N −N − 1)
N2
− 1
)
=: R0,1 +R0,2.
For the first term R0,1, using Theorem 3 we know that∫∫∫
|u(t, x)|2|u(t, y)|2|u(t, z)|2VN (x− y, x− z) dxdy dz 6 Ct.
Moreover, ∣∣∣∣3N 2 + 6N + 2N − N (N + 1)(N + 2)N2
∣∣∣∣ 6 C (N + 1)2N
With that we obtain
±R0,1 6 Ct (N + 1)
2
N
.
For the second term R0,2, from the one particle operator bounds (69) and (70) we get
± dΓ
(
Q(t)
(
1
2
∫∫
|u(t)|2VN |u(t)|2 dy dz +K1
)
Q(t)
)
6 CtN .
Moreover, we have the simple bound on F6N+ (t)∣∣∣∣(N −N )2 − (N −N )N2 − 1
∣∣∣∣ 6 C (N + 1)N .
Putting both together (the relevant operators commute) we obtain
±R0,2 6 Ct (N + 1)
2
N
.
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Thus in summary, as quadratic forms on F6m+ (t),
±R0 6 Ct (N + 1)
2
N
6 Ct
m
N
(N + 1).
Note that N 6 dΓ(1−∆).
j = 1 We consider
R1 =
(
(N −N )(N −N − 1)
N2
− 1
)√
N −N a
(
Q(t)
∫∫
|u(t)|2VN |u(t)|2 dy dz u(t)
)
.
For any Φ ∈ F6m+ (t), by the Cauchy-Schwarz inequality we see that
|〈Φ, R1Φ〉| 6 2
∥∥∥∥((N −N )(N −N − 1)N2 − 1
)√
N −NΦ
∥∥∥∥×
×
∥∥∥∥a(Q(t)12
∫∫
|u(t)|2VN |u(t)|2 dy dz u(t)
)
Φ
∥∥∥∥ .
For the second term we use the obvious inequality a∗(v)a(v) 6 ‖v‖2N combined with∥∥∥∥Q(t)12
∫∫
|u(t)|2VN |u(t)|2 dy dz u(t)
∥∥∥∥2
L2(R3)
6
∥∥∥∥12
∫∫
|u(t)|2VN |u(t)|2 dy dz u(t)
∥∥∥∥2
L2(R3)
6 ‖u(t, ·)‖8L∞(R3)‖V ‖L1(R3)‖u(t, ·)‖2L2(R3) = Ct.
For the first term, we use the simple bound∣∣∣∣((N −N )(N −N − 1)N2 − 1
)√
N −N
∣∣∣∣ 6 CN + 1√N .
Putting together, and using Φ ∈ F6m+ (t) we obtain
|〈Φ, R1Φ〉| 6 Ct
〈
Φ,NΦ
〉1/2〈
Φ,
(N + 1)2
N
Φ
〉1/2
6 Ct
√
m
N
〈Φ, (N + 1)Φ〉.
Thus we have the quadratic form estimate on F6m+ (t):
±(R1 +R1) 6 Ct
√
m
N
(N + 1).
j = 2 We consider
R2 =
∫∫
K2(t, x, y)a
∗
xa
∗
y
(√
N −N − 1√N −N (N −N − 2)
N2
− 1
)
.
For any Φ ∈ F6m+ (t), we have
|〈Φ, R2Φ〉| =
∣∣∣∣∫∫ K2(t, x, y)〈Φ, a∗xa∗y (√N −N − 1√N −N (N −N − 2)N2 − 1
)
Φ
〉
dxdy
∣∣∣∣
=
∣∣∣ ∫∫∫ VN (x− y, x− z)|u(t, z)|2u(t, x)u(t, y)×
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×
〈
axayΦ,
(√
N −N − 1√N −N (N −N − 2)
N2
− 1
)
Φ
〉
dxdy
∣∣∣
6 ‖u(t, .)‖3L∞
∫∫∫
VN (x− y, x− z)|u(t, z)|×
× ‖axayΦ‖
∥∥∥∥(√N −N − 1√N −N (N −N − 2)N2 − 1
)
Φ
∥∥∥∥ dxdy dz. (86)
In the above we could replace K2(t, x, y) = Q(t) ⊗ Q(t)K˜2(t, x, y) by K˜2(t, x, y), namely
could ignore the projection Q(t), since Φ belongs to the excited Fock space F+(t).
In (86) we can use again ‖u(t, .)‖L∞ 6 Ct. Moreover, using
√
1− s = 1+O(s) with s > 0
small, it is straightforward to see that∣∣∣∣√N −N − 1√N −N (N −N − 2)N2 − 1
∣∣∣∣ 6 CN + 1N ,
and hence ∥∥∥∥(√N −N − 1√N −N (N −N − 2)N2 − 1
)
Φ
∥∥∥∥
6 C
〈
Φ,
(N + 1)2
N2
Φ
〉1
2
6
C
√
m
N
〈Φ, (N + 1)Φ〉1/2
because Φ ∈ F6m+ (t).
Next, by the Cauchy-Schwarz inequality we can estimate∫∫∫
VN (x− y, x− z)|u(t, z)|‖axayΦ‖dxdy dz
6
(∫∫∫
VN (x− y, x− z)|u(t, z)|2 dxdy dz
)1/2
×
×
(∫∫∫
VN (x− y, x− z)‖axayΦ‖2 dxdy dz
)1/2
6 C
(∫∫∫
VN (x− y, x− z)‖axayΦ‖2 dxdy dz
)1/2
.
By Lemma 14, we can estimate∫
VN (x− y, x− z) dz =
∫
N3βV (Nβ(x− y), z) dz 6 CNβ(−∆x).
Therefore, ∫∫∫
VN (x− y, x− z)a∗xa∗yaxay dz 6 CNβdΓ(−∆)N , (87)
and hence, since Φ ∈ F6m+ (t),∫∫∫
VN (x− y, x− z)‖axayΦ‖2 dxdy dz 6 CNβm〈Φ,dΓ(−∆)Φ〉. (88)
Thus we can conclude from (86) that
|〈Φ, R2Φ〉| 6 CtmNβ/2−1〈Φ,dΓ(1−∆)Φ〉.
Therefore, we have the quadratic form bound on F6m+ (t):
±(R2 +R∗2) 6 CtmNβ/2−1dΓ(1−∆). (89)
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Note that mNβ/2−1 6
√
mN2β−1 when m 6 N .
j = 3 Now we consider
R3 =
1
3N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VN1⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, x′)u(t, y′)u(t, z′)
× a∗xa∗ya∗z dxdy dz dx′ dy′ dz′
√
N −N − 2√N −N − 1√N −N
+
2
N2
∫∫∫∫
(Q(t)⊗Q(t)
∫
|u(t, z)|2VN dzQ(t)⊗ 1)(x, y;x′, y′)u(t, y′)×
× a∗xa∗yax′ dxdy dx′ dy′
√
N −N (N −N − 1)
+
1
N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t))(x, y, z;x′, y′, z′)u(t, z)u(t, x′)u(t, z′)×
× a∗xa∗yaz′ dxdy dz dx′ dy′ dz′
√
N −N (N −N − 1)
=: R3,1 +R3,2 +R3,3.
As before, we will estimate the expectation of R3 against an arbitrary vector Φ ∈ F6m+ (t).
Again, we can ignore the projection Q(t), since Φ belongs to the excited Fock space F+(t).
R3,1 This is the most complicated term (which does not appear in the pair-interaction
case). We start with
|〈Φ, R3,1Φ〉| = 1
3N2
∣∣∣ ∫∫∫ VN (x− y, x− z)u(t, x)u(t, y)u(t, z)〈Φ, a∗xa∗ya∗zΦ1〉dxdy dz∣∣∣
6
1
3N2
∫
|u(t, z)|
∣∣∣∣〈azΦ,(∫∫ kz(x, y)a∗xa∗y dxdy)Φ1〉∣∣∣∣ dz
with
Φ1 =
√
N −N − 2√N −N − 1√N −NΦ,
kz(x, y) = VN (x− y, x− z)u(t, x)u(t, y). (90)
For every z ∈ R3 fixed, we can think of kz(x, y) is the kernel of an operator kz on L2(R3).
Let us prove that
±(kz + k∗z) 6 CtNβ(−∆). (91)
Indeed, for every f ∈ L2(R3) by the Cauchy-Schwarz inequality and Lemma 14 we have
|〈f, kzf〉| 6
∫∫
|f(x)||f(y)|VN (x− y, x− z)|u(t, x)||u(t, y)|dxdy
6 ‖u(t, .)‖2L∞
|f(x)|2 + |f(y)|2
2
VN (x− y, x− z) dxdy
6 Ct
∫
|f(x)|2N3β
( ∫
V (y,Nβ(x− z)) dy
)
dx
6 Ct
∥∥∥N3β ∫ V (y,Nβx) dy∥∥∥
L3/2(R3,dx)
∫
|∇f(x)|2 dx
6 CtN
β
∫
|∇f(x)|2 dx.
Thus for every z ∈ R3 fixed, we can use the pairing term estimate in Lemma 10 with
K(x, y) = kz(x, y), H = ηCtN
β(1−∆), η > 1.
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Combining with the kernel estimate in Lemma 15 we find that
±1
2
(∫∫
kz(x, y)a
∗
xa
∗
y dxdy + h.c.
)
6 Ct
(
ηNβ dΓ(1−∆) + η−1N3β
)
, ∀η > 1. (92)
Using (92) and the Cauchy-Schwarz inequality we also have∣∣∣∣〈azΦ,(∫∫ kz(x, y)a∗xa∗y dxdy)Φ1〉∣∣∣∣
6 Ct
〈
Φ1,
(
ηNβ dΓ(1−∆) + η−1N3β
)
Φ1
〉1/2〈
azΦ,
(
ηNβ dΓ(1−∆) + η−1N3β
)
azΦ
〉1/2
.
Integrating the above estimate against |u(t, z)|dz and using the Cauchy-Schwarz inequal-
ity we get
|〈Φ, R3,1Φ〉| 6 1
3N2
∫
|u(t, z)|
∣∣∣∣∫∫ kz(x, y)a∗xa∗y〈azΦ,Φ1〉dxdy∣∣∣∣ dz
6
Ct
N2
〈
Φ1,
(
ηNβ dΓ(1−∆) + η−1N3β
)
Φ1
〉1/2×
×
∫
|u(t, z)|
〈
azΦ,
(
ηNβ dΓ(1−∆) + η−1N3β
)
azΦ
〉1/2
dz
6
Ct
N2
〈
Φ1,
(
ηNβ dΓ(1−∆) + η−1N3β
)
Φ1
〉1/2
× ‖u(t, .)‖L2
(∫ 〈
azΦ,
(
ηNβ dΓ(1−∆) + η−1N3β
)
azΦ
〉
dz
)1/2
.
The term involving Φ1 can be estimated using
0 6
√
N −N − 2√N −N − 1√N −N 6 N3/2
on F6m+ (t) (and that N commutes with dΓ(1−∆)). For the other term, we use∫
a∗zaz dz = N
and ∫
a∗zdΓ(1−∆)az dz =
∫∫
a∗za
∗
x(1−∆x)axaz dxdz
=
∫∫
a∗x(1 −∆x)(a∗zax)az dxdz
=
∫∫
a∗x(1 −∆x)(axa∗z − δx=z)az dxdz
= dΓ(1−∆)(N − 1).
Therefore, when Φ ∈ F6m+ (t), we have
|〈Φ, R3,1Φ〉| 6 Ct
√
m
N
〈
Φ,
(
ηNβ dΓ(1−∆) + η−1N3β
)
Φ
〉
, ∀η > 1.
Thus
±(R3,1 +R∗3,1) 6 Ct
(
η
√
mN2β−1dΓ(1−∆) + η−1
√
mN6β−1), ∀η > 1.
This is equivalent to
±(R3,1 +R∗3,1) 6 ηdΓ(1−∆) + η−1CtmN4β−1, ∀η > Ct
√
mN2β−1.
32 P.T. NAM AND R. SALZMANN
R3,2 By the Cauchy-Schwarz inequality we have that
|〈Φ, R3,2Φ〉| = 2
N2
∣∣∣ ∫∫∫ VN (x− y, x− z)|u(t, z)|2u(t, y)×
×
〈
Φ, a∗xa
∗
yax
√
N −N (N −N − 1)Φ
〉
dxdy dz
∣∣∣
6
2‖u(t, .)‖3L∞
N2
∫∫∫
VN (x− y, x− z)‖axayΦ‖
∥∥∥ax√N −N (N −N − 1)Φ∥∥∥ dxdy dz
6
Ct
N2
(∫∫∫
VN (x− y, x− z)‖axayΦ‖2 dxdy dz
)1
2
×
×
(∫∫∫
VN (x− y, x− z)
∥∥∥ax√N −N (N −N − 1)Φ∥∥∥2 dxdy dz)12 .
The first term has been estimated as in (88),∫∫∫
VN (x− y, x− z)‖axayΦ‖2 dxdy dz 6 CNβm〈Φ,dΓ(−∆)Φ〉.
The second term can be computed explicitly (by doing the integration over y, z first)∫∫∫
VN (x− y, x− z)
∥∥∥ax√N −N (N −N − 1)Φ∥∥∥2 dxdy dz
=
(∫∫
V (x, y) dxdy
)∫ ∥∥∥ax√N −N (N −N − 1)Φ∥∥∥2 dx
=
(∫∫
V (x, y) dxdy
)〈
Φ, C
√
N −N (N −N − 1)N√N −N (N −N − 1)Φ
〉
6 CN3
〈
Φ, (N + 1)Φ
〉
.
Putting all together, we obtain
|〈Φ, R3,2Φ〉| 6 Ct
N2
√
Nβm〈Φ,dΓ(−∆)Φ〉
√
N3
〈
Φ, (1 +N )Φ
〉
6 Ct
√
mNβ−1〈Φ,dΓ(1−∆)Φ〉.
Thus
±(R3,2 +R∗3,2) 6 Ct
√
mNβ−1〈Φ,dΓ(1−∆)Φ〉.
R3,3 Using the Cauchy-Schwarz inequality we get for Φ ∈ F6m+ (t)
|〈Φ, R3,3Φ〉| = 1
N2
∣∣∣ ∫∫∫ VN (x− y, x− z)u(t, z)u(t, x)u(t, y)×
×
〈
Φ, a∗xa
∗
yaz
√
N −N (N −N − 1)Φ
〉
dxdy dz
∣∣∣
6
‖u(t, .)‖3L∞
N2
∣∣∣ ∫∫∫ VN (x− y, x− z)‖axayΦ‖∥∥∥az√N −N (N −N − 1)Φ∥∥∥ dxdy dz
6
Ct
N2
(∫∫∫
VN (x− y, x− z)‖axayΦ‖2 dxdy dz
) 1
2
×
×
(∫∫∫
VN (x− y, x− z)
∥∥∥az√N −N (N −N − 1)Φ∥∥∥2 dxdy dz) 12 .
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Then we can proceed exactly as for the previous term R3,2 and obtain
|〈Φ, R3,3Φ〉| 6 Ct
√
mNβ−1〈Φ,dΓ(1−∆)Φ〉.
Thus
±(R3,3 +R3,3) 6 Ct
√
mNβ−1dΓ(1−∆).
j = 4 We consider
R4 =
1
N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, y′)u(t, z′)×
× a∗xa∗ya∗zax′
√
N −N − 1√N −N dxdy dz dx′ dy′ dz′+
+
1
2N2
∫∫∫∫
(Q(t)⊗Q(t)
∫
|u(t, z)|2VN dzQ(t)⊗Q(t))(x, y;x′, y′)×
a∗xa
∗
yax′ay′ dxdy dx
′ dy′(N −N )
+
1
N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗ 1VNQ(t)⊗ 1⊗Q(t))(x, y, z;x′y′, z′)u(t, z)u(t, y′)×
× a∗xa∗yax′az′(N −N ) dxdy dz dx′ dy′ dz′
=: R4,1 +R4,2 +R4,3.
Again, we will estimate the expectation of R4 against Φ ∈ F6m+ (t), and for this purpose we
ignore the projection Q(t) in the computation because Φ belongs to the excited Fock space.
R4,1 By the Cauchy-Schwarz inequality we can estimate
|〈Φ, R4,1Φ〉| = 1
N2
∣∣∣ ∫∫∫ VN (x− y, x− z)u(t, y)u(t, z)×
×
〈
Φ, a∗xa
∗
ya
∗
zax
√
N −N − 1√N −NΦ
〉
dxdy dz
∣∣∣
6
1
N2
∫∫∫
VN (x− y, x− z)|u(t, y)u(t, z)|×
× ‖axayazΦ‖‖ax
√
N −N − 1√N −NΦ‖dxdy dz
6
Ct
N2
(∫∫∫
VN (x− y, x− z)‖axayazΦ‖2 dxdy dz
)1/2
×
×
(∫∫∫
|u(t, y)|2|u(t, z)|2‖ax
√
N −N − 1√N −NΦ‖2 dxdy dz
)1/2
6 Ct〈Φ, R6Φ〉1/2〈Φ,NΦ〉1/2.
Then using the bound R6 6 Cm
2N4β−2dΓ(−∆) (see (94) below) we find that
|〈Φ, R4,1Φ〉| 6 CtmN2β−1dΓ(1−∆).
Thus
±(R4,1 +R∗4,1) 6 CtmN2β−1dΓ(1−∆).
R4,2 By Lemma 14 and the facts that ‖u(t, .)‖L∞ 6 Ct and∥∥∥∥∫ VN (·, z) dz∥∥∥∥
L3/2(R3)
=
(∫ ∣∣∣∣N6β ∫ V (Nβx,Nβz) dz∣∣∣∣ 32 dx
)2
3
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= Nβ
(∫ ∣∣∣∣∫ V (x, z) dz∣∣∣∣ 32 dx
)2
3
6 CNβ
we get
0 6 R4,2 6 CtN
β−1 dΓ(−∆)N .
On the truncated Fock space F6m+ (t), we obtain
0 6 R4,2 6 CtmN
β−1 dΓ(−∆). (93)
R4,3 Using the Cauchy-Schwarz inequality we have for Φ ∈ F6N+ (t)
|〈Φ, R4,1Φ〉| = 1
N2
∣∣∣∣∫∫∫ VN (x− y, x− z)u(t, z)u(t, y)〈Φ, a∗xa∗yaxaz(N −N )Φ〉dxdy dz∣∣∣∣
6
1
N2
(∫∫∫
VN (x− y, x− z)|u(t, z)|2‖axay
√
N −NΦ‖2 dxdy dz
) 1
2
×
×
(∫∫∫
VN (x− y, x− z)|u(t, y)|2‖axaz
√
N −NΦ‖2 dxdy dz
) 1
2
= 〈Φ, R4,2Φ〉.
Therefore, from the above bound of R4,2 we have
±(R4,3 +R4,3) 6 2R4,2 6 CtmNβ−1 dΓ(−∆)
as quadratic forms on F6m+ (t).
j = 5 We consider
R5 =
1
N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1)(x, y, z;x′, y′, z′)u(t, z′)×
× a∗xa∗ya∗zax′ay′
√
N −N − 2 dxdy dz dx′ dy′ dz′.
For Φ ∈ F6m+ (t), by the Cauchy-Schwarz inequality and the previous bound on R4,2, we
have
|〈Φ, R5Φ〉| = 1
N2
∣∣∣∣∫∫∫ Vn(x− y, x− z)u(t, z)〈Φ, a∗xa∗ya∗zaxay√N −N + 2Φ〉dxdy dz∣∣∣∣
6
1
N2
∫∫∫
|VN (x− y, x− z)||u(t, z)|‖axayazΦ‖‖axay
√
N −N + 2Φ‖dy dy dz
6
1
N2
(∫∫∫
|VN (x− y, x− z)||u(t, z)|2‖axay
√
N −N + 2Φ‖2 dxdy dz
) 1
2
×
×
(∫∫∫
|VN (x− y, x− z)|‖axayazΦ‖2 dxdy dz
)1
2
6 〈Φ, R4,2Φ〉1/2〈Φ, R6Φ〉1/2
6 Ct
√
m3N5β−3〈Φ,dΓ(1−∆)Φ〉.
Here in the last estimate we have used the bound on R4,2 in (93) above and the bound
0 6 R6 6 Cm
2N4β−2dΓ(−∆) in (94) below. Thus
±(R5 +R∗5) 6 Ct
√
m3N5β−3dΓ(1−∆).
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j = 6 We consider
R6 =
1
6N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗Q(t)(x, y, z;x′, y′, z′)×
× a∗xa∗ya∗zax′ay′az′ dxdy dz dx′ dy′ dz′.
By Lemma 14 we have
0 6 VN (x− y, x− z) 6 sup
z
N6βV (Nβ(x− y), z)
6 CN3β‖ sup
z
N3βV (Nβ·, z)‖L3/2(−∆x) 6 CN4β(−∆x).
Therefore,
0 6 R6 6 CN
4β−2dΓ(−∆)N 2.
In particular, on the truncated Fock space F6m+ (t),
0 6 R6 6 Cm
2N4β−2dΓ(−∆). (94)
This finishes the proof of (81).
Proof of the commutator bounds in (82). These bounds follows from (81) with η = 1
and the fact that
[R0,N ] = [R4,2,N ] = [R4,3,N ] = [R6,N ] = 0,
[R1,N ] = R1, [R2,N ] = −R2
[R3,1,N ] = −3R3,1, [R3,2,N ] = R3,2, [R3,3,N ] = R3,3,
[R4,1,N ] = −2R4,1, [R5,N ] = −R5.
Proof of the derivative bounds (83). Heuristically these bounds are similar to (81).
For the reader’s convenience we will again go term by term.
j = 0 Since∣∣∣∂t ∫∫∫ |u(t, x)|2|u(t, y)|2|u(t, z)|2VN (x− y, x− z) dxdy dz∣∣∣
6 3
∫∫∫
|∂tu(t, x)||u(t, x)|u(t, y)|2 |u(t, z)|2VN (x− y, x− z) dxdy dz 6 Ct,
we obtain
±∂tR0,1 =± 1
6
∂t
∫∫∫
|u(x)|2|u(y)|2|u(z)|2VN (x− y, x− z) dxdy dz×
×
(
3N 2 + 6N + 2
N
− N
3 + 3N 2 + 2N
N2
)
6 Ct
(N + 1)2
N
.
Moreover, using ‖Q(t)‖op, ‖∂tQ(t)‖op 6 Ct, we have∥∥∥∥∂t(Q(t)(12
∫∫
|u(t)|2VN |u(t)|2 dy dz +K1
)
Q(t)
)∥∥∥∥
op
6 Ct.
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Hence, as above
±∂tR0,2 = ± dΓ
(
∂t
(
Q(t)
(
1
2
∫∫
|u(t)|2VN |u(t)|2 dy dz +K1
)
Q(t)
))
×
(
(N −N )2 − (N −N )
N2
− 1
)
6 Ct
(N + 1)2
N
.
In summary,
±∂tR0 6 Ct (N + 1)
2
N
6 Ct
m
N
(N + 1).
j = 1 The term ∂tR1 can be estimated similarly to R1 and we get
±∂t(R1 +R∗1) 6 Ct
√
m
N
(N + 1).
j = 2 Let Φ ∈ F6m+ (t). Then we have
〈Φ, ∂tR2Φ〉 =
∫∫ (
(∂tQ(t)⊗ 1 + 1⊗ ∂tQ(t))K˜2(t, x, y) + ∂tK˜2(t, x, y)
)
×
×
〈
Φ, a∗xa
∗
y
(√
N −N − 1√N −N (N −N − 2)
N2
− 1
)
Φ
〉
dxdy,
where we have used
∂tK2(t, x, y) = ∂tQ(t)⊗Q(t)K˜2(t, x, y) +Q(t)⊗ ∂tQ(t)K˜2(t, x, y)
+Q(t)⊗Q(t)∂tK˜2(t, x, y)
and then left out all Q(t) since Φ ∈ F6m+ (t).
As in (89) we have∣∣∣∣∫∫ ∂tK˜2(t, x, y)〈Φ, a∗xa∗y (√N −N − 1√N −N (N −N − 2)N2 − 1
)
Φ〉dxdy
∣∣∣∣
6
∫∫∫ ∣∣∂t|u(t, z)|2u(t, x)u(t, y) + 2|u(t, z)|2∂tu(t, x)u(t, y)∣∣ VN (x− y, x− z)×
×
∣∣∣∣〈Φ, a∗xa∗y (√N −N − 1√N −N (N −N − 2)N2 − 1
)
Φ〉
∣∣∣∣ dxdy dz
6 Ct
(∫∫∫
|u(t, z)|2|VN (x− y, x− z)|‖axayΦ‖2 dxdy dz
)1
2
×
×
∥∥∥∥(√N −N − 1√N −N (N −N − 2)N2 − 1
)
Φ
∥∥∥∥
6 Ct〈Φ, R4,2Φ〉1/2〈Φ, (N + 1)Φ〉1/2
6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
The other terms follow as
‖(|∂tu〉〈u| ⊗ 1)K˜2(t, ·, ·)‖2L2(R6) =
∫∫ ∣∣∣∣∫ u(t, x˜)K˜2(t, x˜, y) dx˜∣∣∣∣2 |∂tu(t, x)|2 dxdy
=
∫∫ ∣∣∣∣∫∫ u(t, x˜)|u(t, z)|2u(t, x˜)VN (x˜− y, x˜− z)u(t, y) dz dx˜∣∣∣∣2 |∂tu(t, x)|2 dxdy
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6 ‖u(t, ·)‖8L∞(R3)‖V ‖2L1(R6)‖u(t, ·)‖2L2(R3)‖∂tu(t, ·)‖2L2(R3) 6 Ct.
Using this and similar estimates we obtain∫∫ (
(∂tQ(t)⊗ 1 + 1⊗ ∂tQ(t))K˜2(t, x, y)
)
×
× 〈Φ, a∗xa∗y
(√
N −N − 1√N −N (N −N − 2)
N2
− 1
)
Φ〉dxdy
6
∥∥∥(∂tQ(t)⊗ 1 + 1⊗ ∂tQ(t))K˜2(t, ·, ·)∥∥∥
L2(R6)
(∫∫
‖axayΦ‖2 dxdy
)1
2
×
×
∥∥∥∥(√N −N − 1√N −N (N −N − 2)N2 − 1
)
Φ
∥∥∥∥
6
Ct√
N
〈
Φ,N 2Φ〉 12 〈Φ(N + 1)Φ
〉 1
2
6 Ct
√
mN−1〈Φ, (N + 1)Φ〉.
Putting everything together we obtain
|〈Φ, ∂tR2Φ〉| 6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
Thus
±∂t(R2 +R∗2) 6 Ct
√
mNβ−1 dΓ(1−∆).
j = 3 R3,1 Let Φ ∈ F6m+ (t). Then we have
〈Φ, ∂tR3,1Φ〉
=
1
3N2
∫
· · ·
∫ [
(Q(t)⊗Q(t)⊗Q(t)VN1⊗ 1⊗ 1)(x, y, z;x′, y′, z′)∂t
(
u(t, x′)u(t, y′)u(t, z′)
)
+
+ ∂t(Q(t)⊗Q(t)⊗Q(t)VN1⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, x′)u(t, y′)u(t, z′)
]
× 〈Φ, a∗xa∗ya∗z
√
N −N − 2√N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′.
The first term containing ∂t (u(t, x
′)u(t, y′)u(t, z′)) can be estimated exactly as for R3,1.
The second term containing ∂tQ(t) can be evaluated as
1
3N2
∣∣∣ ∫ · · · ∫ (∂tQ(t)⊗Q(t)⊗Q(t)VN1⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, x′)u(t, y′)u(t, z′)
× 〈Φ, a∗xa∗ya∗z
√
N −N − 2√N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
3N2
∣∣∣ ∫ · · · ∫ (∂tQ(t))(x;x′)VN (x′ − y, x′ − z)δ(y − y′)δ(z − z′)u(t, x′)u(t, y′)u(t, z′)
× 〈Φ, a∗xa∗ya∗z
√
N −N − 2√N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
3N2
∣∣∣ ∫∫∫∫ (∂tQ(t))(x;x′)VN (x′ − y, x′ − z)u(t, x′)u(t, y)u(t, z)
× 〈Φ, a∗xa∗ya∗z
√
N −N − 2√N −N − 1√N −NΦ〉dxdy dz dx′
∣∣∣
6 Ct
〈
Φ,
(
η dΓ(1−∆) + η−1CtmN4β−1
)
Φ
〉
, ∀η > Ct
√
mN2β−1
where the last estimate follows similarly as for R3,1 again. Hence, we have
±∂t(R3,1 +R∗3,1) 6 Ct
(
η dΓ(1−∆) + η−1CtmN4β−1
)
, ∀η > Ct
√
mN2β−1.
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R3,2 Let Φ ∈ F6m+ (t). Then we have
〈Φ, ∂tR3,2Φ〉 = 2
N2
∫
· · ·
∫ [
(Q(t)⊗Q(t)VNQ(t)⊗ 1)(x, y;x′, y′)∂t
(|u(t, z)|2u(t, y′))+
+ ∂t(Q(t)⊗Q(t)VNQ(t)⊗ 1)(x, y;x′, y′)|u(t, z)|2u(t, y′)
]
×
× 〈Φ, a∗xa∗yax′
√
N −N (N −N − 1)Φ〉dxdy dx′ dy′ dz.
The first term containing ∂t
(|u(t, z)|2u(t, y′)) can be estimated similarly to R3,2, which is
2
N2
∣∣∣∣∫∫∫ VN (x− y, x− z)∂t (|u(t, z)|2u(t, y)) 〈Φ, a∗xa∗yax√N −N (N −N − 1)Φ〉dxdy dz∣∣∣∣
6
4
N2
(∫∫∫
|VN (x− y, x− z)||∂tu(t, y)|2|u(t, z)|2‖ax(N −N − 1)Φ‖2 dxdy dz
)1
2
×
×
(∫∫∫
|VN (x− y, x− z)||u(t, z)|2‖axay
√
N −N + 1Φ‖2 dxdy dz
)1
2
6
Ct
N2
(∫
‖ax(N −N − 1)Φ‖2 dx
) 1
2
×
×
(∫∫∫
|VN (x− y, x− z)||u(t, z)|2‖axay
√
N −N + 1Φ‖2 dxdy dz
)1
2
6 Ct
√
mNβ−1Φ, dΓ(−∆)Φ〉.
Here we have omitted all the Q(t) since Φ ∈ F6m+ (t). For the other terms containing ∂tQ(t)
we use the following kernel estimate
|(∂tQ(t))(x;x′)| = |∂tu(t, x)u(t, x′) + u(t, x)∂tu(t, x′)| 6 q(t, x)q(t, x′) (95)
with q(t, x) = |u(t, x)| + |∂tu(t, x)|. Using Theorem (3) we get
‖q(t, ·)‖L2(R3) 6 Ct, ‖q(t, ·)‖L∞(R3) 6 Ct
We now decompose ∂t(Q(t) ⊗ Q(t)VNQ(t) ⊗ 1) into three terms. The first one containing
(∂tQ(t)⊗Q(t)VNQ(t)⊗ 1) can be estimated as
2
N2
∣∣∣ ∫∫∫∫ (∂tQ(t)⊗Q(t)∫ |u(t, z)|2VN dzQ(t)⊗ 1)(x, y;x′, y′)u(t, y′)×
× 〈Φ, a∗xa∗yax′
√
N −N (N −N − 1)Φ〉dxdy dx′ dy′
∣∣∣
=
2
N2
∣∣∣ ∫∫∫∫ (∂tQ(t))(x;x′)∫ |u(t, z)|2VN (x′ − y, x′ − z) dzδ(y − y′)u(t, y′)×
× 〈Φ, a∗xa∗yax′
√
N −N (N −N − 1)Φ〉dxdy dx′ dy′
∣∣∣
6
1
N2
∫∫∫
q(t, x)q(t, x′)
∫
|u(t, z)|2VN (x′ − y, x′ − z) dz|u(t, y)|×
× ‖axay
√
N −N + 1Φ‖‖ax′(N −N − 1)Φ‖dxdy dx′
6
2
N2
(∫∫∫∫
|q(t, x)|2|u(t, z)|2|VN (x′ − y, x′ − z)||u(t, y)|2‖ax′(N −N − 1)Φ‖2 dxdy dx′ dz
) 1
2
×
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×
(∫∫∫∫
|q(t, x′)|2|u(t, z)|2|VN (x′ − y, x′ − z)|‖axay
√
N −N + 1Φ‖2 dxdy dx′ dz
) 1
2
6
Ct
N2
〈Φ,N (N −N − 1)2Φ〉 12 〈Φ,N 2(N −N + 1)Φ〉 12 6 Ct
√
mN−1〈Φ,NΦ〉.
The second one (Q(t)⊗ ∂tQ(t)VNQ(t)⊗ 1) follows as
2
N2
∣∣∣ ∫∫∫∫ (Q(t)⊗ ∂tQ(t)∫ |u(t, z)|2VN dzQ(t)⊗ 1)(x, y;x′, y′)u(t, y′)×
× 〈Φ, a∗xa∗yax′
√
N −N (N −N − 1)Φ〉dxdy dx′ dy′
∣∣∣
=
2
N2
∣∣∣ ∫∫∫∫ (∂tQ(t))(y; y′)∫ |u(t, z)|2VN (x− y′, x− z) dzδ(x − x′)u(t, y′)×
× 〈Φ, a∗xa∗yax′
√
N −N (N −N − 1)Φ〉dxdy dx′ dy′
∣∣∣
6
2
N2
∫∫∫
q(t, y)q(t, y′)
∫
|u(t, z)|2VN (x− y′, x− z) dz|u(t, y′)|×
× ‖axay
√
N −N + 1Φ‖‖ax(N −N − 1)Φ‖dxdy dy′
∣∣∣
6
2
N2
‖q(t, ·)‖L∞(R3)‖u(t, ·)‖3L∞(R3)‖V ‖L1(R6)×
×
(∫∫
‖axay
√
N −N + 1Φ‖2 dxdy
)1
2
(∫∫
|q(t, y)|2‖ax(N −N − 1)Φ‖2 dxdy
)1
2
6
Ct
N
〈Φ,N 2(N −N + 1)Φ〉 12 〈Φ,NΦ〉 12 6 Ct
√
mN−1〈Φ,NΦ〉.
For the third one (Q(t)⊗ VN∂tQ(t)Q(t)⊗ 1) we can estimate
2
N2
∣∣∣ ∫∫∫∫ (Q(t)⊗Q(t)∫ |u(t, z)|2VN dz∂tQ(t)⊗ 1)(x, y;x′, y′)u(t, y′)×
× 〈Φ, a∗xa∗yax′
√
N −N (N −N − 1)Φ〉dxdy dx′ dy′
∣∣∣
=
2
N2
∣∣∣ ∫∫∫∫ ∫ |u(t, z)|2VN (x− y, x− z) dz(∂tQ(t))(x;x′)δ(y − y′)u(t, y′)×
× 〈Φ, a∗xa∗yax′
√
N −N (N −N − 1)Φ〉dxdy dx′ dy′
∣∣∣
6
2
N2
∫∫∫ ∫
|u(t, z)|2VN (x− y, x− z) dzq(t, x)q(t, x′)|u(t, y)|×
× ‖axay
√
N −N + 1Φ‖‖ax′(N −N − 1)Φ‖dxdy dx′
6
2
N2
(∫∫∫∫
|q(t, x)|2|u(t, z)|2|VN (x− y, x− z)||u(t, y)|2‖ax′(N −N − 1)Φ‖2 dxdy dx′ dz
)1
2
×
×
(∫∫∫∫
|q(t, x′)|2|u(t, z)|2|VN (x− y, x− z)|‖axay
√
N −N + 1Φ‖2 dxdy dx′ dz
) 1
2
6 Ct〈Φ,NΦ〉
1
2 〈Φ, R4,2Φ〉
1
2 6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
Here we have used the bound on R4,2 in (93). Collecting all above estimates, we obtain
|〈Φ, ∂tR3,2Φ〉| 6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
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Thus
±∂t(R3,2 +R∗3,2) 6 Ct
√
mNβ−1 dΓ(1−∆).
R3,3 Let Φ ∈ F6m+ (t). We have that
〈Φ, ∂tR3,3Φ〉
=
1
N2
∫
· · ·
∫ [
(Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t))(x, y, z;x′, y′, z′)∂t
(
u(t, z)u(t, x′)u(t, y′)
)
+
+
(
∂t(Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t))
)
(x, y, z;x′, y′, z′)u(t, z)u(t, x′)u(t, y′)
]
×
× 〈Φ, a∗xa∗yaz′
√
N −N (N −N − 1)Φ〉dxdy dz dx′ dy′ dz′.
The first term involving ∂t
(
u(t, z)u(t, x′)u(t, y′)
)
can be estimated as in R3,3:
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t))(x, y, z;x′, y′, z′)∂t (u(t, z)u(t, x′)u(t, y′))×
× 〈Φ, a∗xa∗yaz′
√
N −N (N −N − 1)Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫∫∫ VN (x− y, x− z)[∂tu(t, z)u(t, x)u(t, y) + 2u(t, z)u(t, x)∂tu(t, y)]×
× 〈Φ, a∗xa∗yaz
√
N −N (N −N − 1)Φ〉dxdy dz
∣∣∣
6
Ct
N2
(∫∫∫
VN (x− y, x− z)‖az(N −N − 1)Φ‖2 dxdy dz
) 1
2
×
×
(∫∫∫
VN (x− y, x− z)‖axay
√
N −N + 1Φ‖2 dxdy dz
) 1
2
6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
Let us now decompose ∂t(Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t)) into three terms. For the first one
containing (∂tQ(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t)) we get
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t))(x, y, z;x′, y′, z′)u(t, z)u(t, x′)u(t, y′)×
× 〈Φ, a∗xa∗yaz′
√
N −N (N −N − 1)Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t))(x;x′)VN (x′ − y, x′ − z)δ(y − y′)δ(z − z′)u(t, z)u(t, x′)u(t, y′)×
× 〈Φ, a∗xa∗yaz′
√
N −N (N −N − 1)Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
q(t, x)q(t, x′)|VN (x′ − y, x′ − z)||u(t, z)||u(t, x′)||u(t, y)|×
× ‖axay
√
N −N + 1Φ‖‖az(N −N − 1)Φ‖dxdy dz dx′
6
Ct
N2
(∫∫∫∫
|VN (x′ − y, x′ − z)|‖axay
√
N −N + 1Φ‖2 dxdy dz dx′
) 1
2
×
×
(∫∫∫∫
|q(t, x)|2|VN (x′ − y, x′ − z)|‖az(N −N − 1)Φ‖2 dxdy dz dx′
) 1
2
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6
Ct
N2
(∫∫
‖axay
√
N −N + 1Φ‖2 dxdy
)1
2
(∫∫
‖az(N −N − 1)Φ‖2 dz
)1
2
6 Ct
√
mN−1〈Φ, (N + 1)Φ〉.
The term involving (Q(t) ⊗ ∂tQ(t)⊗ 1VN1⊗ 1⊗Q(t)) can be treated similarly. The third
term (Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗ ∂tQ(t)) goes as follows
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗ ∂tQ(t))(x, y, z;x′, y′, z′)u(t, z)u(t, x′)u(t, y′)×
× 〈Φ, a∗xa∗yaz′
√
N −N (N −N − 1)Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ VN (x− y, x− z)(∂tQ(t))(z; z′)δ(x − x′)δ(y − y′)u(t, z)u(t, x′)u(t, y′)×
× 〈Φ, a∗xa∗yaz′
√
N −N (N −N − 1)Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
|VN (x− y, x− z)|q(t, z)q(t, z′)|u(t, z)||u(t, x)||u(t, y)|×
× ‖axay
√
N −N + 1‖‖az′(N −N − 1)Φ‖dxdy dz dz′
6
Ct
N2
(∫∫∫∫
|q(t, z′)|2|VN (x− y, x− z)||u(t, z)|2‖axay
√
N −N + 1‖2 dxdy dz dz′
) 1
2
×
×
(∫∫∫∫
|VN (x− y, x− z)||u(t, x)|2‖az′(N −N − 1)Φ‖2 dxdy dz dz′
) 1
2
6
Ct
N2
(∫∫∫
|VN (x− y, x− z)||u(t, z)|2‖axay
√
N −N + 1‖2 dxdy dz
) 1
2
×
× 〈Φ,N (N −N − 1)2Φ〉 12
6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
Putting everything together we obtain
|〈Φ, ∂tR3,3Φ〉| 6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
Thus
±∂t(R3,3 +R∗3,3) 6 Ct
√
mNβ−1 dΓ(1−∆).
j = 4 R4,1 Let Φ ∈ F6m+ (t). Then we have
〈Φ, ∂tR4,1Φ〉
=
1
N2
∫
· · ·
∫ [
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1)(x, y, z;x′, y′, z′)∂t
(
u(t, y′)u(t, z′)
)
+
(
∂t(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1)
)
(x, y, z;x′, y′, z′)u(t, y′)u(t, z′)
]
×
× 〈Φ, a∗xa∗ya∗zax′
√
N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′.
The term containing ∂t (u(t, y
′)u(t, z′)) can be estimated similarly to R4,1. For the other
terms we decompose ∂t(Q(t) ⊗ Q(t) ⊗ Q(t)VNQ(t) ⊗ 1 ⊗ 1) into four terms. For the first
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term (∂tQ(t)⊗Q(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1) we have
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t)⊗Q(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, y′)u(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′
√
N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t))(x;x′)VN (x′ − y, x′ − z)δ(y − y′)δ(z − z′)u(t, y′)u(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′
√
N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
q(t, x)q(t, x′)|VN (x′ − y, x′ − z)||u(t, y)||u(t, z)|×
× ‖axayazΦ‖‖ax′
√
N −N − 1√N −NΦ‖dxdy dz dx′
6
1
N2
‖u(t, ·)‖2L∞
(∫∫∫∫
|q(t, x′)|2VN (x′ − y, x′ − z)‖axayazΦ‖2 dxdy dz dx′
) 1
2
×
×
(∫∫∫∫
|q(t, x)|2|VN (x′ − y, x′ − z)|‖ax′
√
N −N − 1√N −NΦ‖2 dxdy dz dx′
) 1
2
6 CtmN
β−1〈Φ, dΓ(−∆)Φ〉 12 〈Φ,NΦ〉 12
6 CtmN
β−1〈Φ, dΓ(1−∆)Φ〉.
The second one containing (Q(t)⊗ ∂tQ(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1) can be bounded as
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗ ∂tQ(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, y′)u(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′
√
N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t))(y; y′)VN (x− y′, x− z)δ(x − x′)δ(z − z′)u(t, y′)u(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′
√
N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
q(t, y)q(t, y′)|VN (x− y′, x− z)||u(t, y′)||u(t, z)|×
× ‖axayazΦ‖‖ax
√
N −N − 1√N −NΦ‖dxdy dz dy′
6
Ct
N2
(∫∫∫∫
|u(t, y′)|2VN (x− y′, x− z)‖axayazΦ‖2 dxdy dz dy′
) 1
2
×
×
(∫∫∫∫
|q(t, y)|2|VN (x− y′, x− z)|‖ax
√
N −N − 1√N −NΦ‖2 dxdy dz dy′
) 1
2
6 CtmN
β−1〈Φ, dΓ(−∆)Φ〉 12 〈Φ,NΦ〉 12
6 CtmN
β−1〈Φ, dΓ(1−∆)Φ〉.
The third term (Q(t)⊗Q(t)⊗∂tQ(t)VNQ(t)⊗1⊗1) can be treated similarly. For the fourth
term (Q(t)⊗Q(t)⊗Q(t)VN∂tQ(t)⊗ 1⊗ 1) we estimate
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗Q(t)⊗Q(t)VN∂tQ(t)⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, y′)u(t, z′)×
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× 〈Φ, a∗xa∗ya∗zax′
√
N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ VN (x− y, x− z)(∂tQ(t))(x;x′)δ(y − y′)δ(z − z′)u(t, y′)u(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′
√
N −N − 1√N −NΦ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
VN (x− y, x− z)|q(t, x)q(t, x′)u(t, y)u(t, z)|×
× ‖axayazΦ‖‖ax′
√
N −N − 1√N −NΦ‖dxdy dz dx′
6
1
N2
‖u(t, ·)‖2L∞‖q(t, ·)‖2L∞
(∫∫∫∫
|q(t, x′)|2VN (x− y, x− z)‖axayazΦ‖2 dxdy dz dx′
)1
2
×
×
(∫∫∫∫
|q(t, x)|2|VN (x− y, x− z)|‖ax′
√
N −N − 1√N −NΦ‖dxdy dz dx′
) 1
2
6
Ct
N2
(∫∫∫
VN (x− y, x− z)‖axayazΦ‖2
) 1
2
〈Φ,N (N −N − 1)(N −N )Φ〉 12
6 Ct〈Φ, R6Φ〉1/2〈Φ,NΦ〉1/2 6 CtmN2β−1〈Φ,dΓ(1−∆)Φ〉.
In the last estimate, we have used the bound on R6 in (94). Hence, we conclude that
|〈Φ, ∂tR4,1Φ〉| 6 CtmN2β−1〈Φ, dΓ(1−∆)Φ〉.
This means
±∂t(R4,1 +R∗4,1) 6 CtmN2β−1 dΓ(1−∆).
R4,2 Let Φ ∈ F6m+ (t). Then we have
〈Φ, ∂tR4,2Φ〉 = 1
2N2
∫
· · ·
∫ [
(Q(t)⊗Q(t)VNQ(t)⊗Q(t))(x, y;x′, y′)∂t|u(t, z)|2+
+ ∂t(Q(t)⊗Q(t)VNQ(t)⊗Q(t))(x, y, ;x′, y′)|u(t, z)|2
]
×
× 〈Φ, a∗xa∗yax′ay′(N −N )Φ〉dxdy dx′ dy′ dz.
The first term containing ∂t|u(t, z)|2 can be estimated as
1
2N2
∣∣∣ ∫∫∫ ∂t|u(t, z)|2VN (x− y, x− z)〈Φ, a∗xa∗yaxay(N −N )Φ〉dxdy dz∣∣∣
6 CtN
β−1m dΓ(−∆),
where we have used the Sobolev bound. For the other terms we decompose ∂t(Q(t) ⊗
Q(t)VNQ(t)⊗Q(t)) into four terms. The first one containing (∂tQ(t)⊗Q(t)VNQ(t)⊗Q(t))
can be handled as
1
2N2
∣∣∣ ∫∫∫∫ (∂tQ(t)⊗Q(t)∫ |u(t)|2VN dzQ(t)⊗Q(t))(x, y;x′, y′)×
× 〈Φ, a∗xa∗yax′ay′(N −N )Φ〉dxdy dx′ dy′
∣∣∣
=
1
2N2
∫∫∫∫
(∂tQ(t))(x;x
′)
∫
|u(t, z)|2VN (x′ − y, x′ − z) dzδ(y − y′)×
× 〈Φ, a∗xa∗yax′ay′(N −N )Φ〉dxdy dx′ dy′
∣∣∣
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6
1
2N2
∫∫∫∫
q(t, x)q(t, x′)|u(t, z)|2VN (x′ − y, x′ − z)×
× ‖axay
√
N −N‖‖ax′ay
√
N −N‖dxdy dz dx′
6
Ct
N2
(∫∫∫∫
VN (x
′ − y, x′ − z)‖axay
√
N −N‖2 dxdy dz dx′
) 1
2
×
×
(∫∫∫∫
|q(t, x)|2|u(t, z)|2VN (x′ − y, x′ − z)‖ax′ay
√
N −N‖2 dxdy dz dx′
) 1
2
6
Ct
N
〈ΦN 2(N −N )Φ〉 12 〈Φ, R4,2Φ〉
6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
Here we have used the previous bound on R4,2. The other three terms can be estimated in
the same way. With this we can conclude
|〈Φ, ∂tR4,2Φ〉| 6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
Thus
±∂t(R4,2 +R∗4,2) 6 Ct
√
mNβ−1 dΓ(1−∆).
R4,3 Let Φ ∈ F6m+ (t). Then we have
〈Φ, ∂tR4,3Φ〉
=
1
N2
∫
· · ·
∫ [
(Q(t)⊗Q(t)⊗ 1VNQ(t)⊗ 1⊗Q(t))(x, y, z;x′y′, z′)∂t
(
u(t, z)u(t, y′)
)
+
+ ∂t(Q(t)⊗Q(t)⊗ 1VNQ(t)⊗ 1⊗Q(t))(x, y, z;x′y′, z′)u(t, z)u(t, y′)
]
×
× 〈Φ, a∗xa∗yax′az′(N −N )Φ〉dxdy dz dx′ dy′ dz′.
For the first term, which contains ∂t
(
u(t, z)u(t, y′)
)
, we get
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗Q(t)⊗ 1VNQ(t)⊗ 1⊗Q(t)(x, y, z;x′, y′, z′)∂t (u(t, z)u(t, y′))×
× 〈Φ, a∗xa∗yax′az′(N −N )Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
2
N2
(∫∫∫
|∂tu(t, z)|2VN (x− y, x− z)‖axay
√
N −NΦ‖2 dxdy dz
) 1
2
×
×
(∫∫∫
|u(t, y)|2VN (x− y, x− z)‖axaz
√
N −NΦ‖2 dxdy dz
) 1
2
6 CtmN
β−1〈Φ, dΓ(−∆)Φ〉.
Let us now decompose ∂t(Q(t)⊗Q(t)⊗ 1VNQ(t)⊗ 1⊗Q(t)) into four terms. For the first
term (∂tQ(t)⊗Q(t)⊗ 1VNQ(t)⊗ 1⊗Q(t)) we get
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t)⊗Q(t)⊗ 1VNQ(t)⊗ 1⊗Q(t)) (x, y, z;x′, y′, z′)u(t, z)u(t, y′)×
× 〈Φ, a∗xa∗yax′az′(N −N )Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t))(x;x′)VN (x′ − y, x′ − z)δ(y − y′)δ(z − z′)u(t, z)u(t, y′)×
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× 〈Φ, a∗xa∗yax′az′(N −N )Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
q(t, x)q(t, x′)VN (x
′ − y, x′ − z)|u(t, z)||u(t, y)|×
× ‖axay
√
N −NΦ‖‖ax′az
√
N −NΦ‖dxdy dz dx′
6
Ct
N2
〈Φ,N 2(N −N )Φ〉 12
(∫∫∫
VN (x
′ − y, x′ − z)|u(t, y)|2‖ax′az
√
N −NΦ‖2 dx′ dy dz
) 1
2
6 Ct
√
mNβ−1〈Φ,NΦ〉1/2〈Φ, dΓ(−∆)Φ〉1/2 6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
The second term (Q(t)⊗ ∂tQ(t)⊗ 1VNQ(t)⊗ 1⊗Q(t)) goes as
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗ ∂tQ(t)⊗ 1VNQ(t)⊗ 1⊗Q(t)) (x, y, z;x′, y′, z′)u(t, z)u(t, y′)×
× 〈Φ, a∗xa∗yax′az′(N −N )Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t))(y; y′)VN (x− y′, x− z)δ(x − x′)δ(z − z′)u(t, z)u(t, y′)×
× 〈Φ, a∗xa∗yax′az′(N −N )Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
q(t, y)q(t, y′)VN (x− y′, x− z)|u(t, z)||u(t, y′)|×
× ‖axay
√
N −NΦ‖‖axaz
√
N −NΦ‖dxdy dz dy′
6
Ct
N2
〈Φ,N 2(N −N )Φ〉 12
(∫∫∫
VN (x− y′, x− z)|u(t, y′)|2‖axaz
√
N −NΦ‖2 dxdy′ dz
) 1
2
6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
For the third term (Q(t)⊗Q(t)⊗ 1VN∂tQ(t)⊗ 1⊗Q(t)) we see that
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗Q(t)⊗ 1VN∂tQ(t)⊗ 1⊗Q(t)) (x, y, z;x′, y′, z′)u(t, z)u(t, y′)×
× 〈Φ, a∗xa∗yax′az′(N −N )Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ VN (x− y, x− z)(∂tQ(t))(x;x′)δ(y − y′)δ(z − z′)u(t, z)u(t, y′)×
× 〈Φ, a∗xa∗yax′az′(N −N )Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
VN (x− y, x− z)q(t, x)q(t, x′)|u(t, z)||u(t, y)|×
× ‖axay
√
N −NΦ‖‖ax′az
√
N −NΦ‖dxdy dz dx′
6
Ct
N2
(∫∫∫
VN (x− y, x− z)|u(t, z)|2‖axay
√
N −NΦ‖2 dxdy dz
)1
2
〈Φ,N 2(N −N )Φ〉 12
6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
The fourth term containing (Q(t)⊗Q(t)⊗ 1VN∂tQ(t)⊗ 1⊗Q(t)) can be estimated simi-
larly. Hence, we conclude
|〈Φ, ∂tR4,3Φ〉| 6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉.
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Thus
±∂t(R4,3 +R∗4,3) 6 Ct
√
mNβ−1 dΓ(1−∆).
j = 5 For Φ ∈ F6m+ (t) we have that
〈Φ, ∂tR5Φ〉 = 1
N2
∫
· · ·
∫ [
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1)(x, y, z;x′, y′, z′)∂tu(t, z′)+
+
(
∂t(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1)
)
(x, y, z;x′, y′, z′)u(t, z′)
]
×
× 〈Φ, a∗xa∗ya∗zax′ay′
√
N −N − 2Φ〉dxdy dz dx′ dy′ dz′.
The term containing ∂tu(t, z
′) can be estimated as
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1)(x, y, z;x′, y′, z′)∂tu(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′ay′
√
N −N − 2Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
(∫∫∫
VN (x− y, x− z)‖axayazΦ‖2 dxdy dz
)1
2
×
×
(∫∫∫
VN (x− y, x− z)|∂tu(t, z)|2‖axay
√
N −N − 2Φ‖2 dxdy dz
) 1
2
6 Ct
√
mNβ−1〈Φ, R6Φ〉1/2〈Φ, dΓ(1−∆)Φ〉1/2
6 Ct
√
m3N5β−3〈Φ, dΓ(1−∆)Φ〉.
Here we have used the bound on R6 in (94) in the last estimate.
For the other terms we decompose ∂t(Q(t) ⊗ Q(t) ⊗ Q(t)VNQ(t) ⊗ Q(t) ⊗ 1) into five
terms. The first one containing (∂tQ(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1) can be bounded as
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1)(x, y, z;x′, y′, z′)u(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′ay′
√
N −N − 2Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
N2
∣∣∣ ∫ · · · ∫ (∂tQ(t))(x;x′)VN (x′ − y, x′ − z)δ(y − y′)δ(z − z′)u(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′ay′
√
N −N − 2Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
q(t, x)q(t, x′)|VN (x′ − y, x′ − z)||u(t, z)|×
× ‖axayazΦ‖‖ax′ay
√
N −N − 2Φ‖dxdy dz dx′
6
Ct
N2
(∫∫∫∫
VN (x
′ − y, x′ − z)‖axayazΦ‖2 dxdy dz dx′
) 1
2
×
×
(∫∫∫∫
|q(t, x)|2VN (x′ − y, x′ − z)‖ax′ay
√
N −N − 2Φ‖dxdy dz dx′
) 1
2
6 CtN
β−1m〈Φ, dΓ(1−∆)Φ〉.
The term with (Q(t)⊗∂tQ(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1) and (Q(t)⊗Q(t)⊗∂tQ(t)VNQ(t)⊗
Q(t)⊗1) can be treated similarly. The fourth term (Q(t)⊗Q(t)⊗Q(t)VN∂tQ(t)⊗Q(t)⊗1)
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can be bounded as
1
N2
∣∣∣ ∫ · · · ∫ (Q(t)⊗Q(t)⊗Q(t)VN∂tQ(t)⊗Q(t)⊗ 1)(x, y, z;x′, y′, z′)u(t, z′)×
× 〈Φ, a∗xa∗ya∗zax′ay′
√
N −N − 2Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
N2
∫∫∫∫
VN (x− y, x− z)|q(t, x)q(t, x′)|u(t, z)|×
× ‖axayazΦ‖‖ax′ay
√
N −N − 2Φ‖dxdy dz dx′
6
Ct
N2
(∫
|q(t, x′)|2 dx′
) 1
2
(∫∫∫
VN (x− y, x− z)‖axayazΦ‖2 dxdy dz
) 1
2
×
× 〈Φ,N 2(N −N − 2)Φ〉 12
6 Ct
√
mN−1〈Φ, R6Φ〉1/2〈Φ,NΦ〉
1
2 6 Ct
√
m3N4β−3〈Φ,dΓ(1−∆)Φ〉.
The other term containing Q(t) ⊗Q(t) ⊗Q(t)VNQ(t) ⊗ ∂tQ(t) ⊗ 1 can be bounded in the
same way. Putting everything together we get
|〈Φ, ∂tR5Φ〉| 6 Ct(mNβ−1 +
√
m3N5β−3)〈Φ, dΓ(1−∆)Φ〉.
This means
∂t(R5 +R
∗
5) 6 Ct(mN
β−1 +
√
m3N5β−3) dΓ(1−∆).
j = 6 Let Φ ∈ F6m+ (t). Then we have
〈Φ, ∂tR6Φ〉 = 1
6N2
∫
· · ·
∫
(∂t(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗Q(t))) (x, y, z;x′, y′, z′)×
× 〈Φ, a∗xa∗ya∗zax′ay′az′Φ〉dxdy dz dx′ dy′ dz′
We can decompose ∂t(Q(t) ⊗ Q(t) ⊗ Q(t)VNQ(t) ⊗ Q(t) ⊗ Q(t)) into six terms which can
be estimated all the same. Therefore, we only need to prove the bound for ∂tQ(t)⊗Q(t)⊗
Q(t)VNQ(t)⊗Q(t)⊗Q(t). We have
1
6N2
∣∣∣ ∫ · · · ∫ (∂tQ(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗Q(t))) (x, y, z;x′, y′, z′)×
× 〈Φ, a∗xa∗ya∗zax′ay′az′Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
=
1
6N2
∣∣∣ ∫ · · · ∫ (∂tQ(t))(x;x′)VN (x′ − y, x′ − z)δ(y − y′)δ(z − z′)×
× 〈Φ, a∗xa∗ya∗zax′ay′az′Φ〉dxdy dz dx′ dy′ dz′
∣∣∣
6
1
6N2
∫∫∫∫
q(t, x)q(t, x′))VN (x
′ − y, x′ − z)‖axayazΦ‖‖ax′ayazΦ‖dxdy dz dx′
6
1
6N2
‖q(t, ·)‖L∞
(∫∫∫∫
VN (x
′ − y, x′ − z)‖axayazΦ‖2 dxdy dz dx′
) 1
2
×
×
(∫∫∫∫
|q(t, x)|2VN (x′ − y, x′ − z)‖ax′ayazΦ‖2 dxdy dz dx′
) 1
2
6 Ct
√
mNβ−1〈Φ, dΓ(1−∆)Φ〉1/2〈Φ, R6Φ〉1/2 6 Ct
√
m3N5β−3〈Φ, dΓ(1−∆)Φ〉.
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Here again we used the bound on R6 in (94). Thus
±∂tR6 6 Ct
√
m3N5β−3〈Φ, dΓ(1−∆)Φ〉.
This finishes the proof of (83) and by that the proof of Lemma 13. 
7. Proof of Theorem 1
In this section we will prove the leading order convergence stated in Theorem 1. As in
Section 5, we consider
ΦN (t) = e
−i
∫ t
0
χ(s) ds UN (t)ΨN (t) = e
−i
∫ t
0
χ(s) ds UN (t)e
−itHNU∗N (0)ΦN (0)
which solves (77),
i∂tΦN (t) = H˜N(t)ΦN (t) =
H(t) + 1
2
6∑
j=0
(Rj +R
∗
j )
ΦN (t).
Note that thanks to (75), the condition (12) is equivalent to
〈ΦN (0), dΓ(1−∆)ΦN (0)〉 6 C. (96)
Let us denote by 16m = 1(N 6 m) the projection on the truncated Fock space. From
Lemmas 9 and 13, for all t > 0, ε > 0, 1 6 m 6 N , and
η > Ctmax{
√
mN2β−1,
√
m3N5β−3,m2N4β−2},
we have
±16m(H˜N (t)− dΓ(−∆))16m 6 ηdΓ(1−∆) + η−1CtmN4β−1 + Ct,ε(N +Nβ+ε), (97)
±16m[H˜N (t),N ]16m 6 ηdΓ(1−∆) + η−1CtmN4β−1 + Ct,ε(N +Nβ+ε), (98)
±16m∂tH˜N (t) 6 ηdΓ(1−∆) + η−1CtmN4β−1 + Ct,ε(N +Nβ+ε). (99)
We will use the estimates (97)-(99) to show that ΦN (t) essentially localizes in the low-
particle sectors, which will imply the Bose-Einstein condensation on u(t) for the original
wave function ΨN = U
∗
N (t)ΦN (t).
7.1. Step 1: Round kinetic bound for full dynamics.
Lemma 16 (Round kinetic bound for full dynamics). Let β < 1/4 and let ΦN (0) satisfy
(96). Then
〈ΦN (t), dΓ(1−∆)ΦN (t)〉 6 CtN. (100)
Proof. First of all by the energy conservation of the Schro¨dinger dynamics, we have
〈ΨN (t),HN (t)ΨN (t)〉 = 〈ΨN (0),HN (t)ΨN (0)〉. (101)
Moreover, from the explicit computation (80) we have the simple estimate
〈ΨN (t),HNΨN (t)〉 = 〈ΦN (t), UNHNU∗NΦN (t)〉 = 〈ΦN (t), H˜N (t)ΦN (t)〉+O(CtN). (102)
Next, using (97) with m = N and η = CtN
4β we find that
±H˜N (t) 6 CtN4βdΓ(1−∆) + CtN.
Therefore, the assumption (96) ensures that
±〈ΦN (0), H˜N (0)ΦN (0)〉 6 CN.
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Combining the latter estimate with (101) and (102) we deduce that
〈ΨN (t),HNΨN (t)〉 6 CtN (103)
Since VN > 0, we then obtain
〈ΨN (t),dΓ(−∆)ΨN (t)〉 6 CtN. (104)
Next, by decomposing 1 = P (t) + Q(t), with P (t) = |u(t)〉〈u(t)| we have the Cauchy-
Schwarz inequality
−∆ = P (t)(−∆)P (t) +Q(t)(−∆)Q(t) + P (t)(−∆)Q(t) +Q(t)(−∆)P (t)
> (1− η−1)P (t)(−∆)P (t) + (1− η)Q(t)(−∆)Q(t), ∀η > 0.
Taking η = 1/2 and using P (t)(−∆)P (t) = ‖∇u(t, ·)‖2L2P (t) we obtain
Q(t)(1−∆)Q(t) 6 Ct(1−∆).
Consequently,
dΓ(Q(t)(1−∆)Q(t)) 6 2dΓ(−∆) + CtN .
Thus from (104) we deduce (100):
〈ΦN ,dΓ(1−∆)ΦN 〉 = 〈ΨN ,dΓ(Q(t)(1−∆)Q(t))ΨN 〉 6 Ct〈ΨN ,dΓ(1−∆)ΨN 〉 6 CtN.

7.2. Step 2: Improved kinetic bound for truncated dynamics. For every M > 1,
we introduce an intermediate dynamics on truncated Fock space F6M+ (t).
i∂tΦN,M(t) = 1
6MH˜N (t)1
6MΦN,M(t), ΦN,M(0) = 1
6MΦN (0). (105)
Our idea is that if M is significantly smaller than N , then we will have a better control
on the kinetic energy of the truncated dynamics ΦN,M .
Lemma 17 (Refined kinetic bound for truncated dynamics). Let ΦN (0) satisfy (96). Then
for all 1≪M ≪ N1−2β, and for all t > 0, ε > 0 we have
〈ΦN,M (t), dΓ(1−∆)ΦN,M (t)〉 6 Ct,ε
(
MN4β−1 +Nβ+ε
)
. (106)
Proof. When M ≪ N1−2β , we have
max{
√
MN2β−1,
√
M3N5β−3,M2N4β−2} =
√
MN2β−1 ≪ 1.
Therefore, we can apply (97)-(99) with η = 1/2 and obtain
±16M
(
H˜N (t)− dΓ(−∆)
)
1
6M 6
1
2
dΓ(1−∆) + Ct,ε
(
N +MN4β−1 +Nβ+ε
)
,
±16M∂tH˜N (t)16M 6 1
2
dΓ(1−∆) + Ct,ε
(
N +MN4β−1 +Nβ+ε
)
,
±16M i[H˜N (t),N ]16M 6 1
2
dΓ(1−∆) + Ct,ε
(
N +MN4β−1 +Nβ+ε
)
.
Consequently, if we denote
A(t) := 16MH˜N (t)1
6M + Ct,ε
(
N +MN4β−1 +Nβ+ε
)
,
then, with Ct,ε large enough, we have the quadratic form estimates
1
2
dΓ(1−∆) 6 A(t) 6 Ct,ε
(
dΓ(1−∆) +MN4β−1 +Nβ+ε
)
, (107)
±∂tA(t) 6 Ct,εA(t), ±i[A(t),16M H˜N (t)16M ] 6 A(t). (108)
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Using now the equation (105) for ΦN,M(t) and (108) we obtain
d
dt
〈
ΦN,M(t), A(t)ΦN,M (t)
〉
=
〈
ΦN,M(t), i[A(t),1
6M H˜N (t)1
6M ]ΦN,M (t)
〉
+
〈
ΦN,M(t), ∂tA(t)ΦN,M (t)
〉
6 Ct,ε
〈
ΦN,M (t), A(t)ΦN,M (t)
〉
.
Therefore, Gronwall’s inequality implies that〈
ΦN,M (t), A(t)ΦN,M (t)
〉
6 Ct,ε
〈
ΦN,M (0), A(0)ΦN,M (0)
〉
.
Here recall that ΦN,M (0) = 1
6MΦ(0). Combining with (107) we find that
〈ΦN,M (t), dΓ(1−∆)ΦN,M (t)〉
6 Ct,ε
〈
1
6MΦN (0),
(
dΓ(1−∆) +MN4β−1 +Nβ+ε
)
1
6MΦN (0)
〉
. (109)
The kinetic bound (106) then follows from the technical assumption (96). 
7.3. Step 3: Truncated vs. full dynamics. Now we show that if M is sufficiently large,
then the truncated dynamics ΦN,M in (105) is close to the full dynamics ΦN .
Lemma 18 (Norm approximation to full dynamics). Let β < 1/4 and let ΦN (0) satisfy
(96). Then for all 1≪M ≪ N1−2β, and for all t > 0, ε > 0 we have
‖ΦN (t)− ΦN,M(t)‖2 6 Ct,ε
(
N (4β−1)/2 +
N2β√
M
+
N (1+β+ε)/2
M
)
. (110)
Proof. Using the mass conservation
‖ΦN (t)‖ = ‖ΦN (0)‖ = ‖16NΦ(0)‖ 6 1, ‖ΦN,M (t)‖ = ‖ΦN,M (0)‖ = ‖16MΦ(0)‖ 6 1
we have
‖ΦN (t)− ΦN,M(t)‖2 6 2(1−ℜ〈ΦN (t),ΦN,M (t)〉). (111)
To bound this expression we will use a method from [42, 11] where we will separate the
sectors with large and small particle numbers. Take M/2 6 m 6M − 3 and write
〈ΦN (t),ΦN,M (t)〉 = 〈ΦN (t),16mΦN,M(t)〉+ 〈ΦN (t),1>mΦN,M (t)〉. (112)
The term containing large particle numbers can be bounded using the Cauchy-Schwarz
inequality and the kinetic bound (106), which gives
|〈ΦN (t),1>mΦN,M(t)〉| 6 ‖ΦN (t)‖‖1>mΦN,M‖
6
〈
ΦN,M(t),
N
m
ΦN,M (t)
〉 1
2
6 Ct,ε
√
1
m
(MN4β−1 +Nβ+ε)
6 Ct,ε
(
N (4β−1)/2 +
N (β+ε)/2√
M
)
. (113)
For the few particle sector we see that
d
dt
〈ΦN (t),16mΦN,M (t)〉 = i
〈
ΦN (t),
(
H˜N (t)1
6m − 16m16MH˜N (t)16M
)
ΦN,M(t)
〉
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=
〈
ΦN (t), i[H˜N (t),1
6m]ΦN,M (t)
〉
. (114)
Here we have used the fact that
1
6m
1
6MH˜N (t)1
6M = 16mH˜N(t) (115)
which is true because m 6 M − 3 and H˜N (t) contains at most 3 creation and at most 3
annihilation operators. To bound this expression we will average over m ∈ [M/2,M − 3].
The key point of this argument is summarized in the following lemma.
Lemma 19. For 1 6M ≪ N1−2β we have the operator bound
± 1
M/2 − 2
M−3∑
m=M/2
i[H˜N (t),1
6m] 6
Ct,ε
M
(
dΓ(1−∆) +MN4β−1 +Nβ+ε
)
. (116)
Let us postpone the proof of Lemma 19 and proceed to conclude Lemma 17. Using (114),
Lemma 19 and the kinetic estimates in Lemmas 16, (17), we obtain∣∣∣ 1
M/2− 1
M−3∑
m=M/2
d
dt
〈ΦN (t),16mΦN,M (t)〉
∣∣∣
=
∣∣∣ 1
M/2− 1
M−3∑
m=M/2
〈
ΦN (t), i[H˜N (t),1
6m]ΦN,M (t)
〉∣∣∣
6
Ct,ε
M
〈
ΦN (t),
(
dΓ(1−∆) +MN4β−1 +Nβ+ε
)
ΦN (t)
〉 1
2×
×
〈
ΦN,M (t),
(
dΓ(1−∆) +MN4β−1 +Nβ+ε
)
ΦN,M (t)
〉 1
2
6
Ct,ε
M
√
N +MN4β−1 +Nβ+ε
√
MN4β−1 +Nβ+ε
6 Ct,ε
(
N4β−1 +
N2β√
M
+
N (1+β+ε)/2
M
)
.
Furthermore, the assumption (96) ensures that
〈ΦN (0),16mΦN,M(0)〉 = 〈ΦN (0),16mΦN (0)〉 = 1− 〈Φ(0),1>mΦ(0)〉
> 1−
〈
Φ(0),
N
m
Φ(0)
〉
> 1− C
M
.
Hence, we get
ℜ 1
M/2− 1
M−3∑
m=M/2
〈ΦN (t),16mΦN,M(t)〉
= 〈ΦN (0),16mΦN,M (0)〉+
∫ t
0
dsℜ 1
M/2− 1
M−3∑
m=M/2
d
ds
〈ΦN (s),16mΦN,M (s)〉
> 1− C
M
−Ct,ε
(
N4β−1 +
N2β√
M
+
N (1+β+ε)/2
M
)
. (117)
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Moreover, from (113) we immidiately see that
ℜ 1
M/2− 1
M−3∑
m=M/2
〈ΦN (t),1>mΦN,M(t)〉 > −Ct,ε
(
N (4β−1)/2 +
N (β+ε)/2√
M
)
.
Summing these two estimates and using the decomposition (112), we get
ℜ〈ΦN (t),ΦN,M (t)〉 > 1− Ct,ε
(
N (4β−1)/2 +
N2β√
M
+
N (1+β+ε)/2
M
)
.
Thus in conclusion, (111) implies that
‖ΦN (t)− ΦN,M(t)‖2 6 Ct,ε
(
N (4β−1)/2 +
N2β√
M
+
N (1+β+ε)/2
M
)
.
This finishes the proof of Lemma 17. 
It remains to give
Proof of Lemma 19. We write
[H˜N (t),1
6m] = 1>mH˜N(t)1
6m − 16mH˜N(t)>m.
Since both terms can be treated similarly we will only handle the first one. Let
E1 = a∗
(
Q(t)
1
2
∫∫
|u(t)|2VN |u(t)|2 dy dz u(t)
)√
N −N (N −N − 1)
2 − (N −N − 1)−N2
N2
+
1
N2
∫∫∫∫
(Q(t)⊗Q(t)
∫
|u(t, z)|2VN dzQ(t)⊗ 1)(x, y;x′, y′)u(t, y′)×
× a∗xa∗yax′ dxdy dx′ dy′
√
N −N (N −N − 1)
+
1
2N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗ 1VN1⊗ 1⊗Q(t))(x, y, z;x′, y′, z′)u(t, z)u(t, x′)u(t, z′)×
× a∗xa∗yaz′ dxdy dz dx′ dy′ dz′
√
N −N (N −N − 1) + h.c.
+
1
2N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, y′)u(t, z′)×
× a∗xa∗ya∗zax′
√
N −N − 1√N −N dxdy dz dx′ dy′ dz′ + h.c.+
E2 = 1
2
∫∫
K(x, y)a∗xa
∗
y dxdy
√
N −N − 1√N −N (N −N − 2)
N2
+
1
2N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VNQ(t)⊗Q(t)⊗ 1)(x, y, z;x′, y′, z′)u(t, z′)×
× a∗xa∗ya∗zax′ay′
√
N −N − 2 dxdy dz dx′ dy′ dz′ + h.c.
E3 = 1
6N2
∫
· · ·
∫
(Q(t)⊗Q(t)⊗Q(t)VN1⊗ 1⊗ 1)(x, y, z;x′, y′, z′)u(t, x′)u(t, y′)u(t, z′)
× a∗xa∗ya∗z dxdy dz dx′ dy′ dz′
√
N −N − 2√N −N − 1√N −N
With this we can write
1
>mH˜N (t)1
6m = E11(N = m) + E21(m− 1 6 N 6 m) + E31(m− 2 6 N 6 m).
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From this we get
M−3∑
m=M/2
1
>mH˜N (t)1
6m = E11(M/2 6 N 6M − 3)
+ E2
[
1(M/2− 1 6 N 6M − 4) + 1(M/2 6 N 6M − 3)
]
+ E3
[
1(M/2− 2 6 N 6M − 5) + 1(M/2− 1 6 N 6M − 4) + 1(M/2 6 N 6M − 3)
]
Let us concentrate on the most complicated term E3. We can bound E31(M/2 6 N 6
M − 3) using (81). For every X ∈ F+(t), we have
|〈X, E31(M/2 6 N 6M − 3)X〉| 6
〈
X, dΓ(1−∆) +MN4β−1X
〉 1
2 ×
×
〈
1(M/2 6 N 6M − 3)X, dΓ(1−∆) +MN4β−11(M/2 6 N 6M − 3)X
〉 1
2
6
〈
X, dΓ(1−∆) +MN4β−1X
〉
.
Thus we have the quadratic form estimate
±
(
E31(M/2 6 N 6M − 3) + h.c.
)
6 dΓ(1−∆) +MN4β−1.
All the other terms can be bound similarly using the Lemmas 9 and 13. For example, we
have
±
(
E21(M/2 6 N 6M − 3) + h.c.
)
6 dΓ(1−∆) +Nβ+ε,
and similarly,
± 1
M/2 − 2
M−3∑
m=M/2
i[H(t),16m] 6
Ct,ε
M
(
dΓ(1−∆) +Nβ+ε
)
. (118)
This ends the proof of Lemma 19. 
7.4. Step 3: Conclusion of Theorem 1.
Proof of Theorem 1. Let 0 < β < 1/6. Let u(t) and ϕ(t) be the solution to the quintic
Hartree equation (18) and the quintic NLS (1) with the same initial condition ϕ0 = u0 ∈
H4(R3). We define
ΦN (t) = e
−i
∫ t
0
χ(s) ds UN (t)ΨN (t) = e
−i
∫ t
0
χ(s) ds UN (t)e
−itHNU∗N (0)ΦN (0).
The actions (75) lead to the key identity
Q(t)γ
(1)
ΨN (t)
Q(t) = γ
(1)
ΦN (t)
. (119)
In particular, recall that the asusmption (12) in Theorem 1 is equivalent to (96),
〈ΦN (0), dΓ(1−∆)ΦN (0)〉 = Tr
(
(1−∆)γ(1)ΦN (0)
)
= Tr
(
(1−∆)Q(0)γ(1)ΨN (0)Q(0)
)
6 C.
By applying Lemma 18 we find that for all
1≪M ≪ N1−2β
the truncated dynamics ΦN,M(t) ∈ F6M+ (t) defined by
i∂tΦN,M (t) = 1
6MH˜N (t)1
6MΦN,M (t), ΦN,M(0) = 1
6MΦN(0)
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satisfies the norm approximation
‖ΦN − ΦN,M‖2 6 Ct,ε
(
N (4β−1)/2 +
N2β√
M
+
N (1+β+ε)/2
M
)
. (120)
Now we transfer (120) to an estimate on the one-body density matrix. Since ΦN,M (t) ∈
F6M+ (t), we have the obvious estimate
‖ΦN (t)− ΦN,M (t)‖2 = ‖1>MΦN (t)‖2 + ‖16MΦN (t)− ΦN,M(t)‖2 > ‖1>MΦN (t)‖2.
Thus (120) gives
‖1>MΦN (t)‖2 6 Ct,ε
(
N (4β−1)/2 +
N2β√
M
+
N (1+β+ε)/2
M
)
. (121)
In viewing of (119), we have
N−1 Tr
(
Q(t)γ
(1)
ΨN (t)
Q(t)
)
= N−1 Tr
(
γ
(1)
ΦN (t)
)
= N−1〈ΦN (t),NΦN (t)〉
= N−1〈ΦN (t),16MNΦN (t)〉+N−1〈ΦN (t),1>MNΦN (t)〉
6 N−1M‖16MΦN (t)‖2 + ‖1>MΦN (t)‖2
6MN−1 + Ct,ε
(
N (4β−1)/2 +
N2β√
M
+
N (1+β+ε)/2
M
)
.
Then by the Cauchy-Schwarz inequality and the fact that 1−Q(t) = |u(t)〉〈u(t)| is a rank-
one projection, we obtain
Tr
∣∣∣N−1γ(1)ΨN (t) − |u(t)〉〈u(t)|∣∣∣ 6
√
N−1 Tr
(
Q(t)γ
(1)
ΨN (t)
Q(t)
)
6
√
MN−1 + Ct,ε
(
N2β√
M
+
N (1+β+ε)/2
M
)
. (122)
On the other hand, from (27) in Theorem 3 we find that
Tr
∣∣∣|u(t)〉〈u(t)| − |ϕ(t)〉〈ϕ(t)|∣∣∣ 6 2‖u(t)− ϕ(t)‖L2(R3) 6 CtN−β/2. (123)
Thus in summary, from (122) and (123) we conclude by the triangle inequality that
Tr
∣∣∣N−1γ(1)ΨN (t) − |ϕ(t)〉〈ϕ(t)|∣∣∣
6 CtN
−β/2 +
√
MN−1 + Ct,ε
(
N (4β−1)/2 +
N2β√
M
+
N (1+β+ε)/2
M
)
. (124)
It remains to optimize the right side of (124) over 1≪M ≪ N1−2β. Choosing
M = N1−2β−ε
for ε > 0 arbitrarily small (but independent of N), we deduce from (124) that
Tr
∣∣∣N−1γ(1)ΨN (t) − |ϕ(t)〉〈ϕ(t)|∣∣∣ 6 Ct,εN−α (125)
for any constant
α < min
{
β
2
,
1− 6β
4
}
.
This completes the proof of Theorem 1. 
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8. Proof of Theorem 2
In this section we prove the norm approximation in Theorem 2. As explained in Section
5, it boils down to prove that the transformed dynamics ΦN(t) = e
−i
∫ t
0
χ(s) ds UN (t)ΨN (t)
in (77) converges to the Bogoliubov dynamics Φ(t) in (19).
We will follow the strategy of the previous section to consider the truncated dynamics
ΦN,M in (105),
i∂tΦN,M(t) = 1
6MH˜N (t)1
6MΦN,M(t), ΦN,M(0) = 1
6MΦN (0).
The norm approximation between ΦN,M and ΦN was already provided in Lemma 18. There-
fore, it is natural to compare ΦN,M with the Bogoliubov dynamics Φ(t).
8.1. Step 1: Truncated vs. Bogoliubov dynamics.
Lemma 20 (Truncated vs. Bogoliubov dynamics). Let 1≪M ≪ N1−2β. Then
‖ΦN,M (t)− Φ(t)‖2 6 Ct,ε
(
Nβ+ε
M
+
√
MN5β−1+2ε
)
. (126)
Proof. Similarly to (111), we have
‖ΦN,M (t)− Φ(t)‖2 6 2 (1−ℜ〈ΦN,M(t),Φ(t)〉) .
Now picking M/2 6 m 6M − 3 we write
〈ΦN,M (t),Φ(t)〉 = 〈ΦN,M (t),1>mΦ(t)〉+ 〈ΦN,M(t),16mΦ(t)〉. (127)
The first term containing the many particle sector can be bounded using (60):
|〈ΦN,M (t),1>mΦ(t)〉| 6 ‖1>mΦ(t)‖ 6 〈Φ(t), (N/m)Φ(t)〉1/2 6 Ct,εN
(β+ε)/2
√
M
. (128)
For the second term in (127) we calculate the derivative
d
dt
〈ΦN,M (t),16mΦ(t)〉 = i
〈
ΦN,M (t),
(
1
6MH˜N (t)1
6M
1
6m − 16mH(t)
)
Φ(t)
〉
= i
〈
ΦN,M (t), [H(t),1
6m] +
(
(H˜N (t)−H(t))16m
)
Φ(t)
〉
, (129)
where we have used, as in (115),
1
6MH˜N(t)1
6M
1
6m = H˜N (t)1
6m.
To bound the first term in (129) containing the commutator [H(t),16m], we average over
m ∈ [M/2,M − 3], then use (118) and the kinetic bounds in Theorem 8 and Lemma 17.
We obtain∣∣∣ 1
M/2− 1
M−3∑
m=M/2
〈
ΦN,M (t), i[H(t),1
6m]Φ(t)
〉∣∣∣
6
Ct,ε
M
〈
ΦN,M (t),
(
dΓ(1−∆) +Nβ+ε
)
ΦN,M(t)
〉 1
2
〈
Φ(t),
(
dΓ(1−∆) +Nβ+ε
)
Φ(t)
〉 1
2
6
Ct,ε
M
√
MN4β−1 +Nβ+ε ·
√
Nβ+ε 6
Ct,ε
M
(√
MN5β−1+ε +Nβ+ε
)
. (130)
In order to estimate the second term in (129), we use (81) in Lemma 13: when m ≪
N1−2β,
1
6m(H˜N (t)−H(t))16m 6 ηdΓ(1−∆) + η−1CtmN4β−1, ∀η > Ct
√
mN2β−1.
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Then for all M/2 6 m 6M − 3, by the Cauchy-Schwarz inequality and the kinetic bounds
in Theorem 8 and Lemma 17, we can estimate∣∣∣〈ΦN,M(t), (H˜N (t)−H(t))16mΦ(t)〉∣∣∣
=
∣∣∣〈ΦN,M(t),16m+3(H˜N (t)−H(t))16m+316mΦ(t)〉∣∣∣
6 Ct
〈
ΦN,M (t),
(
ηdΓ(1−∆) + η−1MN4β−1
)
ΦN,M(t)
〉 1
2 ×
×
〈
Φ(t),
(
ηdΓ(1−∆) + η−1MN4β−1
)
Φ(t)
〉 1
2
6 Ct,ε
√
η(MN4β−1 +Nβ+ε) + η−1MN4β−1 ·
√
ηNβ+ε + η−1MN4β−1
6 Ct,ε
√
η2N2(β+ε) + (1 + η2)MN5β−1 + (1 + η−2)(MN4β−1)2
for all η > Ct
√
MN2β−1. By choosing
η = Ct
√
MN3β−1
we obtain ∣∣∣〈ΦN,M(t), (H˜N (t)−H(t))16mΦ(t)〉∣∣∣ 6 Ct,ε√MN5β−1+2ε. (131)
Averaging the latter bound over M/2 6 m 6M − 3, and combining with (130), we deduce
from (129) that∣∣∣∣∣∣ 1M/2 − 1
M−3∑
m=M/2
d
dt
〈ΦN,M (t),16mΦ(t)〉
∣∣∣∣∣∣ 6 Ct,ε
(
Nβ+ε
M
+
√
MN5β−1+2ε
)
.
Then using the the bound
〈ΦN,M (0),16mΦ(0)〉 = 1− 〈ΦN (0),1>mΦN (0)〉 > 1− C
M
,
which follows from assumption 〈ΦN (0),NΦN (0)〉 6 C, we obtain as in (117),
ℜ 1
M/2− 1
M−3∑
m=M/2
〈ΦN,M (t),16mΦ(t)〉 > 1− Ct,ε
(
Nβ+ε
M
+
√
MN5β−1+2ε
)
.
Putting the latter estimate together with (128) (after averaging over M/2 6 m 6M−3),
we conclude that from (127) that
‖ΦN,M (t)− Φ(t)‖2 6 Ct,ε
(
Nβ+ε
M
+
√
MN5β−1+2ε
)
.
This is the desired estimate. 
8.2. Step 2: A further truncated dynamics. Recall that from Lemma 18 and Lemma
20, we have proved that for all 1≪M ≪ N1−2β ,
‖ΦN (t)− ΦN,M(t)‖2 6 Ct,ε
(
N (4β−1)/2 +
N2β√
M
+
N (1+β+ε)/2
M
)
,
‖ΦN,M (t)−Φ(t)‖2 6 Ct,ε
(
Nβ+ε
M
+
√
MN5β−1+2ε
)
.
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Obviously, we can deduce ‖ΦN (t)−Φ(t)‖ → 0 if we can control all the error terms in the
above estimates. However, to make both error terms
N2β√
M
,
√
MN5β−1+2ε
small simultaneously, we would need
N2β√
M
·
√
MN5β−1+2ε =
√
N9β−1+2ε → 0
which requires β < 1/9.
To extend the norm approximation to all β < 1/6, we need a further step. We will
introduce another truncated dynamics Φ
N,M˜
with M˜ ≪ M and apply Lemma 20 to the
new one. Of course, to make this strategy work we need to show that Φ
N,M˜
is sufficiently
close to ΦN,M . This is the content of the following
Lemma 21 (Intermediate norm approximation). Let 1≪ M˜ 6M ≪ N1−2β . Then
‖ΦN,M (t)− ΦN,M˜(t)‖2 6 Ct,ε
(
N (4β−1)/2 +
N (β+ε)/2√
M˜
+
√
M
M˜
N4β−1 +
√
MN5β+ε−1
M˜
)
.
Proof. The proof strategy follows similarly as in Lemma 18. We use again
‖ΦN,M (t)− ΦN,M˜(t)‖2 6 2
(
1−ℜ
〈
ΦN,M(t),ΦN,M˜ (t)
〉)
. (132)
For any M˜/2 6 m 6 M˜ − 3 we split the right side as〈
ΦN,M(t),ΦN,M˜ (t)
〉
=
〈
ΦN,M (t),1
6mΦ
N,M˜
(t)
〉
+
〈
ΦN,M(t),1
>mΦ
N,M˜
(t)
〉
.
The second term can be bounded similarly to (113):
|〈ΦN,M (t),1>mΦN,M˜ (t)〉| 6 ‖ΦN,M (t)‖ · ‖1>mΦN,M˜(t)‖ (133)
6 Ct,ε
(
N (4β−1)/2 +
N (β+ε)/2√
M˜
)
.
The bound for the few particle sectors follows again by averaging over m ∈ [M˜/2, M˜ − 3],
then using Lemma 19 and the kinetic bound in Lemma 17 (for both ΦN,M(t) and ΦN,M˜ (t)).
This gives ∣∣∣ 1
M˜/2− 1
M˜−3∑
m=M˜/2
d
dt
〈ΦN,M(t),16mΦN,M˜(t)〉
∣∣∣
=
∣∣∣ 1
M˜/2− 1
M˜−3∑
m=M˜/2
〈
ΦN,M (t), i[H˜N (t),1
6m]Φ
N,M˜
(t)
〉∣∣∣
6
Ct
M˜
〈
ΦN,M (t),
(
dΓ(1−∆) + M˜N4β−1 +Nβ+ε
)
ΦN,M (t)
〉 1
2×
×
〈
Φ
N,M˜
(t),
(
dΓ(1−∆) + M˜N4β−1 +Nβ+ε
)
Φ
N,M˜
(t)
〉 1
2
6
Ct,ε
M˜
√
MN4β−1 +Nβ+ε
√
M˜N4β−1 +Nβ+ε
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6 Ct,ε
(√
M
M˜
N4β−1 +
√
MN5β+ε−1
M˜
+
Nβ+ε
M˜
)
.
Combining with the bound
〈ΦN,M(0),16mΦN,M˜(0)〉 = 1− 〈Φ(0),1>mΦ(0)〉 > 1−
C
M˜
,
which follows from assumption 〈ΦN (0),NΦN (0)〉 6 C, we obtain as in (117),
ℜ 1
M˜/2− 1
M˜−3∑
m=M˜/2
〈ΦN,M (t),16mΦN,M˜(t)〉
> 1− Ct,ε
(√
M
M˜
N4β−1 +
√
MN5β+ε−1
M˜
+
Nβ+ε
M˜
)
.
Putting this together with (133) we obtain
ℜ〈ΦN,M (t),ΦN,M˜ (t)〉 > 1− Ct,ε
(
N (4β−1)/2 +
N (β+ε)/2√
M˜
+
√
M
M˜
N4β−1 +
√
MN5β+ε−1
M˜
)
.
Therefore, (132) gives the desired inequality. 
8.3. Step 3: Conclusion of Theorem 2.
Proof of Theorem 2. Let ΦN (t) = UN (t)ΨN (t) as in (77). For every 1 6 M 6 N , let
ΦN,M(t) be the truncated dynamics defined as in (105).
For every 0 < β < 1/6 and 0 < α < (1 − 6β)/4, we can find a finite number K > 0 and
a decreasing sequence {Mk}Kk=1 such that
N1−2β ≫M1 > max{N4β+2α, N (1+β)/2+α}, (134)
Mk >Mk+1 > max{
√
Mk,MkN
−β, Nβ+2α}, ∀k = 1, 2, ...,K − 1, (135)
MK = N
β+2α. (136)
From Lemmas 18, 21 and 20 and the above choice of {Mk}Kk=1, we have the norm approxi-
mations
‖ΦN (t)− ΦN,M1(t)‖2 6 Ct,ε
(
N (4β−1)/2 +
N2β√
M1
+
N (1+β+ε)/2
M1
)
6 Ct,εN
−α+ε,
‖ΦN,Mk(t)−ΦN,Mk+1(t)‖2 6 Ct,ε
(
N (4β−1)/2 +
√
Nβ+ε
Mk+1
+
√
Mk
Mk+1
N4β−1 +
√
MkN5β+ε−1
Mk+1
)
,
6 Ct,εN
−α+ε, ∀k = 1, 2, ...,K − 1,
‖ΦN,MK (t)− Φ(t)‖2 6 Ct,ε
(
Nβ+ε
MK
+
√
MKN5β−1+2ε
)
6 Ct,εN
−α+ε.
By the triangle inequality we conclude that
‖ΦN (t)− Φ(t)‖ 6 ‖ΦN (t)− ΦN,M1(t)‖+
K−1∑
k=1
‖ΦN,Mk(t)− ΦN,Mk+1(t)‖
+ ‖ΦN,MK (t)− Φ(t)‖ 6 (K + 1)Ct,εN (−α+ε)/2.
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Finally, since UN (t) is a (partial) unitary operator we have that
‖ΨN (t)− U∗N (t)16NΦ(t)‖ = ‖ΦN (t)− 16NΦ(t)‖ 6 ‖ΦN (t)− Φ(t)‖.
and this finishes the proof of Theorem 2. 
Appendix A. Extension to systems on torus
Our main results in Theorem 1 and 2 remain valid when the configuration space R3 is
replaced by the torus T3 = (R/(2πZ))3. In our proofs, the domain issue only emerges in
the level of the effective theory. Therefore, the main concern is the well-posedness of the
quintic Hartree equation on T3 i∂tu(t, x) =
(
−∆+ 1
2
∫∫
|u(t, y)|2VN (x− y, x− z)|u(t, z)|2 dy dz
)
u(t, x), x ∈ T3, t > 0
u(0, x) = u0(x).
(137)
We will prove the following analogue of Theorem 3 for the torus case.
Theorem 22. Let u0 ∈ H4(T3) be an initial state. Then for every time T > 0, there exists
a solution to equation (137) on [0, T ] which satisfies
‖u(t, ·)‖H4(T3) 6 Ct, ‖∂tu(t, ·)‖H2(T3) 6 Ct. (138)
Here the constant Ct is dependent on ‖u0‖H4 and t, but independent of N .
Again the result is proven by considering the Hartree equation as a perturbation of the
quintic NLS. Even though the basic idea is very similar to the R3 case, the details in the
torus case is more involved because some Strichartz’s estimates are no longer available. In
the following we will follow the analysis for quintic NLS on torus by Ionescu and Pausader
[31, 32] and will mainly focus on the places when nontrivial modifications from the R3 case
in Section 3 are needed.
Let us start by briefly recalling the definition of the Littlewood-Paley projections. Take
ψ : R→ [0, 1] a smooth even function with ψ(y) = 1 if |y| 6 1 and ψ(y) = 0 if |y| > 2. We
will use a decomposition into dyadic integers
M = 2j , j ∈ Z.
The Littlewood-Paley projectors P6M and PM are then defined by
P̂6Mf (ξ) := ψ(|ξ|/M)f̂ (ξ), ξ ∈ Z3,
P1f := P61f, PMf := P6Mf − P6M/2f if M > 2.
The following strong functional spaces are introduced by Herr-Tataru-Tzvetkov [29]
‖u‖2Xs(R) =
∑
ξ∈Z3
(1 + |ξ|2)s‖eit|ξ|2 û(t, ξ)‖2U2t ,
‖u‖2Y s(R) =
∑
ξ∈Z3
(1 + |ξ|2)s‖eit|ξ|2 û(t, ξ)‖2V 2t ,
with Up and V p are defined by Hadac-Herr-Koch [28]. For any bounded time interval
I ⊂ [0,∞), we denote Xs(I) and Y s(I) in the usual way as restriction norms. As suggested
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by Ionescu-Pausder [31], we will also use the following spacetime norm
‖u‖Z(I) :=
∑
p∈{p0,p1}
sup
J⊆I, |J |61
(∑
M
M5−p/2‖PMu(t)‖pLpt,x(J×T3)
)1/p
,
p0 = 4 + 1/10, p1 = 100,
(139)
which satisfies ‖u‖Z(I) . ‖u‖X1(I). Finally we will also use a norm interpolating between
the Z(I) and X1(I) norm
‖u‖Z′(I) = ‖u‖1/2Z(I)‖u‖
1/2
X1(I)
.
A.1. Estimate of the nonlinear term. In order to prove Theorem 22 it is important
to have good control on the nonlinear term in (137). For that we will use the following
Lemma. This will be proved similarly to [31, Lemma 3.2] (see also [29, Proposition 4.1],
[32, Lemma 3.2] and [16, Lemma 5.5] for related results).
Lemma 23. Let s > 1, and uj ∈ Xs(I), j = 1 . . . 5. Then we have on a time interval
I = (a, b), |I| 6 1 the following estimate
∥∥∥∥∫ t
a
ei(t−s)∆
∫∫
u˜1(s, y)u˜2(s, y)VN (x− y, x− z)u˜3(s, z)u˜4(s, z) dy dz u˜5(s) ds
∥∥∥∥
Xs(I)
. ‖uσ(1)‖Xs(I)
5∏
j=2
‖uσ(j)‖Z′(I), (140)
for any permutation σ on {1, · · · , 5}. Here u˜j can either be uj or uj.
Proof. We will just proof the case where σ is the identity since the case for all other per-
mutations follows in the same way. By [29, Proposition 2.11] we know that∫ t
0
ei(t−s)∆P6M
(∫∫
u˜1u˜2VN u˜3u˜4 dy dz u˜5
)
ds ∈ Xs(I)
with∥∥∥∥∫ t
0
ei(t−s)∆P6M
(∫∫
u˜1u˜2VN u˜3u˜4 dy dz u˜5
)
ds
∥∥∥∥
Xs(I)
6 sup
∣∣∣∣∫
I×T3
P6M
(∫∫
u˜1(t, y)u˜2(t, y)VN (x− y, x− z)u˜3(t, z)u˜4(t, z) dy dz u˜5(t, x)
)
v(t, x) dxdt
∣∣∣∣ ,
where the supremum is taken over all v ∈ Y −s(I) with ‖v‖Y −s = 1. Define u0 = P6Mv.
With this notation we need to prove∣∣∣∣∫
I×T3
∫∫
u˜1(t, y)u˜2(t, y)VN (x− y, x− z)u˜3(t, z)u˜4(t, z) dy dz u˜5(t, x)u˜0(t, x) dxdt
∣∣∣∣
6 ‖u0‖Y −s(I)‖u1‖Xs(I)
5∏
j=2
‖uj‖Z′(I). (141)
The desired result will then follow by taking the limit M →∞.
We now use the dyadic decompositon uk =
∑
Mk
PMkuk. With that and the Cauchy-
Schwarz inequality we see that in order to bound the left hand side of (141) it suffices to
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bound
S =
∑
M
∫∫
VN (y, z)‖PM0 u˜0PM2 u˜2(· − y)PM4 u˜4(· − z)‖L2t,x(I×T3)×
× ‖PM1 u˜1(· − y)PM3 u˜3(· − z)PM5 u˜5‖L2t,x(I×T3) dy dz,
whereM is the set of tuples (M0,M1,M2,M3,M4,M5) of dyadic numbers satisfyingMi > 1
and
M5 6M4 6 · · · 6M1, max{M0,M2} ∼M1.
We first consider the subset M1 ⊂ M with M2 6 M0 ∼ M1: Using [31, Lemma 3.1] and
translation invariance of the Y 0 and Z ′ norms we get
S1 .
∫∫
VN (y, z) dy dz
∑
M1
(
M5
M1
+
1
M3
)δ (M4
M0
+
1
M2
)δ
×
× ‖PM1u1‖Y 0‖PM3u3‖Z′‖PM5u5‖Z′‖PM0u0‖Y 0‖PM2u2‖Z′‖PM4u4‖Z′ .
.
∑
M
(
M5
M1
+
1
M3
)δ (M4
M0
+
1
M2
)δ
×
× ‖PM1u1‖Y 0‖PM3u3‖Z′‖PM5u5‖Z′‖PM0u0‖Y 0‖PM2u2‖Z′‖PM4u4‖Z′ ,
for some δ > 0. By using the Cauchy-Schwarz inequality we can sum with respect to
M2,M3,M4, and M5 which gives
S1 .
5∏
j=2
‖uj‖Z′
∑
M0∼M1
‖PM0u0‖Y 0‖PM1u1‖Y 0 ∼
5∏
j=2
‖uj‖Z′
∑
M0∼M1
M−s0 ‖PM0u0‖Y 0 M s1‖PM1u1‖Y 0 .
Using again Cauchy-Schwarz in M1 we get
S1 . ‖u0‖Y −s‖u1‖Y s
5∏
j=2
‖uj‖Z′ . ‖u0‖Y −s‖u1‖Xs
5∏
j=2
‖uj‖Z′ .
For the subset M2 ⊂ M with M0 6 M2 ∼ M1 we use both estimates in [31, Lemma 3.1]
and obtain
S2 .
∑
M2
∫∫
VN (y, z) dy dz
(
M5
M1
+
1
M3
)δ
M
1/2−5/p0
0 M
1/2−5/p0
2 M
10/p0−2
4 ×
× ‖PM1u1‖Y 0‖PM3u3‖Z′‖PM5u5‖Z′‖PM0u0‖Z‖PM2u2‖Z‖PM4u4‖Z .
Now using Strichartz’s estimate [31, Corollary 2.2] (and the embedding Y 0(I) →֒ Up0∆ (I, L2) →֒
Up1∆ (I, L
2), with notation U∆ in [31]) we have
‖PM0u0‖Z(I) .M0
(
‖u0‖Up0
∆
(I,L2) + ‖u0‖Up1
∆
(I,L2)
)
.M0‖PM0u0‖Y 0(I).
Putting this in the above we obtain
S2 .
∑
M2
(
M5
M1
+
1
M3
)δ
M
3/2−5/p0
0 M
1/2−5/p0
2 M
10/p0−2
4 ×
× ‖PM1u1‖Y 0‖PM3u3‖Z′‖PM5u5‖Z′‖PM0u0‖Y 0‖PM2u2‖Z‖PM4u4‖Z
6
∑
M2
(
M5
M1
+
1
M3
)δ
‖PM1u1‖Y 0‖PM3u3‖Z′‖PM5u5‖Z′‖PM0u0‖Y 0‖PM2u2‖Z‖PM4u4‖Z .
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We can now use the Cauchy-Schwarz to sum over M5,M4,M3 to get
S2 .
5∏
j=3
‖uj‖Z′
∑
M1∼M2>M0
‖PM1u1‖Y 0‖PM0u0‖Y 0‖PM2u2‖Z
.
5∏
j=2
‖uj‖Z′
∑
M1>M0
‖PM1u1‖Y 0‖PM0u0‖Y 0
.
5∏
j=2
‖uj‖Z′
∑
M1>M0
(
M0
M1
)s
‖PM1u1‖Y s‖PM0u0‖Y −s .
Now using Schur’s Lemma we obtain
S2 . ‖u0‖Y −s‖u1‖Y s
∏
j=2
‖uj‖Z′ . ‖u0‖Y −s‖u1‖Xs
∏
j=2
‖uj‖Z′ .
This finishes the proof.

A.2. Local well-posedness. In this section we will prove the local theory for the quintic
Hartree equation on T3. We will proceed very similarly to [31, Proposition 3.3] (see also
[32, Propositon 3.3]). In fact the only real difference is the treatment of the nonlinear term
which is provided by Lemma 23.
Lemma 24 (Local well-posedness). For every u0 ∈ H1(T3) there exists a ε > 0 depending
on ‖u0‖H1(T3) such that on any time interval I ∋ 0, |I| 6 1 with
‖eit∆u0‖Z′(I) 6 ε (142)
there exists a unique solution u ∈ X1(I) of (137).
If furthermore u ∈ X1(I) is a solution of (137) on some open interval I satisfying
‖u‖Z(I) <∞ (143)
then u can be extended to some neighborhood of I and
‖u‖X1(I) 6 C(‖u0‖H1(T3), ‖u‖Z(I)). (144)
Proof. We will proceed in the standard way by using a fixed point argument. Let E :=
‖u0‖H1(T3) and define the set
E(I, a) =
{
v ∈ X1(I) : ‖v‖X1(I) 6 2E, ‖v‖Z′(I) 6 a
}
,
which is closed in X1(I). We will consider the following map
Φ(u)(t) = eit∆u0 − i
2
∫ t
0
ei(t−s)∆
∫∫
|u(s, y)|2VN (x− y, x− z)|u(s, z)|2 dy dz u(s) ds.
Using [29, Proposition 2.10] for the linear term and Lemma 23 for the nonlinear term, we
see that
‖Φ(u)(t)‖X1(I) 6 ‖u0‖H1(T3) + C‖u‖4Z′(I)‖u‖X1(I) 6 E + Ca4E
‖Φ(u)(t)‖Z′(I) 6 ε+ C‖u‖4Z′(I)‖u‖X1(I) 6 ε+ Ca4E.
In the second line we have used assumption (142) and that the Z ′(I) can be bounded by
the X1(I) norm for the nonlinear term. Hence by choosing a = 2ε and then ε > 0 small
enough we obtain that Φ(E(I, a)) ⊆ E(I, a).
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Moreover, using again Lemma 23 we obtain that
‖Φ(u)−Φ(v)‖X1(I) .
(‖u‖4Z′ + ‖v‖4Z′) ‖u− v‖X1(I) . a4‖u− v‖X1(I).
For a > 0 small enough this gives that Φ is a contraction map on E(I, a). Using now the
contraction mapping principle we see that there exists a unique u ∈ E(I, a) which solves
(137).
To see the uniqueness of the solution in the whole space X1(I) let us assume that there
exist u, v ∈ X1(I) solution of (137). If we choose an open subinterval J ⊆ I containing 0
we have that for J small enough u, v ∈ E(J, a). By uniqueness in E(J, a) we know that
u|J = v|J . Hence, the set {u = v} is open and closed in I and therefore equal to I.
The extension result for finite Z(I) norm (143) follows in the same way as in [31, Propo-
sition 3.3] (see also [32, Lemma 3.4]). 
A.3. Proof of Theorem 22. In this section we will proof the global existence and reg-
ularity stated in Theorem 22. We will use the global well-posedness theory of the quintic
nonlinear Schro¨dinger equation on T3
i∂tu˜ = −∆u˜+ b0|u˜|4u˜ (145)
provided in [31]. The quintic Hartree equation (137) will then be considered as a pertur-
bation of (145). Using a stability result similar to [31, Proposition 3.4] in the case of the
quintic NLS, this will give the global theory of (137).
Lemma 25 (Stability). Assume I is an open bounded interval and u˜ in X1(I) a solution
of the pertubed equation
i∂tu˜ = −∆u˜+ 1
2
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz u˜+ e (146)
for some function e. Moreover, assume that
‖u˜‖Z(I) 6M, (147)
‖u˜‖L∞t H˙1x(I×T3) 6 E, (148)
‖u0 − u˜(0)‖H1(T3) +
∥∥∥∥∫ t
0
ei(t−s)∆e(s, ·) ds
∥∥∥∥
X1(I)
6 ε (149)
for some M,E > 0 and some small enough ε > 0.
Then there exists a solution u ∈ X1(I) of (137) with
‖u‖X1(I) 6 C(M,E). (150)
Using Lemma 23 for the nonlinear term, the proof of Lemma 25 follows similarly to [31,
Propositon 3.4] (consider also [32, Proposition 3.5]) and is therefore omitted.
Now we come to the proof of the main result Theorem 22.
Proof Theorem 22. In order to prove Theorem 22 we want to apply Lemma 25 with u˜ being
the solution of the pertubed equation given by the quintic NLS on T3
i∂tu˜ = −∆u˜+ b0|u˜|4u˜
= −∆u˜+ 1
2
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz u˜+ eN ,
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with initial state u˜(0, x) = u0. Here we have defined the pertubation
eN = b0|u˜|4 u˜− 1
2
∫∫
|u˜(y)|2VN (x− y, x− z)|u˜(z)|2 dy dz u˜.
In order to use Lemma 25 we want to show that∥∥∥∥∫ t
0
ei(t−s)∆eN (s, ·) ds
∥∥∥∥
X1(I)
is arbitrarily small for N large. Without loss of generality we assume |I| 6 1 in order to
apply Lemma 23. By the triangle inequality we have∥∥∥∥∫ t
0
ei(t−s)∆eN (s, ·) ds
∥∥∥∥
X1(I)
6
∥∥∥∥∫ t
0
ei(t−s)∆
∫∫
VN (y, z)
(|u˜(x− y)|2 − |u˜(x)|2) |u˜(x)|2 dy dz u˜(s, ·) ds∥∥∥∥
X1(I)
+
∥∥∥∥∫ t
0
ei(t−s)∆
∫∫
VN (y, z)
(|u˜(x− z)|2 − |u˜(x)|2) |u˜(x− y)|2 dy dz u˜(s, ·) ds∥∥∥∥
X1(I)
.
We will only consider the first term since the second term will follow the same way. From
Lemma 23 we have that∥∥∥∥∫ t
0
ei(t−s)∆
∫∫
VN (y, z)
(|u˜(x− y)|2 − |u˜(x)|2) |u˜(x)|2 dy dz u˜(s, ·) ds∥∥∥∥
X1(I)
. ‖u˜‖4X1(I) sup
|y|6CN−β
‖u˜(· − y)− u˜‖X1(I),
where we have used that VN (y, ·) = 0 for |y| > CN−β since V has compact support. Using
the global well-posedness of the quintic NLS on T3 proven in [31] we see that this expres-
sion is arbitrarily small for N large. By Lemma 25 we now obtain that (137) has a solution
u ∈ X1(I).
To conclude the regularity result (138) we use that ‖u‖X1(I) is finite and the nonlinear
estimate in Lemma 23. Here it is important that the right side of (140) includes the weaker
norm of Z ′ which can be made arbitrarily small by localizing in time (unlike the X1-norm).
To be precise, since ‖u‖Z′(I) is finite, for every δ > 0 the time interval I can be split up into
finitely many subintervals I0, · · · , IK such that
‖u‖Z′(Ij) 6 δ
for each j = 1, · · · ,K. We also assume |Ij| 6 1 for each j = 1, · · · ,K. Now using Duhamel’s
formula and Lemma 23 we obtain
‖u‖X4(I0) . ‖u0‖H4(T3) + ‖u‖4Z′(I0)‖u‖X4(I0)
6 ‖u0‖H4(T3) + δ4‖u‖X4(I0).
If we choose δ > 0 small enough, this gives
‖u‖X4(I0) . ‖u0‖H4(T3).
The embedding X4(I0) →֒ L∞(I0,H4(T3)) now gives
‖u(t, ·)‖H4(T3) . ‖u0‖H4(T3),
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for each t ∈ I0. Using this we can iterate the procedure and obtain ‖u(t, ·)‖H4(T3) .
‖u0‖H4(T3) for all t ∈ I. 
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