Adults of varying reading comprehension skill learned a set of previously unknown rare English words (e.g., gloaming) in three different learning conditions in which the type of word knowledge was manipulated. The words were presented in one of three conditions: (1) orthography-to-meaning (no phonology); (2) orthography-to-phonology (no meaning); and (3) phonology-to-meaning (no orthography). Following learning, participants made meaning judgments on the learned words, familiar known words, and unpresented (unlearned) rare words while their ERPs were recorded. The behavioral results showed no significant effects of comprehension skill on meaning judgment performance. Contrastingly, the ERP results indicated comprehension skill differences in P600 amplitude; high-skilled readers showed stronger familiarity effects for learned words, whereas less-skilled readers did not distinguish between learned words, familiar words, and unlearned words. Evidence from the P600 and N400 illustrated superior learning of meaning when meaning information was coupled with orthography rather than phonology. These results suggest that the availability of word knowledge (orthography, phonology, and meaning) at learning affects subsequent word identification processes when the words are encountered in a new context.
Introduction
Much of the knowledge we have about words and how we process them develops from a lifetime of learning experiences with words. What is known about a word and its meaning and the quality of this knowledge affects how it is processed in isolation, and has even more critical effects on higher level comprehension processes. Theories of reading comprehension, such as the Verbal Efficiency Theory (Perfetti, 1985) , and more recently, the Lexical Quality Hypothesis (Perfetti, 2007; Perfetti & Hart, 2001 propose that difficulties in comprehension partly arise from poor word identification skills and weak representations of a word's form (orthography and phonology) and its meaning. These theories are supported by correlational data that indicate word knowledge to be a critical predictor of reading ability (Dixon, LeFevre, & Twilley, 1988; Ouellette, 2006; Patterson & Hodges, 1992) .
Our interest in this study is to establish more directly that different learning experiences with words affect subsequent encounters with those words. Specifically, using both behavioral measures and recordings of event-related potentials (ERPs) we want to examine the differences in word identification and meaning retrieval as a consequence of different word learning contexts. The benefit of using ERPs to examine the acquisition of word knowledge is that they provide information on the order of milliseconds on the time course of word processing, and they can potentially distinguish among the cognitive events that occur at word reading (e.g., recognizing a word as familiar versus recognizing a word as recently experienced).
In addition to using ERPs to expose the consequences of word experience, we also address the research question of individual differences in comprehension skill and word learning. Skilled reading depends on knowing many words in the language (Anderson & Freebody, 1981; Sternberg & Powell, 1983) , and that the underlying meaning of these words can be easily and reliably accessed from the words' form (Perfetti, 1985) . Word knowledge is a critical component of skilled reading as indicated by the Lexical Quality Hypothesis (Perfetti, 2007; Perfetti & Hart, 2001 and other studies (Daneman, 1984; Everatt & Underwood, 1994) , and it may also support new word learning. If so, we would expect to observe differences in word learning as a result of individual differences in comprehension skill. These differences may be observed in ERP components that indicate recognition and meaning processing for recently experienced words.
What is 'known' about a word?
In this study, we define word knowledge as information that a reader has about a word's form (orthography and phonology) and its meaning. Meaning representations can be characterized by two distinct levels of knowledge. One is a specific and 'definitionlike' representation of a word's meaning that is delimited by a set of core meaning features that are characteristic of a particular word (Drum & Konopak, 1987) . This level of word representation is context-independent (e.g., Barsalou, 1982) , and is referred to as definitional knowledge of a word (Chaffin, 1997) . The second type of word information reflects general meta-linguistic knowledge of the word's relationship to other words (e.g., co-occurrence) and extendibility of use in other contexts (Miller, 1999) . This level of word knowledge is context-dependent (e.g., Barsalou, 1982) , and is referred to as contextual knowledge of a word (Chaffin, 1997; Miller, 1999; Miller & Charles, 1991) . In this study, learners were exposed to the definitional knowledge of a word using dictionary definitions, and were later tested on the acquisition of this information using a word processing task.
How is a word learned?
Word knowledge can be communicated in many different ways (e.g., in context, dictionary definition, explicit vocabulary instruction, etc.). We argue here that regardless whether the word is learned 'incidentally' via reading (e.g., Herman, Anderson, Pearson, & Nagy, 1987; Jenkins, Stein, & Wysocki, 1984; Nagy, Herman, & Anderson, 1985) , explicitly in a vocabulary instruction setting (Beck, McKeown, Omanson, 1987) , or actively using derivational learning tasks (e.g., Fukkink & de Glopper, 1998; van Daalen-Kapteijns & Elshout-Mohr, 1981) all features of the encounter with the word are encoded in memory. In this way, the information that is retrieved about a word when it is encountered is the accumulation of all encoded learning experiences.
This view is the basis for the instance-based word learning framework (Reichle & Perfetti, 2003) . According to this framework, learning is driven by a resonance process where word knowledge is acquired from information that is repeated (most frequent) across instances of word use. Reichle and Perfetti (2003) demonstrated that an instance-based resonance mechanism can account for both word frequency and regularity effects. For word learning, a resonance mechanism makes useful predictions on the effects of word experience. For example, Bolger, Balass, Landen, and Perfetti (2008) demonstrated that an instance-based model can account for the effects of sentence contexts and dictionary definitions on the acquisition of meaning.
According to the instance-based framework, each encounter with a word is encoded in specific episodic traces in memory. An episodic trace is a record of an encounter with a word that potentially preserves all the properties of that encounter. When a learner attends to the word, information about the word's basic features (e.g., orthography, phonology, and meaning) as well as contextual features of the word encounter is encoded in memory. Each encounter with a word gives rise to its own set of episodic traces. As a result, aspects of the encounter that are attended to and are recurring will be represented repeatedly in memory. In this way, repeated word features that are represented in multiple episodic traces will be strengthened with each encounter in which they have appeared. Eventually, this process creates a set of unified traces that become characteristic of the word's spelling, pronunciation, and meaning representation. Encoded episodic traces for any given word are retrieved by means of a resonance process that activates stored traces from memory when a word is encountered in a new context.
The instance-based approach makes useful predictions about the effects of word learning on two related processes; word recognition (Reichle and Perfetti (2003) refer to this as familiarity) and meaning acquisition. Given that each instance with a word is encoded in memory, different word experiences will give rise to episodic traces differing in strength. For example, in some word encounters only the word's spelling and pronunciation may be encoded, leading to weaker meaning traces. The accumulation of these traces across all word experiences for a particular word will affect how it is processed in a subsequent encounter. Under the assumption that word recognition is affected by memory strength (Finnigan, Humphreys, Dennis, & Geffen, 2002) , words that are represented with stronger traces will be more familiar than words are represented by weaker memory traces. In the same way, the information that is acquired and retrieved of a word's meaning will depend on whether meaning features have been repeated or strengthened in multiple episodes with the word. Different word experiences will give rise to episodic traces differing in strength of the word's spelling, pronunciation, and meaning. The instancebased model provides some general hypotheses regarding the effects of experience that may affect word learning that can be tested by measuring ERPs.
ERPs and word learning
According to the instance-based framework, different word experiences will affect word learning and processing of subsequent encounters with the word. Behavioral measures alone by way of reaction times and accuracies provide information about learning once the processing of a particular word has been completed. Specifically, behavioral measures reflect information about processing of a learned word following the completion of sensory, cognitive, and motor processes (Bentin, 1989) . For this reason, behavioral measures alone may not be adequate in revealing differences between different word learning experiences, especially in the early stages of word identification. For this current study, we are also interested in the cognitive events that happen initially at word reading as a consequence of differing word learning experiences. Thus, along with behavioral measures that can reveal whether word meaning has been learned, ERPs can be used to examine the consequences of these experiences to expose the cognitive events associated with word encounters (i.e., word recognition and meaning retrieval).
ERPs reflect recorded electroencephalogram (EEG) measurements from the scalp that are elicited in response to a particular stimulus (e.g., a word). One important advantage of ERPs is that they allow the researcher to measure cognitive activity online on the order of milliseconds for the entire process of word identification (i.e., recognition and meaning retrieval). An ERP record consists of multiple discrete components or brain waves that are related to different stages of stimulus processing. For example, word recognition processes are associated with specific ERP components and may not overlap with components associated with meaning retrieval processes. ERP components are distinguished in an ongoing EEG record by the direction of their amplitude, when they occur on the EEG record, and location on the scalp. Most ERP components are usually designated by the polarity of their amplitude in microvolts (positive, P or negative, N) and by the latency (the time when the component appears on the EEG record after the presentation of the stimulus) of the component's maximal amplitude in milliseconds (ms). For example, the N400 is an ERP component that is associated with semantic processing. It has a negative amplitude and it appears on the EEG record approximately 400 ms after the presentation of a word. Components are typically observed across different scalp locations. For instance, components associated with auditory processing may be observed in temporal sites, visual processing in occipital sites, and semantic processing in central and parietal sites on the scalp. Fig. 1 illustrates these different electrode locations on the scalp.
Several studies have indicated the benefits of using ERPs to examine word learning (Key, Molfese, & Ratajczak, 2006; McCandliss, Posner, & Givón, 1997; Perfetti, Wlotko, & Hart, 2005) , familiarity (Curran, 1999; Finnigan et al., 2002; Widling & Rugg, 1997) , meaning processing (Kutas & Hillyard, 1980) , and word recognition (Bentin, Mouchetant-Rostaing, Giard, Echallier, & Pernier, 1999) . This previous research has identified several ERP components correlated with learning that are relevant to our hypotheses. One ERP component, also referred to as the 'old/new' effect or the P600, has been implicated in recognition processes. The other ERP component of interest, the N400, reflects meaning retrieval processes.
The old/new ERP effect: P600
The 'old/new' effect refers to an ERP recognition memory component (P600) that distinguishes between recently presented items and unpresented items. The P600 effect is a positive going waveform with central and parietal electrode distribution on the scalp that appears around 500-800 ms after the onset of a word. The P600 is characterized by more positive amplitudes for 'old' presented items than for 'new' unpresented items (Curran, 1999; Rugg, Allan, & Birch, 2000) . The P600 old/new effect has also been directly observed in word learning studies. For example, Perfetti et al. (2005) exposed learners to the form and meaning of rare unknown words. They reported a positive component that peaked at around 500 ms (i.e., P600) after the presentation of a word, and showed larger amplitudes after the presentation of a learned word than unpresented rare or familiar words. Thus, they took the P600 to be a marker for a recently learned word.
Meaning acquisition and processing effects: N400
The N400 component is related to meaning processing. It is a negative going waveform that appears from 300 to 500 ms after the onset of a word, and its distribution is also at central and parietal sites. The N400 has been implicated in many tasks requiring semantic processing. Generally, the N400 reflects meaning congruence between a word and its previous context. It has been implicated in both sentence context presentations (Kutas & Hillyard, 1980) and single word semantic priming presentations (Nobre & McCarthy, 1994) . When a word is incongruent with its context it produces a negative-going wave peaking at about 400 ms after the onset of a word; a congruent word produces a reduced N400 effect (less negative amplitude). Perfetti et al. (2005) reported N400 effects related to meaning acquisition. Following word training in their study, learners were presented with the trained words followed by meaning probes that were related or unrelated to the words' meaning. They observed robust N400 effects for unrelated meaning probes and a reduction of the effect for related meaning probes. The reduction of the N400 effect for related probes indicated that participants learned the meanings of the words.
Individual differences
General differences in reading ability and comprehension have been shown to be contributing factors to word learning (Cain, Lemmon, & Oakhill, 2004; Curtis, 1987; Jenkins et al., 1984; McKeown, 1985) . McKeown (1985) and van Daalen-Kapteijns and ElshoutMohr (1981) found that skilled readers were better able to make use of a word experience to generate a hypothesis about its meaning than less-skilled readers. Daneman (1984) proposed that word knowledge and comprehension skill reflect a general ability to acquire new information. Skilled readers are successful at learning words from different types of word experiences because they can incorporate already known word knowledge to assist themselves in learning learn new words. Perfetti et al. (2005) reported that differences in comprehension skill and word learning are detectable in ERPs. In their study, skilled readers learned slightly more words than less-skilled readers, and showed stronger P600 effects (i.e., greater amplitudes) for learned words. Also, skilled readers showed superior performance on meaning judgments compared with less-skilled readers. Perfetti et al. (2005) stronger episodic traces for form and meaning, resulting in better word learning. In the present study, the episodic word experience model leads to the hypothesis that differences in word experience will give rise to encoded memory traces that differ in strength of a word's spelling, pronunciation, and meaning; this will affect subsequent word identification and meaning retrieval processes. To test this hypothesis we exposed learners to a set of unknown rare English words in three learning conditions. The available information for these words varied such that a learner was exposed to two of the three constituents of a word (i.e., orthography-meaning, orthography-pronunciation, phonology-meaning), thus varying the type of experience with the words. We predicted that following learning, during a semantic-judgment task, we would observe differences in processing as a consequence of word experience: ERP evidence that learners became familiar with and acquired the meaning of the words; a P600 effect that would show differences between learned words and unlearned words; and an increased N400 for words for which they did not know the meaning. Based on previous evidence, we expected that high-skilled readers would show more effective learning than less-skilled readers. This difference would be observed by ERP differences in recognition processes and meaning retrieval as indicated by the P600 and N400 components.
Methods

Participants
Learners were recruited from a pool of approximately 500 college-age students from the University of Pittsburgh department of Psychology undergraduate participant pool. All participants in this pool completed a battery of tests assessing comprehension ability and lexical knowledge for course credit. From this larger pool, 37 right-handed (females = 21, males = 16) individuals were recruited (via email) to represent a range of reading comprehension skill as assessed by the Nelson-Denny comprehension test (Nelson & Denny, 1973) . Their participation was completely voluntary and did not satisfy any requirements related to coursework. Participants' handedness was determined using a short questionnaire to assess their handedness preferences. Three learners were eliminated from the final analysis due to unusable EEG data. Learners were paid $24 for completing the 3-h study.
Comprehension skill assessment
Participants for this study were recruited for participation based on their Nelson-Denny comprehension test score (Nelson & Denny, 1973) . Previous studies (Hart, 2005; Landi, 2005) , and more recently, Nelson and Halderman (2008) , have shown significant correlations between Nelson-Denny comprehension scores, lexical knowledge, and measures of non-verbal intelligence. Specifically, Landi (2005) showed significant correlations between comprehension, vocabulary, and spelling in an analysis of over 700 individuals who completed the Nelson-Denny test and other measures of vocabulary, spelling, and decoding skills. She reported a correlation of r = 0.664, p < .01 between comprehension and vocabulary, and a correlation of r = 0.244, p < .01 between comprehension and spelling. Nelson and Halderman (2008) reported similar correlations in an analysis of 2123 individuals who completed the same battery of tests in addition to the Raven Progressive Matrices (Raven, 1960) . They reported a correlation of r = 0.159, p < .01 between comprehension and Raven's test. We have taken these results to indicate that the Nelson-Denny comprehension test is significantly correlated with other types of reading skills (i.e., vocabulary and spelling) and non-verbal skills (Raven's test), and therefore, it is a critical measure to use for recruiting participants. Thus, given that we were interested in testing comprehension skill differences in word learning, we used comprehension score, which may also account for other differences in reading skill, as the basis for recruiting participants.
We administered the Nelson-Denny test as a timed test. Participants had 15 min to read several passages and to attempt to answer 36 multiple choice comprehension questions. Each multiple-choice question had five choices. The test was scored in such a way that participants received two scores on their performance; an accuracy score (how many questions were answered correctly) and a speed score (how many questions out of 36 questions were attempted). These two scores were combined into one composite comprehension score; the number of correct items was subtracted from the number of attempted items, and then this number was then multiplied by 0.20. We employed a fifth of a point penalty for every question that was answered incorrectly. Thus, our composite comprehension score formula was as such: comprehension score = 0.20 Ã (attempted items À correct items). This scoring method is not the standard protocol for scoring the test (e.g., as suggested by Cummins, 1981) ; in our measure we combined accuracy and speed for one composite score, whereas standard scoring procedures suggest separate scores for accuracy and reading speed.
Individuals whose composite score was 22.2 or lower were considered to be less-skilled readers, and those whose composite score was 22.2 or higher were considered to be high-skilled readers. This criterion was determined based on a 50-50 median split of the distribution of scores from our sample of 37 participants. This median score is comparable to other college-age samples. One such sample reported a mean of 20.36 (SD = 5.40) for a 15-min Nelson-Denny administration with a sample of 307 participants (Creaser, Jacobs, Zaccaria, & Carsello, 1970) . More recently, Nelson and Halderman (2008) reported a mean of 18.18 (SD = 6.99) for the same Nelson-Denny 15-min procedure with a larger sample of 1453 participants. Carver (1992) used a 20-min Nelson-Denny procedure, and reported a similar mean of 21.9 (SD = 5.0) with a sample of 65 participants. This evidence suggests that our smaller study sample is representative of the typical scores attained on the Nelson-Denny comprehension test. Specifically, in our sample, the overall comprehension score was M = 22.36, SD = 5.19, with a minimum score of 9.6 to a maximum score of 30.4. High-skilled readers' scores ranged from a minimum score of 22.4 to a maximum score of 30.4, and M = 26.60, SD = 2.46. Less-skilled readers' scores ranged from a minimum score of 9.6 to a maximum score of 22.2, and M = 18.18 and SD = 3.51.
Procedure
The experiment included two phases; word learning and testing. During the approximately 2-h long learning phase, rare words were presented to the participant under three learning conditions on a computer screen using E-prime software from Psychological Software Tools, Inc. If the participant failed to learn all of the words to criterion of 100% after 2.5 h, then they were compensated for their time without completing the testing phase of the experiment. Only participants who were successful in reaching the learning criterion completed the testing phase of the experiment. No participant was eliminated due to failure to complete the learning phase in the allotted time. The testing phase of the experiment which included the recording of ERPs and the completion of a semantic-judgment task was approximately an hour long. The entire experiment duration ranged between 3 and 3.5 h.
Materials
The learning phase of the experiment included a set of 105 rare English words, with 35 words randomly assigned to each of the three training conditions. The testing phase included an additional 35 unpresented rare words (we refer to these as ''unlearned"), 35 unpresented familiar low-frequency words, and 35 unpresented filler words. Filler words were high-frequency words used to balance the range of word frequency of our stimuli used in the testing phase of the experiment. This was to ensure that participants could respond correctly to a portion of the words presented in the testing phase. These filler words were not of interest to our hypothesis, and therefore excluded from any analyses. Thus, the experiment included a total of 140 rare English words of which 105 were presented during the learning phase, 35 familiar low-frequency words, and 35 high-frequency filler words. Of the 140 rare words, only 11 appeared in the English Lexicon Project (Balota et al., 2007) , and seven of those were in the Kucera and Francis database (Kucera & Francis, 1967) . The mean word length of the rare words was 7.13 letters (range 4-9) and 2.49 syllables (range 1-4). Of the 35 familiar low-frequency words, 34 appeared in the English Lexicon Project, and 24 of those were in the Kucera-Francis database (mean frequency of 9.72; range 1-38). The mean word length of the familiar low-frequency words was 7.22 letters (range 4-9) and 2.57 syllables (range 2-3). Of the 35 filler words, 35 appeared in the English Lexicon Project, and 32 of those were in the Kucera and Francis database (mean frequency of 33.94; range 1-369). The mean word length of the filler words was 5.89 letters (range 4-12) and 1.66 syllables (range 1-4). The entire set of materials for this study can be found in Appendix A.
Word learning phase
Participants were presented with a total 105 rare words, with 35 words assigned to each of the three learning conditions described below. All learners experienced all three learning conditions. Each learning condition block began with an initial familiarity check (details are described in the following section). To control for order and sequence effects, a Latin square was used to counterbalance the learning conditions across participants; this procedure yielded six different learning conditions orders. A oneway ANOVA did not indicate any significant differences in the order or sequence of the learning conditions for reaction time performance, F(5, 27) = 0.171, p = .971 or accuracy performance, F(5, 27) = 0.326, p = .893. Words within each of the learning conditions were randomly assigned to eliminate any order effects. The learning phase was self-paced so the learner could spend as much time as needed on any given word. The learning conditions were as follows.
OM condition (orthography-to-meaning)
In this condition, participants were required to learn the spelling of the word along with its meaning. They were presented with the spelling of the word, its definition, and an example sentence using the word in context. No explicit information on the word's pronunciation was provided.
OP condition (orthography-to-phonology)
In this condition, participants were required to learn the pronunciation of the word along with its spelling. They were presented with the spelling of the word and heard its pronunciation. Participants were able to repeatedly hear the pronunciation of the word as many times as needed by pressing the appropriate key. No explicit information on the word's meaning was presented.
PM condition (phonology-to-meaning)
In this condition, participants were required to learn the meaning of the word in addition to its pronunciation. They heard the word along with a written presentation of its definition and an example sentence with the target word replaced by a blank space. Participants were able to repeat the pronunciation of the word as many times as needed by pressing the appropriate key. No explicit information on the word's spelling was provided.
Learners were required to learn all of the words to a 100% criterion. This criterion was imposed to ensure that the differences observed across comprehension skill were not due to lack of time to learn all of the words. The learning phase ended either when the criterion was reached or after 2.5 h had elapsed. As mentioned previously, if the participant was not able to learn all the words in the time allotted, they did not continue onto the testing phase. This time restriction was imposed based on pilot data that indicated that approximately 2 h were sufficient to learn these words to criterion regardless of comprehension skill.
Initial familiarity check
The learning phase of the experiment included a familiarity check to assess previous familiarity with the rare words. Regardless of the learning conditions order, learning in each condition began with a set of instructions followed by the familiarity check. For each block of 35 words within each condition, participants proceeded once through each word and responded whether it was familiar or unfamiliar by pressing the appropriate keys. A time limit of 4 s was imposed for the maximum decision time on each word. This time limit was used to ensure that participants made their responses quickly and made their decisions uniformly without fixating on any given word. If the participant responded within 4 s after the word appeared on the screen, they were presented with the relevant word information for that condition, (i.e., orthography-meaning, orthography-pronunciation, or phonology-meaning) and were able to study each word as long as needed. If 4 s elapsed without a response, the participant was not given the opportunity to study the word, and the next word appeared on the screen.
Reaching criterion
After completion of the familiarity check and initial learning phase, the participants were presented with the words again. Words were randomized but presented in the same block order established in the familiarity check. Participants saw or heard the target word and were asked to respond verbally with the appropriate definition or pronunciation of the word depending on the learning condition. A trained experimenter judged the accuracy of the response and noted whether it was correct or incorrect. The experimenter provided feedback by informing the participant of their accuracy. Regardless of the accuracy of the response, the participant was given the opportunity to study the word again for as long as they wanted before proceeding to the next word.
This procedure was repeated until the participant learned 100% of the words. When the participant provided the correct definition or pronunciation for any given word twice in a row, the word was considered learned and was removed from the list and did not appear again for the remainder of the learning phase. The learning criterion was reached when learners provided accurate responses for 100% of the words twice in a row. In this way, each word was encountered as least three times; once during the familiarity check and at least twice to reach the learning criterion.
If the learning criterion was reached in the allotted time of 2.5 h, the participant proceeded to the testing phase of the study where their EEGs were recorded. Otherwise, they were compensated for their time spent during the learning phase of the experiment.
Testing phase 2.8.1. Semantic-relatedness judgment task
Upon successful completion of the learning phase, participants completed a semantic-relatedness judgment task to test their newly acquired word knowledge while their ERPs were recorded. Participants were presented with a single word followed by a second word (a meaning probe) that was related or unrelated in meaning. They were asked to respond whether the two words were related in meaning by pressing the appropriate keys. The presentation of the first word was either a word from the learning phase, an already known familiar low frequency word, a filler word, or a rare unlearned word. The trials were split into two halves with the meaning probe semantically related to the first word (''YES" trials; gloaming-evening) in one half and unrelated (''NO" trials; wyvernspear) in the other half. The semantically related meaning probes were created by the experimenter, and were not derived directly from the definition the participant studied during the learning phase. That is, the experimenter avoided using any of the words used to define the word in the learning phase as related meaning probes. Semantically unrelated pairs were created by shuffling the meaning probe word pairs and randomly making new pairings. The order of the word pairs was randomized for each participant. Each learner completed a set of 210 trials while their ERPs were recorded.
Each trial began with a fixation cross that appeared in the middle of the computer screen for 350 ms. Following fixation, a blank screen was presented for a variable duration of 50-250 ms. The purpose of the variability in duration of the blank screen was to reduce any influence of non-stimulus related time-locked electrical activity. Following the blank screen, a prime word was selected randomly from the total set of words available for the task (a learned word from any of the three learning conditions, a familiar word, or an unfamiliar rare word). The first word was presented for 1000 ms and was followed immediately by the meaning probe presented for a maximum of 2000 ms.
Learners were instructed to press the '1' key with their right index finger if the two words presented were related in meaning and to press the '2' key with their right middle finger if the two words were unrelated in meaning. The meaning probe word was removed from the screen when a response was made or if no response was detected after 2000 ms had elapsed. Participants received feedback on the correctness of their judgment for each trial. If the participant was correct, the word 'correct' in green font color and the decision time were displayed on the screen for 2000 ms before the onset of the next trial. If the response was incorrect, the word 'incorrect' in red font color was displayed with no decision time.
ERP recordings
Before beginning the semantic-judgment task, participants were fitted with an electrode cap. The scalp potentials were recorded from 128 sites using a Geodesic Senor Net (Electrical Geodesics, Eugene, OR) with Ag/AgCl electrodes. All impedances were kept under 40 kX. A vertex reference was used in the recording, and the data were recomputed offline against the average reference. Six eye channels allowed rejection of trials with eye movements and eye blink artifacts. The EEG signals were recorded with a sampling rate of 1000 Hz. The hardware filter was between 0.1 and 200 Hz. A 30 Hz lowpass filter was applied to all learners' data. ERPs were stimulus-locked to two separate events; the first word and the second word (i.e., the meaning probe). For each event, ERPs were averaged over a 1100 ms time segment; 100 ms baseline and a 1000 ms epoch that was either defined by the presentation of the first word or the second word (i.e., the meaning probe). Bad channels were removed from the recordings and replaced by spherical spline interpolation using data from the remaining channels. This method has been shown to be highly effective in approximating the average surface potential on the scalp (e.g., Ferree, 2006; Scherg, Ille, Bornfleth, & Berg, 2002) . Any trials containing eye-movements, eye blinks, or channel artifacts were removed and not used in the final analyses. For each participant, no more than five trial segments were rejected due to eye-movements or eye blinks. If more than 5 trial segments were rejected due to eye-movement artifacts, the participant's data were excluded from the analyses. On average, for each participant, we retained 30 trials per condition after artifact detection. Following trial rejection, ERPs were transformed using average reference and then corrected using a 100 ms baseline.
Results
Behavioral results
The decision time and accuracy results for the semantic-judgment task are shown in Tables 1 and 2. As indicated by Table 1 , decision times varied between 650 and 950 ms depending on the word type (OM, OP, PM, familiar, unlearned), relatedness (related, unrelated), and correctness (correct, incorrect) of response. Decision times for learned (OM, OP, PM) and familiar words were faster than for unlearned rare words, decision times for related words were slightly faster than unrelated words, and decision times for correct responses were faster than incorrect responses. An analysis of variance of word type (OM, OP, PM, familiar, unlearned) Â relatedness (related, unrelated) Â correctness (correct, incorrect) with a between-subjects factor of comprehension skill (high-skilled, lessskilled) for the decision times indicated a significant main effect for word type F(4, 29) = 23.95, p < .01, correctness F(1, 32) = 19.70, p < .01, and no significant main effect for relatedness. However, a significant word type Â relatedness interaction F(4, 29) = 3.21, p < .05 indicated that learners were faster for related trials in the OM and PM learning conditions. An interaction of word type Â correctness, F(4, 29) = 7.62, p < .01 showed that decision time differences were present for OM, PM, and familiar words only, with OP words and unfamiliar words showing no differences. No significant main effects or interactions were observed for comprehension skill.
As shown in Table 2 , learners were more accurate in their responses for OM, PM, and familiar words than OP and unlearned words, and showed higher overall accuracy for 'no' unrelated trials. An analysis of variance of word type (OM, OP, PM, familiar, unlearned) Â relatedness (related, unrelated) with a between-subjects factor of skill (high-skilled, less-skilled) indicated a significant main effects for word type F(4, 29) = 121.0, p < .01, relatedness F(1, 32) = 37.08, p < .01, and a word type Â relatedness interaction F(4, 29) = 23.72, p < .01. The interaction showed a 'no' response bias for OP and rare unlearned words. This is a tendency for learners to judge word pairs for which they do not know the meaning (i.e., OP words or unlearned rare words) as unrelated to its meaning probe. No significant main effect or interactions were observed for comprehension skill.
Event-related potentials results
ERPs were analyzed using the two different time windows appropriate for the N400 and P600, 300-500 ms and 500-700 ms, respectively. Data were averaged at each of the nine standard electrode sites based on the 10-20 electrode placement system (F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4). Each electrode site has a letter and a number to identify its location on the scalp. The letters in this notation (e.g., F, C, and P) signify the lobe and the numbers signify the hemisphere (i.e., odd numbers are left hemisphere locations and even numbers are right hemisphere locations; z denotes midline electrodes). Thus, electrodes F3, Fz, and F4 are located on frontal locations on the scalp; electrodes C3, Cz, and C4 are located on central locations on the scalp; electrodes P3, Pz, and P4 are located further back, on parietal locations on the scalp. Fig. 1 is a graphical depiction of these electrode sites on the scalp. These nine electrodes were selected based on previous research indicating that P600 effects are typically observed in central and parietal electrode sites (Curran, 1999; Rugg et al., 2000) and N400 effects are typically observed in central electrode sites (Kutas & Hillyard, 1980) . Further, frontal electrodes were used in these analyses to maintain proper convention, and as comparison electrodes in which we did not expect to observe a P600 or N400 effect. Based on previous findings, we hypothesized that we would observe a P600 at about 600 ms after the presentation of the first word and that the amplitude of this component would be modulated by word experience (e.g., presented words from the learning phase would show greater positive amplitudes than unpresented words). Also, we expected to observe a meaning effect indicated by the N400 after the presentation of the second word (i.e., meaning probe); the amplitude of this component would be reduced for related meaning probes. Thus, the time windows used in the analyses were selected to span 100 ms in each direction of the hypothesized time in which we expected to observe the ERP effects.
Mean amplitude values were computed across all time points in the specified time window. Two analyses were completed: 500-700 ms after the presentation of the first word and 300-500 ms after the presentation of the second word (i.e., the meaning probe). A word type (OM, OP, PM, familiar, unlearned) Â lobe (frontal, central, parietal) Â hemisphere (left, midline, right) ANOVA with a betweensubjects factor of skill (high-skilled, less-skilled) was completed to test for the P600 effect. To test for significant N400 effects, we added an additional factor of relatedness (related, unrelated) yielding a word type (OM, OP, PM, familiar, unlearned) Â relatedness (related, unrelated) Â lobe (frontal, central, parietal) Â hemisphere (left, midline, right) ANOVA with a between-subjects factor of skill (skilled, less-skilled). Greenhouse-Geisser (GG) correction (Greenhouse & Geisser, 1959) was applied to all factor levels that violated sphericity. Mean amplitudes for the P600 and the N400 are reported in microvolts (mV).
P600: 500-700 ms after the presentation of the first word
An analysis of variance of the mean amplitude showed a significant word type Â lobe interaction F(8, 25) = 2.57, p < .05, GG e = 0.452 and a word type Â lobe Â skill interaction F(8, 25) = 3.78, p < .01, GG e = 0.452. More positive amplitudes were observed in parietal electrodes for learned words (OM = À.036, OP = À.381, PM = À.594) than for familiar (À.828) and unlearned (À.702) words. As shown in Fig. 2 , high-skilled readers showed more positive amplitudes for presented learned words (OM, OP, and PM) than for unpresented familiar and unlearned words. Less-skilled readers did not show any differences between any of the word types. Also, a comprehension skill difference was observed for the PM condition; high-skilled readers showed more positive amplitudes than less-skilled readers, t(32) = 2.25, p < .05.
N400: 300-500 ms after presentation of the meaning probe
A word type (OM, OP, PM, familiar, and unlearned) Â relatedness (related, unrelated) Â lobe (frontal, central, parietal) Â hemisphere (left, midline, right) ANOVA was conducted on the mean amplitude after the presentation of the second word (i.e., meaning probe). Results showed a main effect of word type F(4, 29) = 9.86, p < .01. More positive amplitudes were observed for OM (.431), PM (.059), and familiar words (.134) than for OP (À.237) and unlearned (À.368) words. A main effect of relatedness was observed as well, F(1, 32) = 17.60, p < .01. More positive amplitudes were observed for related, ''YES" trials (.120) than unrelated, ''NO" trials (À.113). A word type Â relatedness interaction, F(4, 29) = 5.78, p < .01, revealed more positive amplitudes for related (''YES") trials for the OM, OP, and unpresented familiar words than for unrelated trials (''NO"). This effect of relatedness was not observed for OP and unlearned words as illustrated in the bar graph in Fig. 3 .
Based on the results of the word type Â relatedness interaction, we chose to illustrate the effects of word type and relatedness at the Cz electrode in Fig. 4 . The Cz electrode is a good candidate for showing these effects because of previous evidence (e.g., Kutas & Hillyard, 1980) showing clear N400 effects at central electrode sites. As mentioned previously, greater negative amplitudes were observed for OP and unlearned rare words than for OM, PM, and familiar words. Furthermore, a reduction of the N400 (i.e., greater positive amplitudes) was observed for related trials. This effect was modulated by the word type, however. As illustrated in Fig. 4 , the magnitude of the amplitude difference between related, (''YES") trials versus unrelated (''NO") trials depended on the word type. To illustrate this effect, the difference in amplitude was calculated first by averaging the mean amplitude for word type by relatedness from 300 to 500 ms at the Cz electrode site. Then, the difference score was computed by subtracting the mean for unrelated trials from related trials. The largest magnitude difference was observed for OM (1.59) words, followed by familiar (1.20), and PM (0.999) words. Differences in amplitude for relatedness were not found for OP (À.159) and unlearned (À.381) words. To illustrate the difference in N400 amplitude for related versus unrelated trials, Fig. 5 shows a comparison of the OM words and unlearned words; the latency of interest is between 300 and 500 ms (ms), and it has been highlighted with a rectangle. The four waveforms represent OM related (YES) trials, OM unrelated (NO) trials, unlearned (YES) trials, and unlearned (NO) trials. The figure demonstrates two important effects; first, that there is a large difference between the amplitude of OM (YES) trials and OM (NO) trials, and second, that the difference between the amplitude of unlearned (YES) trials and unlearned (NO) trials is small. The more positive amplitude for OM (YES) trials showed a reduction in the N400 effect to which we interpret to indicate that our participants learned the meanings of the OM words. This effect can be compared with the unlearned (YES) trials to which we do not observe a reduction of the N400 because our participants did not have access to the meaning information for these words.
Additionally, we observed a skill difference for this relatedness effect. A relatedness Â hemisphere Â skill interaction, F(2, 31), p < .05 showed comprehension skill differences in amplitudes for related, ''YES" trials versus unrelated, ''NO" trials. High-skilled readers showed a significant difference in amplitude for related (0.362) versus unrelated (À0.161) trials at midline locations, t(16) = 3.71, p < .01. Less-skilled readers did not show an amplitude difference for related (.333) versus unrelated trials (.555), t(16) = .346, p = .734.
Discussion
Our aim for this study was to investigate differences in word learning as a result of type of word experience, and to address any possible differences word learning across different groups of readers. The consequences of different types of word experience were observed both in our behavioral and ERP results. Further, differences in comprehension skill and word experience were observed in our ERP results. Learning effects were observed when learners made semantic judgments on related (e.g., gloaming-evening) and unrelated (e.g., wyvern-spear) word pairs, and in the ERP record after the first word and second word (i.e., meaning probe) presentations. The behavioral results indicated that learners made faster and more accurate meaning decisions for presented learned words (OM, OP, and PM) than for unlearned rare words. No reaction time and accuracy differences were shown for OM, PM, and familiar words. Within the learning conditions, we observed the effects of word experience; learners were faster and more accurate for words for which they learned the meaning (i.e., OM and PM). No differences of comprehension skill were detected in the behavioral results.
The lack of evidence showing a comprehension skill difference in the behavioral data may be due to two factors; the learning criterion and sensitivity of reaction time and accuracy measures to differences in comprehension skill. Regardless of comprehension skill level, all participants learned the words to a 100% criterion before they proceeded to the testing phase of the experiment. As a result, all participants demonstrated equal knowledge of the words in the allotted time they had to learn them. This learning criterion may have benefitted the less-skilled and helped boost their performance on the semantic-judgment task. It may also be the case that the reaction time and accuracy measures alone were not sensitive enough to show differences in word learning between the two groups of readers. That is, behavioral measures may not be adequate in illustrating subtle differences in the quality of encoded word representations across different groups of readers. Using ERP methodology has a distinct advantage for such a problem given that this method allows us to examine the very early stages of word processing where comprehension differences may occur.
The ERP results indicated differences in two important processes related to word identification as a consequence of word experience: recognition of a previously experienced word and meaning retrieval. Word experience effects of the presented words during learning were observed approximately 600 ms after the first word was presented. Previous word learning literature has referred to this as an episodic training effect that is similar to the old/new P600 effect observed in recognition memory paradigms (Curran, 1999; Rugg et al., 2000) . Overall, learners showed greater amplitudes for experienced words than familiar known words and unlearned words which were not presented during the learning phase of the experiment. This shows that learners distinguished between presented and unpresented words (an episodic effect). In particular, this episodic effect was stronger for OM words than for OP and PM words as indicated by greater positive amplitudes for OM words (a word experience effect). As shown in Fig. 2 , only skilled readers showed these effects; less-skilled readers' data suggest that they did not distinguish among presented and unpresented words (i.e., no episodic effect) or learning conditions (i.e., no word experience effect).
The modulation of the P600 amplitude as a result of word experience implies that orthographic and meaning components are especially important for word recognition. As indicated by the P600 amplitudes for OM, OP, and PM words, orthography-to-phonology links do not establish strong episodic traces in memory. Furthermore, visually presented words do not elicit recognition from phonology-only presentations even when meaning information is available (i.e., PM words). As illustrated in Fig. 2 , high-skilled readers were able to benefit more from phonology-meaning information than less-skilled readers, but orthography-meaning information seems to be more critical for recognition. Thus according to our episodic word experience model (Reichle & Perfetti, 2003) , these findings suggest that knowledge of a word's orthographyto-meaning (OM condition) is encoded in stronger memory traces than orthography-to-phonology (OP condition) and phonology-tomeaning (PM condition); this is evidenced by stronger episodic effects (i.e., bigger P600) for orthography-to-meaning (OM condition) words.
Our data also indicated that meaning retrieval was affected by word experience. The N400 effect was modulated by relatedness; greater negative amplitudes were observed for unrelated, ''NO" trials than for related, ''YES" trials. These findings replicate previous results (Kutas & Hillyard, 1980; Nobre & McCarthy, 1994; Perfetti et al., 2005) that report a reduction in N400 for words that fit their previous context (e.g., a related meaning probe). Like the P600 effect, the N400 varied by the type of word experience. A larger reduction of the N400 for related trials was observed for OM and PM words as illustrated in the difference scores plot in Fig. 4 . The magnitude of this reduction for OP and unlearned words was slight. In particular, the amplitude differences between related and unrelated OM words were larger than PM words, and comparable to familiar words.
The differences in N400 amplitude for related and unrelated trials suggest that orthographic information is not only important for recognition, but is also critical for meaning retrieval. Specifically, as indicated by the difference amplitude scores for OM and PM words, meaning information was more reliably accessed from representational links to orthographic information than phonological information. These findings replicate previous results by Nelson, Balass, and Perfetti (2005) who found that orthographic learning leads to a better representation of word form than phonological learning. It may also be the case, as illustrated by our results that orthography establishes a stronger representational link to meaning, and that phonology alone may not be sufficient to establish a reliable episodic association to meaning.
Thus, the P600 and N400 results, along with our behavioral measures indicate that word experience affects recognition and meaning retrieval processes. As shown in our results, there is a distinct benefit for learning new word meaning along with orthographic information than phonological information. According to many hypotheses of vocabulary learning (e.g., Herman et al., 1987; Jenkins et al., 1984; Nagy et al., 1985) , word knowledge is gained ''incrementally" whereby information of a word's meaning along with information of its form is learned through multiple and often variable encounters. As pointed out by McKeown (1985) , the incremental accumulation of word knowledge (especially meaning) requires learners to recognize that they have experienced a word previously in a particular context and retrieve any associated meaning information. Over time, this process allows these word encounters (encoded episodic traces) to become a unified representation of the word. Evidence from our study suggests that the availability of repeated orthographic knowledge rather than repeated phonological knowledge may be more facilitatory for this recognition process in word learning, thereby leading to greater learning outcomes. This possibly suggests that methods of vocabulary instruction may benefit from reinforcing the orthographic information of a word to establish stronger links to the meaning of the word.
It is important to note that ERPs are beneficial for distinguishing among learning outcomes that may not be detected by behavioral measures. For example, results from the P600 illustrated comprehension skill differences in recognition that were not observable in the behavioral data. First, we take this as encouraging evidence that cognitive neuroscience methods, such as ERPs, may shed light on issues related to learning, such as vocabulary instruction. Second, these results may suggest that in direct instruction of vocabulary, less-skilled readers may not be able to make use of the information that is available to them to establish high quality word representations. Specifically, from our ERP findings we conclude that less-skilled readers in our sample are deficient in establishing quality representations as their highskilled reader counterparts. As evidenced from our P600 results, less-skilled readers are not recognizing that they have experienced a word before, which may impede future learning when this word is encountered again. Further, they struggle in establishing links from a word's phonology to its meaning. These deficiencies were further illustrated in the N400 data; failure to establish strong representations from orthography to meaning and especially from phonology to meaning hindered the lessskilled readers' ability to make accurate semantic decisions. Thus, this suggests that for the less-skilled readers, phonological information alone that is linked to meaning is insufficient information in a vocabulary instruction environment. The data suggest that these particular readers will benefit more from orthographic information that is linked to meaning. Reinforcing the word's orthography may be especially a good strategy for learning in these readers to ensure that they are able recognize the word in subsequent encounters, and thus, facilitating the process of incremental learning. The onus was on the prosecution to prove the man had gotten sick because of his work environment Burden Paranymph The bridesmaid conducting the bride to the bridegroom
The bride has one chief paranymph that helps her out with the wedding plans; she is also known as the maid of honor Bridesmaid Peruke A wig, especially one worn by men in the 17th and 18th centuries
In addition to wearing a peruke, Lord Wadsworth sold them to other men wanting long, flowing hair Wig Piaffe A cadenced trot executed by the horse in one spot To win the equestrian match, John trained his horse to do a fancy piaffe in front of the judges Trot Pillory A wooden framework on a post, with holes for the head and hands, in which offenders were formerly locked to be exposed to public scorn as punishment; to expose to ridicule and abuse As a punishment for adultery, she was locked in a wooden pillory for a week at the center of town Punishment Pintle A hook or bolt on the rear of a gun or trailer; the pin on which a gun carriage revolves; the pin on which a rudder turns; a pin or a bolt on which another part pivots; the one that holds a hinge together
The rusty pintles must be replaced soon before they a towing vehicle for attaching snap, causing the door to fall off the hinges 
