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formula for the Witten–Kontsevich tau function
Ferenc Balogh∗, Di Yang†
SISSA, via Bonomea 265, Trieste 34136, Italy
Abstract
Based on the work of Itzykson and Zuber on Kontsevich’s integrals,
we give a geometric interpretation and a simple proof of Zhou’s explicit
formula for the Witten-Kontsevich tau function. More precisely, we show
that the numbers AZhoum,n defined by Zhou coincide with the affine co-
ordinates for the point of the Sato Grassmannian corresponding to the
Witten-Kontsevich tau function. Generating functions and new recursion
relations for AZhoum,n are derived. Our formulation on matrix-valued affine
coordinates and on tau functions remains valid for generic Grassmannian
solutions of the KdV hierarchy.
A by-product of our study indicates an interesting relation between
the matrix-valued affine coordinates for the Witten-Kontsevich tau func-
tion and the V -matrices associated to the R-matrix of Witten’s 3-spin
structures.
Keywords. Witten-Kontsevich tau function; Sato Grassmannian; matrix-
valued affine coordinates; R-matrix.
1 Introduction
The intersection theory of tautological classes over the Deligne–Mumford moduli
spaces Mg,n is an important subject in algebraic geometry and string theory.
Recall thatMg,n are moduli spaces of stable curves of genus g with nmarked
points. Denote by Li the ith tautological line bundle over Mg,n, i = 1, ..., n.
The intersection numbers on Mg,n are certain rational numbers defined by
〈τk1 ...τkn〉g :=
∫
Mg,n
ψk11 ...ψ
kn
n (1.1)
where k1, ..., kn are non-negative integers and ψi are first Chern classes of the
line bundles Li
ψi := c1(Li). (1.2)
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For example, 〈τ30 〉0 = 1, 〈τ1〉1 = 124 . Due to dimension counting, 〈τk1 ...τkn〉g
gives zero unless
k1 + ...+ kn = 3g − 3 + n. (1.3)
The generating function of these numbers, also called the partition function of
2D quantum gravity, is the following formal series
Z(t; ǫ) = exp

 ∞∑
g=0
ǫ2g−2
∞∑
n=0
∑
k1≥0,...,kn≥0
1
n!
〈τk1 · · · τkn〉g tk1 · · · tkn

 . (1.4)
Here t = (t0, t1, t2, . . . ) are called coupling constants and ǫ is the string coupling
constant.
In 1991 E. Witten [14] proposed his famous conjecture, which opened a new
direction in the studies of the intersection theory, namely the relations between
generating functions of intersection numbers and integrable hierarchies.
Witten’s conjecture [14]. The function u(t; ǫ) defined by
u(t; ǫ) := ǫ2∂2x logZ(t; ǫ) (1.5)
satisfies the Korteweg-de Vries (KdV) hierarchy:
ut1 = uux +
ǫ2
12
uxxx, (1.6)
utp =
1
1 + 2p
R ∂u
∂tp−1
, p ≥ 2, (1.7)
where R = 2u+ ux∂−1x + ǫ
2
4 ∂
2 is the Lenard-Magri recursion operator and x is
identified with t0. Note that the solution u(t; ǫ) is uniquely determined in the
formal power series ring by the initial condition
u(t0 = x, 0, 0, ...; ǫ) = x. (1.8)
It was proved by Witten that the partition function Z(t; ǫ) satisfies the string
equation ∑
p≥1
tp
∂Z
∂tp−1
+
t20
2ǫ2
Z =
∂Z
∂t0
. (1.9)
Together with the KdV hierarchy and the dimension counting (1.3), the string
equation determines Z(t; ǫ) uniquely.
Witten’s conjecture was proved by Kontsevich [9], and the partition function
Z(t; ǫ) is now famously known as the Witten-Kontsevich tau function. Below,
for simplicity, we always take
ǫ = 1 (1.10)
and denote Z(t) = Z(t; ǫ = 1).
One of the main tools in studying the KdV hierarchy is Sato’s infinite di-
mensional Grassmannian [12]. Kac and Schwarz [8] characterized the point of
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the Sato Grassmannian corresponding to the Witten-Kontsevich tau function
as the linear subspace of C[[λ−1]] given by
WWK = SpanC{c(λ), Sλc(λ), S2λc(λ), ...}, (1.11)
where Sλ is the differential operator
Sλ =
1
λ
∂λ − 1
2λ2
− λ, (1.12)
and c(λ) is the unique formal solution to the ODE problem(
S2λ − λ2
)
c(λ) = 0, (1.13)
c(λ) = 1 +O(λ−1), λ→∞. (1.14)
The explicit expression for c(λ) is given by
c(λ) =
∞∑
k=0
ck λ
−3k = 1 +
∞∑
k=0
(−1)k
288k
(6k)!
(3k)!(2k)!
λ−3k. (1.15)
Denote by q(λ) the following formal series
q(λ) = − 1
λ
Sλ c(λ), (1.16)
which has the form
q(λ) =
∞∑
k=0
qk λ
−3k = 1 +
∞∑
k=0
1 + 6k
1− 6k
(−1)k
288k
(6k)!
(3k)!(2k)!
λ−3k. (1.17)
It is easy to check that
WWK = SpanC
{
λ2kc(λ), λ2k+1q(λ)
}∞
k=0
, (1.18)
λ2WWK ⊂ WWK . (1.19)
In principle, one can reconstruct from the data {ck, qk}k≥0 the corresponding
tau function Z(t; ǫ); this was made explicit by Itzykson and Zuber in [7].
Recently, by solving a set of linear constraints (the Virasoro constraints)
on Z(t) in the Fermionic Fock space, Zhou [16] derived an alternative explicit
formula for the Witten-Kontsevich tau function of the form
Z(t) =
∑
µ∈Y
AZhouµ · sµ(T), (1.20)
where the summation is over all Young diagrams, sµ(T) is the Schur polynomial
indexed by a partition µ, and
T = (T1, T2, T3, ...) (1.21)
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are customarily called “times” of the flows of the KP hierarchy, which satisfy
tk = (−1)k ·
√−2T2k+1
k∏
j=0
(
j +
1
2
)
. (1.22)
In the Frobenius notation µ = (m1, ...,mk | n1, ..., nk) [10], the coefficient AZhouµ
is defined by
AZhouµ = (−1)n1+...+nk det
1≤i,j≤k
(AZhoumi, nj ) (1.23)
where AZhoui,j are complex numbers given by the following expressions
AZhou3m−1,3n =A
Zhou
3m−3,3n+2 = (−1)n
(
−
√−2
144
)m+n
(6m+ 1)!!
(2(m+ n))!
·
n−1∏
j=0
(m+ j) ·
n∏
j=1
(2m+ 2j − 1) ·
(
Bn(m) +
bn
6m+ 1
)
, (1.24)
AZhou3m−2,3n+1 =(−1)n+1
(
−
√−2
144
)m+n
(6m+ 1)!!
(2(m+ n))!
·
n−1∏
j=0
(m+ j) ·
n∏
j=1
(2m+ 2j − 1) ·
(
Bn(m) +
bn
6m− 1
)
(1.25)
where m ≥ 1, n ≥ 0, and Bn(m) is a polynomial in m of degree n− 1 defined by
Bn(x) =
1
6
n∑
j=1
108jbn−j · (x + n)[j−1], x ∈ C (1.26)
with
(y)[j] :=
Γ(y + 1)
Γ(y − j + 1) , y ∈ C, (1.27)
bk :=
2k · (6k + 1)!!
(2k)!
, k ∈ Z≥0. (1.28)
Theorem 1.1. The coefficients AZhoum,n , m, n ≥ 0 are the affine coordinates of
the point of the Sato Grassmannian corresponding to the Witten-Kontsevich tau
function. Moreover, they satisfy the following properties:
(i) Two-step recursion relation:
AZhoum+2,n −AZhoum,n+2 = AZhoum,0 AZhou1,n +AZhoum,1 AZhou0,n , ∀m,n ≥ 0. (1.29)
(ii) Symmetry:
AZhoun,m = (−1)m+nAZhoum,n , ∀m,n ≥ 0. (1.30)
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(iii) Generating formula: Rescale1
Bm,n = (
√−2)m+n+1AZhoum,n , m, n ≥ 0, (1.31)
and define 2× 2 matrices Zm,n by
Zm,n =
(
B2m+1,2n B2m+1,2n+1
B2m,2m B2m,2n+1
)
; (1.32)
Then we have
∞∑
k,l=0
Zk,l α
−k−1β−l−1 =
I −G(α)G(β)−1
α− β (1.33)
where G(λ) is a matrix-valued formal series defined by
G(λ) =
( ∑
k c2kλ
−3k
∑
k q2k+1λ
−3k−1∑
k c2k+1λ
−3k−2
∑
k q2kλ
−3k
)
. (1.34)
Here
∑
k :=
∑∞
k=0 and we recall that for k ≥ 0,
ck =
(−1)k
288k
(6k)!
(3k)!(2k)!
, qk =
1 + 6k
1− 6kck. (1.35)
Remark 1.1. The formulation of matrix-valued affine coordinates and tau func-
tions holds true for generic Sato Grassmannian solutions to the KdV hierarchy.
See Lemmae 2.2, 2.4, 2.3 and Theorem 3.1 for details.
Theorem 1.2. The R-matrix of the A2 Frobenius manifold can be expressed
by the G-matrix of the point of the Sato Grassmannian corresponding to the
Witten-Kontsevich tau function in the following way:
R(z) = z
σ3
6 G
(
z−
2
3
)−1
z−
σ3
6 , σ3 =
(
1 0
0 −1
)
, (1.36)
where G(λ) is defined in (2.9) which coincides with (1.34) in the Witten-Kontsevich
case, and R(z) is the R-matrix in the notation of [11] evaluated at φ = 6−2/3.
Furthermore, the V -matrices associated to R(z) can be expressed by matrix-
valued affine coordinates: For any k, l ≥ 0,
V2k,2l+1 = Z3k, 3l+2, V2l+1,2k = −Z3l+2,3k, (1.37)
V2k,2l = −Z3k,3l+1 − Z3k,3l, V2k+1,2l+1 = Z3k+2,3l+2 + Z3k+2,3l+1 (1.38)
where Vi,j are defined in (5.6), and Zi,j are defined in (2.1) which coincide with
(1.32) in the Witten-Kontsevich case.
The paper is organized as follows: In Sect. 2, we recall the Sato Grass-
mannian for the KdV hierarchy and introduce matrix-valued affine coordinates,
followed by Sato’s definition of the tau function in Sect. 3. In Sect. 4, we apply
the general construction worked out in Sect. 2 and 3 to the particular case of the
Witten-Kontsevich tau function and prove the above theorems. In Sect. 5, we
give the precise description of Thm. 1.2. Further remarks are given in Sect. 6.
1The rescaling is due to a different choice of the flow normalisations where our choice is
more natural and has the advantage that all coefficients are rational; see (3.23).
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2 Sato Grassmannian for the KdV hierarchy and
matrix-valued affine coordinates
Let C[[λ−1]] denote the linear space of formal series with finitely many terms of
positive powers, and consider the Sato Grassmannian GM as defined originally
in [12].
A point W ∈ GM is a subspace of C[[λ−1]] which can be written as a linear
span of a set of basis vectors. A particularly useful choice of basis of W is of
the following form
W = SpanC
{
λl +
∞∑
k=0
Ak,lλ
−k−1
}∞
l=0
, (2.1)
where the coefficients Ak,l are called the affine coordinates of W . Such a choice
is not always possible: existence of basis of form (2.1) characterizes the big cell
of GM (see [13] for the details). Given a point W in GM, it should be noted
that the affine coordinates
{Ak,l | k, l ≥ 0} (2.2)
(if exist) must be unique.
Let us consider the infinite dimensional submanifold
GM2 := {W ∈ GM : λ2W ⊂W} ⊂ GM (2.3)
associated to the KdV hierarchy. Generic points of GM2 can be paramertrized
by two formal series in C[[λ−1]] with leading terms 1. To be precise, for any
point W ∈ GM2 satisfying the big cell condition, there exists
a(λ) = 1 +
∞∑
k=1
ak λ
−k, b(λ) = 1 +
∞∑
k=1
bk λ
−k (2.4)
such that
W = SpanC
{
λ2ka(λ), λ2k+1b(λ)
}∞
k=0
. (2.5)
As above denote by Ai,j the corresponding affine coordinates. In the infinite
matrix notation, the subspace W can be visualized as an infinite collection of
doubly infinite column vectors (see Figure 1).
Let us now define the formal loop group element associated to the subspace
W a` la Segal–Wilson [13] as
G(λ) =
∞∑
k=0
Gk λ
−k ∈ gl(2,C)[[λ−1]] (2.6)
by
G(λ)11 =
∞∑
k=0
a2k λ
−k, G(λ)12 =
∞∑
k=0
b2k+1 λ
−k, (2.7)
G(λ)21 =
∞∑
k=1
a2k−1 λ
−k, G(λ)22 =
∞∑
k=0
b2k λ
−k, (2.8)
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a3 b4
a4 b5
a1 b2
a2 b3
1 b1
0 1
a5 b6
a6 b7
a3 b4
a4 b5
a1 b2
a2 b3
1 b1
0 1
 
...
...
...
... . .
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· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
. . .
A2,0A2,1
A3,0A3,1
A0,0A0,1
A1,0A1,1
1 0
0 1
A2,2A2,3
A3,2A3,3
A0,2A0,3
A1,2A1,3
0 0
0 0
1 0
0 1
Figure 1: Affine coordinates on the big cell of GM2
(see Figure 2), or equivalently by
G(λ) =
1
2
λ
1
4
σ3
(
1 1
1 −1
)(
a(
√
λ) b(
√
λ)
a(−√λ) −b(−√λ)
)
λ−
1
4
σ3 (2.9)
where
σ3 =
(
1 0
0 −1
)
. (2.10)
Below without loss of generality we assume that
G0 = I, (2.11)
that is, b1 = 0. Indeed, this can always be achieved by a right multiplication by
an upper unitriangular constant matrix that does not change W .
Definition 2.1. The 2× 2 matrices
Zk,l :=
(
A2k+1,2l A2k+1,2l+1
A2k,2l A2k,2l+1
)
, k, l ≥ 0, (2.12)
will be referred to as the matrix-valued affine coordinates of W ∈ GM2 where
Am,n are the affine coordinates of W ∈ GM .
The inverse of G(λ) is
G(λ)−1 =
1
2 det(G(λ))
λ1/4σ3
(
b(−
√
λ) b(
√
λ)
a(−
√
λ) −a(
√
λ)
)(
1 1
1 −1
)
λ−1/4σ3 , (2.13)
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Figure 2: Condensed notation of the subspace data in terms of 2× 2 matrices
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I
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0
I
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I
Figure 3: Matrix-valued affine coordinates
whose formal series expansion is of the form
G(λ)−1 = I +
∞∑
k=0
Uk λ
−k. (2.14)
Lemma 2.1. The matrix-valued affine coordinates Zk,l can be read off from the
series
G(λ)
(
λkG(λ)−1
)
+
= λk +
∞∑
l=0
Zl,kλ
−l−1, (2.15)
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where ( )+ stands for taking the polynomial part of a formal series in gl(2,C)[[λ
−1]].
Proof. Since
G(λ)
(
λkG(λ)−1
)
+
= G(λ)(λk + U1λ
k−1 + · · ·+ Uk) (2.16)
= λkG(λ)
(
G(λ)−1 +O (λ−k+1)) (2.17)
= λk +O (λ−1) , (2.18)
the formal Laurent series on the l.h.s. of (2.15) is indeed of the required form.
The rest follows from Gauss elimination (which is equivalent to multiplication
on the right by the block matrix [Uj−i]
∞
i,j=1).
Lemma 2.2. The matrix-valued affine coordinates Zk,l have the following ex-
pressions
Zk,l = −
k∑
j=0
GjUk+l+1−j , ∀ k, l ≥ 0. (2.19)
Moreover, the following recursion formula holds true:
Zk+1,l − Zk,l+1 = Zk,0Z0,l, ∀ k, l ≥ 0. (2.20)
Proof. The formula (2.19) follows from the Gauss elimination procedure. It is
straightforward to prove the recursion relation (2.19):
Zk+1,l − Zk,l+1 = −
k+1∑
j=0
GjUk+l+2−j +
k∑
j=0
GjUk+l+2−j
= −Gk+1Ul+1 = Zk,0Z0,l. (2.21)
It is clear that we have
Lemma 2.3. The matrix-valued affine coordinates Zk,l can be uniquely specified
by the recursion relations (2.20) together with knowledge of the boundary data
Zk,0 and Z0,l, where
Zk,0 = Gk+1, Z0,l = −Ul+1. (2.22)
Note that the initial condition for Z0,0 is consistent since U1 = −G1.
Lemma 2.4. The following formula holds true for the matrix-valued affine co-
ordinates:
I −G(α)G(β)−1
α− β =
∞∑
k,l=0
Zk,l α
−k−1β−l−1. (2.23)
Proof. Follows from the recursion (2.20).
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Symmetry. In the case that detG(λ) ≡ 1, we have
G(λ)−1 = σ2 ·G(λ)T · σ2, (2.24)
Uk = σ2 ·GTk · σ2, ∀ k ≥ 0. (2.25)
where
σ2 =
(
0 −√−1√−1 0
)
. (2.26)
Lemma 2.5. If detG(λ) ≡ 1, the matrix-valued affine coordinates Zk,l have
the following expressions
Zk,l = −
k∑
j=0
Gj · σ2 · (Gk+l+1−j)T · σ2; (2.27)
Moreover, they possess the symmetry
Zl,k = −σ2 · ZTk,l · σ2. (2.28)
Proof. The symmetry (2.28) is justified by
Zl,k + σ2Z
T
k,lσ
−1
2 = −

 l∑
j=0
GjUk+l+1−j +
k∑
i=0
σ2U
T
l+k+1−iσ
−1
2 σ2G
T
i σ
−1
2


= −

 l∑
j=0
GjUk+l+1−j +
k∑
i=0
Gl+k+1−kUi

 = 0. (2.29)
3 Sato’s tau function in terms of affine coordi-
nates
In this section we will give the definition of the tau function corresponding to
an arbitrary point W of the Sato Grassmannian for the KdV hierarchy.
Let us recall the original approach of Kontsevich [9], which was explained
and clarified in [7]. As in the previous section, let a(λ), b(λ) be the formal power
series such that
W = SpanC
{
λ2ka(λ), λ2k+1b(λ)
}∞
k=0
. (3.1)
Denote
f2k(λ) = λ
2ka(λ), (3.2)
f2k+1(λ) = λ
2k+1b(λ), (3.3)
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and define, for N ≥ 1,
τ˜W,N (x) :=
det
1≤i,j≤N
(fj(x
−1
i ))
det
1≤i,j≤N
(x1−ji )
, x = (x1, ..., xN ). (3.4)
Recall that a partition µ = (µ1, µ2, ...) is a sequence of weakly decreasing
non-negative integers with µk = 0 for sufficiently large k. The length ℓ(µ) is
the number of the non-zero parts of µ and the weight |µ| := µ1 + µ2 + .... The
Schur polynomial sµ(θ) associated to µ is a polynomial in the variables
θ := (θ1, θ2, . . . ), (3.5)
defined as
sµ(θ) = det
1≤i,j≤ℓ(λ)
(hλi−i+j(θ)), (3.6)
where the polynomials hk(θ) are defined by the generating function
∞∑
k=0
hk(θ)z
n = e
∑∞
j=1
θjz
j
. (3.7)
If, for some x = (x1, ..., xN ), θ is of the special form
θk(x) =
1
k
N∑
j=1
xkj , k ≥ 1, (3.8)
then the components of θ = θ(x) are called Miwa variables. The Schur polyno-
mial sµ is expressible in terms of x as
sµ(θ(x)) =
det
1≤i,j≤N
(x
lj
i )
det
1≤i,j≤N
(xN−ji )
, (3.9)
where
lj := µj − j +N, 1 ≤ j ≤ N. (3.10)
By the formal series version of the Cauchy–Binet identity [5], we have
τ˜W,N (x) =
∑
0≤lN<lN−1<···<l1
det
1≤i,j≤N
(
F
(N)
li,j
) det
1≤i,j≤N
(x
lj
i )
det
1≤i,j≤N
(xN−ji )
(3.11)
=
∑
µ∈Y
ℓ(µ)≤N
det
1≤i,j≤N
(
F
(N)
µi−i+N,j
)
sµ (θ(x)) , (3.12)
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where F (N) is the ∞×N matrix
F (N) = a0
a1
a2
...
b0
b1
b2
b3
...
a0
a1
a2
a3
a4
... . .
.
. . .
. . .
. . .
. . .
. . .
. . .
N
N
.
(3.13)
Eqs. (3.11) and (3.12) were obtained in [7] and similar formulae also appeared
in [2] by using block Toeplitz determinants.
Note that
det
1≤i,j≤N
(
F
(N)
µi−i+N,j
)
(3.14)
is the Plu¨cker coordinate of the (infinite) Grassmannian frame matrix F (N)
corresponding to a partition µ with ℓ(µ) ≤ N . Therefore, according to Sato
[12], the function
τW,N (θ) :=
∑
µ∈Y
ℓ(µ)≤N
det
1≤i,j≤N
(
F
(N)
µi−i+N,j
)
sµ (θ) (3.15)
is a tau function of the KP hierarchy with the independent variables θ. Also,
it is easy to verify that τ˜W,N (x) = τW,N (θ(x)).
Introduce a gradation for the formal power series ring C[[θ]] by using the
degree assignments
deg θk := k, k ≥ 1. (3.16)
Then we have
τW,N (θ) =
∞∑
k=0
τ
(k)
W,N (θ) (3.17)
where τ
(0)
W,N (θ) = 1 and τ
(k)
W,N (θ) for k ≥ 1 is a graded homogeneous polynomial
of θ of degree k which admits the form
τ
(k)
W,N (θ) =
∑
µ∈Y
ℓ(µ)≤N, |µ|=k
det
1≤i,j≤N
(
F
(N)
µi−i+N,j
)
sµ (θ) . (3.18)
It is easy to see that τ
(k)
W,N (θ) depends only on the variables θ1, ..., θk and that
τ
(k)
W,N (θ) = τ
(k)
W,k(θ) for N ≥ k. (3.19)
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Similarly as in [7], this allows to define without ambiguity the formal power
series
τW (θ) =
∞∑
k=0
τ
(k)
W,k(θ). (3.20)
This formal series τW (θ) is Sato’s tau function of the KP hierarchy correspond-
ing to the subspace W . Moreover, the constraint λ2W ⊂ W implies that the
flows corresponding to the even variables θ2j are trivial, i.e., τW (θ) is a tau
function of the KdV hierarchy.
By employing elementary column operations on F (N) in equation (3.15) we
obtain
det
1≤i,j≤N
(
F
(N)
µi−i+N,j
)
= (−1)n1+···+nk det
1≤i,j≤k
(
Ami,nj
)
:= Aµ (3.21)
where the partition µ is expressed in terms of its Frobenius characteristics [10]
µ = (m1, . . . ,mk |n1, . . . , nk). Equation (3.21) will be referred to as a Giambelli-
type formula2, as in [4]. We arrive at
Proposition 3.1. Given an arbitrary point W of the Sato Grassmannian such
that λ2W ⊂W , the formal series defined by
τW (θ) =
∑
µ∈Y
Aµsµ(θ) (3.22)
is the tau function of the KdV hierarchy (1.6),(1.7) corresponding to W . Here
Aµ is defined in (3.21) with the affine coordinates Ami,nj defined in (2.1), sµ(θ)
is the Schur polynomial in θ associated to a partition µ, and
tk = −(2k + 1)!! θ2k+1, k ≥ 0. (3.23)
Example 3.1. As a simple example, consider
G(λ) =
(
1 c λ−1
0 1
)
. (3.24)
This gives the affine coordinates
Am,n = c δm,1δn,1, (3.25)
and therefore
τW (θ) = 1− c s(2,1)(θ) = 1− c
(
θ31
3
− θ3
)
= 1 + c
t30
3
− c t1
3
. (3.26)
2The standard Giambelli formula [10] says
s(m1,...,mk|n1,...,nk)
(θ) = det
1≤i,j≤k
(s(mi|nj )(θ)).
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The corresponding solution to the KdV hierarchy (1.6),(1.7) is given by
u(t) = ∂2t0 log τW (θ) = −
3 c t0
(
c
(
t30 + 2 t1
)− 6)
(c (t30 − t1) + 3)2
. (3.27)
It satisfies the following initial condition
u|t≥1=0 = −
3 c t0
(
c t30 − 6
)
(c t30 + 3)
2 = 2c t0−
5c2t40
3
+
8c3t70
9
− 11
27
c4t100 +o(t
10
0 ), t0 → 0.
(3.28)
We point out the following interesting property of this example: The function
−3 c t0
(
c t30 − 6
)
(c t30 + 3)
2
is a common solution to all the higher order (order ≥ 2) stationary flows of the
KdV hierarchy.
4 Application to the Witten–Kontsevich tau func-
tion
As we have already mentioned in the introduction, the point of the Sato Grass-
mannian for the Witten-Kontsevich tau function Z(t) is given by
WWK = SpanC
{
λ2kc(λ), λ2k+1q(λ)
}∞
k=0
. (4.1)
which satisfies
λ2 WWK ⊂ WWK . (4.2)
Here c(λ) and q(λ) are defined in (1.15) and (1.17), respectively.
By Prop. 3.1 we have
Z(t) =
∑
µ∈Y
Aµsµ(θ). (4.3)
Here Aµ is given by the Giambelli-type formula (3.21) with Ai,j the affine co-
ordinates associated to the Witten–Kontsevich subspace WWK ,
tk = −(2k + 1)!! θ2k+1, k ≥ 0, (4.4)
and sµ(θ) is the Schur polynomial in θ associated to the partition µ.
In the rest of this section, we derive the explicit expressions of Am,n for Z(t)
and prove Theorem (1.1). The loop group element associated to the Witten–
Kontsevich subspace WWK is
G(λ) =
1
2
λ−
1
4
σ3
(
1 1
1 −1
)(
c(
√
λ) q(
√
λ)
c(−
√
λ) q(−
√
λ)
)
λ
1
4
σ3 . (4.5)
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Recall that c(λ), q(λ) satisfy the following identity [7]:
c(λ)q(−λ) + c(−λ)q(λ) ≡ 2, (4.6)
and hence det(G(λ)) = 1. Moreover, since both c(λ) and q(λ) are power series
in λ−3, the following identity holds:
G
(
ω2λ
)
= ωσ3 G(λ)ω−σ3 (4.7)
where ω := eπi/3. We have
G3j =
(
c2j 0
0 q2j
)
, U3j =
(
q2j 0
0 c2j
)
, (4.8)
G3j+1 =
(
0 q2j+1
0 0
)
, U3j+1 =
(
0 −q2j+1
0 0
)
, (4.9)
G3j+2 =
(
0 0
c2j+1 0
)
, U3j+2 =
(
0 0
−c2j+1 0
)
. (4.10)
Substituting the above expressions of Gk, Uk into equation (2.19) we can
find the expressions for Zk,l. For example,
Z3k,3l = −
3k∑
j=0
GjU3k+3l+1−j
= −
k∑
j1=0
G3j1U3k+3l+1−3j1 −
k−1∑
j2=0
G3j2+1U3k+3l−3j2
=
(
0
∑k
j1=0
c2j1q2k+2l−2j1+1 −
∑k−1
j2=0
q2j2+1c2k+2l−2j2
0 0
)
. (4.11)
Now let us identify the affine coordinates Am,n with the numbers A
Zhou
m,n
derived by Zhou [16]. To do so we rescale AZhoum,n as in the introduction
Bm,n = (
√−2)m+n+1AZhoum,n , m, n ≥ 0. (4.12)
Proposition 4.1. For all m,n ≥ 0,
Am,n = Bm,n. (4.13)
Proof. Due to Lemma 2.3 it suffices to show that
Bk+2,l −Bk,2+l = Bk,0B1,l +Bk,1B0,l, ∀ k, l ≥ 0, (4.14)
Bk,0 = Ak,0, Bk,1 = Ak,1, ∀ k ≥ 0, (4.15)
B0,k = A0,k, B1,k = A1,k. ∀ k ≥ 0. (4.16)
Noting that Bm,n = 0 unless m+ n ≡ −1 (mod 3) and that
B3m−1,3n = B3m−3,3n+2, (4.17)
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in order to show (4.14) we only need to show
B3m−2,3n+1 −B3m,3n−1 = −B3m−2,1B0,3n−1. (4.18)
This is equivalent to the following
m(2m+ 1)
(
Bn(m) +
bn
6m− 1
)
− (6m+ 7)(6m+ 5)(6m+ 3)
(
Bn−1(m+ 1) +
bn−1
6m+ 7
)
=
(6n− 1)!!
6m− 1
(2m+ 2n)(2m+ 2)!
(2m)!(2n)!
1
(m+ 1)...(m+ n− 1) . (4.19)
Substituting the recursion relation
Bn(x) = 108(x+ 2) ·Bn−1(x+ 1)
+ 105
Bn−1(x+ 1)
x
− 18(n− 1)bn−1
x
+ 18bn−1 (4.20)
into Eq. (4.19) above, we find that (4.19) becomes a simple combinatorial iden-
tity.
Noticing that both Bm,n and Am,n satisfy the following symmetries
Bn,m = (−1)m+nBm,n, An,m = (−1)m+nAm,n, (4.21)
we find (4.15) and (4.16) are equivalent. It remains to show (4.15). And this is
true because of (2.22). The proposition is proved.
It is clear that Prop. 4.1, Lemma 2.2, Lemma 2.4, Lemma 2.5 together imply
Theorem 1.1.
5 Relation to the R-matrix of the A2 Frobenius
manifold
The Frobenius manifold corresponding to moduli spaces of 3-spin structures of
type A [15] is the space of miniversal deformations of a simple singularity of
type A2. It is usually called the A2 Frobenius manifold. The potential of this
Frobenius manifold [3, 11] is given by
F =
1
2
(v1)2v2 +
1
72
(v2)4, (5.1)
with the invariant metric
η =
(
0 1
1 0
)
. (5.2)
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Here v = (v1, v2) is a flat coordinate system at certain semisimple point of the
Frobenius manifold. The spectral data (µ, ρ) [3] for this Frobenius manifold
reads as follows
µ1 = −1/6, µ2 = 1/6, ρ = 0. (5.3)
The R-matrix of a Frobenius manifold was introduced in [3, 6]. According
to an explicit expression of R(z) given in [11], we have
R(z) =
( ∑
k q2kz
2k −∑k q2k+1z2k+1
−∑k c2k+1z2k+1 ∑k c2kz2k
)
. (5.4)
As before
∑
k :=
∑∞
k=0 . Note that here we have evaluated the R-matrix R(v; z)
of the A2 Frobenius manifold at a particular point of this manifold, more pre-
cisely at φ = 6−2/3 in the notation of [11].
Proof of Theorem 1.2. It is straightforward to verify that
R(z) = z
σ3
6 G−1
(
z−
2
3
)
z−
σ3
6 . (5.5)
Recall that the V -matrices Vk,l associated to R(z) are defined by
R∗(w)R(z)− I
w + z
=
∑
k,l≥0
(−1)k+l Vk,l wkzl. (5.6)
Here R∗(w) = η RT (w) η. These matrices satisfy that ∀ k, l ≥ 0,
Vk,l+1 + Vk+1,l = Vk,0 V0,l, (5.7)
V ∗k,l = Vl,k. (5.8)
Proof of (1.37),(1.38) is then straightforward by using (5.5). 
6 Conclusion
Ityzkson and Zuber [7] also considered more general matrix integrals, which
give the partition function for the r-spin structures of type A, for any r ≥ 2.
See also Kac-Schwarz [8] by using the Grassmannian approach. Note that our
formulation for matrix-valued affine coordinates and tau functions (3.22) also
work for any Gelfand-Dickey hierarchy. We will postpone explicit formulas for
the r-spin partition function in a subsequent paper [1].
Another interesting question is to investigate the relation between the Taylor
coefficients (s0, s1, s2, ...) of an analytic initial data u0(x) of the KdV hierarchy
ut≥1=0 = u0(x) =
∞∑
n=0
sn
n!
xn (6.1)
and the matrix-valued affine coordinates (or alternatively speaking theG−matrix
(2.23)). For example, our results imply that the G−matrix
G(λ) =
(
1 c λ−1
0 1
)
(6.2)
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gives rise to the following choice of coefficients
s0 = 0, s1 = 2c, s2 = s3 = 0, s4 =
5
3
c2, s5 = s6 = 0, s7 =
8
9
c3, . . . , (6.3)
and the G−matrix
G(λ) =
( ∑
k c2kλ
−3k
∑
k q2k+1λ
−3k−1∑
k c2k+1λ
−3k−2
∑
k q2kλ
−3k
)
. (6.4)
gives rise to the coefficients
s0 = 0, s1 = 1, s2 = s3 = s4 = ... = 0. (6.5)
Considering Theorem 1.2, it would be interesting to investigate the initial data
u0(x) corresponding to the G-matrix coming from the R−matrix associated to
an arbitrary semisimple calibrated two dimensional Frobenius manifold.
Acknowledgements
We would like to thank Boris Dubrovin and Marco Bertola for many helpful
discussions and encouragements. F. B. wishes to thank John Harnad for intro-
ducing him to the subject of tau functions. D. Y. wishes to thank Youjin Zhang
for his advises and helpful discussions. The work is partially supported by PRIN
2010-11 Grant “Geometric and analytic theory of Hamiltonian systems in finite
and infinite dimensions” of the Italian Ministry of Universities and Researches,
and by the Marie Curie IRSES project RIMMP.
References
[1] Balogh, F., Yang, D., Zhou, J. in preparation.
[2] Cafasso, M. (2008). Block Toeplitz determinants, constrained KP and
Gelfand-Dickey hierarchies, Math. Phys. Anal. Geom., 11 (1): 11–51.
[3] Dubrovin, B. (1996). Geometry of 2D topological field theories. In “Inte-
grable Systems and Quantum Groups”, Editors: Francaviglia, M., Greco,
S. Springer Lecture Notes in Math. 1620: 120–348.
[4] E`nolskii, V. Z., Harnad, J. (2011). Schur function expansions of KP τ -
functions associated to algebraic curves. Russian Mathematical Surveys,
66(4), 767.
[5] Gantmacher, F. R. (2000). The Theory of Matrices, vols. I and II. AMS
Chelsea Publishing, Providence R.I. (reprinted)
[6] Givental, A. (2001). Gromov-Witten invariants and quantization of
quadratic Hamiltonians. Mosc. Math. J., 1 (4): 551-568.
18
[7] Itzykson, C., Zuber, J.-B. (1992). Combinatorics of the modular group. II.
The Kontsevich integrals. Internat. J. Modern Phys. A, 7 (23): 5661–5705.
[8] Kac, V., Schwarz, A. (1991). Geometric interpretation of the partition func-
tion of 2D gravity. Physics letters B, 257 (3): 329–334.
[9] Kontsevich, M. (1992). Intersection theory on the moduli space of curves
and the matrix Airy function. Comm. Math. Phys., 147 (1): 1–23.
[10] Macdonald, I. G. (1995). Symmetric functions and Hall polynomials. Sec-
ond Edition. Oxford Mathematical Monographs. Oxford University Press
Inc., NewYork.
[11] Pandharipande, R., Pixton, A., Zvonkine, D. (2013). Relations on Mg,n
via 3-spin structures. arXiv preprint arXiv: 1303.1043.
[12] Sato, M. (1981). Soliton Equations as Dynamical Systems on a Infinite
Dimensional Grassmann Manifolds (Random Systems and Dynamical Sys-
tems). RIMS Kokyuroku, 439: 30–46.
[13] Segal, G., Wilson, G. (1985). Loop groups and equations of KdV type. Inst.
Hautes E´tudes Sci. Publ. Math., 61: 5–65.
[14] Witten, E. (1991). Two-dimensional gravity and intersection theory on
moduli space. Surveys in Diff. Geom., 1: 243–310.
[15] Witten, E. (1993). Algebraic geometry associated with matrix models
of two-dimensional gravity (pp. 235-269). Topological methods in modern
mathematics (Stony Brook, NY, 1991), Publish or Perish, Houston, TX.
[16] Zhou, J. (2013). Explicit Formula for Witten-Kontsevich Tau-Function.
arXiv preprint arXiv: 1306.5429.
19
