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ABSTRACT

Remote sensing applications in agriculture are established for large-scale monitoring with satellite and airborne imagery, but unmanned aerial systems (UAS) are poised to
bring in-field mapping capabilities to the hands of individual farmers. UAS imaging holds
several advantages over traditional methods, including centimeter-scale resolution, reduced
atmospheric absorption, flexible timing of data acquisitions, and ease of use. In this work,
we present two studies using UAS imaging of specialty crops in upstate New York to work
towards improved crop management applications. The first study is an investigation of
multispectral imagery obtained over table beet fields in Batavia, NY during the 2018 and
2019 seasons to be used in root yield modeling. We determined optimal growth stages for
future observations and establish the importance of quantifying early growth via determination of canopy area, a feature unattainable with lower resolution imaging. We developed
models for root mass and count based on area-augmented imagery of our raw study plots
and their corresponding ground truth data for practical testing with independent data sets.
The second study was designed to determine an optimal subset of wavelengths derived from
hyperspectral imagery that are related to grapevine nutrients for improved vineyard nutrient
monitoring. Our ensemble wavelength selection and regression algorithm chose wavelengths
consistent with known absorption features related to nitrogen content in vegetation. Our
model achieved a leave-one-out cross-validation root-mean-squared error of 0.17% nitrogen in
our dried vine-leaf samples with 2.4−3.6% nitrogen. This is an improvement upon published
studies of typical UAS multispectral sensors used to assess grapevine nitrogen status. With
further testing on new data, we can determine consistently selected wavelengths and guide
the design of specialty multispectral sensors for improved grapevine nutrient management.
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Chapter 1
Introduction

1.1

Context
In the face of a growing population and a changing climate, large and small farms

globally are under increasing pressure to improve their efficiency, while also adopting sustainable crop production practices to reduce their negative impact on the environment [1, 2].
We have seen a shift from large-area, coarse-scale crop assessment to finer-scale, small-area
approaches. In recent decades, precision agriculture (PA) practices, or fine-scale, spatially
explicit management approaches, have been developed to improve the ability of growers to
meet the need for increased, optimized, and sustainable food production [3]. Studies using
remote sensing agricultural data have resulted in techniques for detection of weeds and disease, monitoring the stress of nutrients and water, characterizing soil, and optimizing yield
[4, 5]. While airborne and satellite-based remote sensing systems have been used to assess
crop health and predict yield for the aforementioned coarse monitoring of food supplies at
national and global scales [6], these systems fall short at the individual farm or field level,
mainly because they lack the necessary spatial, spectral, and temporal characteristics that
are required for precision agriculture approaches. Additionally, most studies have been focused on large scale broad acre crops like wheat, corn, rice, beans, and oilseeds. Advances
in PA, or site specific crop management, like unmanned aerial systems (UAS) equipped
with imaging systems, are poised to fill the needs of motivated farmers by providing a costeffective field monitoring and decision-making tool to sustainably boost their crop yield and
maximize profits.

1

Despite recent advances, farmer adoption of PA technologies remains a challenge [7].
Lack of adoption can often be attributed to a farmer’s perceptions of a PA application’s
usefulness, ease-of-use, and cost-effectiveness [8]. UAS imaging systems effectively accomplish multiple monitoring needs of a farmer. In particular, field monitoring to prevent yield
loss is expected to provide the most economical benefit to farmers, while also having the
most environmental benefits. However, data acquisition, processing, and analysis are often
too costly and need to be reduced in terms of processing requirements to encourage more
widespread adoption [9].
To address issues related to the cost and ease of acquiring data, small UAS systems
can host lightweight multispectral cameras that may be relevant to physiological crop assessment. A key advantage of using UAS imaging to monitor crops is the advent of centimeterscale spatial resolution, which allows for accurate segmentation of the crop canopy against
background soil, grass, and shadow [10]. High-resolution imagery makes UAS particularly
suited for precise extraction of canopy pixel reflectance bands and quantification of canopy
area for plot-level ground truth studies of yield, nutrients, and other agronomic metrics. The
high-resolution imagery can also be used to assess canopy height with structure-from-motion
(photogrammetry) and computer vision software [11] for improved crop phenotyping [12].
While UAS imaging technology and processing software are gradually becoming more
available, accessible, and cost-effective, the development of accurate models to assess and
predict for specific crop parameters and traits is lacking. Most commonly, the normalized
difference vegetation index (NDVI)[13] or other trait specific vegetation indices are used in
regressions to develop models for estimation of various crop traits [14]. However, NDVI and
other vegetation indices may saturate when growth has reached high densities [15], thus providing limited predictive power. Additionally, the radiometric properties of a crop canopy
change drastically throughout the growing season as the crop develops and reaches senes-

2

cence. Few studies that establish relationships between vegetation indices and phenological
traits or yield have thoroughly assessed prediction error, particularly for studies with small
sample sizes. As a result, existing models readily can be improperly applied or misused.
An accurate model for any crop therefore requires its own study of radiometric variation
across many ground truth samples, and across growth stages and seasons to develop a truly
predictive model for practical use.
It is in this context that UAS-based hyperspectral imagery can be used to obtain an
abundance of spectral information [16] that contain potentially useful correlations that are
inaccessible with typical multispectral, narrowband sensors. However, care must be taken
when modeling using high-dimensional reflectance spectra and too many derived vegetation
indices in order to avoid model overfitting [17]. Hyperspectral sensors also are much more
expensive than multispectral sensors, making them cost-prohibitive for PA applications [14].
Regardless, hyperspectral sensors can guide multispectral sensor band placement for specific
applications, given their ability to effectively “oversample” the spectral dimension and then
enabling the determination of wavelength combination subsets that are optimized for the
crop parameter or model of interest [18, 19].
Side note: I was slated to begin work on a beet yield modeling study for my thesis
research in the spring of 2020, using data from a planned campaign of UAS hyperspectral
imagery in upstate New York. Due to the propagation of of COVID-19 in the United States
after March 2020, the funding for that project and the planned flight campaign were postponed. As a result, I spent the summer of 2020 working with imaging data of beet fields
obtained in 2018 and 2019 and later began research on a newly funded project for vineyard
nutrition monitoring in the fall of 2020. These two projects constitute my contribution to
advancing remote sensing applications in precision agriculture, as presented in this thesis.
Each project has distinct objectives and results, but they also share many of the same chal-

3

lenges related to current methods and highlight the challenges that remain before practical
UAS applications in precision agriculture can become a reality. The studies also explore two
less-frequently studied specialty crops, thereby placing the research at the forefront of emerging applications of UAS in precision agriculture. The specific thesis objectives and layout
will be discussed next. It is worth nothing that the thesis follows the modern approach to
such documents, i.e., it consists of abbreviated introduction and conclusions sections, which
book-end journal paper contributions and their own literature studies.

1.2

Objectives
Our objectives at a high-level focused on advancing UAS-based precision agricul-

ture applications, while focusing on two sub-topics, namely yield forecasting and nutrient
management:
• Objective 1: Assess the predictive power of UAS multispectral band reflectance and
derived crop canopy area for modeling New York State table beet root yield in terms
of mass, count, and diameter.
• Objective 2: Determine optimal wavelengths from UAS hyperspectral imagery to monitor grapevine nutrient status in vineyards at the vine-canopy level.

1.3

Thesis Layout
Chapters 2 & 3 are structured in the format of self-contained journal articles that

cover the two different projects.
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1.3.1

Chapter 2: Predicting table beet root yield with multispectral UAS imagery
This chapter describes a study of beet root yield, modeled using UAS multispectral

imagery, collected in 2018 and 2019 on two farms in Batavia, New York, USA, and has been
published in Remote Sensing (May 2021). This effort focuses on addressing Objective 1, while
working to improve spectral sensing for crop management by exploring the exploitation of
area-augmented plots to increase sample size, variety, and model generalization.
1.3.2

Chapter 3: Assessing Concord grapevine nutrient status from unmanned
aerial system (UAS) hyperspectral imagery
This chapter explores an ensemble wavelength ranking method to determine wavelength-

optimized models of Concord grapevine leaf nutrient content, to be used as the basis for a
future journal publication. Particular attention is paid to nitrogen, since that nutrient has
been studied most extensively due to its vital importance to crop health. This work addresses Objective 2 and advances the recent applications of ensemble methods in feature
selection spectral studies. It also advances UAS hyperspectral studies into the vineyard crop
management space, and the greater work of using spectra to study crop biochemistry.
1.3.3

Chapter 4: Summary
This chapter provides a summary of the work that has been done to complete the

specific objectives and to more generally improve crop management through spectral sensing
with UAS. Additionally, the chapter details key methodological concerns, suggests potential
solutions, and planned future work.

1.4

Scientific Contributions
The scientific contributions of this thesis can be outlines as follows:
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• Demonstrated the importance of early growth stage canopy-area, derived from spectral
imagery, to forecasting beet root yield at harvest.
• Demonstrated improved model generalization by using area-augmented imagery to
supplement small sample sizes in studies of spatially modular data.
• Identified the need for imagery obtained at a variety of beet growth stages to build
models that are appropriate for assessment of independent datasets.
• Demonstrated the application of an ensemble method for wavelength selection to determine optimal bands (wavelengths) from hyperspectral imagery.
• Identified biochemically-significant wavelengths related to leaf nitrogen content in Concord grapevines.
• Confirmed that key spectral regions in the visual and near infrared regions contain
spectral information associated with grapevine nutrients that lie outside the band
placement of typical multispectral sensors.
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Chapter 2
Predicting table beet root yield with multispectral
UAS imagery

Robert Chancia, Jan van Aardt, Sarah Pethybridge, Daniel Cross, John Henderson.
Predicting Table Beet Root Yield with Multispectral UAS Imagery. Remote Sensing
13(11):2180, May 2021. https://doi.org/10.3390/rs13112180

2.1

Abstract
Timely and accurate monitoring has the potential to streamline crop management,

harvest planning, and processing in the growing table beet industry of New York state.
We used unmanned aerial system (UAS) combined with a multi-spectral imager to monitor
table beet (Beta vulgaris ssp. vulgaris) canopies in New York during the 2018 and 2019
growing seasons. We assessed the optimal pairing of a reflectance band or vegetation index
with canopy area to predict table beet yield components of small sample plots using leaveone-out cross-validation. The most promising models were for table beet root count and
mass using imagery taken during emergence and canopy closure, respectively. We created
augmented plots, composed of random combinations of the study plots, to further exploit
the importance of early canopy growth area. We achieved a R2 = 0.70 and root-meansquared-error (RM SE) of 84 roots (∼ 24%) for root count, using 2018 emergence imagery.
The same model resulted in a RM SE of 127 roots (∼ 35%) when tested on the unseen
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2019 data. Harvested root mass was best modeled with canopy closing imagery, with a
R2 = 0.89 and RM SE = 6, 700 kg/ha using 2018 data. We applied the model to the 2019
full field imagery and found an average yield of 41, 000 kg/ha (∼ 40, 000 kg/ha average for
upstate New York). This study demonstrates the potential for table beet yield models using
a combination of radiometric and canopy structure data obtained at early growth stages.
Additional imagery of these early growth stages is vital to develop a robust and generalized
model of table beet root yield that can handle imagery captured at slightly different growth
stages between seasons.

2.2

Introduction
New York is a sentinel center of production for table beet (Beta vulgaris spp. vulgaris:

Family Chenopodiaceae) in the USA ranking second behind Wisconsin [20], and is undergoing exponential industry growth. The table beet industry in New York is diverse in enterprise
size and scale ranging from small, diversified growers that supply farm markets and roadside
stands to broad-acre fields up to approximately 45 ha in size. Broad-acre production is for
processing into cans and jars, direct fresh market sales, and feedstock as value-added beet
products, such as snack packs and juices. The growth of the industry is fueled by an enhanced awareness of the health benefits of consuming table beets and beet-based products.
These well-documented effects range from nutritional intervention to disease mitigation [21].
Among the most commonly reported physiological changes associated with table beet consumption include improvements in cardiovascular health and sugar metabolism attributed
to the rich source of dietary nitrate [22, 23], the antioxidant and anti-inflammatory effects
of betalains [24], and the potential to improve stamina in exercise [25]. Red table beets are
also grown as the main source of betacyanins which are the basis of coloring used in food
products [26].
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Crop yield is generally defined as the ratio of the mass of a harvested crop to the
physical area of land used for production [1]. Depending on the crop and its end market, a
farmer may need to consider multiple yield parameters relevant to their potential financial
returns. In the case of table beets, the number of roots, and the percentage of roots falling
in specific shoulder diameter ranges are of particular interest, in addition to the standard
kilograms per hectare yield. Logistically, table beet roots of various sizes are used for different
products with distinct processing and packaging needs. This motivates the stakeholders,
hoping to meet yield and beet diameter distribution targets, to obtain early crop management
inputs which may be relevant to strategic planning, reduction of waste, maximization of
financial gain, and potential within-season intervention.
Precision agriculture methods have been developed to monitor and manage crops
at small scales in the last several decades, focusing on in-field applications of farm inputs,
rather than prescribing uniform treatments across an entire field [4]. The utility of crop
yield modeling for management is to provide farmers with clearly actionable decision-making
information concerning their fields, with model inputs sourced from data obtained with
minimal cost and effort [8]. These can be data pertaining to the in-field spatial soil, water,
nutrient, and topographic conditions for the crop, and local weather information. While
such inputs pertain to the ingredients for a variety of plant growth outcomes, we can also use
satellite, airborne, or unmanned aerial system (UAS) imagery to incorporate the radiometric
and structural properties of the resulting crop canopies. Applications of remote sensing
include biomass and yield estimation, monitoring of vegetation vigor, drought stress, and
crop phenological development [5]. The most thorough assessment of in-field crop conditions
would ideally contain all sources of information related to the base determinants of crop
growth, supplemented with remote sensing imagery. However, in situ observations can be
costly, time consuming, and destructive, thus prohibiting broader adoption [27]. An UAS
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equipped with an affordable multispectral camera, on the other hand, can rapidly and nondestructively obtain full-field imagery for use as predictor variables in crop yield modeling.
UAS and airborne multispectral imagery and vegetation indices derived from combinations of two or more select bands, to enhance the contribution of vegetation properties,
have been used for yield prediction in a variety of crop scenarios, including rice [28, 29],
maize/corn [30, 31] and wheat [32]. For example, Zhou et al. [33] found that indices from
multispectral imagery were correlated (R2 > 0.7) with rice grain yield at various growth
stages. Models using data from different epochs may rely on different vegetation indices and
reflectance bands as primary inputs, as found in similar modeling studies of corn [31] and
sugar beet [34] yield. A multi-temporal approach also can allow for the determination of an
optimal timing and growth stage for imagery collection [33, 35].
Remote sensing of root crops, including sugar beet (also B. vulgaris ssp. vulgaris),
have also shown potential for success of UAS-based yield estimation of table beets. Bu et
al. [36] found that RapidEye satellite imagery could be used to predict sugar beet root yield
comparably to common ground-based sensors, but concluded that a UAS sensing approach
may be necessary due to the lack of available satellite imagery coinciding with clear skies.
Olson et al. [34, 35] more recently found that pairing of UAS-derived multispectral vegetation indices and canopy height can provide improved sugar beet yield predictions when
compared to vegetation indices alone. Their modeling used imagery from multiple growth
stages across two different seasons at two different sites. This study also found the significance of canopy height diminished in seasons with lower rainfall, and modeling results of
both vegetation indices and canopy height were inconsistent between growing seasons and
sites. The predictive ability of both vegetation indices, canopy height, and a combination
thereof was found to be significant only in certain growth stages and the optimal growth
stage was not always consistent between the two seasons and sites [35]. The best sugar
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beet root yield model was for combined NDVI and crop height at one site in 2017, with
an R2 = 0.816, during the sugarbeet V10 growth stage (approximately June 28 in western
Minnesota) [34].
Canopy aArea is especially important for imagery obtained at early growth stages
before the neighboring canopies have merged. Canopy height is also important but can be
difficult to assess before the plants are several centimeters in height, depending on the ground
sample distance (GSD) of the imagery. Overall, the early stages are well-suited to assess the
vigor of early crop growth via both the average radiometric properties of the canopy and
the extent of the canopy growth in terms of canopy area and/or height [37, 38, 39, 40]. In
this work, we exclusively investigate the predictive power of UAS multispectral imagery for
table beet yield components (root mass, count, and shoulder diameter size distributions) at
harvest. This is a challenging research task since, for many crops with above ground fruits,
the health or yield can be directly estimated with imagery, but for root vegetables, we can
only infer their yield with imagery exclusively via their canopy structure and reflectance.
We build on previous work by creating area-augmented data from our experimental plots,
to exploit the importance of structural metrics derived from imagery and to evaluate model
performance on independent data.

2.3
2.3.1

Materials and Methods
Study Area
The Rochester Institute of Technology UAS and Cornell University agronomy teams

collected multispectral imagery and ground truth agronomic data from table beet fields
located in Batavia, New York, USA during July and August of 2018 and 2019 (see Figure
2.1). The commercial fields contained table beet cv. Merlin, planted in accordance with
typical industry management practices, i.e., twin rows with approximately 10 cm between-
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Figure 2.1: The 2018 and 2019 table beet field site locations in Batavia, New York, USA.
Lower left map da-ta: Google, Maxar Technologies.

plant spacing and ∼ 60 cm between-row spacing.
2.3.2

Data collection
Fifty 3-m long plots were marked soon after crop emergence (July 5, 2018), as well as

20, 1.5-m long plots during the following season (July 15, 2019). Four and two data collections
of agronomic ground truth and UAS canopy reflectance data were collected in 2018 and
2019, respectively. An additional ground truth harvest collection, without imagery, was also
conducted in 2019. Crop stands were assessed for both years by counting the plants in the
entire length of each of the double-row plots on each occasion. Canopy reflectance imagery
were obtained as close as possible to the ground truth collection dates via a DJI Matrice
100 UAS vehicle, mounted with a MicaSense RedEdge-M five-band multispectral visiblenear-infrared (VNIR) camera system. Due to instrument availability, canopy reflectance
12

imagery was obtained using a DJI Matrice 600 UAS equipped with a Headwall Photonics
Nano-Hyperspec imaging spectrometer (272 spectral bands; 400 − 1, 000 nm) for the second
observation in 2018, in lieu of the multispectral imagery. At harvest, in addition to plant/root
counts, a number of yield parameters were collected in the 2018 season by hand removal
of all plants within the plots (Table 2.1). These included root number, root mass (kg),
root shoulder diameters (mm), and the dry weight of the foliage separated from the roots.
Foliage was weighed in the field and a sub-sample (approximately 10% of the total weight)
was dried at 60◦ C for 48 h to calculate dry weight. Roots over 20 mm in diameter were
counted and weighed, and returned to Geneva, NY for storage at 10◦ C for up to 10 days,
until shoulder diameters were measured using digital calipers (Mitutoyo, USA). Only root
count was conducted for the 2019 harvest.
The MicaSense RedEdge-M camera captured images in five narrowband spectral channels (blue, green, red, red edge, and near-infrared [41]; Table 2.2). The flight ground sample
distances ranged from 0.5 − 10 cm/pixel. We down-sampled the hyperspectral imaging
canopy reflectance spectra for each pixel to simulate the standard multispectral imagery for
the second observation in 2018. We integrated the pixel spectra, multiplied with a Gaussian
of peak central wavelength and full-width-at-half-maximum (FWHM) to down-sample the
spectra (Table 2.2).
2.3.3

Data Preprocessing
We registered, orthorectified, and calibrated all UAS multispectral imagery obtained

with the MicaSense camera using the Pix4D software (V. 4.4.12) [42]. The software processing ingests the raw frames from each spectral band and outputs co-registered and radiometricallycorrected reflectance orthomosaics. GPS ground control points were de-ployed in the fields
for manual identification of tie-points to verify and improve band and image registration.
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Table 2.1: Temporal sequence of data collection in the table beet fields in
in 2018 and 2019.
Year/Assessment Ground Truth
UAS Canopy
Altitude1(m)
Reflectance
2018:
1- Emergence
Stand Count 2 Multispectral
14, 27
(July 5)
(July ()
2 - Canopy Closing Stand Count 2 Hyperspectral
57, 49
(July 20-22)
(July 27)
3 - Canopy Closed Stand Count 2 Multispectral
22, 35
(August 6)
(August 9)
4 - Harvest
Stand Count 2 Multispectral
30, 45
(August 20)
(August 24)
Yield Data
(August 24)
2019:
1 - Emergence
Stand Count 3 Multispectral
14, 12, 7
(July 15)
(July 16)
2 - Canopy Closing Stand Count 3 Multispectral
14, 12, 7
(July 24)
(July 24)
3 - Harvest
Stand Count
None
(August 16)
1
2

New York, USA
GSD2(cm)

1, 2
3.5, 2.5
1.4, 2.5
2, 3

1, 0.75, 0.5
1, 0.75, 0.5

Altitude for individual flights.
Ground Sample Distance (GSD) for individual flights.

The calibration procedure for the MicaSense camera uses sensor and image specific
metadata parameters for conversion from raw digital counts to radiance (W/m2 /sr/nm).
These include parameters for a vignette correction function, radiometric calibration coefficients, sensor gain, exposure time, and black level values [43, 42]. Additionally, the MicaSense
camera was paired with a 5-band downwelling light sensor (DLS 2) to capture the downwelling radiance in sync with the radiance imagery of the crop canopy [44]. The Pix4D
software uses the primary camera parameters, sun irradiance measured with DLS, and sun
angle from the DLS inertial measurement unit for radiometric correction [45]. We then
stacked the resulting reflectance mosaics for each band into one multispectral image, using
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Table 2.2: MicaSense RedEdge-M camera spectral bands used for quantifying reflectance
from table beet canopies in New York, USA, 2018 and 2019.
Band Name Center Wavelength (nm) Bandwidth FWHM1(nm)
Blue
475
20
Green
560
20
Red
668
10
Red Edge
717
10
Near Infrared
840
40
1

Full width at half maximum - FWHM.

ENVI software (V. 5.5) [46].
The 2018 observations with hyperspectral imagery were pre-processed for orthorectification and radiance calibration/conversion using Headwall’s Hyperspec III SpectralView
software [47]. The spectral imagery captured black, dark gray, light gray, and white calibration panels deployed on the north side of the 2018 site. We extracted the calibration
panel spectra using ENVI (V. 5.5 [46]). The panels have well characterized ground truth
reflectance spectra that were used to convert the pre-processed radiance flight imagery into
reflectance. We used the Empirical Line Method (ELM) tool in ENVI [48] to determine the
relationship between the calibration panel UAS radiance spectra and their true reflectance
spectra and determined linear coefficients to convert between radiance and reflectance at each
wavelength. This process removes both solar irradiance and atmospheric path radiance.
Plots in the field were marked with red plates to rapidly locate and define regions of
interest (ROIs) for each plot using ENVI. The plots differ in pixel dimensions for each set
of imagery, depending on the ground sample distance of the UAS-based MicaSense imagery.
We extracted 5-band plot images from each of the ROIs and used the Spectral Python
library SPy (V. 0.20) [49] to import the ENVI-formatted plot images to NumPy Arrays
in Python for further analysis. Figure 2.2 displays a sample of the extracted plot imagery
from the July 9, 2018 flight (shortly following crop emergence). We noted that plots 41,
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Figure 2.2: RGB (color) bands of MicaSense plot imagery from July 9, 2018 at 11:00. Note
the broad range in crop emergence at this early season observation. Each plot is 3 × 0.6 m
in dimension and has a 0.02 m ground sampling distance.

42, 43, and 46 exhibited substantial weed growth at this stage and were removed from the
analysis. Additionally, plot 27 had an anomalously high recorded foliage mass (> 2× of
other plots) and was removed as an outlier/erroneous recording. The next step required
accurate identification of vegetation pixels for further analysis.
2.3.4

Canopy pixel segmentation
Several methods may be used to identify the pixels containing vegetation in plot im-

agery. We clearly distinguished the crop canopy from background soil, prior to the growth
reaching a state of overlapped row canopies, due to the high spatial resolution of the UAS
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imagery. Common classification practices include applying an appropriate threshold to the
spectral angle map (SAM) of an endmember spectrum [50] or using k-means clustering to
identify and classify spectral endmembers [51]. However, band reflectance can change substantially with canopy growth, causing these methods to provide inconsistent results amongst
the various data sets. We thus opted for a relatively simple VI threshold to identify vegetation pixels in each plot. Similar to Barzin et al. [31], we determined that while a Normalized
Difference Vegetation Index (NDVI) threshold is commonly used for soil masking [52, 53],
it is not capable of producing a consistent result amongst the imagery from varying growth
stages using a single threshold value. We used the triangular vegetation index (TVI), because
the TVI of the canopy exhibited a limited variation over the cropping season compared to
NDVI. The traditional formula for TVI, introduced by Broge & Leblanc [54], incorporates
the green, red, and NIR bands as:
TV I =

1
[120 (ρN IR − ρgreen ) − 200 (ρred − ρgreen )]
2

(2.1)

with reflectances ρgreen = 550 nm, ρred = 670 nm, and ρN IR = 750 nm. This index essentially
measures the area of the triangle, as defined by the peak green and red absorption trough,
due to chlorophyll absorption, and the NIR plateau (inter-cellular leaf structure) in vegetation spectra [54]. We used the green, red, and red edge bands for vegetation classification
(Table 2.2). The traditional TVI values are therefore expected to represent an increase in
the triangular area as the canopy grows and NIR reflectance increases with more layers of
vegetation. We chose to use the red edge band, instead of NIR, in order to limit the difference
in the index between growth stages. The median reflectance for each band in all plot canopy
imagery from 2018 are shown in Figure 2.3 (left) along with the complete average spectra
(right). The canopy near-infrared reflectance is clearly the most variable throughout the
growing season. The red edge band reflectance observed here only decreases slightly over the
cropping season, as the red edge inflection point shifts to longer wavelengths with an increase
17

Figure 2.3: (Left) Median blue, green, red, red edge, and near-infrared reflectance of each
plot’s canopy pixels (background soil masked out) from table beet plots in New York in
2018. The vertical dashed lines separate the data in terms of the growth epochs observed in
the 2018 season. (Right) The average and standard deviation of all individual plot median
reflectance measurements are shown alongside the range of the individual measurements
(X’s).

in vegetation density [55]. This choice is convenient for the purpose of classification, since it
allows use of a consistent threshold for every data set. Other common indices, like NDVI,
increase for canopy-level sensing throughout the growing season and require an adjustment
to the threshold for each dataset to consistently classify all vegetation appropriately.
We included a comparison of the TVI threshold, SAM, k-means, and NDVI threshold
methods on a sample plot over the course of the 2018 season to further reinforce our choice of
the modified TVI for classification (Figure 2.4). The plot’s RGB composite and vegetation
classification masks of each method are shown for each growth stage. The k-means and
SAM masks were determined using the kmeans and msam [50] functions in the SPy library.
The NDVI and SAM methods both classified the entire plot image as vegetation in the two
final observations, but a stricter (higher) threshold for either method failed to classify the
first observation’s vegetation pixels, due to the less-developed canopy. The k-means method
is strongly dependent on the number of clusters chosen. In the later observations, it was
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Figure 2.4: Table beet vegetation classification for four observations of the 2018 plot #17
using TVI > 7.5 threshold, k-means (two clusters), vegetation-endmember (average of all
plot vegetation spectra) SAM > 0.85 threshold (normalized between 0-1, where 1 corresponds
to a perfect match), and NDVI > 0.5 threshold. The binary vegetation classification masks
display vegetation pixels as white and the background soil and shadow as black.

optimal to use fewer clusters, because vegetation covered nearly the entire plot area, resulting
in less spectral diversity. However, in early observations there was more variation in the plot
image due to increased soil visibility. The image from July 9, 2018 required at least three
clusters to properly classify only vegetation cover as actual vegetation. Thus, these three
methods failed to classify the plot imagery of all four growth stages using a standard set
of method parameters. Only the TVI threshold effectively classified all four growth stage
images with a single threshold value for all four sets of imagery.
2.3.5

Feature choice
Using the vegetation classification masks for each plot, we calculated a range of

statistical and morphological features. To avoid overfitting issues caused by small sample
sizes with high dimensionality [56], we limited our study to individual reflectance bands or
biophysically-sensible VI features and single radiometric features paired with canopy area.
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We tested only VIs known to exhibit a priori phenological correlations with crop vigor, and
from these constructed our final models only with those features exhibiting optimal posteriori
correlations. In addition to the five-band multispectral imagery, we calculated several VI
images for each plot (Table 2.3; Figure 2.5). The indices used here were specifically chosen to
capture different aspects of the plots’ spectra via incorporation of different combinations of
the five camera bands.The basic Difference Vegetation Index (DVI) effectively separates the
vegetation from the soil, but is sensitive to background soil reflectance [57]. We also included
the similar Green Difference Vegetation Index (GDVI), designed for predicting nitrogen
requirements in corn [58]. The most commonly-used vegetation index, NDVI, is related to
canopy structure, leaf area index (LAI), and photosynthesis [59], but is adversely sensitive
to the background soil, atmospheric conditions, and shadowing. The Enhanced Vegetation
Index (EVI) [60] attempts to correct for the soil and atmospheric effects in NDVI and offers
more contrast in developed canopies, where NDVI may saturate due to a higher leaf area
index (LAI). The Modified Soil Adjusted Vegetation Index 2 (MSAVI2) [61] reduces noise
due to soil and increases the dynamic range of the canopy signal, while the Green Chlorophyll
Index (GCI) provides a better relation to chlorophyll content than NDVI [62]. The Modified
Triangular Vegetation Index (MTVI), used for LAI estimation [63], is slightly different from
the TVI we used earlier for vegetation classification, effectively swapping the NIR band for
the red edge. We included the Visible-Band Difference Vegetation Index (VDVI) [64, 65],
which incorporates the blue, green, and red channels, to assess the effectiveness of using only
visible channels. Finally, we included the Red Edge Normalized Difference Vegetation Index
(RENDVI) [66] to capture variation in the vegetation spectra along the red edge.
We next determined the median reflectance of each band and median value of each VI
for the vegetation-classified pixels in each plot. Although the pixel reflectance of each band
did not deviate significantly from a Gaussian distribution, we used the median in lieu of the
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Table 2.3: Select vegetation indices used in this study.
Index
Name
Formula
DVI
Difference Vegetation Index [57]
N IR − R
GDVI
Green Difference Vegetation
N IR − G
Index [58]
N IR−R
NDVI
Normalized Difference Vegetation
N IR+R
Index [59]
2.5(N IR−R)
EVI
Enhanced Vegetation Index [60]
N√
IR+6R−7.5B+1
2N IR+1− (2N IR+1)2 −8(N IR−R)
MSAVI2
Modified Soil Adjusted
2
Vegetation Index 2 [61]
N IR
GCI
Green Chlorophyll Index [62]
−1
G
MTVI
Modified Triangular Vegetation 1.2 [1.2 (N IR − G) − 2.5 (R − G)]
Index [63]
2G−R−B
VDVI
Visible-Band Difference
2G+R+B
Vegetation Index [64]
N IR−RE
RENDVI
Red Edge Normalized
N IR+RE
Difference Vegetation Index [66]

mean to eliminate the potential of an anomalous pixel skewing a plot’s reflectance or index
values. We calculated the physical area of vegetation pixels for each plot, by multiplying the
number of TVI > 7.5 threshold vegetation-classified pixels by the squared ground sampling
distance. This yielded 15 total features (five bands, nine indices, and one area) for each plot
to be used in data analysis for each growth stage imagery set.
2.3.6

Data Analysis
We investigated multiple linear regression (MLR) models using individual radiometric

features combined with canopy area to model the various yield parameters with data sets
from each growth stage. We used Leave-one-out cross-validation (LOOCV) R2 and RM SE
for each MLR model (scikit-learn version 0.21.3) to determine the best performing growth
stage and radiometric feature for each yield component. We also summarize LOOCV results
for individual feature linear models of canopy area and the best performing radiometric
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Figure 2.5: Grayscale multispectral bands and vegetation indices for imagery collected in a
table beet field on July 16, 2019 (example plot 16) in Batavia, New York.

feature, for comparison with the optimal MLR model. Finally, we built upon the most
promising growth stage models by including additional augmented plots with larger areas.
We created augmented area plots for the emergence and canopy closing growth stages
using the original N plots. An additional N plots (the double set) consisted of two randomlychosen and combined plots from the original set, and a third set of N plots (the triple set)
consisted of a randomly-chosen combination of three original plots. This yielded three times
as many plots at each growth stage, with enhanced canopy area variability. The radiometric
data were extracted from these double and triple plots in the same manner as the original
plot data. While the original plot models naturally favored canopy area in some cases, the
use of augmented area plots forced the area feature to be most important. We repeated the
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LOOCV assessment of individual radiometric features paired with canopy area using the
area-augmented models for the previously identified optimal growth stage. We applied the
final root count model to the 2019 plots nearest in growth stage for direct testing and the
root mass model to the whole field for a final coarse assessment of the model’s performance
on unseen data, comparing the outcome to a standard yield estimate in terms of kg/ha for
this region.
Prior to using MLR, we centered and scaled the dataset by removing the mean and
scaling to unit variance, so that the variety of scalar value ranges of the individual input
features did not skew the model coefficients higher for certain features [67]. In addition to
reporting LOOCV we provided visual assessments of model performance (measurements vs.
predictions) by training models with the optimal feature combination using 90% of the plot
samples in the selected data set. We also report RM SE for the 10% testing data prediction
of these models.

2.4
2.4.1

Results
Table beet root count
The LOOCV scores for root count modeled with the standard plot imagery from each

growth stage are compiled in Table 2.4. The highest R2 and lowest RM SE were found for
the emergence imagery. The canopy area (R2 = 0.23, RM SE = 25 roots) alone was only
slightly informative at this growth stage and did not improve the predictive ability of the
NIR band (R2 = 0.40, RM SE = 22 roots) when combined in the MLR model (R2 = 0.38,
RM SE = 22 roots). The optimal RM SE of 22 roots is 13% of the mean root count across
all plots.
The LOOCV scores for each band and VI paired with canopy area are shown in Figure 2.6 for the area- augmented emergence imagery. The VIs generally outperformed the
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Table 2.4: Table beet root count growth stage and band/VI assessment report with leaveone-out-cross-validation R2 and root-mean-squared-error (RM SE) for the best pairing of
a radiometric feature with canopy area MLR model and the linear regression scores of the
individual features in 2018.
Band/VI + Area
Area
Band/VI
2
2
2
Growth
Best
R
RM SE
R
RM SE R
RM SE
Stage
Band/VI
(roots)
(roots)
(roots)
Emergence
NIR
0.38
22
0.23
25
0.4
22
Closing
NIR
0.03
28
-0.04
29
0.04
28
Closed
VDVI
0.11
27
-0.02
29
0.11
27
Harvest
NIR
0.26
24
0.23
25
0.14
26

individual reflectance bands, and nearly all combinations provided an improvement to the
canopy area alone (R2 = 0.65, RM SE = 91 roots). The best pair was DVI and canopy area
with R2 = 0.70 and RM SE = 84 roots (24% of the mean root count for all area-augmented
plots). A sample of DVI+Area prediction vs. measured root counts is shown in the left panel
of Figure 2.7 using 90% training and 10% testing data. While the radiometric features individually provided little predictive ability for the area-augmented data set, their combination
with canopy area clearly provides an improvement on area alone. The predictions for larger
augmented plots are promising and distributed normally, but unfortunately the predictions
of the original plots are skewed to overpredicting in the majority of cases.
We further trained the DVI+Area model using the 2018 area-augmented emergence
imagery and tested on the area-augmented imagery from 2019 obtained on July 16, closest
to emergence for that season. The predictions for this model are shown in the right panel
of Figure 2.7. The model under predicts several of the larger augmented plots with an
RM SE = 127 roots or 35% of the mean root count for the 2019 area-augmented plots.
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Figure 2.6: The area- augmented table beet root count model R2 (left) and RM SE (right)
leave-one-out-cross-validation performance (y-axis) for individual multiple linear regression
models. Each model consists of one reflectance band or vegetation index shown on the xaxis combined with canopy area. The DVI paired with table beet canopy area was the best
performing model with R2 = 0.70 and RM SE = 84 roots.

2.4.2

Beet root mass 2018
The LOOCV scores for root mass modeled with the standard plot imagery from each

growth stage are compiled in Table 2.5. The highest R2 and lowest RM SE were found for the
canopy closing imagery. However, the improvements to RM SE between growth stages were
minimal. The canopy area (R2 = 0.36, RM SE = 0.9 kg) alone was most informative at the
canopy closing growth stage while VDVI (R2 = −0.03, RM SE = 1.2 kg) when combined in
the MLR model (R2 = 0.37, RM SE = 0.9 kg) provided meager improvement. The optimal
RM SE of 0.9 kg is 10% of the mean root mass for all plots (or about 4, 800 kg/hectare).
The LOOCV scores for each band and VI paired with canopy area are shown in
Figure 2.8 for the area-augmented canopy closing imagery. The best pairing was VDVI and
canopy area, but all reflectance bands and VIs offered no improvement to canopy area alone
(R2 = 0.89, RM SE = 2.5 kg per area-augmented plot or about 6, 700 kg/hectare). The total
root mass amongst the plots exhibited less variation than the root count and appear as three
distinct clusters after augmentation - original plots, double combo-plots, and triple-combo
plots (Figure 2.9). Capturing the relationship between radiometric data and root mass may
25

Figure 2.7: Measured vs. predicted table beet root count for the 2018 emergence DVI+Area
multiple linear regression model, based on area-augmented imagery (left). The model is
trained with 90% (red) and tested with the remaining 10% (green) area augmented study plot
imagery. RM SE are dis-played for the training data using leave-one-out-cross-validation and
for the unseen test data. The DVI+Area model is trained with 100% of the 2018 emergence
imagery and tested to predict the root count (blue) for 100% of the 2019 area-augmented
study plot imagery occurring closest to emergence (right).
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Table 2.5: Table beet root mass growth stage and band/VI assessment report with leaveone-out-cross-validation R2 and root-mean-squared-error (RM SE) for the best pairing of
a radiometric feature with canopy area MLR model and the linear regression scores of the
individual features in New York in 2018.
Band/VI + Area
Area
Band/VI
2
2
2
Growth
Best
R
RM SE
R
RM SE
R
RM SE
Stage
Band/VI
(kg)
(kg)
(kg)
Emergence
RE
0.20
1.0
0.16
1.1
-0.01
1.2
Closing
VDVI
0.37
0.9
0.36
0.9
-0.03
1.2
Closed
MSAVI2 0.22
1.0
0.0
1.1
0.24
1.0
Harvest
R
0.18
1.0
-0.01
1.2
0.11
1.1

require plots with a broader range of root mass.
The average attainable table beet root yield in New York is estimated at 40, 000
kg/hectare (J. Henderson, personal communication). We therefore applied our area-augmented
table beet root mass model to new data for a large section (∼ 0.3 hectares) of the 2019 field
imagery to assess the yield for the entire image coverage. Again, the 2019 data used here did
not coincide with the exact growth stage of the 2018 canopy closing data set used to build
the area-augmented beet root mass model. Regardless, the results of our model applied to
the 2019 field are shown in Figure 2.10. We predicted a total yield of 41, 000 kg/hectare,
where the average grid cell (∼ 4 m2 ) had table beet roots totaling 17 ± 2.5 kg, by tallying
the root mass from each grid cell and dividing by the total area. Considering the differences
in the canopy growth used to construct and test the model, this performance should merely
be taken as a moderate prediction, rather than proof-of-concept.
2.4.3

Beet Root Diameter 2018
The LOOCV scores for root mass modeled with the standard plot imagery from

each growth stage are compiled in Table 2.6. While the emergence data had the highest
correlations to root diameter the correlations were lower than for root count and mass. The
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Figure 2.8: The area-augmented table beet root mass model R2 (left) and RMSE (right)
leave-one-out-cross-validation performance (y-axis) for individual multiple linear regression
models. Each model consists of one reflectance band or vegetation index shown on the x-axis
combined with canopy area. The VDVI paired with canopy area was the best performing
model with R2 = 0.89 and RMSE=2.5 kg. However, the vertical axis scaling shown for both
plots indicates that the radiometric data provide no significant improvement to the table
beet root mass model derived from the area- augmented imagery.

NIR band was most correlated with root diameter (R2 = 0.22, RM SE = 3.2 mm), but the
canopy area (R2 = 0.02, RM SE = 3.5 mm) offered no improvement in the combined MLR
model (R2 = 0.22, RM SE = 3.2 mm). The average root diameter was not explored further
in this study with area-augmented imagery because the average root diameter does not scale
in the same manner as table beet root count and mass.
The average root diameter exhibited poor correlation with radiometric features and
the canopy area. However, when we separate the table root counts into standard diameter
ranges (John Henderson, private communication) the three diameter ranges nearest the
center of the diameter distribution (10 − 25 mm, 25 − 44 mm, and 44 − 63 mm), had the
highest NIR+Area MLR model correlations (LOOCV R2 = 0.24, 0.37, and 0.26 respectively)
with emergence plot imagery. This is expected, as they make up the largest percentages of the
total root count. We show the percentage of roots falling in each of the processing diameter
ranges in Figure 2.11, along with target percentages. The actual numbers from the test
plots indicated over-production of smaller diameter and less production of larger diameter
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Figure 2.9: Measured vs. predicted table beet root mass for the 2018 canopy closing
VDVI+Area multiple linear regression model based on area-augmented plot imagery. The
model is trained with 90% (red) and tested with the remaining 10% (green) area-augmented
study plot imagery. RMSE are displayed for the training data using leave-one-out-crossvalidation and for the unseen test data.

29

Figure 2.10: An evaluation of the area-augmented 2018 table beet root mass model on the
independent augmented area plot imagery, taken on July 16, 2019. Since we do not have
ground truth root mass data for the 2019 plots, we applied the model to the whole field for
an approximate assessment. An RGB composite (top) of a large portion of the 2019 field
serves as context for the 2 × 2 m grid of the field with the table beet root mass model.

beets. Additional emergence data may be used to develop a root size distribution model in
the future, but currently the low numbers for the 63 − 75 mm range prevent meaningful size
distribution modeling in the three ranges that are key to a typical grower target.
2.4.4

Foliage Mass 2018
The LOOCV scores for root mass modeled with the standard plot imagery from

each growth stage are compiled in Table 2.7. The harvest growth stage provided the best
correlation with the dry weight of foliage. The combination of VIs and canopy area produced
the best MLR model (R2 = 0.32, RM SE = 63 g), but neither the individual RENDVI
(R2 = 0.06, RM SE = 74 g) or canopy area (R2 = 0.13, RM SE = 71 g) model had
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Table 2.6: Table beet root diameter growth stage and band/VI assessment report with leaveone-out-cross-validation R2 and root-mean-squared-error (RM SE) for the best pairing of a
radiometric feature with canopy area MLR model and the linear regression scores of the
individual features in New York in 2018.
Band/VI + Area
Area
Band/VI
2
2
2
Growth
Best
R
RM SE
R
RM SE
R
RM SE
Stage
Band/VI
(mm)
(mm)
(mm)
Emergence
NIR
0.22
3.2
0.02
3.5
0.22
3.2
Closing
NIR
0.08
3.4
0.0
3.6
-0.01
3.6
Closed
VDVI
-0.04
3.6
-0.05
3.7
-0.01
3.6
Harvest
R
0.18
3.2
0.14
3.3
0.08
3.4
Table 2.7: Table beet root diameter growth stage and band/VI assessment report with leaveone-out-cross-validation R2 and root-mean-squared-error (RM SE) for the best pairing of a
radiometric feature with canopy area MLR model and the linear regression scores of the
individual features in New York in 2018.
Band/VI + Area
Area
Band/VI
2
2
2
Growth
Best
R
RM SE
R
RM SE R
RM SE
Stage
Band/VI
(g)
(g)
(g)
Emergence
NDVI
0.18
69
0.19
68
0.09
73
Closing
VDVI
0.26
65
0.21
68
0.0
76
Closed
EVI
0.2
68
0.03
75
0.21
67.4
Harvest
RENDVI 0.32
63
0.13
71
0.06
74

comparable performance.
The canopy area for all plots varied by the smallest margin at harvest (0.35 m2 ).
Ultimately, all plots from 2018 reached maximum canopy area by the canopy-closed growth
stage. Therefore, the canopy area loses value for predicting yield components. Moreover,
any variation explained by canopy area at later growth stages is likely due to differences in
pixel shading of the plots, rather than actual area. Later growth stage models should rely
most heavily on the radiometric features, but these also reach a point of saturation or lack of
variation between plots in most cases, as a function of closed-canopy table beets. It has been
shown that typical red-near-infrared vegetation indices, such as NDVI, saturate at high leaf
area index (LAI) values [15]. Although we did not measure LAI explicitly, it is likely that
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Figure 2.11: The median percentage of all 2018 plots’ table beet roots, falling in each diameter range, are plot-ted in green inside of a box spanning the inter quantile range (IQR).
Outliers are marked with black open circles and fall outside the error bars located at Quantile
3 + 1.5 IQR (above) and Quantile 1 - 1.5 IQR (below). The optimal percentages of table
beet roots falling in each range, as provided by Love Beets USA (a commercial beet grower),
is plotted with red filled circles.

closed-canopies result in a reduction of predictive power for such red-near-infrared vegetation
indices.
We did not test foliage models on the 2019 data, because we did not obtain imagery
of the canopy-closed and harvest growth stages or gather the foliage mass ground truth for
that year. Additionally, measured foliage mass was only modestly correlated with root mass
and root count (R2 = 0.38 and 0.23 respectively). We see limited value to the development
of a precise foliar biomass model without first expanding our dataset to more clearly exploit
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any potential relationship between foliar biomass and root yield.

2.5

Discussion
The performance of the 2018 area-augmented root count and mass models assessed

on the 2019 data is promising, especially considering the slight differences in growth stages,
in both cases. In fact, the median DVI values for the 2019 plots ranged from 0.28 − 0.49
compared to 0.20 − 0.32 in 2018, indicating that the earliest 2019 imagery captured a more
advanced stage of canopy growth than the 2018 emergence data used to develop the root
count model. Additionally, the smallest plots used to construct the model were twice as long
as the 2019 plots. We thus recommend that additional imagery, collected on several days
following emergence, could help pinpoint an optimal time to capture imagery for table beet
root count predictions. Alternatively, more data may allow the use of a temporal feature
representing the growth stage in our prediction model.
Similarly, there is significant potential to develop improved root mass models with
additional data collected at different days during the emergence and canopy closing growth
stages. Even though the Band/VI+Area root mass models did not improve upon the Areaonly model, using the radiometric properties of the canopy to quantify area before closure is
an effective method to predict table beet root yield.
The physical size of the canopy growth arguably should have the strongest correlation
with yield, when measured close to harvest. However, by the canopy-closed growth stage
observations in 2018, every plot canopy had merged with neighboring rows, thereby resulting
in virtually identical canopy area. The radiometric (image) data also lacked the significant
variability needed to predict a variety of root yield components for the plots by the canopyclosed growth stage. In other words, it appears that eventually the plots reach a state
of maturity where they become less distinguishable in terms of vegetated area and their

33

radiometric properties. This finding also has been demonstrated in previous studies, where
especially red-NIR vegetation indices saturate and thus become less sensitive under high leaf
area index (LAI) or canopy-closed scenarios [15, 68].
The need for early growth stage imagery is highlighted by Figure 2.12, where we
show the radiometric variance of each input feature for the 2018 study, divided by the mean
of the feature for each of the growth stages. The emergence and canopy closing growth
stages exhibited the highest ratio of feature variance, normalized by the mean. Many of the
radiometric features showed minimal variance (< 2%) across plots. All of the canopy-closed
and harvest stage radiometric features exhibited minimal variation amongst the plots. The
canopy area showed the clearest trend of decreasing variation as the canopy grew into the
between-row space. We therefore contend that monitoring the early growth stages more
closely and determining when each plot reaches maturity may be more relevant to root
development and ultimately, yield component prediction.
The inclusion of 3D structural features, such as canopy heights from either light detection and ranging (LiDAR) or via image-based structure-from-motion (photo-grammetry)
may improve predictions for future studies. We might effectively exploit the imaging data to
determine both canopy area and height, supplemented with the radiometric data when it is
most variable early in the season to provide early predictions. Even if the canopy area and
vegetation indices have reached saturation, canopy height may continue to exhibit variability between plots at the later growth stages and provide a more direct measure of the foliar
biomass.
In addition to acquiring imagery more frequently, ground truth data should be obtained from a larger sample size. A larger number of smaller scale samples covering an
identical area could be accomplished with equivalent sampling labor to reach a higher base
sample size. The area-augmented procedure used here could then be applied to model scal-
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Figure 2.12: There was limited radiometric variability for each New York table beet growth
stage in 2018. The cumulative experimental plot variance is divided by the mean of each
radiometric feature and canopy area. The emergence and canopy closing growth stages
exhibited the most variable features amongst the full set of plots, reinforcing the modeling
results.

able yield components. A future study may also use hyperspectral data derived from an UAS
or handheld spectrometer, with the goal of determining a set of spectral bands that exhibit
optimal association with yield components [69], thereby improving upon the multispectral
bands used in this study.
Plots with obvious visual evidence of weeds were removed as outliers before regression
modeling. We therefore would need to incorporate a method for identifying and mapping
weeds between rows in the early growth stages, as implemented by Pérez-Ortiz et al. [70]
for sunflower crops, if we were to apply our models to a table beet field. An early, targeted
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elimination of weeds in problem areas may prevent the low root yields we observed in four
test plots that contained obvious examples of weed growth between rows in the emergence
2018 imagery (i.e., plots 41, 42, 43, and 46; Figure 2).

2.6

Conclusions
We evaluated the use of five-band visible-near-infrared UAS imagery to assess New

York table beet root yield (root count and mass) across four airborne campaigns spanning
the 2018 cropping season. Overall, our investigations of table beet root yield uncovered the
need to obtain additional data, at different times throughout the early growth stages, and
to prioritize flight plans for also obtaining canopy heights from our imagery using structurefrom-motion (photogrammetry) or LiDAR data. We observed modest predictive ability for
both the root count (R2 = 0.38, RM SE = 22 roots) and root mass models (R2 = 0.37,
RM SE = 0.9 kg) using UAS multispectral imagery. However, extending 2018 single-year
models to independent data, e.g., full 2019 field or 2019 plot-level imagery, was successful
after incorporating area-augmented plots (vegetation coverage/plot). These models took
advantage of the obvious relationship between canopy area and root yield/count.
In reality, any application of a crop yield model based on radiometric information
from satellites, UAS, or over-the-row tractor equipment, needs to be robust to a multitude
of scales and conditions. A model developed solely from radiometric data of a standard plot
size likely will not be ideal if the goal is to apply these results in the field. Our area-augmented
modeling demonstrates potential to create a model robust to this shortcoming by using a
combination of radiometric and spatial (coverage or structural) data. We thus recommend
that more data from an array of growth stages and seasons be included in future studies to
develop more confidence in the operational UAS-based yield modeling applications.
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Chapter 3
Assessing grapevine nutrient status from unmanned
aerial system (UAS) hyperspectral imagery

3.1

Abstract
This study aimed to identify optimal sets of spectral bands for monitoring multi-

ple grapevine nutrients in vineyards. We used spectral data spanning 400 − 2500 nm and
leaf samples from 100 Concord grapevine canopies, lab-analyzed for 13 nutrient values, to
select optimal bands for nutrient regression models. The canopy spectral data were obtained with unmanned aerial systems (UAS), using push-broom style imaging spectrometers
(hyperspectral sensors). We found that an ensemble feature ranking method, utilizing six
different machine learning feature selection methods, produced similar regression results to
standard PLSR feature selection and regression, while generally selecting fewer wavelengths.
We identified a set of biochemically consistent bands (605, 641, and 1494 nm) to predict
nitrogen content with an RM SE of 0.17% (using leave-one-out cross-validation) in samples
with nitrogen contents ranging between 2.4 − 3.6%. Further study is needed to confirm
the relevance and consistency of wavelengths select-ed for each nutrient model, but ensemble feature selection showed promise for identifying stable sets of wavelengths for assessing
grapevine nutrient content from canopy spectra.

3.2

Introduction
Grapes grown in the United States for wine, raisins, fresh market, and juice products

have a multi-billion-dollar production value [71]. Macro- and micro-nutrients are often ap37

plied as fertilizers in vineyards to optimize vine and fruit quality. Nitrogen, in particular,
is an important component of proteins, nucleic acids, and chlorophyll [72]. It is commonly
applied to vineyards since it plays a major role in growth and development of shoots and
leaves which photosynthesize to support subsequent fruit development. Too little N results
in depressed vegetative growth while too much results in excessive vegetative growth [73].
Therefore, an accurate and precise assessment of grapevine leaf blade or petiole (i.e., leaf
stem) content of nutrients is required in order to guide judicious application of fertilizers to
optimize both the quantity and quality of grapes. Additionally, application of appropriate
amounts of N as well as other nutrients will allow for minimized detrimental impacts in the
vineyard (ex. soil acidification) as well as off-site impacts (ex. groundwater pollution and
eutrophication of nearby waterways) [74].
While non-destructive remote sensing applications have been developed to improve
the nutrient management of other crops, current methods of collecting and measuring grapevine
nutrients are destructive, time consuming, and costly (∼ $25 per sample). Typically, a grower
will manually collect leaf blades or petioles from many vines, combine them to form one representative sample of a vineyard block several acres in size, and mail the sample to a lab for
analysis. This standard practice is spatially inadequate to effectively map nutrient deficiencies, particularly in vineyard blocks with high variability in soils and/or vine growth. Rather
than applying localized fertilizer amendments, growers use their sparse data to guide their
application of fertilization to many acres of their vineyards with a common prescription,
resulting in suboptimal growth and unnecessary leaching and runoff of nutrients.
Researchers subsequently have determined empirical relationships between the vegetation reflectance spectra and its lab-assessed foliar chemistry to monitor the nutrient status
of various crops using remote sensing. Recent spectral studies of grapevines biochemistry
have been performed using handheld spectroscopic measurements of leaves [75, 19] and the
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vine canopy [76]. These studies developed relationships for various nutrients, predominately
nitrogen (N), by exploring empirical correlations with common vegetation indices [75] or
by selecting various combinations of informative wavelengths to model nutrient levels with
various machine learning classification [19] or regression [76] techniques.
An increase in the affordability of UAS imaging capabilities has, however, prompted
several studies estimating nutrient status (especially N) in a variety of crops. These include
hyperspectral and multispectral imaging systems used for nitrogen estimation in wheat [77,
78], rapeseed [79, 80], barley [81], rice [82, 83, 84], corn [78], potatoes [85], and sunflower
[86]. The advantage of a UAS platform is the ability to obtain high spatial and temporal
resolution at a low cost [5], while the disadvantage is related to a difficulty in scaling results
to larger areas.
UAS-based crop nutrient studies and all alternative field, lab, airborne, satellite, or
synthetic spectral studies use a variety of methods to model nitrogen status. These can include parametric regressions with sets of bands or derivative spectra, vegetation indices (VI),
and spectral transformations (such as continuum removal [87]), chemometric methods like
principal component analysis (PCA) [88], partial least squares regression (PLSR) [89], and
stepwise multiple linear regression (SMLR) [90], or machine learning methods like random
forest (RFR) [91], support vector regression (SVR) [92], and gaussian process regression [89].
However, all of these methods face a number of challenges inherent to estimating nutrient
status from spectral data, highlighted in recent review papers by Berger et al. [93] and Fu
et al. [94] on spectral monitoring of crop nitrogen.
The major impediments to finding correlated spectral responses to vegetation traits
using hyperspectral data are the redundancy in their high data dimensionality and the
propensity of limited samples to cause overfitting, preventing the development of robust
generalized models [95]. This is why many studies use well-known or empirically-derived
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vegetation indices, consisting of just a small number of bands [75], while others combine a
variety of machine learning feature selection methods to build models utilizing only the most
target-relevant features [19, 18]. Feilhauer et al. [96] found that an ensemble of SVR, RFR,
and PLSR machine learning methods achieved consistent wavelength selections between
different data sets in good agreement with known spectral absorption features, compared to
a standard partial least squares regression technique for spectral band selection related to
leaf biochemistry [97].
Nitrogen content, in particular, has been studied more than any other nutrient, mainly
because of its universal importance to crop productivity. Its abundance in foliage occurs primarily in proteins and chlorophylls [98]. However, the known nitrogen absorption features
are relatively weak [99] and overlapping with dominant water absorption features and the
abundant signatures of other organic compound constituents (cellulose, lignin, protein, oil,
sugar, starch, etc.) [100]. In fact, VIs utilizing wavelengths in the visible and near-infrared
(VNIR) region of the spectrum, related to chlorophyll absorption and red-edge position,
are more widespread than SWIR-based nitrogen indices, designed to sample specific N-H
stretching and bending overtones [93, 94]. Unfortunately, the use of chlorophyll content as
a proxy for nitrogen is limited by seasonal variations and can be misconstrued when other
deficiencies occur [101]. For example, Rustioni et al. [102] found that iron, magnesium, nitrogen, and potassium deficiencies all produced chlorotic symptoms in the grapevine canopy.
The review of nitrogen monitoring studies, conducted by Berger et al. [93], recommended
including a combination of the VNIR and SWIR domains to improve models for nitrogen by
sampling both the chlorophyll-N and protein-N related spectral regions.
In a recent study, Camino et al. [103] used airborne combined VNIR and SWIR
imagery to model nitrogen concentration in wheat. They found that indices modified to use
reflectance at 1510 nm in place of 670 nm resulted in higher correlations than traditional
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canopy structural indices (e.g. R2 of 0.69 vs. 0.63 for the modified chlorophyll absorption reflectance index – MCARI). Additionally, their optimal model paired solar-induced
chlorophyll fluorescence with biophysical canopy parameters estimated from physical models [104, 105], achieving a leave-one-out cross-validation (LOOCV) root-mean-squared error
(RM SE) of 0.2% nitrogen in samples ranging from 2 − 5% nitrogen. Nasi et al. [81] combined UAS-based hyperspectral imagery and canopy height measurements, derived from an
RGB camera, to model nitrogen content in barley with a LOOCV RM SE of 0.59% nitrogen
in samples ranging in nitrogen content from 1.71 − 4.23%. In grapevines specifically, Friedel
et al. [75] found the red-edge inflection point index (REIP) had the lowest RM SE (∼ 0.17%
nitrogen by dry mass in samples ranging from 2.18 − 2.58%) when comparing vegetation
indices derived from handheld spectral data. Conversely, Omidi et al. [19] determined optimal handheld spectral bands of leaf samples centered at 596, 611, 401, 1619, 825, and 1386
nm to be most important for the classification of high and low nitrogen content grapevines.
Moghimi et al. [106] modeled nitrogen content for the same vines using UAS-based 5-band
multispectral imagery with a RM SE (held out test set) of 0.23% nitrogen in samples with
content ranging from 2.25 − 4.25% nitrogen.
In late summer of 2020, we began a multi-year study using UAS-based imaging spectroscopy (hyperspectral imaging) to determine optimal wavelengths to estimate N content
and other essential macro (P, K, Ca, Mg, S) and micro (Mn, Fe, Cu, B, Al, Zn, Na) grapevine
nutrients in upstate New York, USA. This paper details our first season of observations, including both VNIR and SWIR spectral imagery coincident with leaf and petiole sampling for
nutrient lab analysis, occurring at the veraison growth stage (start of rapid fruit ripening).
At this late growth stage, the concentration of some nutrients, like potassium, are more
stable and correlated with vine performance than at bloom, but near full bloom sampling is
typically better for assessing N and a majority of plant nutrients [107]. Future efforts will
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include cumulative data from investigations of both growth stages over multiple seasons to
assess nutrient status and determine optimal bands and growth stages for image acquisition.
The study was motivated by the need for an accessible and data-driven solution to
quantifying grapevine nutrient content with the goal of better guiding management. There
is a potential to capitalize on the low-cost of high-resolution multispectral imaging on small
UAS (sUAS) by tailoring imaging systems with appropriately tuned bands for each nutrient.
The specific objectives of this study are to (i) build predictive regression models using
optimized combinations of VNIR and SWIR wavelengths determined with ensemble feature
selection, (ii) compare our results to PLSR, and (iii) assess the practicality of monitoring
individual nutrients and create nutrient specific benchmarks for comparison with future
observations.

3.3
3.3.1

Materials and Methods
Study Area
The experimental study area is a 0.43 ha (1 acre) Concord grape (vitis labrus-

cana) vineyard block located within the Cornell Lake Erie Research Extension Laboratory
(CLEREL) in Portland, New York, USA. The block contains 23 rows of grapevines, each 72.5
meters long with 29 consecutive grapevines, as shown in Figure 3.1. From north to south,
the block was designed to induce five rows each of nitrogen deficient, control, potassium
deficient, and magnesium deficient grapevines, with a single buffer row between each of the
four treatment zones. The control rows received 56 kg/ha (50 lb/acre) of N fertilizer, 2242
kg/ha (1 ton/acre) of lime, and 224 kg/ha (200 lb/acre) of potash. The same prescription as
applied to each of the deficient rows with some specific exceptions. In addition to omitting
N fertilizer in the N deficient rows, weeds were allowed to grow between the rows to allow for
competition with the vines for the available N. In the K deficient rows, a second dose of lime
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Figure 3.1: MicaSense Rededge-M 5-band reference imagery (RGB channels shown) of the
1-acre Concord grapevine vineyard block located at CLEREL in Portland, NY. The imagery
was taken on 6 September 2021 at 10:55 am EST. The 100 vine sampling locations are
marked with red squares (2.5 m by 3.0 m).

was used to drive up soil pH and no potash was applied. Finally, in the low-pH rows 1681
kg/ha (1500 lb/acre) of ground sulfur was used in place of lime to decrease soil pH from 6.0
to 4.5.
3.3.2

Aerial imaging systems
The imaging data were captured with two UAS platforms via visual and near-infrared

(VNIR) and short-wavelength infrared (SWIR) push-broom style (hyperspectral) imaging
spectrometers. The VNIR imagery was collected with a Headwall Photonics Nano-Hyperspec
43

imaging spectrometer (272 spectral bands from 400 − 1000 nm), while the SWIR imagery
was collected with a Headwall Photonics Micro-Hyperspec M384 imaging spectrometer (170
bands from 900 − 2500 nm). Each spectrometer was mounted on a separate DJI Matrice 600
Pro UAV.
3.3.3

Imaging campaign
The RIT drone team collected imagery of the study area on September 6th between

10:30-11:30 am EST. At time of flight, the sky conditions were fair, but with no clouds
blocking the sun throughout flights, and the wind was below 5 m/s. The flight altitude for
the VNIR and SWIR flights were 48 m and 30 m respectively, each flying at 2 m/s to achieve
a ground sampling distance (GSD) of approximately 3 cm in both hyperspectral modalities.
3.3.4

Sampling plan
The CLEREL team collected grapevine petiole and leaf samples for nutrient analysis

from the study area on September 4th. Unfortunately, the timing of optimal sampling for
the veraison growth stage (start of rapid fruit maturation) and the weather prevented sameday sampling and imaging campaigns. We acknowledge that this could raise concerns, since
we are exploring relationships between the canopy imagery and nutrient levels from samples
obtained two days apart. However, during veraison the N and K levels are relatively stable
compared to the bloom growth stage [107], but the same is not true for other nutrients like
Mg and Ca [108].
We collected samples from 100 individual vines in the vineyard block, including 25
vines from each sub-block, shown in Figure 3.1. For each vine we collected a composite
sample of 50 leaf blades to address the diversity of nutrient management practices. The leaf
samples were dried in an oven at 60◦ C until the sample weight stabilized, ground through
a 1 mm sieve, and sent to the Penn State Agricultural Analytical Services Laboratory for
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standard tissue nutrient analysis using acid digestion. The final nutrient results contained
six macro-nutrient (N, P, K, Ca, Mg, S) and seven micro-nutrient (Mn, Fe, Cu, B, Al, Zn,
Na) values for each vine.
3.3.5

Data pre-processing
The data pre-processing steps included radiometric correction, vine region-of-interest

(ROI) creation, vegetation segmentation, and spectral extraction.
3.3.5.1

Radiometric correction

The VNIR and SWIR instruments both captured spectral imagery of two sets of
black, dark gray, medium gray, and light gray calibration panels laid out on the west side
of the vineyard block. We extracted the calibration panel spectra from both the VNIR and
SWIR imagery using ENVI version 5.5 [46]. These panels have well-characterized ground
truth reflectance spectra, collected via a Spectra Vista Corporation (SVC) spectroradiometer
(model HR-1024i), that we used to convert the radiance flight imagery into reflectance. We
used the Empirical Line Method (ELM) [48] tool in ENVI to determine the relationship
between the calibration panel UAS radiance spectra and their true reflectance spectra and
determined linear coefficients to convert between radiance and reflectance at each wavelength. This process removes both solar irradiance and atmospheric path radiance. However,
this cannot be reliably accomplished at all SWIR bands, due to deep water absorption
features where the SWIR detector did not detect photons. Thus, we removed spectral bands
in the water absorption band regions 1340 − 1470 nm, 1790 − 2020 nm, and from 2365 nm
onward, in order to avoid the possibility of nonsensical ELM coefficients. Additionally, we
removed wavelengths near the edges of both instruments’ wavelength ranges, where sharp
drop-offs in signal-to-noise (SNR) occurred. These wavelengths were those at < 460 nm and
> 900 nm for VNIR, and < 950 nm and > 2270 nm for SWIR.
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3.3.5.2

Vine image extraction

We next extracted rectangular images of each grapevine, measuring 2.5 meters long
by 3 meters wide, prior to canopy segmentation. We created precisely dimensioned vector
features for each vine using QGIS (V. 3.12) advanced digitizing tool for precise length and
angle-of-row center line creation, the vector geoprocessing tools to create a buffer for polygons
from the row center line, and the split polygon plugin to evenly divide the row into 29 vine
polygons. We imported the vine vector feature shapefiles as ENVI ROIs for extraction using
the ENVI Subset Raster task. We then used the Spectral Python – SPy [49] library to load
the ENVI hyperspectral vine imagery into NumPy arrays for all further image processing.
3.3.5.3

Canopy segmentation and spectral extraction

We used a combination of techniques to separate the grapevine canopy pixels from
neighboring soil, shadow, and grass pixels. Grass was allowed to grow in the space between
the nitrogen deficient rows in an attempt to further induce deficiency in the grapevines, which
complicated our efforts to use a single vegetation index threshold to mask the grapevine
canopy alone. Our final canopy mask for VNIR imagery was a combination of a normalized
difference vegetation index (NDVI) threshold, an excessive greenness index (EGI) threshold,
and spectral angle mapper [50] (SAM) binary masks. For SWIR we used a combination
of a normalized difference nitrogen index (NDNI) threshold and SAM binary masks. The
vegetation index mask(s) were multiplied and combined with the SAM mask to generate a
primary mask for vegetation segmentation of each vine. Further, we applied a morphological
erosion operator (3 × 3 matrix of ones) to the primary mask to remove mixed pixels from
the canopy edge, after Moghimi et al. [109]. The complete masking procedure is shown in
Figure 3.2.
We determined the threshold value for each vegetation index using an automated
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Figure 3.2: Multi-step masking of the grapevine canopy included threshold masks of multiple
vegetation in-dices, a spectral angle mapper canopy classification mask, and a morphological
erosion of the multiplied masks. For the VNIR imagery we used NDVI and EGI, and for
SWIR with used NDNI for vegetation mask thresholds. In each case, the threshold value was
quantitatively determined from a vegetation index pixel histogram. The final masks were
used to extract the mean canopy spectra of each grapevine in the sample.

process of determining peaks and troughs in vegetation index pixel value histograms. The
histograms represent the frequency of the vegetation index values for all of the non-nitrogen
deficient sub-block vines to avoid a skewed threshold due to an abundance of grass pixels. For
each vegetation index, we selected a threshold halfway between the detected peak vegetation
signal, corresponding to the grapevine canopy and the neighboring trough. For the spectral
angle mapping approach we used endmember spectra derived from manually-selected canopy,
grass, soil, and shadow pixels. Spectral angles with each of the endmember spectra, were
computed for all image pixels using the SPy library spectral angles function [49] and pixels
were classified as canopy pixels if their spectral angle with the canopy endmember spectra
was smaller than with other endmembers.
Finally, using the eroded canopy masks we extracted the mean canopy spectra of each
vine image using the eroded canopy masks. We used the scipy.signal savgol filter to SavitzkyGolay (SG) smooth the grapevine spectra using a window-length of 15 bands [110]. We
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determined the optimal window-length by inspecting the Fourier transform frequency spectra
of a sample vine raw spectrum and various window-length SG filtered spectra to determine
the window-length, which reduced high-frequency noise, but maintained pertinent spectral
features. Further, we made sure that the difference between a single vine’s raw spectra and
filtered spectra was less than the standard deviation of all vine spectra at each wavelength
to ensure that the chosen window-length preserved the spectral variations between vines.
All SG-filtered grapevine spectra were then stored in a pandas DataFrame for the remaining
analysis.
3.3.6

Data analysis
We devised a standard method to optimize regression models with each of the 13 nu-

trients. For each model this included an initial reduction in independent variables to decrease
computation time and mitigate spectral band multicollinearity issues. Next, we ranked the
remaining features with an ensemble of filter, wrapper, and embedded feature rankers and
determined an optimal combination of features, drawn from the 10 highest-ranking features.
We used feature selection, as opposed to feature extraction, for dimensionality reduction,
because feature extraction methods, like PCR, require a new feature space where the reduced number of features are some combination of all original input features [111]. Feature
selection, in contrast, allowed us to achieve our objectives aimed at devising a multispectral
sensor with a smaller, subset of optimized bands. Feature selection also maintains the physical reflectance measurement at each wavelength and its relation to the grapevine nutrient
status, which is desirable for consistent translation to a multispectral sensor.
3.3.6.1

Multicollinearity assessment

We used a correlation threshold of 95% to reduce the number of redundant features
and mitigate multicollinearity. For pairs of bands that had a linear correlation above 95% we
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removed the band that had the least correlation with the target nutrient [112]. This reduced
the number of bands for subsequent use in the ensemble feature selection. For example, this
step reduced the number of bands from 299 to 27 for leaf-N content.
3.3.6.2

Ensemble feature selection rankers

We constructed our ensemble feature selector with a combination of six feature
rankers, similar to Omidi et al. [19] and Moghimi et al. [18]. By using a multi-method
ensemble, we combined the advantages and disadvantages of a diverse set of methods to
rank features. This arguably will yield a more reliable generalized set of spectral regions associated with leaf biochemistry [19]. For filter rankers we used the sklearn.feature selection
(version 0.21.3) SelectKBest univariate feature selector, using both linear regression test
(f regression) and mutual information regression (mutual info regression). SelectKBest can
be used to reduce a data set into a user defined k features, based on their ranking or to report
complete rankings of all input features, using a number of possible classification or regression scoring functions. The f regression scoring ranks each feature based on their F-scores
and p-values with the target variable. Mutual information regression scores each feature
based on a measure of non-parametric dependency with the target variable [113, 114]. For
wrapper rankers we used a linear-kernel support vector regression recursive feature eliminator (SVR-RFE) [115] and a forward sequential feature selector (SFS-forward) [116] wrapper
for standard multiple linear regression (MLR). Finally, we used least absolute shrinkage
and selection operator (Lasso) [117] and random forest regression (RFR) [118] as embedded
methods to rank input features.
3.3.6.3

Ensemble feature selection method

We next fed the remaining data, i.e., after removing bands with the multicollinearity
assessment, into our ensemble feature ranking loop for 50 iterations of feature ranking using a
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different random split of 90% of the data for each iteration. After the ranking loop completed,
the 50 iterations of the six feature ranker rankings (300 rankings for each band) were averaged
to determine overall band rankings. This is essentially bootstrap aggregation, or bagging,
of our feature ranks to improve stability and reduce the variance of our ranking results.
We used leave-one-out cross-validation (LOOCV) scores to assess the optimal number of
bands. To do this, we used an RFE wrapper to select subsets of the top 10 remaining bands
from 1 to 10, calculating LOOCV-adjusted coefficient of determinations (R2 ) and root-meansquared errors (RM SE) for MLR-RFE models. The minimum LOOCV-RM SE score for the
explored combinations defined the optimal number and combination of top-ranking bands
used to construct the final model for each nutrient.
3.3.6.4

PLSR comparison

For all nutrients we also compared our results to a standard PLSR approach, similar
to Feilhauer et al. [96]. We first eliminated redundant features, as described in Section
2.6.1. While PLSR is not itself a feature selection implementation, several methods to select
features based on PLSR results have been proposed and are commonly used [119]. PLSR
transforms the input wavelength features into latent variables that are linear combinations
of the original features and are statistically independent from one another [119]. Regression
is then performed between the resulting latent variables and the target variable.
Our PLSR method optimized LOOCV scores via an exhaustive exploration of the
number of latent variables less than 10, and the optimal number of input features used to
create the latent variables. The number and order of increasing input features tested was
filtered by the band-specific regression coefficients, or the coefficients mapping each input
variable to the number of latent variables being explored. The regression coefficients are a
standard output of the sklearn.cross decomposition PLSRegression implementation.
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Table 3.1: Grapevine leaf nutrients
PLSR methods.
Method:
Nutrient
IMTa #Wb
N (%)
27
5
26
7
P (%)
K (%)
24
5
Ca (%)
25
9
Mg (%)
26
7
26
8
S (%)
Mn (mg/kg) 26
6
25
3
Fe (mg/kg)
Cu (mg/kg)
26
4
B (mg/kg)
25
8
25
8
Al (mg/kg)
Zn (mg/kg)
26
5
26
3
Na (mg/kg)

LOOCV, adjusted R2 , and RM SE for ensemble and
Ensemble
PLSR
R2 RM SE/tnotec #Wb R2 RM SE c
0.44
0.17
10 0.45
0.17
0.34
0.02
9
0.51
0.02
0.26
0.13
10 0.42
0.12
0.33
0.19
7
0.38
0.18
0.23
0.05
10 0.27
0.04
0.23
0.02
6
0.26
0.02
0.06
59.9
8
0.25
54
0.39
32.11
9
0.43
31.18
0.18
48.94
7
0.26
47.49
0.46
3.08
10 0.46
3.08
0.26
12.18
7
0.37
11.48
0.44
43.16
10
0.5
40.77
0.19
4.43
10 0.26
4.22

a

Number of wavelengths remaining after IMT – Initial multicollinearity
threshold.
b
#W – Number of selected wavelengths.
c
Note RM SE units differ for macro and micronutrients, see leftmost Nutrient column.

3.4

Results
We present the LOOCV score results of our ensemble and PLSR methods for leaf-

blade and petiole nutrients in Table 3.1, along with the final number of bands selected in
each case. The PLSR method resulted in slightly higher adjusted R2 for all models, but it
did not distinctly outperform our ensemble method in terms of RM SE in all cases. The
majority of ensemble models required fewer wavelengths to achieve comparable RM SE. For
example, the nitrogen models exhibited identical RM SE, but the ensemble model used half
the features of the PLSR model. In fact, in several of the PLSR models, the optimal number
of wavelengths was the maximum imposed by our limit of 10 latent variables and 10 top
ranking wavelengths.
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Figure 3.3: Average grapevine spectrum with the optimal wavelengths for nitrogen content
prediction found using ensemble (5 orange circles) and PLSR (10 magenta triangles) feature
selection methods. The PLSR points are plotted on a spectrum shifted upward to differentiate between the wavelengths selected by the two methods. The location of a MicaSense
RedEdge multispectral sensor blue, green, red, red-edge (brown), and near-infrared (gray)
bands are noted in the VNIR for context.

Figure 3.3 shows the selected wavelengths for both methods pertaining to nitrogen
content, in relation to the average grapevine spectra for reference. A complete record of all
selected wavelengths for all nutrient models are included in Appendix 3.7. The ensemble
and PLSR models for nitrogen shared wavelengths at 606, 641, 1168, and 1494 nm. The
ensemble model used just one additional blue-green wavelength, while the PLSR model
used two additional wavelengths in the visible range (red and green) and four additional
wavelengths in the SWIR range.
We plotted selected wavelengths for all nutrients as a histogram in Figure 3.4, to
show the frequency of wavelengths chosen from regions of the vegetation spectrum in 25 nm
width bins. The histogram for the ensemble and PLSR methods are displayed along with
the average spectra and vertical bars denoting the MicaSense RedEdge 5-band multispectral
camera bands for reference. A number of observations can be made based on Figure 3.3: i)

52

Figure 3.4: Frequency of selected wavelengths from all nutrient ensemble (orange hatch) and
PLSR (magenta) models. An average grapevine-spectrum is shown in green for interpretation
of the relevant spectral regions. The location of MicaSense blue, green, red, red-edge (brown),
and near-infrared (gray) bands are noted in the VNIR for context.

with the exception of blue, selected bands cover the visible region of the spectrum, while there
are distinct peaks in the blue-green and deep red for both methods; ii) an orange peak and
peak at the top of the red-edge are also present for the ensemble method; iii) there is a lack
of bands selected in the NIR plateau range, especially around the typical NIR multispectral
band centered at 840 nm; and iv) selected wavelengths in the SWIR region favored the edges
of the strong water-absorption features, although PLSR method also selected wavelengths
at high frequency near 2125 nm.

3.5
3.5.1

Discussion
Methodological considerations
The multicollinearity threshold filter to eliminate redundant wavelengths was effective

at reducing the initial number of bands (299 bands remained after removal of noisy and water
absorption features) to less than 30 before applying feature selection methods. An alternative
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method might explore a more lenient or strict threshold to allow variations in the redundant
wavelengths allowed into the selection procedure, at the expense of computation time.
Our ensemble feature ranking, followed by the MLR-RFE method and our PLSR
method, each achieved comparable performance in terms of LOOCV-RM SE, but both may
be further improved by exploring alternatives. For example, in the case of the ensemble
ranking, alternative rankers might prove superior, or the recursive elimination of rankers
might be used to optimize the regression result [19]. Additionally, other parent regression
methods such as SVR or RFR, may yield lower RM SE than our choice of MLR. We did not
find this to be true in the initial testing of our ensemble method for nitrogen, so we opted
to use MLR to improve computational speed when testing our method on several nutrient
targets. Several alternative methods of feature selection using PLSR, that could improve
selection stability, are presented in Mehmood et al. [119].
We limited our maximum number of wavelengths in each selection method to 10
because this is a practical limit for existing sUAS multispectral systems. However, an even
stricter limit may be appropriate for tailoring a set of bands to a particular platform.
Ultimately, ensemble feature selection has been found to be more stable than PLSR
when using spectral data to assess leaf biochemistry across multiple data sets [96]. Even if
the regression scores were less accurate on a particular dataset, we expect the wavelengths
selected with the ensemble method are more likely to be more stable and accurate across
different grapevine datasets.
3.5.2

Regression model performance
Few studies have been conducted to assess grapevine nutrient status in vineyards,

and fewer with remote sensing imagery specifically. In fact, no known studies have explored
nutrients beyond nitrogen, in terms of regression models for nutrient status predictions.
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Moghimi et al. [106] recently observed grapevine canopy reflectance with a multispectral
imager aboard an unmanned aerial system (UAS) and was able to estimate N content to
within 0.23%, among samples with 2 − 4% N. Our slightly improved score of 0.17% for leaf
nitrogen, among samples with a similar range of N-content, suggests that a tuned multispectral system could improve nitrogen status monitoring with sUAS. While the N range of
2 − 4% is appropriate for different cultivars and regions [73, 120, 121], ground truth sampling
at a much larger scale (> 100 samples) may be necessary for greater refinement of optimal
bands to improve nitrogen regression model accuracy.
3.5.3

Nitrogen wavelength selections vs. spectral features
The selected wavelengths of both methods indicate that differences between the spec-

tral response of low and high nitrogen content are the result of biochemical changes related to
leaf chlorophyll concentration. Table 3.2 shows the ensemble and PLSR-selected wavelengths
for nitrogen, along with nearby known strong absorptions related to chlorophyll, nitrogen,
proteins, and water. In particular, the selection of SWIR bands near to nitrogen related absorption features at 1510 nm and 2180 nm were noted as strong absorptions by Curran [100].
The chlorophyll absorption-related wavelengths in the VNIR region are consistent with the
most frequently selected bands found by Fu et al. [94] in their review of crop nitrogen status
using hyperspectral remote sensing. Our selection of 606 nm falls right between 596 nm and
611 nm, a spectral region noted by Omidi et al. [19] in their study of grapevine leaf handheld
spectral data using an ensemble ranking method for the classification of nitrogen deficiency.
Figure 3.5 shows the VNIR spectrum of a typical nitrogen deficient vine divided by
a typical healthy vine spectrum, to emphasize the spectral regions where nitrogen deficient
vines differ from healthy vines, using an approach similar to Friedel et al. [75]. The green
ratio spectrum (lower) is the ratio of the average spectra extracted from UAS hyperspectral
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Table 3.2: Selected wavelengths for nitrogen and known nearby absorption features.
Selected Method Absorption
Chemical
Behaviora
(nm)
(nm)
430
Chlorophyll a
Electron transition
460
Chlorophyll b
Electron transition
526
Ensemble
574
PLSR
606
Both
641
Both
640
Chlorophyll b
Electron transition
677
PLSR
660
Chlorophyll a
Electron transition
958
PLSR
970
Water
O-H bend, 1st overtone
1168
Both
1494
Both
1510
Protein, nitrogen
N-H stretch, 1st overtone
2030
PLSR
2058
PLSR
2060
Protein, nitrogen N-H bend, 2nd overtone /
N=H bend / N-H stretch
2173
PLSR
2180
Protein, nitrogen N-H bend, 2nd overtone /
C-H stretch / C-O stretch /
C=O stretch / C-N stretch
a

Absorption features related to foliar chemical concentrations identified by Curran
[100].

imagery of the ten lowest and ten highest nitrogen content vines. The blue ratio spectrum
(upper) is the equivalent gathered with a handheld Spectra Vista Corp. (SVC) field spectrometer using a leaf-clip. Vertical lines mark the wavelengths selected by our ensemble and
PLSR methods from the UAS data, separated from each other for clarity.
While the handheld spectra were limited to just two leaf spectra per vine, they have
considerably improved radiometric properties because the leaf-clip uses its own standard light
source and internal calibration target. If the spectra of the healthy and nitrogen deficient
vines were equivalent, the ratio-spectrum would be a horizontal line with a value of 1 at all
wavelengths. However, we see distinct differences between the average healthy and nitrogen
deficient spectra, as deviations from 1, in their ratio spectrum. This is well-represented in
the handheld ratio spectrum, but less clear for the UAS-derived ratio spectrum, which we
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Figure 3.5: Ratio of mean spectra from the 10 lowest and 10 highest N-content grapevines.
The green ratio spectrum is from the UAS imagery, and the blue (upper) is for SVC handheld
leaf-clip spectra obtained from two sample leaves per vine. The vertical lines mark the
locations of wavelengths select-ed from the UAS data for the ensemble (purple-solid) and
PLSR (orange-dashed) methods.

attributed to slight differences in the illumination conditions during the UAS flight lines over
the healthy and nitrogen deficient vines and the calibration panels (more on this in Section
3.4.5.). Nevertheless, both ratio spectra share a similar overall trend and indicate relative
increases in reflectance for the nitrogen deficient vines from 500 − 675 nm and at 700 nm.
The overall increase in reflectance at mid-visible wavelengths was attributed to reduced chlorophyll absorption. In particular, the reduced absorption is centered at greenyellow wavelengths and we observe blue absorption is less diminished by low-N content than
red absorption, similar to the findings of Moghimi et al. [106] and Rustioni et al. [102]. This
can be explained by a relative stability or increase of carotenoids and greater decrease in
chlorophyll b compared to chlorophyll a [102]. Another result of low-N concentration is the
known shift in the red-edge position to shorter wavelengths, associated with the decline in
chlorophyll absorption [122].
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3.5.4

Overall wavelength selection spectral regions
The frequency of spectral regions selected for the 13 nutrient models suggest that

the visible spectrum may be most informative for quantifying grapevine nutrient deficiency
during veraison. This is consistent with Rustioni et al. [102] who found that iron, magnesium, nitrogen, and potassium deficiencies all exhibited chlorotic symptoms in the grapevine
canopy. However, the peaks in the selected wavelength histogram (Figure 3.4) occurred
outside of the typical bandwidths of a 5-band VNIR multispectral camera. This suggests
that a multispectral system with fewer than 10 bands can be better optimized for individual
nutrient monitoring.
While many bands were selected in the SWIR range, these bands will be highly
variable due to differences in water stress and imperfect atmospheric compensation. The
higher frequency of selected bands near the edges of removed spectral bands are particularly
worrisome. In multiple linear regression models with limited samples, these particularly
variable bands may slightly improve the regression by chance while not actually being related
to the target nutrient. Some studies of nitrogen content, using hyperspectral data obtained
with handheld spectrometers have demonstrated improvements with nitrogen-related SWIR
bands [123, 124]. However, SWIR bands may be impractical and cost-prohibitive to the
development of a multispectral sensing UAS solution for grapevine nutrient status, given the
need for more expensive detector materials and even more cooling requirements [94].
3.5.5

Future research and potential improvements
A major potential improvement to achieving optimized spectral models from hyper-

spectral imagery is the implementation of a hyperspectral downwelling light sensor. The
current practice for radiometric correction is to use field-deployed calibration panels with
well-characterized spectral properties, as a reference in the UAS imagery. The calibration
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panels cannot be present every moment the push-broom spectrometer is traversing the vineyard, so any variation in illumination conditions that occurs between visits to the panels
results in radiometric correction error. Unfortunately, the best that can be done to mitigate
this error is to manually choose the panel spectra most closely representing the conditions
present during each swath of imagery, when applying the empirical line method. A downwelling light sensor that obtains spectral data of the sky, both spatially and temporally
coincident with the imaging spectrometer, is an ideal solution to mitigate this issue and
improve UAS spectral imagery acquisition.
Future studies should continue to explore the consistency of SWIR band selections
and their importance to grapevine leaf nutrients. However, the performance of VNIR-only
band selections should be compared against combined VNIR and SWIR results [93, 124]. If
SWIR bands provide inconsistent results and limited improvement, a VNIR system may be
more practical, given its reliance on affordable silicon (Si) as ubiquitous detector material.
Further investigation is also required to better characterize the relationship between
grapevine leaf nutrients and spectral response, particularly for nutrients beyond nitrogen.
These relationships should be established at both the leaf-level, using handheld spectrometer data using a leaf-clip, and the canopy-level, using UAS spectral imagery. Canopy-level
spectra are more complex due to structural trait impacts, atmosphere, soil, and non-leaf
plant parts influencing the spectral response [125]. Nutrients that produce weaker spectral
responses may be found in leaf scale spectra, but are more difficult or impractical for identification at the canopy scale [87, 126]. Regardless, this work and additional studies will
provide useful benchmarks for comparison and for reaching the ultimate goal of identifying
consistent wavelengths for nutrient-specific management protocols and sensors.
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3.6

Conclusions
The results of this Concord vineyard study show that ensemble feature selection can

identify wave-lengths providing comparable prediction accuracy to PLSR feature selection
for predicting a range of micro- and macro-nutrients. Many of the selected wavelengths for
grapevine leaf nitrogen content were consistent with known absorption features related to
nitrogen. These included well-known associations in the VNIR range, related to chlorophyll
concentration, as well as SWIR bands related to nitrogen absorption in proteins. Further
testing of the ensemble method with new data sets is needed to confirm spatial and temporal
consistency of the wavelength selections and determine if there is improved model generalization and performance compared to PLSR. We concluded that the multicollinearity threshold
and ensemble feature ranking approaches are promising methods that should be added to
spectral pre-processing procedures to dramatically reduce the number of features for initial
regression modeling. These methods should be explored further with new data sets to refine
informative bands for grapevine nutrient monitoring with optimized UAS multispectral sensing. This approach in general bodes well for the transition from research-grade hyperspectral
imaging to more affordable, operational use of multispectral sensing for precision agriculture
in vineyard management.

3.7

Appendix
Table 3.3 shows a compilation of the selected wavelengths for each nutrient model.

The wavelengths in bold were selected using both methods.

60

Table 3.3: List of selected wavelengths for all nutrient models.
Nutrient
#Wa
Ensembleb
PLSRb
Wavelengths (nm)
Wavelengths (nm)
N
5 (10) 526, 606, 641, 1168, 1494
574, 606, 641, 677, 958,
1168, 1494, 2030, 2058, 2173
P
7, (9)
677, 695, 730, 750, 879,
517, 548, 677, 967, 1302,
967, 2269
1494, 2030, 2231, 2269
K
5, (10) 730, 967, 1120, 1312, 2058
519, 528, 552, 590, 672,
695, 967, 1513, 1762, 2058
Ca
9, (7)
514, 661, 757, 772, 967,
514, 523, 661, 1005, 1494,
1005, 1302, 2049, 2269
2049, 2269
Mg
7, (10)
514, 603, 643, 668, 692,
514, 523, 697, 704, 958,
996, 2125
996, 1790, 2058, 2125, 2269
S
8, (6)
559, 610, 646, 752, 899,
646, 899, 958, 1331, 2030,
1331, 2030, 2231
2125
Mn
6, (8)
539, 592, 641, 672, 899,
899, 958, 1292, 1474, 1494,
1474
2125, 2173, 2269
Fe
3, (9)
526, 579, 672
579, 672, 748, 1168, 1292,
1503, 2135, 2173, 2259
Cu
4, (7)
514, 646, 1790, 2030
523, 646, 704, 1178, 2030,
2087, 2125
B
8, (10) 548, 719, 730, 764, 822,
474, 519, 548, 695, 719,
977, 2231, 2269
730, 764, 822, 977, 2144
Al
8, (7)
474, 517, 568, 681, 717,
517, 526, 568, 610, 958,
958, 1790, 2269
1283
Zn
5, (10) 746, 958, 996, 1292, 1474
528, 552, 599, 681, 692,
704, 719, 746, 958, 2030
Na
3, (10)
958, 996, 1790
523, 599, 695, 710, 757,
772, 958, 1474, 1790, 2231
a
b

Number of wavelengths listed as: # Ensemble, (# PLSR).
Wavelengths selected with both methods are in bold.
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Chapter 4
Conclusions

4.1
4.1.1

Summary
Introduction
This thesis is divided into three main chapters: Chapter 1 gives a brief introduction to

the application of UAS imaging systems in precision agriculture, thus providing the context
for our specific studies. We presented two main objectives for our work:
• Objective 1: Assess the predictive power of UAS multispectral band reflectance and
derived crop canopy area for modeling New York State table beet root yield in terms
of mass, count, and diameter.
• Objective 2: Determine optimal wavelengths from UAS hyperspectral imagery to monitor grapevine nutrient status in vineyards at the vine-canopy level.
Chapter 2 is a standalone report of the work done to address Objective 1. The content
of this chapter was published in Remote Sensing in May of 2021. The chapter contains a
detailed background on the need for improved yield prediction of New York table beets to
address the logistical challenges in a growing industry. It details past studies of crop yield
using UAS and remote sensing, with particular emphasis on recent sugar beet yield studies.
The chapter provides details of the data collection performed in 2018 and 2019, and describes
the detailed methods we used to process the UAS imagery and develop our beet root yield
models. The chapter also presents our results and key findings, as reviewed below.
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Chapter 3 is also a standalone report of the research performed to address Objective 2.
The chapter provides a comprehensive background of past spectral studies to assess nutrients
in crops. Particular attention is paid to nitrogen content and its known spectral absorption
features. The chapter provides details concerning the processing of UAS hyperspectral imagery and the development of an ensemble wavelength selection and regression algorithm
to determine optimal wavelengths associated with 13 grapevine micro and macro-nutrients.
The chapter compares the results of our study to past studies of nitrogen. However, we found
that limited information exists regarding the spectral response of vegetation in context of
many of the other nutrients in our study. Key findings of the study are reviewed below.
4.1.2

Conclusions
We used UAS spectral imaging of two specialty crops to develop models that show

promise in working toward improved crop management, in context of yield forecasting and
nutrient assessment. Each study addresses unique applications of remote sensing in precision
agriculture and applies both new and established techniques to meet Objectives 1 and 2.
First, we used canopy vegetation indices and canopy area derived from UAS multispectral imagery of New York table beet fields, obtained in 2018 and 2019, to develop and
test models for beet root yield components. We found that the imaging data obtained before
the neighboring beet canopies merged was most indicative of yield at harvest. While the
predictions from the limited number of raw study plots were of modest accuracy, we were
able to improve performance by constructing area-augmented plots from existing imaging
and ground truth data. Area-augmentation implies the use of a 2D vegetation area (cover)
assessment on a per-plot basis. The implementation of area-augmented data increased the
structural variability of our samples and allowed us to perform predictions on data from
another season that was based on different sized study plots and was not used in the initial
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model development. The area-augmented beet root mass model, in particular, was able to
predict yield to within 6, 700 kg/ha on upstate New York farms, with an average of 40, 000
kg/ha. Our key findings were the need for additional observations of the beet canopy at a
variety of early growth stages, which will enable a better understanding of gradual changes
in the radiometric data due to canopy growth. We hypothesize that flights optimized for
extracting canopy height using structure-from-motion (photogrammetry) or light detection
and ranging (LiDAR) will improve prediction performance in combination with canopy area,
along with an optimal vegetation index or reflectance band combination. There is also
potential to enchance the spectral data’s relation to yield by determining optimal bands
from hyperspectral imagery to develop a specialized multispectral sensor.
In our second study, we used UAS hyperspectral imagery to model a variety of nutrient contents in Concord grapevine leaves in Portland, NY, during the 2020 veraison growth
stage. We developed parallel ensemble and PLSR wavelength selection and regression models
to select 10 or fewer bands from a filtered set of non-redundant wavelengths, which exhibited
the highest individual correlation to target nutrients. Our use of UAS-based hyperspectral
imaging was a first for spectral based nutrient assessment in vineyards. By comparing our
selected wavelengths for nitrogen with grapevine nutrient studies that used handheld spectrometers [102, 19, 75], UAS multispectral imagery [106], and other non-grapevine nitrogen
spectra [93, 94], we determined that the majority of our selected wavelengths are consistent
with known spectral absorption features associated with nitrogen [100]. These include wavelengths from both the VNIR (606 nm, 641 nm) and SWIR (1494 nm) spectral regions. Our
regression models of grapevine leaf nitrogen content were able to predict the nitrogen status
of individual vines to within 0.17%, in samples with vine content ranging from 2.4 − 3.6%
nitrogen. Determining the favorability of an ensemble method over conventional PLSR techniques will require additional data sets to test the consistency of each methods’ selection
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results. Overall, the selected wavelengths for all 13 nutrients that were tested resulted in
high frequencies of selected wavelengths outside the narrow bandwidths of typical multispectral sensors. It therefore seems to indicate a potential to develop an optimized multispectral
sensor, based on a small number of key wavelengths associated with select nutrients, once
the model is refined with data obtained in the 2021 season.
4.1.3

Future Work

4.1.3.1

Beet root yield

The project will continue for the next calendar year, when we will conduct six UAS
flights over the growing season using multispectral, hyperspectral (VNIR and SWIR), and
LiDAR to improve upon the results presented in Chapter 2. This includes an increase in
flights before canopy closing and flights optimized for structure-from-motion (photogrammetry) to determine canopy heights. During each observation we are also conducting flights
with hyperspectral sensors to cover the full range from 400−2500 nm to search for optimized
wavelengths related to beet root yield.
4.1.3.2

Grapevine nutrient monitoring

Future work on this topic will include as many as six annual UAS flight campaigns.
These will focus on the same site and Concord study block in Portland, NY, as well as
additional grape varieties at two different locations on Cayuga Lake in upstate New York.
We will conduct the same hyperspectral sensor measurements at each site during the bloom
and veraison growth stages. This will provide an opportunity to add multiple growth stages
to our nutrient models and perform direct tests of our 2020 nutrient models on the following seasons’ veraison imagery. We can further test the consistency of wavelength selection
between our ensemble and PLSR methods, by incorporating the additional data sets. Additionally, in 2021 we began a cellphone inter-row imaging campaign of each study vine’s south
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facing side. Vine canopy images, taken coincident with nutrient sampling, will be used to
correlate quantified visible symptoms of nutrient deficiency with nutrient content to explore
the possibility of an in situ sensor for grapevine nutrient management. More sophisticated in
situ multispectral imaging, based on the wavelengths selected in our studies, would further
require a thorough exploration of the impact and measurement of lighting conditions in the
non-nadir regime.
4.1.4

Methodological Considerations

4.1.4.1

Radiometric Correction

The end goal for both the beet root yield prediction and grapevine nutrient status mapping is a theoretical framework for development of a lightweight and affordable
multispectral sensor, with bands optimized to address the particular task. One significant
advantage of current multispectral sensors is the advent of a paired downwelling light sensor,
which allows for precise radiometric correction of all flight imagery, regardless of varying sunlight conditions during a flight. The MicaSense radiometric correction procedure takes into
account sun position, camera information, and both the direct and diffuse solar irradiance
measured with the downwelling light sensor. The use of downwelling sensors is particularly
advantageous when skies are not clear and sunny. This is frequently the case in upstate
New York, where our observations were taken for both Chapters 2 and 3. In fact, on all
seven flight days the sky conditions were either fair or partly cloudy. Unfortunately, the
hyperspectral system we used for our studies is not paired with a similar downwelling light
sensor at each spectral wavelength. Thus, we use calibration panels and the empirical line
method (ELM) for radiometric correction [127], described in Sections 2.3.3 & 3. 3.5.1. Calibration panel radiance spectra are compared to their known reflectance spectra by fitting
a line to two or more calibration panel radiance-reflectance pairs at each wavelength. Thus,
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reflectance
Rλ = mλ Lλ + bλ

(4.1)

is a function of the gain, m, and bias, b, terms used to convert from UAS observed radiance,
L, at each wavelength, λ. These methods are not well-suited to changing light conditions
[128] and are only practical in clear sky conditions with near-uniform irradiance [129]. Unfortunately, these ideal conditions are rare at high latitudes (including upstate New York) and
there are often overcast skies when it would be prudent to observe important crop growth
stages.
The challenge with even slight illumination variations over the course of a flight, is
that we have certain knowledge of the illumination conditions during image acquisition only
for the precise time of calibration panel capture. In other words, we extract the spectral
imagery containing the radiance spectra of the panels, obtained when the UAS flew over the
panels. The flight path over the Concord vineyard block from Chapter 3 is shown in Figure
4.1 with the eight calibration panels lined up on the west edge of the block. The calibration
panel spectra, obtained from our UAS imaging spectrometers, allow us to determine the
ELM coefficients needed to map the radiance spectra to known reflectance spectra of the
panels [127]. If the illumination conditions are perfectly stable, we then can apply the ELM
gain and bias terms to all radiance imagery, even where the panels were not present [128].
This is necessary, because it is impractical to place panels such that they appear regularly
throughout several acres/hectares of cropland. In reality, even if clouds are not obviously
drifting in front of the sun during a flight, the illumination conditions are variable, even
if slightly so. As a result, the ELM coefficients we obtain will not necessarily provide an
accurate radiometric correction for all of our spectral imagery. For many purposes, slight
errors (∼ 5%) in the radiometric correction may be insignificant [130], but are consequential
when searching for subtle differences in reflectance related to nutrient content.
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Figure 4.1: UAS flight path example for the Headwall VNIR and MicaSense Rededge-M
5-band reference imagery (RGB channels shown) of the 1-acre Concord grapevine vineyard
block located at CLEREL in Portland, NY. The imagery was taken on 6 September 2021
at 10:55 am EST. The eight calibration panels (two sets of: light gray, medium gray, dark
gray, and black) spaced on the western side of the vineyard block are inside the light-green
rectangle.
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Figure 4.2: Each plot contains UAS VNIR radiance spectra of each calibration panel for each
time they were captured in a swatch of spectral imagery. Individual numbers in the figure
legends refer to image identification numbers. The average radiance spectra of all captures
is shown in red.

We used two sets of four multicolored panels (black, dark gray, medium gray, light
gray), arranged in pairs of dark/light, for our flights. This increases the chance of obtaining
spectral imagery of two calibration panels at one end of each swath across the fields that we
observed. In general, one set of ELM coefficients is not sufficient and it is necessary to manually choose the set, derived from different viewings of the calibration panels, to determine
which is most appropriate and representative of the conditions present during each swath
of spectral imagery. This is illustrated in Figure 4.2, where radiance spectra are shown for
each time the calibration panels were captured with the VNIR imaging spectrometer during
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a flight over the study site. The radiance observed for the black and dark gray calibration
panels varied significantly over the course of the flight due to the slight variations in solar
illumination. Not captured, are the variations that may have occurred in-between visits to
the calibration panels that makes up the majority of the flight time. With no knowledge of
the changing lighting conditions during these times, we use the most contemporaneous set of
two or more panel radiance spectra to determine the ELM gain and bias terms that are most
likely to provide a suitable radiometric correction, in terms of temporal correspondence. The
manual procedure of choosing appropriate coefficients to use for different swaths of spectral
imagery is not ideal and results in difficult decisions left to best judgement.
The application of a UAS hyperspectral system with an onboard spectrometer to
measure spectral downwelling irradiance has shown promise [131] and should be studied
more in the future to improve upon current methods. Such a system is currently being built
within the RIT Digital Imaging and Remote Sensing Laboratory, and should be operational
by 2022. In the interim, fieldwork utilizing UAS-based imaging spectrometers should also
deploy a sensor to measure solar irradiance, even if only from a static location at the field
site. Measurements of the downwelling solar irradiance over the course of a flight could allow
for improved radiometric correction, particularly on days with inconsistent sky conditions.
4.1.4.2

Extending Results from Hyperspectral to Multispectral Systems

The distinctions between UAS imaging using a multispectral or hyperspectral sensor
are important to consider, especially when a chief goal is to design band-optimized multispectral sensors based on hyperspectral data. Estimates of spectral response for the MicaSense
RedEdge-M 5-band multispectral camera are shown in Figure 4.3. The upper plot contains
each filters’ transmissivity, along with the sensor’s quantum efficiency, as a percentage. The
lower plot shows the product of these two quantities to estimate the relative spectral re-
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sponse. The approximate bandwidth and their centers were previously presented in Table
2.2, all spanning 10 − 40 nm. In comparison, the Headwall Nano-Hyperspec sensor contains
272 spectral channels from 400 − 1000 nm, with a 2.2 nm/pixel dispersion, and 6 nm fullwidth at half-maximum (FWHM) slit image. Thus, this narrowband scheme requires longer
exposure times and slower flight speeds than a desired practical multispectral flight plan. Our
band-optimized multispectral solution to grapevine nutrient monitoring or beet yield prediction will require wider bands, similar to the MicaSense RedEdge-M (Figure 4.3). The wider
bands are necessary to achieve adequate spatial coverage at centimeter-scale resolution in a
timely manner. Thus, further study beyond band selection will need to consider appropriate
bandwidths based on their central wavelength position. Bandwidth at various positions will
reflect both the signal levels at the respective wavelength range due to target reflectance
properties (vegetation brighter in NIR than visible) and sensor spectral sensitivities.
An additional challenge to devising a multispectral solution based on optimized bands,
noted in Chapter 3, is the incorporation of SWIR data. Typical spectral sensors in the VNIR
range (400 − 1000 nm) use silicon (Si) charge-coupled devices (CCD). However, Si sensors
drop in quantum efficiency outside of the ultraviolet to NIR range, as can be seen in Figure
4.3. In the SWIR range (1000 − 2500 nm), a much more expensive indium gallium arsenide
(InGaAs) focal plane array achieves the necessary photosensitivity in the extended NIR and
SWIR range due to a lower bandgap. The low bandgap, however, results in much higher dark
current, requiring cooling to minimize noise. Thus, we should consider how vital SWIR bands
are for monitoring grapevine nutrient status compared to their expense in a multispectral
solution.
In the Si-range of typical multispectral imaging systems we found limited band selections in the NIR at 800 − 900 nm (see Figure 3.4). The visible range had the most frequent
band selections, implying that our assessments of nutrient deficiency were most associated
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Figure 4.3: MicaSense RedEdge-M filter transmissivity τ are plotted (top) for each band
(blue, green, red, red edge, near infrared) alongside the detector quantum efficiency η. The
product of the filter transmission and quantum efficiency are plotted (bottom) to approximate the relative spectral response of each band.

with visible symptoms. The SWIR range may be better suited to the identification of deficiencies that are not yet symptomatic in the visible region of the spectrum. This will not be
clear until we acquire spectral imagery from the earlier bloom growth stage, to investigate
if any non-visible bands are associated with nutrient deficiency before the visible symptoms
develop.
A map of the Concord vineyard study block is shown in Figure 4.4 with vine-level
nitrogen content predictions overlain. The nitrogen levels shown here were modeled using
canopy classified-pixels of the 5-band reflectance imagery, extracted from the 100 study
vines. The nitrogen model has an LOOCV R2 = 0.41 and RM SE = 0.18% N. Comparing
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Figure 4.4: MicaSense Rededge-M 5-band imagery (RGB channels shown) of the 1-acre
Concord grapevine vineyard block located at CLEREL in Portland, NY with vine-level
nitrogen content predictions overlain. The imagery was taken on 6 September 2021 at 10:55
am EST. The nitrogen predictions are based on a simple multiple linear regression model
utilizing the mean 5-band reflectances extracted from the canopy-classified pixels of each
vine.
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our VNIR-SWIR band selection results for nitrogen assessment to model results of our 5-band
MicaSense imagery, we observe limited improvement, suggesting that typical multispectral
bands are sufficient for identification of nitrogen deficiency at veraison. However, this may
not be true before the visible symptoms developed earlier in the season. We will investigate
this further with the observations planned in 2021.
4.1.4.3

Shadow Conditions

All observations for both studies were conducted between 10 am and 2 pm local time at
the relevant sites in upstate New York. This is ideal for ensuring maximum solar irradiance
and thus providing optimal signal-to-noise in all imaging sensors, while also minimizing
shadow impacts. Shadows play a greater role in the grapevine studies due to the typical
plant height (up to about 2 meters). However, the row spacing of approximately 2.6 meters
is enough to ensure that there is limited risk of rows shading each other. For example, during
our earliest flight on September 6th, 2020 at 10:55 am, the sun was positioned at 42.2◦ above
the horizon, and would cast a 2.2 meter long shadow from the tallest vines. Shadows can
be seen in Figure 4.1 extending to the feet of northward rows in some cases. It should be
noted that, due to the east-west orientation of the vineyard rows, bias may be introduced
by spectrally sampling mostly the southern, sunlit side of the vine canopy.
4.1.4.4

Sample Size

The issue of small sample size is a common challenge to agricultural studies, exacerbated by the current rampant advocacy for sophisticated machine and deep learning
techniques that are prone to overfitting. Aside from the additional issues caused by high
dimensional data, addressed in Section 3.3.6.1, assessing the error of small sample regression
models is of particular concern. We elected to use computationally expensive leave-one-out
cross-validation in our studies, because it provides the smallest bias for a small sample size,
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high feature space study [132]. This results in lower R2 and higher RM SE, but arguably is
more representative of the actual model error. Many studies unfortunately choose favorable
splits of their data when reporting accuracies, which would only serve to misrepresent the
effectiveness of new methods and reduce the trust of farmers who want realistic information
regarding a new application’s accuracy. Other studies use the entire data set to train their
model and report only the training R2 and RM SE, which does not serve the larger community, in our opinion. Stated differently, such models may not be suitable for use on other
data sets to predict yield outcomes or assess nutrient status.
Increasing the sample size in our nutrient status study was hindered by the cost of lab
analysis of samples. A future study may explore in-house lab analysis for nutrients, or higher
allocations of funds to obtain ground truth data. In beet yield studies it may be beneficial
to reduce the individual study plot sizes and increase the sample size, while maintaining the
same overall study area. This approach should, however, be evaluated in context of spatial
auto-correlation, to ensure sample independence. The labor of obtaining ground truth data
would remain the same, but the sample size would increase. In addition, the greater number
of smaller plots could be combined in area-augmented imagery to further increase the sample
size.
As a final thought: The effort advanced the state-of-the-art for both yield forecasting
and nutrient assessment in context of multi-spectral-based and ensemble methods applied to
hyperspectral data, respectively. The results bode well for eventual application of such data
sets for i) beet root yield modeling, given that the accuracy/precision was within bounds
for upstate NY yield values, while ii) the distillation of hyperspectral imagery to focused
wavelengths for vineyard nutrient assessment showed promising results, albeit in context of
suggested future refinements.
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Markus Strathmann, Martin Danner, Wolfram Mauser, and Tobias Hank. Crop nitrogen monitoring: Recent progress and principal developments in the context of imaging
spectroscopy missions. Remote Sensing of Environment, 242:111758, June 2020.
[94] Yuanyuan Fu, Guijun Yang, Ruiliang Pu, Zhenhai Li, Heli Li, Xingang Xu, Xiaoyu
Song, Xiaodong Yang, and Chunjiang Zhao.

An overview of crop nitrogen status

assessment using hyperspectral remote sensing: Current status and perspectives. European Journal of Agronomy, 124:126241, March 2021.
[95] Juan Pablo Rivera-Caicedo, Jochem Verrelst, Jordi Muñoz-Marı́, Gustau Camps-Valls,
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