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Abstract 
Vision based band gesture recognition provides a more nature and powerful means for 
human-computer interaction. A fast detection process of hand gesture and an effective feature 
extraction process are presented. The proposed a hand gesture recognition algorithm comprises four 
main steps. First use Cam-shift algorithm to track skin color after closing process. Second, in order to 
extract feature, we use BEA to extract the boundary of the hand. Third, the benefits of Fourier 
descriptor are invariance to the starting point of the boundary, deformation, and rotation, and 
therefore transform the starting point of the boundary by Fourier transformation. Finally, outline 
feature for the nonlinear non-separable type of data was classified by using SVM. Experimental 
results showed the accuracy is 93.4% in average and demonstrated the feasibility of proposed system. 
1. Introduction 
The computer is becoming more pervasive in contemporary life. Hand gesture recognition is a 
hopeful research field and has gained much attention in computer vision. Its most application is 
effective and friendly interfaces between human and machine known as human-computer interaction 
(HCI). In addition, it can be used for teleconferencing, interpretation and learning of sign languages 
because it does not need expensive and special hardware. Hand gesture recognition methods are have 
already been presented, which can be mainly divided into “Data glove-based” and “Vision-based” 
methods. These Data glove-based method [1-4] is use sensor devices for digitizing hand, but it is 
annoying to use. Thus there recently has been an increasing number of gesture recognition technique 
using vision-based methods. Although, it is a very challenging interdisciplinary project in order to the 
following three reasons [5]: hand gestures are rich in diversities, multi-meanings, and space–time 
varieties; human hand is a complex non-rigid object; computer vision itself is an ill-posed problem.  
In general, the approach of vision-based hand gesture recognition can be divided into two categories, 
one based on 3D hand / arm model [6] [7], the other based on appearance modeling. The methods 
based on 3D hand / arm model are favorable for communicative hand gestures and often use in 
animation. But, it is not only the highly computational complexity but also fallibility. Then the 
methods based on appearance model are matching really on the colors of the objects and there are 
many advantages. For example, low computational complexity, real-time process, and so forth.  
Burger et al [8] propose a demonstrator on Cued Speech hand gesture recognition. Chen et al [9] 
present an approach to recognize for the robot vision system and this method comprises three main 
steps. The first analyzes the distribution of the specific color in hue saturation intensity HSV color 
space in order to detect hand gestures. The second uses fourier trans-formation to generate a set of 
complex numbers. Finally, out-line feature was classified by using SVM. These methods are robot 
vision system, but must wear a one coloured glove. Furthermore, it isn’t nature and powerful means 
for human-computer interaction. Buluswar and Draper [10] present an approach based on automatic 
target recognition. It uses multivariate decision trees for recursive non-parametric function 
approximation to learn the color of a target from training samples. Lee et al [11] propose a method to 
recognize hand gestures extracted from images with complex background. Authors utilize image 
processing to rely upon recognition through hand extraction by colors. Recently, there are more 
studies using support vector machines (SVM) to classify, and can get highly accurate systems capable 
of recognizing gestures [9] [12-14].  
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 In this paper, we use HSV color space to detect hand gestures and Camshift algorithm to track. In 
recognize hand gestures, first must extract the boundary of the object by Boundary Extraction 
Algorithm (BEA). Second utilize Fourier transformation to generate shape description. Finally 
classify shape description by SVM. 
This paper is organized as follows. In the next section, we refer to our proposed method. Section 3 
reports the experimental results. Finally, conclusion is shown in section 4. 
2. Proposed Method 
The proposed a hand gesture recognition algorithm comprises five main steps. First, subtract 
capture image from background after building the background. Next, use Camshift algorithm to track 
skin color after closing process. In order to extract feature, we use BEA to extract the boundary of the 
hand. The benefits of Fourier descriptor are invariance to the starting point of the boundary, 
deformation, and rotation, and therefore transform the starting point of the boundary by Fourier 
transformation. Finally, outline feature for the nonlinear non-separable type of data was classified by 
using SVM. 
2.1 Camshift Algorithm 
This paper [15] applied Mean-shift analysis to the face tracking, in which the color histogram is 
used as cue. Mean shift algorithm is a general nonparametric clustering method based on density 
estimation for the analysis of complex feature spaces. The method comprises four main steps. First, 
use the centroid of the search window to choose a search windows size in the color probability 
distribution image. Next, derive the centroid of the search window. Find the zeroth moment in Eq. (1) 
and the first moment for x and y in Eq.(2)(3). Center the search window at mean location in Eq. (4). 
Where I(x,y) is the pixel value at position (x,y), and x and y range over the search window. Third, 
reset the size of the search windows in Eq.(5). Finally, repeat steps 2 and 3 until convergence occurs. 
However, the Camshift algorithm [16] has been used to adaptively meet location of the search 
windows and the size. Current frame’s localization results of the tracked object are reported and used 
to set the size and location of the search window in the next frame image. The Camshift algorithm 
comprises five main steps. First, choose the initial location and size of the search window. Next, 
compute the color probability distribution within the search window. Third, mean shift as above, and 
get the mean location and new size of the search window. Center the search window in successive 
frame image at the mean location obtained in Step 3, and repeat Step 3. Finally, calculate orientation 
and scale of the target. The second moment is showed in Eq. (6-8) and the length l and width w is 
showed in Eq. (9)(10). Where a = M M − x	,b = M M − x	y	, c = M M − y	. Then 
the direct angle Θ from target length to horizontal is showed in Eq. (11).  
Camshift algorithm is quite effective in hand tracking, thus we use this method to track. First, build 
background and capture one frame of video. Second, detect moving objects by background 
subtraction. We use close operation to denoising for detecting moving objects. Finally, hand track by 
Camshift algorithm. 
    
M =I(x, y)  (1) M = xI(x, y)  (2) 
M =xI(x, y)  (3) x	 =
M M ，y	 = M M  (4) 
Applied Mechanics and Materials Vols. 284-287 3005
 s = 2M 256  (5) s = 2M 256  (6) 
M = yI(x, y)  (7) M =xyI(x, y)  (8) 
l = (a + c) + b + (a − c) /2 (9) w = (a + c) − b + (a − c) /2 (10) 
Θ = 12 arctan	[
2)M M − x	y	*
)M M − x	* − )M M − y	*
] (11) 
2.2 Boundary Extraction Algorithm 
We extract the boundary of the hand in order to recognize hand gestures in the tracking image. 
This method is proposed by Liu [17] and comprises four main steps. First, scan the binary image from 
top to bottom and left to right to find the first 255 pixel as the starting point and record the position 
into x and y arrays, i.e., x[1]=I and y[1]=J. And let the direction number of the starting pixel be 0. 
Next, we assume that I is the direction number of current pixel and J is the direction number for 
searching next pixel and define a decision rule for searching next pixel as: 
(I,J)={(0,6),(1,7),(2,0),(3,1),(4,2),(5,3),(6,4),(7,5)}. Third, scan clockwise until the first pixel value 
which is 255, and record its position into x and y arrays. Finally, repeat steps 2 to 4 until the first pixel 
value which is the same as the starting pixel. 
2.3 Fourier Descriptors 
Cosgriff [18] proposed Fourier transformation of a boundary function and generates a set of 
complex numbers which are called Fourier descriptors. Because the benefits of Fourier descriptor are 
invariance to the starting point of the boundary, deformation, and rotation, we use Fourier descriptor 
to shape description based on the boundary of the object. 
The x and y from boundary extraction algorithm operation can be represented as curve functions a[L] 
and b[L], where L is the number of pixels in the boundary. The discrete Fourier transforms of a[L] 
and y[L] are showed in Eq.(12). Where w=2π/L, a[n] and b[n] are the coefficients of the FDs, i.e., 
s[n]=a[n]+jb[n] called the FDs of the boundary. Finally, we have to normalize s[n] in Eq.(13)(14). 
 
a[n] = 1L  x[m]e/01234
5
46
 
b[n] = 1L  y[m]e/01234
5
46
 
(12) r[n] = |a[n]| + |b[n]| (13) 
s[n] = r[n]r[1]，s[1] ≡ 1 (14) yi(w × xi + b) > 0, = = 1,… , N (15) yi(w × xi + b) ≥ 0 (16) yi(w × xi + b) ≥ 1 − ε, i = 1,… , N (17) k(x, y) = (∅(x), ∅(y)) (18)   
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 2.4 Support Vector Machine 
Support Vector Machines (SVM) [19] is a linear machine and a powerful tool for resolving 
classification problems. This method’s aim is to create a hyper-plane as the decision surface. The 
SVM exploited statistical learning theory to know a minimum upper bound on the generalization 
error. 
A. Optimal Separating Hyper-plane 
The Optimal Separating Hyper-plane can find the maximal margin of separation. We assume the 
class is represented by the subset Di=+1 and Di=-1 are linearly separable and then we find the weight 
vector w and bias is showed in Eq.(15). If there is a hyper-plane that can satisfy Eq. (15) then we call 
it linearly separable. Once a linearly separable hyper-plane is obtained and is possible to rescale the 
bias b and the weight w that the closest point to the hyper-plane has a distance of 1/||w||. Eq. (15) can 
be showed as Eq. (16). The one with the distance to the closest point is maximal that is called the 
optimal separating hyper-plane (OSH). 
B. Linearly non-separable case 
Linearly non-separable case is not linearly separable. And it is impossible to create a hyper-plane 
that can separate the classes and there are any errors as coming across any classification. Then it is 
possible to find an optimal hyper-plane that minimizes the probability of the classification. We 
introduce a slack variable   that measures deviation of a data point from ideal position of linear as Eq. 
(17). 
C. Nonlinear Support Vector Machines 
The Pattern classification is made up of a multiclass nonlinear set of input data thus Nonlinear 
Support Vector Machines must be implemented. This happens that converting the nonlinear input 
space to a high-dimensional linear feature pace by a nonlinear mapping. Therefore, replace x with its 
feature space mapping   so as Eq. (18). This is evaluated using dot product, but can be computational 
large. Therefore, it is important to choice of kernel k and can be reduced large quadratic computation. 
In this paper, in order to recognize hand gestures posed at different angles, multiple images were 
acquired from camera. 
 yi(w × xi + b) > 0, = = 1,… , N (15) yi(w × xi + b) ≥ 0 (16) yi(w × xi + b) ≥ 1 − ε, i = 1,… , N (17) k(x, y) = (∅(x), ∅(y)) 
(18) 
 
Table 1. Recognition rate of the system 
Gesture 1 2 3 4 5 
 number	of	frametotal  
 
19202000 18802000 18702000 18602000 18102000 
Recognition Rate 96% 94% 93.5% 93% 90.5% 
 
3. Experimental Results 
The hand gesture region detection and recognition approach was implemented on an Intel Core 2 
Duo E7200 2533 MHz running Window XP with an USB Logitech web camera. All tests were 
executed on 320×240 images with 30b color depth, which were sampled at a rate of 30 frames/s. The 
recognition method can be used with real world images as the input mechanism of a user interface, 
surveillance system, autonomous robot vision system or virtual environment applications. 
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 In order to recognize hand gestures posed at different angles, multiple images were acquired from 
camera. Each gesture contains 1000 images and a total of 5000 images were taken for all the gestures. 
The results of recognition rate of the system for testing data are shown in Table 1. 
4. CONCLUSION 
A fast detection process of hand gesture and an effective feature extraction process combined 
Camshift, BEA, DFT with SVM algorithm are presented. First use Camshift algorithm to track skin 
color after closing process. Second, in order to extract feature, we use BEA to extract the boundary of 
the hand. Third, the benefits of Fourier descriptor are invariance to the starting point of the boundary, 
deformation, and rotation, and therefore transform the starting point of the boundary by Fourier 
transformation. Finally, outline feature for the nonlinear non-separable type of data was classified by 
using SVM. Experimental results showed the accuracy is 93.4% in average and demonstrated the 
feasibility of proposed system. 
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