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  シミュレーションデザイン
想定している問題を例示する設定から説明する．確率変数ベクトル
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次元多変量正規分布で
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観測できないということである．その代わりに， 
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ヌーイ確率変数でを取る確率は	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応答変数	
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に対して，
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 個の説明変数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が用意されている．構成上，最初の個の変数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だけが真の回
帰関数に含まれる変数  
 
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を含む．変数間のグラフ関係は以下
の図のようになっている．
以降，

  		 
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  
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  		とし，に関しては   		と   		
のつの設定を用意する．我々の目的は，観測データ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の中から，真の因果変数  
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と関わりのある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を漏ら
さず，しかし過不足なく拾い上げることにある．上記の設定から，デザ
イン行列は既に横長で，普通に回帰分析を行おうと思うと正則化が必要
な状況であることに注意．
 シミュレーション結果
手法の説明は後回しにして，以下の表に我々の提案手法表中列
と  !表中"!が，繰り返し数			回としてどれだけの頻度で

 
     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を正しく拾えたかをまとめてある．
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 "!は，応答変数	
 
と周辺相関を有する，グラフ上近い変数しか
拾えていないことがわかる．これに対して提案手法では，   		に対
して   		もあれば，真の因果変数を含む観測値を確実に拾い上げて
いることが見て取れる．
提案手法は偽陽性率の観点からも優れている．
 
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以外に，
一つでも無関係な変数を拾ってきたケースを数え上げると，提案手法で
は   		でも	# である% これに対し "!が無関係な変数を一つ
以上拾ってきたケースは実験回数の$#で，平均して個の無関係な変
数を選択した．
 提案手法の概要
実は我々の提案手法では一切回帰分析をしない．背後の理論はとも
かく，手順だけを記せば以下の通りである．
説明変数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と
	   	

     	


の相関係数の検定を行う．
検定結果に基づいて，先の例に描いたグラフのように，各変数間の
「接続性」がわかる．ここである説明変数

から応答変数	までの最
短経路をダイクストラのアルゴリズムで求める．
ダイクストラアルゴリズムで得られるパスは冗長かもしれないが，


と 	の経路上の変数  &は十分絞り込めているはずであるので，
	
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が最大となるような， &の部分集合を探索する．

は変数群を説明変数としたときの射影行列．
こうして，	への経路が存在する

を拾い上げていく．
左段に例示したグラフから類推できる通り，	から遠い変数は 

は
	 

  	，すなわち 	との周辺相関を検出できないので，実は 	
と関連しているにも関わらず通常の手法では捨てられてしまう．つまり


の効果はマスクされているわけだが，間に適切な変数集合を挟む
ことで応答変数	に対する

の効果が浮かび上がってくる．すなわち，
	
	


   	である．
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
が最大となるような変数セットを力業で探索するのは
大変である．そこで，ペアワイズに調べた変数の接続性を元に，ダイク
ストラアルゴリズムの助けを借りて候補変数を十分に絞り込んだところ
で，仕上げの変数探索を行うのである．ゲノム解析への応用が，!'
(' ") *+ 	に見られる．本研究は植木優夫博士理化学
研究所，田宮元教授東北大学との共同研究であり，一部は統計数理研
究所共同研究	,共研,	に基づくものである．
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