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a b s t r a c t
The alternate Sylvester sums are Tm(a, b) = ∑n∈NR(−1)nnm, where a and b are coprime,
positive integers, and NR is the Frobenius set associated with a and b. In this note, we study
the generating functions, recurrences and explicit expressions of the alternate Sylvester
sums. It can be found that the results are closely related to the Bernoulli polynomials, the
Euler polynomials, and the (alternate) power sums over the natural numbers.
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1. Introduction
In the Frobenius problem with two variables [1–5], one is given two positive integers a and b that are relative prime,
and is concerned with the set of positive numbers NR that have no representation by the linear form ax+ by in nonnegative
integers x and y. NR is finite andwe call it the Frobenius set of the pair (a, b). The largest element of NR is ab−a−b. Therefore,
every integer larger than or equal to (a− 1)(b− 1) is representable as a nonnegative linear combination of a and b.
As an instance, let a = 4 and b = 7, then one has 1, 2, 3, 5, 6, 9, 10, 13 and 17 as the only integers in the Frobenius set,
and thus every integer larger than or equal to (a− 1)(b− 1) = 18 is representable. This example was given by Sylvester [6]
and can also be found in [5].
The Frobenius problem has a long history, and the readers are referred to the paper [5] due to Tuenter for an extensive
list of references and a wealth of interesting historical information of the problem.
As showed in [5], several questions are related to the Sylvester sums
Sm(a, b) =
∑
n∈NR
nm,
where m is a nonnegative integer. For example, S0(a, b) = 12 (a− 1)(b− 1), which is the cardinality of the Frobenius set NR.
Brown–Shiue [3] and Rødseth [4] have studied the expressions of Sm(a, b) based upon an enumeration of the elements
of the set NR. Particularly, Rødseth shows that
Sm−1(a, b) = 1
m(m+ 1)
m∑
i=0
m−i∑
j=0
(
m+ 1
i
)(
m+ 1− i
j
)
BiBja
m−jbm−i − 1
m
Bm, (1.1)
where Bm are the well-known Bernoulli numbers.
∗ Corresponding author.
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Tuenter [5] takes a different approach, and gives the proposition below:
Proposition 1.1 ([5, Theorem 2.1]). For every function f , we have
∑
n∈NR
[f (n+ a)− f (n)] =
a−1∑
n=1
[f (nb)− f (n)], (1.2)
where a and b are interchangeable.
This proposition completely characterizes the set NR, and allows one to determine expressions for the Sylvester sums in a
succinct and elegant manner. Making use of this proposition, Tuenter also establishes relations between the Sylvester sums
and the power sums over the natural numbers, which are further used to derive new recurrences for the Bernoulli numbers.
Analogous to Tuenter’s work, we study in this note the alternate Sylvester sums
Tm(a, b) =
∑
n∈NR
(−1)nnm,
where m is a nonnegative integer. It can be found that there exist close connections between the alternate Sylvester sums,
the (alternate) sums of powers over the natural numbers, the Bernoulli polynomials and the Euler polynomials.
2. General identities and generating functions
Our discussion is based upon the following theorem.
Theorem 2.1. For every function f , if a is even, then
∑
n∈NR
(−1)n[f (n+ a)− f (n)] =
a−1∑
n=1
(−1)n[f (nb)− f (n)], (a even, b odd); (2.1)
if a is odd, then
∑
n∈NR
(−1)n[f (n+ a)+ f (n)] =

−
a−1∑
n=1
(−1)n[f (nb)− f (n)], (a odd, b odd), (a)
−
a−1∑
n=1
[f (nb)− (−1)nf (n)], (a odd, b even). (b)
(2.2)
Proof. When a is even, by applying Proposition 1.1 to g(n) := (−1)nf (n), one has∑
n∈NR
(−1)n[f (n+ a)− f (n)] = ∑
n∈NR
[(−1)n+af (n+ a)− (−1)nf (n)]
=
a−1∑
n=1
[(−1)nbf (nb)− (−1)nf (n)].
Since a and b are coprime, then b is odd, and the identity (2.1) follows at once. When a is odd,
∑
n∈NR(−1)n[f (n+ a)+ f (n)] =
−∑n∈NR[(−1)n+af (n + a) − (−1)nf (n)]. Making use of Proposition 1.1 again and considering the parity of b, one can finally
establish (2.2)(a) and (b). It should be noticed that the theorem can also be verified by the same method used in the proof
of Proposition 1.1 (see [5, pp. 378 and 379]). 
As an application of Theorem 2.1, take f (n) = ln n. This gives the identities∏
n∈NR
(
1+ a
n
)(−1)n
= 1
b
, (a even, b odd),
and
∏
n∈NR
(n(n+ a))(−1)n =

1, (a odd, b odd),(
(a− 1)!
(
b
2
)a−1 (a− 1
a−1
2
))−1
, (a odd, b even),
where a and b are coprime, positive integers.
As another application, take f (n) = ent . If a is even and b is odd, then (2.1) gives∑
n∈NR
(−1)n
(
e(n+a)t − ent
)
= ∑
n∈NR
(−1)nent(eat − 1)
=
a−1∑
n=0
(−1)n
(
enbt − ent
)
= 1− e
abt
1+ ebt −
1− eat
1+ et .
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Dividing by (eat − 1) yields the exponential generating function
∞∑
m=0
Tm(a, b)
tm
m! =
∑
n∈NR
(−1)nent = − e
abt − 1
(eat − 1)(ebt + 1) +
1
et + 1 , (a even, b odd). (2.3)
In an analogous way, making use of (2.2)(a) one has
∞∑
m=0
Tm(a, b)
tm
m! = −
eabt + 1
(eat + 1)(ebt + 1) +
1
et + 1 , (a odd, b odd). (2.4)
Moreover, as one would expect, (2.2)(b) results in (2.3) again, with an interchange of the integers a and b.
3. Bernoulli polynomials and Euler polynomials
In Sections 4 and 5, we will use the definitions and properties of the Bernoulli polynomials, the Euler polynomials, and
the (alternate) sums of powers over the natural numbers, so it is convenient to give a brief introduction.
The Bernoulli polynomials Bm(x) and the Euler polynomials Em(x) are defined by the following generating functions (see
[7, Eq. (23.1.1)] or [8, Section 1.14]):
t
et − 1e
xt =
∞∑
m=0
Bm(x)
tm
m! , (|t| < 2pi), (3.1)
2
et + 1e
xt =
∞∑
m=0
Em(x)
tm
m! , (|t| < pi). (3.2)
The famous Bernoulli numbers Bm are given by Bm := Bm(0). From the generating functions (3.1) and (3.2), it is not difficult
to verify that
Bm(x+ y) =
m∑
k=0
(
m
k
)
Bk(x)y
m−k, (3.3)
Em(x+ y) =
m∑
k=0
(
m
k
)
Ek(x)y
m−k. (3.4)
From the generating functions, it follows also that
Bm(x+ 1)− Bm(x) = mxm−1, (3.5)
Em(x+ 1)+ Em(x) = 2xm. (3.6)
Additionally, for nonnegative integers m and positive integers a, we have
Bm(ax) =
a−1∑
n=0
am−1Bm
(
x+ n
a
)
. (3.7)
This is themultiplication theorem for the Bernoulli polynomials [7, Eq. (23.1.10)]. The correspondingmultiplication theorem
for the Euler polynomials is
Em(ax) =

a−1∑
n=0
(−1)namEm
(
x+ n
a
)
, (a odd), (a)
− 2
m+ 1
a−1∑
n=0
(−1)namBm+1
(
x+ n
a
)
, (a even), (b)
(3.8)
(see also [7, Eq. (23.1.10)]).
The following are the first few values: B0(x) = 1, B1(x) = x − 12 , B2(x) = x2 − x + 16 , B3(x) = x3 − 32 x2 + 12 x, E0(x) = 1,
E1(x) = x− 12 , E2(x) = x2 − x and E3(x) = x3 − 32 x2 + 14 .
The sums of powers of integers σr(n) and the alternate sums of powers of integers τr(n) are defined by
σr(n) =
n∑
i=0
ir, τr(n) =
n∑
i=0
(−1)iir. (3.9)
It is well-known that σr(n) and τr(n) are closely related to the Bernoulli polynomials and the Euler polynomials, respectively,
as follows (see [7, Eq. (23.1.4)]):
σr(n) = Br+1(n+ 1)− Br+1
r + 1 , (3.10)
τr(n) = (−1)
nEr(n+ 1)+ Er(0)
2
, (3.11)
where n and r are nonnegative integers. From these two relations, the sums σr(n) and τr(n) can be determined immediately.
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4. Recurrences for the alternate Sylvester sums
Now let us establish the recurrences for the alternate Sylvester sums.
First consider the case when a is even. According to the binomial theorem, for positive integers r, we have
∑
n∈NR
(−1)n[(n+ a)r − nr] = ∑
n∈NR
(−1)n
r−1∑
m=0
(
r
m
)
nmar−m =
r−1∑
m=0
(
r
m
)
ar−mTm(a, b);
while (2.1) gives
∑
n∈NR
(−1)n[(n+ a)r − nr] =
a−1∑
n=0
(−1)n[(nb)r − nr] = (br − 1)τr(a− 1).
Combining both yields the implicit recurrence relation for the alternate Sylvester sums Tm(a, b)where a is even and b is odd:
r−1∑
m=0
(
r
m
)
ar−mTm(a, b) = (br − 1)τr(a− 1), (a even, b odd). (4.1)
Similarly, for nonnegative integers r and positive odd integer a, (2.2)(a) and (b) yield
r∑
m=0
(
r
m
)
ar−mTm(a, b)+ Tr(a, b) =
{−(br − 1)τr(a− 1), (a odd, b odd), (a)
−brσr(a− 1)+ τr(a− 1), (a odd, b even). (b) (4.2)
With some computation, we have the explicit recurrence relations for Tm(a, b).
Theorem 4.1. Let r be positive integers. If a is even and b is odd, then
Tr(a, b) = − 1
(r + 1)a
r−1∑
m=0
(
r + 1
m
)
ar+1−mTm(a, b)+ b
r+1 − 1
(r + 1)a τr+1(a− 1)
= −1
2
r−1∑
m=0
(
r
m
)
br−mTm(a, b)− 12a
rσr(b− 1)+ 12τr(b− 1)
with the initial value T0(a, b) = − b−12 . If a and b are both odd, then
Tr(a, b) = −12
r−1∑
m=0
(
r
m
)
ar−mTm(a, b)− 12 (b
r − 1)τr(a− 1)
with the initial value T0(a, b) = 0.
By Theorem 4.1, the first few alternate Sylvester sums are readily obtained: if a is even and b is odd, then
T0(a, b) = −b− 12 ,
T1(a, b) = 14 (b− 1)(b− ab+ 1),
T2(a, b) = 112ab(b− 1)(a+ 3b− 2ab);
if a and b are both odd, then
T0(a, b) = 0,
T1(a, b) = −14 (a− 1)(b− 1),
T2(a, b) = −14ab(a− 1)(b− 1).
We can now determine the numbers of odd integers and even integers in the Frobenius set NR. These are given below.
Theorem 4.2. For a Frobenius set NR, let the number of even integers be x and the number of odd integers be y. If a is even and b
is odd, then x = 14 (a− 2)(b− 1), y = 14a(b− 1). If a and b are both odd, then x = y = 14 (a− 1)(b− 1).
Proof. The results come from the values of T0(a, b) and the cardinality 12 (a− 1)(b− 1) of the Frobenius set NR. 
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5. Explicit expressions for the alternate Sylvester sums
When a is even and b is odd, define f (y) := am−1Bm
(
y
a
+ x
)
. By the difference formula (3.5), f (n+a)− f (n) = m(n+ax)m−1.
Thus, applying (2.1) to f (y) yields
m
∑
n∈NR
(−1)n(n+ ax)m−1 =
a−1∑
n=0
(−1)nam−1Bm
(
nb
a
+ x
)
−
a−1∑
n=0
(−1)nam−1Bm
(
n
a
+ x
)
.
Making use of (3.3) for the first summation and (3.8)(b) for the second summation, and replacing the summation over n by
the corresponding alternate power sums will finally give the next theorem.
Theorem 5.1. If a is even and b is odd, then
m
∑
n∈NR
(−1)n(n+ ax)m−1 =
m∑
r=0
(
m
r
)
Bm−r(x)am−r−1brτr(a− 1)+ m2 Em−1(ax), (5.1)
Tm(a, b) = 1
m+ 1
m+1∑
r=0
(
m+ 1
r
)
Bm+1−ram−rbrτr(a− 1)+ 12Em(0). (5.2)
It’s evident that (5.2) comes from (5.1) by substituting m + 1 for m and then setting x = 0. Additionally, let b = 1, then
the Frobenius set NR is empty, and (5.1) reduces to
−m
2
Em−1(ax) =
m∑
r=0
(
m
r
)
Bm−r(x)am−r−1τr(a− 1), (a even). (5.3)
Next, define g(y) := amEm
(
y
a
+ x
)
. In view of (3.6), g(n+ a)+ g(n) = 2(n+ ax)m. Using (2.2)(a), (2.2)(b), (3.4) and (3.8)(a),
we can deal with the case when a is odd and obtain Theorems 5.2 and 5.3.
Theorem 5.2. If a and b are both odd, then
2
∑
n∈NR
(−1)n(n+ ax)m = −
m∑
r=0
(
m
r
)
Em−r(x)am−rbrτr(a− 1)+ Em(ax), (5.4)
Tm(a, b) = −12
m∑
r=0
(
m
r
)
Em−r(0)am−rbrτr(a− 1)+ 12Em(0). (5.5)
Setting b = 1 in (5.4) gives
Em(ax) =
m∑
r=0
(
m
r
)
Em−r(x)am−rτr(a− 1), (a odd). (5.6)
Noticing that a and b are interchangeable in (5.5), one has
m∑
r=0
(
m
r
)
Em−r(0)am−rbrτr(a− 1) =
m∑
r=0
(
m
r
)
Em−r(0)bm−rarτr(b− 1), (a odd, b odd). (5.7)
Theorem 5.3. If a is odd and b is even, then
2
∑
n∈NR
(−1)n(n+ ax)m = −
m∑
r=0
(
m
r
)
Em−r(x)am−rbrσr(a− 1)+ Em(ax), (5.8)
Tm(a, b) = −12
m∑
r=0
(
m
r
)
Em−r(0)am−rbrσr(a− 1)+ 12Em(0). (5.9)
Combining (5.2) with (5.9) yields
1
m+ 1
m+1∑
r=0
(
m+ 1
r
)
Bm+1−ram−rbrτr(a− 1) = −12
m∑
r=0
(
m
r
)
Em−r(0)bm−rarσr(b− 1), (a even, b odd). (5.10)
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The expressions for the alternate Sylvester sums have now been established. With the substitutions (3.10) and (3.11),
one can further obtain expressions without the (alternate) power sums over the natural numbers, as follows: if a is even and
b is odd, then
Tm(a, b) =

1
2(m+ 1)
m+1∑
r=0
(
m+ 1
r
)
Bm+1−ram−rbr(Er(0)− Er(a))+ 12Em(0), (a)
−1
2
m∑
r=0
(
m
r
)
Em−r(0)bm−rar
Br+1(b)− Br+1
r + 1 +
1
2
Em(0); (b)
(5.11)
if a and b are both odd, then
Tm(a, b) = −14
m∑
r=0
(
m
r
)
Em−r(0)am−rbr(Er(a)+ Er(0))+ 12Em(0). (5.12)
To obtain expressions similar to Rødseth’s formula (1.1), expand Br+1(b) and Er(a) by (3.3) and (3.4), respectively. If a is even
and b is odd, this gives
Tm(a, b) = − 12(m+ 1)
m∑
i=0
m−i∑
j=0
(
m+ 1
i
)(
m+ 1− i
j
)
BiEj(0)am−jbm+1−i + 12Em(0); (5.13)
if a and b are both odd, this gives
Tm(a, b) = −14
m∑
i=0
m−i∑
j=0
(
m
i
)(
m− i
j
)
Ei(0)Ej(0)am−jbm−i − 14
m∑
i=0
(
m
i
)
Ei(0)Em−i(0)aibm−i + 12Em(0). (5.14)
As one would expect, (5.11)(a) and (b) yield the same identity (5.13). Moreover, it should be noticed that (5.13) and (5.14)
can also be obtained by expanding the generating functions (2.3) and (2.4), and then equating the corresponding coefficients.
6. Further remark
For f (y) := am−1Bm
(
y
a
+ x
)
, a direct application of Proposition 1.1 results in
m
∑
n∈NR
(n+ ax)m−1 =
m∑
r=0
(
m
r
)
Bm−r(x)am−r−1brσr(a− 1)− Bm(ax).
When b = 1, this gives
Bm(ax) =
m∑
r=0
(
m
r
)
Bm−r(x)am−r−1σr(a− 1), (6.1)
which is a generalization of the identity
Bm =
m∑
r=0
(
m
r
)
Bm−ram−r−1σr(a− 1). (6.2)
In fact, (6.2) has been studied byDeeba–Rodriguez [9], Gessel [10] andHoward [11]. There are also various generalizations
of it. Howard and Cenkci establish similar recurrences for the (higher order) degenerate Bernoulli numbers [12,13]. Tuenter
[14] finds that the identity (6.2) is a special case of the following symmetric one:
m∑
r=0
(
m
r
)
ar−1Brbm−rσm−r(a− 1) =
m∑
r=0
(
m
r
)
br−1Bram−rσm−r(b− 1),
where a and b are positive integers andm is a nonnegative integer.Most recently, Tuenter’s result is generalized to the higher
order Bernoulli polynomials by Yang [15] and to the degenerate Bernoulli polynomials by Young [16].
By the generating function method, we have studied this kind of problems and established in [17] various identities
concerning the (higher order) Bernoulli polynomials, the (higher order) Euler polynomials, the Genocchi polynomials, and
the degenerate higher order Bernoulli polynomials. The readers can find there the identities (5.3), (5.6), (5.7), (5.10) and
(6.1) and many generalizations and similar ones.
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