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Abstract
We propose a new model-free ensemble classification framework, Random Subspace En-
semble (RaSE), for sparse classification. In the RaSE algorithm, we aggregate many weak
learners, where each weak learner is a base classifier trained in a subspace optimally se-
lected from a collection of random subspaces. To conduct subspace selection, we propose
a new criterion, ratio information criterion (RIC), based on weighted Kullback-Leibler di-
vergences. The theoretical analysis includes the risk and Monte-Carlo variance of RaSE
classifier, establishing the weak consistency of RIC, and providing an upper bound for the
misclassification rate of RaSE classifier. An array of simulations under various models and
real-data applications demonstrate the effectiveness of the RaSE classifier in terms of low
misclassification rate and accurate feature ranking. The RaSE algorithm is implemented
in the R package RaSEn on CRAN.
Keywords: Random Subspace Method, Ensemble Classification, Sparsity, Information
Criterion, Consistency, Feature Ranking
1. Introduction
Ensemble classification is a very popular framework for carrying out classification tasks,
which typically combines results of many weak learners to form the final prediction. It
aims at improving both the accuracy and stability of weak classifiers and usually leads
to a better performance than the individual weak classifier (Rokach, 2010). Two early
examples of ensemble classification are bagging (Breiman, 1996, 1999) and random forest
(Breiman, 2001), which focused on decision trees and aimed to improve the performance by
bootstrapping training data and/or randomly selecting the splitting dimension in different
trees, respectively. Boosting is another example that converts a weak learner which performs
only slightly better than random guessing into a strong learner achieving arbitrary accuracy
(Freund and Schapire, 1995). Recently, a number of new ensemble ideas appear. Blaser
and Fryzlewicz (2016) aggregate decision trees with random rotations to get an ensemble
classifier. In particular, it randomly rotates the feature space each time prior to fitting the
decision tree. Random rotations make it possible for the tree-based classifier to arrive at
oblique solutions, increasing the flexibility of the decision trees. Cannings and Samworth
(2017) proposed a novel framework for ensemble classification named random projection
ensemble classifier. Each weak learner first randomly projects the original feature space into
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a low-dimensional subspace then the base classifier is trained in that new space. The choice
of base classifier is flexible and it was shown that random projection ensemble classifier
performs competitively and has desirable theoretical properties.
Another example of ensemble classification is the random subspace method, which was
firstly studied in the context of decision trees (Ho, 1998). As the name suggests, it randomly
selects the feature subset and grows each tree within the chosen subspace. A similar idea
is used in random forest when we restrict the splitting of each tree to a subset of features.
Random subspace method is closely related to other aggregation-based approaches includ-
ing the bootstrap procedure for features (Boot and Nibbering, 2020). Also, as Cannings and
Samworth (2017) pointed out, the random subspace method can be regarded as the random
projection ensemble classification method when the projection space is restricted to be axis-
aligned. Compared to other ensemble approaches, random subspace method keeps the data
structure via sticking to the original features, which can be helpful for interpretation and
provide a direct way for feature ranking. It has been coupled with various base classifiers,
including linear discriminant analysis (Skurichina and Duin, 2002), k-nearest neighbor clas-
sifier (Bay, 1998), and combined with other techniques such as boosting (Garc´ıa-Pedrajas
and Ortiz-Boyer, 2008). A related approach is random partition (Ahn et al., 2007) where
the whole space is partitioned into multiple parts. Bryll et al. (2003) introduced opti-
mization ideas into the framework of subspace method, and selected optimal subspaces by
evaluating how the corresponding fitted models performed on the training data. Despite
these developments, to the best of our knowledge, most existing works do not have theoret-
ical support and the research on the link between random subspace and feature selection is
scarce. Furthermore, the existing literature usually considers the ensemble of all generated
random subspaces, which may not be a wise idea in the sparse classification scheme as
many random subspaces will contain no signals. Our new ensemble framework on random
subspaces is designed to tackle the sparse classification problems with theoretical proper-
ties. Instead of naively ensembling all generated random subspaces, we divide them into
groups and only keep the “optimally” performing subspace inside each group to construct
the ensemble classifier. An illustrating example demonstrating the advantage of the new
approach can be found in the penultimate paragraph in the introduction.
Feature ranking and selection are of critical importance in many real-world applications.
For example, in disease diagnosis, beyond getting an accurate prediction for patients, we
are also interested to understand how each feature contributes to our prediction, which can
facilitate the advancement of medical science. It has been widely acknowledged that in
many high-dimensional classification problems, we only have a handful of useful features
with the rest being irrelevant ones. This is sometimes referred to the sparse classification
problem, which we briefly review next. Bickel et al. (2004) showed that linear discriminant
analysis (LDA) is equivalent to random guessing in the worst scenario when the sample size
is smaller than the dimensionality. Exploiting the underlying sparsity plays a significant role
in improving the performance of the classic methods including the LDA and the quadratic
discriminant analysis (QDA) (Mai et al., 2012; Jiang et al., 2018; Hao et al., 2018; Fan
et al., 2012; Shao et al., 2011; Fan et al., 2015). While those methods work well under their
corresponding models, it is not clear how to conduct feature ranking with other type of base
classifiers. In this work, we propose a model-free ensemble classification framework, named
2
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Random Subspace Ensemble (RaSE), which can be combined with any base classifiers and
provide feature ranking as a by-product.
RaSE is a model-free ensemble classification framework, the main mechanism of which is
briefly described as below. Suppose the observation pair (x, y) takes values from X ×{0, 1},
where X is an open subset of Rp, p is a positive integer and y is the class label. Assume
the training set consists of n observation pairs {(xi, yi), i = 1, · · · , n}. We use CS−Tn (x) ∈
{0, 1} to represent the prediction result (the label yˆ) of the classifier trained with only
features in subset S when the base classifier is T . For the j-th (j ∈ {1, · · · , B1}) weak
learner, B2 random subspaces {Sjk}B2k=1 are generated and the optimal one Sj∗ is selected
according to some criterion to be specified. Then this weak learner will be trained by only
using the slice of training samples in this subspace Sj∗. Finally the B1 weak classifiers
CS1∗−Tn , . . . , C
SB1∗−T
n are aggregated to form the decision function
yˆ(x) = 1
 1
B1
B1∑
j=1
C
Sj∗−T
n (x) > α
 ,
where α is a threshold to be determined. This framework contributes to the research of
ensemble method and feature ranking in the following aspects. First, it admits a flexible
model-free framework, in which any classification algorithm can serve as the base classifier.
Some examples including the standard LDA, QDA, k-nearest neighbor classifier (kNN),
support vector machines (SVM) and decision trees. Second, the ensemble process naturally
implies a ranking of the importance of variables via the frequencies they appear in the B1
subspaces {Sj∗}B1j=1. For several specific sparse classification problems, equipped with a new
information criterion named ratio information criterion (RIC), RaSE is shown to select the
minimal discriminative set (to be defined later) for each weak learner with high probability.
To illustrate the power of subspace selection, we compare the performance of the new
framework (RaSE mechanism) with the simple aggregation without subspace selection (clas-
sical mechanism) in terms of the proportion that the subsets used for aggregation covers all
signals, via the following toy example in which there are two signals out of p features. Each
random subspace is uniformly sampled among all 5-dimensional subspaces. The RaSE mech-
anism has B1 = 100 weak learners with each weak learner choosing the optimal subspace
from B2 = 500 random subspaces, while the classical aggregation mechanism generates
B1B2 = 50, 000 random subspaces. Under RaSE mechanism, for weak learner j, if any of
{Sjk}B2k=1 covers the two signals, we say that the corresponding Sj∗ successfully covers all
signals1. For p = 5, 6, . . . , 100, we calculate the expected proportion of B1 = 100 selected
subspaces covering all signals under RaSE mechanism and the expected proportion of 50,000
subspaces covering all signals under the classical aggregation. We can see that from Figure
1, the expected coverage proportion of the classical aggregation decreases very fast as p
grows and becomes close to zero when p ≥ 50, while under RaSE mechanism, over half of
B1 = 100 subspaces can still cover the two signals on average when p = 100.
The rest of this paper is organized as follows. In Section 2, we first introduce the RaSE
algorithm, and discuss some important concepts including minimal discriminative set and
RIC. At the end of Section 2, an iterative version of the RaSE algorithm is presented. In
1. Admittedly, this relies on the assumption that RaSE can successfully select Sj∗ from B2 candidates. We
will show that RaSE can achieve this with high probability.
3
Tian and Feng
0.00
0.25
0.50
0.75
1.00
25 50 75 100
p
ex
pe
ct
ed
 c
ov
e
ra
ge
 p
ro
po
rti
on
mechanism
classical
RaSE
Figure 1: The expected coverage proportion of two mechanisms corresponding to different
values of p.
Section 3, theoretical properties of RaSE and RIC are investigated, including the impact of
B1 on the risk of RaSE classifier, the weak consistency, and the upper bound of expected
misclassification rate. In Section 4, we discuss several important computational issues in the
RaSE algorithm, tuning parameter selection, and how to apply RaSE framework for feature
ranking. Section 5 focuses on numerical studies in terms of both extensive simulations and
several real data applications, through which we compare RaSE with various competing
methods. The results frequently feature RaSE classifiers among the top ranked methods
and also shows its effectiveness in feature ranking. Finally, we summarize our contributions
and point out a few potential directions for future work in Section 6. Lengthy proofs are
relegated to the Appendix.
2. Methodology
Recall that we have n pairs of observations {(xi, yi), i = 1, . . . , n} i.i.d.∼ (x, y) ∈ X × {0, 1},
where X is an open subset of Rp, p is a positive integer and y ∈ {0, 1} is the class label. We
use SFull = {1, . . . , p} to represent the whole feature set. We assume the marginal densities
of x for class 0 (y = 0) and 1 (y = 1) exist and are denoted as f (0) and f (1), respectively.
The corresponding probability measures they induce are denoted as P(0) and P(1). Thus,
the joint distribution of (x, y) can be viewed in the following mixture model
X ∼ (1− Y )f (0) + Y f (1), (1)
4
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where Y is a Bernoulli variable with success probability pi1 = 1 − pi0 ∈ (0, 1). For any
subspace S, we use |S| to denote its cardinality. Denote PX as the probability measure
induced by the marginal distribution of x, which is in fact pi0P
(0) +pi1P
(1). When restricting
to the feature subspace S, the corresponding marginal densities of class 0 and 1 are denoted
as f
(0)
S and f
(1)
S , respectively.
2.1 Random subspace ensemble classification (RaSE)
Motivated by Cannings and Samworth (2017), to train each weak learner (e.g., the j-th one),
B2 independent random subspaces are generated as Sj1, . . . , SjB2 . Then, according to some
specific criterion (to be introduced in Section 2.3), the optimal subspace Sj∗ is selected
and the j-th weak learner is trained only in Sj∗. Subsequently, B1 such weak classifiers
{CSj∗−Tn }B1j=1 are obtained. Finally, we aggregate outputs of {CSj∗−Tn }B1j=1 to form the final
decision function by taking a simple average. The whole procedure can be summarized in
the following algorithm.
Algorithm 1: Random subspace ensemble classification (RaSE)
Input: training data {(xi, yi)}ni=1, new data x, subspace distribution D, criterion C,
integer B1 and B2, type of base classifier T
Output: predicted label yˆ, the selected proportion of each feature η
1 Independently generate random subspaces Sjk ∼ D, 1 ≤ j ≤ B1, 1 ≤ k ≤ B2
2 for j ← 1 to B1 do
3 Select the optimal subspace Sj∗ from {Sjk}B2k=1 according to C and T
4 end
5 Construct the ensemble decision function νn(x) =
1
B1
∑B1
j=1C
Sj∗−T
n (x)
6 Set the threshold αˆ according to (2)
7 Output the predicted label yˆ = 1(νn(x) > αˆ), the selected proportion of each feature
η = (η1, . . . , ηp)
T where ηl = B
−1
1
∑B1
j=1 1(l ∈ Sj∗), l = 1, . . . , p
In Algorithm 1, the subspace distribution D is chosen as a hierarchical uniform distri-
bution over the subspaces by default. Specifically, with dmax as the upper bound of the
subspace size2, we first generate the subspace size d from the uniform distribution over
{1, . . . , dmax}. Then, the subspace S11 follows the uniform distribution over {S ⊆ SFull :
|S| = d}. In practice, the subspace distribution can be adjusted if we have prior information
about the data structure.
In Step 6 of Algorithm 1, we set the decision threshold to minimize the emprirical
classification error on the training set,
αˆ = arg min
α∈[0,1]
[pˆi0(1− Gˆ(0)n (α)) + pˆi1Gˆ(1)n (α)], (2)
where
nr =
n∑
i=1
1(yi = r), r = 0, 1,
2. How to set dmax in practice will be illustrated in Section 4.1.
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pˆir =
nr
n
, r = 0, 1,
Gˆ(r)n (α) =
1
nr
n∑
i=1
1(yi = r)1(νn(xi) ≤ α), r = 0, 1,
νn(xi) =
1
B1
B1∑
j=1
1(C
Sj∗
n (xi) = 1).
2.2 Minimal discriminative set
For sparse classification problems, it is of significance to accurately separate signals from
noises. Motivated by Kohavi et al. (1997) and Zhang and Wang (2011), we define the
discriminative set and study some of its properties as follows.
Definition 1 A feature subset S is called a discriminative set if Y is conditionally in-
dependent with XSc given XS, where S
c = SFull \ S. The minimal discriminative set
S∗ is the discriminative set with minimal cardinality.
Assumption 1 The densities f (0) and f (1) have the same support on X ⊆ Rp.
Proposition 1 Under Assumption 1, we can characterize the discriminative set using the
marginal density ratio due to the following two facts.
(i) If S is a discriminative set, then
f (1)(x)
f (0)(x)
=
f
(1)
S (xS)
f
(0)
S (xS)
almost surely with respect to PX .
(ii) If for a feature subset S, there exists a function h : R|S| → [0,+∞] such that
f (1)(x)
f (0)(x)
= h(xS)
almost surely with respect to PX , then S is a discriminative set and
h(xS) =
f
(1)
S (xS)
f
(0)
S (xS)
almost surely with respect to PX .
Proof (i) The conditional probability is
P(y = 1|x) = pi1f
(1)(x)
pi1f (1)(x) + pi0f (0)(x)
.
6
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The definition of discriminative set is equivalent to
P(y = 1|x) = P(y = 1|xS), (3)
almost surely, which is also equivalent to
f (1)(x)
f (0)(x)
=
f
(1)
S (xS)
f
(0)
S (xS)
. (4)
(ii) First, we observe the condition is equivalent to f (1)(x) = h(xS)f
(0)(x). Taking
integration on both sides with respect to xSc , we get f
(1)
S (xS) = h(xS)f
(0)
S (xS). Due the
equivalence of (3) and (4), S is a discriminative set.
In general, the minimal discriminative set S∗ is not necessarily unique. For instance, if
two features are exactly the same, then it is possible that more than one minimal discrimi-
native sets exist since we are not able to distinguish between them. To rule out this type of
degenerate scenario, we impose the uniqueness assumption for the minimum discriminant
set.
Assumption 2 The minimal discriminative set S∗ is unique.
In the classification problem, we are often interested in the risk of a classifier C. With
the 0-1 loss, the risk or the misclassification rate is defined as
R(C) = E[1(C(x) 6= y)] = P(C(x) 6= y).
The Bayes classifier
CBayes(x) =
{
1, P(y = 1|x) > 12 ,
0, otherwise.
(5)
is known to achieve the minimal risk among all classifiers (Devroye et al., 2013). If only
features in S are used, it will provide us a “local” Bayes classifier CSBayes(xS) which achieves
the minimal risk among all classifiers using only S. In general, there is no guarantee that
R(CSBayes) = R(CBayes). Fortunately, the equation holds when S is a discriminative set.
Proposition 2 For any discriminative set S, it holds that
R(CSBayes) = R(C
S∗
Bayes) = R(CBayes).
Proof Denote decision regions of R(CSBayes) and R(CBayes) as A
S
1 = {xS : P(y = 0|xS) <
P(y = 1|xS)}, AS0 = {xS : P(y = 0|xS) ≥ P(y = 1|xS)}, A1 = {x : P(y = 0|x) < P(y =
1|x)}, A0 = {x : P(y = 0|x) ≥ P(y = 1|x)}. Proposition 1 yields that A1 = AS1 ⊗XSc , A0 =
AS0 ⊗ XSc , where XSc is the subspace of X restricted to Sc. As a consequence, the Bayes
error satisfies
R(CSBayes) = pi0
∫
AS1
f
(0)
S (xS)dxS + pi1
∫
AS0
f
(1)
S (xS)dxS
7
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= pi0
∫
AS1⊗XSc
f (0)(x)dx+ pi1
∫
AS0⊗XSc
f (1)(x)dx
= R(CBayes).
To clarify the notions above, we next take the two-class Gaussian settings as examples and
investigate what S∗ is in each case.
Example 1 (LDA) Suppose f (0) ∼ N(µ(0),Σ), f (1) ∼ N(µ(1),Σ), where Σ is positive
definite. The log-density ratio is
log
(
f (0)(x)
f (1)(x)
)
= c− (µ(1) − µ(0))TΣ−1x,
where c is a constant independent of x. By Proposition 1, the minimal discriminative set
S∗ = {j : [Σ−1(µ(1) − µ(0))]j 6= 0}.
This definition is equivalent to that in Mai et al. (2012) for the LDA case.
Example 2 (QDA) Suppose f (0) ∼ N(µ(0),Σ(0)), f (1) ∼ N(µ(1),Σ(1)), where Σ(0) and
Σ(1) are positive definite matrices with Σ(0) 6= Σ(1), then the log-density ratio is
log
(
f (0)(x)
f (1)(x)
)
= c+
1
2
xT
[
(Σ(1))−1 − (Σ(0))−1
]
x+
[
(Σ(0))−1µ(0) − (Σ(1))−1µ(1)
]T
x, (6)
where c is a constant independent of x. Let S∗l = {j : [(Σ(0))−1µ(0) − (Σ(1))−1µ(1)]j 6= 0},
S∗q = {j : [(Σ(1))−1− (Σ(0))−1]ij 6= 0,∃i}, and elements in S∗l are often called variables with
main effects while elements in S∗q are called variables with quadratic effects (Hao et al.,
2018; Fan et al., 2015; Jiang et al., 2018). By Proposition 1, the minimal discriminative
set S∗ = S∗l ∪ S∗q .
Proposition 3 If f (0) ∼ N(µ(0),Σ(0)), f (1) ∼ N(µ(1),Σ(1)), where Σ(0) and Σ(1) are posi-
tive definite matrices, then the following conclusions hold:
(i) The minimal discriminative set S∗ is unique;
(ii) For any discriminative set S, we have S ⊇ S∗;
(iii) Any set S ⊇ S∗ is a discriminative set. This conclusion also holds without the Gaus-
sian assumption.
2.3 Ratio information criterion (RIC)
As discussed in Section 2.2, it is desirable to identify minimal discriminative set S∗ for the
classifier to achieve a low misclassification rate. Hence in Algorithm 1, it is important to ap-
ply a proper criterion to select the “optimal” subspace. In the variable selection literature,
a criterion enjoying the property of correctly selecting the minimal discriminative set with
high probability is often referred to as a “consistent” one. For model (1), Zhang and Wang
8
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(2011) proved that BIC, in conjunction with a backward elimination procedure, was selec-
tion consistent in the Gaussian mixture case. However, the BIC they investigated involved
the joint log-likelihood function for (x, y), which involves estimating high-dimensional co-
variance matrices that could be problematic when p is close to or larger than n without
additional structural assumptions.
Here we propose a new criterion, which enjoys the weak consistency under the general
setting of (1), based on Kullback-Leibler divergence (Kullback and Leibler, 1951). Two
asymmetric Kullback-Leibler divergences for densities f and g are defined as
KL(f ||g) = Ex∼f
[
log
(
f(x)
g(x)
)]
,KL(g||f) = Ex∼g
[
log
(
g(x)
f(x)
)]
,
where Ex∼f represents taking expectation with respect to x ∼ f . In binary classification
model (1), marginal probabilities can be crucial because imbalanced marginal distributions
can significantly compromise the performance of most standard learning algorithms (He
and Garcia, 2009). Therefore, we consider a weighted version of two KL divergences for the
marginal distribution f
(0)
S and f
(1)
S with subspace S, i.e. pi0KL(f
(0)
S ||f (1)S )+pi1KL(f (1)S ||f (0)S ).
Denote by fˆ
(0)
S , fˆ
(1)
S , pˆi0, pˆi1 the estimated version via MLEs of parameters, then it holds that
pˆi0K̂L(f
(0)
S ||f (1)S ) = n−1
n∑
i=1
1(yi = 0) · log
[
fˆ
(0)
S (xi,S)
fˆ
(1)
S (xi,S)
]
,
pˆi1K̂L(f
(1)
S ||f (0)S ) = n−1
n∑
i=1
1(yi = 1) · log
[
fˆ
(1)
S (xi,S)
fˆ
(0)
S (xi,S)
]
.
Now, we are ready to introduce the following new criterion named ratio information crite-
rion (RIC), with a proper penalty term.
Definition 2 For model (1), the ratio information criterion (RIC) for feature subspace S
is defined as
RICn(S) = −2[pˆi0K̂L(f (0)S ||f (1)S ) + pˆi1K̂L(f (1)S ||f (0)S )] + cn · deg(S), (7)
where cn is a function of sample size n and deg(S) is the degree of freedom corresponding
to the model with subspace S.
Note that although AIC is also motivated by the Kullback-Leibler divergence, it aims to
minimize the KL divergence between the estimated density and the true density (Burnham
and Anderson, 1998). In our case, however, the goal is to maximize the KL divergence
between the conditional densities under two classes to achieve a greater separation. More
detailed instances of RIC for specific classifiers will be studied in Section 3.
Another line of research for classification is to study the conditional distribution of
y|x. For this setup, there has been a rich literature on various information type criteria
which involves the conditional log-likelihood function. Akaike information criterion (AIC)
(Akaike, 1973) was shown to be inconsistent. It was demonstrated that Bayesian information
criterion (BIC) is consistent under certain regularity conditions (Rao and Wu, 1989). Chen
and Chen (2008, 2012) modified the definition of conventional BIC to form the extended
BIC (eBIC) for high-dimensional setting where p grows at a polynomial rate of n. Fan
and Tang (2013) proved the consistency of a generalized information criterion (GIC) for
generalized linear models in ultra-high dimensional space.
9
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2.4 Iterative RaSE
The success of the RIC proposed in Section 2.3 relies on the assumption that the mini-
mal discriminant set S∗ appears in some of the B2 subspaces for each weak learner. For
sparse classification problems, the size of the minimal discriminative set S∗ can be very
small compared to p. When the dimension p is large, the probability of generating S∗ is
quite low according to the hierarchical uniform distribution for subspaces. It turns out by
using the selected frequency of each feature in B1 subspaces {Sj∗}B1j=1 from Algorithm 1,
we can improve the RaSE algorithm by running the RaSE algorithm again with a new hi-
erarchical subspace distribution. We first calculate the percentage vector η = (η1, . . . , ηp)
T
representing the proportion of each feature appearing among B1 subspaces {Sj∗}B1j=1, where
ηl = B
−1
1
∑B1
j=1 1(l ∈ Sj∗), l = 1, . . . , p. The new hierarchical distribution is specified as
follows. In the first step, we generate the subspace size d from uniform distribution over
{1, . . . , dmax} as before. Before moving on to the second step, note that each subspace S
can be equivalently represented as J = (J1, . . . , Jp)
T , where Jl = 1(l ∈ S), l = 1, . . . , p.
Then, we generate J from a restrictive multinomial distribution with parameter (p, d,η),
where the restriction is that Jl ∈ {0, 1}, l = 1, · · · , p.
Intuitively, this strategy can be repeated to increase the probability that S∗ is covered
in the subspaces we generate. It will also lead to an improved feature ranking according to
the updated proportion of each feature η. This will be verified via multiple simulations in
Section 5. This iterative RaSE algorithm is summarized in Algorithm 2.
Algorithm 2: Iterative RaSE (RaSET )
Input: training data {(xi, yi)}ni=1, new data x, initial subspace distribution D0,
criterion C, integers B1 and B2, the type of base classifier T , the number of
iterations T
Output: predicted label yˆ, the proportion of each feature η
1 for t← 0 to T do
2 Independently generate random subspaces Sjk ∼ Dt, 1 ≤ j ≤ B1, 1 ≤ k ≤ B2
3 for j ← 1 to B1 do
4 Select the optimal subspace Sj∗ from {Sjk}B2k=1 according to C and T
5 end
6 Update η where ηl = B
−1
1
∑B1
j=1 1(l ∈ Sj∗), l = 1, . . . , p
7 Update Dt ← restrictive multinomial distribution with parameter (p, d,η)
8 end
9 Set the threshold αˆ according to (2)
10 Construct the ensemble decision function νn(x) =
1
B1
∑B1
j=1C
Sj∗−T
n (x)
11 Output the predicted label yˆ = 1(νn(x) > αˆ) and η
10
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3. Theoretical Studies
In this section, we investigate various theoretical properties of RaSE, including the impact
of B1 on the risk of RaSE classifier and expectation of misclassification rate. Furthermore,
we will demonstrate that RIC achieves weak consistency.
To streamline the presentation, we first introduce some additional notations. In this
paper, we have three different sources of randomness: (1) the randomness of the training
data, (2) the randomness of the subspaces, and (3) the randomness of the test data. We
will use the following notations to differentiate them.
• Analogous to Cannings and Samworth (2017), we write P and E to represent the
probability and expectation with respect to the collection of B1B2 random subspaces
{Sjk : 1 ≤ j ≤ B1, 1 ≤ k ≤ B2};
• P and E are used when the randomness comes from the training data {(xi, yi)}ni=1;
• We use P and E when considering all three sources of randomness.
Recall that in Algorithm 1, the decision function is
νn(x) =
1
B1
B1∑
j=1
C
Sj∗
n (x).
For a given threshold α ∈ (0, 1), the RaSE classifier is
CRaSEn (x) =
{
1, νn(x) > α,
0, νn(x) ≤ α.
By the weak law of large numbers, as B1 → ∞, νn will converge in probability to its
expectation
µn(x) = P
(
CS1∗n (x) = 1
)
.
It should be noted that here as both the training data and the criterion C in Algorithm
1 is fixed, S1∗ is a deterministic function of {S1k}B2k=1. Nevertheless, µn(x) is still random
due to randomness of the new x. Then, it is helpful to define the conditional cumulative
distribution function of µn for class 0, 1 respectively as G
(0)
n (α′) = P(µn(x) ≤ α′|y =
0) = P(0)(µn(x) ≤ α′) and G(1)n (α′) = P(µn(x) ≤ α′|y = 1) = P(1)(µn(x) ≤ α′). Since
the distribution D of subspaces is discrete, µn(x) takes finite unique values almost surely,
implying G
(0)
n , G
(1)
n to be step functions. We denote the corresponding probability mass
functions of G
(0)
n and G
(1)
n as g
(0)
n and g
(1)
n , respectively. Since for any x, νn(x)→ µn(x) as
B1 →∞, we consider the following randomized RaSE classifier in population
CRaSE∗n (x) =

1, µn(x) > α,
0, µn(x) < α,
Bernoulli
(
1
2
)
, µn(x) = α.
as the infinite simulation RaSE classifier with B1 →∞.
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In the following sections, we would like to study different properties of CRaSEn . In
Section 3.1, we condition on the training data and study the impact ofB1 via the relationship
between test error of CRaSEn and C
RaSE∗
n and Monte-Carlo variance Var(R(C
RaSE
n )), which
can reflect the stability of RaSE classifier as B1 increases. It will be demonstrated that
conditioned on training data, the difference between the test error of CRaSEn and C
RaSE∗
n
and the Monte-Carlo variance of CRaSEn converges to zero as B1 → ∞ for almost every
threshold α ∈ (0, 1) at an exponential rate. In Section 3.3, we will prove an upper bound
for the expected misclassification rate of R(CRaSEn ) with respect to all the randomness
for fixed threshold α. In the follows, we use the scaling notation ω,Ω, o, O, where an =
w(bn), an = Ω(bn), an = o(bn), an = O(bn) imply |an/bn| → ∞, |an/bn| ≥ M > 0, |an/bn| →
0, |an/bn| <∞, respectively, as n→∞ and M is a constant. The corresponding stochastic
scaling notations are op and Op, where an = op(bn), an = Op(bn) imply that |an/bn| p−→ 0
and for any  > 0, there exists M > 0 such that P(|an/bn| > M) ≤ , ∀n.
3.1 Impact of B1
In this section, we study the impact of B1 by presenting an upper bound of the absolute
difference between the test error of CRaSEn and C
RaSE∗
n and Monte-Carlo variance for RaSE
when conditioned on the training data as B1 grows. It can be noted that the discrete
distribution of random subspaces leads to both bounds vanishing at exponential rates,
except for a finite set of thresholds α, which is very appealing.
Theorem 1 (Risk for RaSE classifier conditioned on training data) Denote Gn(α
′) =
pi1G
(1)
n (α′)−pi0G(0)n (α′) and {αi}Ni=1 represents the discontinuity points of Gn. Given train-
ing samples with size n, we have the following bound for expected misclassification rate of
RaSE classifier with threshold α when B1 →∞ as
|E[R(CRaSEn )]−R(CRaSE∗n )| ≤
{
O
(
1√
B1
)
, α ∈ {αi}Ni=1,
exp {−CαB1} , otherwise,
where Cα = 2 min
1≤i≤N
(|α− αi|2).
It shows that as B1 →∞, the RaSE classifier CRaSEn and its infinite simulation version
CRaSE∗n achieve the same expected misclassification rate conditioned on the training data.
Next, we provide a similar upper bound for the MC variance of RaSE classifier. Suppose
the discontinuity points of G
(0)
n and G
(1)
n are {α0i }N0i=1 and {α1j}N1j=1, respectively.
Theorem 2 (MC variance for RaSE classifier) It holds that
Var[R(CRaSEn )] ≤
{
1
2
[
pi0(g
(0)
n (α))2 + pi1(g
(1)
n (α))2
]
+O
(
1√
B1
)
, α ∈ {α(0)i }N0i=1 ∪ {α(1)j }N1j=1
exp {−CαB1} , otherwise,
where Cα = 2 min
1≤i≤N0
1≤j≤N1
(|α− α(0)i |2, |α− α(1)j |2).
This theorem asserts that except for a finite set of threshold α, the MC variance of RaSE
classifier shrinks to zero at an exponential rate.
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3.2 Weak consistency of RIC
An important step of RaSE classifier is the choice of an “optimal” subspace among B2
subspaces for each weak classifier. Here, we show RIC is weakly consistent by studying the
convergence rate of RICn(S).
Assumption 3 Suppose densities f (0) and f (1) are in parametric forms with f (0)(x) =
f (0)(x;θ), f (1)(x) = f (1)(x;θ), where θ contains all parameters for both f (0) and f (1).
Note that not all elements of θ appear in f (0) or f (1). Denote the dimension of θ as p′.
(i) There exists a function Q(x) = [Q(x)ij ]p′×p′ : Rp → Rp′×p′ with Ex∼f (0) |Q(x)ij |,
Ex∼f (1) |Q(x)ij | < ∞,∀i, j, such that for ∀x ∈ X , ∇2θ log
(
f (0)(x;θ)
f (1)(x;θ)
)
 Q(x), that is,
Q(x)−∇2θ log
(
f (0)(x;θ)
f (1)(x;θ)
)
is semi-positive definite;
(ii) Denoting the MLE of θ as
θˆn = arg max
θ
n∑
i=1
1∑
r=0
1(yi = r) log f
(r)(xi;θ),
then it holds that
||θˆn − θ||2 = Op(n−1/2).
Here Assumption 3(i) guarantees the Hessian of Kullback-Leibler divergence is well-
behaved, which is similar to the condition often used when proving the convergence of
MLE. Assumption 3(ii) assumes the
√
n-convergence rate for MLE, which is satisfied for
many models (Van der Vaart, 2000).
We are now ready to present the consistency result for RIC as defined in (7).
Theorem 3 (Weak consistency of RIC) Under Assumptions 1, 2, and 3, for cn =
ω(n−1/2) and o(1), the weak consistency holds for model (1) in the following sense:3
lim
n→∞P
(
RICn(S
∗) < min
S 6=S∗
RICn(S)
)
= 1.
Next let’s work out a few familiar examples, where explicit expressions exist for RIC.
Proposition 4 (RIC for LDA-adapted model) Suppose f (0) ∼ N(µ(0),Σ), f (1) ∼
N(µ(1),Σ), where Σ is positive definite. The MLE of parameters are
nr =
n∑
i=1
1(yi = r), r = 0, 1,
µˆ
(r)
S =
1
nr
n∑
i=1
1(yi = r)xi,S , r = 0, 1,
ΣˆS,S =
1
n− 2
n∑
i=1
1∑
r=0
1(yi = r) · (xi,S − µˆ(r)S )(xi,S − µˆ(r)S )T ,
3. Note that here we assume that MLE of θ is well-defined for all models under consideration.
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pˆir =
1
n
n∑
i=1
1(yi = r), r = 0, 1.
Then we have
RICn(S) = −(µˆ(1)S − µˆ(0)S )T Σˆ−1S,S(µˆ(1)S − µˆ(0)S ) + cn(|S|+ 1).
Proposition 5 (RIC for QDA-adapted model) Suppose f (0) ∼ N(µ(0),Σ(0)), f (1) ∼
N(µ(1),Σ(1)), where Σ(0), Σ(1) are positive definite but not necessarily equal. The MLE of
parameters are
nr =
n∑
i=1
1(yi = r), r = 0, 1,
µˆ
(r)
S =
1
nr
n∑
i=1
1(yi = r)xi,S , r = 0, 1,
Σˆ
(r)
S,S =
1
nr − 1
n∑
i=1
1(yi = r) · (xi,S − µˆ(r)S )(xi,S − µˆ(r)S )T , r = 0, 1,
pˆir =
nr
n
, r = 0, 1.
Then we have
RICn(S) = −(µˆ(1)S − µˆ(0)S )T [pˆi1(Σˆ(0)S,S)−1 + pˆi0(Σˆ(1)S,S)−1](µˆ(1)S − µˆ(0)S )
+ Tr[((Σˆ
(1)
S,S)
−1 − (Σˆ(0)S,S)−1)(pˆi1Σˆ(1)S,S − pˆi0Σˆ(0)S,S)] + (pˆi1 − pˆi0)(log |Σˆ(1)S,S | − log |Σˆ(0)S,S |)
+ cn ·
[ |S|(|S|+ 3)
2
+ 1
]
.
Note that the main term of RIC for LDA case, is actually the Mahalanobis distance
(McLachlan, 1999), which is closely related to the Bayes error of LDA classifier (Efron,
1975). And for the QDA case, the KL divergence components contain three terms. The
first term is similar to the Mahalanobis distance, representing the contributions of linear sig-
nals to the classification model. And the second and third terms represent the contributions
of quadratic signals.
We want to point out that direct analyses of RIC for discriminant analysis models
are also insightful and interesting. We can show the same consistency results as those in
Theorem 3 from properties of discriminant analysis approach itself instead of applying the
general analysis of KL divergence. The details are available in Appendix B.
Based on the weak consistency of RIC, in the next section, we will construct an upper
bound for the expectation of misclassification rate R(CRaSEn ).
3.3 Misclassification rate of the RaSE classifier
To derive an upper bound for misclassification rate of RaSE classifier, we can obtain a useful
corollary from the consistency of RIC for specific models satisfying the conditions stated in
Theorem 3.
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Corollary 1 For specific models satisfying the conditions stated in Theorem 3, if we se-
lect the optimal subspace according to minimal RIC as the criterion in RaSE with pS∗ =
PS11∼D(S11 = S∗) > 0, where D is the distribution of subspaces, we have
P(S1∗ = S∗) ≥ P
(
RICn(S
∗) < min
S 6=S∗
RICn(S)
)
× [1− (1− pS∗)B2 ]→ 1,
as n,B2 →∞.
This corollary not only prepares us well to bound the expected misclassification rate,
but also indicates that RaSE classifier can be used as a tool to select important variables.
Theorem 4 (Misclassification rate when minimizing RIC) Under Assumptions 1
and 3, for cn = ω(n
−1/2) and o(1), if we select the optimal subspace according to minimal
RIC as the criterion for RaSE classifier with threshold α, it holds that
E{E[R(CRaSEn )−R(CBayes)]} ≤
E[R(CS∗n )−R(CBayes)] + P(S1∗ 6= S∗)
min(α, 1− α) .
Here, the upper bound consists of two terms. The first term involving E[R(CS∗n ) −
R(CBayes)] can be seen as a discrepancy between the risk of model trained in S
∗ based on
finite samples with the Bayes risk, which will be investigated in detail in the next subsection.
The second term follows from the wrong selection of subset.
In addition to the criterion of minimizing RIC, the criterion of minimizing training error
(misclassification rate on the training set) or leave-one-out cross-validation error can also
arrive at a similar guarantee of performance.
Theorem 5 (Misclassification rate when minimizing training error or leave-one-
out cross-validation error) If the criterion of minimal training error or leave-one-out
cross-validation error is applied for RaSE classifier with threshold α, it holds that
E{E[R(CRaSEn )−R(CBayes)]} ≤
E[R(CS∗n )−R(CBayes)] + (E|n| − E|S
∗
n |) + (1− pS∗)B2
min(α, 1− α) ,
(8)
where S
∗
n = R(C
S∗
n ) − Rn(CS
∗
n ), n = E[R(C
S1∗
n ) − Rn(CS1∗n )]. Here Rn(C) is the training
error or leave-one-out cross-validation error of classifier C.
This theorem is closely related to Theorem 3 in Cannings and Samworth (2017) and
derived along similar lines. Regarding the upper bound in (8), the first term is the same
as the first term of the bound in Theorem 4. The second term involving E|n| − E|S∗n |
is relative to the distance between the training error and test error, which usually shrink
to zero for some specific classifiers as n,B2 → ∞ (see details in Section 3.4). The third
term involving (1 − pS∗)B2 reflects the possibility that S∗ is not selected in any of the B2
subspaces we generate, which is similar to the second term in the bound given by Theorem
4.
3.4 Detailed analysis for several base classifiers
In this section, we work out the technical details for RaSE classifier when the base classifier
is chosen to be LDA, QDA and kNN.
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3.4.1 Linear discriminant analysis (LDA)
LDA was proposed by Fisher (1936) and corresponds to model (1) where f (r) ∼ N(µ(r),Σ), r =
0, 1. For given training data {xi, yi}ni=1 in subspace S, by using on the MLEs given in Propo-
sition 4, the classifier can be constructed as
CS−LDAn (x) =
{
1, ∆(xS |pˆi0, pˆi1, µˆ(0)S , µˆ(1)S , ΣˆS,S) > 0,
0, otherwise,
where the decision function
∆(xS |pˆi0, pˆi1, µˆ(0)S , µˆ(1)S , ΣˆS,S) = log(pˆi1/pˆi0) + (xS − (µˆ(0)S + µˆ(1)S )/2)T (ΣˆS,S)−1(µˆ(1)S − µˆ(0)S ).
And the degree of freedom of LDA model with feature subspace S is deg(S) = |S| + 1.
Efron (1975) studied the relationship between misclassification rate of LDA classifier and
its Bayes error, showing that when pi0 = pi1 = 0.5, it holds
E[R(CS
∗−LDA
n )−R(CBayes)] =
|S∗|
n
φ
(
−DL(S
∗)
2
)(
DL(S
∗)
4
+
1
DL(S∗)
)
[1 + o(1)],
as n → ∞ and DL(S∗) = (µ(1)S∗ − µ(0)S∗ )TΣ−1S∗,S∗(µ(1)S∗ − µ(0)S∗ ). And due to Theorem 23.1 in
Devroye et al. (2013), and conclusion in Section 4.1 of Cannings and Samworth (2017), we
have
E|S∗n | ≤ 8
√
(|S∗|+ 1) log(n+ 1) + 3 log 2 + 1
2n
, (9)
E|n| = 8
√
(|S∗|+ 1) log(n+ 1) + 3 log 2 + logB2 + 1
2n
. (10)
Then we know that when n,B2 →∞, the bound given by Theorem 4 goes to zero. And if
B2 = o(e
n), the bound in Theorem 5 also shrinks to zero.
3.4.2 Quadratic discriminant analysis (QDA)
QDA considers the model (1) analogous to LDA while x|y = r ∼ N(µ(r),Σ(r)), r = 0, 1,
where Σ0 can be different from Σ1. On the basis of training data {(xi, yi)}ni=1 in subspace
S, it admits the following form of classifier based on the MLEs given in Proposition 5:
CS−QDAn (x) =
{
1, ∆′(xS |pˆi0, pˆi1, µˆ(0)S , µˆ(1)S , Σˆ(0)S,S , Σˆ(1)S,S) > 0,
0, otherwise,
where the decision function
∆′(xS |pˆi0, pˆi1, µˆ(0)S , µˆ(1)S , Σˆ(0)S,S , Σˆ(1)S,S) = log(pˆi1/pˆi0)−
1
2
xTS [(Σˆ
(1)
S,S)
−1 − (Σˆ(0)S,S)−1]xS
+ xTS [(Σˆ
(1)
S,S)
−1µˆ(1)S − (Σˆ(0)S,S)−1µˆ(0)S ]
− 1
2
(µˆ
(1)
S )
T (Σˆ
(1)
S,S)
−1µˆ(1)S +
1
2
(µˆ
(0)
S )
T (Σˆ
(0)
S,S)
−1µˆ(0)S .
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And the degree of freedom of QDA model with feature subspace S is deg(S) = |S|(|S| +
1)/2 + |S|+ 1. Li and Shao (2015) showed that under certained conditions, it holds
R(CS
∗−QDA
n )−R(CBayes) p−→ 0,
implying that
E[R(CS
∗−QDA
n )]−R(CBayes)→ 0.
Also, by applying Theorem 23.1 in Devroye et al. (2013), we have similar conclusions as
(9), (10) in the following
E|S∗n | ≤ 8
√
[|S∗|(|S∗|+ 3)/2 + 1] log(n+ 1) + 3 log 2 + 1
2n
,
E|n| = 8
√
[|S∗|(|S∗|+ 3)/2 + 1] log(n+ 1) + 3 log 2 + logB2 + 1
2n
.
Then we can obtain the same conclusion that both bounds converge to zero when n,B2 →∞
and B2 = o(e
n).
3.4.3 k-nearest neighbor (kNN)
kNN method was firstly proposed by Fix (1951). It tries to mimic the regression function
E[y|x] in the local region around point x by using the average of k nearest neighbors.
kNN is a non-parametric method and its success has been witnessed in a wide range of
applications.
Given training data {xi, yi}ni=1, for the new observation x and subspace S, rank the
training data by the increasing `2 distance in Euclidean space to xS as {xmi,S}ni=1 such
that
||xS − xm1,S ||2 ≤ ||xS − xm2,S ||2 ≤ . . . ≤ ||xS − xmn,S ||2,
where || · ||2 represents the `2 norm in the corresponding Euclidean space. Then the kNN
classifier admits the following form:
CS−kNNn (x) =
{
1, 1k
∑k
i=1 ymi > 0.5,
0, otherwise.
Hall et al. (2008) and Samworth et al. (2012) both showed that under some regularity
conditions, we have
E[R(CS
∗−kNN
n )]−R(CBayes) = O(n−|S
∗|/(|S∗|+4)).
Applying similar analysis in Section 4 of Cannings and Samworth (2017), choosing
optimal subspace by minimizing the leave-one-out cross-validation error, we have similar
conclusions for E|S∗n |,E|n| in the below by applying theorems in Devroye et al. (2013) and
Devroye and Wagner (1979):
E|S∗n | ≤
1 + 25/4k1/4
√
3/pi1/4√
n
,
E|n| ≤ 3[4(3dmax + 1)]1/3
[
k(1 + logB2 + 3 log 2)
n
]1/3
,
if |S11| ≤ dmax almost surely with respect to distribution D.
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4. Computational and practical issues
4.1 Tuning parameter selection
In Algorithm 1, there are five tune parameters, including the number of weak learners B1,
the number of candidate subspaces B2 to explore for each weak learner, the distribution D
of subspaces, the criterion C for selecting the optimal subspace for each weak learner, and
the threshold αˆ.
If we set C as minimizing the RIC, the difference between the risk of RaSE and Bayes risk,
as well as the MC variance of RaSE, vanish at an exponential rate when B1 → ∞, except
for a finite set of threshold α. This implies the RaSE classifier becomes more accurate and
stable as B1 increases. Regarding the impact of B2, by Corollary 1 and Theorem 3, under
the minimal RIC criterion with some conditions, as B2, n → ∞, the subspace chosen for
each learner recovers the minimal determinative set with high probability. By Theorem 4,
the expectation of misclassification rate becomes closer to the Bayes error as the sample size
n and B2 increase, which motivates us to use a large B2 if we have sufficient computational
power. However, when we choose minimizing training error as the criterion C to select the
optimal subspace, Theorem 5 shows that the influence of B2 becomes more subtle. In our
implementation, we set B1 = 100 and B2 = 500 as default. For LDA and QDA classifier,
C is set to choose the optimal subspace by minimizing the RIC while for kNN, the default
setting is minimizing the leave-one-out cross-validation error.
Without prior information about the features, as we mentioned in Section 2.1, D is
set as the hierarchical uniform distribution over the subspaces. To generate the size d of
subspaces from uniform distribution over {1, . . . , dmax}, another parameter dmax has to be
determined. In practice, for QDA base classifier we set dmax = min(p, [
√
n0], [
√
n1]) and
for LDA, kNN and all the other base classifiers, we set dmax = min(p, [
√
n]), where [a] for
any real number a denotes the largest integer not larger than a. The threshold αˆ is chosen
through (2) to minimize the training error.
4.2 Computational cost
RaSE method is an ensemble framework, generating B1B2 subspaces in total following
distribution D. If we use the uniform distribution introduced in the last section to generate
one subspace, the time required equals to the time for sampling at most dmax features
from p ones, which is O(pdmax). And the time for training the base model is denoted as
Ttrain, which equals to O(nd
2
max) for LDA and QDA base classifiers. Similarly, the time for
predicting test data is denoted as Ttest, which equals to O(ntestdmax) for LDA base classifier,
O(ntestd
2
max) for QDA base classifier, and O(n · ntestdmax) for k-NN base classifier as well.
In total, the computation cost for the training process is O(B1B2Ttrain + B1B2 logB2)
time. Here O(B2 logB2) is the time needed to find the optimal subspaces among B2 ones
based on the sorting of their scores calculated under some criterion. The computation
cost for prediction process is O(B1Ttest) time and RaSE algorithm takes approximately
O(B1B2Ttrain +B1B2 logB2 +B1Ttest) for both model fitting and prediction.
In practice, this type of framework is very convenient to apply the parallel computing
paradigm, making the computing quite fast. And for specific classifiers like LDA and QDA,
we have simplified the RIC expression for them, which can be directly used to speed up
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calculation. Compared to projection generation process in Cannings and Samworth (2017),
RaSE is more efficient since we only need to select features based on some distribution
without doing any complicated matrix operations.
4.3 Feature ranking
There are many powerful tools in statistics and machine learning for variable selection and
feature ranking. For the sparse classification approaches like sparse-LDA and sparse-QDA
(Mai et al., 2012; Jiang et al., 2018; Fan et al., 2012; Shao et al., 2011; Hao et al., 2018; Fan
et al., 2015; Mai et al., 2015; Fan et al., 2016; ?), or independent regularization approach
like nearest shrunken centroids (Tibshirani et al., 2003), this is usually directly implied by
the methodology. For model-free classification methods, however, it’s not straightforward
to rank features. For random forest, Breiman (2001) proposed a feature ranking method
by randomly permuting the value of each feature and calculating the misclassification rate
on the out-of-bag data for the new random forest.
For RaSE, as an ensemble framework, it’s quite natural to rank variables by their fre-
quencies of appearing in B1 subspaces corresponding to B1 weak learners. Following from
Corollary 1, as n,B2 → ∞, by applying the criterion of minimizing RIC, the chosen sub-
space converges to the minimal discriminative set with high probability, which intuitively
illustrate why this idea works to rank variables. And for Algorithm 2, the frequencies of sig-
nals in minimal discriminative set tend to increase after iterations, which can both improve
the performance of RaSE classifier and provide an improving ranking. We will demonstrate
this via extensive simulation studies in the next section.
5. Simulations and Real-data Experiments
We use four simulation settings and four real datasets to demonstrate the effectiveness of
RaSE method. The performance of RaSE classifiers with LDA, QDA, Gamma and kNN as
base classifiers with different iteration numbers are compared with that of other competitors,
including the standard LDA, QDA, and kNN classifiers, sparse LDA (sLDA) (Mai et al.,
2012), regularization algorithm under marginality principle (RAMP) (Hao et al., 2018),
nearest shrunken centroids (NSC) (Tibshirani et al., 2003), random forests (RF) (Breiman,
2001), and random projection ensemble classifier (RPEnsemble) (Cannings and Samworth,
2017).
The standard LDA, QDA methods are implemented by using R package MASS. And the
kNN classifier is implemented by knn, knn.cv in R package class and function knn3 in R
package caret. We utilize package dsda to fit sLDA model. RAMP is implemented through
package RAMP. For the RF, we use R package RandomForest; the number of trees are set
as 500 (as default) and [
√
p] variables are randomly selected when training each tree (as
default). And the NSC model is fitted by calling function pamr.train in package pamr.
RPEnsemble is implemented by R package RPEnsemble.
When fitting the standard kNN classifier, and the kNN base classifier in RPEnsemble
and RaSE method, the number of neighbors k is chosen from {3, 5, 7, 9, 11} via leave-one-out
cross-validation, following Cannings and Samworth (2017). For RAMP, the response type is
set as “binomial”, for which the logistic regression with interaction effects is considered. In
sLDA, the penalty parameter λ is chosen to minimize cross-validation error. In RPEnsemble
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method, LDA, QDA, kNN, are set as base classifiers with default parameters, and the
number of weak learner B1 = 500 and the number of projection candidates for each weak
learner B2 = 50 and the dimension of projected space d = 5. The projection generation
method is set to be “Haar” and the criterion of choosing optimal projection is set to be
minimizing training error for LDA and QDA and minimizing leave-one-out cross-validation
error for kNN. For RaSE method, for LDA, QDA and independent Gamma classifier (to
be illustrated later in Section 5.1.2), the criterion is set to be minimizing RIC and for k-
NN, the strategy of minimizing leave-one-out cross-validation error is applied. To obtain
the MLE of parameters in the Gamma distribution, the Newton’s method is applied via
function nlm in package stats and the initial point is chosen to be the moment estimator.
Other parameter settings in RaSE are the same as in the last section. For simulations, the
number of iterations T in Algorithm 2 is set to be 0, 1, 2 while for real-data experiments
we only consider RaSE methods with 0 or 1 iteration. We write the iteration number on
the subscript and if it is zero, the subscript will be omitted. For example, RaSE1-LDA
represents the RaSE classifier with T = 1 iteration and LDA base classifier.
For all experiments, 200 replicates are considered and the average test errors (percent-
age) are calculated based on them. The standard deviation of test error over 200 replicates is
also calculated for each approach and written on the subscript. The approach with minimal
test error for each setting is highlighted in bold, and methods achieving test error within
one standard deviation of the best one are highlighted in italic. Also, for all simulations
and the madelon dataset, the average selected percentage of features in B1 subspaces for
the largest sample size setting in RaSE method are presented, which provides an intuitive
way for feature ranking.
The RaSE classifier competes favorably with existing classification methods, with its
misclassification rate the lowest in 19 out of 24 (simulation and real-data) settings and
within one standard deviation of the lowest in the remaining 5 settings.
5.1 Simulations
For the simulated data, model 1 follows from model 1 in Mai et al. (2012), which is an sparse
LDA-adapted setting. In model 2, for each class a Gamma distribution with independent
components is used. Model 3 follows from the setting of model 3 in Fan et al. (2015), which is
a QDA-adapted model. The marginal distribution for two classes is set to be pi0 = pi1 = 0.5
for the first three simulation models. Model 4 is motivated by the kNN model, and the
data generation process will be introduced below. For simulations, we consider the oracle
model as a benchmark for optimal performance. Oracle models use the correct model on
the minimal discriminative set, mimicking the behavior of the Bayes classifier.
5.1.1 Model 1 (LDA)
x|y = r ∼ N(µ(r),Σ), r = 0, 1, where Σ = (Σij)p×p = (0.5|i−j|)p×p,µ(0) = 0p×1,µ(1) =
Σ−1 × 0.556(3, 1.5, 0, 0, 2,01×(p−5))T . Here p = 400, and the training sample size n ∈
{200, 400, 1000}. Test data of size 1000 is independently generated from the same model.
As analyzed in Example 1, feature subset {1, 2, 5} is the minimal discriminative set S∗.
On the left panel of Table 1, the performance of various methods on model 1 for different
sample sizes are presented. As we could see, sLDA and RAMP perform the best when the
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sample size n = 200 and 400. RaSE methods with iterations achieve a similar performance
to the best classifiers for each setting and RaSE2-LDA ranks the top with RAMP when
n = 1000. Also since this model is very sparse, the default value of B2 cannot guarantee
that the minimal discriminative set can be selected. Therefore the iterative version of
RaSE improves the performance of RaSE a lot. And NSC also achieves a comparably small
misclassification rate when n = 200.
In Figure 2, the average selected percentages of 400 features in 200 replicates when
n = 1000 are presented. It can be noticed that after two iterations, the three signals can
be captured for almost all the B1 = 100 subspaces for all three base classifiers.
Table 1: Error rates for model 1 and 2
Method4
Results for model 1 Results for model 2
n = 200 n = 400 n = 1000 n = 100 n = 200 n = 400
RaSE-LDA 13.231.36 12.381.17 11.181.09 21.763.64 18.892.85 17.772.03
RaSE-QDA/Gamma 13.991.25 13.731.22 13.321.11 24.573.45 23.193.50 21.963.53
RaSE-kNN 13.381.31 12.521.38 11.251.16 23.093.33 21.903.16 21.182.40
RaSE1-LDA 11.35 1.20 10.43 0.99 10.19 0.92 18.392.90 15.171.84 14.061.39
RaSE1-QDA/Gamma 11.48 1.17 11.13 1.25 10.86 1.07 15.43 2.20 14.512.11 13.44 1.51
RaSE1-kNN 11.42 1.36 10.64 1.07 10.30 0.90 19.753.08 17.502.09 16.541.75
RaSE2-LDA 12.521.36 10.99 1.12 10.060.90 19.963.03 15.852.02 13.801.30
RaSE2-QDA/Gamma 11.99 1.66 10.45 1.19 10.13 0.99 14.922.22 12.651.35 12.281.21
RaSE2-kNN 11.24 1.25 10.62 1.10 10.28 0.88 20.483.46 16.672.16 15.021.63
RP-LDA 17.551.45 15.001.19 13.401.10 38.922.10 35.031.86 31.011.97
RP-QDA 18.251.84 15.131.26 13.511.14 43.693.35 38.112.51 33.042.22
RP-kNN 18.861.77 16.161.27 14.201.11 41.372.41 39.272.08 36.491.71
LDA —† 46.492.62 18.751.45 —† —† 47.492.13
QDA/Gamma —† —† 48.071.85 32.362.37 26.481.92 21.631.46
kNN 29.152.89 26.972.03 24.601.65 45.662.08 44.782.07 43.811.96
sLDA 10.991.34 10.44 1.11 10.17 0.93 22.043.24 18.852.25 15.501.86
RAMP 11.76 1.76 10.381.10 10.060.90 20.333.94 16.302.28 13.621.44
NSC 11.68 1.06 11.500.96 11.591.01 27.326.75 20.294.50 17.393.05
RF 12.991.35 11.901.05 11.210.96 26.066.15 18.592.98 15.571.62
Oracle 10.271.00 10.070.99 10.020.89 12.601.21 12.211.06 11.981.10
† Not applicable.
5.1.2 Model 2 (Gamma distribution)
In this model we investigate the Gamma distribution with independent features, which is
rarely studied in the literature. x|y = r at j-th coordinate follows Gamma distribution
4. To save space, for the rows involving “QDA/Gamma”, it represents the QDA in Model 1 and the
independent Gamma classifier in Model 2.
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Figure 2: Average selected percentages of features for Model 1 in 200 replicates when n =
1000
Gamma(α
(r)
j , β
(r)
j ), which has the density function
f
(r)
j (x;α
(r)
j , β
(r)
j ) =
1
(β
(r)
j )
α
(r)
j Γ(α
(r)
j )
xα
(r)
j −1 exp{−x/β(r)j }1(x ≥ 0), j = 1, . . . , p, r = 0, 1.
(11)
Denote α(r) = (α
(r)
1 , . . . , α
(r)
p )T ,β(r) = (β
(r)
1 , . . . , β
(r)
p )T . Here, we let α(0) = (2, 1.5, 1.5, 2, 2,
11×(p−5))T , α(1) = (2.5, 1.5, 1.5, 1, 1,11×(p−5))T ,β(0) = (1.5, 3, 1, 1, 1,1p−5)T ,β(1) = (2, 1, 3,
1, 1,11×(p−5))T , p = 400, n ∈ {100, 200, 400}. Hence, the minimal discriminative set S∗ is
{1, 2, 3, 4, 5}, due to Proposition 1.
MLEs of α(0),α(1),β(0),β(1) can be obtained by numerical approaches like the gradient
descent or Newton’s method. And the marginal probabilities are estimated by the propor-
tion of two classes in training samples. Then the Bayes classifier is estimated by these MLEs
and applied to classify new observations, which is denoted as independent Gamma classifier
in Table 1. For this example, we also apply RaSE with the independent Gamma classifier
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as one of base classifiers. According to (5) and (11), the decision function of independent
Gamma classifier estimated in subspace S is
CS−Gamman (x) = 1
 pˆi1
pˆi0
·
∏
j∈S
f
(1)
j (xj ; αˆ
(1)
j , βˆ
(1)
j )
f
(0)
j (xj ; αˆ
(0)
j , βˆ
(0)
j )
> 0.5
 ,
where pˆi1, pˆi0, αˆ
(1)
j , αˆ
(0)
j , βˆ
(1)
j , βˆ
(0)
j are corresponding MLEs.
This is also a very sparse model, therefore the iteration process can improve the RaSE
method with a lower misclassification rate. The right panel of Table 1 shows us the perfor-
mance of various methods on this model. It demonstrates that RaSE2-Gamma incurs the
smallest misclassification rate and low standard deviation for all three settings.
Figure 3 shows us the average selected percentage of features when n = 400, from which
we can see that due to the high sparsity, the default B2 setting is not sufficient and makes
it hard for the RaSE classifier without iterations to capture all the features in S∗. After
iterations, the frequencies of the minimal discriminative set increase significantly and S∗
can be easily identified for all three base classifiers after 2 iterations.
5.1.3 Model 3 (QDA)
X|Y = r ∼ N(µ(r),Σ(r)), r = 0, 1, where Ω(0) = (Σ(0))−1 is a p × p band matrix with
(Ω(0))ii = 1 and (Ω
(0))ik = 0.3 for |i−k| = 1. All the other entries are zero. Ω(1) = Ω(0) +Ω,
where Ω is a p×p sparse symmetric matrix with Ω10,10 = −0.3758,Ω10,30 = 0.0616,Ω10,50 =
0.2037,Ω30,30 = −0.5482,Ω30,50 = 0.0286,Ω50,50 = −0.4614 and all the other entries are
zero. Here p = 200, n ∈ {200, 400, 1000}.
As analyzed in Example 2, that the minimal discriminative set S∗ = {1, 2, 10, 30, 50},
where features 1 and 2 represent linear signals or main effects and features 10, 30 and 50 are
quadratic signals. The left panel of Table 2 shows us the results. From it we can see that
RaSE2-QDA obtains the lowest test misclassification rate across three different settings,
which is reasonable since data is generated from a QDA-adapted model. RaSE-kNN also
does a good job.
Figure 4 represents the average selected percentage of features when n = 1000, which
exhibits that the frequencies of the elements in minimal discriminative set are increasing
after iterations. When the base classifier is QDA or kNN, all the five features stand out.
On the other hand, RaSE with LDA base classifier, only captures the two linear signals,
which is quite reasonable since LDA does not consider the quadratic terms.
5.1.4 Model 4 (kNN)
We generate data motivated by the kNN classifier. First, 10 initial points z1, . . . ,z10 are
generated i.i.d. from N(0p×1, Ip), five of which are labeled as 0 and the other five are
labeled as 1. Then each time one of {z1, . . . ,z10} (suppose zki) is randomly selected and
we then generate xi ∼ N((zTki,S∗ ,01×(p−5))T , 0.52Ip). Here S∗ = {1, 2, 3, 4, 5}, p = 200, n ∈{200, 400, 1000}. The minimal discriminative set is S∗ = {1, 2, 3, 4, 5}. The results are
presented in Table 2 and the average frequencies of features in B1 = 100 subspaces are
presented in Figure 5.
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Figure 3: Average selected percentages of features for Model 2 in 200 replicates when n =
400
From the right panel of Table 2, it can be seen that the performance of RaSE2-kNN
is surprising. It outperforms all the other methods and the difference between its misclas-
sification rate and others is very obvious. It should be noted that in this case, the oracle
is calculated by applying kNN on only the first five features and also uses leave-one-out
cross-validation to choose k from {3, 5, 7, 9, 11}. Note that the oracle is not the optimal
classifier due to the lack of a true model, which explains why RaSE2-kNN can even achieve
a better performance when n = 400, 1000.
Figure 5 shows that RaSE based on all the three base classifiers can capture features in
the minimal discriminative set.
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Table 2: Error rates for model 3 and 4
Method
Results for model 3 Results for model 4
n = 200 n = 400 n = 1000 n = 200 n = 400 n = 1000
RaSE-LDA 37.702.80 36.311.79 35.531.70 27.529.03 25.608.97 24.249.21
RaSE-QDA 32.773.02 30.442.47 29.072.01 25.167.15 23.726.86 21.466.94
RaSE-kNN 31.532.88 27.562.14 25.381.77 14.145.42 11.484.53 7.87 4.01
RaSE1-LDA 35.343.14 33.101.83 32.531.51 25.129.21 23.338.95 22.309.05
RaSE1-QDA 27.34 2.28 25.88 1.71 24.941.57 14.866.25 14.246.35 12.235.86
RaSE1-kNN 29.14 2.74 25.88 1.81 24.16 1.61 7.81 4.01 6.54 3.37 5.39 3.29
RaSE2-LDA 37.852.80 33.641.74 32.451.49 26.619.69 23.258.90 22.169.07
RaSE2-QDA 26.882.39 24.931.75 23.191.62 13.676.38 12.595.56 11.075.17
RaSE2-kNN 29.08 2.87 25.43 1.83 23.73 1.52 7.163.82 6.243.26 5.233.16
RP-LDA 45.011.88 43.001.77 40.291.72 27.658.45 25.747.93 23.678.42
RP-QDA 43.122.14 40.091.82 36.291.92 26.447.54 24.217.54 20.937.16
RP-kNN 44.361.77 42.511.61 40.732.12 26.657.88 24.887.83 21.437.34
LDA 49.062.04 43.011.85 38.301.68 47.552.79 33.578.20 26.659.16
QDA —† —† 45.181.58 —† —† 35.924.61
kNN 45.641.90 44.281.87 43.181.85 24.886.84 22.076.62 17.626.26
sLDA 36.883.48 34.152.02 32.771.53 24.769.07 22.918.41 22.128.88
RAMP 37.145.89 32.952.07 32.171.76 21.8910.95 15.718.51 11.257.16
NSC 42.165.01 38.523.95 35.352.22 27.439.29 26.038.65 24.828.89
RF 37.773.22 31.832.23 27.441.61 24.027.79 18.466.79 13.615.54
Oracle 23.531.50 22.731.33 22.151.23 6.953.51 6.403.33 5.453.30
† Not applicable.
5.2 Real-data experiments
5.2.1 Madelon
The madelon dataset (http://archive.ics.uci.edu/ml/datasets/madelon) is an artifi-
cial dataset containing data points grouped in 32 clusters placed on the vertices of a five
dimensional hypercube and randomly labeled as 0 or 1 (Guyon et al., 2005). It consists
of 2000 observations, 1000 of which are class 0 and the other 1000 are class 1. There are
500 features among which only 20 are informative and the others have no predictive power.
The training sample size is set as n ∈ {200, 500, 1000} for three different settings and each
time the remained data is used as test data. 200 replicates are applied and the average
misclassification rate with standard deviation of all methods are reported in Table 3. Fig-
ure 6 represents the average selected percentage of features in different RaSE models when
n = 1000.
From the left panel of Table 3, we can see that the misclassification rate of RaSE-kNN1
outperforms all the other methods in all the three settings. Figure 6 shows us that RaSE
model leads to sparse solutions since most of features have frequencies that are close to
zero.
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Figure 4: Average selected percentages of features for Model 3 in 200 replicates when n =
1000
5.2.2 Musk
The musk dataset (https://archive.ics.uci.edu/ml/datasets/Musk+(Version+2)) con-
tains 6598 observations with 5581 non-musk (class 0) and 1017 musk (class 1) molecules.
The molecule needs to be classified on the basis of p = 166 shape measurements (Dua and
Graff, 2019). The training sample size is set to be 100, 200, 500 for each setting and re-
maining samples are used as the test data. 200 replicates are considered and the average
misclassification rates and standard deviations are reported in Table 3.
When the training sample size is 200, RP-kNN achieves the lowest misclassification rate
and RaSE-LDA, RaSE-kNN, RaSE-LDA1, RaSE-kNN1, sLDA also have a good perfor-
mance. As the sample size increases, RaSE-kNN and RaSE-kNN1 turn to be the best one
when n = 500, 1000, respectively and RF can lead to a comparable performance.
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Figure 5: Average selected percentages of features for Model 4 in 200 replicates when n =
1000
5.2.3 Mice protein expression
The mice protein expression dataset (https://archive.ics.uci.edu/ml/datasets/Mice+
Protein+Expression) contains 1080 instances with 570 healthy mice (class 0) and 510 mice
with Down’s syndrome (class 1). There are 77 features representing the expression of 77 dif-
ferent proteins (Higuera et al., 2015). Training samples of size 200, 500, 800 are considered
and the remaining observations are set as the test data.
The average of test misclassification rates and the standard deviations of 200 replicates
are calculated with results reported in Table 4. When n = 200, sLDA achieves the lowest
error among all approaches, and RaSE-kNN achieves a similar performance. As the sample
size increases to 500 and 800, the average misclassification rate of RaSE-kNN decreases
significantly and it becomes the best classifier. When n = 800, RP-kNN and RF also have
a similar performance.
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Table 3: Error rates for madelon and musk dataset
Method
Madelon Musk
n = 200 n = 500 n = 1000 n = 200 n = 500 n = 1000
RaSE-LDA 43.603.47 40.021.80 39.151.42 10.65 1.34 8.840.75 7.940.48
RaSE-QDA 44.123.47 40.661.54 40.181.59 12.797.32 9.231.00 7.840.78
RaSE-kNN 35.302.39 26.952.50 21.502.04 10.28 1.77 7.240.98 5.69 0.70
RaSE1-LDA 45.572.87 39.392.05 38.681.09 10.83 1.39 8.840.77 7.880.53
RaSE1-QDA 44.845.62 37.503.13 35.062.37 15.166.61 10.963.78 8.701.05
RaSE1-kNN 27.353.53 16.841.38 13.641.14 10.16 1.65 7.44 1.23 5.580.73
RP-LDA 41.031.52 40.061.26 39.601.33 12.551.97 10.250.79 9.550.44
RP-QDA 39.921.46 39.291.58 38.951.55 10.66 1.90 8.770.81 8.190.43
RP-kNN 40.011.36 38.951.44 38.661.49 9.931.62 8.14 1.06 6.940.74
LDA —† 49.771.33 47.521.46 25.233.37 9.020.84 6.990.41
QDA —† —† —† —† —† —†
kNN 36.231.74 31.761.36 28.771.41 11.34 1.48 8.12 0.80 6.470.52
sLDA 42.983.27 40.492.01 39.631.39 10.85 1.63 7.80 0.70 6.840.42
RAMP 48.943.65 41.705.04 38.641.24 14.252.01 11.301.36 9.881.07
NSC 41.372.26 40.101.15 40.211.27 20.435.18 24.443.08 25.710.59
RF 43.712.55 38.581.45 34.491.44 10.98 1.25 7.53 0.73 5.67 0.46
† Not applicable.
5.2.4 Hand-written digits recognition
The hand-written digits recognition dataset (https://archive.ics.uci.edu/ml/datasets/
Multiple+Features) consists of features of handwritten numerals (0-9) extracted from a
collection of Dutch utility maps (Dua and Graff, 2019). Here we use the mfeat-fou dataset,
which records 76 Fourier coefficients of the character shapes. We extract the observations
corresponding to number 7 (class 0) and 9 (class 1) from the original data. There are 400
samples, 200 of which belong to class 0 and the remained 200 of which belong to class 1.
The training samples of size 50, 100, 200 are used and the remained data is used as the test
ones.
Average of test misclassification rates and standard deviations are reported in Table
4, from which it can be seen that when n = 50, 200, RaSE-LDA1 enjoys the minimal test
misclassification rate while standard kNN method is the best when n = 100. And we
also note that all the RaSE classifiers get improved after 1 iteration for all three settings,
implying that the underlying classification problem may be a sparse one.
6. Discussion
6.1 Summary
In this work, we introduce a new model-free ensemble classification framework named RaSE,
which is designed to solve the sparse classification problem. To select the optimal subspace
for each weak learner, we define a new information criterion, ratio information criterion
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Figure 6: Average selected percentages of features for Madelon dataset in 200 replicates
when n = 1000
(RIC), based on Kullback-Leibler divergence, and it is shown to achieve weak consistency
under some general model conditions. This guarantees that each weak learner is trained
using features in minimal discriminative set with high probability for a sufficiently large
sample size. The theoretical analysis on RaSE classifiers with specific base classifiers is
constructed. And we present two versions of RaSE algorithms, that is, the vanilla version
(RaSE) and the iterative version (RaSET ). We also apply RaSE for feature ranking based
on the selected percentage of features in subspaces.
Multiple numerical experiments including simulations and real data verify that RaSE is
a favorable classification method when dealing with sparse classification problems.
The RaSE algorithms are available in R package RaSEn (https://cran.r-project.
org/web/packages/RaSEn/index.html).
6.2 Future work
There are many interesting directions along which RaSE can be extended and explored.
First, in this work we only studied the theoretical properties when p is fixed. In particular,
RIC can be extended to high-dimensional problems and the corresponding theory can be
constructed. Another interesting question is how to extend RaSE and RIC into multi-
class problems. For example, the pair-wise KL divergences can be considered to define
the multi-class RIC. Besides, in this work we analyze the properties of vanilla RaSE with
fixed threshold. It will also be interesting to study the relationship between frequencies of
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Table 4: Error rates for mice protein expression and hand-written digits recognition
dataset
Method
Mice protein expression Hand-written digits recognition
n = 200 n = 500 n = 800 n = 50 n = 100 n = 200
RaSE-LDA 7.351.03 5.790.95 4.861.33 1.57 0.97 1.200.73 0.83 0.56
RaSE-QDA 9.402.81 4.881.08 3.541.31 2.471.42 1.990.94 1.380.89
RaSE-kNN 6.931.94 1.550.81 0.550.52 1.83 0.98 1.190.67 0.71 0.48
RaSE1-LDA 7.231.12 5.570.94 4.671.25 1.190.78 0.79 0.43 0.540.41
RaSE1-QDA 9.862.60 5.231.11 3.561.24 2.201.96 1.250.80 0.81 0.56
RaSE1-kNN 7.761.99 1.74 0.82 0.550.53 1.75 1.01 1.10 0.69 0.60 0.44
RP-LDA 24.893.20 22.982.63 22.582.53 1.69 1.17 1.350.83 0.980.61
RP-QDA 18.522.57 16.342.17 15.592.46 2.091.76 1.421.09 0.89 0.64
RP-kNN 12.122.66 2.461.02 0.94 0.70 1.70 1.24 1.16 0.67 0.81 0.64
LDA 7.011.27 3.820.78 3.181.09 —† 2.031.17 0.990.59
QDA —† —† —† —† —† 3.383.08
kNN 20.272.20 7.521.48 2.741.16 1.38 1.26 0.740.43 0.62 0.54
sLDA 5.801.07 3.900.91 3.241.16 2.241.36 1.811.31 1.111.04
RAMP 11.552.05 8.541.55 7.161.99 3.612.09 2.331.28 1.820.95
NSC 31.053.66 29.952.84 29.642.96 3.201.31 3.481.25 3.451.41
RF 8.421.76 2.481.02 1.01 0.70 2.421.26 1.760.85 1.330.81
† Not applicable.
signals in minimal discriminative set S∗ and the iteration rounds, which may incur another
upper bound for the expected misclassification rate. Moreover, RaSE can also be applied
for variable selection. We can do thresholding to the selected percentage of features in B1
subspaces to select variables. When the sample size is small, a bootstrap-type idea can be
used and each time we extract partial samples to apply RaSE and finally take the average
for the selected percentage to do variable selection or feature ranking. Finally, we aggregate
the classifiers by taking a simple average over all weak learners. However, the boosting-type
idea can also be applied here to assign different weights for different weak learners according
to the training error, which may further improve the performance of RaSE. In addition, the
distribution for random subspaces can also be chosen to be different for each weak learner
and can also be updated using a similar idea to boosting.
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Appendix A. Main Proofs
A.1 Proof of Theorem 1
Denote gn(α
′) = pi1g
(1)
n (α′)− pi0g(0)n (α′). By the definition of {αi}Ni=1, it holds that
gn(α) = 0,when α /∈ {αi}Ni=1.
Recall that x|y = 0 ∼ P(0),x|y = 1 ∼ P(1), where P(0),P(1) are the corresponding cumula-
tive distribution functions. We have
E[R(CRaSEn )] = pi0
∫
X
P(νn(x) > α)dP
(0) + pi1
∫
X
P(νn(x) ≤ α)dP(1).
For given x and the corresponding α′ = µn(x), we can construct a random variable T =∑B1
j=1 1
{
C
Sj∗
n (x) = 1
}
∼ Bin(B1, α′). Then∫
X
P(νn(x) ≤ α)dP(1) =
∫
[0,1]
P(T ≤ B1α)dG(1)n (α′).
Similarly, ∫
Rp
P(νn(x) > α)dP
(0)(x) = 1−
∫
[0,1]
P(T ≤ B1α)dG(0)n (α′).
This leads to
E[R(CRaSEn )] = pi0 +
∫
[0,1]
P(T ≤ B1α)dGn(α′),
where Gn(α
′) = pi1G
(1)
n (α′)− pi0G(0)n (α′). And there also holds that
R(CRaSE∗n ) = pi0P
(0)(µn(x) > α) + pi1P
(1)(µn(x) < α)
+
1
2
[pi0P
(0)(µn(x) = α)) + pi1P
(1)(µn(x) = α)]
= pi0(1−G(0)n (α)) + pi1G(1)n (α) +
1
2
[pi0g
(0)
n (α)− pi1g(1)n (α)]
= pi0 +Gn(α)− 1
2
gn(α),
where gn(α
′) = pi1g
(1)
n (α′)− pi0g(0)n (α′). This imposes the following difference equation as
E[R(CRaSEn )]−R(CRaSE∗n ) =
∫
[0,1]
[P(T ≤ B1α)− 1{α′≤α}]dGn(α′) +
1
2
gn(α). (12)
(i) When α /∈ {αi}Ni=1, gn(α) = 0 holds. For α′ ∈ {αi}Ni=1, by Hoeffding’s inequality
(Petrov, 2012), we obtain that
|P(T ≤ B1α)− 1{α′≤α}|
≤ P(T −B1α′ > B1(α− α′))1{α′≤α} + P(B1α′ − T ≥ B1(α′ − α))1{α′>α}
≤ exp{−2B1(α′ − α)2}
≤ exp {−CαB1} ,
where Cα = min
1≤i≤N
|α−αi|2. This leads to the final bound |E[R(CRaSEn )]−R(CRaSE∗n )| ≤
exp {−CαB1}.
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(ii) When α = αi0 , i0 ∈ {1, 2, . . . , N}, for α′ 6= αi0 , we still have
|P(T ≤ B1α)− 1{α′≤α}| ≤ exp{−2B1(α′ − α)2},
leading to∑
i 6=i0
|P(T ≤ B1α)− 1{α′≤α}|gn(αi) = exp {−CαB1}
∑
i 6=i0
gn(αi) ≤ exp {−CαB1} ,
where Cα = 2 min
1≤i≤N
|α− αi|2 = 2 min
i 6=i0
|αi0 − αi|2. Therefore, again by (12), we have
|E[R(CRaSE)]−R(CRaSE∗n )| ≤
∣∣∣∣[P(T ≤ B1αi0)− 1] · gn(αi0) + 12gn(αi0)
∣∣∣∣+exp {−CαB1} .
By Berry-Esseen theorem (Esseen, 1956),
P(T ≤ B1αi0) = P
(
T −B1αi0√
B1(αi0(1− αi0))
≤ 0
)
=
1
2
+O
(
1√
B1
)
, (13)
as B1 →∞. Eventually there holds that
|E[R(CRaSE)]−R(CRaSE∗n )| ≤ O
(
1√
B1
)
.
This completes the proof.
A.2 Proof of Theorem 2
Referring to the proof of the bound on MC-variance in Cannings and Samworth (2017), it
can be obtained that
Var
(∫
Rp
1{νn(x)>α}dP
(0)
)
≤ 2
∫
[0,1]
∫
[0,α′′]
P(T ′ ≤ B1α)P(T ′′ > B1α)dG(0)n (α′)dG(0)n (α′′),
where given x, T ′ ∼ Bin(B1, α′), T ′′ ∼ Bin(B1, α′′) and T ′, T ′′ are independent.
(i) For α /∈ {α(0)i }N0i=1 ∪ {α(1)i }N1i=1: constant C(0)α = 2 min
1≤i≤N0
(|α − α(0)i |2) > 0, C(1)α =
2 min
1≤i≤N1
(|α− α(0)i |2) > 0. If α ≤ α′ ≤ α′′: Then by Hoeffding’s inequality, we have
P(T ′ ≤ B1α) = P(T ′ −B1α′ ≤ B1(α− α′)) ≤ exp{−B1C(0)α }. (14)
If α′ ≤ α′′ ≤ α: Similarly we have
P(T ′′ > B1α) ≤ exp{−B1C(0)α }. (15)
If α′ ≤ α ≤ α′′: We have both (14) and (15).
Thus we always have
P(T ′ ≤ B1α)P(T ′′ > B1α) ≤ exp{−B1C(0)α }.
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Since here the integration actually is the finite summation, it implies that
Var
(∫
X
1{νn(x)>α}dP
(0)
)
≤ exp{−B1C(0)α }.
Since α /∈ {α(1)i }N1i=1: We can obtain the similar conclusion that
Var
(∫
X
1{νn(x)>α}dP
(1)
)
≤ exp{−B1C(1)α }.
Thus for any α /∈ {α(0)i }N0i=1∪{α(1)i }N1i=1, setting Cα = 2 min
1≤i≤N0
1≤j≤N1
(|α−α(0)i |2, |α−α(1)j |2) =
min(C
(0)
α , C
(1)
α ) > 0, then by the convexity, we have
Var
(
R(CRaSEn )
)
= Var
(
pi0
∫
X
1{νn(x)>α}dP
(0) + pi1
∫
X
1{νn(x)>α}dP
(1)
)
≤ pi0Var
(∫
X
1{νn(x)>α}dP
(0)
)
+ pi1Var
(∫
X
1{νn(x)>α}dP
(1)
)
≤ exp{−B1Cα}.
(ii) For α = α
(0)
i0
or α
(1)
i1
: Without loss of generality, suppose α = α
(0)
i0
. When α′ < α′′,
similar to (i), there exists positive number C ′α such that
P(T ′ ≤ B1α)P(T ′′ > B1α) ≤ exp{−B1C ′α}.
When α′ = α′′ = α(0)i0 , similar to (13), there holds
P(T ′ ≤ B1α)P(T ′′ > B1α) = 1
4
+O
(
1√
B1
)
.
Thus it holds
Var
(∫
X
1{νn(x)>α}dP
(0)
)
≤ 1
2
(g(0)n (α
(0)
i0
))2 +O
(
1√
B1
)
.
And similar results hold for Var
(∫
X 1{νn(x)>α}dP
(1)
)
. Eventually we would have
Var
(
R(CRaSEn )
) ≤ pi0Var(∫
X
1{νn(x)>α}dP
(0)
)
+ pi1Var
(∫
X
1{νn(x)>α}dP
(1)
)
≤ 1
2
[
pi0(g
(0)
n (α))
2 + pi1(g
(1)
n (α))
2
]
+O
(
1√
B1
)
,
which completes the proof.
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A.3 Proof of Theorem 3
First we introduce the following useful lemma, which illustrates why the negative KL di-
vergence can be used as a loss function in sparse classification problems.
Lemma 1 (i) KL(f
(0)
S ||f (1)S ) = KL(f (0)S∗ ||f (1)S∗ ),KL(f (1)S ||f (0)S ) = KL(f (1)S∗ ||f (0)S∗ ) holds for
any S ⊇ S∗;
(ii) pi0KL(f
(0)
S ||f (1)S ) +pi1KL(f (1)S ||f (0)S ) < pi0KL(f (0)S∗ ||f (1)S∗ ) +pi1KL(f (1)S∗ ||f (0)S∗ ) if |S| ≤ |S∗|
and S 6= S∗;
(iii) KL(f
(0)
S∗ ||f (1)S∗ ) = maxS KL(f
(0)
S ||f (1)S ),KL(f (1)S∗ ||f (0)S∗ ) = maxS KL(f
(1)
S ||f (0)S ).
Proof [Proof of Lemma 1]
(i) Due to Proposition 1, this is trivial to be seen to hold here.
(ii) First let’s consider subspace S = S′ ∪ {j}, where |S′| ≥ 1, j /∈ S′. The conditional
densities of j|S′ are denoted as f (0)j|S′ , f
(1)
j|S′ and the components of xS corresponding to S
′
and {j} are xS′ ,xj , respectively. The definition of KL divergence and Fubini theorem incur
KL(f
(0)
S ||f (1)S ) = ExS∼f (0)S
log(f (0)S′ (xS′)
f
(1)
S′ (xS′)
)
+ log
f (0)j|S′(xj)
f
(1)
j|S′(xj)

= E
xS′∼f (0)S′
[
log
(
f
(0)
S′ (xS′)
f
(1)
S′ (xS′)
)]
+ E
xS′∼f (0)S′
E
xj∼f (0)j|S′
log
f (0)j|S′(xj)
f
(1)
j|S′(xj)

= KL(f
(0)
S′ ||f (1)S′ ) + ExS′∼f (0)S′
[
KL(f
(0)
j|S′ ||f
(1)
j|S′)
]
≥ KL(f (0)S′ ||f (1)S′ ).
Here “=” holds if and only if f
(0)
j|S′(xj |xS′) = f
(1)
j|S′(xj |xS′) a.s. with respect to P(0). By
induction, this indicates that for any S ⊇ S′ and S′ 6= ∅, there holds
KL(f
(0)
S ||f (1)S ) ≥ KL(f (0)S′ ||f (1)S′ ). (16)
Note that in (16), by Proposition 1, if f
(0)
j|S′(xj |xS′) = f
(1)
j|S′(xj |xS′) a.s. with respect to
P(0), we have
f
(0)
S (xS)
f
(1)
S (xS)
=
f
(0)
S′ (xS′)
f
(1)
S′ (xS′)
, a.s. , w.r.t. P(0). (17)
Similarly, we have
KL(f
(1)
S ||f (0)S ) ≥ KL(f (1)S′ ||f (0)S′ ), (18)
and the “ = ” holds if and only if
f
(1)
S (xS)
f
(0)
S (xS)
=
f
(1)
S′ (xS′)
f
(0)
S′ (xS′)
, a.s. , w.r.t. P(1). (19)
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If |S| ≤ |S∗| and S 6= S∗, consider S¯ = S ∪ (S∗\S) ⊇ S∗, then by (i) and (16), there holds
pi0KL(f
(0)
S ||f (1)S ) + pi1KL(f (1)S ||f (0)S ) ≤ pi0KL(f (0)S¯ ||f
(1)
S¯
) + pi1KL(f
(1)
S¯
||f (0)
S¯
) (20)
= pi0KL(f
(0)
S∗ ||f (1)S∗ ) + pi1KL(f (1)S∗ ||f (0)S∗ ).
Then by Proposition 1, if the “=” holds in (20), due to (17) and (19), we have
f
(0)
S (xS)
f
(1)
S (xS)
=
f
(0)
S¯
(xS¯)
f
(1)
S¯
(xS¯)
=
f
(0)
S∗ (xS∗)
f
(1)
S∗ (xS∗)
, a.s. , w.r.t. PX = pi0P
(0) + pi1P
(1),
implying that S is the minimal discriminative set since |S| ≤ |S∗| but S 6= S∗, which yields
a contradiction. Therefore (ii) should hold here.
(iii) is correct since the full model SFull ⊇ S∗ as well and the KL divergence is monotone
in the sense of (16) and (18).
Let’s now prove Theorem 3. First suppose that we have n0 observations of class 0
{x(0)i }n0i=1 and n1 observations of class 1 {x(1)i }n1i=1, where n0 + n1 = n. Define
G
(0)
n0,S
(θ′) =
1
n0
n0∑
i=1
log
f (0)S (x(0)i,S |θ′)
f
(1)
S (x
(1)
i,S |θ′)
 , G(1)n1,S(θ′) = 1n1
n1∑
i=1
log
f (1)S (x(1)i,S |θ′)
f
(0)
S (x
(0)
i,S |θ′)
 ,
for any θ′ ∈ Θdeg(S).
By Taylor expansion and mean-value theorem, there exists λ ∈ (0, 1) and θ˜ = λθ+ (1−
λ)θˆn satisfying that
G
(0)
n0,S
(θˆn) = G
(0)
n0,S
(θ) +∇G(0)n0,S(θ)T (θˆn − θ) +
1
2
(θˆn − θ)T∇2G(0)n0,S(θ˜)(θˆn − θ)
≤ G(0)n0,S(θ) +∇G
(0)
n0,S
(θ)T (θˆn − θ) + 1
2
(θˆn − θ)T 1
n0
n0∑
i=1
Q(x
(0)
i,S)(θˆn − θ).
Similarly, we have
G
(1)
n0,S
(θˆn) ≤ G(1)n1,S(θ) +∇G
(1)
n1,S
(θ)T (θˆn − θ) + 1
2
(θˆn − θ)T 1
n1
n1∑
i=1
Q(x
(1)
i,S)(θˆn − θ).
By central limit theorem:
√
n0[G
(0)
n0,S
(θ)−KL(f (0)S ||f (1)S )]
d−→ N
(
0,Var
xS∼f (0)S
(
log
[
f
(0)
S (xS)
f
(1)
S (xS)
]))
,
√
n1[G
(1)
n1,S
(θ)−KL(f (1)S ||f (0)S )]
d−→ N
(
0,Var
xS∼f (1)S
(
log
[
f
(1)
S (xS)
f
(0)
S (xS)
]))
,
as n0, n1 →∞.
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By weak law of large number:
∇G(0)n0,S(θ)→ ExS∼f (0)S
(
∇θ log
[
f
(0)
S (xS)
f
(1)
S (xS)
])
,∇G(1)n0,S(θ)→ ExS∼f (1)S
(
∇θ log
[
f
(1)
S (xS)
f
(0)
S (xS)
])
.
Combined with condition (iii), (iv) and Slutsky’s lemma, since nr ∼ Bin(n, pir), r = 0, 1,
we have
√
n(G
(0)
n0,S
(θˆn)−KL(f (0)S ||f (1)S ))
≤
√
n
n0
· √n0(G(0)n0,S(θ)−KL(f
(0)
S ||f (1)S )) +∇G(0)n0,S(θ)T
√
n(θˆn − θ)
+
1
2
√
n(θˆn − θ)T 1
n0
n0∑
i=1
QS(x
(0)
i,S)(θˆn − θ)
= Op(1).
By Hoeffding’s inequality, pˆir = pir + op(n
−1/2), r = 0, 1, we have
pˆi0G
(0)
n0,S
(θˆn) = pi0KL(f
(0)
S ||f (1)S ) +Op(n−1/2). (21)
Similarly there also holds
pˆi1G
(1)
n1,S
(θˆn) = pi1KL(f
(1)
S ||f (0)S ) +Op(n−1/2),
which together with (21), Lemma 1 and the fact cn = ω(n
−1/2) imply that
P
(
RICn(S
∗) ≥ min
S:|S|>|S∗|
RICn(S)
)
≤ P
(
max
S
∣∣∣∣pˆi0G(0)n0,S(θˆn)− pi0KL(f (0)S ||f (1)S )
∣∣∣∣ ≥ 0.25cn)
+ P
(
max
S
∣∣∣∣pˆi1G(1)n1,S(θˆn)− pi1KL(f (1)S ||f (0)S )
∣∣∣∣ ≥ 0.25cn)
→ 0, (22)
Also, it holds that
P
(
RICn(S
∗) ≥ min
S:|S|≤|S∗|
S 6=S∗
RICn(S)
)
≤ P
(
− 2
[
pˆi0G
(0)
n0,S∗(θˆn) + pˆi1G
(1)
n1,S∗(θˆn)
]
+ cn deg(S
∗)
≥ min
S:|S|≤|S∗|
S 6=S∗
−2
[
pˆi0G
(0)
n0,S
(θˆn) + pˆi1G
(1)
n1,S
(θˆn)
]
+ cn
)
≤ P
(
max
S
∣∣∣∣pˆi0G(0)n0,S(θˆn)− pi0KL(f (0)S ||f (1)S )
∣∣∣∣ ≥ 0.25cn)
+ P
(
max
S
∣∣∣∣pˆi1G(1)n1,S(θˆn)− pi1KL(f (1)S ||f (0)S )
∣∣∣∣ ≥ 0.25cn)
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+ P
(
pi0KL(f
(0)
S∗ ||f (1)S∗ ) + pi1KL(f (1)S∗ ||f (0)S∗ )− max
S:|S|≤|S∗|
S 6=S∗
[
pi0KL(f
(0)
S ||f (1)S ) + pi1KL(f (1)S ||f (0)S )
]
≤ 0.5cn deg(S∗)
)
→ 0, (23)
as n→∞. Combining (22) and (23), we obtain
P
(
RICn(S
∗) ≥ min
S:S 6=S∗
RICn(S)
)
→ 0,
which completes the proof.
A.4 Proof of Proposition 3
To facilitate our analysis, we first state the following lemma.
Lemma 2 A discriminative subset S is unique, if it will not be a discriminative set anymore
after removing any features from it.
Proof [Proof of Lemma 2] Suppose the conclusion is not correct, then there exist two
different discriminative sets S1 and S2 satisfying such a property, that is, deleting any
features from them leads to non-discriminative sets. Then according to Proposition 1 (i),
we have
f
(1)
S1
(xS1)
f
(0)
S1
(xS1)
=
f
(1)
S2
(xS2)
f
(0)
S2
(xS2)
, (24)
almost surely w.r.t PX , where PX = pi0P
(0) + pi1P
(1). Since f (0), f (1) are supported on
the whole Rp, PX dominates the Lebesgue measure. Combined with the explicit form of
density functions of Gaussian distribution and denoting ΩS1 = (Σ
(1)
S1
)−1 − (Σ(0)S1 )−1,ΩS2 =
(Σ
(1)
S2
)−1 − (Σ(0)S2 )−1, δS1 = (Σ
(0)
S1
)−1µ(0)S1 − (Σ
(1)
S1
)−1µ(1)S1 , δS2 = (Σ
(0)
S2
)−1µ(0)S2 − (Σ
(1)
S2
)−1µ(1)S2 , it
can be obtained from (6) and (24) that
c+
1
2
xTS1ΩS1xS1 + δ
T
S1xS1 = c
′ +
1
2
xTS2ΩS2xS2 + δ
T
S2xS2
Considering the combined vector xS1∪S2 , there exists some matrix Ω and vector δ such that
the equation above can be simplified as
xTS1∪S2ΩxS1∪S2 + δ
TxS1∪S2 + c− c′ = 0, (25)
for almost every xS1∪S2 in the Euclidean space. Since S1 is a discriminative set, by Ex-
ample 2, for every feature j ∈ S1, the corresponding row of ΩS1 is not zero vector or the
corresponding component of δS1 is not zero. The same argument holds for S2 as well. Since
S1 6= S2, at least one of Ω and δ contain non-zero components. However, it’s obvious that
(25) cannot hold for almost every xS1∪S2 in Euclidean space, which leads to contradiction.
Thus S∗ is unique.
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Now let’s concentrate on the proof of Proposition 3.
By Definition 1, the minimal discriminative set S∗ satisfies the property described in
Lemma 2, therefore by this lemma S∗ is obviously unique, which demonstrate (i).
For (ii), if there exists a discriminative set S 6⊇ S∗, we can delete elements from S until
we arrive at a discriminative set S′ satisfies the property stated in Lemma 2. It’s apparent
S′ 6= S∗, which is contradicted with Lemma 2.
(iii) is trivial from Definition 1.
A.5 Proof of Proposition 4
By Definition 2 and the fact that deg(S) = |S|+ 1, it’s easy to obtain that
RICn(S) =
2
n
n∑
i=1
1(yi = 0)
[
((µˆ
(1)
S )
T Σˆ−1S,S − (µˆ(0)S )T Σˆ−1S,S)xi,S +
1
2
(µˆ
(0)
S )
T Σˆ−1S,Sµˆ
(0)
S
−1
2
(µˆ
(1)
S )
T Σˆ−1S,Sµˆ
(1)
S
]
+
2
n
n∑
i=1
1(yi = 1)
[
((µˆ
(0)
S )
T Σˆ−1S,S − (µˆ(1)S )T Σˆ−1S,S)xi,S
+
1
2
(µˆ
(1)
S )
T Σˆ−1S,Sµˆ
(1)
S −
1
2
(µˆ
(0)
S )
T Σˆ−1S,Sµˆ
(0)
S
]
+ cn · (|S|+ 1)
= 2pˆi0
[
((µˆ
(1)
S )
T Σˆ−1S,S − (µˆ(0)S )T Σˆ−1S,S)µˆ(0)S +
1
2
(µˆ
(0)
S )
T Σˆ−1S,Sµˆ
(0)
S −
1
2
(µˆ
(1)
S )
T Σˆ−1S,Sµˆ
(1)
S
]
+ 2pˆi1
[
((µˆ
(0)
S )
T Σˆ−1S,S − (µˆ(1)S )T Σˆ−1S,S)µˆ(1)S +
1
2
(µˆ
(1)
S )
T Σˆ−1S,Sµˆ
(1)
S −
1
2
(µˆ
(0)
S )
T Σˆ−1S,Sµˆ
(0)
S
]
+ cn · (|S|+ 1)
= −(µˆ(1)S − µˆ(0)S )T Σˆ−1S,S(µˆ(1)S − µˆ(0)S ) + cn · (|S|+ 1),
which completes the proof.
A.6 Proof of Proposition 5
By Definition 2 and the fact deg(S) = |S|(|S|+ 3)/2 + 1, it’s easy to obtain that
RICn(S) =
2
n
n∑
i=1
1(yi = 0)
[
1
2
xTi,S((Σˆ
(0)
S,S)
−1 − (Σˆ(1)S,S)−1)xi,S + ((µˆ(1)S )T (Σˆ(1)S,S)−1
− (µˆ(0)S )T (Σˆ(0)S,S)−1)xi,S +
1
2
(µˆ
(0)
S )
T (Σˆ
(0)
S,S)
−1µˆ(0)S −
1
2
(µˆ
(1)
S )
T (Σˆ
(1)
S,S)
−1µˆ(1)S
+ log(|Σˆ(0)S,S |)− log(|Σˆ(1)S,S |)
]
+
2
n
n∑
i=1
1(yi = 1)
[
1
2
xTi,S((Σˆ
(1)
S,S)
−1 − (Σˆ(0)S,S)−1)xi,S
+ ((µˆ
(0)
S )
T (Σˆ
(0)
S,S)
−1 − (µˆ(1)S )T (Σˆ(1)S,S)−1)xi,S +
1
2
(µˆ
(1)
S )
T (Σˆ
(1)
S,S)
−1µˆ(1)S
− 1
2
(µˆ
(0)
S )
T (Σˆ
(0)
S,S)
−1µˆ(0)S + log(|Σˆ(1)S,S |)− log(|Σˆ(0)S,S |)
]
+ cn · (|S|(|S|+ 3)/2 + 1).
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Denote the observations with class r as {x(r)i }nri=1, r = 0, 1. And it holds that
1
n
n∑
i=1
1(yi = 0)
[
xTi,S((Σˆ
(0)
S,S)
−1 − (Σˆ(1)S,S)−1)xi,S
]
=
n0
n
· 1
n0
n0∑
i=1
[
(x
(0)
i,S)
T ((Σˆ
(0)
S,S)
−1 − (Σˆ(1)S,S)−1)x(0)i,S
]
= pˆi0 · 1
n0
n0∑
i=1
Tr
[
((Σˆ
(0)
S,S)
−1 − (Σˆ(1)S,S)−1)x(0)i,S(x(0)i,S)T
]
= pˆi0Tr
[
((Σˆ
(0)
S,S)
−1 − (Σˆ(1)S,S)−1)
1
n0
n0∑
i=1
x
(0)
i,S(x
(0)
i,S)
T
]
= pˆi0Tr
[
((Σˆ
(0)
S,S)
−1 − (Σˆ(1)S,S)−1)(µˆ(0)S (µˆ(0)S )T + Σˆ(0)S,S)
]
= pˆi0(µˆ
(0)
S )
T ((Σˆ
(0)
S,S)
−1 − (Σˆ(1)S,S)−1)µˆ(0)S + pˆi0Tr
[
((Σˆ
(0)
S,S)
−1 − (Σˆ(1)S,S)−1)Σˆ(0)S,S
]
.
Similarly we have
1
n
n∑
i=1
1(yi = 1)
[
xTi,S((Σˆ
(1)
S,S)
−1 − (Σˆ(0)S,S)−1)xi,S
]
= pˆi1(µˆ
(1)
S )
T ((Σˆ
(1)
S,S)
−1 − (Σˆ(0)S,S)−1)µˆ(1)S + pˆi1Tr
[
((Σˆ
(1)
S,S)
−1 − (Σˆ(0)S,S)−1)Σˆ(1)S,S
]
.
Combining with the fact
1
n
n∑
i=1
1(yi = r)xi,S = pˆirµ
(r)
S , r = 0, 1,
we obtain that
RICn(S) = −(µˆ(1)S − µˆ(0)S )T [pˆi1(Σˆ(0)S,S)−1 + pˆi0(Σˆ(1)S,S)−1](µˆ(1)S − µˆ(0)S )
+ Tr[(Σˆ
(1)
S,S)
−1 − (Σˆ(0)S,S)−1)(pˆi1Σˆ(1)S,S − pˆi0Σˆ(0)S,S)] + (pˆi1 − pˆi0)(log |Σˆ(1)S,S | − log |Σˆ(0)S,S |)
+ cn · (|S|(|S|+ 3)/2 + 1),
which completes the proof.
A.7 Proof of Corollary 1
By the weak consistency of RIC on LDA and QDA models, we have
P(S1∗ 6= S∗) = 1− P(S1∗ = S∗)
≤ 1− P
(
S∗ = arg min
S
RICn(S)
)
·P
(
S∗ ∈ {S1k}B2k=1
)
= 1− P
(
RICn(S
∗) = min
S
RICn(S)
)
· [1− (1− pS∗)B2 ]
→ 0,
as n,B2 →∞.
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A.8 Proof of Theorem 4
Firstly since taking subspace can also be seen as an axis-aligned projection, applying The-
orem 2 in Cannings and Samworth (2017) we have
E[R(CRaSEn )−R(CBayes)] ≤
E[R(CS1∗n )−R(CBayes)]
min(α, 1− α) . (26)
Then it can be easily noticed that
E{E[R(CS1∗n )−R(CBayes)]} ≤ E{E[(R(CS1∗n )−R(CBayes))1(S1∗ = S∗)]}
+ (1−R(CBayes))P(S1∗ 6= S∗)
≤ E[R(CS∗n )−R(CBayes)] + P(S1∗ 6= S∗). (27)
Combining (26) and (27), we obtain the conclusion.
A.9 Proof of Theorem 5
This conclusion is almost the same as Theorem 2 in Cannings and Samworth (2017). How-
ever, since we are studying the discrete space of subspaces, we can remove Assumption 2
and 3 in their paper and get a similar upper bound. For the Assumption 3 in Cannings
and Samworth (2017), here the minimal discriminant set S∗ is the ideal subspace. For the
Assumption 2, we have
P(Rn(C
S11
n ) ≤ Rn(CS
∗
n )) ≥ P(S11 = S∗) = pS∗ > 0.
Firstly we have
E[R(CRaSEn )−R(CBayes)] ≤
E[R(CS1∗n )−R(CBayes)]
min(α, 1− α) . (28)
Then write
E[R(CS1∗n )] = E[Rn(C
S1∗
n )] + n, (29)
where n = E[R(C
S1∗
n )]−E[Rn(CS1∗n )]. Then we have
E[Rn(C
S1∗
n )]
= E[Rn(C
S1∗
n ) · 1(Rn(CS1∗n ) ≤ Rn(CS
∗
n ))] + E[R(C
S1∗
n ) · 1(Rn(CS1∗n ) > Rn(CS
∗
n ))]
≤ Rn(CS∗n ) + P(Rn(CS1∗n ) > Rn(CS
∗
n ))
= Rn(C
S∗
n ) + [P(Rn(C
S11
n ) > Rn(C
S∗
n ))]
B2
≤ Rn(CS∗n ) + (1− pS∗)B2
= R(CS
∗
n )− S
∗
n + (1− pS∗)B2 , (30)
where S
∗
n = R(C
S∗
n )−Rn(CS
∗
n ). Combining (28), (29) and (30), we obtain
E{E[R(CRaSEn )−R(CBayes)]} ≤
E[R(CS∗n )−R(CBayes)]− E(S
∗
n ) + E(n) + (1− pS∗)B2
min(α, 1− α) .
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Appendix B. Supplementary proofs
B.1 Weak consistency of RIC for discriminant analysis
In the following, notation A−1S1,S2 represent the inverse matrix of AS1,S2 , where A is a matrix
and S1, S2 are subspaces.
Corollary 2 In model (1), for f (r) ∼ N(µ(r),Σ(r)), r = 0, 1, where Σ(0),Σ(1) can be ei-
ther equal (LDA setting) or not equal (QDA setting), by estimating the corresponding RIC
respectively, we have:
(I) For any feature subset S ⊇ S∗:
RICn(S)− RICn(S∗) = cn(|S| − |S∗|) +Op(n−1/2).
(II) For ∀ subset S satisfying S∗ \S 6= ∅, |S| ≤ |S∗|, there exists a constant CS > 0, which
is relative to S, such that
RICn(S)− RICn(S∗) = CS + 1
2
cn(|S| − |S∗|)(|S|+ |S∗|+ 3) +Op(n−1/2).
Theorem 6 (Weak consistency of RIC under Gaussian setting) In model (1), for
f (r) ∼ N(µ(r),Σ(r)), r = 0, 1 , suppose S∗ is the unique minimal discriminative set, then
for the case that Σ(0) = Σ(1) and Σ(0) 6= Σ(1), if we apply LDA and QDA models, corre-
spondingly, then we can obtain the weak consistency
P
(
RICn(S
∗) = min
S
RICn(S)
)
→ 1,
as n→∞.
B.2 Proof of Corollary 2
B.2.1 LDA case: Σ(0) = Σ(1) = Σ
Lemma 3 For S = S1 ∪{j}, S1 6= ∅, denote DL(S) = (µ(1)S −µ(0)S )TΣ−1S,S(µ(1)S −µ(0)S ), kj =
Σj,j − Σj,S1Σ−1S1,S1ΣS1,j. Then it holds
DL(S) = DL(S1) +
1
kj
[
Σj,S1Σ
−1
S1,S1
(µ
(1)
S1
− µ(0)S1 )− (µ
(1)
j − µ(0)j )
]2
.
Proof [Proof of Lemma 3] By the elementary algebra, it’s not hard to show that
Σ−1S,S =
(
Σ−1S1,S1 +
1
kj
Σ−1S1,S1ΣS1,jΣj,S1Σ
−1
S1,S1
− 1kj Σ
−1
S1,S1
ΣS1,j
− 1kj Σj,S1Σ
−1
S1,S1
1
kj
)
.
Then we have
DL(S) =
(
(µ
(1)
S1
− µ(0)S1 )T (µ
(1)
j − µ(0)j )T
)
Σ−1S1,S1
(
µ
(1)
S1
− µ(0)S1
µ
(1)
j − µ(0)j
)
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= (µ
(1)
S1
− µ(0)S1 )TΣ−1S1,S1(µ
(1)
S1
− µ(0)S1 ) +
1
kj
[
(µ
(1)
S1
− µ(0)S1 )TΣ−1S1,S1ΣS1,j
]2
− 2
kj
(µ
(1)
j − µ(0)j )Σj,S1Σ−1S1,S1(µ
(1)
S1
− µ(0)S1 ) +
1
kj
(µ
(1)
j − µ(0)j )2
= DL(S1) +
1
kj
[
Σj,S1Σ
−1
S1,S1
(µ
(1)
S1
− µ(0)S1 )− (µ
(1)
j − µ(0)j )
]2
,
which completes the proof.
Lemma 4 Denote DL(S) = (µ
(1)
S − µ(0)S )TΣ−1S,S(µ(1)S − µ(0)S ), then for S ⊇ S∗:
DL(S) = DL(S
∗).
Proof [Proof of Lemma 4] Let kj = Σj,j − Σj,S1Σ−1S1,S1ΣS1,j . Without loss of generality,
suppose elements in S∗ are the first |S∗| components of S, then we have
(i) Consider SFull = S ∪ {j}, j /∈ S∗, kj = Σj,j − Σj,S1Σ−1S1,S1ΣS1,j , then by Lemma 3:
DL(SFull) = DL(S) +
1
kj
[
Σj,SΣ
−1
S,S(µ
(1)
S − µ(0)S )− (µ(1)j − µ(0)j )
]2
.
On the other hand, by the sparsity condition, we know that(∗
0
)
= Σ−1(µ(1) − µ(0))
=
(
Σ−1S,S +
1
kj
Σ−1S,SΣS,jΣj,SΣ
−1
S,S − 1kj Σ
−1
S,SΣS,j
− 1kj Σj,SΣ
−1
S,S
1
kj
)(
µ
(1)
S − µ(0)S
µ
(1)
j − µ(0)j
)
,
implying that
Σj,SΣ
−1
S,S(µ
(1)
S − µ(0)S )− (µ(1)j − µ(0)j ) = 0.
This leads to DL(SFull) = DL(S).
(ii) By induction, removing components which do not belong to S∗ from SFull, we can
obtain the conclusion of Lemma 4.
Now let’s come back to the proof of Corollary 2.
(i) Denote DˆL(S) = (µˆ
(1)
S − µˆ(0)S )T Σˆ−1S,S(µˆ(1)S − µˆ(0)S ). By central limit theorem, it’s easy
to see that
||µˆ(r)S − µ(r)S ||2 = Op(n−1/2), r = 0, 1.
And by the proof of Theorem 1 in Bickel et al. (2008), for any subspace S with
|S| ≤ K, where K can be an arbitrary positive integer which is no larger than p, it
uniformly holds that
||ΣˆS,S − ΣS,S ||∞ ≤ K ·max
i,j
|Σˆi,j − Σi,j | ≤ Op
(
K
√
log p
n
)
.
42
RaSE: Random Subspace Ensemble Classification
Therefore, we have
||ΣˆS,S − ΣS,S ||2 ≤ √p||ΣˆS,S − ΣS,S ||∞ ≤ Op(n−1/2),
uniformly for all S since p is fixed here. Then by the sub-multiplicativity of the
operator norm, it holds that
||Σˆ−1S,S − Σ−1S,S ||2 = ||Σˆ−1S,S(ΣˆS,S − ΣS,S)Σ−1S,S ||2
≤ (||Σˆ−1S,S − Σ−1S,S ||2 + ||Σ−1S,S ||2) · ||Σ−1S,S ||2 · ||ΣˆS,S − ΣS,S ||2,
implying that
(1− ||ΣˆS,S − ΣS,S ||2 · ||Σ−1S,S ||2) · ||Σˆ−1S,S − Σ−1S,S ||2 ≤ ||ΣˆS,S − ΣS,S ||2 · ||Σ−1S,S ||22.
We then have
||Σˆ−1S,S − Σ−1S,S ||2 ≤ Op(n−1/2),
uniformly for all S as well. Then it’s easy to see that
||Σˆ−1S,S(µˆ(1)S − µˆ(0)S )− Σ−1S,S(µ(1)S − µ(0)S )||2
≤ ||Σˆ−1S,S − Σ−1S,S ||2 · ||µˆ(1)S − µˆ(0)S ||2 + ||Σ−1S,S ||2(||µˆ(1)S − µ(1)S ||2 + ||µˆ(0)S − µ(0)S ||2)
≤ Op(n−1/2).
Then we know that
DˆL(S)−DL(S) ≤ Op(n−1/2).
Then by Lemma 4, (I) holds.
(ii) For (II), consider SFull ⊇ S∗. By Lemma 4:
DL(SFull) = DL(S
∗) ≥ DL(S).
If “=” holds, we claim that S is the discriminative set.
In fact, let’s delete elements in SFull \ S one by one from SFull. Without loss of
generality, suppose SFull = S1 ∪{j}, j /∈ S. Denote kj = Σj,j −Σj,S1Σ−1S1,S1ΣS1,j , then
it’s apparent that
Σ−1(µ(1) − µ(0))
=
(
Σ−1S1,S1(µ
(1)
S1
− µ(0)S1 ) + 1kj Σ
−1
S1,S1
ΣS1,j [Σj,S1Σ
−1
S1,S1
(µ
(1)
S1
− µ(0)S1 )− (µ
(1)
j − µ(0)j )]
− 1kj [Σj,S1Σ
−1
S1,S1
(µ
(1)
S1
− µ(0)S1 )− (µ
(1)
j − µ(0)j )]
)
.
Since DL(S) = DL(S1) and due to Lemma 3, we know that
Σj,S1Σ
−1
S1,S1
(µ
(1)
S1
− µ(0)S1 )− (µ
(1)
j − µ(0)j ) = 0.
43
Tian and Feng
Then
Σ−1(µ(1) − µ(0)) =
(
Σ−1S1,S1(µ
(1)
S1
− µ(0)S1 )
0
)
.
Similarly, repeat this step for all the other elements in SFull \ S, and we will conclude
that the components of Σ−1(µ(1)−µ(0)) corresponding to SFull \S are all zero. Then
by Example 1, we know that the log-density ratio log
[
f (0)(x)
f (1)(x)
]
is the function of
xS , implying that S is a discriminative set. Since |S| ≤ |S∗|, S is also a minimal
discriminative set, which is contradicted with the uniqueness of S∗ or the definition
of the minimal discriminative set.
Therefore, CS := DL(S)−DL(S∗) > 0, which completes the proof.
B.2.2 QDA case: Σ(0) 6= Σ(1)
The analysis for this case will be more complicated. For the convenience, with any subspace
S, we denote
T (S) = Tr[((Σ
(1)
S,S)
−1 − (Σ(0)S,S)−1)(pi1Σ(1)S,S − pi0Σ(0)S,S)],
D(S) = (µ
(1)
S − µ(0)S )T [pi1(Σ(0)S,S)−1 + pi0(Σ(1)S,S)−1](µ(1)S − µ(0)S ),
M(S) = (pi1 − pi0)(log |Σ(1)S,S | − log |Σ(0)S,S |),
DQ(S) = T (S)−D(S) +M(S).
And their sample versions by MLEs are
Tˆ (S) = Tr
[
((Σˆ
(1)
S,S)
−1 − (Σˆ(0)S,S)−1)(pˆi1Σˆ(1)S,S − pˆi0Σˆ(0)S,S)
]
,
Dˆ(S) = (µˆ
(1)
S − µˆ(0)S )T
[
pˆi1(Σˆ
(0)
S,S)
−1 + pˆi0(Σˆ
(1)
S,S)
−1
]
(µˆ
(1)
S − µˆ(0)S ),
Mˆ(S) = (pˆi1 − pˆi0)(log |Σˆ(1)S,S | − log |Σˆ(0)S,S |),
DˆQ(S) = Tˆ (S)− Dˆ(S) + Mˆ(S).
Now let’s introduce the following lemma.
Lemma 5 For S = S1 ∪ {j}, k(r)j = Σ(r)j,j − Σ(r)j,S1(Σ
(r)
S1,S1
)−1Σ(r)S1,j , r = 0, 1, then:
T (S)− T (S1) = −
[
(Σ
(1)
S1,S1
)−1Σ(1)S1,j − (Σ
(0)
S1,S1
)−1Σ(0)S1,j
]T ( pi0
k
(0)
j
Σ
(0)
S1,S1
+
pi1
k
(1)
j
Σ
(1)
S1,S1
)
[
(Σ
(1)
S1,S1
)−1Σ(1)S1,j − (Σ
(0)
S1,S1
)−1Σ(0)S1,j
]
+ 1− pi0
k
(1)
j
· k(0)j −
pi1
k
(0)
j
· k(1)j , (31)
D(S)−D(S1) = pi1
k
(0)
j
[
Σ
(0)
j,S1
(Σ
(0)
S1,S1
)−1(µ(1)S1 − µ
(0)
S1
)− (µ(1)j − µ(0)j )
]2
+
pi0
k
(1)
j
[
Σ
(1)
j,S1
(Σ
(1)
S1,S1
)−1(µ(1)S1 − µ
(0)
S1
)− (µ(1)j − µ(0)j )
]2
, (32)
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M(S)−M(S1) = (pi1 − pi0) log
(
k
(1)
j
k
(0)
j
)
. (33)
Proof [Proof of Lemma 5] (32) is obvious due to Lemma 3. (33) is also obvious since
|Σ(r)S,S | = |Σ(r)S1,S1 | · |k
(r)
j |, r = 0, 1. Now let’s prove (31). It’s easy to see that
T (S) = Tr
[
(Σ
(1)
S,S)
−1 − (Σ(0)S,S)−1)(pi1Σ(1)S,S − pi0Σ(0)S,S)
]
= |S| − pi1Tr
[
(Σ
(0)
S,S)
−1Σ(1)S,S
]
− pi0Tr
[
(Σ
(1)
S,S)
−1Σ(0)S,S
]
. (34)
Because
(Σ
(r)
S,S)
−1
=
(Σ(r)S1,S1)−1 + 1k(r)j (Σ(r)S1,S1)−1Σ(r)S1,jΣ(r)j,S1(Σ(r)S1,S1)−1 − 1k(r)j (Σ(r)S1,S1)−1Σ(r)S1,j− 1kj Σ(r)j,S1(Σ(r)S1,S1)−1 1k(r)j
 (35)
for r = 0, 1, we have
Tr[(Σ
(1)
S,S)
−1Σ(0)S,S ]
= Tr
[
(Σ
(1)
S,S)
−1Σ(0)S,S +
1
k
(1)
j
(Σ
(1)
S1,S1
)−1Σ(1)S1,jΣ
(1)
j,S1
(Σ
(1)
S1,S1
)−1Σ(0)S1,S1 −
1
k
(1)
j
(Σ
(1)
S1,S1
)−1Σ(1)S1,jΣ
(0)
j,S1
]
− 1
k
(1)
j
Σ
(1)
j,S1
(Σ
(1)
S1,S1
)−1Σ(0)S1,j +
Σ
(0)
j,j
k
(1)
j
= Tr[(Σ
(1)
S,S)
−1Σ(0)S,S ] +
1
k
(1)
j
Σ
(1)
j,S1
(Σ
(1)
S1,S1
)−1Σ(0)S1,S1(Σ
(1)
S1,S1
)−1Σ(1)S1,j −
2
k
(1)
j
Σ
(1)
j,S1
(Σ
(1)
S1,S1
)−1Σ(0)S1,j
+
Σ
(0)
j,j
k
(1)
j
, (36)
where the last equality follows from the fact that Tr(AB) = Tr(BA) if A and B are square
matrices with the same dimension.
Similarly we have
Tr[(Σ
(0)
S,S)
−1Σ(1)S,S ]
= Tr[(Σ
(0)
S,S)
−1Σ(1)S,S ] +
1
k
(0)
j
Σ
(0)
j,S1
(Σ
(0)
S1,S1
)−1Σ(1)S1,S1(Σ
(0)
S1,S1
)−1Σ(0)S1,j −
2
k
(0)
j
Σ
(0)
j,S1
(Σ
(0)
S1,S1
)−1Σ(1)S1,j
+
Σ
(1)
j,j
k
(0)
j
. (37)
Combining (34), (36), (37), the fact that Σ
(r)
j,j = k
(r)
j + Σ
(r)
j,S1
(Σ
(r)
S1,S1
)−1Σ(r)S1,j , r = 0, 1, and
T (S1) = |S| − 1− pi1Tr[(Σ(0)S,S)−1Σ(1)S,S ]− pi0Tr[(Σ(1)S,S)−1Σ(0)S,S ], (31) is obtained.
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Now we come back to the proof of Corollary 2. First let’s calculate the convergence rate
of DˆQ(S) to DQ(S). Similar to the analysis for the LDA case, we have
||Σˆ(r)S,S − Σ(r)S,S ||2 ≤ Op(n−1/2), r = 0, 1,
||(Σˆ(r)S,S)−1 − (Σ(r)S,S)−1||2 ≤ Op(n−1/2), r = 0, 1,
for all S. And by Hoeffding’s inequality and central limit theorem:
||µˆ(r)S − µ(r)S ||2 = Op(n−1/2), r = 0, 1,
pˆir = pir + op(n
−1/2), r = 0, 1.
Then it holds that
|Tˆ (S)− T (S)|
=
∣∣∣Tr [((Σˆ(1)S,S)−1 − (Σˆ(0)S,S)−1)(pˆi1Σˆ(1)S,S − pˆi0Σˆ(0)S,S)]
−Tr
[
((Σ
(1)
S,S)
−1 − (Σ(0)S,S)−1)(pi1Σ(1)S,S − pi0Σ(0)S,S)
]∣∣∣
≤ p||((Σˆ(1)S,S)−1 − (Σˆ(0)S,S)−1)(pˆi1Σˆ(1)S,S − pˆi0Σˆ(0)S,S)− ((Σ(1)S,S)−1 − (Σ(0)S,S)−1)(pi1Σ(1)S,S − pi0Σ(0)S,S)||2
≤ p||(Σˆ(1)S,S)−1 − (Σˆ(0)S,S)−1||2 · ||(pˆi1Σˆ(1)S,S − pˆi0Σˆ(0)S,S)− (pi1Σ(1)S,S − pi0Σ(0)S,S)||2
+ p||((Σˆ(1)S,S)−1 − (Σˆ(0)S,S)−1)− ((Σ(1)S,S)−1 − (Σ(0)S,S)−1)||2 · ||pi1Σ(1)S,S − pi0Σ(0)S,S ||2
≤ Op(n−1/2). (38)
Denote λi(A) as the i-th largest eigenvalue of matrix A, then
| log |Σˆ(r)S,S | − log |Σ(r)S,S || ≤
|S|∑
i=1
∣∣∣∣∣∣log
λi(Σˆ(r)S,S)
λi(Σ
(r)
S,S)
∣∣∣∣∣∣
=
|S|∑
i=1
∣∣∣∣∣∣
λi(Σˆ(r)S,S)
λi(Σ
(r)
S,S)
− 1
+ o
λi(Σˆ(r)S,S)
λi(Σ
(r)
S,S)
− 1
∣∣∣∣∣∣
≤
|S|∑
i=1
|λi(Σˆ(r)S,S)− λi(Σ(r)S,S)|
|λi(Σ(r)S,S)|
+ o(|λi(Σˆ(r)S,S)− λi(Σ(r)S,S)|).
Then by Weyl’s inequality, we have
|λi(Σˆ(r)S,S)− λi(Σ(r)S,S)| ≤ min(|λ|S|(Σˆ(r)S,S − Σ(r)S,S)|, |λ1(Σˆ(r)S,S − Σ(r)S,S)|)
≤ ||Σˆ(r)S,S − Σ(r)S,S)||2
≤ Op(n−1/2),
which leads to
| log |Σˆ(r)S,S | − log |Σ(r)S,S || ≤ Op(n−1/2).
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Then
|Mˆ(S)−M(S)|
= |(pˆi1 − pˆi0)(log |Σˆ(1)S,S | − log |Σˆ(0)S,S |)− (pi1 − pi0)(log |Σ(1)S,S | − log |Σ(0)S,S |)|
≤ |pˆi1 − pˆi0| ·
1∑
r=0
| log |Σˆ(r)S,S | − log |Σ(r)S,S ||+
1∑
r=0
|pˆir − pir| · | log |Σ(1)S,S | − log |Σ(0)S,S ||
≤ Op(n−1/2). (39)
Finally, similar to the analysis in Appendix B.2.1, it’s easy to get
|Dˆ(S)−D(S)| ≤ Op(n−1/2). (40)
Therefore by (38), (39) and (40), we have
DˆQ(S)−DQ(S) = Op(n−1/2). (41)
Now let’s analyze DQ(S).
(i) Consider full feature space SFull ⊇ S∗. Let’s remove one feature which does not belong
to S∗ from SFull. Again, without loss of generality (in fact, we can always switch this
feature with the last one), suppose we are removing the last feature j.
By sparsity:
(Σ(1))−1µ(1) − (Σ(0))−1µ(0) =
(∗
0
)
,
(Σ(1))−1 − (Σ(0))−1 =
( ∗ 0
0T 0
)
.
Plugging (35) into above and by simplification we can obtain that
k
(0)
j = k
(1)
j , (42)
(Σ
(0)
S1,S1
)−1Σ(0)S1,j = (Σ
(1)
S1,S1
)−1Σ(1)S1,j , (43)
Σ
(0)
j,S1
(Σ
(0)
S1,S1
)−1(µ(1)S1 − µ
(0)
S1
)− (µ(1)j − µ(0)j ) = 0 (44)
Σ
(1)
j,S1
(Σ
(1)
S1,S1
)−1(µ(1)S1 − µ
(0)
S1
)− (µ(1)j − µ(0)j ) = 0. (45)
By Lemma 5, T (SFull) = T (S1), D(SFull) = D(S1),M(SFull) = M(S1), implying that
DQ(SFull) = DQ(S1). Besides, this also implies that
(Σ(1))−1µ(1) − (Σ(0))−1µ(0) =
(
(Σ
(1)
S1,S1
)−1µ(1)S1 − (Σ
(0)
S1,S1
)−1µ(0)S1
0
)
,
(Σ(1))−1 − (Σ(0))−1 =
(
(Σ
(1)
S1,S1
)−1 − (Σ(0)S1,S1)−1 0
0T 0
)
.
By induction, it can be seen that for all subspace S ⊇ S∗, DQ(S) = DQ(S∗). Com-
bined with (41), (I) holds.
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(ii) For S = S1 ∪ {j}, by Lemma 5, we have
DQ(S)−DQ(S1)
= −
[
(Σ
(1)
S1,S1
)−1Σ(1)S1,j − (Σ
(0)
S1,S1
)−1Σ(0)S1,j
]T ( pi0
k
(0)
j
Σ
(0)
S1,S1
+
pi1
k
(1)
j
Σ
(1)
S1,S1
)
[
(Σ
(1)
S1,S1
)−1Σ(1)S1,j − (Σ
(0)
S1,S1
)−1Σ(0)S1,j
]
− pi1
k
(0)
j
[
Σ
(0)
j,S1
(Σ
(0)
S1,S1
)−1(µ(1)S1 − µ
(0)
S1
)− (µ(1)j − µ(0)j )
]2
− pi0
k
(1)
j
[
Σ
(1)
j,S1
(Σ
(1)
S1,S1
)−1(µ(1)S1 − µ
(0)
S1
)− (µ(1)j − µ(0)j )
]2
+ 1 + (pi1 − pi0) log
(
k
(1)
j
k
(0)
j
)
− pi0
k
(1)
j
· k(0)j −
pi1
k
(0)
j
· k(1)j . (46)
Then since −pi0 log
(
k
(1)
j
k
(0)
j
)
= pi0 log
(
k
(0)
j
k
(1)
j
)
≤ pi0
(
k
(0)
j
k
(1)
j
− 1
)
and pi1 log
(
k
(1)
j
k
(0)
j
)
≤
pi1
(
k
(1)
j
k
(0)
j
− 1
)
, we have
1 + (pi1 − pi0) log
(
k
(1)
j
k
(0)
j
)
− pi0
k
(1)
j
· k(0)j −
pi1
k
(0)
j
· k(1)j
≤ 1 + pi0
(
k
(0)
j
k
(1)
j
− 1
)
+ pi1
(
k
(1)
j
k
(0)
j
− 1
)
− pi0
k
(1)
j
· k(0)j −
pi1
k
(0)
j
· k(1)j
≤ 0,
implying that
DQ(S) ≤ DQ(S1). (47)
For subspace S which satisfies S \ S∗ 6= ∅, |S| ≤ |S∗|, we denote S˜ = S∗ \ S, S¯ =
S ∪ S˜ ⊇ S∗. By (I), DQ(S¯) = DQ(S∗). Now let’s remove elements of S˜ from S¯ one by
one. Suppose S¯ = S1 ∪ {j}. If DQ(S∗) = DQ(S¯) = DQ(S), then from (47), we obtain
DQ(S¯) = DQ(S1). From (46), we can see that when the “=” holds, (42), (43), (44)
and (45) hold as well. Then it leads to
(Σ
(1)
S¯,S¯
)−1µ(1)
S¯
− (Σ(0)
S¯,S¯
)−1µ(0)
S¯
=
(
(Σ
(1)
S1,S1
)−1µ(1)S1 − (Σ
(0)
S1,S1
)−1µ(0)S1
0
)
,
(Σ
(1)
S¯,S¯
)−1 − (Σ(0)
S¯,S¯
)−1 =
(
(Σ
(1)
S1,S1
)−1 − (Σ(0)S1,S1)−1 0
0T 0
)
.
By Example 2, the log-density ratio only depends on S1. Therefore due to Proposition
1, S1 is also a discriminative set. By induction, eventually we will get the conclusion
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that S is a discriminative set but since |S| ≤ |S∗|, S should be the minimal discrim-
inative set instead of S∗, which contradicts with the uniqueness or the definition of
the minimal discriminative set. Therefore CS := DQ(S
∗) −DQ(S) > 0. Considering
(41), (II) holds, which completes the proof.
B.3 Proof of Theorem 6
When Σ(0) = Σ(1), applying LDA model, we have:
(i) For subset S ⊇ S∗, S 6= S∗, since cn = ω(n−1/2), by Corollary 2, we have
P(RICn(S∗) < RICn(S)) = P(DˆL(S∗)− DˆL(S) > 0.5cn(deg(S∗)− deg(S)))→ 1.
(ii) For S \ S∗ 6= ∅, |S| ≤ |S∗|, also by Corollary 2, since cn = o(1):
P(RICn(S∗) < RICn(S)) = P(DˆL(S∗)− DˆL(S) > 0.5cn(deg(S∗)− deg(S)))→ 1
(iii) For S \S∗ 6= ∅, |S| > |S∗|, by Lemma 4, suppose S¯ = S ∪ (S∗ \S), then we know that
DL(S¯) = DL(S
∗) ≥ DL(S). This implies that
RICn(S)− RICn(S∗) = −1
2
[DL(S)−DL(S∗)] + cn(deg(S)− deg(S∗)) +Op(n−1/2)
> 0,
with high probability when n is large. This is equivalent to that P(RICn(S∗) <
RICn(S))→ 1.
By (i)-(iii), we get this theorem immediately.
When Σ(0) 6= Σ(1), we can derive the same conclusion similarly. The proof is omitted.
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