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Abstract. Given complex numbers m1 , l1 and nonnegative integers m2 , l2 , such that
m1 +m2 = l1 + l2 , for any a, b = 0, . . . ,min(m2 , l2) we define an l2 -dimensional Barnes
type q-hypergeometric integral Ia,b(z, µ;m1,m2, l1, l2) and an l2-dimensional hypergeo-
metric integral Ja,b(z, µ;m1,m2, l1, l2) . The integrals depend on complex parameters z
and µ . We show that Ia,b(z, µ;m1,m2, l1, l2) equals Ja,b(e
µ, z ; l1, l2,m1,m2) up to an
explicit factor, thus establishing an equality of l2-dimensional q-hypergeometric and m2
dimensional hypergeometric integrals. The identity is based on the (glk , gln) duality for
the qKZ and dynamical difference equations.
1. Introduction
1.1. q-Hypergeometric integrals. Let κ be a positive number. Let m1, l1 be com-
plex numbers and m2, l2 nonnegative integers such that
m1 + m2 = l1 + l2 .
We say that an integer a is admissible with respect to m2, l2 if
0 6 a 6 min(m2, l2) .
For a pair of admissible numbers a, b we define a function Ia,b(z, µ;m1, m2, l1, l2)
of complex variables z, µ . The function is defined as an l2-dimensional Barnes type
q-hypergeometric integral:
Ia,b(z, µ;m1, m2, l1, l2) =(1.1)
=
∫
δl2 (z ;m1,m2)
Φl2(t, z, µ;m1, m2)wl2−a,a(t, z ;m1, m2)Wl2−b,b(t, z ;m1, m2) dt
l2 .
Here t = (t1, . . . , tl2) and dt
l2 = dt1 . . . dtl2 . The functions Φl2(t, z, µ;m1, m2) , wl2−a,a(t,
z ;m1, m2) and Wl2−b,b(t, z ;m1, m2) are defined below. The l2-dimensional integration
contour δl2(z ;m1, m2) lies in C
l2 and is also defined below.
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The q-master function Φl is defined by the formula
Φl(t1, . . . , tl, z, µ;m1, m2) =
= exp
(
µ
l∑
u=1
tu/κ
) l∏
u=1
Γ(tu/κ) Γ
(
(tu− z)/κ
)
Γ
(
(tu+m1)/κ
)
Γ
(
(tu− z +m2)/κ
) ∏
16u<v6l
Γ
(
(tu− tv+ 1)/κ
)
Γ
(
(tu− tv − 1)/κ
) .
The rational weight function wl−a,a is defined by the formula
wl−a,a(t1, . . . , tl, z ;m1, m2) =
∏
16u<v6l
tu− tv
tu− tv − 1
l∏
u=1
1
tu+m1
×
× Sym
[ l∏
u=l−a+1
tu
tu− z +m2
∏
16u<v6l
tu− tv − 1
tu− tv
]
where Sym f(t1, . . . , tl) =
∑
σ∈Sl
f(tσ1 , . . . , tσl) . The trigonometric weight function Wl−b,b
is defined by the formula
Wl−b,b(t1, . . . , tl, z ;m1, m2) =
∏
16u<v6l
sin
(
pi(tu− tv)/κ
)
sin
(
pi(tu− tv − 1)/κ
) l∏
u=1
e−πitu/κ
sin
(
pi(tu+m1)/κ
) ×
× Sym
[ l∏
u=l−b+1
eπiz/κ sin(pitu/κ)
sin
(
pi(tu− z +m2)/κ
) ∏
16u<v6l
sin
(
pi(tu− tv− 1)/κ
)
sin
(
pi(tu− tv)/κ
) ] .
Integral (1.1) is defined for 0 < Im µ < 2pi . With respect to other parameters we
define integral (1.1) by analytic continuation from the region where m1, m2 are complex
numbers with negative real parts and Re z = 0. In that case we put
δl(z ;m1, m2) = { (t1, . . . , tl) ∈ C
l | Re tu = ε , u = 1, . . . , l }
where ε is a positive number less than min(−Re m1 ,−Re m2) . In the considered region
of parameters the integrand in (1.1) is well defined on δl2(z ;m1, m2) for any a, b , the
integral is convergent and gives a meromorphic function of z,m1, m2 , see [TV1]. It is
also known that Ia,b(z, µ;m1, m2, l1, l2) can be analytically continued to a nonnegative
integer value of m2 , if a, b are admissible with respect to m2, l2 at that point, and the
analytic continuation is given by the integral over a suitable deformation of the imaginary
plane { (t1, . . . , tl2) ∈ C
l2 | Re tu = 0, u = 1, . . . , l2 } , see [MuV].
Remark. There is an alternative way to describe the integrand of integral (1.1), again
writing it down as a product of three factors. Namely, consider the functions
Ξ l(t1, . . . , tl, z, µ;m1, m2) = (−piκ)
−l(l+3)/2 exp
(
(µ− pii)
l∑
u=1
tu/κ
)
×
×
l∏
u=1
Γ(tu/κ) Γ
(
−(m1+ tu)/κ
)
Γ
(
(tu− z)/κ
)
Γ
(
(z −m2 − tu)/κ
)
×
×
∏
16u<v6l
(tu− tv) sin
(
pi(tu− tv)/κ
)
Γ
(
(tu− tv + 1)/κ
)
Γ
(
(tv− tu+ 1)/κ
)
,
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pl−a,a(t1, . . . , tl, z ;m2) = Sym
[ l−a∏
u=1
(tu− z +m2)
l∏
u=l−a+1
tu
∏
16u<v6l
tu− tv − 1
tu− tv
]
,
Pl−b,b(t1, . . . , tl, z ;m2) = exp
(
piibz/κ
)
×
× Sym
[ l−b∏
u=1
sin
(
pi(tu− z +m2)/κ
) l∏
u=l−b+1
sin(pitu/κ)
∏
16u<v6l
sin
(
pi(tu− tv− 1)/κ
)
sin
(
pi(tu− tv)/κ
) ] .
Then
Φl2(t, z, µ;m1, m2)wl2−a,a(t, z ;m1, m2)Wl2−b,b(t, z ;m1, m2) =
= Ξl2(t, z, µ;m1, m2) pl2−a,a(t, z ;m2)Pl2−b,b(t, z ;m2) .
In this description of the integrand the function Ξl is such that it contains all the poles
of the integrand and has no zeros anywhere but on the shifted diagonals: (tu− tv) ∈ κZ ,
the functions pl−a,a are polynomials in t1, . . . , tl, z,m2 , and the functions Pl−b,b are
trigonometric polynomials in t1, . . . , tl, z,m2 .
1.2. Hypergeometric integrals. Let κ be a positive number. Let m1, l1 be complex
numbers and m2, l2 nonnegative integers such that
m1 + m2 = l1 + l2 .
For a pair of admissible numbers a, b we define a function Ja,b(z, µ;m1, m2, l1, l2) of
complex variables z, µ . The function is defined as an l2-dimensional hypergeometric
integral:
(1.2) Ja,b(z, µ;m1, m2, l1, l2) =
∫
γl2−b,b(z)
Ψl2(t, z, µ;m1, m2) gl2−a,a(t, z) dt
l2 .
Here t = (t1, . . . , tl2) , dt
l2 = dt1 . . . dtl2 . The functions Ψl2(t, z, µ;m1, m2) and gl2−a,a(t,
z) are defined below. The l2-dimensional integration contour γl2−b,b(z) lies in C
l2 and
is also defined below.
The master function Ψl is defined by the formula
Ψl(t1, . . . , tl, z, µ;m1, m2) =
=
l∏
u=1
t(µ+m1+m2−2l+1)/κu (1− tu)
−m1/κ (z − tu)
−m2/κ
∏
16u<v6l
(tu− tv)
2/κ .
The weight function gl−a,a is defined by the formula
gl−a,a(t1, . . . , tl, z) = Sym
[ l−a∏
u=1
1
1− tu
l∏
u=l−a+1
1
z − tu
]
.
We define the integral in (1.2) by analytic continuation from the region
(1.3) z 6= 0 , 0 < arg z < 2pi , Re µ≪ 0 .
In that region the integration contour γl−b,b(z) is shown in the picture.
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Picture 1. Integration contour γl−b,b(z) .
It has the form γl−b,b(z) = { (t1, . . . , tl) ∈ C
l | tu ∈ Cu , u = 1, . . . , l } . Here Cu , u = 1,
. . . , l , are non-intersecting oriented loops in C . The first b loops start at infinity in
the direction of z , go around z , and return to infinity in the same direction. For
1 6 u < v 6 b the loop Cu lies inside the loop Cv . The last l − b loops start at infinity
in the real positive direction, go around 1 , and return to infinity in the same direction.
For b+ 1 6 u < v 6 l the loop Cu lies inside the loop Cv .
If z, µ are in region (1.3), we fix a univalued branch of the master function Ψl over
γl−b,b(z) by fixing the arguments of all its factors. Namely, we assume that at the point
of γl−b,b(z) where all numbers t1/z , . . . , tb/z , tb+1 , . . . , tl belong to (0 , 1) we have
arg tu ∈ [0 , 2pi) , arg(1− tu) ∈ (−pi, pi) , arg(z − tu) ∈ (0 , 2pi) , arg(tu− tv) ∈ [0 , 2pi) ,
for u = 1, . . . , l , v = u+ 1, . . . , l . Integral (1.2) is convergent in region (1.3).
1.3. Main result.
Theorem 1. Let κ be a generic positive number. Let m1, l1 be complex numbers and
m2, l2 nonnegative integers, such that m1 +m2 = l1 + l2 . Let 0 < Im µ < 2pi . Then for
any a, b = 1, . . . ,min(m2 , l2) we have
Cb(m1, m2, l1, l2) Ia,b(z, µ;m1, m2, l1, l2) =(1.4)
= Db(m1, m2, l1, l2)Eb(l1, l2)X(z ;m1, m2) Y (µ;m1, m2, l1, l2) Ja,b(e
µ, z ; l1, l2, m1, m2)
where
Cb(m1, m2, l1, l2) =
(2pii)−l2
l2! (l2 − b)! b!
l2−b−1∏
j=0
sin
(
pi(m1 − j)/κ
) b−1∏
j=0
sin
(
pi(m2 − j)/κ
)
×
×
l2−1∏
j=0
Γ(1 + 1/k)Γ
(
1 + (m1 − j)/κ
)
Γ
(
1 + (j + 1)/κ
) ,
Db(m1, m2, l1, l2) = (2i)
−m2
m2−b−1∏
j=0
1
sin
(
pi(j + 1)/κ
) b−1∏
j=0
1
sin
(
pi(j + 1)/κ
) ×
×
m2−1∏
j=0
Γ
(
1 + (l1 − j)/κ
)
Γ(−1/κ)Γ
(
1 + (j + 1)/κ
) ,
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Eb(l1, l2) = exp
(
pii(b2 − (b − l2)(l1 + l2)− l2(l2 − 1)/2)/κ
)
,
(1.5) X(t;m1, m2) =
m2−1∏
j=0
Γ
(
(j −m1 − t)/κ
)
Γ
(
(j + 1− t))/κ
) ,
(1.6) Y (µ;m1, m2, l1, l2) = e
µl2(l2−2m1−1)/2κ (1− eµ)(l1+1)l2/κ , arg(1− eµ) ∈ (−pi, pi) .
Remark. There is a similar theorem establishing an equality of suitable hypergeometric
integrals of different dimensions, see [TV4]. The factor Db(m1, m2, l1, l2) in the present
paper corresponds to the normalization factor Cb(l1, l2, m1, m2) in [TV4] and contains
the same product of sines and gamma-functions.
Example. Let m2 = l2 = 1. In this case formula (1.4) becomes the classical equality
of two integral representations of the Gauss hypergeometric function 2F1 . For instance,
if a = b = 0, then taking α = −m1/κ , β = −(z +m1)/κ , γ = (1− z −m1)/κ , after
simple transformations one gets:
1
2pii
+i∞−ε∫
−i∞−ε
es(µ−πi) Γ(−s)Γ(s+ α)
Γ(s+ β)
Γ(s+ γ)
ds =
= (1− eµ)γ−α−β
Γ(β)
Γ(γ − α)
+∞∫
1
tβ (t− 1)α−1 (t− eµ)β−γ dt =
=
Γ(β)
Γ(γ − α)
1∫
0
uα−1 (1− u)γ−α−1 (1− ueµ)−β du =
Γ(α)Γ(β)
Γ(γ)
2F1(α, β ; γ ; e
µ) .
Here it is assumed that Re γ > Re α > 0 , Re β > 0 and 0 < ε < min(Re α,Re β) . The
second equality is obtained by the change of integration variable u = (t− 1)/(t− eµ) .
Theorem 1 claims that an l2-dimensional q-hypergeometric integral equals an m2
dimensional hypergeometric integral up to an explicit factor. Note that in the first
integral the numbers m1, m2 are shifts of arguments of the gamma-functions entering
its q-master function, while in the second integral m2 is its dimension and m1 is not
present explicitly.
It is well known that studying asymptotics of integrals with respect to their dimension
is an interesting problem appearing, for instance, in the theory of orthogonal polyno-
mials and in matrix models. The duality of the theorem allows us to study asymp-
totics of integrals with respect to their dimension. Namely, assume that in the 4-tuple
(m1, m2, l1, l2) the nonnegative integer l2 tends to infinity while the numbers m1 and
m2 remain fixed. Then Ia,b(z, µ;m1, m2, l1, l2) is a q-hypergeometric integral of grow-
ing dimension l2 , whose master function has fixed shifts m1, m2 . At the same time,
Ja,b(e
µ, z ; l1, l2, m1, m2) is a hypergeometric integral of the fixed dimension m2 , whose
master function has growing exponents l1, l2 . The asymptotics of Ja,b(e
µ, z ; l1, l2, m1, m2)
can be calculated using the steepest descent method. An example of such calculation is
given in [TV4].
6 V.TARASOV AND A.VARCHENKO
Similarly one can assume that in the 4-tuple (m1, m2, l1, l2) the nonnegative integer
m2 tends to infinity while the numbers l1 and l2 are fixed. Then Ja,b(e
µ, z ; l1, l2, m1, m2)
is a hypergeometric integral of growing dimension m2 , whose master function has fixed
exponents l1, l2 . On the other hand, Ia,b(z, µ;m1, m2, l1, l2) is a q-hypergeometric inte-
gral of the fixed dimension l2 , whose master function has growing shifts m1, m2 . The
asymptotics of Ia,b(z, µ;m1, m2, l1, l2) in principle can be calculated using the Stirling
formula for asymptotics of the gamma-function.
To prove Theorem 1 we show that the matrices:
(1.7)
(
Ia,b(z, µ;m1, m2, l1, l2)
)
06a,b6min(m2,l2)
and
X(z ;m1, m2)
(
Ja,b(e
µ, z ; l1, l2, m1, m2)
)
06a,b6min(m2,l2)
satisfy the same system of first order linear difference equations with respect to z , see
Corollary 4 and Theorems 5, 7. Studying asymptotics of those matrices as Re z → −∞
allows us to compute the connection matrix, thus proving Theorem 1.
The fact that both matrices satisfy the same system of difference equations is based
on the duality of the qKZ and dynamical equations for glk and gln [TV3], which is a
generalization of the duality between the rational differential KZ and dynamical equa-
tions observed in [TL]. Namely, in [TV2] a system of dynamical difference equations was
introduced. It is proved there that the dynamical difference equations are compatible
with the trigonometric KZ differential equations. In [MV] hypergeometric solutions of
the trigonometric KZ and dynamical difference equations were presented. On the other
hand, q-hypergeometric solutions of the rational qKZ difference equations equations
were constructed in [TV1]. It was shown in [TV3] that the system of dynamical differ-
ence equations for glk and the system of rational qKZ equations for gln are naturally
transformed into each other under the (glk , gln) duality. In this way one gets two sets
of solutions of the same system of equations, and in principle, these two sets of solutions
can be identified. Theorem 1 is a realization of this idea for the case of k = n = 2. We
will discuss the case of an arbitrary pair k, n in a separate paper.
Let us make an additional remark. In [TV3] it was introduced a system of dynamical
differential equations which is transformed under the (glk , gln) duality to the trigono-
metric KZ differential equations. It is proved in [TV5] that the dynamical differential
equations are compatible with the rational qKZ difference equations. It is shown in
[TV6] that the q-hypergeometric solutions of the qKZ equations satisfy the dynamical
differential equations. In the present case of k = n = 2 this means that the matrices
(1.7) and
(1.8) Y (µ;m1, m2, l1, l2)
(
Ja,b(e
µ, z ; l1, l2, m1, m2)
)
06a,b6min(m2,l2)
satisfy the same system of first order linear differential equations with respect to µ .
Therefore, the connection matrix of (1.7) and (1.8) does not depend on µ , which agrees
with formula (1.4). Other factors in (1.4) also have natural explanation in terms of the
q-deformation of the (glk , gln) duality.
The rest of the paper is as follows. In Section 2 we discuss the (gl2 , gl2) duality for the
qKZ and dynamical equations. In Section 3 we describe their hypergeometric solutions
and prove Theorem 1. In Section 4 we give some facts about the dynamical differential
equations.
The authors thank Y.Markov for useful discussions.
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2. The (gl2 , gl2) duality for KZ and dynamical equations
In this section we follow the exposition in [TV3].
2.1. The trigonometric KZ and associated dynamical difference equations. Let
Eij , i, j = 1, 2 , be the standard generators of the Lie algebra gl2 . Let h = C ·E11⊕C ·E22
be the Cartan subalgebra, while E12 and E21 are respectively the positive and negative
root vectors.
The trigonometric r-matrix r(z) ∈ gl⊗22 is defined by the formula
r(z) =
1
z − 1
(
(z + 1)(E11 ⊗E11 + E22 ⊗E22)/2 + zE12 ⊗E21 + E21 ⊗E12
)
Fix a non-zero complex number κ . The trigonometric Knizhnik-Zamolodchikov (KZ)
operators ∇1 , . . . ,∇n are the following differential operators with coefficients in U(gl2)
⊗n
acting on functions of complex variables z1, . . . , zn, λ1, λ2 :
(2.1) ∇a(z1, . . . , zn, λ1, λ2) = κza
∂
∂za
−
2∑
i=1
(
λi −
1
2
n∑
b=1
E
(b)
ii
)
E
(a)
ii −
n∑
b=1
b6=a
r(za/zb)
(ab)
.
Here E
(b)
ii = 1 ⊗ . . . ⊗ Eii
b-th
⊗ . . . ⊗ 1 , and the meaning of r(za/zb)
(ab)
is similar. It is
known that the operators ∇1 , . . . ,∇n pairwise commute.
Let V1, . . . , Vn be gl2-modules. The trigonometric KZ equations for a function U(z1,
. . . , zn, λ1, λ2) with values in V1 ⊗ . . .⊗ Vn are
(2.2) ∇a(z1, . . . , zn, λ1, λ2)U(z1, . . . , zn, λ1, λ2) = 0 , a = 1, . . . , n .
Let Tu be the difference operator acting on functions f(u) by the formula
(Tuf)(u) = f(u+ κ) .
Introduce a series B(t) depending on a complex variable t :
B(t) = 1 +
∞∑
s=1
Es21E
s
12
s∏
j=1
1
j (t− E11 + E22 − j)
.
For any gl2-module V with a locally nilpotent action of E12 and finite-dimensional
weight subspaces the series B(t) has a well-defined action in any weight subspace V [µ] ⊂
V as a rational End
(
V [µ]
)
-valued function of t .
Let V1, . . . , Vn be gl2-modules as above. Introduce the dynamical difference operators
Q1 , Q2 acting on V1 ⊗ . . .⊗ Vn -valued functions of complex variables z1, . . . , zn, λ1, λ2
by the formulae
Q1(z1, . . . , zn, λ1, λ2) =
(
B(λ1 − λ2)
)−1 n∏
a=1
z−E
(a)
11
a Tλ1 ,(2.3)
Q2(z1, . . . , zn, λ1, λ2) =
n∏
a=1
z−E
(a)
22
a B(λ1 − λ2 − κ) Tλ2 .
One can see that the operators Q1 , Q2 commute.
Proposition 2 ([TV2]). One has [∇a , Qi ] = 0 for all a = 1, . . . , n and i = 1, 2 .
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The dynamical difference equations associated with the trigonometric KZ equations
for a function U(z1, . . . , zn, λ1, λ2) with values in V1 ⊗ . . .⊗ Vn are
(2.4) Qi(z1, . . . , zn, λ1, λ2)U(z1, . . . , zn, λ1, λ2) = U(z1, . . . , zn, λ1, λ2) , i = 1, 2 .
The trigonometric KZ and dynamical difference operators preserve the weight decom-
position of V1 ⊗ . . . ⊗ Vn . Thus the KZ and dynamical equations can be considered as
equations for a function U(z1, . . . , zn, λ1, λ2) taking values in a given weight subspace of
V1 ⊗ . . .⊗ Vn .
2.2. The qKZ equations. Let V,W be irreducible highest weight gl2-modules with
highest weight vectors v, w , respectively. There is a unique rational function RVW (t)
taking values in End(V ⊗W ) such that
[
RVW (t) , g ⊗ 1 + 1⊗ g
]
= 0 for any g ∈ gl2 ,
RVW (t)
(
E21⊗E11+E22⊗E21+ tE21⊗1
)
=
(
E11⊗E21+E21⊗E22+ tE21⊗1
)
RVW (t) ,
RVW (t) v ⊗ w = v ⊗ w .
The function RVW (t) is called the rational R-matrix for the tensor product V ⊗W . It
comes from the representation theory of the Yangian Y (gl2) .
Let V1, . . . , Vn be irreducible highest weight gl2-modules. Introduce the qKZ difference
operators Z1, . . . , Zn acting on V1 ⊗ . . .⊗ Vn -valued functions of complex variables z1,
. . . , zn, λ1, λ2 by the formula
Za(z1, . . . , zn, λ1, λ2) =
(
Ran(za− zn) . . .Ra,a+1(za− za+1)
)−1
×(2.5)
× λ
−E
(a)
11
1 λ
−E
(a)
22
2 R1a(z1 − za− κ) . . . Ra−1,a(za−1 − za− κ) Tza .
These operators are called the qKZ operators . It is known that they pairwise commute
[FR]. The difference equations
(2.6) Za(z1, . . . , zn, λ1, λ2)U(z1, . . . , zn, λ1, λ2) = U(z1, . . . , zn, λ1, λ2) , a = 1, . . . , n ,
for a V1 ⊗ . . .⊗ Vn-valued function U(z1, . . . , zn, λ1, λ2) are called the qKZ equations .
The qKZ operators preserve the weight decomposition of V1⊗ . . .⊗Vn . Thus the qKZ
and dynamical differential equations can be considered as equations for a function U(z1,
. . . , zn, λ1, λ2) taking values in a given weight subspace of V1 ⊗ . . .⊗ Vn .
2.3. The duality. For a complex number m , denote Mm the Verma module over gl2
with highest weight (m, 0) and highest weight vector vm . The vectors E
d
2,1vm , d ∈ Z>0 ,
form a basis in Mm .
For a non-negative integer m , denote Lm the irreducible gl2 -module with highest
weight (m, 0) and highest weight vector vm . The vectors E
d
2,1vm , d = 0, . . . , m , form a
basis in Lm .
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Let m1, l1 be complex numbers and m2, l2 non-negative integers such that m1 +m2 =
l1 + l2 . Consider the weight subspace (Mm1⊗ Lm2)[l1 , l2] of the tensor product Mm1⊗ Lm2 .
The weight subspace has a basis
(2.7) F a(m1, m2, l1, l2) =
1
(l2 − a)! a!
El2−a2,1 vm1 ⊗ E
a
2,1vm2 , a = 0, . . . ,min(m2, l2) .
There is a linear isomorphism
ϕ : (Mm1 ⊗ Lm2)[l1 , l2] → (Ml1 ⊗ Ll2)[m1, m2] ,(2.8)
F a(m1, m2, l1, l2) 7→ F
a(l1, l2, m1, m2) .
Theorem 3 ([TV3]). The isomorphism ϕ transforms the qKZ operators acting in
(Mm1⊗Lm2)[l1 , l2] into the dynamical difference operators acting in (Ml1⊗Ll2)[m1, m2] .
More precisely, we have
ϕ Z1(z1, z2, λ1, λ2) =
(
G(z1 − z2;m1, m2)
)−1
Q1(λ1, λ2, z1, z2) ϕ ,
ϕ Z2(z1, z2, λ1, λ2) = G(z1 − z2 − κ;m1, m2)Q2(λ1, λ2, z1, z2) ϕ ,
where
G(t;m1, m2) =
m2−1∏
j=0
t+ j −m1
t + j + 1
.
Let S(t) be any solution of the equation
S(t+ κ) = G(t;m1, m2)S(t) .
For instance, one of solutions is given by S(t) = X(−t;m1, m2) , cf. (1.5).
Corollary 4. Let an (Ml1 ⊗ Ll2)[m1, m2]-valued function U(z1, z2, λ1, λ2) solve the dy-
namical difference equations :
Qa(z1, z2, λ1, λ2)U(z1, z2, λ1, λ2) = U(z1, z2, λ1, λ2) , a = 1, 2 .
Then the (Mm1 ⊗ Lm2)[l1 , l2]-valued function
U˜(z1, z2, λ1, λ2) = S(z1 − z2)ϕ
−1
(
U(λ1, λ2, z1, z2)
)
solves the qKZ equations :
Za(z1, z2, λ1, λ2) U˜(z1, z2, λ1, λ2) = U˜(z1, z2, λ1, λ2) , a = 1, 2 .
More facts on the (gl2 , gl2) duality for KZ and dynamical equations are given in
Section 4.
3. Hypergeometric solutions
3.1. Hypergeometric solutions of the qKZ equations. For any b = 0, . . . ,min(m2, l2)
define an (Mm1 ⊗ Lm2)[l1 , l2]-valued function
I¯b(z, µ;m1, m2, l1, l2) =
l2∑
a=0
Ia,b(z, µ;m1, m2, l1, l2)
1
(l2 − a)! a!
El2−a2,1 vm1 ⊗E
a
2,1vm2 .
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Here the actual range of summation is until a = min(m2, l2) , since E
a
2,1vm2 = 0 for
a > m2 .
Theorem 5. Let λi = e
µi , i = 1, 2 . For any b = 0, . . . ,min(m2, l2) the function
Ub(z1, z2, λ1, λ2) = e
(µ1(m1z1+m2z2−(m21+m
2
2)/2)−(µ1−µ2)(l2z1+ l2/2))/κ ×(3.1)
× (1− eµ2−µ1)−l2/κ I¯b(z2 − z1, µ2 − µ1;m1, m2, l1, l2)
is a solution of the qKZ equations (2.6) with values in (Mm1 ⊗ Lm2)[l1 , l2] . Moreover,
if λ1/λ2 is not real, than any solution of that qKZ equations is a linear combination of
functions Ub(z1, z2, λ1, λ2) with coefficients being κ-periodic functions of z1, z2 .
The theorem is a direct corollary of the construction of q-hypergeometric solutions of
the qKZ equations given in [TV1], [MuV].
We describe asymptotics of the integral Ia,b(z, µ;m1, m2, l1, l2) as Re z → −∞ and
µ is fixed. For a positive number κ , complex numbers m,µ , Im µ ∈ (0 , 2pi) , and a
nonnegative integer l consider the Selberg-type integral
Al(µ;m) =
∫
δl(m)
exp
(
(µ− pii)
l∑
u=1
su
) l∏
u=1
Γ(su) Γ(−su−m/κ) ×(3.2)
×
l∏
u,v=1
u 6=v
Γ(su− sv + 1/κ)
Γ(su− sv)
dsl .
The integral is defined by analytic continuation from the region where Re m is negative.
In that case
δl(m) = { (s1, . . . , sl) ∈ C
l | Re su = Re m/2 , u = 1, . . . , l } .
In the considered region of parameters the integrand in (3.2) is well defined on δl(m)
and the integral is convergent, see [TV1]. The formula for Al(m) is well known,
Al(µ;m) =
= (2pii)l e(µ−πi)(l−1−2m) l/2κ (1− eµ)l(m−l+1)/κ
l−1∏
j=0
Γ
(
1 + (j + 1)/κ)
Γ(1 + 1/κ)
Γ
(
(j −m)/κ
)
,
where arg(1− eµ) ∈ (−pi, pi) , see, for example, [TV1].
Remark. Other versions of Selberg-type integrals see in [FSV] and [TV7].
Lemma 6. Let Re z → −∞ and µ is fixed. Then
Ia,b(z, µ;m1, m2, l1, l2) = l2! (l2 − b)! b! (−pi)
−l2 exp(µzb/κ) ×
× (−z/κ)−(2b
2+b(m1−m2−2l2)+m2l2)/κAl2−b(µ;m1)Ab(µ;m2)
(
δab +O(z
−1)
)
.
The lemma follows from [TV1].
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3.2. Hypergeometric solutions of the trigonometric KZ and difference dynami-
cal equations. For b = 0, . . . ,min(m2 , l2) , define an Ml1 ⊗ Ll2 [m1 , m2]-valued function
J¯b(z, µ; l1, l2, m1, m2) =
m2∑
a=0
Ja,b(z, µ; l1, l2, m1, m2)
1
(m2 − a)! a!
Em2−a2,1 vl1 ⊗ E
a
2,1vl2 .
Here the actual range of summation is until a = min(m2, l2) , since E
a
2,1vl2 = 0 for
a > l2 .
Theorem 7. For any b = 0, . . . ,min(m2, l2) the function
Ub(z1, z2, λ1, λ2) = z
(λ1(l1−m2)+λ2m2−m22−m1 l1+ l
2
1/2)/κ
1 z
l2(λ1−m1+ l2/2)/κ
2 ×
× (z1 − z2)
l1l2/κ J¯b(z2/z1, λ2 − λ1; l1, l2, m1, m2)
is a solution of the KZ equations (2.2) and difference dynamical equations (2.4) with
values in (Ml1 ⊗ Ll2)[m1 , m2] .
The theorem is a direct corollary of [MV].
We describe asymptotics of the integral Ja,b(e
µ, z ; l1, l2, m1, m2) as Re z → −∞ and
µ is fixed. For a positive number κ , a complex number l and a nonnegative integer m
consider the Selberg-type integral
Bm(l) =
∫
γm
e
−
m∑
u=1
su/κ
m∏
u=1
(−su)
−1−l/κ
∏
16u<v6m
(su− sv)
2/κ dsm .
The integration contour γm has the form
γm = { (s1, . . . , sm) ∈ C
m | su ∈ Cu , u = 1, . . . , m } ,
see the picture.
✞✝r ✲
✛
✚ ✲0
sm
s1
Picture 2. The contour γm .
Here Cu, u = 1, . . . , m , are non-intersecting oriented loops in C . The loops start at
+∞ , go around 0, and return to +∞ . For u < v the loop Cu lies inside the loop
Cv . We fix a univalued branch of the integrand by assuming that at the point of γm
where all numbers s1, . . . , sm are negative we have arg(−su) = 0 for u = 1, . . . , m , and
arg(su− sv) = 0 for 1 6 u < v 6 m .
The formula for Bm(l) is well known:
(3.3) Bm(l) = (−2pii)
mκm(m−1− l)/κ
m−1∏
j=0
Γ(1− 1/κ)
Γ(1 + (l − j)/κ) Γ(1− (j + 1)/κ)
,
for example, cf. [TV2], [MTV].
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Lemma 8. Let Re z → −∞ and µ is fixed. Then
Ja,b(e
µ, z ; l1, l2, m1, m2) = (m2 − b)! b! e
πi(m2−b)(2b−l2)/κ ×
× eµb(z+ l1−2m2+b)/κ (1− eµ)−(2b
2+b(l1− l2−2m2)+m2 l2)/κ ×
× (−z)−(2b
2+b(l1− l2−2m2)+m2(m2− l1−1))/κBm2−b(l1)Bb(l2)
(
δab +O(z
−1)
)
.
The proof is straightforward.
3.3. Proof of Theorem 1. Theorems 5 and 7, and Corollary 4 imply that for any b = 0,
. . . ,min(m2, l2) the functions I¯b(z, µ;m1, m2, l1, l2) and X(z ;m1, m2)ϕ
−1
(
J¯b(e
µ, z ; l1, l2,
m1, m2)
)
satisfy the same first order difference equation with respect to z with step κ .
Hence, for any a = 0, . . . ,min(m2, l2) one has
X(z ;m1, m2)Ja,b(e
µ, z ; l1, l2, m1, m2) =(3.4)
=
min(m2, l2)∑
c=0
Ia,c(z, µ;m1, m2, l1, l2)Gb,c(z, µ;m1, m2, l1, l2) ,
the connection coefficients Gb,c(z, µ;m1, m2, l1, l2) being κ-periodic functions of z and
holomorphic functions of µ in the strip 0 < Im µ < 2pi . Taking into account asymptotics
of the integrals Ia,c(z, µ;m1, m2, l1, l2) and Ja,b(e
µ, z ; l1, l2, m1, m2) as Re z → −∞ and
µ is fixed, see Lemmas 6 and 8, one can compute the connection coefficients and obtain
formula (1.4). Theorem 1 is proved. 
Remark. One can see from formula (1.4) that all connection coefficients Gb,c(z, µ;m1, m2,
l1, l2) in (3.4) as functions of µ are proportional to the same function Y (µ;m1, m2, l1, l2) .
This fact, which is pure computational in the given proof of Theorem 1, can be observed
independently in advance, because Theorems 7, 12, and Corollary 11 imply that the
functions I¯b(z, µ;m1, m2, l1, l2) and Y (µ;m1, m2, l1, l2)ϕ
−1
(
J¯b(e
µ, z ; l1, l2, m1, m2)
)
sat-
isfy the same first order differential equation with respect to µ .
4. Differential dynamical operators
Introduce the dynamical differential operators D1 , D2 with coefficients in U(gl2)
⊗n
acting on functions of complex variables z1, . . . , zn, λ1, λ2 by the formula
Di(z1, . . . , zn, λ1, λ2) =
= κλi
∂
∂λi
+
E˜2ii
2
−
n∑
a=1
zaE
(a)
ii −
2∑
j=1
∑
16a<b6n
E
(a)
ij E
(b)
ji −
λi′
λi − λi′
(E˜21E˜12 − E˜22) .
Here E˜kl =
n∑
a=1
E
(a)
kl , and i
′ is supplementary to i , that is, {i , i′} = {1 , 2} .
Proposition 9 ([TV5]). One has [Za , Di ] = 0 for all a = 1, . . . , n and i = 1, 2 , where
Z1, . . . , Zn are the qKZ operators (2.5).
The differential equations
(4.1) Di(z1, . . . , zn, λ1, λ2)U(z1, . . . , zn, λ1, λ2) = 0 , i = 1, 2 ,
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for a V1 ⊗ . . .⊗ Vn-valued function U(z1, . . . , zn, λ1, λ2) are called the dynamical differ-
ential equations associated with the qKZ equations.
Theorem 10 ([TV3]). The isomorphism ϕ , see (2.8), transforms the dynamical differ-
ential operators acting in (Mm1 ⊗ Lm2)[l1 , l2] into the trigonometric KZ operators (2.1)
acting in (Ml1 ⊗ Ll2)[m1, m2] :
ϕ Da(z1, z2, λ1, λ2) = ∇a(λ1, λ2, z1, z2) ϕ , a = 1, 2 .
Corollary 11. Let an (Ml1 ⊗ Ll2)[m1, m2]-valued function U(z1, z2, λ1, λ2) solve the tri-
gonometric KZ equations :
∇a(z1, z2, λ1, λ2)U(z1, z2, λ1, λ2) = 0 , a = 1, 2 .
Then the (Mm1 ⊗ Lm2)[l1 , l2]-valued function
U˜(z1, z2, λ1, λ2) = ϕ
−1
(
U(λ1, λ2, z1, z2)
)
solves the system of the dynamical differential equations (4.1):
Da(z1, z2, λ1, λ2) U˜(z1, z2, λ1, λ2) = 0 , a = 1, 2 .
The next statement describes q-hypergeometric solutions of the dynamical differential
equations.
Theorem 12. For any b = 0, . . . ,min(m2, l2) the function Ub(z1, z2, λ1, λ2) defined by
(3.1) is a solution of equations (4.1) with values in (Mm1 ⊗ Lm2)[l1 , l2] .
The theorem follows from [TV6].
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