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I. INTRODUCTION
The phase transition of the U(1)-Higgs theory in 3ϩ1 dimensions at finite temperature provides an important model for cosmological phase transitions. In the hightemperature limit, it reduces to the purely three-dimensional ͑3D͒ Abelian Higgs model describing the superconducting phase transition ͓1͔, or certain nematic to smectic-A phase transitions in liquid crystals ͓2͔. The phase transition in this model is governed by the infrared region of its spectrum of fluctuations. The nature of the phase transition depends primarily on the ratio m H /m A between the scalar and the gaugefield mass. For superconductors, these mass scales correspond to the inverse correlation length and the inverse London penetration depth, respectively. For small values of the Higgs field mass, the phase transition is strongly enough first order to cutoff long-range fluctuations. This corresponds to the good type-I region for standard superconductors, m H /m A Ͻ1. On the other hand, the type-II region corresponds to m H /m A Ͼ1. Here, it is expected that the phase transition changes from first to second order.
A proper treatment of the long-range fluctuations is decisive for an understanding of the U(1)-Higgs phase transition as they change the effective interactions between the fields. The ''microscopic'' physics in the ultraviolet is characterized by the couplings at the short-distance length scale 1/⌳ ͑or ϳ1/T, with T the temperature͒. In turn, the physics close to a first-order phase transition depends typically on the ͑small͒ photon mass m A , and thus requires the knowledge of the couplings at scales ӶT.
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A field-theoretical approach, which in principle is able to deal with the effects of long-range fluctuations and describes the related scaling of the couplings, is given by the Wilsonian renormalization group ͓3-6͔. This procedure is based on integrating-out infinitesimal momentum shells about some ''coarse-graining'' scale k within a ͑Euclidean͒ pathintegral formulation. The infrared effective theory obtains, upon integrating, the resulting flow with respect to k→0. This way, the characteristic scaling behavior ͑or ''running''͒ of the couplings as functions of k, and in particular the running of the Abelian charge e(k), is taken into account. A Wilsonian approach thus improves on perturbative resummations in that the perturbative expansion parameter e 2 T/m A now becomes scale dependent, e 2 (k)T/m A (k). While the former diverges close to a second-order phase transition, where the photon mass vanishes, the latter remains finite in the infrared, even for m A (k)→0, due to the nontrivial scaling of the Abelian charge. The crucial role of running couplings in finite temperature phase transitions has been discussed in pure scalar theories ͓7,8͔.
In the present paper we employ the Wilsonian renormalization group to the type-I regime of the U(1)-Higgs phase transition. Our main contributions are twofold. First, we take into account the nontrivial scaling of the Abelian charge e 2 (k), characterized by an effective Abelian fixed point, which is kept as a free parameter. The infrared effects lead the Abelian gauge coupling to crossover, 2 from its slow logarithmic running in the ultraviolet ͑effectively 4D͒ to a strong linear running in the infrared ͑effectively 3D͒. The characteristic scale for this crossover depends on the precise infrared ͑IR͒ behavior of the Abelian charge, and is decisive for both the strength of the transition and the properties of the phase diagram. This is currently the least well understood part of the problem. Equally important is to retain the full field dependence of the effective potential ͑no polynomial approximation͒, for which an analytical expression is given in the sharp cutoff case. We obtain all thermodynamical quantities related to the first-order phase transition and study their dependence on the crossover behavior. Second, we present a detailed quantitative analysis of the ''coarsegraining'' dependence of our results. This is an important consistency check for the method and the approximations involved. We give quantitative evidence for an intimate link between a truncation of the effective action, and the dependence on the coarse-graining scheme, which can simply be displayed as additional ''error bars'' due to the scheme dependence.
The 3D U(1)-Higgs phase transition has been studied previously using flow equations ͓9-13͔, and within perturbation theory ͓14 -16͔. Recent results from lattice simulations for both type-I and type-II regions have been reported as well ͓17,18͔. In Ref. ͓9͔, the renormalization-group ͑RG͒ flow has been studied for the type-II regime within a local polynomial approximation for the effective potential about the asymmetric vacuum up to order 8 , in order to establish the phase diagram, the relevant fixed points, and the related critical indices. The polynomial approximation is expected to give reliable results for the scaling solution close to a secondorder fixed point. The type-I regime has been discussed for the full potential, using a matching argument for the running of the Abelian charge. In Ref. ͓10͔, the large-N limit and its extrapolation down to Nϭ1, has been considered as well. It was pointed out that the local polynomial approximation becomes questionable close to a first-order phase transition or a tricritical fixed point at about NϷ4 or smaller. This was later confirmed by Tetradis ͓12͔, who in addition abandoned the local polynomial approximation. The present paper, aimed particularly at the type-I region of the phase diagram, improves on Refs. ͓9,10͔ in that the full field dependence of the effective potential will be taken into account. A quantitative description of thermodynamical observables at the phase transition requires a good accuracy for the effective potential in the first place. Our paper also goes beyond the work of Ref. ͓12͔ in three important aspects. We study the dependence of physical observables on the value of the effective Abelian fixed point. In addition, explicit analytical solutions to approximate flow equations are given, as well as a discussion of the scheme dependence.
This paper is organized as follows. We introduce the Wilsonian flow equations and the particular Ansatz used for the U(1)-Higgs theory. The flows for the Abelian charge and the free energy are explained, as well as further approximations involved ͑Sec. II͒. We then proceed with the thermal initial conditions as obtained from perturbative dimensional reduction ͑Sec. III͒ and a discussion of the phase diagram and the critical line ͑Sec. IV͒. This is followed by a computation of all relevant thermodynamical quantities at the first-order phase transition as functions of the effective Abelian fixed point, a computation of the corresponding characteristic scales, and a discussion of the approximations made ͑Sec. V͒. A quantitative study of the scheme dependence on the main characteristics of the phase transition is given ͑Sec. VI͒, followed by a summary and an outlook ͑Sec. VII͒. Three Appendices contain some more technical aspects of our analysis.
II. FLOW EQUATIONS

A. Wilsonian flows
Wilsonian flow equations are based on the idea of a successive integrating out of momentum modes of quantum fields within a path-integral formulation of quantum-field theory ͓3,4͔. This procedure, in turn, can also be interpreted as the step-by-step averaging of the corresponding fields over larger and larger volumes, hence the notion of coarse graining. The modern way of implementing a coarsegraining within a path-integral formalism goes by adding a suitable regulator term ϳ͐R k (q), quadratic in the fields, to the action ͓5͔. This additional term introduces a new scale parameter k, the coarse-graining scale. A Wilsonian flow equation describes how the coarse-grained effective action ⌫ k changes with the scale parameter k, relating this scale dependence to the second functional derivative of ⌫ k and the scale dependence of the IR regulator function R k . The boundary conditions for the flow equation are such that the flow relates the microscopic action Sϭlim k→ϱ ⌫ k with the corresponding macroscopic effective action ⌫ϭlim k→0 ⌫ k , the generating functional of one-particle irreducible Green's functions.
To be more explicit, we follow the ''effective average action'' approach as advocated in Ref. ͓5͔ and consider the flow equation
Here, ⌽ denotes bosonic fields and tϭln k the logarithmic scale parameter. The length scale k Ϫ1 can be interpreted as a coarse-graining scale ͓6͔. The right-hand side of Eq. ͑2.1͒ contains the regulator function R k and the second functional derivative of the effective action with respect to the fields. The trace denotes a summation over all indices and integration over all momenta. The above flow interpolates between the classical and quantum effective action due to some properties of the regulator functions R k ͑see Sec. VI B͒. It is important to realize that the integrand of the flow equation ͑2.1͒, as a function of momenta q, is peaked about q 2 Ϸk 2 , and suppressed elsewhere. Consequently, at each infinitesi-mal integration step k→kϪ⌬k, only a narrow window of momentum modes contribute to the change of ⌫ k →⌫ kϪ⌬k . In particular, modes with momenta qӷk no longer contribute to the running at the scale k. It is this property that justifies the interpretation of ⌫ k as a coarse-grained effective action with modes qӷk already integrated out.
For gauge theories, the flow equation ͑2.1͒ has to be accompanied by a modified Ward identity, which has to be satisfied at each scale k. Such a requirement is necessary to guarantee that the physical Green's functions obtained for k→0 obey the usual Ward identity ͓19-22͔. Here, we use the background field formalism, as employed in Ref. ͓6͔ in the context of the effective average action with a covariant gauge fixing ͑Landau gauge͒.
The flow equation couples the infinite number of operators describing an effective action with its second functional derivative. In order to solve Eq. ͑2.1͒, one has to truncate ⌫ k to some finite number of operators relevant for the problem under investigation. Some systematic expansions for the flow equations are known. Apart from a weak-coupling expansion, which is known to reproduce the standard perturbative loop expansion, one can use expansions in powers of the fields, derivative expansions, or combinations thereof. These latter expansions have the advantage of not being necessarily restricted to a small coupling regime. A discussion on the use of a derivative expansion in Wilsonian RG is presented in Ref. ͓23͔ .
We now turn to our Ansatz for the Abelian-Higgs model. The most important information regarding the phase structure of the model is encoded in the effective potential ͑or coarse-grained free energy͒ U k , from which all further thermodynamical quantities are derived. Equally important is the wave-function renormalization factor of the gauge fields Z F , which encodes the nontrivial running of the Abelian charge. In turn, the wave-function renormalization factor Z for the scalar fields, is less important because the scalar field anomalous dimension remains small in the type-I region of phase transitions. Hence, we approximate the effective action ⌫ k to leading order͑s͒ in a derivative expansion through the following operators:
where ϭ*, and F ϭ‫ץ‬ A Ϫ‫ץ‬ A is the field strength of the electromagnetic field, and D denotes the covariant derivative ‫ץ‬ ϪieA . In principle, the flow equation can be used directly ͑start-ing with initial parameters of the 4D theory at Tϭ0͒ to compute the corresponding critical potential at finite temperature within the imaginary time formalism, or, like in Ref. ͓24͔, using a real-time formulation of the Wilsonian RG ͓25͔. Our strategy, in the present case, is slightly simpler. We are interested in the region of parameter space, where the 4D couplings are small enough to allow a perturbative integrating out of the super-heavy and heavy modes, i.e., the nonzero Matsubara modes for all the fields and the Debye mode. In this case, we can rely on the dimensional reduction scenario and employ the results of Ref. ͓26͔, where the initial conditions were computed perturbatively. The result is then a purely three-dimensional theory for the remaining light degrees of freedom, whose infrared behavior is studied, applying the above Wilsonian renormalization group. In the sequel, we will therefore need the flow equations for U k and e 2 (k) in 3D. At the scale of dimensional reduction, that is the starting ultraviolet ͑UV͒ scale ⌳ of the 3D-flow, we normalize the wave-function factors to one, and the initial effective potential U ⌳ is obtained from dimensional reduction.
B. Cross-over of the gauge coupling
We now consider the case dϭ3, and discuss the flow for the Abelian coupling. A main feature of the Abelian Higgs theory in 3D is that the Abelian charge scales in a nontrivial manner with the coarse-graining scale k. The dimensionless Abelian charge in 3D is defined as
and its scale dependence is related to the gauge-field anomalous dimension F ϭϪ‫ץ‬ t ln Z F (k) ͑here a function of k and the fields͒ through ͓6͔
The first term in Eq. ͑2.4͒ comes from the intrinsic dimension of the charge squared ͑proportional to k͒, while the second term proportional to the gauge-field anomalous dimension, accounts for the nontrivial running of the coupling. The flow ͑2.4͒ always has the ͑trivial͒ Gaussian fixed point given by e 3 2 ϭ0. In addition, one might encounter further nontrivial fixed points that are given implicitly through the solutions of
Both the scalar and the gauge-field anomalous dimensions, and F , are perturbatively small near the Gaussian fixed point, i.e., ͉ ͉ and ͉ F ͉Ӷ1. This holds true at the initial scale for kϭ⌳ in the effective 3D running, to be specified later. It follows that the running of the dimensionful Abelian charge is negligible near the Gaussian fixed point, ē 2 (k)Ϸē 2 (⌳). Here, the dimensionless coupling scales as e 3 2 (k)ϳ⌳/k. In this regime it is expected that standard perturbation theory gives a reliable estimate of the effective potential in this region of the parameter space ͓13͔.
However, for F Ͻ1, the Gaussian fixed point is IR unstable, as follows directly from Eq. ͑2.4͒. Therefore, when approaching the infrared, the dimensionless Abelian charge will unavoidably grow large, scaling away from the Gaussian fixed point. In particular, it can enter into a region, where F (e 2 ) is no longer Ӷ 1. When a nontrivial fixed point is approached, i.e., F Ϸ1, the suppression factor (1Ϫ F ) in Eq. ͑2.4͒ becomes important. A strong linear running of ē 2 ϳk ͑the IR region is effectively 3d͒ will ultimately set in as soon as the deviation from the Gaussian fixed point becomes sizable ͓9,10,27͔. In this regime, we expect some quantitative modifications of the predictions by perturbation theory due to the nontrivial running of the Abelian charge.
C. Abelian fixed point
The anomalous dimension F has been calculated in Ref.
͓6͔. It is, in general, a complicated function of the gauge coupling, the fields, and the further parameter describing the effective action in a given approximation, like the coarsegrained potential ͑cf. Eq. ͑113͒ of Ref. ͓9͔͒. However, F is proportional to e 3 2 itself, and we write it as
Given the anomalous dimension, Eq. ͑2.5͒ provides a definition of e Ã 2 ( ). Our current understanding of the IR behavior of the gauge sector, hinges on the precise properties of F ( ), and hence of e Ã 2 ( ). Let us recall a few cases where e Ã 2 is approximately known. First, within standard perturbation theory, the dimensional gauge coupling ē 3 2 ϭe 3 2 kϭconst throughout. Within our formalism, the ''no running'' corresponds to the limit e Ã 2 →ϱ. In this limit, the effective fixed point is independent of the fields and we can expect to be close to the results from perturbation theory, as long as additional effects due to the scalar anomalous dimension, can be neglected. Second, consider the large-N limit of the U(1)-Higgs model, where N denotes the number of complex scalar fields. In this limit, the flow ͑2.4͒ is dominated by the contributions of the Goldstone modes. They overwhelm those due to the radial mode. Therefore, e Ã 2 becomes
close to the minimum of the effective potential. 4 In particular, Eq. ͑2.6͒ no longer depends on the quartic scalar coupling or the location of the vacuum expectation value ͑VEV͒ because the massive ͑radial͒ mode is suppressed. Extrapolating ͑2.6͒ down to the physically relevant case Nϭ1, corresponds to replacing the radial mode by a massless one. This yields e Ã 2 Ϸ6 2 , in accordance with the leading-order result from the ⑀ expansion. This value serves as a reference value for our subsequent considerations.
Third, we recall the findings of Refs. ͓9͔ and ͓10͔, where the function F has been studied numerically for different N within a local polynomial approximation of the flow about the nontrivial minimum at ϭ 0 ͑up to ϳ 8 ͒. It was found that the implicit solutions to F (e Ã 2 )ϭ1 for small N ͑in particular Nϭ1͒ can deviate considerably from the large-N extrapolation 6 2 . This deviation is due to the decoupling effects of the massive mode. Still, the qualitative form of Eq. ͑2.5͒, where the function e Ã 2 is replaced by an effective fieldindependent fixed point, remains a good approximation to Eq. ͑2.5͒. This simplified picture persists if the field derivatives ‫ץ‬ ln͓e Ã 2 ‫ץ/͔)(‬ remain small within the nonconvex region of the effective potential ͑see also the discussion in Sec. V E͒. This implies that the threshold effects of the radial mode for Nϭ1 act on Eq. ͑2.4͒ by varying the number of scalar fields in Eq. ͑2.6͒.
Hence, the qualitative structure of the flow ͑2.4͒, to leading order, is determined by Eq. ͑2.5͒ with e Ã 2 given by some number, e.g., the appropriate effective fixed point. For the present purpose, it is sufficient to study the flow ͑2.4͒ with e Ã 2 as a free parameter. The properties of the first-order phase transition depend on the size of e Ã 2 . However, as we shall see in detail below, the dependence turns out to be very small for large e Ã 2 ; this part of the phase diagram can be studied without having a complete understanding of the underlying fixedpoint structure. In turn, we find a strong dependence within regions where the effective fixed point is small. For this case, a more refined analysis is required in order to provide more reliable predictions.
D. Crossover scale
Within the remaining part of the paper we approximate the anomalous dimension as described above. Hence, the Eqs. ͑2.4͒ and ͑2.5͒ are easily solved by
We note the appearance of a characteristic crossover scale
It describes the crossover between the Gaussian and the Abelian fixed point, and depends on the initial conditions. For kϾk cr , the running is very slow and dominated by the Gaussian fixed point, ē 3 2 (k)ϳconst. This corresponds also to the limit e Ã 2 →ϱ. On the other hand, for kϽk cr , the running becomes strongly linear and the Abelian fixed point governs the scale dependence ē 3 2 (k)ϳk. The question as to how strong the first-order phase transition is affected by this crossover, depends on whether the crossover scale is much larger ͑strong effect͒ or much smaller ͑weak effect͒ than the typical scales of the transition ͑see Sec. V D͒. The crossover scale turns negative if the initial value e 3 2 (⌳) is too big. This simply means that the flow would never be dominated by the Gaussian fixed point ͑see Fig. 1͒ in the first place ͑no crossover͒. Although this case is interesting in its own right, this region will not be discussed any further. 3 In the region where ӷe 2 ͑e.g., strongly type-II superconductors͒, the critical behavior of the limit e Ã 2 →ϱ corresponds to an effective scalar theory, which belongs to a different universality class than the O(2N) scalar theory obtained for e Ã 2 →0 ͓9͔. 4 In Eq. ͑2.6͒, ''Ϸ'' means equality up to a regulator scheme dependent coefficient of O(1).
E. The running potential
We now turn to the flow equation for the effective potential, which can be obtained from the flow equation ͑2.1͒ using the Ansatz given by Eq. ͑2.2͒. The resulting flow equation is a second-order nonlinear partial differential equation. It has been derived originally in Ref. ͓6͔ and reads 
for the case of N complex scalar fields. Similar flow equations are obtained for the wave-function factors Z and Z F , and thus for the anomalous dimensions ϭϪ‫ץ‬ t ln Z and F ϭϪ‫ץ‬ t ln Z F . Here, l 0 3 () denotes a scheme dependent threshold function defined as
These functions have a pole at some Ͻ0 and vanish for large arguments. The function r(q 2 /k 2 ) is related to the regulator function R k introduced in Eq. ͑2.1͒ through
where Z denotes either the scalar or gauge-field wavefunction renormalization.
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We can distinguish three different contributions to the running of the potential ͑2.9͒, which are, from the left to the right, related to the massless scalar, massive scalar, and the gauge-field fluctuations, respectively. Not all the three of them are of the same order of magnitude, though. Indeed, it was already noted ͓28͔ that the gauge-field fluctuations dominate ͑2.9͒ if the quartic scalar coupling is much smaller than the gauge coupling squared, /e 2 Ӷ1. This is the case for the physically relevant initial conditions, that is, for the starting point of the flow equation ͑2.9͒. Therefore, we can make a further approximation and neglect the contributions from the scalar field fluctuations compared to those from the gauge field. The flow equation thus takes the form
Integrating the approximated flow equation allows to control self-consistently whether the effects from scalar fluctuations remain negligible or not. It suffices to evaluate the right-hand side of Eq. ͑2.9͒ with U k from the solution of Eq. ͑2.12͒ to compare the contribution of the neglected terms to the running of, say, U k Љ with the leading contributions. It is well known that the scalar fluctuations are important for the inner part of the effective potential, which becomes convex in the limit k→0 ͓29͔. Therefore, it is to be expected that this approximation becomes unreliable, within the nonconvex part of the potential, at some scale k flat . The solution to Eq. ͑2.12͒ is the first step of a systematic iteration to compute the solution to Eq. ͑2.9͒. The next step would be to replace U k on the right-hand side of ͑2.9͒ by the solution to Eq. ͑2.12͒. Proceeding to the next iteration step, the scalar fluctuations are eventually taken into account. Solving Eq. ͑2.9͒ with U k on the right-hand side replaced by the explicit solution of Eq. ͑2.12͒, is much easier than solving Eq. ͑2.9͒ directly, because the former becomes an ordinary differential equation, while the latter is a partial one. This procedure can be interpreted as an expansion in terms of scalar loops around the gauge-field sector. We will mainly use the first step in the sequel. In order to estimate the integrated contribution of the scalar fluctuations, we will in addition discuss the solution of ͑2.9͒ with U k on the right-hand side replaced by U ⌳ ͑see Appendix C͒.
F. The coarse-grained free energy
The coarse-grained free energy is obtained as the solution to the coupled set of flow equations ͑2.4͒ and ͑2.9͒. In the present case, a solution can be written as
Here, the term ⌬( ) stems from integrating out the 3D fluctuations between the scales ⌳ and k. With e 3 2 (k) from Eq. ͑2.7͒ and dU k /dk from Eq. ͑2.12͒, it reads
The constant is fixed by requiring that ⌬ k (0)ϭ0. In Eq. ͑2.13b͒ we see that the term resulting from integrating out 3D effective modes, depends on the RS through the regulator function r(y) and its first derivative. ͑Explicit expressions are given in Appendix B.͒ The above expressions are enough to study all properties of the phase transitions as functions of the parameters of the potential U ⌳ . We are aiming to use an initial condition at kϭ⌳ obtained from perturbation theory in 4D. This requires that the parametrization of the 3D potential U ⌳ is such that the matching equates the right parameters. In the universal limit 5 A more detailed discussion of both R k and the dimensionless functions r(q 2 /k 2 ) is postponed until Sec. VI B. ⌳→ϱ, the effective-mass term contained via U ⌳ , is renormalized to U ⌳ →U ⌳ ϪC ⌳ . For a sharp cutoff, we find explicitly
For finite ⌳, this corresponds to a finite renormalization of the parameters of the theory, i.e., the mass term, or, equivalently, a finite shift of the VEV at the matching scale.
6 This finite renormalization has its origin simply in the way the flow equation integrates out the 3D momentum scales. Only after this transformation will it be appropriate to identify the potential U ⌳ at the scale of dimensional reduction with the renormalized effective potential obtained from a perturbative calculation.
III. THERMAL INITIAL CONDITIONS
We now specify, in concrete terms, the initial conditions for the effective 3D theory. The task is to relate the 3D renormalized parameters of the effective potential to those of the Tϭ0 4D theory. The initial conditions for the 3D running are the potential U ⌳ ( ) and the gauge coupling ē 3 2 (⌳). The effective perturbative 3D Lagrangian has been derived in Ref.
͓26͔. We start with the 4D effective action
where is a single-component 4D complex scalar field. The mass parameter m H entering Eq. ͑3.1͒, denotes the Tϭ0 Higgs boson mass. It is related to the other zero-temperature parameters of the theory by
with M W the photon mass. In the phase with spontaneous symmetry breaking, m H 2 Ͼ0, we have ͗*͘ϵv 2 /2 ϭM W 2 /2e 2 . The effective action for the 3D theory obtains as
where is the static component of and i,j are the spatial components of ,. The electric component of the gauge field has been fully integrated out because it acquires a ther- 
Using the above, and taking into account the finite renormalization ͑2.14͒, as explained in Sec. II F, the renormalized effective initial potential U ⌳ ( ) entering Eq. ͑2.13a͒ can be expressed in terms of the Tϭ0 parameters and Eq. ͑3.4͒ as
͑3.5b͒
͑3.5c͒
and the dimensionless renormalized quartic coupling reads R ϭ R /⌳. The renormalized VEV at the scale of dimensional reduction follows as
All the 3D parameters are now defined at the reduction scale ⌳, which is on dimensional grounds, linearly related to the temperature:
⌳ϭT.
͑3.6͒
Using Eqs. ͑2.8͒, ͑3.4a͒, and ͑3.6͒ it follows, that the crossover scale k cr is also related to T as
Let us finally comment on the matching parameter . On one hand, has to be smaller than 2, because elsewise the assumption that all heavy modes have been integrated out, can no longer be maintained. On the other hand, a too small value for , say Ͻ1, would tend to neglect contributions from modes roughly within the window Ϸ2T and ϷT. For the problem under consideration, Ϸ1 turns out to be a good choice. This choice shall be adopted throughout. Our results do depend very little on a variation of this matching scale ͑see also the comment in Sec. V D below͒.
IV. THE PHASE DIAGRAM AT FINITE TEMPERATURE
We have now all the ingredients to study in detail the phase diagram and the phase transition of scalar electrodynamics. In this section, we discuss the main characteristics of the phase diagram as well as some properties of the critical line. The following section collects our results for the thermodynamical quantities related to the first-order phase transition and a discussion of the characteristic scales of the problem.
A. The phase diagram
The ''phases'' of scalar electrodynamics are distinguished by the location of the global minimum of the effective potential. Above the critical temperature, the ground state corresponds to vanishing field 0 ϭ0, that is, to the symmetric phase. Below the critical temperature, the ground state corresponds to 0 0, the phase with spontaneous symmetry breaking ͑SSB͒.
7 The corresponding phase diagram in the (T,m H )-plane is displayed in Fig. 2 . The phase transition between these two phases is first order for small 3 /ē 3 2 , that is for small values of the Higgs field mass. In the context of superconductivity this region corresponds to the strongly type-I systems. For very large Higgs field mass, the phase transition turns second or higher order ͓9͔.
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In Fig. 3 , we have displayed the coarse-grained free energy within the type-I region of parameters for m H ϭ60 GeV for different scales and temperatures. At the critical temperature ͑left panel͒, it is realized that a barrier is building up for decreasing scale k, eventually creating a second minima at the vanishing field. The minima are degenerate in the infrared limit kϷk stable ͑that corresponds roughly to k→0 in the present approximation͒. Notice that the flattening of the inner part of the potential is not observed because the scalar fluctuations have been neglected at the present state. Rather, the effective potential reaches the degenerate shape already at some scale k stable , which should be larger than the scale where the flattening sets in. 9 The temperature dependence of the coarse-grained free energy at kϷk stable is shown in the right panel of Fig. 3 . The metastability range ⌬TϭT s ϪT b between the barrier temperature T b , where the potential develops a second minimum at the origin ͑lowest-dashed curve͒ and the spinodal temperature T s , where the asymmetric minimum disappears ͑uppermost dashed curve͒, is very small.
The physical quantities that characterize a first-order phase transition ͑except the metastability range͒ are defined at the critical temperature T c , when the potential has two degenerate minima, the trivial one at ϭ0, and a nontrivial one at ϭ 0 0. The critical line of the phase diagram as depicted in Fig. 2 is obtained solving the criticality conditions
Here we kept k arbitrary, though strictly only for kϭ0 are these conditions required physically. They establish a relationship between the parameters of the theory, and thereby define the critical line between the symmetric and the SSB phase in Fig. 2 . It is helpful to rewrite the conditions ͑4.1͒ into
The functions F 1 and F 2 are related to the fluctuation integral through
The first condition determines the ratio xϭ /T c of the discontinuity to critical temperature in dependence on the 4D parameters as given through R (e,) from Eq. ͑3.5c͒. The second one relates the solution of Eq. ͑4.2a͒ to the ratio of the Higgs boson mass to critical temperature and Eq. ͑3.5b͒, and eventually to the critical temperature and the discontinuity itself. Explicit expressions for the scale-dependent effective potential and the function ⌬( ) are given in the Appendix B.
B. Endpoint of the critical line
Some simple properties of the solutions to Eq. ͑4.2͒ can be deduced directly from the functions F 1,2 . For xϾ0, these functions ͓with ⌬ k from Eq. ͑B5͔͒ are positive, finite, monotonically decreasing, and vanishing for x→ϱ. They reach their respective maxima at xϭ0, with ͑for kϭ0͒
The renormalized 3D quartic coupling R , as given by Eq. ͑3.5c͒ and fixed through the 4D parameters of the theory, is positive in the domain under consideration. Given the monotony property of F 1 , it follows that a solution to Eq. ͑4.2a͒ is unique ͑if it exists͒. There exists no solution for too large values of R . Its largest possible value corresponds to vanishing VEV, i.e., to xϭ0. Using Eqs. ͑3.2͒ and ͑3.5c͒ gives an upper bound on the scalar mass when the phase transition is first order. It reads
For any finite value of e Ã 2 , Eq. ͑4.5͒ predicts an upper limit for the mass of the Higgs particle. This is an immediate consequence of the existence of an effective fixed point for the running gauge coupling ͑2.4͒. Indeed, as the limit e Ã 2 →ϱ corresponds to perturbation theory, we recover the standard perturbative prediction of a first-order phase transition for all Higgs boson mass. This endpoint is usually interpreted as the tricritical point of the model, above which the phase transition turns from a first-order transition to a second-order one. However, the endpoint of the first-order transition line is within the domain of validity of the present computation only for sufficiently small values of e Ã 2 . 10 For larger values of the Abelian fixed point, we expect that the precise location of the endpoint is also determined by the scalar field fluctuations.
In the opposite case, the smallest possible value for R corresponds to x→ϱ, thus to R ϭ0. This gives a lower bound on the mass of the Higgs particle according to
For M W ϭ80.6 GeV and eϭ0.3, the bound is satisfied at about m H Ϸ16 GeV. This bound stems entirely from the initial conditions employed. This indicates that the dimensional reduction scenario is no longer appropriate for small m H . In the present paper, we are also not interested in the region of parameter space where the Coleman-Weinberg mechanism already takes place within the original 4D theory, which happens at even smaller values for m H ͑typically for /e 4 at about 3/8 2 or smaller ͓27͔͒.
V. THERMODYNAMICS OF THE FIRST-ORDER PHASE TRANSITION
Here we present our results for the coarse-grained free energy and related physical quantities close to the critical temperature of the first-order phase transition as a function of the effective Abelian fixed point. The initial conditions are specified through the gauge coupling at vanishing temperature eϭ0.3 and the photon mass M W ϭ80.6 GeV. The ratio /e 2 of the 4D couplings ranges between 0.06-0.75 for a Higgs field mass between 20-70 GeV. Relevant information is given by the critical temperature T c , the discontinuity at the phase transition 0 , the latent heat L, and the surface tension .
11 We compare our findings to perturbation theory, 10 The end point presented in Fig. 2 corresponds to e Ã 2 Ϸ5. 11 A comment concerning the dimensions is in order: U, , L, and will be given in 3D units, unless otherwise started. Their 4D counterparts are simply obtained by multiplying with T. and to lattice simulations ͑for the critical temperature͒. All our results are obtained as functions of the effective fixed point of the Abelian charge. Due to the approximations performed, they depend also on the regularization scheme. We use a sharp cutoff regulator throughout the present section. The regularization scheme dependence is discussed in the following section.
A. Discontinuity and critical temperature
We begin with the discontinuity and the critical temperature, which follow directly from solving the criticality conditions ͑4.2͒. The critical temperature as a function of the Abelian fixed point is given in Fig. 4 for m H ϭ30, 50, and 70 GeV. It turns out that T c is rather insensitive against e Ã 2 . We observe an effect of a few percent only for very small values of e Ã 2 ͑see also Fig. 15͒ . This is not a feature of the Higgs mass being relatively small, as similar results are obtained for all m H .
Before continuing, let us briefly compare our findings for the critical temperature to existing lattice data. Lattice results have been reported for eϭ 18 GeV for a finite lattice spacing. The continuum limit gives the slightly lower value T c ϭ130.86 GeV ͓18͔. This is consistent with T c ϭ131.28 GeV, the result for the compact case ͓18͔. Here, for e Ã 2 ϭ6 2 , we find T c ϭ128.11 GeV. As shown in Fig. 4 , the critical temperature is essentially independent of the effective Abelian fixed point. The perturbative value is T c ϭ132.64 GeV ͓17͔. These results are in good numerical agreement.
We now turn to the discussion of the discontinuity. In Fig.  5 we compare the logarithm of the VEV in 4D units ͑nor-malized to the VEV at Tϭ0͒ at different scales. The renormalization of 0 between the Tϭ0 and the kϭ⌳ lines, results from the integration of the heavy and super-heavy modes, given by Eq. ͑3.5d͒. The scale k VEV is defined as the scale where the running of the potential minimum stops. This scale is related to the scale k M , where the photon mass in the SSB regime is becoming larger than the coarse-graining scale, and thus decouples. Indeed, in the present approximation, the flow equation for the potential minimum reads
Here, (k)ϭU k Љ͓ 0 (k)͔ denotes the quartic coupling at the minimum, and
the photon mass squared. The running of the VEV decouples at kϷk VEV , which happens as soon as the 3D photon mass M is sufficiently larger than the scale k ͑roughly at M 2 /k 2 Ϸ10͒ such that the threshold function in Eq. ͑5.1͒ suppresses any further renormalization ͑k VEV /T is displayed in Fig. 12͒ . From Fig. 5 , we conclude that the main part of the actual running of the potential minimum comes from integrating out the 3D fluctuations, as can be inferred from the wide separation of the kϭ⌳ and the kϷk VEV lines as opposed to the comparatively narrow separation of the Tϭ0 and the k ϭ⌳ lines. Figure 6 shows the VEV 0 as a function of the Higgs field mass and the Abelian fixed point. The shaded region covers the region 2рe Ã рϱ for the Abelian fixed point value. For small m H , the effect is clearly negligible. With increasing m H , however, the influence of the running gauge coupling is increasing drastically, leading to a strong weakening of the phase transition ͑see also Fig. 15͒ .
Finally we compare in Fig. 7 , the ratio of the 4D VEV 0 to the initial Tϭ0 VEV v/& for different Abelian fixed point values with the findings of perturbation theory. proaches the perturbative two-loop result. It follows that the VEV is rather stable against effects from the running Abelian charge, say at least for e Ã 2 Ͼ20. Only for e Ã 2 Ϸ4, the running becomes strong enough to result in a significant decrease of 0 .
B. The critical potential
The critical potential is shown in Figs. 8 and 9 for m H ϭ38 GeV. Figure 8 gives the critical potential in units of the critical temperature for different values of e Ã 2 as functions of /T. 13 We note that for large e Ã 2 Ͼ6 2 , the shape of the potential is rather insensitive against a change in e Ã 2 . Here, the additional scale dependence induced through the gauge coupling is quite small ͑a few percent͒. For small values of e Ã 2 , the height of the barrier is reduced significantly, up to a factor of 3 at e Ã 2 ϭ4. The strong scaling of ē 2 thus weakens the phase transition considerably for small e Ã 2 Ӷ6 2 . Again, the quantitative change depends strongly on the value for the effective Abelian fixed point, if e Ã 2 Ӷ6 2 . The nontrivial running of ē 2 (k) has a stronger effect on the small region of the potential. Here, the decoupling of the gauge field sets in only at smaller scales, which in turn results in a stronger quantitative effect due to the running gauge coupling. Figure 9 gives the critical potential in units of the 4D VEV v/&, and compares the solution of Eq. ͑2.12͒ with those obtained within perturbation theory ͑PT͒. Line ͑a͒ corresponds to PT at order (e 3 , 3/2 ) ͓14͔, line ͑b͒ to our result with e Ã 2 ϭ6 2 , line ͑c͒ to PT at order (e 4 , 2 ) ͓15͔, and line ͑d͒ to our result with e Ã 2 ϭ4. For e Ã 2 ϭ6 2 , the critical potential is situated halfway between the one-and two-loop perturbative results. For decreasing e Ã 2 , the critical potential approaches quickly the two-loop result, and becomes even smaller at about e Ã 2 Ϸ4. It is interesting to note that a value for e Ã 2 can be found for which the two-loop perturbative result is matched perfectly.
C. Surface tension and latent heat
The interface tension for a planar interface separating the two degenerate vacua follows from Eq. ͑2.2͒ as
It is sensitive to the actual shape of the critical potential and yields additional information regarding the strength of the phase transition. In Fig. 10 would lead to a dramatic decrease of the surface tension, up to several orders of magnitude. Finally, we consider the latent heat L, defined at the critical temperature as
͑5.4͒
Using Eqs. ͑4.2͒, ͑4.3͒, and ͑3.5͒ we obtain
͑5.5͒
The latent heat is related to the discontinuity and the mass of the scalar particle. Using Eq. ͑4.2͒, it can be shown that ). The latent heat in units of the critical temperature, is displayed in Fig. 11 for various values of the effective Abelian fixed point, and in comparison with perturbation theory to order (e 3 , 3/2 ) and (e 4 , 2 ). The shaded region covers the interval 2рe Ã рͱ6. We again observe a sharp decrease for small e Ã and large Higgs boson mass as in Fig. 7 . It is interesting to note that the curve for e Ã ϭ4 roughly agrees with the two-loop perturbative result for all m H above 30 GeV. This is not the case for the surface tension. Comparing Fig.  11 with Fig. 10 , we notice that the effect of the running gauge coupling is more pronounced for the surface tension, because the entire region for р 0 enters Eq. ͑5.3͒, while the latent heat is only affected by 0 .
D. Characteristic scales
We discuss the results obtained so far in terms of the characteristic scales relevant for the phase transition. Most of the qualitative ͑and even quantitative͒ features can be understood once these scales are known.
In Fig. 12 , we have depicted the relevant momentum scales as a function of the Higgs mass. The top line at k ϭ⌳ corresponds to the scale of dimensional reduction, that is, the starting point of the flow in 3D. The scales k s , k VEV , and k stable ͑full lines͒ describe characteristics of the potential, the scale k cr ͑dashed lines, for two values of the Abelian fixed point͒, the characteristics of the gauge sector, and k flat ͑dashed-dotted line͒ the scale where scalar fluctuations can no longer be neglected within the nonconvex part of the potential. All these scales are now discussed in detail.
At kϭk s , the origin of the effective potential stabilizes, UЈ( ϭ0)ϭ0, as the mass term squared at vanishing field changes sign. The free energy has two local minima for scales below k s . This scale is therefore a good estimate for the scale of discontinuity. In Ref. ͓9͔, an estimate for this scale has been given, based on a local polynomial approximation for the potential. Within our conventions, it reads k dis Ϸ0.18e 4 (T)/ R (T) for a sharp cutoff, and roughly coincides with k s as presented here ͑k dis /k s ranges between 1 to 3͒.
The scale kϷk VEV indicates when the VEV 0 is within 1% of its final value, eventually reached for k→0. However, this is not yet the scale where the critical potential has reached a stable shape, which actually happens only at about kϷk stable . This results from the fact that the effective photon mass squared 2ē 2 (k) ͑within the nonconvex part of the potential͒ is smaller than the photon mass at the minimum in the SSB regime ͑5.2͒, and the decoupling takes place only at smaller scales. Here, we have obtained k stable comparing the depth of the potential U(0)ϪU( 0 ) at 0 with the height of the barrier U( max )ϪU(0), demanding this ratio to be below Ϸ5%. At kϭk stable , the VEV is as close as 0.1% to its final value.
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The crossover scale k cr characterizes the crossover from the Gaussian to the Abelian fixed point. For e Ã 2 ϭ6 2 , we see that k cr is about 1-2 orders of magnitude smaller than the scale k s , which explains why the running gauge coupling has, in this case, only a small numerical effect on the properties of the phase transition. From the fact that the scales k VEV and k stable are separated by an order of magnitude (k VEV /k stable Ϸ5), we can conclude that the running of the gauge coupling has a stronger effect on physical observables based on the entire effective potential ͑like the surface tension͒, than those related only to the VEV ͑such as the latent heat͒. This is quantitatively confirmed by the findings displayed in Figs. 6, 7, 10, and 11. For e Ã 2 ϭ4, we realize that the corresponding crossover scale is of the same order of magnitude as the scales k s , k VEV , and k stable .
15 This is the region where the running of the gauge coupling has a strong quantitative effect on the properties of the phase transition, leading to a significant decrease of the strength of the transition.
Finally, we have also indicated the scale k flat ͑dashed-dotted line͒, which is an estimate for the scale where the flattening of the inner part of the effective potential sets in. k stable , which, using the data for k stable as in Fig. 12 , coincides within a few percent with the line for k flat as obtained above. Corrections to the universal limit can be expanded as a series in M 2 /⌳ 2 ͓13͔. In the present case, we start at a finite scale ⌳ϭT, but the smallness of M 2 /⌳ 2 ͑ranging from 0.2 to 0.001 for 20 GeV рm H р70 GeV͒ is responsible for the small corrections with respect to the universal limit ⌳→ϱ. Being close to the universal limit of the effective 3D theory also explains why the dependence on the matching parameter is rather small.
We now come back to the discussion of k flat from Fig. 12 , which, by definition, sets the scale below which the scalar fluctuations trigger the flattening within the nonconvex part of the potential, and hence the scale below which these fluctuations should no longer be neglected. First notice, that the scale of discontinuity k s is bigger than k flat by an order of magnitude. We can thus expect that the scale of discontinuity is only weakly affected by the scalar fluctuations. Also, k VEV Ͼk flat by a factor of Ϸ5. Finally, for small Higgs field mass, k flat is also smaller than k stable . In this region, only small quantitative changes are expected if the scalar fluctuations are taken into account. This is no longer the case for large Higgs field mass, where k flat уk stable . However, as these effects concern mainly the nonconvex part of the potential, and thus quantities like the surface tension, we can 14 Remember that the critical potential at k stable , within the present approximations, is about the same as at kϭ0, as no substantial running takes place below k stable . 15 In Fig. 12 , the scales k s , k VEV , k stable , and k flat have been obtained for e Ã 2 ϭ6 2 . The corresponding results for e Ã 2 ϭ4 deviate ͑for larger Higgs boson mass͒ only slightly from the curves as presented here. This minor difference is of no relevance for the present discussion. 16 A similar though slightly shifted curve for k flat is obtained from solving k still expect that the latent heat and the VEV are only moderately affected. These last observations are also relevant for the applicability of Langer's theory of bubble nucleation. The concept of an interface tension, as defined in Eq. ͑5.3͒, is based on the implicit assumption that the scale k stable can indeed be identified. A criterion for this being the case is the smallness of the perturbative expansion parameter. From our consideration we can conclude that this will become more and more difficult for increasing e 2 T c /2 0 у1, that is, for very weakly first-order phase transitions.
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E. Higher-order corrections
Finally, we comment on the higher-order corrections, which are expected from operators neglected within the present approximation. Clearly, the results presented here are affected by the approximations performed, most notably through ͑i͒ the derivative expansion, ͑ii͒ neglecting the scalar field fluctuations as opposed to the gauge-field ones, ͑iii͒ approximating the infrared regime of the Abelian charge by an effective fixed point, and ͑iv͒ computing the initial conditions perturbatively. We discuss these approximations now one by one.
͑i͒ The leading-order terms of the derivative expansion are known to correctly describe critical equations of state and scaling solutions for a variety of O(N)-symmetric scalar models in 3D. Although little is known about the convergence of such an expansion, it appears that the smallness of the anomalous dimensions controls the influence of higherorder derivative operators in the effective action. Therefore, an a posteriori consistency check for the reliability of the derivative expansion consists in computing the corresponding scalar and gauge-field anomalous dimensions and F . In the present case, this involves more complicated higher-order threshold functions ͑for their definitions and further details, see Ref.
͓9͔͒. At the scale kϷk stable , we can compute the scalar anomalous dimension self-consistently from the explicit solution for the effective potential, obtained while neglecting . We find that ͉ ͉р0.005 in the interval considered, which is consistent with our initial approximation ϭ0 and justifies the derivative expansion within the scalar sector. For Nϭ1, the gauge-field anomalous dimension F can be estimated in a similar way. It becomes of order one only when the nontrivial fixed point is approached.
We find that F ranges from 0.03 to 0.4 within the range of Higgs field masses considered here and for e Ã 2 Ϸ6 2 . A main difference between the scalar and the gauge-field sector is that the gauge-field anomalous dimension grows large ( F ϭ1) at a scaling solution. Therefore, one expects that higher-order corrections within a derivative expansion ͑or the momentum dependence of the gauge coupling͒ can become important at a scaling solution and should not be neglected. In the present case, however, the scales relevant for the first-order phase transition have been reached before the Abelian charge finally runs into its nontrivial fixed point, that is before F ϭ1. Therefore we can expect that the derivative expansion behaves reasonably well even for the gauge-field sector.
͑ii͒ In the same way, we can check the validity of neglecting scalar fluctuations within the nonconvex part of the effective potential. It is found that the self-consistent inclusion of scalar fluctuations to leading-order, results in corrections to the order of a few percent, increasing with increasing Higgs field mass ͑see Appendix C͒. This agrees also with the discussion of the preceding section, where it was argued that scalar fluctuations should no longer be neglected as soon as k flat is of the order of k stable . Clearly, the weaker the firstorder phase transition the more scalar fluctuations will become relevant at the phase transition. For a quantitatively more reliable computation of thermodynamical quantities in the weakly type-I region, one has to go beyond the present approximation and include scalar fluctuations. All the present approximations can be improved in a systematic way, as has been emphasized earlier. This can be done either along the lines outlined in Sec. II E, or by a straightforward numerical integration of the flow equation as in Ref. ͓12͔.
͑iii͒ The main uncertainty in the present understanding of the U(1)-Higgs theory is linked to the gauge sector of the theory, i.e., the precise infrared behavior of the Abelian gauge coupling. Here we have effectively parametrized this uncertainty in terms of an Abelian fixed point motivated by previous work based on large-N extrapolations and Wilsonian RG techniques. A precise determination of the correct fixed point requires the study of the momentum and of the field dependence of the Abelian charge. Our approximation assumes that the field gradients of the function e Ã 2 (k, ) remain sufficiently small within the nonconvex part of the potential at scales above kϷk stop . In the large-N limit, where this fixed point is well understood, the results in the present approximation are in very good agreement with the result found within a fixed dimension computation.
͑iv͒ The points ͑i͒-͑iii͒ concerned the approximations on the level of the flow equation. These are the most important ones, because they act back on ⌫ k upon integration of the flow. An additional approximation concerns the initial conditions to the flow. Here, they have been obtained from the dimensional reduction scenario within a perturbative loop computation. For the present purposes, it was sufficient to use a one-loop perturbative matching as given in Sec. III, although the two-loop matching has been reported as well ͓30͔. These higher-order effects can be taken into account in principle; in practice, this will not be necessary because their quantitative influence is smaller than the contributions from the scalar fluctuations for larger Higgs field mass, which have already been neglected. In any case, a small change of the initial condition cannot change the main effect reported here. Except for small Higgs field masses, the dominant contributions come from integrating-out modes in 3D. This follows directly from Fig. 5 , which shows that the main running of the VEV takes place below the scale of dimensional reduction.
Finally, we remark that the quality of a given approximation can also be assessed by studying the dependence on the coarse-graining scheme. This discussion will be the subject of the following section.
VI. SCHEME DEPENDENCE
All quantitative results present up to now have been obtained for a sharp cutoff regulator. It is a straightforward consequence of the Wilsonian renormalization-group approach that physical observables obtained from a solution to a Wilsonian flow equation, will not depend on the precise form of the coarse graining. Unfortunately, this conclusion holds only if the full effective action is computed. On a technical level, this is barely possible, and truncations of the effective action have to be employed. It is precisely this truncation that can introduce a spurious coarse-graining scheme dependence for physical observables. In this section we address the question to what extent the physical observables, as obtained in the preceding section, do ͑or do not͒ depend on the precise form of the coarse graining. In doing so, we are able to present quantitative ''error bars'' related to the scheme dependence. We also present evidence for an intimate quantitative link between the scheme dependence and the truncations employed.
A. Scheme dependence vs truncations
Consider the case of computing some physical observable from the solution to a ͑truncated͒ Wilsonian flow. It goes without saying that a strong dependence of this observable on the coarse graining employed is not acceptable as it would cast serious doubts on the truncations performed so far. With ''strong'' we mean ''inducing large quantitative,'' or even ''qualitative'' changes. On the other hand, a weak scheme dependence of certain physical observables is a sign for the viability of the approximation employed. In fact, if we were able to solve the flow equations without truncating the effective action ⌫ k , the final result in the physical limit k→0, which is by construction nothing else but the full quantum effective action ⌫, should not depend on the details of the particular coarse graining employed. There is little hope for this holding true for any truncation of the effective action ⌫ k as any truncation necessarily neglects infinitely many operators.
The coarse-graining procedure is implemented through the momentum-dependent operator R k (q 2 ). It couples to all the operators present in ⌫ k in a well-defined way, that is, according to the flow equation ͑2.1͒. Replacing a coarse graining by another coarse graining, implies that the effective coupling of R k (q 2 ) to the operators contained in the effective action, changes accordingly. A truncation of the effective action amounts to neglecting infinitely many operators to which the coarse graining, in principle, is sensitive. Therefore, studying the scheme dependence will probe whether some relevant operators ͑for the problem under investigation͒ have been neglected, or not. In this light, the indirect feedback of some relevant operators should manifest itself through some strong eigenmode with respect to a change of the coarse-graining procedure.
Although these arguments, as presented so far, are of a purely qualitative nature, we will show in the sequel that they can indeed be given a quantitative meaning.
B. Coarse grainings
Before studying in detail the scheme dependence of our results, we will briefly review the main requirements for a viable coarse-graining procedure. There are basically three key points to be considered. The first one concerns the possible zero modes of the propagators, which typically cause strong infrared problems within perturbative loop expansions in dϽ4 dimensions. These are properly regularized, if
holds true. In this way, the effective inverse propagator for a massless mode reads q 2 ϩR k (q 2 ), and has a well-defined infrared limit. The second point concerns the infrared limit of the effective action ⌫ k , which should coincide with the usual effective action for k→0. This is the case, if
Finally, we have to make sure that the correct initial effective action in the ultraviolet limit is approached, which is guaranteed by
Any function R k (q 2 ) with the above properties, can be considered as a coarse graining ͓5,13͔. It is convenient to rewrite R k in terms of dimensionless functions r(q 2 /k 2 ) as
where Z corresponds to a possible wave-function renormalization ͑Z ϭ1 in our approximation͒. Let us introduce two classes of regulator functions, which are commonly used in the literature. The first one is a class of powerlike regularization schemes given by the coarsegraining function
and yϵq 2 /k 2 . The particular case nϭ1, corresponds to a masslike regulator R k ϳk 2 , and nϭ2 to a quartic regulator R k ϳk 4 /q 2 . These algebraic regulators are often used because the related threshold functions can be computed analytically. On the other hand, these regulators decay only algebraically for large momenta, which can, in principle, lead to an insufficiency in the integrating out of the hard UV modes.
A second convenient class of regulators consists of exponential ones, parametrized as
where c is a constant. The exponential regulator with nϭc ϭ1, has been used previously in various numerical investigations ͓9,10,27͔. The suppression of large momentum modes q 2 ӷk 2 to the flow, is now exponential and thus much stronger than in the case of algebraic regulators. It is expected that this property is at the basis for a good convergence of approximate solutions.
Both classes of regulator functions depend on the parameter n, with 1рnрϱ. In the limit n→ϱ, they both approach what is known as the sharp cutoff regulator, given by ͓3,4͔
͑6.5͒
We will now consider the dependence of certain physical observables on particular choices of these regulators.
C. Tricritical point and large-N limit
We have given an estimate for the endpoint of the critical line in Eq. ͑4.5͒. Its mere existence is closely linked to the presence of an Abelian fixed point, although it will be within the domain of validity only for small values of the latter. Both functions F 1 and F 2 depend explicitly on the RS, and so does the solution to Eq. ͑4.2͒. In the general case, the endpoint of the critical line also depends on the RS. Instead of Eq. ͑4.5͒, which is the result for a sharp cutoff, we find for the general case
where terms O(e) have been dropped. The entire scheme dependence is now encoded in the coefficient a 1 , given by
in dϭ3 dimensions. This coefficient belongs to a set of expansion coefficients a k characterizing a coarse-graining scheme ͑see Appendix A for their general definition and more details͒. For each of the two classes of regulators, the coefficient a 1 can be calculated as a function of the parameter n. In Fig. 13 , the dashed line corresponds to the powerlike, and the full line to the exponential regulator class with cϭln 2. For this choice of c, both sets of regulators are normalized to r(1)ϭ1. For a powerlike regulator, we find explicitly a 1 ϭ 3 4 ⌫͓1ϩ1/2n͔⌫͓2Ϫ1/2n͔, and for the exponential one a 1 ϭ 3 8 n Ϫ1 c 1/2n (2 1/2n Ϫ2)⌫͓Ϫ1/2n͔. It is interesting to note that although these classes of regulators do have strong qualitative differences, the coefficient a 1 , which only involves a folding of r(y) over all momenta, is rather stable ͑i.e., Ϯ10% about the mean value͒.
We shall compare the numerical value of the tricritical point with results obtained in the large-N limit via the ⑀ expansion ͓32͔ or a fixed dimension computation in (dϭ3) ͓33͔. As argued in Sec. II B, the Abelian fixed point reads e Ã 2 ϭ6 2 /N in the large-N limit, and our above result therefore becomes
The ⑀ expansion, to leading order, yields 
͑6.10͒
While Eq. ͑6.9͒ fails to give a reliable answer at ⑀ϭ1, we observe that our result ͑6.8͒ is in good numerical agreement with Eq. ͑6.10͒.
D. Scheme dependence of the critical potential
Here, we consider the task of computing the critical potential for coarse grainings other than the sharp cutoff. First, we have to obtain the corresponding fluctuation integrals. The most general expression ͑for arbitrary scheme͒ has been given in Appendix B. This expression still contains an integral over momenta to be performed, which is how the scheme dependence enters into the expression for the fluctuation integral ⌬ k . Then, the criticality conditions ͑4.2͒ have to be solved to find T c and 0 . The sharp cutoff allowed an analytical computation of ⌬ k , ͑B.5͒, and thus of the functions F 1,2 in Eq. ͑4.3͒.
Below, in addition to the sharp cutoff, we consider the classes of powerlike regulators ͑6.3͒ and exponential regulators ͑6.4͒. From the powerlike regulators, we consider the limiting cases nϭ1 ͑i.e., a masslike regulator R k ϭk 2 ͒ and nϭϱ ͑the sharp cutoff͒. As an intermediate case we consider also the case nϭ2 ͑i.e., the quartic regulator R k ϭk 4 /q 2 ͒. The exponential regulators are represented for nϭ1 ͓i.e., R k ϭq 2 /(exp q 2 /k 2 Ϫ1)͔, and nϭϱ ͑the sharp cutoff͒. A continuity argument suggests that the critical potentials for intermediate values of the coarse-graining parameter n should appear within those limits set by nϭ1,2 and nϭϱ.
No explicit analytical expressions for the coarse-grained free energy have been found in these cases. For the masslike and the quartic regulator we used the integrals ͑B7͒ and ͑B8͒, respectively, while Eq. ͑B2͒ is used for the exponential regulator. Then, the problem of solving the criticality conditions reduces to the optimization of two integral equations.
We find that the critical temperature T c , depends very weakly on the different schemes. Indeed, plotting T c as a function of the Higgs field mass, we find that the lines corresponding to different schemes are almost on top of each other, inducing a relative error well below the 1% level ͑and thus below the error already present due to other approximations͒. A similar situation holds for the VEV, where we find a relative error below a few percent.
In Fig. 14, the entire critical potential ͑in units of the 4D VEV͒ is displayed for different coarse grainings at m H ϭ38 GeV ͑left panel͒ and at m H ϭ70 GeV ͑right panel͒. The labels s, q, m, and e denote, respectively, the sharp cutoff, the quartic/masslike regulator, and the exponential cutoff from Eq. ͑6.4͒ for nϭ1 and cϭ1.
We first consider m H ϭ38 GeV, and notice that the s and q lines turn out to be on top of each other. Furthermore, it is realized that the VEV is nearly independent of the RS, as is the shape of the potential close to the minima. The main dependence concerns the local maximum of the critical potential. This dependence will therefore affect integrated quantities like the surface tension, but not those related to the VEV, such as the latent heat. The error for the surface tension in the present case is a few percent.
For m H ϭ70 GeV, the dependence on the scheme is more pronounced than in the previous case. Furthermore, the VEV receives-for the masslike regulator-a sizable shift towards smaller values. Again, the variance is strongest around the maximum of the critical potential, and dominant in the nonconvex region of the critical potential. The additional shift in the value of the VEV entails a corresponding shift for the outer region of the effective potential, as opposed to the case for smaller Higgs field mass.
It is interesting to make contact with the qualitative considerations presented at the beginning of this section, and to compare the scheme dependence observed in Fig. 14 with the reliability of the coarse-grained potential in its different regions, due to the approximations employed. Recall that the present computation is based on neglecting the scalar fluctuations. This approximation is more reliable for the outer part of the potential than for the nonconvex part of it ͑more precisely, around a small region of the maximum of the inner part of the potential͒. Here, scalar fluctuations ultimately cause the flattening of the potential in the IR limit. While we have seen in Sec. V D that this approximation is still reliable for m H ϭ38 GeV, we certainly expect larger corrections for m H ϭ70 GeV ͑see the discussion of Secs. V D and V E͒. It is quite remarkable that the scheme dependence indeed seems to reflect the weakness of the approximation for this region of the potential. Our computation thus turns the qualitative statement into a quantitative one.
Finally, we briefly comment on the different regulators used. It is well-known that the masslike regulator is marginal in the sense that it has a poor UV behavior, which makes its use for certain applications questionable ͑a more refined discussion has been given in Ref. ͓22͔͒. From Fig. 14, we learn that the critical potential as obtained for the masslike regulator, deviates the most from the results for the other regulators employed. Considering the class of powerlike regulators, we see from Fig. 14 that the width between the quartic and the sharp cutoff limit is significantly smaller than the deviation for the masslike regulator. This observation strongly suggests that the masslike regulator should be discarded for quantitative considerations, although it remains, in the present example, a useful regulator for studying the main qualitative features of the problem.
18 Discarding the masslike regulator from our discussion, we end up with the observation that the error induced through the scheme dependence is of the same order of magnitude for algebraic as for exponential regulators. For the present case, and at this level of accuracy, no further qualitative differences are observed between the exponential regulators ͑6.4͒ and the powerlike ones ͑6.3͒ for nу2.
In summary, we conclude that a quantitative analysis of the scheme dependence indeed yields nontrivial information regarding the accuracy of the approximations or truncations employed, as suggested by the qualitative argument presented in Sec. VI A. In addition, we have found some evidence for why a masslike regulator, as opposed to exponen-18 This conclusion coincides with those of Ref. ͓22͔ based on more formal considerations regarding masslike regulators.
FIG. 14. The critical potential for m H ϭ38 GeV ͑left panel͒ and m H ϭ70 GeV ͑right panel͒, and different regulator schemes: exponential regulator ͑e͒, sharp cutoff ͑s͒, quartic regulator ͑q͒, and masslike regulator ͑m͒.
tial or higher-order powerlike regulators, should be discarded for accurate quantitative considerations. However, as the qualitative features are still well described by a masslike regulator, and as the quantitative deviation is not too big, this also suggests that a mass term regulator could be very useful for an error estimate. 19 Typically, analytical computations are largely simplified for masslike regulators, allowing for a simple cross check of the results.
VII. SUMMARY AND OUTLOOK
We have studied, in detail, the first-order phase transition of Abelian Higgs models in 3ϩ1 dimensions at finite temperature. Properties of the transition are determined by the underlying fixed-point structure of the 3D theory, such as the crossover of the Abelian charge from the Gaussian to the Abelian fixed point. We computed all physical observables at the phase transition, the phase diagram in the domain of first-order transitions, and the tricritical point. The analysis has been restricted to the region of parameter space, where the dimensional reduction scenario applies, and a perturbative matching of the 4D parameters to the corresponding 3D ones, is possible. The main contribution to the free energy ͑and thus to the physical observables at criticality͒ stem from the remaining effective 3D running, for which we have used a Wilsonian renormalization group to leading order in the derivative expansion, neglecting the scalar, but not the gauge-field anomalous dimension. The latter is related to the nontrivial running of the Abelian gauge coupling, which is described by an effective fixed point. While this fixed point is well understood in the large-N limit, where the tricritical fixed point is known, its precise form is not yet established for the relevant case of Nϭ1. We therefore studied the parametric dependence of physical observables on the fixed-point value. A quantitative discussion of the relevant physical scales, which are easily accessible within a Wilsonian framework, has also been given.
The main effect on physical observables due to the presence of a nontrivial fixed point, depends on the ratio between the crossover scale k cr ͑which defines the crossover to the Abelian fixed point͒ and the typical scales characterizing the first-order phase transition ͑like the discontinuity scale k dis , or k stable ͒. For k cr small as compared to k stable , the observed dependence is weak. The sizable deviations from the perturbative ē 2 (k)Ϸē 2 (⌳) behavior only set in at very small scales below k stable , and are no longer relevant for the phase transition itself in this situation. The main effects are restricted to alterations in the far infrared region, like the details of the flattening of the inner part of the potential. On the other hand, a strong dependence emerges for k cr larger than k stable .
Most of our results for the physical observables can be summarized as in Fig. 15 . Here, the reference values T ref and
ref are given for e Ã ϭͱ6 ͑which corresponds roughly to k cr Ϸk stable ͒, and for the sharp cutoff regulator. In the present approximation, the critical temperature is insensitive to the running gauge coupling. On the other hand, the VEV appears to be quite sensitive to the actual fixed point value, in particular for larger Higgs field mass. The phase transition weakens significantly for small fixed-point values. The reason is that the gauge coupling is decreasing strongly for small fixed-point values at scales larger than the scale where the critical potential reaches its degenerate shape, that is above the scale of decoupling. These results compare well with perturbation theory, except for very large or very small values for the Abelian fixed point. Corrections due to the nontrivial scaling of ē 2 (k), remain below 10% for e Ã 2 Ͼ6 2 and m H below 70 GeV, but do grow large as soon as e Ã 2 is below 6 2 . We conclude that e Ã 2 Ϸ6 2 is a good leading-order approximation for a small Higgs field mass as higher-order corrections are small. For m H ϭ30 GeV, we also compared the value for the critical temperature with lattice simulations and found agreement below 4%. The sensitivity on e Ã 2 Ͻ6 2 for larger Higgs mass, in turn, requires a better determination of the fixed point in this domain. This concerns, in particular, physical observables like the critical exponents at the endpoint of the line of first-order phase transitions.
For a generic regulator function the free energy in the type-I regime has been given as an integral ͑one remaining integration͒. For the case of a sharp cutoff regulator, we obtained an explicit analytical solution for the free energy, given the nontrivial scale dependence of the Abelian charge. In the present paper, we evaluated all relevant quantities for initial conditions obtained from a perturbative dimensional reduction scenario relevant for a high-temperature ͑cosmo-logical͒ phase transition.
The explicit result for the effective potential can also be of use for applications to the superconducting phase transition, or for the nematic to smectic-A phase transition in certain liquid crystals. The main change would concern the initial potential for the effective 3D flow of the potential, and the numerical value of the Abelian charge at that scale. 19 An error estimate based on the masslike regulator is rather conservative as it seems to overestimate the scheme dependence. These changes affect, in particular, the ratio k cr /k stable , and, therefore, the above discussion, as both scales depend in a qualitatively different manner on e 2 (⌳) and U ⌳ . In addition, we studied the dependence of our results on the coarse-graining procedure employed. We have seen that the physical observables do depend only very weakly on the coarse graining. This is encouraging, as a strong dependence would have cast serious doubts on the approximations used. Furthermore, we employed a variety of qualitatively different coarse grainings ranging from the masslike and other polynomial regulators over exponential ones to the sharp cutoff regulator. Therefore, our result can be seen as an important consistency check of the method. The weak variation, with respect to the coarse graining, which is to be interpreted as an ''error bar'' for the observables, is smaller or of about the same size as the error expected from higher-order operators for the coarse grainings studied. This error bar would vanish only if no truncation to the effective action would have to be performed. We also observed an intimate relationship between the truncation of the effective action, and the error bar introduced through the scheme dependence. More precisely, it is observed that the scheme dependence is largest in regions where a similarly large effect, due to the neglecting of the scalar fluctuations in the nonconvex region of the potential, is expected. While this result is not entirely unexpected, a quantitative evidence for it has never been presented before. It would be useful if further quantitative results in this direction could be established. This concerns, in particular, the cross dependencies between an optimal coarse graining that minimizes the scheme dependence, and an optimized convergence of systematic truncations and approximations ͓34͔.
An important open question for future work concerns the precise IR behavior of the Abelian charge. This, of course, is an intrinsic problem of the 3D theory. As argued, our current understanding is mainly limited due to an insufficient understanding of the field and/or momentum dependence of the Abelian charge. It might be fruitful to consider alternatively a thermal renormalization group to improve the situation ͓24͔. At the same time, the inclusion of higher-order corrections due to scalar fluctuations will also become importantclose to the critical points-for a reliable determination of critical exponents and other universal quantities. It would also be interesting to consider the SU(2)-Higgs theory, where a nontrivial endpoint of the line of first-order phase transitions has been established recently. A field theoretical understanding of this endpoint is still missing, and a derivation of the related critical indices from field theory would be desirable. Again, one expects that the IR behavior of the gauge coupling, in competition with the scalar fluctuations, is responsible for the existence of the endpoint.
APPENDIX A: REGULARIZATION SCHEME DEPENDENCE AND THRESHOLD FUNCTIONS
The solution of the flow equation ͑and the related physical observables͒ can be written as momentum integrals over a measure, which depends on the precise implementation of the coarse graining. We employ the notation of Ref. ͓13͔, where a scheme dependent measure has been given ͑in d dimensions͒ as
for momentum-dependent functions f (y), where yϭq 2 /k 2 , and q is the loop momenta. As a consequence of the conditions ͑6.1͒ on the regularization function r(y), it follows that the momentum measure ϪrЈ(y)/(1ϩr) 1ϩd/2 is peaked. The measure is normalized to one,
I r ͓1͔ϭ1. ͑A2͒
This implies that I r ͓ f ͔ depends on the coarse graining as soon as f displays a nontrivial dependence on momenta.
As an example, let's consider the threshold functions l n d (), defined as ͓ y͑1ϩr ͒ϩ͔ nϩ1 . ͑A3͒
They are related to the above measure through
Here, we also introduced the dimensionless effective ͑regu-larized͒ inverse propagator P 2 ͑ y ͒ϭyϩyr͑ y ͒. ͑A5͒
The threshold functions can always be expanded as a Taylor series in powers of . Let us define the corresponding RS dependent expansion coefficients a k ϭI r ͓ P Ϫk ͔. ͑A6͒
which are the kth moments of 1/P with respect to the measure I r . These coefficients appear in the computation of the endpoint of the critical line ͑6.6͒, which is proportional to the coefficient a 1 . For a powerlike regulator r(y)ϭy Ϫn ͓see Eq. ͑6.3͔͒ we find for arbitrary dimension d
A more detailed discussion of these coefficients and a related discussion of the convergence of amplitude expansions and optimized coarse-graining parameters, is given in Ref.
͓34͔.
