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Many real world networks contain a statistically surprising number of certain subgraphs, called
network motifs. In the prevalent approach to motif analysis, network motifs are detected by com-
paring subgraph frequencies in the original network with a statistical null model. In this paper
we propose an alternative approach to motif analysis where network motifs are defined to be con-
nectivity patterns that occur in a subgraph cover that represents the network using minimal total
information. A subgraph cover is defined to be a set of subgraphs such that every edge of the
graph is contained in at least one of the subgraphs in the cover. Some recently introduced random
graph models that can incorporate significant densities of motifs have natural formulations in terms
of subgraph covers and the presented approach can be used to match networks with such models.
To prove the practical value of our approach we also present a heuristic for the resulting NP-hard
optimization problem and give results for several real world networks.
INTRODUCTION
Many complex systems can be modeled as networks
where vertices represent interacting elements and edges
interactions between them. A large number of real world
networks has been found to contain a statistically surpris-
ing number of certain small connectivity patterns called
network motifs [1]. Network motifs, which are also com-
monly referred to as basic building blocks of networks,
are thought to play an important role in the structural
and functional organization of complex networks. For
instance, in biological and technological networks motifs
are thought to contribute to the overall functioning of
networks by performing modular tasks such as informa-
tion processing [2]. Hence, methods for identifying such
characteristic connectivity patterns are of great impor-
tance for a better understanding of complex networks.
The prevalent approach to motif analysis is due to Milo
et al.[1] and is based on comparing the subgraph fre-
quencies of the original network with a statistical null
model that preserves some features of the original net-
work. Part of the analysis consists of generating a rep-
resentative sample of the null model which is used to
determine empirical values for the mean and variance of
motif counts in the null model. Motifs for which the
frequencies significantly deviate from the null model are
then classified as network motifs. In their original pa-
per, Milo et al. suggest that when detecting motifs of
size n the null model should conserve the degree distri-
bution of the original network as well as the motif counts
of size n-1. For generating such networks they propose
a simulated annealing approach. However, it is not clear
whether the simulated annealing approach samples such
null models uniformly. Moreover, in most applications
it is computationally not feasible to preserve lower or-
der motif counts for motifs larger than 4 vertices. Con-
sequently, in most practical applications [1, 3, 4] lower
order motif counts are not conserved and the configura-
tion model [5] with the same degree distribution as the
original network is used as a null model. This has the
unwanted consequence that most subgraphs that contain
an over-represented sub-motif are classified as network
motifs.
In this paper, we introduce an alternative approach to
motif analysis that is based on using subgraph covers as
representations of graphs. A subgraph cover can be seen
as a decomposition of the network into smaller building
blocks. Given any network there are many ways of de-
composing it into a subgraph cover. Consequently, one
needs a way of comparing subgraph covers. For this, fol-
lowing the total information approach by Gell-Mann and
Lloyd [6], we look at motifs as regularities of a network
which can be used to obtain a more concise representa-
tion of the network. In our approach network motifs are
defined as subgraph patterns that appear in a subgraph
cover that represents the network using minimal total in-
formation. Note that this definition of network motifs is
fundamentally different from the definition of Milo et al.
[1].
Another aim of this paper is to establish a connec-
tion between motif analysis and random graph models.
In contrast to most real world networks, commonly used
network models are locally tree-like. Developing random
graph models that can incorporate high densities of trian-
gles and other motifs has been a long standing problem.
Recently, two random graph models that can incorpo-
rate significant densities of motifs have been proposed
[7, 8]. However, it remains unclear how one should select
the set of motifs to be used in such models given a spe-
cific network. As we shall see later, these models can be
formulated as ensembles of subgraph covers and total in-
formation optimal subgraph covers can be used to match
networks with specific instances of these models.
The article is organized as follows: in Sec.2 we present
the theory underlying our approach. Then in Sec.3, we
examine the resulting optimization problem and propose
a heuristic for it. In Sec. 4 we present empirical results
for several real world networks and also test the heuristic
on some synthetic networks with predefined motif struc-
ture. Finally, in Sec.5 we summarize our results and dis-
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THEORY
In this section we first introduce necessary graph and
information theoretical concepts. We then define the to-
tal information for subgraph covers and following the ap-
proach by Gell-Mann and Lloyd [6], we use the smallness
of the total information as a criterion for selecting a sub-
graph cover that is an optimal representation of a given
network. Finally, we discuss the relation between total
information optimal subgraph covers and model selection
for random graphs.
Subgraph Covers
A graph G = (V (G), E(G)) is a ordered pair of sets
where V (G) (|V (G)| = N) is the set of points called
vertices and E(G) is a set of links called edges that con-
nect pairs of vertices. Depending on the kind of network,
edges might be directed or undirected. Though in this
article, we will not make an explicit distinction between
directed and undirected graphs since the arguments and
definitions apply to both equally well. In general, we will
assume that G is sparse, i.e. |E(G)| = O(N). Most real
world networks are sparse [9].
In graph theory, motifs correspond to isomorphism
classes. Two graphs G and H are said to be isomorphic
(G ' H) whenever there exist a bijection φ : V (G) →
V (H) such that (x, y) ∈ E(G) ⇔ (φ(x), φ(y)) ∈ E(H)
for all x,y ∈ V (G). Such a map φ is called an isomor-
phism. Being isomorphic is an equivalence relation and
the corresponding equivalence classes are called isomor-
phism classes.
A graph H is called a subgraph of G whenever V (H) ⊆
V (G) and E(H) ⊆ E(G). A set of subgraphs C, is said to
be a subgraph cover of G whenever
⋃
H∈C E(H) = E(G).
Subgraph covers are representations of graphs meaning
that given a subgraph cover the corresponding graph can
be recovered fully from the cover. Trivial examples of
subgraph covers are the set of all edges of G and G it-
self. Other examples are the maximal clique and star
covers, which are the sets of all cliques/stars that are not
subcliques/substars. An n-clique consists of n vertices
that are all mutually connected and an n-star consists
of single central vertex that is connected to n peripheral
vertices and a subclique/substar is a clique/star that is a
subgraph of some larger clique/star. While the maximal
star cover is closely related to the adjacency list repre-
sentation of the graph, clique covers are closely related
to bipartite representations [5, 10].
Given a cover C, its motif set M(C) is the set of the
isomorphism classes of the subgraphs in C. Similarly
given a set of isomorphism classes M , an M -cover CM is
a subgraph cover of which every element belongs to some
class in M .
The Total Information Approach
The total information framework [6] is based on the
idea that, given an entity, one can use Shanon infor-
mation or entropy to describe its random/non-regular
aspects and algorithmic information content to describe
its regularities or rule based features. In this approach,
identifying certain regularities of an entity is equivalent
to embedding it into an ensemble of objects that share
these regularities while they differ in other aspects.
The first information measure of interest for the total
information approach is the entropy, also known as the
Shannon information. For an ensemble E(R, pr), where
R the is the set of possible outcomes and pr is the respec-
tive probability of an element r ∈ R, the entropy mea-
sures the uncertainty regarding the outcome of E and is
given by:
S = −K
∑
r
pr log pr, (1)
where K is a constant. When K = 1 and logarithm is
base 2, the entropy is measured in bits.
Another information measure that is needed in order
to define the total information is the effective complex-
ity. The effective complexity ((E)) of an entity that
is embedded into an ensemble E as a typical member
is given by the algorithmic information content (AIC)
of the ensemble. The algorithmic information content
of such an ensemble E with respect to a universal com-
puter U is the length of the shortest program that in-
structs U to output a description of E and then halt (i.e.
(E) = AICU (E)). In general the effective complexity
is not computable and computer dependent, therefore in
practice one is restricted to work with approximations in
the form of upper bounds. The issue of how to define a
practical effective complexity for subgraph covers is dealt
with in Sec.3.
The sum of the effective complexity and the entropy is
the total information required to describe both the ran-
dom features and regularities of an entity using a certain
model:
Σ(E) = (E) + S(E) (2)
For a given entity, there might be a multitude of ensem-
bles into which the entity can be embedded as a typical
member and it may not always be clear which set of reg-
ularities/model provides the best description of the en-
tity. The total information provides a basis for comparing
models that describe the same entity. When comparing
models, the better model is the one that minimizes the to-
tal information and then subject to this constraint, min-
imizes the effective complexity. Together with additional
3constraints on computation time, the framework provides
a method for identifying regularities/models that ’most’
effectively describe a given entity which in many regards
is independent of the observer [6]. The minimization of
the total information is closely related to the minimum
description length [11] and minimum messaging length
approaches [12].
Uniform subgraph covers
Following the above definitions, we define the total in-
formation of subgraph covers by embedding them into
uniform subgraph covers. These are the ensembles of all
subgraph covers with fixed motif counts. For this we
need to compute the number of different ways a motif
m can appear on N vertices which depends on the au-
tomorphism group of the motif. An automorphism of a
graph is a permutation of its vertex labels that preserves
the edges of the graph. The number of all such permuta-
tions gives us the number of equivalent vertex labellings
of the graph. To specify an instance of m on N vertices,
one needs to specify the set of vertices m appears on
and how it is embedded into this set. From the defini-
tion of the automorphism group it follows that there are
|m|!
|Aut(m)| different ways a motif m can appear on a set of
|m| vertices. Thus a motif m with automorphism group
Aut(m) can appear on N vertices in N !(N−|m|)!|Aut(m)| dif-
ferent ways. Consequently, the entropy of a set of nm
distinct instances of m is given by:
S(m,nm) = log
( N !
(N−|m|)!|Aut(m)|
nm
)
, (3)
which, given m, is the information required to specify nm
instances of m on N vertices.
Generalizing the above expression, the entropy of a
cover C with motif set M(C) and motif counts nm (m ∈
M) is defined as the entropy of the uniform ensemble of
all covers with motif counts nm:
S(C) =
∑
m∈M(C)
S(m,nm). (4)
When needed, the entropy terms can easily be approx-
imated using Stirling’s formula. For instance, when nm
and N are large enough and |m| > 2:
S(m,nm) = nm(|m| logN − log |Aut(m)| − log nm + log(e)) +O(logN). (5)
As in the case of the entropy, we define the effec-
tive complexity of a cover using uniform covers with the
same motif counts: (C) = AICU (E(M(C), nm)). Con-
sequently, the total information of a cover can be defined
as:
Σ(C) = (C) + S(C). (6)
Following the total information approach, a cover is an
optimal representation of the network if it minimizes the
total information. As a result we can define the network
motifs of G to be the motif set of a Σ-optimal subgraph
cover of G: M(CΣ(G)). The Σ-optimal subgraph cover
also gives a decomposition of the network in terms of
these motifs. In general there might be more than one
subgraph cover that minimize Σ. If this is the case, ad-
ditional criteria such as the minimization of the effective
complexity [6] have to be considered in order to pick one
of the solutions over the others.
The quantity (CΣ(G)) can be interpreted as a measure
of the complexity of G’s subgraph structure which actu-
ally is in correspondence with other measures that are fre-
quently used as indicators of a network’s complexity such
as the broadness of the degree distribution and/or clus-
tering. While the broadness of the degree distribution
gives the variety of the star shaped subgraphs that occur
in the network, high clustering indicates that the network
has a local structure that involves subgraphs other than
trees.
Another quantity of interest is the amount of compres-
sion the optimal cover provides with respect to the edge
cover:
∆Σ(G) = Σ(Ce(G))− Σ(CΣ(G)). (7)
This gives us a measure of how much G deviates from
a Erdo¨s-Re´nyi type random graph with respect to its
subgraph structure. Motifs can also be assigned a quan-
titative significance similar to the z-score used by Milo et
al. [1] based on the compression they provide. One such
measure is the c-score cm:
cm(G) =
Σ(CΣ(G)−m)
Σ(CΣ(G))
− 1, (8)
where (CΣ(G)−m) is the cover obtained by replacing the
m-subgraphs in CΣ(G) with the single edge subgraphs
they cover. By definition cm is always non-negative and
zero for the single edge motif and motifs that are not
contained in CΣ(G).
4Subgraph Covers and Model Selection
In this section we will consider two models that are
closely related to subgraph covers: the model introduced
by Bolloba`s, Janson and Riordan [7] and the model intro-
duced by Karrer and Newman [8]. Although these models
can account for large densities of nontrivial subgraphs, it
is not clear how one should select the set of motifs to be
used in such models when matching these with a given
network. In their article Karrer and Newman [8] mention
this as an important open problem. In the following, we
formulate these models in terms of subgraph covers and
discuss how Σ-optimal subgraph covers can be used to
associate networks with such models.
Random graphs with clustering: In [7] Bolloba`s,
Janson and Riordan introduced a very general class of
random graph models that is based on adding copies of
certain motifs on to the vertices of a graph. For the
sake of simplicity, we will only consider the homogeneous
models i.e. the case where all vertices have the same
type. For the non-homogeneous version of the model as
well as various analytical results concerning the proper-
ties of the model we refer the reader to the original paper
[7]. In the homogeneous case the model can be defined
as follows: Let M be a set of motifs, each given by a
labeled representative and for every m ∈ M , let km be
positive constant that corresponds to the density of the
motif in the model. Then for each m ∈M and |m|-tuple
(v1, v2, ..., v|m|) of vertices one adds a copy of m to G,
such that ith vertex of m is mapped onto vi, with prob-
ability:
pm =
km
N |m|−1
. (9)
Since we are mainly interested in simple graphs, we
will assume that any parallel edges that are formed in
this process are replaced with single edges in the net-
work. The normalization factor 1/N |m|−1 ensures that
the model has O(N) edges. Depending on the symmetry
of m, the same subgraph might be added to the graph
more than once, although the probability of this is very
small. However, the model can be slightly modified in
such a way that every m-subgraph is only considered
once. This can be done by considering |m|-subsets of
vertices instead of |m|-tuples. Then for each such subset,
every distinct m-subgraph is added with probability:
pm =
km|Aut(m)|
N |m|−1
, (10)
where the factor |Aut(m)| ensures that both models con-
tain the same number of copies of m on average.
With the above modification the model defines a multi-
nomial distribution P(M,k)(·) over the space of M -covers.
This is then projected on to the set of edges in order to
obtain a distribution over graphs. Thus, the probability
of a graph G in this model is given by:
P(M,k)(G) =
∑
C∈CM (G)
P(M,k)(C), (11)
where CM (G) is the set of all M -covers of G.
Uniform subgraph covers are essentially micro-
canonical versions of these models. Consequently, the
presented approach can be seen as way of inferring the
subgraph cover state of such models. The Σ-optimal
cover can be further used as a basis for associating the
network with non-homogeneous models of this type that
also include correlations between subgraphs.
Generalized configuration models: Another ran-
dom graph model that is closely related to subgraph cov-
ers is the generalized configuration model proposed by
Karrer and Newman [8]. This model is defined on the ba-
sis of a motif set M and a corresponding role sequence r.
Here, the role sequence specifies the number of different
motifs attached to each vertex and how these motifs are
attached to the vertex. The way in which a certain motif
is attached to the vertex is given by the orbit of the auto-
morphism group of the motifs the vertex belongs to. The
orbit of a vertex is the set of vertices it can be mapped
onto by the automorphism group. In order to generate
a graph corresponding to a role sequence r, every vertex
is assigned a number of subgraph-stubs corresponding to
its role index. A graph is then generated by matching
stubs corresponding to the same type of subgraph in ap-
propriate combinations at random and connecting them
in order to form the corresponding motif-subgraph. How-
ever, in this form the model allows for two or more stubs
of the same vertex to be matched together which results
in a subgraph that is a vertex contraction of the orig-
inal motif. When such problematic cases are excluded
from the model, every matching of the stubs actually
corresponds to an M-cover. Consequently, the general-
ized configuration models can be formulated in terms of
subgraph covers: the model corresponding to a role se-
quence r is the uniform ensemble of all subgraph covers
with role sequence r.
Determining a role sequence for a network is essen-
tially equivalent to choosing a subgraph cover for the
network since every subgraph cover produces a specific
role sequence for the network. The Σ-optimal cover can
be considered as a viable candidate for assigning a role
sequence to a network. On the other hand, an impor-
tant property of the generalized configuration models is
that biconnected subgraph counts are essentially deter-
mined by the motif set while singly connected subgraphs
can be mostly accounted for by the role sequence. Con-
sequently, one can also consider restricting the analysis
to biconnected subgraphs when determining a role se-
quence for the network. This also significantly reduces
the number of subgraphs that have to be considered in
the analysis since the majority of connected subgraphs of
sparse networks are only singly connected.
5The models described above suggest that in principle
one could also consider more general/non-uniform ensem-
bles of subgraph covers to define the total information.
For instance, in the case of the generalized configuration
model one could use the ensemble of all subgraph covers
that result in the same role sequence. However, there is
no known simple way of calculating the entropy of such
ensembles even if only single-edge subgraphs are consid-
ered, which would be equivalent to the classical config-
uration model. In addition, such ensembles have high
effective complexity.
The relation to the method of Milo et al.
From a compression point of view the motifs of the
Σ-optimal cover correspond to the motifs with respect
to which the graph maximally deviates from a random
graph. Although the Erdo¨s-Re`nyi random graph is in
general not the null model of choice in applications of
the method of Milo et al., both methods can be seen as
trying to find motifs with respect to which the network
differs from a random graph. In this sense the subgraph
cover approach and the method of Milo et al. share sim-
ilar goals. Using generalized configuration models to de-
fine the total information would allow for a more direct
comparison of the two approaches but as explained in
the previous section there are additional difficulties asso-
ciated to this.
A general problem one faces when using the method
of Milo et al. is that subgraph frequencies are in general
highly interdependent. The most obvious of such depen-
dencies are motif-submotif type dependencies. That is,
the presence of a motif implies the presence of larger mo-
tifs containing it as a submotif and its own submotifs.
This in turn implies that counts of motifs that have a
submotif in common are correlated. In order to avoid
larger motifs to be classified as network motifs only be-
cause they contain some smaller overrepresented motif,
Milo et al. propose using a null model that conserves
lower order motifs. However, this does not cover all de-
pendencies. For instance, a certain overrepresented motif
might occur almost exclusively as a submotif of one or
more larger network motifs. The Σ-optimal cover natu-
rally avoids such interdependencies by considering motifs
of all sizes simultaneously and effectively penalizing the
sharing of edges between subgraphs. Despite their dif-
ferences, one would expect both methods to find similar
motifs provided that lower order motifs are conserved by
the null model.
THE Σ-OPTIMAL SUBGRAPH COVER
PROBLEM
In general when finding optimal subgraph covers, one
would like to consider the most general set of potential
motifs. However, in practice there are several technical
limitations, the first being the graph isomorphism prob-
lem. That is, there exists no known polynomial time
algorithm for resolving the problem of whether two fi-
nite graphs are isomorphic. The same holds for finding
the automorphism group of a graph. Fortunately, there
are several software packages that can efficiently compute
the automorphism group of small graphs [13]. Second,
the problem of finding whether a graph G contains a cer-
tain motif as a subgraph is NP-complete. Thus, finding
subgraph instances can be computationally expensive es-
pecially for large motifs. Third, the number of connected
motifs grows faster than exponentially with size. For in-
stance, there are over a million different directed motifs
of size 6. Therefore, the set of candidate motifs of which
the subgraph instances are to be included in the analysis
has to be restricted so that the analysis can be completed
in reasonable time. Restricting the set of candidate mo-
tifs to all connected motifs up to a certain size seems to
be an obvious choice. On the other hand, one can also
include special classes of motifs of arbitrary size into the
set of candidate motifs.
If one wants to include special classes of motifs into
the set of candidate motifs, any prior knowledge of the
structure of the network can be used to make an edu-
cated guess about which motifs are more likely to pro-
duce covers with small total information. For instance,
when examining the network representing an electronic
circuit, the motifs corresponding to various known sub-
components of the circuit should be included in the set of
candidate motifs. Also if the network at hand is known to
have a broad degree distribution, star shaped motifs can
be included. Similarly, if some motifs are known to fa-
vor a certain type of dynamical behavior that is thought
to be relevant to the network performing certain tasks,
these patterns and their generalizations can be included
into the analysis. As previously mentioned, if one in-
tends to use the subgraph cover in order to determine a
role degree sequence for the network, the set of motifs
can be restricted to biconnected motifs. Disconnected
motifs can be excluded from the analysis since the cover
that independently contains the connected components
of such subgraphs always has lower total information.
Another issue that has to be addressed in practice
is that the algorithmic information content is not com-
putable and in addition it is computer dependent. This
can be resolved by substituting the algorithmic informa-
tion content of the ensemble with the code length of a rea-
sonable encoding of it. Another simplification we make is
to assume that motifs are independently encoded which
results in a effective complexity term that is additive in
6the motifs. One obvious way of encoding motifs is to use
edge lists. In this case we have:
(m) = log∗(|V (m)|)+log∗(|E(m)|)+S(|V (m)|, |E(m)|),
where S(|V (m)|, |E(m)|) is the entropy of the ensemble
of all graphs with the same vertex and edge counts as m
and log∗ is the iterated logarithm. On the other hand,
one can also use a predefined/fixed encoding or catalog of
the candidate motifs to define their effective complexities.
After the simplifications above, the total information
reduces to:
Σ(C) = log∗N +
∑
m∈M(C)
(S(m,nm) + (m) + log
∗nm) .
(12)
The choice of code used to define the effective com-
plexity depends on the set of candidate motifs. The edge
list encoding has the advantage of being independent of
the set of candidate motifs and therefore is a natural
choice when considering all motifs up to a certain size.
On the the hand, given a specific set of candidate motifs,
the catalog approach in general results in shorter code
lengths compared to the edge list encoding. This makes
the catalog approach more suitable when the set of candi-
date motifs contains special classes such as cliques, stars,
cycles etc. since these have obvious better/shorter en-
codings than their edge lists.
Although the edge list encoding seems to be a natural
candidate when considering general motifs, it might be
argued that the choice of code used to approximate the
effective complexity term is subjective. However, in prac-
tice almost all comparable model selection approaches
require similar subjective choices [11, 12, 14]. From a
Bayesian viewpoint, where the effective complexity term
can be associated to a prior, this is less of a problem.
The main goal of this article is not to advocate a spe-
cific approach to model selection but rather to show that
subgraph covers can be used as a basis for motif anal-
ysis. The reason for us choosing the total information
approach is that it accounts for the fact that the pa-
rameters of the ensembles are graphs/motifs in a rather
intuitive way.
Another, more practical, way of looking at the effective
complexity is as a safeguard against overfitting. From
this point of view the effective complexity of a motif cor-
responds to the minimal entropy gain it has to provide in
order to be included in the optimal cover. This in turn
can be seen as setting a frequency threshold for the mo-
tif. Thus, the problem can also be formulated in terms
of entropy minimization and frequency constraints. If
overfitting is less of a concern, one can even set the ef-
fective complexity to zero which in our case is equiva-
lent to the maximum likelihood approach. Using max-
imum likelihood or similar reduced effective complexity
terms/frequency thresholds might be useful if one wants
to find a maximal number of potentially relevant motifs
or when the network is small (N < 200) since in such
networks the maximal potential entropy gains of motifs
are limited. The algorithms we shall present in the next
section can be modified in a straightforward manner to
incorporate frequency thresholds.
The greedy algorithm
Even with the candidate motifs restricted, finding a
Σ-optimal subgraph cover is a non-trivial optimization
problem. As formulated above, the problem of finding
a Σ-optimal subgraph cover is a nonlinear set covering
problem where the set to be covered is the edge set of
the graph and the subsets are the edge sets of the sub-
graph instances of the candidate motifs. Set covering
problems are known to be NP-hard even in the linear
case [15]. Consequently, in most practical applications
exact solutions are elusive and a heuristic has to be used.
The greedy algorithm we propose might be seen as
a generalization of the greedy heuristic introduced by
Chvatal [16] for the linear set covering problem. The
algorithm is based on the stepwise construction of a sub-
graph cover. At each step the algorithm finds the motif
that covers not yet covered edges of G most efficiently in
terms of total information per edge. Given a partial cover
C, the efficiency of a set Sm of m-subgraphs is defined
as:
σ(Sm, C) =
Σ(Sm)
|E(Sm)− E(C)| , (13)
where E(C) and E(Sm) are the set of edges covered by
C and Sm respectively and Σ(Sm) is the total informa-
tion corresponding to Sm. More precisely, Σ(Sm) =
S(m, |Sm|) + (m) + log∗(|Sm|). Following this defini-
tion, an optimal instance set of m is defined as a set of
m- subgraphs that minimizes σ. At each step, the algo-
rithm determines the efficiency of all motifs in the can-
didate motif set by determining an optimal instance set
for each of them. In the next step, the algorithm checks
for each motif whether including its optimal instance set
into the cover increases the overall total information of
the cover. Then from the motifs of which the optimal in-
stance set does not increase the total information, most
efficient one is selected. Having found the most efficient
motif, the corresponding optimal instance set is added to
the cover and the set of covered edges is updated. The
process is repeated until all edges of the graph are cov-
ered. To ensure that the algorithm terminates, we require
that the single edge motif is always included in the set of
candidate motifs. The total information of partial covers
is calculated by adding to them the single edge subgraphs
corresponding to the uncovered edges. Here, one should
note that motifs can not be selected based solely on their
efficiency because in general adding the optimal instance
set of a motif to the cover decreases the efficiency of other
7motifs which, in certain cases might lead to an increase
of the overall total information.
Algorithm 1 GreedyOptimalCover (G(E, V ),MS)
CoveredEdges = ∅, Cover = ∅,Motifs = ∅
while |CoveredEdges| < |E| do
C,m = FINDMOTIF (G,MS,CoveredEdges)
CoveredEdges← CoveredEdges ∪i∈C e(i)
Cover ← Cover ∪ C
Motifs←Motifs ∪ {m}
end while
return Cover, Motifs
function FINDMOTIF(G,MS,CoveredEdges)
for m ∈MS do
C(m) = OptimalInstanceSet(m,CoveredEdges,G(E, V ))
end for
M = argminm∈MS{σ(C(m), CoveredEdges)|Σ(Cover∪
C(m)) ≤ Σ(Cover)}
return C(M),M
end function
Here, OptimalInstanceSet is a function that computes
an optimal instance set given a motif and a set of covered
edges, Σ is the total information and MS is the set of
candidate motifs.
Given a motif m and a set of covered edges, finding an
optimal instance set is a nontrivial optimization prob-
lem on its own. When subgraphs in the cover are not
allowed to share edges, finding an optimal instance set
is equivalent to finding a maximum independent set of
m-subgraphs, that is a set of m-subgraphs of maximum
cardinality such that no two of the subgraphs in the set
have an edge in common. This problem is equivalent
to the maximum independent vertex set problem and is
NP-complete [15]. As a result some type of heuristic has
to be employed. The descriptions of two such heuristics
can be found in the supplemental material. Depending
on the heuristic, finding an optimal instance set requires
some or all of the subgraph instances of m to be com-
puted. There exist several well known algorithms that
can be used for this purpose [17, 18].
EMPIRICAL RESULTS
In the following, we apply the above algorithm to sev-
eral real world networks from different fields. We also
consider some synthetic networks that are realizations of
uniform subgraph covers with predetermined motif fre-
quencies in order to test the heuristic.
Due to computational resources available, the size of
the subgraphs used in the analysis is limited to 5 in the
directed and 6 in the undirected case. We also consider
biconnected subgraph covers in relation with generalized
configuration models. All results were obtained using
the maximal independent set heuristic (for details see
the supplemental material) for finding optimal instance
sets and edge lists for encoding motifs. In the following
tables, N and E stand for the number of vertices and
edges respectively. In addition to the total information
of the obtained cover Σ, the tables also show the total
information of the corresponding edge cover, ERI, as a
benchmark. Both these quantities are rounded to the
closest integer and are given in bits.
Because of the random choices involved in finding opti-
mal instance sets, the algorithm might find different cov-
ers for the same network on different runs. The covers
shown in the figures are the best solutions obtained over
multiple runs. A more detailed discussion on the vari-
ability of the heuristic can be found in the supplemental
material. In Table I, the ranges of motif counts obtained
over 10 runs are also shown. Here, we should stress that
the proposed heuristics are primarily aimed at demon-
strating the feasibility of using Σ-optimal subgraph cov-
ers as a basis of motif analysis and other heuristics might
be devised for the resulting covering problem.
Real world networks
construct examples where the subgraph cover consisting of only single edges has
lower total information or even entropy than the uniform subgraph cover that
generates the graph.
Network N E ERI Σ
Power Grid 4941 6594 81084 77109
4109 141 112 44 31 17 47
(4109-4129) (138-145) (111-122) (44-45) (30-31) (15-17) (45-47)
11 68 2 15 42 2
(10-11) (67-68) (2-2) (15-16) (41-43) (2-2)
Table 2: The motifs of the network representing the Western States Power Grid
of the United States found using connected subgraphs up to size 6. The motif
counts correspond to the cover with lowest total information obtained over 10
runs. The range of the motif counts obtained are also shown in parenthesis.
Table 2 shows the motifs found for the network representing the Western
State Power Grid of the United States[17]. The obtained motif structure in-
dicates that, among other motifs, cycles and cliques play and important part
in the organization of this network. In tables 3 and 4 the motifs found for
the gene transcription networks of E.coli [18] and C.cerevisiae [1] are shown.
For table 3 only biconnected motifs up to size 5 were considered while table 4
shows the results obtained using all connected subgraphs up to size 5. Including
singly connected motifs in the candidate motif set has almost no effect on the
biconnected motifs found and mostly results in star shaped motifs or motifs
that consist of one node intersections of previously found biconnected motifs.
The two networks share 3 out of 4 motifs in the case of biconnected motifs. In
table 5 we show the results obtained for two networks representing electronic
circuits that are digital fractional multipliers [1]. In this case the algorithm not
only finds the same motifs for both networks but the counts of the motifs also
scale almost exactly with network size. In table 6 the network motifs found for
the metabolic networks [19] of several species from different domains of life are
shown. We find almost the same motifs in all of these networks and most motif
counts also scale approximately with network size.
The analysis of various networks shows that networks that have similar func-
tions also have the same motif structure. This further supports that motifs play
an important role in the structural organization of complex networks. Further-
more, the motif counts of the obtained covers also scale approximately with the
node and edge counts of the networks in the same class. The results also show
that subgraph covers can be used to obtain representations that are up to 20%
shorter when compared to edge list representations. As previously mentioned
Σ-optimal subgraph covers can be used as a basis for associating networks with
generalized configuration models which can be used to make various predictions
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TABLE I: The network motifs of the network representing
the Western States Power Grid of the United States found
using connected subgraphs up to size 6. The ranges of the
mo if counts of the covers found over 10 runs are also shown
in parenthesis.
Table I shows the motifs found for the network rep-
resenting the W stern State Pow r Grid of the United
States [19]. The motif structure indicates that, among
other otifs, cycles and cliques play an important role in
t organiza i n of thi network.
8about the properties of these networks. The method can be futher tested by
comparing properties of networks with these predictions. However such com-
parisons are beyond the scope of this article and will be treated separately in
later articles.
Network N E Σe Σ
S.Cerevisiae 688 1079 11024 9811
547 23 4 60 8
E.Coli 423 519 5124 4810
323 9 14 13 5
Table 3: The motifs of transcription networks of E.coli and S.cerevisiae obtained
using all biconnected motifs up to size 5.
Motifs (id)
(0) (1) (2) (3) (4) (5)
Network n0 n1 n2 n3 n4 n5
E.Coli 323 9 14 0 13 5
S.Cerevisiae 547 0 23 4 60 8
Network N E ERI Σ
E.Coli 423 519 5124 4810
S.Cerevisiae 688 1079 11024 9811
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TABLE II: The network motifs of the transcription networks
of E.coli and S.cerevisiae obtained using all biconnected mo-
tifs up to size 5.
about the properties of these networks. The method can be futher tested by
comparing properties of networks with these predictions. However such com-
parisons are beyond the scope of this article and will be treated separately in
later articles.
N E Σe Σ
S.Cerevisiae 688 1079 11024 9811
547 23 4 60 8
E.Coli 423 519 5124 4810
323 9 14 13 5
Table 3: The motifs of transcription networks of E.coli and S.cerevisiae obtained
using all biconnected motifs up to size 5.
Motifs (id)
(0) (1) (2) (3) (4) (5)
(6) (7) (8)
Network n0 n1 n2 n3 n4 n5 n6 n7 n8
E.Coli 130 0 0 12 51 0 13 5 4
S.Cerevisiae 59 26 16 23 94 5 61 8 0
Network N E ERI Σ
E.Coli 423 519 5124 4637
S.Cerevisiae 688 1079 11024 9309
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TABLE III: The motifs of the transcription networks of E.coli
and S.cerevisiae obtained using all connected motifs up to size
5.
In Tables II and III the motifs found for the transcrip-
tion networks of E.coli [20] and C.cerevisiae [1] are shown.
For table II, only biconnected motifs up to size 5 were
considered while table III shows the results obtained us-
ing all connected subgraphs up to size 5. Including singly
connected motifs in the candidate motif set has almost
no effect on the biconnected motifs and mostly results
in star shaped motifs or motifs that consist of one ver-
tex intersections of previously found biconnected motifs.
The networks share 3 out of 4 motifs in the case of bi-
connected motifs.
Motifs (id)
(0) (1) (2) (3) (4)
Network n0 n1 n2 n3 n4
s420 220 7 4 13 11
s838 456 15 8 25 23
Network N E ERI Σ
s420 252 399 3491 3404
s838 512 819 7995 7652
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TABLE IV: The motifs of electronic circuits (digital fractional
multipliers) obtained using all connected motifs up to size 5.
In Table IV we see the results for two networks repre-
senting electronic circuits that are digital fractional mul-
tipliers [1]. For these networks the algorithm not only
finds the same motifs for both networks but the motif
counts in the optimal cover also scale almost exactly with
network size.
Motifs (id)
(0) (1) (2) (3) (4) (5)
(6) (7) (8) (9) (10) (11)
Network n0 n1 n2 n3 n4 n5 n6 n7 n8 n9 n10 n11
AA 423 16 0 6 16 130 147 97 0 0 0 0
AB 408 22 0 4 23 128 131 82 2 0 0 0
EC 935 117 3 5 40 264 345 202 0 3 5 0
CE 478 13 2 3 31 137 178 100 0 0 0 0
AG 509 23 2 6 26 140 168 120 0 0 0 4
AP 195 11 0 0 12 55 67 46 0 0 0 0
Network N E ERI Σ
AA 1057 2527 25844 21255
AB 993 2368 24012 19882
EC 2275 5763 64842 52590
CE 1173 2864 29634 24380
AG 1268 3011 31616 25960
AP 490 1163 10610 8856
Table 6: Motifs of various metabolic networks and their respective
counts in the optimal cover found using biconnected subgraphs up to
size 5. AA=Aquifex aeolicus(bacteria), AB=Actinobacillus actinomycetem-
comitans(bacteria), EC=Escherichia coli (bacteria),CE=Caenorhabditis el-
egans (eukaryote), AG=Archaeoglobus fulgidus (archea), AP=Aeropyrum
pernix(archea). The table shows all motifs that occur at least 4 times in any
one of the obtained covers. For each network at most 2 motifs are not shown in
this table.
In table 6 the network motifs found for the metabolic networks [19] of several
species from different domains of life are shown. We find almost the same motifs
in all of these networks and most motif counts also scale approximately with
network size.
5 Discussion
In this paper, we introduced an information theoretical approach to motif anal-
ysis in networks that is based on using subgraph covers as representations of
graphs. We also proposed a greedy heuristic for approximating the resulting
optimization problem. The subgraph covers obtained for various networks show
that the method finds nearly identical motifs for networks with similar func-
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TABLE V: The motifs of various metabolic networks
obtained using biconnected subgraphs up to size 5.
AA=Aquifex aeolicus(bacteria), AB=Actinobacillus
actinomycetem mitans(bacteria), EC=Escherichia coli
(bacteria),CE=Caenorhabditis elegans (eukaryote),
AG=Archaeoglobus fulgidus (archea), AP=Aeropyrum
pernix(archea).
In Table V the network motifs found for the metabolic
networks [21] of several species from different domains
of life are shown. We found almost the same motifs in
9all of these networks and most motif counts also scale
approximately with network size.
Motifs (id)
(0) (1) (2) (3) (4) (5) (6) (7)
(8) (9) (10) (11) (12) (13) (14)
Network n0 n1 n2 n3 n4 n5 n6 n7 n8 n9 n10 n11 n12 n13 n14
AS-1 710 31 0 55 7 495 227 34 7 41 0 0 17 5 9
AS-2 695 18 0 73 9 505 226 35 10 40 0 0 13 9 8
AS-3 791 18 0 85 14 507 243 39 10 44 10 0 15 7 9
AS-4 1016 28 0 124 5 650 356 55 17 48 13 21 24 7 11
AS-5 980 31 0 127 10 615 368 59 17 54 12 30 38 9 18
AS-6 1227 30 0 183 14 826 569 83 23 83 13 23 35 12 13
AS-7 3162 27 0 127 8 0 299 45 13 71 0 27 34 11 14
AS-8 913 38 144 189 18 981 682 87 30 98 14 30 47 18 14
Network N E ERI Σ
AS-1 3015 5156 57877 52769
AS-2 3042 5232 58755 53557
AS-3 3213 5624 63458 57784
AS-4 4235 7674 89266 80224
AS-5 3962 7931 90351 80411
AS-6 5599 10728 128250 113240
AS-7 3570 7033 79225 71227
AS-8 6474 12572 152686 134176
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TABLE VI: The motifs of various autonomous systems net-
works obtained using all connected motifs up to size 5.
Table VI shows the network motifs found in networks
representing the internet at the level of autonomous sys-
tems [22]. The counts of common motifs also scale ap-
proximately with network size.
In commonly analyzed networks we find 3 and 4 node
motifs that are almost identical to those found by Milo
et al. [1] using a null model that conserves lower order
motifs. In the transcription networks we find all the mo-
tifs found by Milo et al. though in the case S.Cerevisiae
network the feed forward loop (FFL) only appears as a
submotif of the larger motif consisting of 3 FFLs sharing
an edge. Also for the electronic circuit networks we find
the same 3 and 4 node motifs though the 3- and 4-cycles
appear only as submotifs. A closer analysis shows that in
these networks 3- and 4-cycles occur almost exclusively as
subgraphs of larger network motifs (3-cycles: s420-19/20,
s822-39/40; 4-cycles: s420-11/11, s838-23/23).
The analysis of various networks shows that networks
having similar functions also have the similar motif struc-
ture. This further supports that motifs play an important
role in the structural organization of complex networks.
Furthermore, for networks of the same type the motif
counts also scale approximately with network size. The
results also show that subgraph covers can be used to ob-
tain representations that are up to 20% shorter compared
to edge list representations.
As previously mentioned, Σ-optimal subgraph covers
can be used as a basis for associating networks with gen-
eralized configuration models which can be used to make
various predictions about the properties of these net-
works. The method can be further tested by comparing
properties of the analyzed networks with these models.
However, such comparisons are beyond the scope of this
article and will be treated separately in later articles.
Network classification
The method can also be used to obtain a classifica-
tion of networks that is similar to the classification given
by Milo et al. in [23]. Following the approach of [23],
we use motif significance profiles that are given by the
normalized c-score c˜m:
c˜m =
cm√∑
m′∈M(CΣ) c
2
m′
. (14)
The significance profiles of various network types are
given in Figure 1. These show that networks of the same
type also have very similar significance profiles. The fig-
ures only show the regions of the significance profiles
corresponding to the motifs that have non-zero c-score.
Compared to the full significance profile these regions are
relatively small since there are 9578 connected and 7585
biconnected motifs up to size 5 in the directed case and
30 connected motifs up to size 5 in the undirected case.
Thus, compared to the subgraph profiles used in [23] the
method provides a much finer grained classification.
Synthetic networks
Finally, we also consider some synthetic networks that
are realizations of uniform subgraph covers with prede-
termined motif counts in order to test whether the heuris-
tic is able to recover the underlying motif set/subgraph
cover in such cases. As shown in Table VII, for all random
networks the algorithm is able to recover the motif set.
For Network 1 the algorithm recovers the underlying sub-
graph cover exactly. Network 2 is generated to mimic the
motif structure found for an electronic circuit (s838-Table
IV) and the algorithm is able to recover the original sub-
graph cover with only one extra subgraph. On the other
hand, for Networks 3 and 4 the motif counts differ signif-
icantly from the counts of the uniform subgraph covers
used to generate the networks, especially with respect to
the 5-star counts. This is probably caused by the fact
that these networks contain a large number of 5-stars of
which only some are explicitly contained in the under-
lying cover. Consequently, finding an optimal instance
set of 5-stars becomes more difficult. This effect is more
pronounced in Network 3 because it is denser compared
to Network 4.
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FIG. 1: The motif significance profiles of various networks corresponding to the covers given in Tables II, IV, V and VI.
the resulting set covering problem.
Network N E ERI Σ
Network 1 1500 3115 34069 20566(20566)
150(150) 80(80) 125(125) 75(75) 125(125) 75(75)
Network 2 512 819 7795 7646(7652)
452(456) 16(15) 8(8) 25(25) 23(23)
Network 3 750 2065 17594 16296(16089)
273(150) 124(125) 119(125) 45(45) 47(45) 78(100)
Network 4 1500 2065 21746 18413(18277)
192(150) 123(125) 120(125) 44(45) 47(45) 95(100)
Table 1: The motifs obtained for two networks that realizations of uniform
subgraph cover ensembles. The quantities corresponding to these ensembles are
given in paranthesis.
As shown in Table 1, for both random networks the algorithm is able to
recover the motif set. Network 1 is generated to mimic the motif structure
found for an electronic circuit (s838-see table 5) and the algorithm is able to
recover the original subgraph cover with only one extra subgraph. On the other
hand, for Network 2 the motif counts of the obtained cover differ significantly
from the counts of the uniform subgraph cover used to generate the network.
This can be partly explained by presence of subgraphs corresponding to motifs
which were not explicitly added during the generation of the network. As is
the case with any heuristic, the success of the greedy heuristic depends on the
structure of the network. One can construct examples where the greedy heuristic
fails to recover all the motifs used to generate the network. For instance if a
motif contains a sub-motif that is more dense and symmetric compared to the
entire motif, the greedy algorithm picks the sub-motif over the motif itself since
the submotif covers edges more efficiently. Another aspect that one should keep
in mind is that the greedy heuristic favors patterns that are most pronounced
in the network which are motifs which are dense, symmetric and occur in large
numbers in the network. Thus if only a few copies of a motif that is not very
dense are added to a graph, the algorithm might not be able to recover the
motif. Here, one should also notice that the cover used to generate the graph
is not necessarily the one with minimal total information. It is possible to
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TABLE VII: The motifs obtained for networks corresponding
to realizations of uniform subgraph covers. The quantities
corresponding to the ensembles used to generate the networks
are given i parenthesis.
As is the case with any heuristic, the quality of the
solution depends on the structure of the network. One
can onstruct examples where the gr dy heuristic fails
to recover all the motifs used to generate the network.
In general, the greedy heuristic favors patterns that are
d s , symmet ic and occur in large numbe s in the n t-
work. Thus, if the graph contains only a few copies of
a motif that is not very dense, the algorithm might not
be able to recover that motif. Also if a motif contains
a sub-motif that is more dense and symmetric compared
to the entire motif, the greedy algorithm might pick the
sub-motif over the motif itself since the sub-motif covers
edges more efficiently.
DISCUSSION
In this article, we introduced an alternative approach
to motif analysis in networks that is based on finding a
subgraph cover of the network that represents it using
minimal total information. We proposed a heuristic for
the resulting NP-hard optimization problem. The sub-
graph covers obtained for various networks show that the
algorithm finds nearly identical motifs for networks with
similar functions. Moreover, by considering subgraphs of
various sizes simultaneously and with respect to a single
global measure, the method is able to detect even large
motifs consistently.
Another advantage of the method is that it provides
an explicit decomposition of the network into motif sub-
graphs. This allows motifs to be studied within the con-
text of the rest of the network rather than in isolation.
We also showed that total information optimal sub-
graph covers can be used to match networks with random
graph models that incorporate the obtained motif struc-
ture. This allows more accurate modeling of networks in
general.
Subgraph covers can readily be generalized to graphs
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with labeled/colored vertices and edges as well as graphs
with parallel and self edges. Such labels might be cho-
sen so that they correspond to known functional roles of
vertices or the community structure of the network. On
the other hand, the obtained subgraph covers could also
be used as a starting point for detecting communities
in networks or for inferring functional roles of vertices.
Communities that differ with respect to their internal
organization can also expected to differ with respect to
their motif structure. Similarly, one would expect the
functional role of a vertex to be strongly correlated with
the motifs it is a part of.
The total information approach can also be extended
to ensembles more general than uniform subgraph cov-
ers. Moreover, model selection approaches other than
the total information approach can also be used. Such
alternative formulations essentially correspond to using
a different cost function in the covering problem.
The presented analysis strongly suggests that subgraph
covers can be used to compress network data. In such
applications, the total information might be replaced by
the expected code length of the subgraph cover.
Finally, there is also room for improvement on the
side of the heuristics. We consider this to be an im-
portant topic for further research. While the greedy
algorithm can be improved, other widely used approx-
imation schemes such as simulated annealing or genetic
algorithms can also be applied to the problem.
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