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Abstract
Let F denote a field, and let V denote a vector space of finite positive dimension over F.
Let A, A∗ denote a tridiagonal pair on V of diameter d  3. Assume the eigenvalue and dual
eigenvalue sequences of A, A∗ satisfy θi = q2i θ , θ∗i = q2d−2i θ∗ for some nonzero scalars θ ,
θ∗, q ∈F, where q is not a root of unity. Assume that not all eigenvalues of A and A∗ have
multiplicity one. Let M and M∗ denote the subalgebras of End(V ) generated by A and A∗,
respectively, and assume that V = Mv∗ +M∗v for some eigenvectors v∗ of A∗ associated
with θ∗0 and v of A associated with θd . We find a nice basis for V and describe the action of A,
A∗ on this basis in terms of six parameters.
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1. Introduction
In this paper we show how to represent a particularly nice family of tridiagonal
pairs using six parameters. To describe this result in detail, we recall the definition
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of a tridiagonal pair. Throughout the paper, let F denote a field, and let V denote a
vector space over F with finite, positive dimension. Let End(V ) denote the F-
algebra consisting of all F-linear transformations from V to V .
Definition 1.1 [1]. An ordered pair A, A∗ of elements from End(V ) is said to be a
tridiagonal pair (TDP) on V whenever the following four conditions are satisfied:
(i) Each of A and A∗ is diagonalizable over F.
(ii) There exists an ordering V0, V1, . . . , Vd of the eigenspaces of A such that
A∗Vi ⊆ Vi−1 + Vi + Vi+1 (0  i  d), (1)
where V−1 = 0, Vd+1 = 0.
(iii) There exists an ordering V ∗0 , V ∗1 , . . . , V ∗δ of the eigenspaces of A∗ such that
AV ∗i ⊆ V ∗i−1 + V ∗i + V ∗i+1 (0  i  δ), (2)
where V ∗−1 = 0, V ∗δ+1 = 0.
(iv) There is no subspace W of V such that both AW ⊆ W and A∗W ⊆ W , other
than W = 0 and W = V .
When discussing TDPs we use the following facts and terminology from [1].
Lemma 1.2 [1]. Let A, A∗ denote a TDP on V. The scalars d, δ from Definition 1.1
are equal; we refer to this common value as the diameter of A, A∗.
Definition 1.3. Let A, A∗ denote a TDP on V of diameter d . An ordering V0, V1,
. . . , Vd of the eigenspaces of A is said to be standard whenever it satisfies (1). An
eigenvalue sequence of A, A∗ is an ordering θ0, θ1, . . . , θd of the eigenvalues of A
such that the induced ordering of the eigenspaces of A is standard. An ordering V ∗0 ,
V ∗1 , . . . , V ∗d of the eigenspaces of A∗ is said to be standard whenever it satisfies (2).
A dual eigenvalue sequence of A, A∗ is an ordering θ∗0 , θ∗1 , . . . , θ∗d of the eigenvalues
of A∗ such that the induced ordering of the eigenspaces of A∗ is standard.
Lemma 1.4 [1]. Let A, A∗ denote a TDP on V of diameter d.
(i) Suppose V0, V1, . . . , Vd is a standard ordering of the eigenspaces of A. Then
Vd, Vd−1, . . . , V0 is also a standard ordering of the eigenspaces of A, and there
are no other standard orderings of the eigenspaces of A.
(ii) Suppose V ∗0 , V ∗1 , . . . , V ∗d is a standard ordering of the eigenspaces of A∗. Then
V ∗d , V ∗d−1, . . . , V ∗0 is also a standard ordering of the eigenspaces of A∗, and
there are no other standard orderings of the eigenspaces of A∗.
Lemma 1.5 [1]. Let A, A∗ denote a TDP on V of diameter d. Fix standard orderings
V0, V1, . . . , Vd of the eigenspaces of A and V ∗0 , V ∗1 , . . . , V ∗d of the eigenspaces of
A∗. Then for each i (0  i  d), the subspaces Vi and V ∗i have the same dimension.
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Let ρi denote this dimension. We call the sequence ρ0, ρ1, . . . , ρd the shape of A,
A∗. The shape is symmetric (ρi = ρd−i (0  i  d)) and unimodal (ρi−1  ρi (1 
i  d/2)). In particular, the shape of A, A∗ is independent of the choice of standard
orderings of the eigenspaces of A and A∗.
In this paper we study TDPs which satisfy some simplifying conditions. The first
of these conditions generalizes one which has received a great deal of attention. A
TDP A, A∗ is called a Leonard pair whenever it has shape 1, 1, . . . , 1, 1. Leonard
pairs have been studied extensively [2–8]. Some significant results include charac-
terizations of the isomorphism classes of Leonard pairs in terms of a bijective cor-
respondence with a family of orthogonal polynomials (the discrete Askey-Wilson
polynomials) [8] and in terms of matrices with explicit formulas for every entry [7].
The following description of a Leonard pair motivates the first simplifying condition
which we shall consider.
Lemma 1.6. Let A, A∗ denote a TDP on V of diameter d, and let M and M∗ denote
the subalgebras of End(V ) generated by A and A∗, respectively. Fix standard order-
ings of the eigenspaces V0, V1, . . . , Vd of A and of the eigenspaces V ∗0 , V ∗1 , . . . , V ∗d
of A∗. Then the following are equivalent:
(i) A, A∗ is a Leonard pair.
(ii) V = Mv∗ for some nonzero v∗ ∈ V ∗0 .
(iii) V = M∗v for some nonzero v ∈ Vd.
We will prove this lemma in Section 2. The preceding result suggests the follow-
ing generalization of a Leonard pair, from which we exclude the case of Leonard
pairs so as to focus on what is new.
Definition 1.7. With the notation of Lemma 1.6, we say that A, A∗ is mild (as in “a
mild generalization of a Leonard pair”) whenever A, A∗ is not a Leonard pair, but
ρ0 = ρd = 1 and V = Mv∗ +M∗v for some nonzero v∗ ∈ V ∗0 and v ∈ Vd .
Referring to Lemma 1.6, conditions (ii) and (iii) allow the construction of bases of
V on which A and A∗ act nicely [2]. In this paper we construct a basis for the under-
lying vector space of a mild TDP which generalizes that given in [2] for Leonard
pairs. The following is our main result concerning mild TDPs.
Theorem 1.8. With the notation of Lemma 1.6, suppose that A, A∗ is mild, and
pick nonzero vectors v∗ ∈ V ∗0 and v ∈ Vd. Define
v∗i = (A− θi−1I ) . . . (A− θ1I )(A− θ0I )v∗ (0  i  d − 1),
vi = (A∗ − θ∗i+1I ) . . . (A∗ − θ∗d−1I )(A∗ − θ∗d I )v (1  i  d).
Then {v∗0 , v1, v∗1 , v2, v∗2 , . . . , vd−1, v∗d−1, vd} is basis for V.
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Ultimately we hope to characterize the mild TDPs by their action on the basis of
Theorem 1.8, thus generalizing a similar result for Leonard pairs [7]. However, in
this paper we shall characterize the TDPs which are not only mild, but also satisfy
another simplifying condition which we now describe. For the rest of the paper fix a
nonzero q ∈F which is not a root of unity. We use the following notation: For any
integer k and any positive integer n, write
[k] = q
k − q−k
q − q−1 and [n]! = [1][2] . . . [n].
Definition 1.9. Let A, A∗ denote a TDP on V . Then A, A∗ is said to be of q-Serre
type whenever the following hold:
A3A∗ − [3]A2A∗A+ [3]AA∗A2 − A∗A3 = 0, (3)
A∗3A− [3]A∗2AA∗ + [3]A∗AA∗2 − AA∗3 = 0. (4)
Eqs. (3) and (4) are known as the q-Serre relations, and are among the defining
relations of the quantum affine algebra Uq(ŝl2) [9]. TDPs of q-Serre type have been
studied in [3,10,11]. By [10], the shape of a TDP of q-Serre type and diameter d
satisfies ρi 
(
d
i
)
(0  i  d). In particular, ρ0 = ρd = 1 for such TDPs. We shall
use a condition equivalent to the q-Serre condition.
Lemma 1.10 [3]. Let A, A∗ denote a TDP on V of diameter d. Then the following
are equivalent:
(i) A, A∗ is of q-Serre type.
(ii) There exist eigenvalue and dual eigenvalue sequences for A,A∗ which satisfy
θi = q2iθ, θ∗i = q2d−2iθ∗ (0  i  d) (5)
for some nonzero scalars θ, θ∗.
The main result of this paper is the following description of the action of a mild
TDP of q-Serre type on the basis of Theorem 1.8.
Theorem 1.11. Let A, A∗ denote a mild TDP on V of q-Serre type with diameter
d  3. Fix standard orderings of the eigenspaces of A and A∗ for which the cor-
responding eigenvalue and dual eigenvalue sequences satisfy (5) for some nonzero
scalars θ, θ∗. Define v∗i and vi (0  i  d) as in Theorem 1.8. Then there exist
nonzero scalars λ, µ, µ∗ ∈F such that
Av∗i = q2iθv∗i + v∗i+1 (0  i  d − 2),
Av∗d−1 = q2d−2θv∗d−1 + γdµ∗vd,
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Avi = q2iθvi + λivi+1 + γd−iµv∗i+1 (1  i  d − 2),
Avd−1 = q2d−2θvd−1 + (λd−1 + γd−1[2]µµ∗)vd,
Avd = q2dθvd,
where
λi = [i][d − i]λ (1  i  d − 1),
γi = [i]![d − 1]![2][d − i + 1]!λ
i−2 (2  i  d).
Theorem 1.12. With the notation of Theorem 1.11,
A∗vi = q2d−2iθ∗vi + vi−1 (2  i  d),
A∗v1 = q2d−2θ∗v1 + γdµv∗0 ,
A∗v∗i = q2d−2iθ∗v∗i + λd−iv∗i−1 + γiµ∗vi−1 (2  i  d − 1),
A∗v∗1 = q2d−2θ∗v∗1 + (λd−1 + γd−1[2]µµ∗)v∗0 ,
A∗v∗0 = q2dθ∗v∗0 .
We conclude this paper by proving a sort of converse to Theorems 1.11 and 1.12.
Theorem 1.13. Let θ, θ∗, q, λ, µ∗, andµ be nonzero scalars inF. Pick any integer
d  3, and let V be a vector space of dimension 2d. Let A : V → V and A∗ : V →
V denote linear transformations which act on some basis v∗0 , v1, v∗1 , . . . , vd−1, v∗d−1,
vd as in Theorems 1.11 and 1.12. Further suppose that V is irreducible as an
(A,A∗)-module. Then A,A∗ is a mild TDP on V of q-Serre type.
2. A basis for V
In this section we prove Theorems 1.6 and 1.8. We begin by recalling the split
decomposition.
Lemma 2.1 [1]. Let A, A∗ denote a TDP on V of diameter d. Fix standard orderings
of the eigenspaces V0, V1, . . . , Vd of A and of the eigenspaces V ∗0 , V ∗1 , . . . , V ∗d of
A∗. Define Ui (0  i  d) by
Ui = (V ∗0 + V ∗1 + · · · + V ∗i ) ∩ (Vi + Vi+1 + · · · + Vd).
Then V = U0 + U1 + · · · + Ud (direct sum). The sequence U0, U1, U2, . . . , Ud is
called the split decomposition of V relative to the fixed standard orderings.
We recall some facts concerning the split decomposition. Observe that there are at
most four split decompositions ofV by Lemma 1.4. Note thatU0 = V ∗0 andUd = Vd .
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Lemma 2.2 [1]. With reference to Lemma 2.1, let ρ0, ρ1, . . . , ρd denote the shape of
A, A∗. Then Ui has dimension ρi for 0  i  d.
For the remainder of this section we use the following notation.
Notation 2.3. Let A, A∗ denote a TDP on V of diameter d . Let M denote the sub-
algebra of End(V ) generated by A, and let M∗ denote the subalgebra of End(V )
generated by A∗. Fix standard orderings of the eigenspaces V0, V1, . . . , Vd of A
and of the eigenspaces V ∗0 , V ∗1 , . . . , V ∗d of A∗. Let θ0, θ1, . . . , θd and θ∗0 , θ∗1 , . . . , θ∗d
denote the corresponding eigenvalue and dual eigenvalue sequences for A, A∗. Let
U0, U1, . . . , Ud denote the split decomposition of V with respect to the fixed stan-
dard orderings of the eigenspaces. For notational convenience, define Ui = 0 for
i < 0 or i > d .
Theorem 2.4 [1]. With reference to Notation 2.3, the following hold:
(i) (A− θiI )Ui ⊆ Ui+1 (0  i  d).
(ii) (A∗ − θ∗i I )Ui ⊆ Ui−1 (0  i  d).
Lemma 2.5. With reference to Notation 2.3,
M = span{I, A,A2, . . . , Ad}.
Proof. Immediate from elementary linear algebra since A has d + 1 distinct eigen-
values. 
Lemma 2.6. With reference to Notation 2.3, pick any nonzero v∗ ∈ U0. Then the
following hold:
(i) Mv∗ = span{v∗, Av∗, . . . , Adv∗}.
(ii) Aiv∗ ∈ U0 + U1 + · · · + Ui (0  i  d).
Proof. Part (i) is clear from Lemma 2.5. Part (ii) follows from a straight forward
induction using Theorem 2.4(i). 
Lemma 2.7. With reference to Lemma 2.6, define v∗i (0  i  d) by
v∗i = (A− θi−1I ) · · · (A− θ1I )(A− θ0I )v∗. (6)
Then following hold:
(i) (A− θiI )v∗i = v∗i+1 (0  i  d − 1).
(ii) v∗i ∈ Ui (0  i  d).
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Proof. By (6), (A− θiI )v∗i = (A− θiI )(A− θi−1I ) · · · (A− θ1I )(A− θ0I )v∗ =
v∗i+1, so (i) follows. Part (ii) follows from a straightforward induction, using Theorem
2.4 and starting with v∗ ∈ V ∗0 = U0. 
Lemma 2.8. With reference to Lemma 2.6, the following hold:
(i) Mv∗ = span{v∗0 , v∗1 , . . . , v∗d}.
(ii) Aiv∗ ∈ span{v∗0 , v∗1 , . . . , v∗i } (0  i  d).
Proof. Part (i) is immediate from Lemmas 2.6 and 2.7. Part (ii) follows from a
straight forward induction starting with Av∗ ∈ span{v∗0 , v∗1} using Theorem 2.4. 
Lemma 2.9. With reference to Notation 2.3,
M∗ = {I, A∗, A∗2, . . . , A∗d}.
Proof. Similar to the proof of Lemma 2.5. 
Lemma 2.10. With reference to Notation 2.3, pick any nonzero v ∈ Ud. Then the
following hold:
(i) M∗v = span{v,A∗v,A∗2v, . . . , A∗dv}.
(ii) A∗iv ∈ Ud−i + Ud−i+1 + · · · + Ud (0  i  d).
Proof. Similar to the proof of Lemma 2.6. 
Lemma 2.11. With reference to Lemma 2.10, define vd−i (0  i  d) by
vd−i =
(
A∗ − θ∗d−i+1I
) · · · (A∗ − θ∗d−1I)(A∗ − θ∗d I)v. (7)
Then the following hold:
(i) (A∗ − θ∗i I )vi = vi−1 (1  i  d).
(ii) vi ∈ Ui (0  i  d).
Proof. Similar to the proof of Lemma 2.7. 
Lemma 2.12. With reference to Lemma 2.10, the following hold:
(i) M∗v = span{v0, v1, v2, . . . , vd}.
(ii) A∗iv ∈ span{vd−i , vd−i+1, . . . , vd} (0  i  d).
Proof. Similar to the proof of Lemma 2.8. 
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We now show that any TDP for which the shape begins ρ0 = ρ1 = 1 is a Leonard
pair. We need a fact.
Theorem 2.13 [1]. Let A, A∗ denote a TDP on V. Then there exist scalars β, γ, ,
γ ∗, and ∗ ∈F such that
0 = [A,A2A∗ − βAA∗A+ A∗A2 − γ (AA∗ + A∗A)− A∗], (8)
0 = [A∗, A∗2A− βA∗AA∗ + AA∗2 − γ ∗(A∗A+ AA∗)− ∗A]. (9)
Lemma 2.14. Let A, A∗ denote a TDP on V. If the shape of A, A∗ satisfies ρ0 =
ρ1 = 1, then A, A∗ is Leonard pair.
Proof. Pick any nonzero v∗ ∈ U0, and let v∗i be as in Lemma 2.7 (0  i  d − 1).
Set ρ−1 = 0 and v∗−1 = 0 (consistent with the convention U−1 = 0). Then ρ−1  1
and ρ0 = ρ1 = 1 by assumption. We proceed by induction. Fix i (3  i  d − 2).
Assume ρi−3  1 and ρi−2 = ρi−1 = 1 . Then the (at most) one dimensional spaces
Ui−3, Ui−2 and Ui−1 are respectively spanned by v∗i−3, v∗i−2, and v∗i−1. By Theorem
2.4,
A∗A3v∗i−2∈span{v∗i−2, v∗i−1, v∗i , v∗i+1} ∪ Ui,
AA∗A2v∗i−2, A2A∗Av∗i−2∈span{v∗i−2, v∗i−1, v∗i , v∗i+1},
A∗A2v∗i−2, AA∗Av∗i−2∈span{v∗i−2, v∗i−1, v∗i },
A∗Av∗i−2∈span{v∗i−2, v∗i−1},
AA∗v∗i−2∈span{v∗i−3, v∗i−2, v∗i−1}.
Now applying each side of (8) to v∗i−2 and using the equalities in Lemma 2.4 gives
Ui ⊆ span{v∗i−2, v∗i−1, v∗i , v∗i+1}. By the directness of the sum V = U0 + U1 + · · · +
Ud , each Ui is spanned by v∗i , so ρi = dimUi = 1. By the symmetry of the shape
ρd = ρd−1 = 1, so A, A∗ is a Leonard pair. 
Corollary 2.15. Let A, A∗ denote a TDP on V. If A, A∗ is not a Leonard pair, then
the shape of A, A∗ satisfies ρi  2 (1  i  d − 1).
Proof. Since A, A∗ is not a Leonard pair, either ρ0  2 or ρ1  2 by Lemma 2.14.
But by Lemma 1.5, the shape is unimodal ρi−1  ρi (1  i  d/2) and symmetric
ρi = ρd−i (0  i  d). Thus ρi  2 (1  i  d − 1). 
So far we have argued with no restrictions on the TDP. We now introduce some
of the assumptions of Theorem 1.8.
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Lemma 2.16. With reference to Notation 2.3, assume that ρ0 = ρd = 1 and that
V = Mv∗ +M∗v for some nonzero v∗ ∈ V ∗0 and v ∈ Vd. Let v∗i be as in (6) and vi
as in (7). Then the following hold:
(i) V = span{v∗0 , v1, v∗1 , v2, v∗2 , . . . , vd−1, v∗d−1, vd}.
(ii) The collection {v∗0 , v∗1 , . . . , v∗d−1} are linearly independent.
(iii) The collection {v1, . . . , vd−1, vd} are linearly independent.
Proof. (i): Immediate from Lemmas 2.8 and 2.12.
(ii): Observe that Ui = span{vi, v∗i } by Lemmas 2.1, 2.7, and 2.11. Since
V = U0 + U1 + · · · + Ud (direct sum),
it is enough to show that v∗i /= 0 (0  i  d − 1). Note that v∗0 = v∗ /= 0 by con-
struction. Suppose v∗i = 0 for some i (1  i  d − 1). Then dim Ui = 1. Now the
unimodality and symmetry of the shape of A, A∗ imply dim U1 = 1. Thus A, A∗ is
a Leonard pair by Lemma 2.14. Now set
W = span{v∗0 , v∗1 , . . . , v∗i−1}.
The subspace W is proper and nontrivial because v∗ ∈ W and v /∈ W . By Theorem
2.4, AW ⊆ W and A∗W ⊆ W , contradicting the irreduciblity of V . Therefore v∗i
(0  i  d − 1) is a nonzero vector.
(iii): Similar to (ii). 
Lemma 2.17. With reference to Lemma 2.16, the shape of A, A∗ satisfies ρi 
2 (1  i  d − 1).
Proof. Clear from Lemmas 2.7 and 2.11 since ρi = dimUi . 
Proof of Lemma 1.6. (i)⇒(ii), (iii): AssumeA,A∗ is a Leonard pair. Then dimV =
d + 1, so V = Mv∗ by Lemma 2.8, and V = M∗v by Lemma 2.12.
(ii)⇒(i): Assume V = Mv∗. Then dimUi = 1 (0  i  d) by Lemmas 2.7 and
2.8. Hence A, A∗ is a Leonard pair by Lemma 2.2.
(iii)⇒(i): Similar to (ii)⇒(i). 
Lemma 2.18. With reference to Lemma 2.16, one of the following holds:
(i) A, A∗ has shape 1, 1, . . . , 1, 1. In this case {v∗0 , v∗1 , . . . , v∗d} and {v0, v1, . . . , vd}
are bases for V.
(ii) A, A∗ has shape 1, 2, 2, . . . , 2, 2, 1. In this case {v∗0 , v1, v∗1 , v2, v∗2 , . . . , vd−1,
v∗d−1, vd} is a basis for V.
Proof. By Lemma 2.17, the shape consists of 1’s and 2’s. Thus by Corollary 2.15
the only two possibilities are those listed here. In (i), since the size of each set of
vectors is equal to the dimension, to show that they are bases, it is enough to prove
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that each set is linearly independent. In light of Lemma 2.16, it suffices to show
that v∗d /= 0 and v0 /= 0. Suppose v∗d = 0, and set W = span{v∗0 , v∗1 , . . . , v∗d−1}. The
subspace W is proper and nontrivial. By Theorem 2.4, AW ⊆ W and A∗W ⊆ W ,
contradicting the irreduciblity of V . Therefore v∗d /= 0. Similarly v0 /= 0. In (ii),
the vectors listed span V and their number equals the dimension, so they form a
basis. 
Lemma 2.19. With the notation of Lemma 2.16, suppose that A, A∗ is mild. Then
(i)–(iii) hold:
(i) v∗0 is basis for U0.
(ii) For 1  i  d − 1, the pair v∗i , vi is a basis for Ui.
(iii) vd is a basis for Ud.
Proof. Immediate from Lemmas 2.7(ii), 2.11(ii) and 2.18(ii). 
Instances of mild TDPs arise in connection with irreducible modules for the
Terwilliger algebras of some P - and Q-polynomial association schemes (cf. [1,12]).
Problem 2.20. Are TDPs of shape 1, 2, 2, . . . , 2, 2, 1 mild?
3. The action of A and A∗
In this section we prove Theorems 1.11 and 1.12.
Lemma 3.1. Let A, A∗ denote a mild TDP on V of q-Serre type with diameter
d  3. Fix standard orderings of the eigenspaces of A and A∗ for which the cor-
responding eigenvalue and dual eigenvalue sequences satisfy (5). Define v∗i and
vi (0  i  d) as in Theorem 1.8. Then there exist nonzero scalars σ, λi (1  i 
d − 1), and µi (2  i  d − 1) such that
Av∗i = q2iθv∗i + v∗i+1 (0  i  d − 2),
Av∗d−1 = q2d−2θv∗d−1 + σvd,
Avi = q2iθvi + λivi+1 + µd−iv∗i+1 (1  i  d − 2),
Avd−1 = q2d−2θvd−1 + λd−1vd,
Avd = q2dθvd,
and there exist nonzero scalars σ ∗, λ∗i (1  i  d − 1), and µ∗i (2  i  d − 1)
such that
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A∗vi = q2d−2iθ∗vi + vi−1 (2  i  d),
A∗v1 = q2d−2θ∗v1 + σ ∗v∗0 ,
A∗v∗i = q2d−2iθ∗v∗i + λ∗d−iv∗i−1 + µ∗i vi−1 (2  i  d − 1),
A∗v∗1 = q2d−2θ∗v∗1 + λ∗d−1v∗0 ,
A∗v∗0 = q2dθ∗v∗0 .
Proof. The existence of such scalars is immediate from construction and Lemmas
2.7 and 2.11. They are necessarily nonzero by Definition 1.1(iv). 
We shall apply Eqs. (3) and (4) to the elements of the basis of Lemma 2.18(ii) and
then express the result in same basis using Lemma 3.1. This will give an expression
for each coefficient in terms of the λi , λ∗i , µi , µ∗i , σ , and σ ∗ which will necessarily
equal zero. We then solve the resulting equations. Thus we establish the following
notation.
Notation 3.2. With the notation of Lemma 3.1, let W = A3A∗ − [3]A2A∗A+
[3]AA∗A2 − A∗A3 andW ∗ = A∗3A− [3]A∗2AA∗ + [3]A∗AA∗2 − AA∗3. Observe
that W and W ∗ are just expressions for the zero operator. We adopt the convention
that µ∗i = 0 and µi = 0 if i < 2 or i > d − 1 and that λi = 0 and λ∗i = 0 if i < 1 or
i > d − 1.
Lemma 3.3. With reference to Lemma 3.1,
µ∗i =
[i][i − 1]
[2] µ
∗
2
i−2∏
j=1
λj (2  i  d − 1), (10)
σ = [d][d − 1][2] µ
∗
2
d−2∏
j=1
λj , (11)
µi = [i][i − 1][2] µ2
i−2∏
j=1
λ∗j (2  i  d − 1), (12)
σ ∗ = [d][d − 1][2] µ2
d−2∏
j=1
λ∗j . (13)
Proof. Suppose d = 3. Then setting the coefficient of v2 in Wv∗0 equal to zero and
solving for σ gives (11). Suppose d = 4. Then setting the coefficient of v2 in Wv∗0
equal to zero and solving for µ∗3 gives (10), and setting the coefficient for v3 in Wv∗1
equal to zero and solving for σ using (10) gives (11).
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Now suppose d  5. Then for 2  i  d − 1, the coefficient of vi in Wv∗i−2 is
λi−3λi−2λi−1µ∗i−2 − [3]λi−2λi−1µ∗i−1 + [3]λi−1µ∗i − µ∗i+1. (14)
The coefficient of vd−1 in Wvd−4 is given by (14) with µ∗d replaced by σ rather
than zero. Each of these expression equals zero, so we may solve. From the i = 2
case we get µ∗3 in terms of µ∗2 and the λi , from the i = 3 case we get µ∗4 in terms of
µ∗2 and the λi , from the i = 3 case we get µ∗4 in terms of µ∗2 and the λi (using the
earlier value for µ∗3). Now induction gives (10). Moreover, this also gives (11). The
star-symmetric argument using (4) gives (12) and (13). 
Lemma 3.4. With reference to Lemma 3.1,
λ∗i =
[i][d − i]
[i + 2][d − i − 2]λd−i−2 (1  i  d − 3), (15)
λ∗d−2 =


[2]2[d−2][d−4]
[d−1][d−3] λ1 − [d−5][d−3]λ2 if d  5,
[2][d−2]
[d−1] λ1 if d = 3, 4.
(16)
Proof. Suppose d = 3. Then setting the coefficient of v∗0 in W ∗v2 equal to zero and
solving for λ∗1 gives (16). Suppose d = 4. Then setting the coefficient of v1 in W ∗v∗3
equal to zero and solving for λ∗3 gives
λ∗3 = [3](λ∗2 + λ∗1µ∗2µ2 − λ∗1). (17)
Now for 1  i  2, setting the coefficient of vi+1 in Wv∗i−1 equal to zero and
solving for λ∗i using (17) gives (15) and (16).
Now suppose d  5. For 1  i  d − 2, the coefficient of v∗d−i in Wv∗d−i−2 is
−λ∗i+2 + [3](λ∗i+1 − λ∗i )+ λ∗i−1
+[3](µi+2µ∗d−i−1 − µi+1µ∗d−i − λd−i−2µi+1µ∗d−i−1) (18)
−µ∗d−i−2(µi+1λd−i−3λd−i−2 + µi+2λd−i−3 + µi+3).
For 1  i  d − 3, the coefficient of v∗d−i−2 in W ∗v∗d−i is
[3](λ∗i+12λ∗i − λ∗i+1λ∗i 2 − µi+1λ∗i λ∗i+1µ∗d−i + µi+2λ∗i+1µ∗d−i
+µi+2λ∗i λ∗i+1µ∗d−i−1
)− λ∗i λ∗i+1λ∗i+2 − µi+3µ∗d−i (19)
+λ∗i−1λ∗i λ∗i+1 − µi+3λ∗i λ∗i+1µ∗d−i−2 − µi+3λ∗i µ∗d−i−1.
The coefficient of v∗1 in W ∗v∗3 is given by (20) with µd replaced by σ ∗ rather
than by zero. For 1  i  d − 4, we argue as follows. After expanding the µj in
(20) at i with (12), there is a nonzero factor λ∗i λ∗i+1 which is divided out. In the
remaining factor, λ∗i+2 appears with some coefficient. Eliminate λ∗i+2 by subtracting
this factor using (18). The result has a nonzero factor µ2λ∗1 . . . λ∗i+1 which is divided
out. Expand the expressions for the µ∗j using (10) in the resulting equation. Now
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µ∗2λ1 . . . λd−i−3 factors out. The resulting equation is a linear relation among λ∗i and
λd−i−2 which we may solve. The case i = d − 3 differs in the details since coeffi-
cient of v∗1 in W ∗v∗3 involves σ ∗, but a similar argument gives that the same formula
holds. In each case we get (15) after shifting the indices. Setting the coefficient of v∗3
in Wv1 equal to zero and expanding with (10), (12), and (15) gives (16). 
Lemma 3.5. With reference to Lemma 3.1,
λi = [i][d − i][d − 1] λ1 (1  i  d − 2), (20)
λd−1 = λ1 + [d − 1]!
2λd−31 µ2µ∗2
[2][d − 1]d−3 . (21)
Proof. Suppose d = 3. Then setting the coefficient of v1 in W ∗v3 equal to zero and
solving for λ2 using (10), (12), (16) and (15) gives (21). Suppose d = 4. Then setting
the coefficients of v∗3 and v3 in Wv1 equal to zero and solving for λ2 and λ3 using
(10), (12), (16) and (15) gives (20), (21).
Now suppose d  5. Setting the coefficient of vi+3 in Wvi+1 equal to zero (0 
i  d − 5) and simplifying with (10), (12), and (15) gives for (0  i  d − 5), λi +
[3](−λi+1 + λi+2)+ λi+3 = 0. Solving this recurrence to express each λi in terms
of λ1 and λ2 gives that λi = [i][i − 2]λ1 + [i][i − 1]λ2/[2](1  i  d − 2). Setting
the coefficient of v∗4 in Wv∗2 equal to zero and simplifying with all of the above gives
λ2 = [2][d − 2]λ1/[d − 1]. Thus (20) holds. Finally, setting the coefficient vd−1 in
Wvd−3 equal to zero and simplifying with all of the above values gives (21). 
Proof of Theorems 1.11 and 1.12. Back-substituting the expressions for λi from
Lemma 3.5 into (15) gives
λi = λ∗i =
[i][d − i]
[d − 1] λ1 (1  i  d − 2).
Substituting these expressions for the λi into (10)–(13) gives
µi
µ2
= µ
∗
i
µ∗2
= [i]![d − 1]![2][d − i + 1]![d − 1]i−2 λ
i−2
1 (2  i  d − 1),
σ ∗
µ2
= σ
µ∗2
= [d − 1]![d]![2][d − 1]d−2 λ
d−2
1 .
Suppose d = 3. Then setting the coefficient of v2 in Wv∗0 equal to zero and sim-
plifying with the above equalities gives that λ2 = λ∗2 = λ1 + µ2µ∗2. Now suppose
d  4. Then taking (17) or (18) (according to whether d = 4 or d  5), and their
star-symmetric versions together with the above equalities gives that
λd−1 = λ∗d−1 = λ1 +
[d − 1]!2λd−31 µ2µ∗2
[2]2[d − 1]d−3 .
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The formulas of Theorems 1.11 and 1.12 follow after the change of variables,
µ∗i = µ∗γi(2  i  d − 1), λ1 = [d − 1]λ, σ ∗ = µγd , and µi = µγi (2  i 
d − 1). 
The construction of the basis in Theorem 1.8 allowed v∗ and v to be chosen
independently. The following gives a convenient choice of v based upon v∗.
Lemma 3.6. Adopt the notation and assumptions of Theorem 1.11. Then µ = µ∗ if
and only if v = (γdµ∗)−1(A− θd−1I )v∗d−1.
Proof. Consider the action described in Theorems 1.11 and 1.12. 
Concerning the assumption that d  3 in Theorem 1.11, we note the following:
TDPs of q-Serre type and diameter 0 and 1 are Leonard pairs, so they lie beyond the
scope of this paper. A treatment similar to that given above leads to the following
when d = 2.
Lemma 3.7. Let A, A∗ denote a mild TDP on V of q-Serre type with diameter
d = 2. Fix standard orderings of the eigenspaces of A and A∗ for which the cor-
responding eigenvalue and dual eigenvalue sequences satisfy (5). Define v∗i and
vi (0  i  2) as in Theorem 1.8. Then there exist scalars σ, σ ∗, λ and λ∗ ∈F
such that
Av∗0 = θv∗0 + v∗1 , A∗v2 = θ∗v2 + v1,
Av∗1 = q2θv∗1 + σv2, A∗v1 = q2θ∗v1 + σ ∗v∗0 ,
Av1 = q2θv1 + λv2, A∗v∗1 = q2θ∗v∗1 + λv∗0 ,
Av2 = q4θv2, A∗v∗0 = q4θ∗v∗0 .
Problem 3.8. Generalize Theorems 1.11 and 1.12 to all mild TDPs.
4. A converse to Theorems 1.11 and 1.12
In this section we prove Theorem 1.13. We need some facts.
Definition 4.1 [3]. Let β, γ , γ ∗,  and ∗ denote a sequence of scalars taken fromF.
Let T = T (β, γ, γ ∗, , ∗) denote the associative F-algebra with unity generated
by two symbols A, A∗ subject to the tridiagonal relations (8), (9). We refer to T as
the tridiagonal algebra or (TD algebra) overF with parameters β, γ , γ ∗,  and ∗.
We refer to A and A∗ as the standard generators of T .
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Theorem 4.2 [3]. Let β, γ, γ ∗,  and ∗ denote scalars in F, and assume q is
not a root of unity, where β = q2 + q−2. Let T denote the TD algebra over F with
parameters β, γ, γ ∗,  and ∗ and standard generators A, A∗. Let V denote an irre-
ducible finite dimensional T -module, and assume each of A, A∗ is diagonalizable
on V. Then A, A∗ act on V as a TDP.
We are ready to prove Theorem 1.13.
Proof of Theorems 1.13. It is clear that the linear operators A, A∗ acting as given
satisfy the TD relations (8), (9), and V is an irreducible by assumption, hence by
Theorem 4.2, A and A∗ act on V as a TDP. 
As in the previous section we simply report the corresponding result for diameter
2.
Theorem 4.3. Let θ, θ∗, q, σ, σ ∗, λ and λ∗ be nonzero scalars in F. Let V be a
vector space of dimension 4 overF. Let A : V → V and A∗ : V → V denote linear
transformations which act on some basis v∗0 , v1, v∗1 , v2 as in Lemma 3.7. Further
suppose that V is irreducible as an (A,A∗)-module. Then A, A∗ is a mild TDP on
V of q-Serre type.
Problem 4.4. With reference to Theorem 1.13, characterize the irreducibility of V
as an (A,A∗)-module in terms of the parameters q, λ, µ, and µ∗. We expect that
this can be done by giving a finite number of restrictions on these parameters.
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