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a b s t r a c t
We consider minmax regret bottleneck subset-type combinatorial optimization problems,
where feasible solutions are some subsets of a finite ground set of cardinality n. Theweights
of elements of the ground set are uncertain; for each element, an uncertainty interval that
contains itsweight is given. In contrastwith previously studied interval dataminmax regret
models, where the set of scenarios (possible realizations of the vector of weights) does not
depend on the chosen feasible solution, we consider the problem with solution-induced
interval uncertainty structure. That is, for each element of the ground set, a nominal weight
from the corresponding uncertainty interval is fixed, and it is assumed that only theweights
of the elements included in the chosen feasible solution can deviate from their respective
nominal values. This uncertainty structure is motivated, for example, by network design
problems, where the weight (construction cost, connection time, etc.) of an edge gets
some ‘‘real’’ value, possibly different from its original nominal estimate, only for the edges
(connections) that are actually implemented (built); or by capital budgeting problemswith
uncertain profits of projects, where only the profits of implemented projects can take
‘‘real’’ values different from the original nominal estimates.We present a polynomialO(n2)
algorithm for the problem on a uniform matroid of rank p, where feasible solutions are
subsets of cardinality p of the ground set. For the special case where the minimum of the
nominal weights is greater than the maximum of the lower-bound weights, we present a
simple O(n+ p log p) algorithm.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Minmax regret optimization deals with optimization problems where the objective function is uncertain at the time of
solving the problem, and it is required to find a feasible solution that would minimize the worst-case loss in the objective
function value (regret) that may occur because the solution is chosen before the actual realization of the objective function
is known. Minmax regret combinatorial optimization problems have been studied extensively over the past two decades
(see, e.g., [1–18] and the references therein). The book [13] provides a comprehensive discussion of the motivation for the
minmax regret approach and various aspects of using it as amodeling tool. Minmax regret optimization falls into the general
area of robust optimization, and is one of the robust optimization approaches in the literature for problems with uncertainty
in data. For other robust approaches, see [19–23] and the references therein.
Many combinatorial optimization problems are subset-type, where feasible solutions are some subsets of a finite ground
set, and elements of the ground set have associated weights. For (minimization) subset-type problems, two objective
functions are commonly used: the additive objective (the total weight of the elements of a feasible solution), and the
bottleneck objective (the maximum of the weights of the elements of a feasible solution). In subset-type combinatorial
optimization problems, uncertainty in the objective function is modeled by means of specifying the set of possible
realizations of the vector of weights (the set of scenarios, or the uncertainty set).
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So far, in minmax regret combinatorial optimization, only models where the uncertainty set does not depend on the
chosen feasible solution have been considered. However, in reality, the choice of a feasible solution may influence the set of
scenarios that may get realized. In this paper, we consider the first minmax regret model of this type.
In interval dataminmax regret models, it is assumed that for each parameter of the objective function (the weight of an
element of the ground set for subset-typeproblems), anuncertainty interval is specified, and theparameter can take any value
from the corresponding uncertainty interval. Thus, the set of scenarios is the Cartesian product of all uncertainty intervals,
and it does not depend on the chosen solution. We will call such an uncertainty structure a standard interval uncertainty
structure.
In this paper, we introduce a new interval data uncertainty model, where for the weight of each element of the ground
set, in addition to the corresponding uncertainty interval, a nominal value from the uncertainty interval is given. Only the
weights of the elements included in the chosen feasible solution may deviate from their nominal values; they can take on
any values from their uncertainty intervals. Theweights of the elements that are not included in the chosen feasible solution
cannot deviate from their nominal values. Thus, the set of scenarios used for evaluating a feasible solution is the Cartesian
product of the uncertainty intervals for the elements included in the solution, and the nominal values for the weights of
other elements. We call such uncertainty structure a solution-induced interval uncertainty structure (SIIUS), since the set
of scenarios is ‘‘induced’’ by our choice of a feasible solution. The motivation for such a model comes from the following
argument. Regret is often interpreted as a measure of quality of a decision, estimated according to the scenario that gets
realized after the decision is implemented. Suppose that feasible solutions are some subsets of the set of edges of a network
(e.g. spanning or Steiner trees, paths, subnetworkswith k-connectivity requirements, etc.) One such subset should be chosen
and implemented (built). Weights of edges (that may represent construction costs, connection times, etc.) become known
only after the edges are built. For each edge, a nominal value that represents the estimated value of its weight, and an
uncertainty interval that takes into account possible deviations from the nominal value, are given. If the decision maker
chooses some feasible solution, the weights of the edges from the feasible solution will take some values after these edges
are built; for other edges, since they are not built, the information does not change, and the nominal values are still the
estimates (best guesses) of their weights. Thus, the quality of the implemented solution (regret in our case) will likely be
evaluated according to the scenario where the weights of the edges in the solution are their realized values that may be
different from the nominal values, but the weights of other edges are equal to the nominal values. If this assumption is
true, then for computing the worst-case regret for a candidate feasible solution, the relevant scenarios are those where the
weights of the elements of the candidate solution are any numbers from the corresponding uncertainty intervals, and the
weights of other elements are equal to the corresponding nominal values. Another motivating example is capital budgeting
problems with uncertain profits of projects, where only the profits of the projects that are chosen for implementation can
take ‘‘real’’ values different from the original nominal estimates.
The main purpose of this paper is to introduce minmax regret combinatorial optimization with SIIUS as a new research
direction and a new model for subset-type combinatorial optimization problems with uncertain weights, and to present
some results in this direction. In Section 2, we present the model, and observe that for subset-type problems with additive
objective, their minmax regret versions with SIIUS are straightforwardly reduced to well-studied minmax regret problems
with the standard interval uncertainty structure. Therefore, our focus in this paper is on problems with the bottleneck
objective, which are nontrivial in the minmax regret version with SIIUS. In Section 3, we present our main technical result—
a polynomial algorithm with quadratic order of complexity for the minmax regret version with SIIUS of the bottleneck
optimization problem on the set of bases of a uniform matroid. In Section 4, we consider a special case of the problem,
where the minimum of all nominal weights is greater than the maximum of all lower-bound weights, and show that it
admits a much simpler and faster algorithm. Concluding remarks are provided in Section 5.
Optimization over the set of bases of a uniform matroid (or, simply speaking, the problem of optimal selection
of p alternatives out of n available alternatives) has received significant attention in the literature on minmax regret
optimization [4,6,17] because of its applicability (it can be interpreted, for example, as a basic resource allocation or
scheduling problem [4] or as a basic investment selection problem [6]). Also, and perhaps more importantly, this problem,
due to its relatively simple combinatorial structure, has served as a ground for developing new algorithmic and theoretical
insights in minmax regret optimization [4,6,17]. In [4], it was shown that in the case of additive objective, the minmax
regret optimization problem on a uniform matroid with a standard interval uncertainty structure is polynomially solvable,
but is NP-hard in the case of discrete-scenario uncertainty structure where the uncertainty set is finite and is represented
by explicitly listing all possible scenarios as a part of the input. This was the first known example of a minmax regret
combinatorial optimization problem that is polynomially solvable in the interval data case while being NP-hard in the
discrete-scenario case. The paper by Yaman et al. [17] was the first work that bridged the concept of minmax regret
optimization with the concept of a restricted interval data model introduced in [20] to limit the degree of conservatism;
Yaman et al. [17] showed that the restricted interval data minmax regret optimization problem is polynomially solvable on
uniform matroids. In this sense, our paper is a continuation of the line of research of [4,6,17].
2. Preliminaries and the general model
Let E be a finite ground set, |E| = n, and A ⊂ 2E be a set of feasible solutions. A vector S ∈ Rn will be called a scenario and
will represent an assignment of weights to elements e ∈ E; w(e, S) will denote the weight of element e under scenario S.
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Wewill omit S andwrite onlyw(e) if it is clear from the contextwhich scenario is considered. Suppose that for each scenario
S, an objective function F(S, X) is defined on A. For a scenario S, consider a generic combinatorial optimization problem.
Problem OPT(S). Minimize {F(S, X) | X ∈ A}.
Let F∗(S) denote the optimal objective value for Problem OPT(S).
In minmax regret optimization, it is assumed that when a feasible solution X is chosen, it is not known which scenario
will get realized. Let SSX be the set of scenarios that can get realized (possible scenarios) if a feasible solution X ∈ A is
chosen. In minmax regret literature, so far only models where SSX does not depend on the chosen feasible solution X have
been considered; however, as we discussed in the introduction, in reality the set of possible scenarios may be influenced by
the choice of a feasible solution.
For any X ∈ A and scenario S, the value R(S, X) = F(S, X) − F∗(S) is called the regret for X under scenario S. For any
X ∈ A, the value
Z(X) = max
S∈SSX
R(S, X) (1)
is called a worst-case regret for X . The minmax regret version of Problem OPT(S) is
Problem ROB. Minimize {Z(X) | X ∈ A}.
The acronym ‘‘ROB’’ in Problem ROB refers to robustness. For any X, Y ∈ A, let
r(X, Y ) = max
S∈SSX
(F(S, X)− F(S, Y )). (2)
Then Z(X) can be written alternatively as
Z(X) = max
Y∈A
r(X, Y ), (3)
or
Z(X) = max
S∈SSX
max
Y∈A
(F(S, X)− F(S, Y )). (4)
An optimal solution to the right-hand side of (3) is called a worst-case alternative for X . An optimal solution to the right-
hand side of (2) is called a worst-case scenario for X with respect to Y , and an optimal solution to the right-hand side of (1)
is called a worst-case scenario for X . An optimal solution (Sˆ, Yˆ ) to the right-hand side of (4) is called a worst-case pair for X .
Observe that if (Sˆ, Yˆ ) is a worst-case pair for X , then Sˆ is a worst-case scenario and Yˆ is a worst-case alternative for X .
For any real a, b, a ≤ b, let [a, b] denote the interval between a, b including the endpoints, and let ]a, b[ denote the same
interval excluding the endpoints. Suppose that for each e ∈ E, an uncertainty interval [w−(e), w+(e)] and a nominal value
wˆ(e) are given,w−(e) ≤ wˆ(e) ≤ w+(e). Let
Φ = {S | w(e, S) ∈ [w−(e), w+(e)], e ∈ E}.
For any X ∈ A, let
ΦX = {S | w(e, S) ∈ [w−(e), w+(e)] if e ∈ X, andw(e, S) = wˆ(e) if e ∈ E \ X}.
Most of the literature on interval-dataminmax regret optimization is focused on the case of the standard interval uncertainty
structure SSX = Φ for anyX ∈ A; ProblemROB in this casewill be referred to as ProblemROB-STAND. In this paper, for the first
time we consider a model with the solution-induced interval uncertainty structure SSX = ΦX for any X ∈ A; Problem ROB
in this case will be referred to as Problem ROB-SI. In the remainder of the paper, SSX = ΦX for any X ∈ A, unless explicitly
stated otherwise.
Two types of the objective function F(S, X) are typically considered in the literature: the additive objective function∑
e∈X w(e, S) and the bottleneck objective function maxe∈X {w(e, S)}. In this paper, we assume
F(S, X) = max
e∈X
{w(e, S)}, (5)
and Problem ROB-STAND and Problem ROB-SI refer to these problems with F(S, X) defined as in (5). The corresponding
problems in the case of the additive objective F(S, X) = ∑e∈X w(e, S) will be referred to as additive Problem ROB-STAND
and additive Problem ROB-SI. As we discuss in Remark 4 at the end of this section, additive Problem ROB-SI is reduced to the
well-studied additive Problem ROB-STAND, and therefore the additive case does not need special consideration.
For any X ∈ A and e ∈ X , define scenario Se,X according to the following:w(e) = w
+(e);
w(e′) = w−(e′) ∀e′ ∈ X \ {e};
w(e′) = wˆ(e′) ∀e′ ∈ E \ X .
Lemma 1. Z(X) = maxe∈X {w+(e)− F∗(Se,X )}.
184 I. Averbakh / Discrete Optimization 7 (2010) 181–190
Proof. First, observe that Z(X) ≥ w+(e)− F∗(Se,X ) for any e ∈ X , since F(Se,X ) ≥ w+(e). Let S be a worst-case scenario for
X , and let e′ ∈ argmaxe∈X w(e, S), then Z(X) = w(e′, S) − F∗(S) ≥ 0. Clearly, w(e′, S) − F∗(S) is not decreased when S is
replaced with Se′,X , andw(e′, Se′,X ) ≥ w(e, Se′,X ) for any e ∈ X \ {e′}. Therefore, Se′,X is also a worst-case scenario for X , and
Z(X) = w+(e′)− F∗(Se′,X ). The lemma is proven. 
Corollary 1. For any X ∈ A, one of the scenarios Se,X , e ∈ X, is a worst-case scenario for X.
Remark 1. In the robust approach known as minmax optimization, instead of the worst-case regret, the worst-case value
of the objective function F(S, X) is optimized (see, e.g., [19,20,1,23]). We note that for minmax optimization, subset-type
problems with SIIUS are equivalent to the same problems with the standard interval uncertainty structure, because to
evaluate the objective value under any scenario, only the weights of the elements of the chosen feasible solution are used.
However, for minmax regret problems the situation is different, because to evaluate the regret R(S, X), the feasible solution
X should be compared to the best possible solution for the relevant scenario S, which may include elements that do not
belong to X .
We note that minmax optimization is often a more practical approach to large-scale problems with uncertainty than
the minmax regret optimization, because minmax optimization problems are often easier to solve than minmax regret
optimization problems [20], and quite complicated uncertainty sets can be used in many minmax optimization problems
without making them intractable (see [23] and the references therein). However, there are many situations where the
minmax regret approach more adequately represents the needs of the decision maker [13], and thus its possibilities and
limitations should be thoroughly investigated.
Remark 2. Lemma 1 and its corollary, along with the results of [3], imply that if wˆ(e) = w−(e) for all e ∈ E, then Problem
ROB-SI is equivalent to Problem ROB-STANDwith the same data, since any feasible solution has the same worst-case regret
value in both models.
Remark 3. For Problem ROB-STAND, there is the following general result: Problem ROB-STAND is polynomially solvable
whenever its original versionwithout uncertainty (ProblemOPT(S)) is polynomially solvable [3]; more specifically, Problem
ROB-STAND can be reduced to solving at most n + 1 instances of Problem OPT(S) [3]. The relationship between Problem
OPT(S) and Problem ROB-SI appears more complicated, and the algorithm for Problem ROB-SI on uniform matroids
presented in this paper is based on completely different ideas. The solution-induced interval uncertainty structure makes
Problem ROB more difficult to analyze. One reason for this is that for Problem ROB-STAND, it is possible to identify a
set of at most n ‘‘important’’ scenarios that contains a worst-case scenario for any feasible solution. For Problem ROB-
SI, it appears difficult to identify a small set of important scenarios that contains a worst-case scenario for any feasible
solution.
Remark 4. The case of the additive objective F(S, X) = ∑e∈X w(e, S) does not need a special consideration, because
additive Problem ROB-SI is equivalent to the additive Problem ROB-STAND where lower bounds w−(e) of all uncertainty
intervals are replaced with wˆ(e). This follows from the easy observation that for any X ∈ A, scenario S such that
w(e, S) =
{
w+(e), if e ∈ X;
wˆ(e), if e ∈ E \ X
is a worst-case scenario for X both in the additive Problem ROB-SI and in the additive Problem ROB-STANDwith uncertainty
intervals modified as described above. Thus, the complexity results for the well-studied additive Problem ROB-STAND
(e.g., [1,2,4–6,18]) hold also for the additive Problem ROB-SI. For this reason, we consider only bottleneck problems in this
paper.
3. Optimization on a uniformmatroid
In the remainder of the paper, we assume that A = {X ⊂ E : |X | = p}, where p < n. Thus, A is the set of bases of a
uniform matroid of rank p [24].
For simplicity of presentation, we make the following assumption.
Assumption A. Allw−(e), wˆ(e), w+(e), e ∈ E are distinct numbers.
Assumption A is not particularly restrictive, since in the general case, any consistent rule can be chosen to break ties.
For example, ties can be broken using a lexicographic rule based on ordering (arbitrarily) the elements of E and setting
(arbitrarily) priorities between lower boundsw−(e), nominal values wˆ(e), and upper boundsw+(e).
For a scenario S, letw1(S), w2(S), . . . , wn(S) be the weights of the elements of E listed in the order of increasing values.
Then, F∗(S) = wp(S), and Lemma 1 can be stated as follows: Z(X) = maxe∈X {w+(e)− wp(Se,X )}.
DefineW+ = {w+(e) | e ∈ E},W− = {w−(e) | e ∈ E}, Wˆ = {wˆ(e) | e ∈ E}, Wˆ− = Wˆ ∪W−,W = W+ ∪W− ∪ Wˆ . For
any d ∈ W , let e(d) denote the element e ∈ E such that w+(e) = d or wˆ(e) = d or w−(e) = d. According to Assumption A,
e(d) is defined uniquely.
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For an X ∈ A, let S˜X denote the scenario defined by
w(e, S˜X ) =
{
w−(e) if e ∈ X;
wˆ(e) if e ∈ E \ X .
Notice that Se,X differs from S˜X only by the weight of one element e ∈ X . The next observation expresses F∗(Se,X ) through
S˜X for any e ∈ X .
Observation 1. For any e ∈ X ,
wp(Se,X ) =
w
p(S˜X ), ifw−(e) > wp(S˜X );
wp+1(S˜X ), ifw−(e) ≤ wp(S˜X ) andw+(e) > wp+1(S˜X );
max{wp(S˜X ), w+(e)}, ifw−(e) ≤ wp(S˜X ) andw+(e) ≤ wp+1(S˜X ).
Let us fix an arbitrary X ∈ A. To simplify notation, denote d1(X) = wp(S˜X ), d2(X) = wp+1(S˜X ). Let
E1 = {e ∈ E | wˆ(e) ≤ d1(X)},
E2 = {e ∈ E | wˆ(e) > d1(X), w−(e) ≤ d1(X)},
E3 = {e ∈ E | w−(e) > d1(X)}.
Clearly E = E1 ∪ E2 ∪ E3, and E1, E2, E3 are disjoint. Sincew(e, S˜X ) ≤ d1(X) only for e ∈ E1 ∪ (X ∩ E2), and d1(X) = wp(S˜X ),
we have
Observation 2. |X ∩ E2| = p− |E1|.
Define
M1 = max{w+(e)− d2(X) | e ∈ E1 ∩ X}, (6)
M2 = max{w+(e)− d2(X) | e ∈ E2 ∩ X}, (7)
M3 = max{w+(e)− d1(X) | e ∈ E3 ∩ X}. (8)
Lemma 2.
Z(X) = max{M1,M2,M3, 0}. (9)
Proof. Let z1 = maxe∈E1∩X {w+(e) − wp(Se,X )}, z2 = maxe∈E2∩X {w+(e) − wp(Se,X )}, z3 = maxe∈E3∩X {w+(e) − wp(Se,X )}.
From Lemma 1, we have Z(X) = max{z1, z2, z3}.
First, for any e ∈ E3 ∩ X ,wp(Se,X ) = d1(X) (see Observation 1); so z3 = M3.
Second, for any e ∈ E2 ∩ X ,wp(Se,X ) = min{d2(X), w+(e)} (this can be seen using Observation 1); so,
w+(e)− wp(Se,X ) =
{
0, ifw+(e) ≤ d2(X);
w+(e)− d2(X) > 0, ifw+(e) > d2(X).
Thus, for any e ∈ E2∩X , ifw+(e)−wp(Se,X ) is positive, then it is equal tow+(e)−d2(X); ifw+(e)−wp(Se,X ) is nonpositive,
then it is equal to 0, andw+(e)− d2(X) is nonpositive. Therefore, if z2 is positive, then it is equal toM2; if z2 is nonpositive,
then it is equal to 0, andM2 is nonpositive. So, z2 = max{M2, 0}.
Third, for any e ∈ E1 ∩ X ,
wp(Se,X ) =
d1(X), ifw
+(e) ≤ d1(X);
w+(e), if d1(X) < w+(e) ≤ d2(X);
d2(X), ifw+(e) > d2(X).
Thus, for any e ∈ E1 ∩ X ,
w+(e)− wp(Se,X ) =
w
+(e)− d1(X) ≤ 0, ifw+(e) ≤ d1(X);
0, if d1(X) < w+(e) ≤ d2(X);
w+(e)− d2(X) > 0, ifw+(e) > d2(X).
So, for any e ∈ E1∩X , ifw+(e)−wp(Se,X ) is positive, then it is equal tow+(e)−d2(X); ifw+(e)−wp(Se,X ) is nonpositive, then
w+(e) − d2(X) is nonpositive. Therefore, if z1 is positive, then it is equal to M1; if z1 is nonpositive, then M1 is nonpositive
as well.
Thus, max{Mi, 0} = max{zi, 0}, i = 1, 2, 3. Since Z(X) = max{z1, z2, z3} is nonnegative (see the proof of Lemma 1), we
have Z(X) = max{z1, z2, z3, 0} = max{M1,M2,M3, 0}. The lemma is proven. 
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Since for a fixed X ∈ A, valueswp(S˜X ) andwp+1(S˜X ) can be obtained in O(n) time [25], we have the following corollary.
Corollary 2. For any X ∈ A, value Z(X) can be computed in O(n) time, and in O(p) time if values wp(S˜X ) and wp+1(S˜X ) have
already been obtained.
For any d1, d2 ∈ Wˆ−, d1 < d2, define
A(d1, d2) = {X ∈ A | wp(S˜X ) = d1, wp+1(S˜X ) = d2}.
Now, we develop Procedure P(d1, d2) that, given any two values d1, d2 ∈ Wˆ−, d1 < d2 as input, obtains in polynomial time
an X ∈ A(d1, d2) that has the smallest value of Z(X) among all X ∈ A(d1, d2), or reports that A(d1, d2) = ∅. This immediately
leads to a polynomial algorithm for Problem ROB-SI, since applying Procedure P(d1, d2) with all possible O(n2) choices of
d1, d2 ∈ Wˆ−, d1 < d2, will produce a set of O(n2) candidate solutions which must contain an optimal solution to Problem
ROB-SI. (Indeed, if X∗ is an optimal solution to Problem ROB-SI, then applying Procedure P(d1, d2) with input d1 = wp(S˜X∗),
d2 = wp+1(S˜X∗) produces a solution X ′ with Z(X ′) ≤ Z(X∗)which means that X ′ is also optimal for Problem ROB-SI.)
Procedure P(d1, d2).
Input: d1, d2 ∈ Wˆ−, d1 < d2.
Output: X and Z(X), or the conclusion ‘‘A(d1, d2) = ∅’’.
We use auxiliary sets NX , NX¯ with the following interpretation: NX is the set of e ∈ E which we have already decided to
include in X , NX¯ is the set of e ∈ E which we have already decided not to include in X .
Step 1. Set NX = NX¯ = ∅. If e(d1) = e(d2), STOP: A(d1, d2) = ∅.
(Comment: See Assumption A.)
For i = 1, 2, do begin:
If di ∈ W−, then include e(di) in NX ;
otherwise (i.e., if di ∈ Wˆ ), include e(di) in NX¯ .
(Comment: See the definitions of S˜X and A(d1, d2).)
End.
Step 2. For all e ∈ E \ {e(d1), e(d2)} such thatw−(e) ∈ ]d1, d2[ or wˆ(e) ∈ ]d1, d2[, do begin:
If bothw−(e) and wˆ(e) belong to ]d1, d2[, STOP: A(d1, d2) = ∅.
Ifw−(e) ∈ ]d1, d2[, then include e into NX¯ ;
If wˆ(e) ∈ ]d1, d2[, then include e into NX .
(Comment: For any X ∈ A(d1, d2), under scenario S˜X there are no weights in ]d1, d2[.)
End.
If |NX | > p or |NX¯ | > n− p, STOP: A(d1, d2) = ∅.
Step 3. Define disjoint sets
E1(d1) = {e ∈ E | wˆ(e) ≤ d1},
E2(d1) = {e ∈ E | wˆ(e) > d1, w−(e) ≤ d1},
E3(d1) = {e ∈ E | w−(e) > d1}.
If |E1(d1)| + |NX ∩ E2(d1)| > p, STOP: A(d1, d2) = ∅.
(Comment: See Observation 2.)
Step 4. If p− |E1(d1)| − |NX ∩ E2(d1)| > |E2(d1) \ (NX ∪ NX¯ )|, STOP: A(d1, d2) = ∅.
(Comment: See Observation 2.)
In the set E2(d1) \ (NX ∪ NX¯ ), select p− |E1(d1)| − |NX ∩ E2(d1)| elements ewith the smallest values ofw+(e)− d2, and
include them in NX .
If |NX | > p, STOP: A(d1, d2) = ∅.
ComputeM2 = max{w+(e)− d2 | e ∈ E2(d1) ∩ NX }.
Step 5. For each element e ∈ E1(d1) ∪ E3(d1), let
γ (e) =
{
w+(e)− d2, if e ∈ E1(d1);
w+(e)− d1, if e ∈ E3(d1).
If p− |NX | > |(E1(d1) ∪ E3(d1)) \ (NX ∪ NX¯ )|, STOP: A(d1, d2) = ∅.
In the set (E1(d1) ∪ E3(d1)) \ (NX ∪ NX¯ ), select p − |NX | elements e with the smallest values of γ (e) and include them
in NX .
ComputeM1 = max{w+(e)− d2 | e ∈ E1(d1) ∩ NX } andM3 = max{w+(e)− d1 | e ∈ NX ∩ E3(d1)}.
Step 6. Output X = NX . Compute and output Z(X) using (9).
The description of the procedure is completed.
Theorem 1. Procedure P(d1, d2) either correctly concludes that A(d1, d2) = ∅, or outputs an X ∈ A(d1, d2) that has the smallest
value of Z(X) among all X ∈ A(d1, d2).
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Proof. It is easy to see that any X ∈ A(d1, d2) must contain all e ∈ E that are included in NX at Steps 1 and 2 of the
procedure, and cannot contain any e ∈ E that are included in NX¯ at these steps. (For example, if for an e ∈ E \ {e(d1), e(d2)},
w−(e) 6∈ ]d1, d2[ and wˆ(e) ∈ ]d1, d2[, then any X ∈ A(d1, d2) must contain e, since for any X ∈ A(d1, d2) and
e ∈ E \ {e(d1), e(d2)}, w(e, S˜X ) 6∈ ]d1, d2[.) This implies that if Procedure P(d1, d2) terminates at Step 1 or Step 2 with
the conclusion ‘‘A(d1, d2) = ∅’’, this conclusion is correct.
Observe that for any X ∈ A and e ∈ E,w(e, S˜X ) ≤ d1 if and only if e ∈ E1(d1) ∪ (X ∩ E2(d1)). Therefore,
|E1(d1)| + |X ∩ E2(d1)| = p for any X ∈ A(d1, d2) (10)
(see Observation 2). Thus, if Procedure P(d1, d2) terminates at Step 3 or at the beginning of Step 4 with the conclusion
‘‘A(d1, d2) = ∅’’, this conclusion is correct.
Let Γ = {e ∈ E | w−(e) ∈ [d1, d2] or wˆ(e) ∈ [d1, d2]}. Let N ′X and N ′X¯ denote the sets NX and NX¯ , respectively, at
the beginning of Step 4; we have N ′X ∪ N ′X¯ = Γ . Therefore, taking into account (10), we have that any X ∈ A(d1, d2)
includes exactly m′ = p − |E1(d1)| − |N ′X ∩ E2(d1)| elements of E2(d1) \ Γ and exactly m′′ = p − |N ′X | − m′ elements of
(E1(d1) ∪ E3(d1)) \ Γ . Moreover, replacing thesem′ elements of E2(d1) \ Γ in X with any otherm′ elements of E2(d1) \ Γ ,
and replacing thesem′′ elements of (E1(d1)∪E3(d1))\Γ in X with any otherm′′ elements of (E1(d1)∪E3(d1))\Γ will result
in another solution X ′ from A(d1, d2). Observe that if Procedure P(d1, d2) does not terminate before Step 6, then it outputs
an X ∈ A, and includes exactly m′ elements in NX at Step 4, and exactly m′′ elements at Step 5. Now, the key observation is
that if for an arbitrary X ∈ A(d1, d2)we replace them′ elements of X ∩ (E2(d1) \ Γ )with them′ elements that are included
in NX at Step 4, and replace them′′ elements of X ∩ ((E1(d1)∪ E3(d1)) \ Γ )with them′′ elements that are included in NX at
Step 5, the value Z(X) cannot increase, because the valuesM2 andmax{M1,M3} (see (6)–(8)) cannot increase, and therefore
max{M1,M2,M3} cannot increase (see Lemma 2). Thus, if Procedure P(d1, d2) outputs a solution X , it belongs to A(d1, d2)
and has the smallest value of Z(X) among all X ∈ A(d1, d2). Observe also that if Procedure P(d1, d2) terminates at Step 4
or Step 5 with the conclusion ‘‘A(d1, d2) = ∅’’, then this conclusion is correct. Since Procedure P(d1, d2) can result either in
outputting an X ∈ A or in terminating with the conclusion ‘‘A(d1, d2) = ∅’’, the theorem is proven. 
For any d1 ∈ Wˆ−, let
pi(d1) =
{
min{wˆ(e) | e ∈ E3(d1)}, if E3(d1) 6= ∅;
∞, if E3(d1) = ∅.
Since for any X ∈ A(d1, d2), ]d1, d2[ cannot contain any elements of S˜X , we have the following statement.
Observation 3. For any d1 ∈ Wˆ− and d2 > pi(d1), A(d1, d2) = ∅.
Let dmin be the p-th smallest number inW−.
Observation 4. If d1 < dmin, A(d1, d2) = ∅ for any d2 ∈ Wˆ−.
The following algorithm solves Problem ROB-SI.
Algorithm 1. Preprocessing: Sort setsW−, Wˆ ,W+, Wˆ−.
Choose an arbitrary X ′ ∈ A. Compute Z(X ′). Set Z ′ = Z(X ′).
For all d1 ∈ Wˆ−, d1 ≥ dmin do begin:
For all d2 ∈ Wˆ− such that d1 < d2 ≤ pi(d1) (from smallest to largest) do begin:
Apply Procedure P(d1, d2).
If the procedure outputs an X ∈ A and value Z(X), and if Z(X) < Z ′, reset X ′ = X , Z ′ = Z(X).
End.
End.
Output X ′ and Z ′ as an optimal solution to Problem ROB-SI and the corresponding worst-case regret.
According to Theorem 1 and Observations 3 and 4, Algorithm 1 correctly finds an optimal solution to Problem ROB-SI.
Complexity. The preprocessing takes O(n log n) time. Procedure P(d1, d2) can be implemented in O(n) time for specific
d1, d2. Thus, a straightforward implementation of Algorithm 1 would take O(n3) time.
An improvement comes from the observation that in fact Procedure P(d1, d2) can be implemented in a constant
‘‘amortized’’ time in Algorithm 1. (For the concept of complexity analysis using amortized running time, see, e.g., [26],
Section 3.2.) Namely, for a fixed d1, applying Procedure P(d1, d2) for all d2 ∈ Wˆ−, d1 < d2 ≤ pi(d1), can be implemented in
O(n) total time, if information obtained during an application with some value d2 ∈ Wˆ− is used in the application with the
next value of d2 ∈ Wˆ−. Details are available in the Appendix. We obtain
Theorem 2. Algorithm 1 can be implemented in O(n2) time. Therefore, Problem ROB-SI can be solved in O(n2) time.
4. The case of consistent uncertainty intervals
In this section, we consider a special case characterized by the following assumption, which we assume to hold
throughout this section.
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Assumption B. For any e′, e′′ ∈ E, wˆ(e′) ≥ w−(e′′) and wˆ(e′′) ≥ w−(e′).
Taking into account Assumption A, Assumption B means that the minimum of the nominal weights is greater than the
maximum of the lower-bound weights.
Problem ROB-SI with Assumption B will be called Problem ROB-SI-CUI (the abbreviation ‘‘CUI’’ stands for ‘‘consistent
uncertainty intervals’’). Below, we show that Problem ROB-SI-CUI can be solved in O(p) time after an O(n + p log p)
preprocessing.
Lemma 3. Under Assumption B, for any X ∈ A,
Z(X) = max
{
max
e∈X
w+(e)− min
e∈E\X wˆ(e), 0
}
.
Proof. UnderAssumptionB,X is the optimal solution to ProblemOPT(S˜X ). Therefore, for any e′ ∈ X , F∗(Se′,X ) = min{w+(e′),
mine∈E\X wˆ(e)}, because the optimal solution to Problem OPT(Se′,X ) is either X or is obtained from X by replacing e′ with the
element of E \ X that has the smallest nominal weight. Lemma 1 implies that
Z(X) = max
e′∈X
{
w+(e′)−min
{
w+(e′), min
e∈E\X wˆ(e)
}}
= max
e′∈X
{
max
{
w+(e′)− min
e∈E\X wˆ(e), 0
}}
.
If maxe∈X w+(e) ≤ mine∈E\X wˆ(e), then we have Z(X) = 0. If maxe∈X w+(e) > mine∈E\X wˆ(e), then we have
Z(X) = max
e′∈X
(
w+(e′)− min
e∈E\X wˆ(e)
)
= max
e′∈X
w+(e′)− min
e∈E\X wˆ(e).
We have the statement of the lemma. 
Corollary 3. Under Assumption B, lower boundsw−(e), e ∈ E do not influence Z(X) for any X ∈ A, and therefore are not relevant
for finding an optimal solution.
Without loss of generality, suppose that the elements of E are indexed in the order of increasing nominal weights, i.e.
wˆ(e1) < wˆ(e2) < · · · < wˆ(en).
The following algorithm finds an optimal solution to Problem ROB-SI-CUI. The algorithm is based on the observation that
it is possible to identify p+1 candidate solutions X1, . . . , Xp+1 so that one of themmust be optimal for Problem ROB-SI-CUI.
Namely, Xk, k = 1, . . . , p+ 1, is the best solution (in terms of worst-case regret) among all X ∈ A that contain e1, . . . , ek−1
and do not contain ek.
Algorithm 2. Preprocessing. Find p + 1 elements of E of smallest nominal weights wˆ(e) and sort them in the order of
increasing values wˆ(e).
Find p+ 1 elements of E of smallest upper-bound weightsw+(e) and sort them in the order of increasing valuesw+(e).
Step 1. Set X1 = ∅. In the set E \ {e1}, find p elements with smallest values w+(e), and include them in X1. Compute
Z(X1) = max{maxe∈X1 w+(e)− wˆ(e1), 0}. Set X∗ = X1, Z∗ = Z(X1).
Step k, k = 2, . . . , p + 1. Set Xk = {e1, e2, . . . , ek−1}. In the set E \ {e1, e2, . . . , ek}, find p − k + 1 elements with the
smallest valuesw+(e), and include them inXk. Compute Z(Xk) = max{maxe∈Xk w+(e)−wˆ(ek), 0}. If Z(Xk) < Z∗, setX∗ = Xk,
Z∗ = Z(Xk).
Step p+ 2. Output X∗ as an optimal solution to Problem ROB-SI-CUI and Z∗ as the corresponding worst-case regret.
Theorem 3. Algorithm 2 obtains an optimal solution to Problem ROB-SI-CUI, and can be implemented in O(p) time after the
O(n+ p log p) preprocessing.
Proof. First, observe that the solution Xk obtained at Step k, k = 1, . . . , p + 1, has the minimum possible value of worst-
case regret among all X ∈ A that contain e1, . . . , ek−1 and do not contain ek. This follows from Lemma 3. (Observe that
mine∈E\X wˆ(e) = wˆ(ek) for all X ∈ A that contain e1, . . . , ek−1 and do not contain ek.) Therefore, the best of X1, . . . , Xp+1 (in
terms of worst-case regret) is an optimal solution to Problem ROB-SI-CUI. This proves the first statement of the theorem. Let
us discuss the complexity. The preprocessing takesO(n+p log p) time. (e.g., the p+1 elementswith smallest nominalweights
can be found in O(n) time [25] and their sorting takes O(p log p) time.) Step 1 takes O(p) time given the results of the prepro-
cessing. Now, notice that each element ofXk is either from the p+1 elements of Ewith smallest nominalweights wˆ(e) or from
the p+1 elements of Ewith smallest upper-boundweightsw+(e). Step k, k = 2, . . . , p+1 can be implemented in a constant
time using the information obtained at Step k−1 and the sortings obtained in the preprocessing. Indeed, Xk is obtained from
Xk−1 by replacing one element of Xk−1 (which can be found in constant time having the information obtained at Step k− 1)
with ek−1. Then, computing Z(Xk) takes a constant time using the accumulated information. The theorem is proven. 
5. Concluding remarks
In this paper, we introduced minmax regret versions with SIIUS of subset-type combinatorial optimization problems. In
the case of additive objective function, such versions are straightforwardly reduced to well-studied minmax regret versions
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with the standard interval uncertainty structure; however, the case of the bottleneck objective is nontrivial. We presented a
polynomial algorithm for the minmax regret version with SIIUS of the bottleneck optimization problem on the set of bases
of a uniform matroid.
A natural direction for further research is to study computational complexity of minmax regret versions with SIIUS of
other classical bottleneck subset-type optimizationproblems that are polynomially solvablewithout uncertainty, such as the
bottleneck spanning tree problem, the bottleneck path problem, the bottleneck Steiner subnetwork problem, etc. Minmax
regret versions of these problems are polynomially solvable in the case of the standard interval uncertainty structure [3];
however, the case of SIIUS appears more complicated and is quite intriguing. It is not clear whether the ideas used in this
paper can be extended to some of these problems.
Appendix
Proof of Theorem 2 (Complexity of Algorithm 1).We need to prove that for a fixed d1, applying Procedure P(d1, d2) for all
d2 ∈ Wˆ−, d1 < d2 ≤ pi(d1), can be implemented in O(n) total time.
An application of Procedure P(d1, d2) with specific d1, d2 will be called an iteration. When d2 changes to the next value
from the sorted set Wˆ− using the same d1 (for compactness, we will just say ‘‘when d2 is incremented’’), only a constant
number of elements can change in the setsNX andNX¯ at the end of Step 2 (in fact, atmost 2 for each set, namely, the elements
e(d2) for the old and the new values of d2). Consequently, O(n) total time is required for generating sets NX and NX¯ at Steps
1 and 2 for all iterations with a fixed value d1. Sets E1(d1), E2(d1), E3(d1) do not depend on d2. Similarly, O(n) total time is
required for obtaining numbers |NX ∩ E2(d1)|, |E2(d1) \ (NX ∪ NX¯ )| at Step 4 for all iterations with a fixed value d1, since in
each involved set (e.g. NX ∩ E2(d1)) only a constant number of elements change when d2 is incremented.
When d2 is incremented, the set E2(d1)\Γ (where Γ is defined in the proof of Theorem 1; Γ = NX ∪NX¯ at the beginning
of Step 4) either does not change, or loses one element (e(d2) for the new value of d2). This implies that if the set E2(d1) \ Γ
is maintained as a doubly-linked list [25,26] sorted according to values w+(e), then updating the set for all iterations with
a fixed value of d1 requires O(n) total time. Moreover, updating the set of the first p− |E1(d1)| − |NX ∩ E2(d1)| elements of
E2(d1) \ Γ with the smallest valuesw+(e) for all iterations with a fixed value of d1, and updating valueM2, takes O(n) total
time. Thus, Steps 3 and 4 of Procedure P(d1, d2) for all iterations with a fixed value of d1 can be implemented in O(n) total
time.
Analysis of Step 5 is somewhat more complicated, because when d2 changes, values γ (e) change for e ∈ E1(d1) but
do not change for e ∈ E3(d1), and Step 5 involves selecting p − |NX | elements e with the smallest values of γ (e) from
(E1(d1) ∪ E3(d1)) \ (NX ∪ NX¯ ).
Observe that only elements of E2(d1) can be included in NX ∪ NX¯ at Step 4. Therefore, at the beginning of Step 5, sets
E1 \ (NX ∪ NX¯ ) and E3 \ (NX ∪ NX¯ ) are the same as at the beginning of Step 4 and are equal to E1(d1) \ Γ , E3(d1) \ Γ ,
respectively. When d2 is incremented, the set E1(d1) \ Γ does not change (observe that E1(d1) \ Γ = E1(d1) \ {e(d1)}),
and the set E3(d1) \ Γ either does not change or loses one element (e(d2) for the new value of d2). Thus, updating the sets
E3(d1) \ Γ , (E3(d1) ∪ E1(d1)) \ Γ for all iterations with a fixed value d1 can be done in O(n) total time.
Now we need to show that the set of p− |NX | elements of (E3(d1) ∪ E1(d1)) \ Γ with the smallest values of γ (e) can be
updated in O(n) total time for all iterations with a fixed d1. When d2 is incremented, the value |NX | at the beginning of Step
5 changes at most by 2. So, in light of the above discussion, the problem can be re-stated as follows. There are two disjoint
sets, B and C , such that |B|+|C | ≤ n. (B corresponds to E1 \Γ and C corresponds to E3 \Γ ). Elements e ∈ B∪C have weights
γ (e). It is required to perform k iterations, k ≤ 2n, where at each iteration:
(a) Set B is unchanged, set C is either unchanged or loses one element;
(b) The weights of elements of C do not change, the weights of elements of B are decreased by a positive constant;
(c) q elements of B ∪ C with the smallest weights γ (e) are selected, q ≤ p < n (q corresponds to p− |NX |). The value q can
change from iteration to iteration by at most 2.
We need to show that all k iterations can be performed in O(n) total time, assuming that the sets B and C are pre-sorted
according to weights of elements and are maintained as doubly-linked lists.
Let D(i) be the set of q elements with the smallest weights selected at iteration i, i = 1, . . . , k. Let B(i) = D(i) ∩ B,
C(i) = D(i) ∩ C . Since the weights of elements of B change by a constant at each iteration, this can be done implicitly (by
keeping the original weights and the record of all constant changes, one constant per iteration); so, changing the weights of
the elements of B at all k iterations requires O(n) time. Let b =∑ki=2 |(|B(i)| − |B(i− 1)|)|, c =∑ki=2 |(|C(i)| − |C(i− 1)|)|.
That is, value b (value c) is the sum of absolute values of all per iteration changes in the cardinality of set B(i) (set C(i)). It is
easy to observe that all k iterations can be implemented in O(n + b + c) total time. So, to complete the proof, we need to
show that b+ c = O(n).
Value |C(i+1)|− |C(i)| can be either negative, or nonnegative; in the latter case, it cannot be greater than 2. (It is easy to
see that this value can be positive only because of change in q from iteration i to iteration i+1.) Since 0 ≤ |C(i)| ≤ n for any
iteration and k ≤ 2n, this implies c ≤ 9n. Value |B(i+ 1)| − |B(i)| can be either positive, or nonpositive; in the latter case,
it cannot be less than −2. Since 0 ≤ |B(i)| ≤ n for any iteration and k ≤ 2n, this implies that b ≤ 9n. Thus, b + c = O(n).
The theorem is proved. 
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