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Abstract
We study local multiplicities associated to the so-called generalized Shalika models.
By establishing a local trace formula for these kind of models, we are able to prove a
multiplicity formula for discrete series. As a result, we can show that these multiplicities
are constant over every discrete Vogan L-packet and that they are related to local
exterior square L-functions.
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1 Introduction
Let G be a p-adic reductive group, H a closed subgroup of G and χ a character of H
(potentially the trivial one). To every smooth irreducible representation π of G, we associate
a multiplicity
m(π, χ) := dimHomH(π, χ)
If the subgroup H is spherical (that is it admits an open orbit on the flag variety of G) then
we expect these multiplicities to always be finite (this is already known in a certain number
of cases see [10] Theorem 4.5 and [31] Theorem 5.1.5) and to roughly detect certain kind
of functorial lifts. For a good references on this circle of ideas, that has come to be called
the relative local Langlands program, we refer the reader to [30] and to the monograph [31]
which set forth a general formalism ’a` la Langlands’ for these kind of problems.
In the foundational papers [35], [36], Waldspurger has discovered a new way to attack
these questions by proving a certain integral formula computing the multiplicity m(π, χ) in
the case of the so-called orthogonal Gross-Prasad models which, together with some twisted
version of it related to epsilon factors of pair, has found a remarkable application to the local
Gross-Prasad conjecture for orthogonal groups (see [37], [29]). This line of attack has then
been adapted by the first author [4], [5] to deal with the local Gross-Prasad conjecture for
unitary groups and by the second author [39], [40] in the setting of the so-called Ginzburg-
Rallis models. Subsequently, in [6] the first author has also find another application of this
method to a conjecture of Prasad concerning Galois pairs. In all these cases the basic tool
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to prove the aforementioned multiplicity formulas has been some new kind of local (simple)
trace formulas in the spirit of Arthur [2]. However, the proofs of these trace formulas,
and particularly of their geometric sides, has each time been done in some ad hoc way
pertaining to the particular features of the case at hand. It makes now little doubt that such
trace formulas should exist in some generality and we provide here another example for the
’generalized Shalika models’ in the hope that it can shed some light on the general features
of a potential generalization.
1.1 Main results
Let F be a p-adic field and A be a central simple algebra over F of rank n (i.e. A = Matm(D)
where D/F is a division algebra of degree r and n = mr). We will denote by TrA/F : A → F
and NA/F : A → F
× the reduced trace and norm respectively. Set G := GL2(A) and define
the following subgroups of G:
• H0 := {
(
λ
λ
)
| λ ∈ A×};
• N := {
(
1 X
1
)
| X ∈ A};
• H := H0 ⋉N .
Fix a continuous character ω : F× → C× that we identify with a character of H0 through
composition with NA/F : H0 → F
×. Let ψ : F → C× be a nontrivial character and define
ξ : N → C× by
ξ
(
1 X
1
)
:= ψ(TrA/F X), X ∈ A.
Then ξ is invariant under the H0-conjugation and thus extends to a character, again denoted
ξ, of H trivial on H0. Similarly, we consider ω as a character on H by composition with the
projection H ։ H0 and we denote by ω ⊗ ξ the product of these two characters of H . We
refer to the triple (G,H, ω⊗ξ) as a generalized Shalika triple. In particular, if A = Matn(F ),
we recover the usual Shalika model for GL2n. For all irreducible admissible representation
π of G, we define the multiplicity m(π, ω) to be
m(π, ω) := dimHomH(π, ω ⊗ ξ).
By Theorem 4.5 of [10], we know that this multiplicity is always finite. The goal of this
paper is to study the behavior of the multiplicity m(π, ω) inside the discrete local Vogan
L-packets i.e. under the Jacquet-Langlands correspondences.
Remark 1.1. In fact, by [22] and [8], we even know the multiplicity m(π, ω) is less or equal
to 1 (i.e. the generalized Shalika models are Gelfand pairs). But we don’t need this result in
the proof of the main theorem.
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Let A′ be another degree n central simple algebra over F . Set G′ := GL2(A
′) and define
subgroups H ′0, N
′, H ′ := H ′0 ⋉N
′ analogous to the subgroups H0, N and H of G. We also
define similarly characters characters ξ′, ω ⊗ ξ′ of N ′, H ′ respectively and for all irreducible
admissible representation π′ of G′, we set
m(π′, ω) := dimHomH′(π
′, ω ⊗ ξ′).
The main result of this paper is the following theorem which says that these multiplicities
are constant over every discrete Vogan L-packet.
Theorem 1.2. Let π (resp. π′) be a discrete series of G (resp. G′). Assume that π and π′
correspond to each other under the local Jacquet-Langlands correspondence (see [9]). Then
m(π, ω) = m(π′, ω).
Assume one moment that ω1 (the trivial character) and set for simplicity m(π) :=
m(π, 1). Then, by work of Kewat [23], Kewat-Ragunathan [24], Jiang-Nien-Qin [20] and
the multiplicity one theorem of Jacquet-Rallis [22], in the particular case where A =Mn(F )
we know that for all discrete series π we have m(π) = 1 if and only if L(s, π,∧2) (the Artin
exterior square L-function) has a pole at s = 0 (i.e. the Langlands parameter of π is symplec-
tic) and m(π) = 0 otherwise. Actually, to our knowledge, a full proof of this result has not
appeared in the literature and thus for completeness we provide the necessary complementary
arguments in Section 6.1. Together with Theorem 1.2 this immediately implies
Theorem 1.3. For all discrete series representation π of G, we have m(π) = 1 if and only if
the local exterior square L-function L(s, π,∧2) has a pole at s = 0 and m(π) = 0 otherwise.
We will prove Theorem 1.2 in Section 6.1. The key ingredient of our proof is a certain
integral formula computing the multiplicity m(π, ω) that we now state. Recall that following
Harish-Chandra, any irreducible representation π has a well-defined character Θπ which is a
locally integrable function on G locally constant on the regular semi-simple locus. Moreover,
Harish-Chandra has completely described the possible singularities of Θπ near singular semi-
simple elements leading to certain local expansions of the character near such point. Using
these, we can define a certain regularization x 7→ cπ(x) of Θπ at all semi-simple point by
taking the average of the ’leading coefficients’ of these local expansions (see Section 2.2
for details, actually for the groups considered in this paper there is always at most one
such leading coefficient). Given this, our multiplicity formula can be stated as follows (see
Proposition 3.3)
Theorem 1.4. For all essentially square-integrable representation π of G with central char-
acter χ = ωn (seen as a character of AG = F
×), we have
m(π, ω) =
∑
T∈Tell(H0)
|W (H0, T )|
−1
∫
AG\T
DH(t)cπ(t)ω(t)
−1dt
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where Tell(H0) stands for a set of representatives of elliptic maximal tori in H0, W (H0, T ) =
NormH0(T )/T is the corresponding Weyl group, D
H(t) is the usual Weyl discriminant, the
measure on the tori AG\T are chosen to be of total mass one and the expression on the right
hand side is absolutely convergent.
Theorem 1.2 is then an easy consequence of Theorem 1.4 and the characters relations
characterizing the local Jacquet-Langlands correspondences (see §6.1 for details).
Remark 1.5. In Appendix A, we will prove a slight generalization of a result of Mœglin
and Waldspurger a consequence of which is that the multiplicity formula above holds more
generally for all irreducible admissible representations of G when A = D is a division algebra.
On the other hand, if A is not a division algebra, the multiplicity formula will only hold for
discrete series (see Remark 3.4 for more details).
For its part Theorem 1.4 is a consequence of a certain local simple trace formula for the
generalized Shalika models of the same kind as the local trace formulas developed in [5], [6]
and [39]. To be specific, let f ∈ ◦C(G) be an Harish-Chandra cusp form (see Section 2.5 for
the definition of these) and for all x, y ∈ G, set
Kf (x, y) :=
∫
H
f(x−1hy)(ω ⊗ ξ)(h)−1dh.
We define a distribution J on the space of cusp forms by
J(f) :=
∫
H\G
Kf(x, x)dx.
In later sections, we will show that both integrals above are absolutely convergent.
The aforementioned trace formula gives two expansions of J(f): one geometric and one
spectral. The geometric side is given by
Jgeom(f) =
∑
T∈Tell(H0)
|W (H0, T )|
−1
∫
T
DH(t)cf (t)ω(t)
−1dt
where Tell(H0) denotes a set of representatives of conjugacy classes of maximal elliptic tori in
H0, W (H0, T ) stands for the corresponding Weyl group, D
H is the usual Weyl discriminant
and cf(t) is a certain weighted orbital integral of f in the sense of Arthur (see §2.5 for a
precise definition). The spectral side, on the other hand, is given by the following expression
Jspec(f) =
∑
π∈Π2(G,χ)
m(π, ω) Trπ∨(f)
where Π2(G, χ) denotes the set of (isomorphism classes of) discrete series of G with central
character χ = ωn seen as a character of AG = F
× and π∨ stands for the contragredient of π.
Then the trace formula we proved in this paper is just (see Theorem 3.1)
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Theorem 1.6. For all f ∈ ◦C(G), we have
Jspec(f) = J(f) = Jgeom(f). (1.1)
More precisely, the spectral side of the trace formula will be proved in Section 4 and the
geometric side will be proved in Section 5. Moreover, Theorem 1.4 is, by standard means,
an easy consequence of this trace formula (see §3.3).
In Section 6.2, we will discuss another application of the multiplicity formula. By applying
Theorem 1.4 together with another multiplicity formula for the so-called Ginzburg-Rallis
model proved in the previous papers [39] and [40] of the second author, we are able to
establish some relationship between the two kind of multiplicities (cf. Theorem 6.6 and
Theorem 6.7). This will also allow us to prove the epsilon dichotomy conjecture for the
Ginzburg-Rallis model in some cases. We refer the readers to Section 6.2 for details.
Finally, in Section 7, guided by the idea of beyond endoscopy, together with Theorem
1.3 relating the multiplicities for generalized Shalika models to poles of local exterior square
L-function, we restate our trace formula in the form of a (local) ’r-trace formula’ for r = ∧2
the exterior square representation of the L-group LG = GL2n(C).
1.2 Organization of the paper and remarks on the proofs
In Section 2, we introduce basic notations and conventions of this paper. This include
some extended discussions of (θ-)weighted orbital integrals, germ expansions and the Harish-
Chandra-Schwartz space. In Section 3, we state our (simple) local trace formula (Theorem
1.6) and prove that the multiplicity formula (Theorem 1.4) is a consequence of it.
Sections 4 and 5 are devoted to the proof of the trace formula. More precisely, in Section
4 we prove the spectral side of the trace formula. It is the easy part and moreover the
arguments are very similar to [6] §3. Section 5 contains the proof of the geometric side
which is more involved. The general idea is inspired by the work of Waldspurger ([35], [36])
and the first author ([5], [6]) on the Gan-Gross-Prasad and Galois models. However, due
to significant differences between generalized Shalika models and the previous cases, our
proof of the geometric side is quite different. Indeed, as in the Gan-Gross-Prasad cases,
singular orbits are contributing to the geometric side and these contributions are reflected in
singularities of the original expression. Due to the fact that the generalized Shalika models
are usually not strongly tempered in the sense of [31], we were unable to linearize the problem
in order to perform a Fourier transform as in [35],[5] where it had the effect of killing the
problematic singularities. As a result, we have to deal with them directly and for that
we have in particular computed explicitly certain singular weighted (or rather θ-weighted)
orbital integrals (see §5.5).
Sections 6 and 7 contain applications of the trace formula and multiplicity formula. In
section 6.1, we prove the two main theorems (Theorem 1.2 and Theorem 1.3) of this paper
and in section 6.2, we study the relations between the multiplicities for the generalized
Shalika model and the Ginzburg-Rallis model. Using this, we will prove new cases of the
epsilon dichotomy conjecture for the Ginzburg-Rallis model. Finally, in section 7, we rewrite
our local trace formula as some kind of ’local r-trace formula’.
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Finally, Appendix A contains a slight generalization of a result of Mœglin and Wald-
spurger concerning (generalized) Whittaker models.
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2 Preliminaries
2.1 Groups, measures, notations
Throughout this paper F will denote a p-adic field (i.e. a finite extension of Qp for a certain
prime number p) with ring of integer OF and normalized absolute value |.|F . We will denote
by vF the normalized valuation on F , by q the cardinal of the residue field of F and by log
the logarithm in base q (so that vF (λ) = − log|λ|F for all λ ∈ F
×). Moreover, for all finite
extension K of F we will set vK(λ) := vF (NK/F (λ)) for all λ ∈ K where NK/F : K → F
stands for the norm. We fix throughout a nontrivial additive character ψ : F → C×. We
will slightly abuse notations and denote algebraic groups and Lie algebras defined over F
and their sets of F -points by the same letters.
Let G be a connected reductive group over F . We will denote by AG its maximal central
split torus and set
AG := X∗(AG)⊗R
whose dual naturally identifies to
A∗G := X
∗(AG)⊗R
where X∗(AG) and X
∗(AG) stand for the groups of cocharacters and characters of AG re-
spectively. There is a natural morphism HG : G→ AG characterized by
〈χ,HG(g)〉 = log(|χ(g)|)
for all χ ∈ X∗(G). We set AG,F := HG(AG). It is a lattice in AG. The same notations will
be used for the Levi subgroups of G (i.e. the Levi components of parabolic subgroups of G):
if M is a Levi subgroup of G, we define similarly AM , AM , HM and AM,F . For such a Levi
M , we will set
AGM := AM/AG, A
G
M,F := AM,F/AG,F .
We will also use Arthur’s notations: P(M), F(M) and L(M) will stand for the sets of
parabolic subgroups with Levi component M , parabolic subgroups containing M and Levi
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subgroups containing M respectively. Let K be a special maximal compact subgroup of
G. Then, for all parabolic subgroup P with Levi decomposition P = MU , the Iwasawa
decomposition G = MUK allows us to extend HM to a map HP : G → AM defined by
HP (muk) := HM(m) for all m ∈ M , u ∈ U and k ∈ K. The Lie algebra of G will be
denoted by g and more generally for any algebraic group we will denote its Lie algebra by
the corresponding Gothic letter. We will write Ad for the adjoint action of G on g. We
denote by exp the exponential map which is an F -analytic map from an open neighborhood
of 0 in g to G. We define Greg as the open subset of regular semisimple elements of G.
The notation T (G) (resp. Tell(G)) will be used to denote a set of representatives for the
G-conjugacy classes of maximal tori (resp. elliptic maximal tori) in G.
Let H be an algebraic group over F . For any subset S ⊂ H , we write CentH(S) (resp.
NormH(S)) for the centralizer of S in H (resp. the normalizer of S in H). If S = {x} we
will write Hx for the neutral connected component of CentH(x) := CentH({x}). The Weyl
discriminant DH is defined by
DH(x) :=
∣∣det(1− Ad(x)|h/hx)∣∣
for all semisimple element x ∈ H . For every subtorus T of H , we will denote by
W (H, T ) := NormH(T )/CentH(T )
the corresponding Weyl group. If A ⊂ H is a split subtorus which normalizes a unipotent
subgroup U ⊂ H we will write R(A,U) for the set of roots of A in u.
If T is a torus over F , we will denote by T c its maximal compact subgroup.
In this paper, we will assume that all the groups that we encounter have been equipped
with Haar measures (left and right invariants as we will only consider measures on unimodular
groups). In the particular case of tori T we normalize these Haar measures as follows: we fix
on AT the unique Haar measure giving A
c
T volume 1 and we choose on T the unique Haar
measure such that vol(T/AT ) = 1. For any connected reductive group G, we equip AG with
the unique Haar measure such that vol(AG/AG,F ) = 1. Thus this requirement also fixes
Haar measures on AM for all Levi subgroup M of G. If M ⊂ L are two Levi subgroups then
we give ALM ≃ AM/AL the quotient measure.
We will adopt the following slightly imprecise but convenient notations. If f and g are
positive functions on a set X , we will write
f(x)≪ g(x) for all x ∈ X
and we will say that f is essentially bounded by g, if there exists a c > 0 such that
f(x) 6 cg(x) for all x ∈ X.
We will also say that f and g are equivalent and we will write
f(x) ∼ g(x) for all x ∈ X
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if both f is essentially bounded by g and g is essentially bounded by f .
In this paper we will freely use the notion of log-norms on varieties over F . The concept
of norm on varieties over local fields has been introduced by Kottwitz in [25] §18. A log-
norm is essentially just the log of a Kottwitz’s norm and we refer the readers to [5] §1.2
for the definition and the basic properties of these log-norms. We will assume that all the
algebraic varieties X over F that we encounter have been equipped with log norms σX .
And for all C > 0, we will denote by 1X,6C (resp. 1X,>C) the characteristic function of
{x ∈ X ; σX(x) 6 C} (resp. {x ∈ X ; σX(x) > C}).
For any connected reductive group G over F , we will denote by ΞG the Xi function of
Harish-Chandra on G (see [5] §1.5 for the definition and basic properties of this function)
and we will denote by C(G) the Harish-Chandra Schwartz space of G. This space consists
of functions f : G → C which are biinvariant by a certain compact-open subgroup J ⊂ G
and such that for all d > 0, we have an inequality
|f(g)| ≪ ΞG(g)σG(g)
−d
for all g ∈ G. Let χ be a unitary character of AG, then we will denote by C(G, χ) the space
of functions f : G → C which are biinvariant by a certain compact-open subgroup J ⊂ G
such that f(ag) = χ(a)f(g) for all a ∈ AG and g ∈ G, and such that for all d > 0, we have
an inequality
|f(g)| ≪ ΞG(g)σAG\G(g)
−d
for all g ∈ G. There is a natural surjective map
C(G)→ C(G, χ) : f 7→ fχ
given by
fχ(g) :=
∫
AG
f(ag)χ(a)−1da, f ∈ C(G), g ∈ G.
For any set S we will denote by 1S its characteristic function.
2.2 Representations
Let G be a connected reductive group over F . We will write Irr(G) for the set of isomorphism
classes of (complex-valued) irreducible smooth representations of G. We will identify any
element of Irr(G) with one of its representative. For π ∈ Irr(G), we will also write π for the
space on which π acts. We will denote by Π2(G) ⊂ Irr(G) the subset of essentially square-
integrable representations. And if χ is a character of AG, we will denote by Π2(G, χ) ⊂
Π2(G) the subset of representations with central character χ. When χ is unitary, the matrix
coefficients of any representation π ∈ Π2(G, χ) lie in C(G, χ). For π ∈ Irr(G), we will denote
by π∨ its smooth contragredient; and for π ∈ Π2(G), we will denote by d(π) the formal
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degree of π. It is the unique positive real number (depending on the Haar measure on G)
such that ∫
AG\G
〈π(g)v1, v
∨
1 〉〈v2, π
∨(g)v∨2 〉dg =
1
d(π)
〈v1, v
∨
2 〉〈v2, v
∨
1 〉
for all v1, v2 ∈ π and v
∨
1 , v
∨
2 ∈ π
∨. For any f ∈ C∞c (G) and π ∈ Irr(G), we write
π(f) :=
∫
G
f(g)π(g)dg.
When π ∈ Π2(G, χ) where the character χ is unitary, the map f 7→ π(f) extends by conti-
nuity to C(G) and C(G, χ−1). In all cases, the operator π(f) has finite rank. If f is a matrix
coefficient of π ∈ Π2(G, χ) (with χ unitary), we have
(1) Tr π∨(f) = d(π)−1f(1).
Moreover, for any π ∈ Irr(G), Harish-Chandra has shown ([14] Theorem 16.3) the existence
of a locally integrable function Θπ on G which is locally constant on Greg and such that
Tr π(f) =
∫
G
f(g)Θπ(g)dg
for all f ∈ C∞c (G). We shall refer to Θπ as the Harish-Chandra character of π. Fixing a
G-invariant symmetric bilinear pairing 〈., .〉 : g × g → F . Near every semi-simple element
x ∈ G, there is a local expansion (see [14] Theorem 16.2)
Θπ(x exp(X)) =
∑
O∈Nil(gx)
cπ,O(x)ĵ(O, X)
for X ∈ gx,reg sufficiently close to 0 and where
• Nil(gx) stands for the set of nilpotent Gx-orbits in gx (for the adjoint action);
• cπ,O(x) are complex numbers;
• For all O ∈ Nil(gx), ĵ(O, .) is the unique locally integrable function on gx (whose
existence is guaranteed by [14] Theorem 7.7. and Lemma 7.9) which is locally constant
on gx,reg, and such that∫
gx
ϕ(X)ĵ(O, X)dX =
∫
O
ϕ̂(Z)dZ, for all ϕ ∈ C∞c (gx)
where dX is any Haar measure on gx, ϕ ∈ C
∞
c (gx) 7→ ϕ̂ is the Fourier transform given
by ϕ̂(Z) :=
∫
gx
ϕ(X)ψ(〈Z,X〉)dX and dZ is the Gx-invariant measure on O associated
to the self-dual Haar measure on F corresponding to ψ and the volume form on O
derived from the symplectic form descended from 〈., .〉 (see [28] I.8 for more details on
this).
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For every semisimple element x ∈ G, we set
cπ(x) :=
{ 1
|Nilreg(gx)|
∑
O∈Nilreg(gx)
cπ,O(x), if Gx is quasi-split;
0, otherwise
where Nilreg(gx) denotes the subset of regular nilpotent orbits in gx (this set is empty if
Gx is not quasi-split). This value does not depend on the choices of 〈., .〉 and ψ. If Gx is
quasi-split and we fix a Borel subgroup Bx ⊂ Gx and a maximal torus Tx,qd ⊂ Bx, then by
Proposition 4.5.1(ii) of [5], we have
(2) DG(x)1/2cπ(x) = |W (Gx, Tx,qd)|
−1 lim
x′∈Tx,qd→x
DG(x′)1/2Θπ(x
′).
2.3 (G,M)- and (G,M, θ)-orthogonal sets
Let G be a connected reductive group over F and M be a Levi subgroup of G. For all
Q ∈ F(M), we will denote by UQ the unipotent radical of Q, LQ the unique Levi component
of Q such that M ⊂ LQ and Q = LQUQ the parabolic subgroup opposite to Q (with respect
to LQ). Let AM be the split center of M . For all P ∈ P(M), denote by ∆P (resp. Σ
+
P )
the set of simple roots (resp. of all roots) of AM in P . For all α ∈ Σ
+
P , we shall denote by
α∨ ∈ AM the corresponding coroot and we set ∆
∨
P := {α
∨;α ∈ ∆P}. We recall the notion of
(G,M)-orthogonal set due to Arthur: a family Y = (YP )P∈P(M) is a (G,M)-orthogonal set
if for all P, P ′ ∈ P(M), we have
YP − YP ′ ∈
∑
α∈Σ+
P
∩−Σ+
P ′
Rα∨.
Moreover, if the stronger relation
YP − YP ′ ∈
∑
α∈Σ+
P
∩−Σ+
P ′
R+α
∨
is satisfied for all P, P ′ ∈ P(M), then we say that the (G,M)-orthogonal set Y is positive.
To a (G,M)-orthogonal set Y we can associate a smooth function γM(.,Y) on A
∗
M defined
by (see Lemma 1.9.3 of [26])
γM(λ,Y) :=
∑
P∈P(M)
vol(AGM/Z[∆
∨
P ])
∏
α∈∆P
〈λ, α∨〉−1q〈λ,YP 〉, λ ∈ A∗M
where Z[∆∨P ] ⊂ A
G
M denotes the lattice generated by ∆
∨
P . And we set
vM(Y) := γM(0,Y).
More generally we can associate to a (G,M)-orthogonal set Y smooth functions γQM(.,Y) on
A
LQ
M and complex numbers v
Q
M(Y) := γ
Q
M(0,Y) for all Q ∈ F(M) with γ
G
M(.,Y) = γM(.,Y)
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(see [26] §1.9). If the (G,M)-family Y is positive, then vQM(Y) is just the volume of the
convex hull of the projection of (YP )P∈P(M),P⊂Q onto A
LQ
M . Also to a (G,M)-orthogonal
set Y we can associate a certain function ΓGM(.,Y) on AM (see [26] §1.8) which is just the
characteristic function of the sum of the convex hull of Y with AG if Y is positive.
An easy way to construct (G,M)-orthogonal sets is as follows. LetM0 ⊂M be a minimal
Levi subgroup with split center A0 and pick P0 ∈ P(M0). Fix Y ∈ AM0. For all P ∈ P(M),
define YP to be the projection of wY onto AM where w ∈ W (G,A0) is any element such
that wP0 ⊂ P . Then (YP )P∈P(M) is a (G,M)-orthogonal set.
Another way to construct (G,M)-orthogonal sets is as follows. Choose a maximal special
compact subgroup K of G and use it to define maps HP : G → AM as in §2.1. Then for
all g ∈ G, the family YM(g) := (HP (g))P∈P(M) is a positive (G,M)-orthogonal set. In this
situation, we define
vM(g) := vM(YM(g)), g ∈ G
and more generally
vQM(g) := v
Q
M(YM(g)), g ∈ G
for all Q ∈ F(M).
Assume now given an algebraic involution θ of G. Then we recall that a parabolic
subgroup P of G is said to be θ-split if θ(P ) is opposite to P ; and a Levi subgroup M of G
is said to be θ-split if there exists a θ-split parabolic subgroup P such that M = P ∩ θ(P ).
Also, a torus T ⊂ G is said to be θ-split if θ(t) = t−1 for all t ∈ T . We refer the reader to [6]
§1.7.1 for a recapitulation of the basic structure of these θ-split subgroups. For M a θ-split
Levi subgroup, we shall denote by Pθ(M), resp. F θ(M), resp. Lθ(M), the sets of θ-split
parabolic subgroups with Levi component M , resp. θ-split parabolic subgroups containing
M , resp. θ-split Levi subgroups containing M . For all Q ∈ F θ(M), we define
PQ,θ(M) := {P ∈ Pθ(M); P ⊂ Q}.
This set is in bijection with the set of θ-split parabolic subgroups of LQ with Levi component
M by the map P 7→ P ∩ LQ. We will denote by AM,θ the maximal split and θ-split central
subtorus of M and set
AM,θ := X∗(AM,θ)⊗R,
ALM,θ := AM,θ/AL,θ, L ∈ L
θ(M).
Then for all θ-split Levi subgroup M , there is a natural decomposition
AM = AM,θ ⊕A
θ
M
where AθM denotes the subspace of θ-invariant vectors and we define an homomorphism
HM,θ :M → AM,θ as the composition of HM with the projection AM ։ AM,θ. There is also
a natural decomposition
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AM,θ = A
G
M,θ ⊕AG,θ
and more generally a natural decomposition
AM,θ = A
L
M,θ ⊕AL,θ
for all L ∈ Lθ(M). Set AM,θ,F := HM,θ(AM). We equip AM,θ with the unique Haar measure
such that vol(AM,θ/AM,θ,F ) = 1 and A
L
M,θ for L ∈ L
θ(M) with the quotient Haar measure
(where the Haar measure on AL,θ is defined similarly).
To every P ∈ Pθ(M) is associated a cone A+P,θ ⊂ AM,θ defined by
A+P,θ := {Λ ∈ AM,θ; 〈α,Λ〉 > 0 ∀α ∈ R(AM,θ, UP )}.
We shall denote by A+P,θ the closure of A
+
P,θ and by τ
G
P,θ the characteristic function of A
+
P,θ.
For all Q ∈ F θ(M), we will also consider the function τGQ,θ as a function on AM,θ via the
projection AM,θ → ALQ,θ.
In [6] §1.7.2 was defined a notion of (G,M, θ)-orthogonal set which generalizes Arthur’s
classical notion of (G,M)-orthogonal set and we refer the readers to loc. cit. for basic
definitions and properties of these. A (G,M, θ)-orthogonal set is a family Y = (YP )P∈Pθ(M)
of points ofAM,θ satisfying certain compatibility conditions. There is also a notion of positive
(G,M, θ)-orthogonal set. If YP ∈ A
+
P,θ for all P ∈ P
θ(M), then the (G,M, θ)-orthogonal set
Y is positive. To any (G,M, θ)-orthogonal set Y is associated functions
ΓQL,θ(.,Y), L ∈ L
θ(M), Q ∈ F θ(L)
on A
LQ
L,θ and complex numbers
vQL,θ(Y), L ∈ L
θ(M), Q ∈ F θ(L)
which are related by
vQL,θ(Y) =
∫
A
LQ
L,θ
ΓQL,θ(Λ,Y)dΛ.
For simplicity, when Q = G, we will write vL,θ(Y) := v
G
L,θ(Y). When Y is positive, Γ
G
M,θ(.,Y)
is the characteristic function of the sum of AG with the convex hull of Y ; and more generally,
for Q ∈ F θ(M), ΓQM,θ(.,Y) is the characteristic function of the sum of ALQ,θ with the convex
hull of (YP )P∈PQ,θ(M). We have the basic relation (see [26] Lemme 1.8.4 (3) for the case of
(G,M)-orthogonal sets, the proof being completely similar for (G,M, θ)-orthogonal sets)
(1)
∑
Q∈Fθ(M)
ΓQM,θ(Λ,Y)τ
G
Q,θ(Λ− YQ) = 1, Λ ∈ AM,θ
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where for all Q ∈ F θ(M), we have denoted by YQ the projection of YP onto ALQ,θ for any
P ∈ PQ,θ(M) (the result does not depend on the choice of P ). One basic property of the
function ΓGM,θ(.,Y) that we shall use repeatedly is the following (see [26] Corollaire 1.8.5,
again for the case of (G,M)-orthogonal sets):
(2) Let |.| be a norm on AM,θ. Then, there exists a constant c > 0 independent
of the (G,M, θ)-family Y such that for all Λ ∈ AM,θ in the support of Γ
G
M,θ(.,Y),
we have |ΛG| 6 c supP∈Pθ(M)|YP | where Λ
G is the projection of Λ onto AGM,θ.
In particular, this implies
(3) There exists k > 0 (for example k = dim(AGM,θ) would work) such that
|vGM,θ(Y)| ≪
(
sup
P∈Pθ(M)
|YP |
)k
for all (G,M, θ)-orthogonal set Y .
We will also need the following property:
(4) Let Q ∈ F θ(M) and P ∈ Pθ(M). Then, for all (G,M, θ)-orthogonal set Y such
that YP ′ ∈ A
+
P ′,θ for all P
′ ∈ Pθ(M), the restriction of the function
Λ 7→ ΓQM,θ(Λ,Y)τ
G
Q,θ(Λ−YQ)
to A+P,θ only depends on YP .
Proof: Since Y is positive, the function ΓQM,θ(.,Y)τ
G
Q,θ(.− YQ) is the characteristic function
of the sum of A+Q,θ with the convex hull of (YP ′)P ′∈PQ,θ(M). In particular, for all Λ in the
support of this function, we have 〈α,Λ〉 > infP ′∈Pθ,Q(M)〈α,YP ′〉 > 0 for all α ∈ R(AM,θ, UQ).
This implies that if P is not included in Q, the restriction of ΓQM,θ(.,Y)τ
G
Q,θ(.− YQ) to A
+
P,θ
is just identically zero. Assume now that P ⊂ Q. Then, by adapting Lemma 3.1 of [2] to
the case of (G,M, θ)-orthogonal sets, we see that the restriction of ΓQM,θ(.,Y) to A
+
P,θ only
depends on YP . On the other hand, τ
G
Q,θ(.−YQ) only depends on YQ which is the projection
of YP onto ALQ,θ. The claim follows.
Let Y1 and Y2 be two (G,M, θ)-orthogonal sets. Then, we have the following splitting
formula (see [1] Corollary 7.4 for the case of (G,M)-orthogonal sets, the proof being again
similar for (G,M, θ)-orthogonal sets)
(5) vM,θ(Y1 + Y2) =
∑
L1,L2∈Lθ(M)
dGM,θ(L1, L2)v
Q1
M,θ(Y1)v
Q2
M,θ(Y2)
where for all L1, L2 ∈ L
θ(M), Q1 and Q2 are elements of P
θ(L1) and P
θ(L2) respectively,
which depend on the auxiliary choice of a generic point ξ ∈ AM,θ, and d
G
M,θ(L1, L2) is a
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nonnegative real number which is nonzero if and only if AGM,θ = A
L1
M,θ ⊕A
L2
M,θ. Moreover, we
have dGM,θ(G,M) = 1.
As for (G,M)-orthogonal sets, there is the following easy way to produce (G,M, θ)-
orthogonal sets. Let M0 ⊂ M be a minimal θ-split Levi subgroup and pick P0 ∈ P
θ(M0).
Let A0 be the maximal split and θ-split central subtorus of M0 and set
W0 := NormG(A0)/M0
for the little Weyl group of M0. Then, the natural action of W0 on P
θ(M0) is simply
transitive (see [17] Proposition 5.9). To every point Y ∈ AM0,θ, we can now associate a
(G,M, θ)-orthogonal set (YP )P∈Pθ(M) as follows: for each P ∈ P
θ(M), set YP to be the
projection of wY to AM,θ where w ∈ W0 is any element such that wP0 ⊂ P .
Let K be a maximal special compact subgroup of G. Then by using the Iwasawa de-
composition G = PK, we can define maps HP,θ : G → AM,θ for all P ∈ P
θ(M) by setting
HP,θ(muk) := HM,θ(m) for all m ∈ M , u ∈ UP and k ∈ K. Then for all g ∈ G, the family
YM,θ(g) := (HP,θ(g))P∈Pθ(M) is a positive (G,M, θ)-orthogonal set and we will set
vM,θ(g) := vM,θ(YM,θ(g)), g ∈ G
and more generally
vQM,θ(g) := v
Q
M,θ(YM,θ(g)), g ∈ G
for all Q ∈ F θ(M). We have the following descent formula which is a special case of a general
result of Arthur (see [1] Proposition 7.1 and [6] 1.7.2 (4))
(6) vM,θ(g) =
∑
L∈L(L)
dGM,θ(L)v
G
M(g), g ∈ G
where for all L ∈ L(M), Q is a certain parabolic subgroup with Levi component L which
depends on the choice of a generic point ξ ∈ AM and d
G
M,θ(L) is a coefficient which is nonzero
only if AGM = A
G,θ
M ⊕A
L
M . Moreover, if A
G,θ
M = 0, then d
G
M,θ(G) = 1.
2.4 Weighted and θ-weighted orbital integrals
Let G be a connected reductive group over F , M be a Levi subgroup of G and f ∈ C(G).
Fix a special maximal compact subgroup K of G that we use to define weights g 7→ vQM(g),
for Q ∈ F(M), as in the previous section. Then, for all x ∈ M ∩ Greg and Q ∈ F(M) we
define, following Arthur, a weighted orbital integral by
ΦQM (x, f) :=
∫
Gx\G
f(g−1xg)vQM(g)dg.
In the particular case where Q = G, we simply set ΦM (x, f) := Φ
G
M(x, f).
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Assume now given an algebraic involution θ of G and that M is θ-split. Using the same
special maximal compact subgroup K we associate, as in the previous paragraph, to any
Q ∈ F θ(M), a weight g ∈ G 7→ vQM,θ(g). Then for all x ∈ M ∩ Greg and Q ∈ F
θ(M), we
define a θ-weighted orbital integral by
ΦQM,θ(x, f) :=
∫
Gx\G
f(g−1xg)vQM,θ(g)dg.
In the particular case where Q = G, we simply set ΦM,θ(x, f) := Φ
G
M,θ(x, f).
2.5 Cusp forms and θ-strongly cuspidal functions
Let G be a connected reductive group over F . Following [35], we say that a function f ∈ C(G)
is strongly cuspidal if for all proper parabolic subgroup P =MU of G, we have∫
U
f(mu)du = 0
for allm ∈M . By [5] Lemma 5.2.1 (i), if f ∈ C(G) is strongly cuspidal,M is a Levi subgroup
of G and Q ∈ F(M) is different from G, then we have
ΦQM (x, f) = 0
for all x ∈ M ∩ Greg where the weighted orbital integral Φ
Q
M(x, f) is defined by using any
special maximal compact subgroup K of G.
Let θ an algebraic involution of G. We say that a function f ∈ C(G) is θ-strongly cuspidal
if for all proper θ-split parabolic subgroup P =MU ⊂ G, we have∫
U
f(g−1mug)du = 0
for all m ∈ M and g ∈ G. By a standard change of variable, f ∈ C(G) is θ-strongly cuspidal
if and only if for all proper θ-split parabolic subgroup P = MU , all m ∈ M ∩ Greg and all
g ∈ G, we have ∫
U
f(g−1u−1mug)du = 0.
By a proof similar to [5] Lemma 5.2.1 (i), if f ∈ C(G) is θ-strongly cuspidal, M is a θ-split
Levi subgroup of G and Q ∈ F θ(M) is different from G, then we have
ΦQM,θ(x, f) = 0
for all x ∈M ∩Greg where the θ-weighted orbital integral Φ
Q
M,θ(x, f) is defined by using any
special maximal compact subgroup K of G.
To a strongly cuspidal function f ∈ C(G) we associate a function Θf on Greg defined by
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Θf(x) := (−1)
aGx−aGΦGM(x)(x, f)
whereM(x) := CentG(AGx) (i.e. the minimal Levi subgroup containing x), aGx := dim(AGx),
aG := dim(AG) and the weighted orbital integral Φ
G
M(x)(x, f) is defined by using any special
maximal compact subgroup K of G (the result is independent of this choice, see [35] Lemme
5.2). Then, by [35] Corollaire 5.9, Θf is a quasi-character in the sense of loc. cit.. This
means that for all semi-simple element x ∈ G, we have a local expansion
Θf(x exp(X)) =
∑
O∈Nil(gx)
cf,O(x)ĵ(O, X)
for all X ∈ gx,reg sufficiently near 0, where cf,O(x), O ∈ Nil(gx), are complex numbers and
the other notations have been defined in §2.2. For all semi-simple element x ∈ G, we set
cf(x) :=
{ 1
|Nilreg(gx)|
∑
O∈Nilreg(gx)
cf,O(x), if Gx is quasi-split;
0, otherwise
where we recall that Nilreg(gx) denotes the subset of regular nilpotent orbits in gx. This
value does not depend on the choices of 〈., .〉 and ψ. If Gx is quasi-split and we fix a Borel
subgroup Bx ⊂ Gx and a maximal torus Tx,qd ⊂ Bx, then by Proposition 4.5.1(ii) of [5], we
have
(1) DG(x)1/2cf(x) = |W (Gx, Tx,qd)|
−1 lim
x′∈Tx,qd→x
DG(x′)1/2Θf (x
′).
Moreover, by [5] Proposition 4.5.1 (iii), the function (DG)1/2cf is locally bounded on G.
Let χ be a unitary character of AG. We say, following Harish-Chandra, that a function
f ∈ C(G) or f ∈ C(G, χ) is a cusp form if for all proper parabolic subgroup P = MU of G,
we have ∫
U
f(xu)du = 0
for all x ∈ G. Of course, for functions in C(G) being a cusp form implies being strongly
cuspidal. We shall denote by 0C(G) and 0C(G, χ) the spaces of cusp forms in C(G) and
C(G, χ) respectively. For each π ∈ Π2(G, χ), the matrix coefficients of π belong to
0C(G, χ)
([14] Theorem 29). And if f is such a matrix coefficient, we have (see [6] 1.6(3))
(2) Θf = d(π)
−1f(1)Θπ.
Moreover, any element in the space 0C(G, χ) can be written as a finite linear combination of
matrix coefficients of representations inside Π2(G, χ). As a special case of Harish-Chandra-
Plancherel formula ([34] Theorem VIII.4.2), for all f ∈ 0C(G, χ), we have an equality
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(3) f =
∑
π∈Π2(G,χ)
d(π)fπ
where we have set fπ(g) := Tr(π
∨(g−1)π∨(f)) for all π ∈ Π2(G, χ).
3 A multiplicity formula for generalized Shalika mod-
els
3.1 Generalized Shalika triples
From now on and until the end of the paper we fix a central simple algebra A over F of
rank n (i.e. A = Matm×m(D) where D/F is a division algebra of degree r and n = mr).
TrA/F : A → F and NA/F : A → F will stand for the reduced trace and norm respectively,
and we will set ν(.) := |NA/F (.)|F . We also fix a maximal order OA of A. Set G := GL2(A)
and define the following subgroups of G:
• K := GL2(OA) (a maximal compact subgroup of G);
• H0 := {
(
λ
λ
)
| λ ∈ A×};
• N := {
(
1 X
1
)
| X ∈ A};
• H := H0 ⋉N ;
• L := {
(
λ
µ
)
| λ, µ ∈ A×} (a Levi subgroup of G);
• Q := LN = {
(
λ X
µ
)
| λ, µ ∈ A×, X ∈ A} (a parabolic subgroup of G).
Note that by combining Lemme II.1.5 and Proposition II.4.5 of [34], the subgroup H has the
following property (we shall say that H is strongly discrete following [13]):
(1) There exists d > 0 such that the integral
∫
H
ΞG(h)σG(h)
−ddh converges.
We fix a continuous character ω : F× → C× that we identify to a character of H0 through
composition with NA/F : H0 → F
×. We then define a character ξ : N → C× by
ξ
(
1 X
1
)
:= ψ(TrA/F X), X ∈ A.
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Then ξ is invariant under the H0-conjugation and thus extends to a character ξ of H trivial
on H0. We can also consider ω as a character on H by composition with the projection
H ։ H0 and we will denote by ω ⊗ ξ the product of these two characters of H . We refer to
the triple (G,H, ω⊗ ξ) as a generalized Shalika triple. In particular, if A = Matn(F ), this is
the usual Shalika model. For all π ∈ Irr(G) we define the multiplicity m(π, ω) to be
m(π, ω) := dimHomH(π, ω ⊗ ξ).
By [10] Theorem 4.5 we know that this multiplicity is always finite.
3.2 A simple local trace formula for the generalized Shalika mod-
els
Here we assume that the character ω is unitary. Let f ∈ C(G). For all x, y ∈ G we set
Kf (x, y) :=
∫
H
f(x−1hy)(ω ⊗ ξ)(h)−1dh.
This integral is absolutely convergent by 3.1(1). Moreover, whenever convergent, we define
the following expression
J(f) :=
∫
H\G
Kf(x, x)dx.
One of the main results of this paper is the following theorem which might be seen as some
sort of simple local trace formula in the setting of the generalized Shalika models.
Theorem 3.1. Assume that f ∈ 0C(G) and ω is unitary. Then, the expression defining
J(f) is absolutely convergent and we have the following two expansions of it:
∑
T∈Tell(H0)
|W (H0, T )|
−1
∫
T
DH(t)cf(t)ω(t)
−1dt = J(f) =
∑
π∈Π2(G,χ)
m(π, ω) Trπ∨(f)
where Tell(H0) is a set of representatives of conjugacy classes of maximal elliptic tori in H0,
cf(t) is defined in Section 2.5, and χ = ω
n seen as a character of AG = F
×.
Note that the summation on the right hand side of the equality above is a finite sum
(by [34] The´ore`me VIII.1.2), hence it is convergent. The integrals on the left hand side are
absolutely convergent by the following lemma.
Lemma 3.2. With the same assumptions as in Theorem 3.1, the integral∫
T
DH(t)cf (t)ω(t)
−1dt
is absolutely convergent for all T ∈ Tell(H0).
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Proof. We can rewrite the integral as∫
AG\T
DH(t)cfχ(t)ω(t)
−1dt
where we recall that fχ(g) :=
∫
AG
f(ag)χ(a)−1da. Since T is elliptic, AG\T is compact.
Together with the assumption that ω is unitary, it is enough to show that the function
t ∈ Treg → D
H(t)cfχ(t)
is locally bounded on T . This just follows from the fact that the function (DG)1/2cf is locally
bounded on G (Proposition 4.5.1 (iii) of [5]), and DH(t) = DG(t)1/2 for all t ∈ Treg.
The proof of this Theorem will occupy Sections 4 and 5 entirely. In section 4, we will prove
the absolute convergence of J(f) when f ∈ 0C(G) together with the spectral expansion (that
is the second equality of the Theorem). It is the easy part and moreover the arguments are
very similar to [6] §3. Section 5 on the other hand contains the proof of the geometric side
(i.e. the first equality of the Theorem) which is more involved than that of the spectral side.
3.3 The multiplicity formula
The main interest of Theorem 3.1 is the following consequence of it.
Proposition 3.3. Let χ = ωn seen as a character of AG = F
×. Then, for all π ∈ Π2(G, χ),
we have
m(π, ω) =
∑
T∈Tell(H0)
|W (H0, T )|
−1
∫
AG\T
DH(t)cπ(t)ω(t)
−1dt
where we recall that the Haar measures on the tori AG\T , T ∈ Tell(H0), are chosen so that
vol(AG\T ) = 1 (see §2.1). By a similar argument as in Lemma 3.2, we know that the
integrals on the right hand side are absolutely convergent. Moreover, if A = D is a division
algebra, then the same formula holds for all π ∈ Irr(G, χ).
Proof: The case when A is a division algebra directly follows from Corollary A.2. Assume
now that π ∈ Π2(G, χ). The absolute value |χ| of χ extends uniquely to a positive valued
character on G that we shall denote the same way. Then, up to multiplying ω by |χ|−1 and
replacing π by π ⊗ |χ|−
1
2n we may assume that χ is unitary and then so is ω. We can then
use the equality of Theorem 3.1 which may be rewritten as
∑
T∈Tell(H0)
|W (H0, T )|
−1
∫
AG\T
DH(t)cfχ(t)ω(t)
−1dt =
∑
π′∈Π2(G,χ)
m(π′, ω) Tr(π′)∨(fχ)
for all f ∈ 0C(G). Let π ∈ Π2(G, χ). We choose f ∈
0C(G) so that fχ is a matrix coefficient
of π with fχ(1) 6= 0. Then by Schur’s orthogonality relations, the spectral side reduces to
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m(π, ω) Trπ∨(fχ) = d(π)
−1m(π, ω)fχ(1).
On the other hand, by 2.5(2), the geometric side equals
d(π)−1fχ(1)
∑
T∈Tell(H0)
|W (H0, T )|
−1
∫
AG\T
DH(t)cπ(t)ω(t)
−1dt.
This proves the proposition. 
Remark 3.4. In general, if A is not a division algebra, then the multiplicity formula will
not holds for all tempered (or generic) representations. For example, let A = Matm×m(D)
with m > 1, and let π be a tempered representation of G = GL2m(D) with central character
χ. Assume that π is the parabolic induction of some discrete series τ = τ1 ⊗ · · · ⊗ τ2m of
the minimal parabolic subgroup P0 = M0N0 of G (here M0 = (GL1(D))
2m). By Lemma 2.3
of [36], the right hand side of the multiplicity formula is always equal to zero. On the mean
time, we can choose some nice τ such that m(π) 6= 0 (e.g. when the character ω is trivial,
we just need to let τ = τ1 ⊗ · · · ⊗ τ2m with τ2i−1 ≃ τ
∨
2i for 1 ≤ i ≤ m).
4 The spectral side
In this section we prove, following [6] §3, the absolute convergence as well as the spectral
side of Theorem 3.1.
For π ∈ Π2(G, χ), let
Bπ : π × π
∨ → C
be the bilinear form defined by
Bπ(v, v
∨) :=
∫
AG\H
〈π(h)v, v∨〉(ω ⊗ ξ)(h)−1dh
for all (v, v∨) ∈ π × π∨. Note that the integral above is always absolutely convergent by
3.1(1). Obviously Bπ descents to a bilinear pairing
Bπ : πω⊗ξ × π
∨
(ω⊗ξ)−1 → C
where πω⊗ξ and π
∨
(ω⊗ξ)−1 denote the (H,ω ⊗ ξ)- and (H, (ω ⊗ ξ)
−1)-coinvariant spaces of π
and π∨ respectively. As in [6] §4 the main ingredient of the proof is the following proposition
which is a variation of [31] Theorem 6.4.1 (a similar idea also appears in [36] Proposition
5.6):
Proposition 4.1. Bπ induces a perfect pairing between πω⊗ξ and π
∨
(ω⊗ξ)−1 .
This proposition can be proved by the exactly the same way as [6] Proposition 3.21 once we
establish the next lemma.
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Lemma 4.2. For all ℓ ∈ HomH(π, ω ⊗ ξ) and all v ∈ π, we have∫
H\G
|ℓ(π(x)v)|2dx <∞.
Moreover, for all f ∈ C(G), the integral∫
G
f(g)ℓ(π(g)v)dg
is absolutely convergent and equals ℓ(π(f)v).
Proof of Lemma 4.2: Let ℓ ∈ HomH(π, ω ⊗ ξ) and v ∈ π. Set G1 := A
× and embed G1 in
G via g 7→
(
g
1
)
. Let P1 = L1U1 ⊂ G1 be a minimal parabolic subgroup and A1 ⊂ L1 the
maximal split torus. Let ∆1 be the set of simple roots of A1 in P1 and set
A+1 := {a ∈ A1; |α(a)| 6 1 ∀α ∈ ∆1} ,
A++1 :=
{
a ∈ A+1 ; |α(a)| 6 1 ∀α ∈ R(A1, N)
}
.
Then, by the Iwasawa decomposition G = QK and Cartan decomposition for G1, there
exists a compact subset C0 ⊂ G such that
(1) G = HA+1 C0.
Moreover, there exists a compact subset CA ⊂ A1 such that for all a ∈ A
+
1 with ℓ(π(a)v) 6= 0,
we have
a ∈ A++1 CA.
Indeed, it suffices to show that for all α ∈ R(A1, N), there exists cα > 0 such that for all
a ∈ A1 with ℓ(π(a)v) 6= 0, we have |α(a)| 6 cα. Let α be such a root and note that the
character ξ has a nontrivial restriction to the corresponding root subspace Nα. Let Kα ⊂ Nα
be a compact-open subgroup which leaves v invariant. Then, there exists cα > 0 such that
for all a ∈ A1 with |α(a)| > cα, the restriction of ξ to aKαa
−1 is nontrivial which easily
implies that ℓ(π(a)v) = 0. This proves the claim.
Thus there exists a compact-open subset C ⊂ G such that
(2) The function g ∈ G 7→ ℓ(π(g)v) has support in HA++1 C.
Let P 1 = L1U 1 be the parabolic subgroup opposite to P1 and introduce the following
parabolic subgroup of G:
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P :=
{(
p1 0
X g1
)
; p1 ∈ P 1, g1 ∈ G1, X ∈ A
}
.
It has a Levi decomposition P = LPUP where
LP :=
{(
l1 0
0 g1
)
; l1 ∈ L1, g1 ∈ G1
}
and
UP :=
{(
u1 0
X 1
)
; u1 ∈ U 1, X ∈ A
}
.
Note that A1 is contained in the center of LP and
(3) A++1 = {a ∈ A1; |α(a)| > 1 ∀α ∈ R(A1, UP )} .
Moreover, we have
(4) HP is open in G.
Define a function ΞH\G on H\G by
ΞH\G(x) := volH\G(xC)
−1/2, x ∈ H\G.
Then as in Proposition 6.7.1 of [5], we can show in turn that
(5) ΞH\G(xk) ∼ ΞH\G(x) and σH\G(xk) ∼ σH\G(x) for all x ∈ H\G and all k ∈ C;
(6) There exists d > 0 such that ΞG(a)≪ ΞH\G(a)σG(a)
d for all a ∈ A++1 (this uses (3) and
(4));
(7) σH\G(a) ∼ σG(a) for all a ∈ A1 (this is because the regular map G1 → H\G is a closed
embedding);
(8) There exists d > 0 such that the integral∫
H\G
ΞH\G(x)2σH\G(x)
−ddx
converges (this uses decomposition (1));
(9) For all d > 0, there exists d′ > 0 such that∫
H
ΞG(hx)σG(hx)
−d′dx≪ ΞH\G(x)σH\G(x)
−d
for all x ∈ H\G (this uses (4) together with decomposition (1)).
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Finally, by the above points and (2), in order to prove the lemma, it remains to show that
(10) For all d > 0, we have |ℓ(π(a)v)| ≪ ΞG(a)σG(a)
−d for all a ∈ A++1 .
Let Kv ⊂ G be an open subgroup which stabilizes v. Then, from (3) and (4) we deduce the
existence of a compact-open subgroup J of G such that J ⊂ HaKva
−1 for all a ∈ A++1 . It
follows that
ℓ(π(a)v) = 〈π(a)v, eJ ∗ ℓ〉
for all a ∈ A++1 where eJ ∗ ℓ denotes the element of π
∨ defined by
〈w, eJ ∗ ℓ〉 := vol(J)
−1
∫
J
ℓ(π(k)w)dk, w ∈ π.
(10) now follows from standard estimates for coefficients of square-integrable representations.

We now prove the absolute convergence and the spectral side of Theorem 3.1. Let f ∈
0C(G). Then, we have
Kf(x, y) =
∫
AG\H
fχ(x
−1hy)(ω ⊗ ξ)(h)−1dh
for all x, y ∈ G where we recall that χ denotes the restriction of ω to AG and fχ(g) :=∫
AG
f(ag)χ(a)−1da for all g ∈ G. By 2.5(3), we may assume that there exists π ∈ Π2(G, χ)
such that fχ is a matrix coefficient of π, i.e. there exist (v, v
∨) ∈ π × π∨ such that fχ(g) =
〈π(g)v, v∨〉 for all g ∈ G. In this case, we have
Kf(x, y) = Bπ(π(y)v, π(x)v
∨)
for all x, y ∈ G. Let N := m(π, ω) and let v1, . . . , vN be vectors in π whose images in πω⊗ξ
form a basis. Let v∨1 , . . . , v
∨
N be vectors in π
∨ whose images in π∨(ω⊗ξ)−1 form the dual basis
with respect to Bπ. Then, we have
Kf(x, y) =
N∑
i=1
Bπ(π(y)v, v
∨
i )Bπ(vi, π(x)v
∨)
for all x, y ∈ G. From there and Lemma 4.2 we deduce the absolute convergence of J(f). Now
the rest part of the proof is the same as that of [6] Theorem 3.11: using Schur’s orthogonality
relations we have
J(f) =
N∑
i=1
∫
H\G
Bπ(π(x)v, v
∨
i )Bπ(vi, π
∨(x)v∨)dx =
N∑
i=1
∫
AG\G
〈π(g)v, v∨i 〉Bπ(vi, π
∨(g)v∨)dg
=
N∑
i=1
〈v, v∨〉
d(π)
Bπ(vi, v
∨
i ) = m(π, ω)
〈v, v∨〉
d(π)
= m(π, ω) Trπ(f).
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5 The geometric side
The goal of this chapter is to prove the geometric side of Theorem 3.1. This proof will be
given in Section 5.9. We will continue to use the notations introduced in Chapter 3 and
we will assume as in Theorem 3.1 that ω is unitary. We will also need the following extra
notations:
• θ := Ad
(
1
1
)
(an involution of G);
• G1 := A
×, K1 := O
×
A and g1 := A (the Lie algebra of G1), note that we have a natural
identification L ≃ G1 ×G1;
• There is a natural open embedding G1 →֒ g1 and we will denote by g
∗
1 its image.
Similarly, for any maximal torus T of G1 the previous embedding restricts to an open
embedding T →֒ t, where t denotes the Lie algebra of T , and we will denote by t∗ its
image (i.e. the open subset of all X ∈ t such that ν(X) 6= 0);
• 〈., .〉 : g1 × g1 → F the bilinear pairing given by 〈X, Y 〉 := TrA/F (XY );
Recall that in this paper we are assuming that every algebraic variety X over F that we
encounter has been equipped with a log-norm σX . For simplicity we will assume, as we may,
that σG1 and σg∗1 are both left and right invariant by K1. Also, by Proposition 18.3 of [25],
we may, and will, assume that for all maximal torus T of G1 and all g ∈ G1, we have
(1) σT\G1(g) = inf
t∈T
σG1(tg).
Let T ⊂ G be a maximal torus, then we recall the following inequality from [6]1.2(2):
(2) σT\G(g)≪ σG(g
−1tg) log
(
2 +DG(t)−1
)
for all g ∈ G and all t ∈ T ∩Greg. We will also need the following easy-to-check lemma:
Lemma 5.1. Let K be a finite extension of F and set vK := vF ◦NK/F . Then for all k > 0,
the inequality ∫
y∈K; vK(y)>C
max(1, vK(y))
kdy ≪ Ck × vol{y ∈ K; vK(y) > C}
holds for all C > 0.
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We now describe roughly how we will prove the geometric side of Theorem 3.1. In Section
5.1 we will introduce a sequence of truncations (JN(f))N>1 of J(f) such that lim
N→∞
JN(f) =
J(f) whenever J(f) is absolutely convergent. Then, in Section 5.8 we will show that JN(f)
admits a limit whenever f is θ-strongly cuspidal (see §2.5) and we compute this limit. In the
particular case where f is strongly cuspidal (in particular if f is a cusp form), we prove in
Section 5.9 that this limit is equal to the geometric side of Theorem 3.1. The bulk of the proof
is contained in Section 5.6, where we show that we can replace certain weights appearing
naturally from our truncations by other weights that are related to certain (singular) θ-
weighted orbital integrals.
5.1 Definition of a truncation
Fix a maximal split torus A1 of G1 such that K1 is the fixator of a special point in the
apartment associated to A1. LetM1 := CentG1(A1) and P1 be a minimal parabolic subgroup
with Levi component M1. Let ∆1 denotes the set of simple roots of A1 in P1. We have a
Cartan decomposition
G1 = K1M
+
1 K1
with M+1 := {m ∈ M1; 〈α,HM1(m)〉 > 0 ∀α ∈ ∆1}. Let N > 1 be an integer and let
TN ∈ A
G1
M1,F
be the point characterized by 〈α, TN〉 = N for all α ∈ ∆1. In [2]§3, Arthur
has defined a certain characteristic function u(., TN) associated to TN . More precisely, if we
denote for all α ∈ ∆1 by ̟α ∈ A
∗
M1
the corresponding simple weight and set
M+1 (N) := {m ∈M
+
1 ; 〈HM1(m)− TN , ̟α〉 6 0 ∀α ∈ ∆1}.
Then u(., TN) is the characteristic function of K1M
+
1 (N)K1 (see [2] Lemma 3.1). Because of
the center, the set K1M
+
1 (N)K1 is not compact and we define another truncation function
κN : G1 → {0, 1}, this time of compact support, by setting
κN(g) = 1[q−N ,qN ](ν(g))u(g, TN), g ∈ G1
where 1[q−N ,qN ] stands for the characteristic function of the segment [q
−N , qN ]. The next
lemma summarizes some basic properties of the sequence (κN)N>1 that we will need.
Lemma 5.2. (i) There exist c1, c2 > 0 such that for all g ∈ G1 and all N > 1, if σG(g) 6
c1N , then κN (g) = 1; and if κN(g) = 1, then σG(g) 6 c2N .
(ii) Let T ⊂ G1 be a maximal torus. Then, there exist c > 0 and N0 > 1 such that for all
N > N0 and all g, h ∈ G1 with max
(
σT\G1(g), σT\G1(h)
)
6 cN , the function
a ∈ T 7→ κN (h
−1ag)
is invariant by the maximal compact subgroup T c of T .
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Proof:
(i) is obvious;
(ii) Up to conjugating T we may assume that T c ⊂ K1 and AT ⊂ A1. Since the property
we want to prove is invariant by left translation of both g and h by T , by 5(1) we may
replace the condition max
(
σT\G1(g), σT\G1(h)
)
6 cN by the seemingly stronger one
max (σG1(g), σG1(h)) 6 cN . Also, there exists a finite family (ti)i=1,...,k of elements of T
such that T =
k⊔
i=1
ATT
cti. Hence, it suffices to show the existence of c > 0 and N0 > 1
such that for all N > N0 and all g, h ∈ G1 with max (σG1(g), σG1(h)) 6 cN , we have
κN(h
−1tag) = κN (h
−1ag)
for all t ∈ T c and all a ∈ AT . This property is obviously satisfied by the function
g 7→ 1[q−N ,qN ](ν(g)) and thus we may replace κN by u(., TN). SetM := CentG1(AT ) and
define the maps HP : G1 → AM , P ∈ P(M), by using the maximal compact subgroup
K1. These maps are T
c-invariant on the left. As σG1 is also T
c-invariant on the left
(since we are assuming T c ⊂ K1), it suffices to show that for some c > 0 and N0 > 1,
the following holds: for all N > N0 and g, h ∈ G1 with max (σG1(g), σG1(h)) 6 cN , the
function
a ∈ AT 7→ u(h
−1ag, TN)
only depends on the families (HP (h))P∈P(M) and (HP (g))P∈P(M). Such a property is
provided by the proof of Lemma 4.4 of [2]. Indeed, by the equation on the last line of
p.38 of loc. cit., there exists c > 0 and N0 > 1 such that for all N , g and h as before,
we have
u(h−1ag, TN) = Γ
G1
M (HM(a),YM(h, g, TN))
for all a ∈ AT (F ) and where the (G1,M)-orthogonal set YM(h, g, TN) is defined
by YM(h, g, TN)P := TN,P + HP (h) − HP (g), P ∈ P(M). Obviously this (G1,M)-
orthogonal set only depends on the sets (HP (h))P∈P(M) and (HP (g))P∈P(M) and this
proves the claim. 
Choose Haar measures on G1, g1 and K such that∫
G
ϕ(g)dg =
∫
g1
∫
G1×G1
∫
K1
ϕ
((
1 X
1
)(
g
h
)
k
)
dk
dg
ν(g)n
ν(h)ndhdX
and
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∫
H
ϕ(h)dh =
∫
G1
∫
g1
ϕ
((
h0
h0
)(
1 X
1
))
dXdh0
for all ϕ ∈ Cc(G) (resp. for all ϕ ∈ Cc(H)).
For every integer N > 1 and every function f ∈ C(G), we define the following expression:
JN(f) :=
∫
G1
∫
G1
∫
g1
fK
((
g−1
1
)(
h
h
)(
1 X
1
)(
g
1
))
ξ(X)−1dXω(h)−1dhκN(g)
dg
ν(g)n
where we have set
fK(g) :=
∫
K
f(k−1gk)dk
for all g ∈ G. Note that if the integral defining J(f) (see §3.2) is absolutely convergent, then
we have
J(f) = lim
N→∞
JN (f).
By Weyl’s integration formula, we have
(1) JN(f) =
∑
T∈T (G1)
|W (G1, T )|
−1JN,T (f)
for all N > 1 and all f ∈ C(G) where T (G1) is a set of representatives of the G1-conjugacy
classes of maximal tori in G1, and for all T ∈ T (G1) we have set
JN,T (f) :=
∫
T
DG1(t)
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
κN,T,ξ(g, h,X)dX
dg
ν(g)n
ν(h)ndhω(t)−1dt
with
κN,T,ξ(g, h,X) :=
∫
T
ξ(aX)−1κN (h
−1ag)da.
From now on and until the end of section 5.8 we fix a torus T ∈ T (G1). Without loss of
generality (i.e. up to conjugating T by an element of G1), we may assume that AT ⊂ A1
and T ∩K1 = T
c. From Lemma 5.2(i) and 5(1) we easily infer that there exists k > 0 such
that the following estimate
(2) |κN,T,ξ(g, h,X)| ≪ σT\G1(g)
kσT\G1(h)
kNk
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holds for all N > 1, all g, h ∈ G1 and all X ∈ g1. More precisely, there exists k > 0 such
that
(3)
∫
T
κN(h
−1ag)da≪ σT\G1(g)
kσT\G1(h)
kNk
for all N > 1 and all g, h ∈ G1.
5.2 Concrete description of T and of related objects
Set M♮ := CentG1(AT ) (a Levi subgroup of G1), M := M♮ ×M♮ (a Levi subgroup of G).
Then, the LeviM is θ-split. Moreover, there exist field extensions K1, . . . , Kd of F such that
(1) T ≃ K×1 × . . .×K
×
d .
More precisely, there exist:
• A division algebra D, central over F and of degree r dividing n;
• A right D-module V free of rank n/r;
• An isomorphism of F -algebras
A ≃ EndD(V )
inducing an isomorphism
G1 ≃ GLD(V ).
• For all 1 6 i 6 d, a degree r subextension Fi ofKi together with an embedding Fi →֒ D
and an isomorphism of (right) D-modules
(2) V ≃ K1 ⊗F1 D ⊕ . . .⊕Kd ⊗Fd D
through which the action of T is given by multiplication by K×i on the i-th factor.
We fix such data (and isomorphisms) once and for all and we fix a basis of V compatible
with the decomposition (2). Doing so we will identify G1 (resp. G) with GLn/r(D) (resp.
GL2n/r(D)). Besides (1), we also get identifications
(3) t ≃ K1 ⊕ . . .⊕Kd
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and
(4) M ≃ GLk1(D)× . . .×GLkd(D)×GLk1(D)× . . .×GLkd(D)
where we have set ki := [Ki : Fi] for all 1 6 i 6 d. We will denote by t
⊥ the orthogonal of
t in g1 with respect to the symmetric bilinear form 〈., .〉 and by X 7→ Xt (resp. X 7→ Xt⊥)
the projection g1 → t (resp. g1 → t
⊥) relative to the decomposition g1 = t⊕ t
⊥.
5.3 An estimate
For all f ∈ C(G), all t1, t2 ∈ T ∩G1,reg and all k > 0, we define the following expressions:
Ik(f, t1, t2) :=
∫
T×T\G1×G1
∫
g1
f
((
g−1
h−1
)(
t1
t2
)(
1 X
1
)(
g
h
))
σT\G1(g)
kσT\G1(h)
kσg∗
1
(g−1Xth)
kσg1(g
−1Xt⊥h)
kdX
dg
ν(g)n
ν(h)ndh
and
IT,k(f) :=
∫
T
DG1(t)Ik(f, t, t)dt
where we recall that for all X ∈ g1, Xt and Xt⊥ stand for the projections of X onto t and t
⊥
respectively with respect to the decomposition g1 = t ⊕ t
⊥. Similarly, for all f ∈ C(G), all
t1, t2 ∈ T ∩G1,reg, all k > 0 and all C > 0, we define the following expressions:
Ik,6C(f, t1, t2) :=
∫
T×T\G1×G1
∫
g1
f
((
g−1
h−1
)(
t1
t2
)(
1 X
1
)(
g
h
))
σT\G1(g)
kσT\G1(h)
kσg∗
1
(g−1Xth)
kσg1(g
−1Xt⊥h)
k
1T\G1,6C(g)1T\G1,6C(h)1g∗1 ,6C(g
−1Xth)1g1,6C(g
−1Xt⊥h)dX
dg
ν(g)n
ν(h)ndh
and
IT,k,6C(f) :=
∫
T
DG1(t)Ik,6C(f, t, t)dt.
Proposition 5.3. (i) For all f ∈ C(G), all t1, t2 ∈ T∩G1,reg and all k > 0, the expressions
defining Ik(f, t1, t2) and IT,k(f) are absolutely convergent.
(ii) For all f ∈ C(G), all t1, t2 ∈ T ∩G1,reg, all k > 0 and all r > 0, we have inequalities
|Ik(f, t1, t2)− Ik,6C(f, t1, t2)| ≪ C
−r
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and
|IT,k(f)− IT,k,6C(f)| ≪ C
−r
for all C > 0.
Proof:
(i) Fix f ∈ C(G), t1, t2 ∈ T ∩ G1,reg and k > 0. Up to replacing f by its absolute value,
we will assume that f only takes nonnegative values. By Corollary 2 of [7], to prove
the absolute convergence of Ik(f, t1, t2), it suffices to prove that for all r > 0, we have
(
ν(h)
ν(g)
)n ∫
g1
f
((
g−1
h−1
)(
t1
t2
)(
1 X
1
)(
g
h
))
σT\G1(g)
kσT\G1(h)
k
σg∗
1
(g−1Xth)
kσg1(g
−1Xt⊥h)
kdX ≪ ΞG1(g−1t1g)Ξ
G1(h−1t2h)σG1(g
−1t1g)
−rσG1(h
−1t2h)
−r
for all g, h ∈ G1. Since σT\G1(g) ≪ σG1(g
−1t1g) and σT\G1(h) ≪ σG1(h
−1t2h) for all
g, h ∈ G1 (this is because g ∈ T\G1 7→ g
−1t1g ∈ G1 is a finite morphism and similarly
for t2), we are reduced to prove that for all r > 0, we have
(
ν(h)
ν(g)
)n ∫
g1
f
((
g−1
h−1
)(
t1
t2
)(
1 X
1
)(
g
h
))
σg∗
1
(g−1Xth)
kσg1(g
−1Xt⊥h)
kdX
≪ ΞG1(g−1t1g)Ξ
G1(h−1t2h)σG1(g
−1t1g)
−rσG1(h
−1t2h)
−rσT\G1(g)
(d+4)kσT\G1(h)
(d+4)k
for all g, h ∈ G1, where we recall that d denotes the rank of AT (see §5.2). As the left
hand side of the above inequality is invariant by left translations of both g and h by
T , by 5(1) we see that we may replace σT\G1(g) and σT\G1(h) by σG1(g) and σG1(h)
respectively in the right hand side of the inequality. Moreover, we have
σg∗
1
(g−1Xth)σg1(g
−1Xt⊥h)≪ log
(
2 + ν(X−1t )
)
σg1(X)
2σG1(g)
2σG1(h)
2
≪ log
(
2 + ν(X−1t )
)
σg1(g
−1Xh)2σG1(g)
4σG1(h)
4
≪ log
(
2 + ν(X−1t )
)
σG1(g)
4σG1(h)
4
× σG
((
g−1
h−1
)(
t1
t2
)(
1 X
1
)(
g
h
))2
for all g, h ∈ G1 and all X ∈ g1. Thus, as the function γ ∈ G 7→ f(γ)σG(γ)
2k is again
Harish-Chandra Schwartz, up to replacing f by this function, we just need to show
that for all r > 0, we have
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(
ν(h)
ν(g)
)n ∫
g1
f
((
g−1
h−1
)(
t1
t2
)(
1 X
1
)(
g
h
))
log
(
2 + ν(X−1t )
)k
dX
≪ ΞG1(g−1t1g)Ξ
G1(h−1t2h)σG1(g
−1t1g)
−rσG1(h
−1t2h)
−rσG1(g)
dkσG1(h)
dk
for all g, h ∈ G1. Similarly, by using Lemma 1.8.4 of [6] (together with the same
reductions as before), we see that the absolute convergence of IT,k(f) is implied by the
following stronger inequality for all r > 0:
(
ν(h)
ν(g)
)n ∫
g1
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
log
(
2 + ν(X−1t )
)k
dX
≪
(
ν(a2)
ν(a1)
)n/2
ΞG1(g−1a1g)Ξ
G1(h−1a2h)σG1(g
−1a1g)
−rσG1(h
−1a2h)
−rσG1(g)
dkσG1(h)
dk
for all g, h ∈ G1 and all a1, a2 ∈ T . Fix r > 0 and for all Y ∈ t, let Y = Y1 + . . . + Yd
be the decomposition of Y according to the identification 5.2.(3) (so that Yi ∈ Ki for
all 1 6 i 6 d). Then, we have
log
(
2 + ν(Y −1)
)
≪
d∏
i=1
max(1, vKi(Yi))
for all Y ∈ t∗. By Ho¨lder inequality, we have
∫
g1
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
log
(
2 + ν(X−1t )
)k
dX
≪
(
d∏
i=1
∫
g1
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
max(1, vKi(Xt,i))
dkdX
)1/d
.
Hence, we just need to establish that for all 1 6 i 6 d, we have
(1)
(
ν(h)
ν(g)
)n ∫
g1
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
max(1, vKi(Xt,i))
dkdX
≪
(
ν(a2)
ν(a1)
)n/2
ΞG1(g−1a1g)Ξ
G1(h−1a2h)σG1(g
−1a1g)
−rσG1(h
−1a2h)
−rσG1(g)
dkσG1(h)
dk
for all g, h ∈ G1 and all a1, a2 ∈ T . Fix 1 6 i 6 d and let ti be the subspace
of t corresponding to Ki via the identification 5.2.(3). Denote by t
⊥
i the orthogonal
complement of ti in g1 with respect to the bilinear pairing 〈., .〉. We can write
32
∫
g1
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
max(1, vKi(Xt,i))
dkdX
=
∫
t⊥i
∫
ti
f
((
g−1
h−1
)(
a1
a2
)(
1 X + Y
1
)(
g
h
))
max(1, vKi(Y ))
dkdY dX
for all g, h ∈ G1 and all a1, a2 ∈ T . Let J ⊂ G be an open subgroup by which f is
biinvariant. Then, there exists A > 0 such that
(
1 g−1Y h
1
)
∈ J for all g, h ∈ G1 and
all Y ∈ ti with vKi(Y ) > AσG1(g)σG1(h). For all g, h ∈ G1, set
ti[<, g, h] := {Y ∈ ti | vKi(Y ) < AσG1(g)σG1(h)},
ti[>, g, h] := {Y ∈ ti | vKi(Y ) > AσG1(g)σG1(h)}.
Then by further decomposing the above integral, we have
∫
g1
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
max(1, vKi(Xt,i))
dkdX
=
∫
t⊥i
∫
ti[<,g,h]
f
((
g−1
h−1
)(
a1
a2
)(
1 X + Y
1
)(
g
h
))
max(1, vKi(Y ))
dkdY dX
+
∫
t⊥i
∫
ti[>,g,h]
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
max(1, vKi(Y ))
dkdY dX
for all g, h ∈ G1 and all a1, a2 ∈ T . By applying Lemma 5.1, we see that this last
expression is essentially bounded by the product of σG1(g)
dkσG1(h)
dk times∫
t⊥i
∫
ti[<,g,h]
f
((
g−1
h−1
)(
a1
a2
)(
1 X + Y
1
)(
g
h
))
dY dX
+
∫
t⊥i
∫
ti[>,g,h]
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
dY dX
=
∫
t
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
dX
for all g, h ∈ G1 and all a1, a2 ∈ T . Finally, it follows from Proposition II.4.5 of [34]
that
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(
ν(h)
ν(g)
)n ∫
t
f
((
g−1
h−1
)(
a1
a2
)(
1 X
1
)(
g
h
))
dX
=
∫
t
f
((
g−1a1g
h−1a2h
)(
1 X
1
))
dX
≪
(
ν(a2)
ν(a1)
)n/2
ΞG1(g−1a1g)Ξ
G1(h−1a2h)σG1(g
−1a1g)
−rσG1(h
−1a2h)
−r
for all g, h ∈ G1 and all a1, a2 ∈ T . This proves inequality (1) and ends the proof of (i).
(ii) We prove the first inequality, the proof of the second one being similar. Fix f ∈ C(G),
t1, t2 ∈ T ∩G1,reg, k > 0 and r > 0. For all C > 0 we have
|Ik(f, t1, t2)− Ik,6C(f, t1, t2)| 6I
1
k,>C(|f |, t1, t2) + I
2
k,>C(|f |, t1, t2) + I
3
k,>C(|f |, t1, t2)
+ I4k,>C(|f |, t1, t2)
where
I1k,>C(|f |, t1, t2) :=
∫
T×T\G1×G1
∫
g1
∣∣∣∣f ((g−1 h−1
)(
t1
t2
)(
1 X
1
)(
g
h
))∣∣∣∣
σT\G1(g)
kσT\G1(h)
kσg∗
1
(g−1Xth)
kσg1(g
−1Xt⊥h)
k
1T\G1,>C(g)dX
dg
ν(g)n
ν(h)ndh,
and I2k,>C(|f |, t1, t2), I
3
k,>C(|f |, t1, t2) and I
4
k,>C(|f |, t1, t2) are defined similarly by re-
placing 1T\G1,>C(g) by 1T\G1,>C(h), 1g∗1 ,>C(g
−1Xth) and 1g1,>C(g
−1Xt⊥h) respectively.
Then for all 1 6 j 6 4 and all C > 0, we have
Ijk,>C(|f |, t1, t2) 6 C
−rIk+r(|f |, t1, t2).
By (i) Ik+r(|f |, t1, t2) is absolutely convergent. This proves the claimed inequality and
finishes the proof of the Proposition. 
5.4 Computation of certain (G,M, θ)-orthogonal sets
Recall that we have fixed a basis of V compatible with the decomposition 5.2 (2). In this
basis, the maximal (θ, F )-split central torus AM,θ of M is the subgroup of matrices of the
form
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
λ1Ik1
. . .
λdIkd
λ−11 Ik1
. . .
λ−1d Ikd

where λi ∈ F
× for all 1 6 i 6 d and we recall that ki := [Ki : Fi]. Thus we have an
identification of AM,θ with R
d such that for all m = (m1, . . . , m2d) ∈ M (decomposition
according to the identification 5.2.(4)), we have
HM,θ(m) =
(
vF (NMk1 (D)/Fm1)− vF (NMk1 (D)/Fmd+1)
2
, . . . ,
vF (NMkd(D)/Fmd)− vF (NMkd(D)/Fm2d)
2
)
where for all 1 6 i 6 d, NMki(D)/F : Mi(D) → F denotes the reduced norm. For all
X = (X1, . . . , Xd) ∈ t
∗, we will also set
V (X) := (vK1(X1), . . . , vKd(Xd))
where vKi := vF ◦NKi/F for all 1 6 i 6 d. Note that we have
(1) HM,θ
(
X 0
0 X−1
)
= V (X)
for all X ∈ t∗. We extend the map HM,θ : M → AM,θ to the maps HP,θ : G → AM,θ for all
P ∈ Pθ(M) by using the maximal compact subgroup K.
Set W := (Z/2Z)d. We identify W with a subgroup of G by sending the i-th element ei
of the canonical basis of W to the element of G which switch the two copies of Ki ⊗Fi D in
V ⊕ V . By the assumption that T c ⊂ K1, we have W ⊂ K. Conjugation by W preserves
M and commutes with θ. Hence it induces an action on the set F θ(M) of θ-split parabolic
subgroup containing M and also on AM,θ that we shall simply denote by (w, P ) 7→ wP and
(w,X) 7→ wX respectively. We have
(2) Pθ(M) =
⊔
w∈W
wPθ,Q(M)
where we recall that Pθ(M) is the set of θ-split parabolic subgroups with Levi component
M and Pθ,Q(M) is the subset of P ∈ Pθ(M) such that P ⊂ Q.
Proof of (2): It suffices to show that
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⋃
P∈Pθ,Q(M)
A+P,θ
is a fundamental domain for the action of W on AM,θ. With the identification above, we
have ⋃
P∈Pθ,Q(M)
A+P,θ = {X ∈ AM,θ; 〈α,X〉 > 0 ∀α ∈ R(AM,θ, UQ)} = R
d
−.
Now the claim follows easily from the fact that the action of W on AM,θ is given by sign
changes of the coordinates.
Lemma 5.4. There exist c > 0 and N0 > 1 such that for all X ∈ t
∗, all Y ∈ t⊥, all g, h ∈ G1
and all λ ∈ F× satisfying
• vF (λ) > N0;
• σG1(g) 6 cvF (λ), σG1(h) 6 cvF (λ), σt∗(X) 6 cvF (λ) and σg1(Y ) 6 cvF (λ),
we have
HwP,θ
((
1 λ−1X + Y
1
)(
g
h
))
−
1
2
V (λ−1X) = w(HP,θ
(
g
h
)
−
1
2
V (λ−1X))
for all P ∈ Pθ,Q(M) and all w ∈ W .
Proof: Let P ∈ Pθ,Q(M), w ∈ W and fix N0 > 1 and c > 0. Let X, Y, g, h, λ satisfying
the conditions of the lemma. We will show that the claimed equality is true provided N0 is
sufficiently large and c sufficiently small. For simplicity, we will set z = λ−1.
Since W ⊂ K, we have
HwP,θ
((
1 zX + Y
1
)(
g
h
))
= w.HP,θ
(
w
(
1 zX + Y
1
)(
g
h
))
.
Up to reordering the Ki’s, we may assume that w = e1+ . . .+ et for some 1 6 t 6 d. In this
case we have
w =

0k 0 Ik 0
0 Im−k 0 0m−k
Ik 0 0k 0
0 0m−k 0 Im−k

where k := k1+. . .+kt andm = n/r. WriteX =
(
Xk
Xm−k
)
and Y =
(
Yk Z
W Ym−k
)
where
(Xk, Yk) ∈Mk(D)
2, (Xm−k, Ym−k) ∈Mm−k(D)
2, W ∈Mm−k,k(D) and Z ∈Mk,m−k(D). Note
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that ifN0 is sufficiently large and c sufficiently small, the matrix zXk+Yk = zXk(Ik+λX
−1
k Yk)
is invertible. Direct computation then gives
w
(
1 zX + Y
1
)
=
−(zXk + Yk)
−1
Im−k
zXk + Yk
Im−k


Ik −(zXk + Yk) Z
Im−k W zXm−k + Ym−k
Ik
Im−k

×

Ik 0 0k 0
−W (zXk + Yk)
−1 Im−k 0 −W (zXk + Yk)
−1Z
(zXk + Yk)
−1 0 Ik (zXk + Yk)
−1Z
0 0m−k 0 Im−k
 .
For N0 sufficiently large and c sufficiently small, the matrix
0k 0 0k 0
−W (zXk + Yk)
−1 0m−k 0 −W (zXk + Yk)
−1Z
(zXk + Yk)
−1 0 0k (zXk + Yk)
−1Z
0 0m−k 0 0m−k

is so small compared to g and h that
(
g−1
h−1
)
Ik 0 0k 0
−W (zXk + Yk)
−1 Im−k 0 −W (zXk + Yk)
−1Z
(zXk + Yk)
−1 0 Ik (zXk + Yk)
−1Z
0 0m−k 0 Im−k
(g h
)
belongs to K. Hence, for N0 sufficiently large and c sufficiently small, we have
HP,θ
(
w
(
1 zX + Y
1
)(
g
h
))
= HP,θ

(
−(zXk + Yk)
−1
Im−k
)
g (
zXk + Yk
Im−k
)
h
 .
Once again, for N0 sufficiently large and c sufficiently small, the matrix z
−1X−1k Yk is so small
compared to g and h that we have
g−1
(
(Ik + z
−1X−1k Yk)
−1
Im−k
)
g ∈ K1, h
−1
(
Ik + z
−1X−1k Yk
Im−k
)
h ∈ K1.
So finally we get that
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HwP,θ
((
1 zX + Y
1
)(
g
h
))
= w.HM,θ

−z−1X−1k
Im−k
zXk
Im−k
+ w.HP,θ(g h
)
for N0 sufficiently large and c sufficiently small. Now, from (1) we easily check that
w.HM,θ

−z−1X−1k
Im−k
zXk
Im−k
 = V (zX)− wV (zX)2
and this ends the proof of the lemma. 
5.5 Computation of certain singular θ-weighted orbital integrals
To all g, h ∈ G1 and X ∈ t
∗ ⊕ t⊥ we associate a (G,M, θ)-orthogonal set Z(g, h,X) =
(Z(g, h,X)P )P∈Pθ(M) defined by
Z(g, h,X)wP := wHP,θ
(
g
h
)
−
1
2
(V (Xt)− wV (Xt))
for all P ∈ Pθ,Q(M) and w ∈ W where we recall that Xt denotes the projection of X onto
t. The fact that Z(g, h,X) is indeed a (G,M, θ)-orthogonal set easily follows from Lemma
5.4. We define
wM,θ(g, h,X) := vM,θ(Z(g, h,X))
for all g, h ∈ G1 and X ∈ t
∗ ⊕ t⊥. Note that wM,θ(g, h,X) is NOT always the volume of the
convex hull of the set Z(g, h,X) (this is because this (G,M, θ)-orthogonal set is not always
positive). However, there exists k > 0 such that
(1) |wM,θ(g, h,X)| ≪ σT\G1(g)
kσT\G1(h)
kσg∗
1
(g−1Xth)
k
for all g, h ∈ G1 and X ∈ t
∗ ⊕ t⊥. Indeed, by 2.3(3), there exists k > 0 such that
|wM,θ(g, h,X)| ≪ σG1(g)
kσG1(h)
kσt∗(Xt)
k ≪ σG1(g)
kσG1(h)
kσg∗
1
(g−1Xth)
k
for all (g, h,X) ∈ G21× (t
∗⊕ t⊥). We easily check that wM,θ(t1g, t2h, t1Xt
−1
2 ) = wM,θ(g, h,X)
for all t1, t2 ∈ T and thus we get
|wM,θ(g, h,X)| ≪ σG1(t1g)
kσG1(t2h)
kσg∗
1
(g−1Xth)
k
for all g, h ∈ G1, X ∈ t
∗ ⊕ t⊥ and t1, t2 ∈ T . Taking the infimum over t1 and t2 of the right
hand side yields the desired inequality by 5(1).
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Recall that in §2.4, we have defined a θ-weighted orbital integral f ∈ C(G) 7→ ΦM,θ(x, f) for
all x ∈M ∩Greg (where we again use the maximal compact subgroup K to define the maps
HP,θ : G → AM,θ for P ∈ P
θ(M)). For all t ∈ T ∩ G1,reg, we define a θ-weighted orbital
integral at the non-regular point
(
t
t
)
by
ΦM,θ
((
t
t
)
, f
)
:= DG1(t)−1
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
wM,θ(g, h,X)dX
dg
ν(g)n
ν(h)ndh
for all f ∈ C(G). Note that this integral is absolutely convergent by (1) and Lemma 5.3(i).
Proposition 5.5. For all θ-strongly cuspidal function f ∈ C(G) and all t ∈ T ∩ G1,reg, we
have
lim
λ→1
DG
(
t
λt
)1/2
ΦM,θ
((
t
λt
)
, f
)
= DG1(t)2ΦM,θ
((
t
t
)
, f
)
.
(In particular the limit exists).
Proof: Recall that by definition
ΦM,θ
((
t
λt
)
, f
)
=
∫
T×T\G
f
(
g−1
(
t
λt
)
g
)
vM,θ(Y(g))dg
where for g ∈ G, Y(g) is the (G,M, θ)-orthogonal set defined by
Y(g)P = HP,θ(g), P ∈ P
θ(M).
For all z ∈ F×, we define a (G,M, θ)-orthogonal set X (z) = (X (z)P )P∈Pθ(M) by
X (z)wP :=
1
2
(V (z)− wV (z)), for all P ∈ PQ,θ(M) and all w ∈ W.
Then for all λ ∈ F×\{1}, we have
ΦM,θ
((
t
λt
)
, f
)
=
∫
T×T\G
f
(
g−1
(
t
λt
)
g
)
vM,θ(Y(g) + X (1− λ))dg.
Indeed, this follows from 2.3(5) and the equality
ΦQM,θ
((
t
λt
)
, f
)
= 0
for all Q ∈ F θ(M) with Q 6= G, which is a consequence of the fact that f is θ-strongly
cuspidal.
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Now by the Iwasawa decomposition G = (G1 ×G1)NK, we can write
ΦM,θ
((
t
λt
)
, f
)
=
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
1 −X
1
)(
t
λt
)(
1 X
1
)(
g
h
))
vM,θ
(
Y
((
1 X
1
)(
g
h
))
+ X (1− λ)
)
dX
dg
ν(g)n
ν(h)ndh.
After the variable change X 7→ (1− λAd(t−1))−1X , for λ sufficiently close to 1, we get
DG
(
t
λt
)1/2
ΦM,θ
((
t
λt
)
, f
)
=
DG1(t)
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
λt
)(
1 X
1
)(
g
h
))
w˜(g, h,X, λ)dX
dg
ν(g)n
ν(h)ndh
where we have set
w˜(g, h,X, λ) := vM,θ
(
Y
((
1 (1− λAd(t−1))−1X
1
)(
g
h
))
+ X (1− λ)
)
.
By 2.3(3), there exists k > 0 such that
(2) |w˜(g, h,X, λ)| ≪ σT\G1(g)
kσT\G1(h)
kσg1(g
−1Xh)kvF (1− λ)
k
for all (g, h,X, λ) ∈ G21 × (t
∗ ⊕ t⊥)× F× with λ sufficiently close to 1.
For all C > 0, set
ΦM,θ,6C
((
t
λt
)
, f
)
:= DG
(
t
λt
)−1/2
DG1(t)×∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
λt
)(
1 X
1
)(
g
h
))
w˜(g, h,X, λ)
1T\G1,6C(g)1T\G1,6C(h)1g∗1 ,6C(g
−1Xth)1g1,6C(g
−1Xt⊥h)dX
dg
ν(g)n
ν(h)ndh
and
ΦM,θ,6C
((
t
t
)
, f
)
:= DG1(t)−1
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
wM,θ (g, h,X)1T\G1,6C(g)1T\G1,6C(h)1g∗1 ,6C(g
−1Xth)1g1,6C(g
−1Xt⊥h)dX
dg
ν(g)n
ν(h)ndh.
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Fix 0 < ǫ < 1. By (1), (2) and Proposition 5.3(ii), we have (Note that for λ sufficiently close
to 1, fK is invariant by
(
1
λ
)
on the left):
(3) lim
λ→1
DG
(
t
λt
)1/2(
ΦM,θ
((
t
λt
)
, f
)
− ΦM,θ,6vF (λ−1)ǫ
((
t
λt
)
, f
))
= 0,
(4) lim
λ→1
ΦM,θ
((
t
t
)
, f
)
− ΦM,θ,6vF (λ−1)ǫ
((
t
t
)
, f
)
= 0.
Moreover, it follows from Lemma 5.4 that for all λ sufficiently close to 1 and all g, h ∈ G1,
X ∈ g1 with σT\G1(g) 6 vF (λ − 1)
ǫ, σT\G1(h) 6 v(λ − 1)
ǫ, σg∗
1
(g−1Xth) 6 vF (λ − 1)
ǫ and
σg1(g
−1Xt⊥h) 6 vF (λ− 1)
ǫ, we have
Y
((
1 (1− λAd(t−1))−1X
1
)(
g
h
))
+ X (1− λ) = Z(g, h,X),
and so
w˜(g, h,X, λ) = wM,θ(g, h,X).
Since fK is left invariant by
(
λ
1
)
for λ sufficiently close to 1, it follows that
DG
(
t
λt
)1/2
ΦM,θ,6v(λ−1)ǫ
((
t
λt
)
, f
)
= DG1(t)2ΦM,θ,6v(λ−1)ǫ
((
t
t
)
, f
)
for λ sufficiently close to 1 and hence, by (3) and (4),
lim
λ→1
DG
(
t
λt
)1/2
ΦM,θ
((
t
λt
)
, f
)
= DG1(t)2ΦM,θ
((
t
t
)
, f
)
.

5.6 Change of weight
Choose a minimal θ-split Levi subgroup M0 contained in M and fix P0 ∈ P
θ(M0). Using
these data we can associate to any point Y ∈ AM0,θ a (G,M, θ)-orthogonal set (YP )P∈Pθ(M)
as in §2.3. For every Y ∈ AM0,θ, every g, h ∈ G1 and every X ∈ t
∗ ⊕ t⊥, we define a
(G,M, θ)-orthogonal set Z(g, h,X, Y ) := (Z(g, h,X, Y )P )P∈Pθ(M) by setting
Z(g, h,X, Y )P := YP − Z(g, h,X)P
for all P ∈ Pθ(M) where Z(g, h,X)P was defined in section 5.5. To such a (G,M, θ)-
orthogonal set is associated a function ΓGM,θ(.,Z(g, h,X, Y )) on AM,θ (see §2.3). If the
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(G,M, θ)-orthogonal set Z(g, h,X, Y ) is positive, this is just the characteristic function of
its convex hull.
For all Y ∈ AM0,θ, we define a new weight w˜M,θ(., ., ., Y ) on G1 ×G1 × g1 by setting
w˜M,θ(g, h,X, Y ) :=
∫
T
ΓGM,θ (HM,θ(a),Z(g, h,X, Y )) da
where for simplicity we have written HM,θ(a) for HM,θ
(
a
1
)
. A proof similar to that of
5.5.(1) shows that for some k > 0, we have
(1) |w˜M,θ(g, h,X, Y )| ≪ σT\G1(g)
kσT\G1(h)
kσg∗
1
(g−1Xth)
k (1 + |Y |)k
and even
(2)
∫
T
|ΓGM,θ (HM,θ(a),Z(g, h,X, Y ))|da≪ σT\G1(g)
kσT\G1(h)
kσg∗
1
(g−1Xth)
k (1 + |Y |)k
for all g, h ∈ G1, X ∈ t
∗ ⊕ t⊥ and all Y ∈ AM0,θ, where |.| denotes a norm on AM0,θ. Using
this weight we define a new expression
JY,T (f) :=
∫
T
DG1(t)
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
w˜M,θ(g, h,X, Y )dX
dg
ν(g)n
ν(h)ndhω(t)−1dt
which is absolutely convergent by (1) and Proposition 5.3(ii).
Let A0 be the maximal central (θ, F )-split subtorus of M0 and let ∆0 be the set of simple
roots of A0 in P0. The goal of this section is to show the following:
Proposition 5.6. Let 0 < ǫ1 < ǫ2 < 1 and assume that f ∈ C(G) is θ-strongly cuspidal.
Then for all r > 0, we have ∣∣∣∣JN,T (f)− 12dJY,T (f)
∣∣∣∣≪ N−r
for all N > 1 and all Y ∈ A+P0,θ satisfying the following two inequalities
(A) N ǫ1 6 inf
α∈∆0
α(Y ),
(B) sup
α∈∆0
α(Y ) 6 N ǫ2.
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Proof: For all C > 0, all N > 1 and all Y ∈ A+P0,θ, we set
JN,T,6C(f) :=
∫
T
DG1(t)
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
κN,T,ξ(g, h,X)1T\G1,6C(g)1T\G1,6C(h)1g∗1 ,6C(g
−1Xth)dX
dg
ν(g)n
ν(h)ndhω(t)−1dt
and
JY,T,6C(f) :=
∫
T
DG1(t)
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
w˜M,θ(g, h,X, Y )1T\G1,6C(g)1T\G1,6C(h)1g∗1,6C(g
−1Xth)dX
dg
ν(g)n
ν(h)ndhω(t)−1dt.
We fix henceforth an ǫ > 0 satisfying ǫ < ǫ1. It follows from (1), 5.1.(2) and Proposition
5.3(ii) that for all r > 0, we have
|JN,T (f)− JN,T,6Nǫ(f)| ≪ N
−r
and
|JY,T (f)− JY,T,6Nǫ(f)| ≪ N
−r
for all N > 1 and all Y ∈ A+P0,θ satisfying inequality (B). Thus it suffices to establish that
for all r > 0, we have
(3)
∣∣∣∣JN,T,6Nǫ(f)− 12dJY,T,6Nǫ(f)
∣∣∣∣≪ N−r
for all N > 1 and all Y ∈ A+P0,θ satisfying inequalities (A) and (B).
For all g, h ∈ G1, X ∈ t
∗ ⊕ t⊥ and Y ∈ AM0,θ, we have the identity (see 2.3(1))
(4)
∑
R∈Fθ(M)
ΓRM,θ(Λ,Z(g, h,X, Y ))τ
G
R,θ(Λ− Z(g, h,X, Y )R) = 1
for all Λ ∈ AM,θ. We are going to modify this decomposition slightly by taking its convolution
with a function with integral 1 and of small support (relative to N ǫ1) in C∞c (T ). The function
we need is provided by the next lemma. Before we state the lemma, we need to introduce
some more notations. For ϕ ∈ C∞c (T ), we define its “Fourier transform” (a function on t)
by
ϕ̂(X) :=
∫
T
ϕ(a)ξ(aX)−1da, X ∈ t.
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We also define a function L ∈ C∞c (t) by
L(X) := LK1(X1) . . . LKd(Xd), X ∈ t
where X = X1 + . . .+Xd is the decomposition of X according to the identification 5.2.(3),
and for all 1 6 i 6 d, the function LKi(·) is defined to be
LKi(Xi) :=

1, if vKi(Xi) > 0;
1
2
, if vKi(Xi) = 0;
0, otherwise.
Note this function factorizes through the map X ∈ t 7→ V (X) ∈ AM,θ introduced in §5.4.
Thus we can define L(V (X)) := L(X) for all X ∈ t. A crucial property of the function L is
that it satisfies the identity
(5)
∑
w∈W
L(wX) = 1
for all X ∈ t, where W is the subgroup of the normalizer of M that was introduced in §5.4.
Lemma 5.7. There exists a sequence of nonnegative functions (ϕN)N>N0 in C
∞
c (T/T
c) with
the following properties
• Supp(ϕN) ⊆ {a ∈ T ; σT (a) 6 N
ǫ} for all N > N0;
•
∫
T
ϕN = 1 for all N > N0;
• There exists c > 0 such that |ϕ̂N(X)− L(X)| 6 e
−cNǫ for all X ∈ t and all N > N0.
Proof: The Fourier transform ϕ 7→ ϕ̂ extends to an isomorphism betweem the space of
functions f : T → C such that ν−1f extends to a smooth function with compact support on
t and C∞c (t). Let Lˇ be the inverse of L for this isomorphism. Then Lˇ is T
c-invariant and we
can write
Lˇ =
∑
i∈I
λi1aiT c
where (ai)i∈I is a family of distinct elements of T/T
c and (λi)i∈I is a family of positive real
numbers (this is because L is a positive linear combination of characteristic functions of
lattices in t) summing to vol(T c)−1 (since L(0) = 1). Moreover, there exists c1 > 0 such
that λi 6 e
−c1σT (ai) for all i ∈ I (this follows from the fact that ν−1Lˇ extends to a smooth
function with compact support on t). Set
ϕN =
vol(T c) ∑
i;σT (ai)6Nǫ
λi
−1 ∑
i;σT (ai)6Nǫ
λi1aiT c
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for all positive integer N big enough so that
∑
i;σT (ai)6Nǫ
λi 6= 0. Then this sequence of
functions obviously satisfies the first and second point of the lemma. Moreover, denoting by
‖.‖∞ the sup-norm on t, we have
‖ϕ̂N − L‖∞ 6
vol(T c) ∑
i;σT (ai)6Nǫ
λi
−1 − 1
 ∑
i∈I;σT (ai)6Nǫ
λi‖1̂aiT c‖∞ +
∑
i∈I;σT (ai)>Nǫ
λi‖1̂aiT c‖∞
6 2 vol(T c)
∑
i∈I;σT (ai)>Nǫ
e−c1σT (ai) 6 2e−c1N
ǫ/2
∫
T
e−c1σT (a)/2da
for all N ≫ 1. Since the last integral above is convergent, this shows the last point of the
lemma for c < c1/2 and N0 large enough. 
We choose a sequence of functions (ϕN )N>N0 as in the lemma. For all g, h ∈ G1, all X ∈
t∗ ⊕ t⊥, all Y ∈ AM0,θ and all R ∈ F
θ(M), we set
∆R(Λ, g, h,X, Y ) := Γ
R
M,θ(Λ,Z(g, h,X, Y ))τ
G
R,θ(Λ−Z(g, h,X, Y )R), Λ ∈ AM,θ.
And for all ϕ ∈ C∞c (T ), we define the convolution ϕ ∗∆R(., g, h,X, Y ) as usual by
ϕ ∗∆R(Λ, g, h,X, Y ) :=
∫
T
ϕ(a)∆R(Λ−HM,θ(a), g, h,X, Y )da, Λ ∈ AM,θ.
By (4) and the second property satisfied by the sequence (ϕN)N>N0, we have
(6)
∑
R∈Fθ(M)
ϕN ∗∆R(Λ, g, h,X, Y ) = 1
for all N > N0, all Λ ∈ AM,θ and all (g, h,X, Y ) ∈ G
2
1 × (t
∗ ⊕ t⊥)×A+P0,θ.
Set
JR,YN,T,6C(f) :=
∫
T
DG1(t)
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
κR,YN,T,ξ(g, h,X)1T\G1,6C(g)1T\G1,6C(h)1g∗1,6C(g
−1Xth)dX
dg
ν(g)n
ν(h)ndhω(t)−1dt
for all N > N0, all Y ∈ AM0,θ, all R ∈ F
θ(M) and all C > 0, where
κR,YN,T,ξ(g, h,X) :=
∫
T
ξ(aX)−1κN(h
−1ag)ϕN ∗∆R(HM,θ(a), g, h,X, Y )da
for all g, h ∈ G1 and X ∈ t
∗ ⊕ t⊥. Then, by (6) we have
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JN,T,6C(f) =
∑
R∈Fθ(M)
JR,YN,T,6C(f)
for all C > 0, all N > N0 and all Y ∈ AM0,θ. Thus in order to prove (3), it suffices to
establish the following two facts
(7) There exists c > 0 such that∣∣∣∣JG,YN,T,6Nǫ(f)− 12dJY,T,6Nǫ(f)
∣∣∣∣≪ e−cNǫ
for all N > N0 and all Y ∈ A
+
P0,θ
satisfying inequality (B).
(8) For all R ∈ F θ(M) with R 6= G and all r > 0, we have∣∣∣JR,YN,T,6Nǫ(f)∣∣∣≪ N−r
for all N > N0 and all Y ∈ A
+
P0,θ
satisfying inequality (A).
From now on and until the end of the proof, when N > 1 is fixed, we will say that (g, h,X) ∈
G21 × g1 is in the good range if X ∈ t
∗ ⊕ t⊥ and we have the inequalities σT\G1(g) 6 N
ǫ,
σT\G1(h) 6 N
ǫ and σg∗
1
(g−1Xth) 6 N
ǫ.
Proof of (7): By Proposition 5.3(i), it suffices to show the existence of c > 0 and k > 0 such
that
(9)∣∣∣∣κG,YN,T,ξ(g, h,X)− 12d w˜M,θ(g, h,X, Y )
∣∣∣∣≪ e−cNǫσT\G1(g)kσT\G1(h)kσg∗1(g−1Xth)k(1 + |Y |)k
for all N > N0, all Y ∈ A
+
P0,θ
satisfying inequality (B) and all (g, h,X) ∈ G1 × G1 × g1 in
the good range.
By 2.3(2) and the first property satisfied by the sequence (ϕN)N>N0 , there exists C > 0 such
that for all (g, h,X, Y ) ∈ G1 ×G1 × (t
∗ ⊕ t⊥)×A+P0,θ and all N > 1, we have
ϕN∗Γ
G
M,θ(HM,θ(a),Z(g, h,X, Y )) 6= 0⇒ σG1(a) 6 C
(
σG1(g) + σG1(h) + σg∗1(g
−1Xth) + |Y |+N
ǫ
)
for all a ∈ T . Hence by Lemma 5.2(i), together with the inequality ǫ < ǫ2 < 1, for N
sufficiently large, we have
ϕN ∗ Γ
G
M,θ(HM,θ(a),Z(g, h,X, Y )) 6= 0⇒ κN(h
−1ag) = 1
for all Y ∈ A+P0,θ satisfying inequality (B) and all (g, h,X) ∈ G1×G1×g1 in the good range.
This implies, again for N sufficiently large, that
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κG,YN,T,ξ(g, h,X) =
∫
T
ξ(aX)−1ϕN ∗ Γ
G
M,θ(HM,θ(a),Z(g, h,X, Y ))da
=
∫
T
ϕ̂N(aXt)Γ
G
M,θ(HM,θ(a),Z(g, h,X, Y ))da
for all Y ∈ A+P0,θ satisfying inequality (B) and all (g, h,X) ∈ G1×G1×g1 in the good range.
By (2) and the third property satisfied by the sequence (ϕN)N>N0, there exist c > 0 and
k > 0 such that
∣∣∣∣∫
T
ϕ̂N (aXt)Γ
G
M,θ(HM,θ(a),Z(g, h,X, Y ))da−
∫
T
L(aXt)Γ
G
M,θ(HM,θ(a),Z(g, h,X, Y ))da
∣∣∣∣
6 e−cN
ǫ
∫
T
|ΓGM,θ(HM,θ(a),Z(g, h,X, Y ))|da≪ e
−cNǫσT\G1(g)
kσT\G1(h)
kσg∗
1
(g−1Xth)
k(1 + |Y |)k
for all N > N0 and all (g, h,X, Y ) ∈ G1×G1× (t
∗⊕ t⊥)×AM0,θ. Thus in order to show (9),
it only remains to establish the following identity
(10)
∫
T
L(aXt)Γ
G
M,θ(HM,θ(a),Z(g, h,X, Y ))da =
1
2d
w˜M,θ(g, h,X, Y )
for all (g, h,X, Y ) ∈ G1 × G1 × (t
∗ ⊕ t⊥) × AM0,θ. Fix such (g, h,X, Y ). After the variable
change a 7→ aX−1t , we get
∫
T
L(aXt)Γ
G
M,θ(HM,θ(a),Z(g, h,X, Y ))da =
∫
T
L(a)ΓGM,θ(HM,θ(a),Z(g, h,X, Y )+
1
2
V (Xt))da
(Note that HM,θ(Xt) =
1
2
V (Xt)). Moreover, we easily check from the definitions that the
(G,M, θ)-orthogonal set X (g, h,X, Y ) := Z(g, h,X, Y ) + 1
2
V (Xt) has the property that
X (g, h,X, Y )wP = wX (g, h,X, Y )P for all w ∈ W and all P ∈ P
θ(M). This implies that the
function ΓGM,θ(.,X (g, h,X, Y )) is W -invariant and by (5) it follows that
∫
T
L(a)ΓGM,θ(HM,θ(a),X (g, h,X, Y ))da =
1
|W |
∑
w∈W
∫
T
L(wa)ΓGM,θ(HM,θ(a),X (g, h,X, Y ))da
=
1
2d
∫
T
ΓGM,θ(HM,θ(a),X (g, h,X, Y ))da
=
1
2d
∫
T
ΓGM,θ(HM,θ(a),Z(g, h,X, Y ))da
where to get the last equality we have performed the variable change a 7→ aXt. This proves
(10) and ends the proof of (7).
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Proof of (8): Let R ∈ F θ(M) with R 6= G. We will need to rewrite slightly the weight
κR,YN,T,ξ(g, h,X). By Lemma 5.2(ii) and since the functions (ϕN)N>N0 are T
c-invariant, for N
big enough, all Y ∈ AM0,θ and all (g, h,X) ∈ G1 ×G1 × g1 in the good range, we have
κR,YN,T,ξ(g, h,X) = vol(T
c)−1
∫
T
∫
T c
ξ(a0aX)
−1da0κN(h
−1ag)ϕN ∗∆R(HM,θ(a), g, h,X, Y )da
or equivalently
κR,YN,T,ξ(g, h,X) =
∫
T
ϕ̂◦(aXt)κN(h
−1ag)ϕN ∗∆R(HM,θ(a), g, h,X, Y )da
where ϕ◦ := vol(T c)−11T c .
In what follows, for all a ∈ T , we will write a = (a1, . . . , ad) for the decomposition of a
according to the identification 5.2.(1) (so that ai ∈ K
×
i for all 1 6 i 6 d). Recall that we
have identified AM,θ with R
d (see §5.4), the identification being so that
HM,θ(a) =
1
2
(vK1(a1), . . . , vKd(ad))
for all a ∈ T where vKi := vF ◦NKi/F for all 1 6 i 6 d. Moreover the set of roots of AM,θ in
UQ, identified to a subset of A
∗
M,θ, can be explicitly described as
R(AM,θ, UQ) = {−λi − λj | 1 6 i, j 6 d}
where for all 1 6 i 6 d, we have denoted by λi the functional AM,θ = R
d → R given by
λi(x1, . . . , xd) = fixi with fi := [Ki : F ].
Write R = LRUR for the unique Levi decomposition of R with M ⊂ LR and let R = LRUR
be the parabolic subgroup opposite to R (with respect to LR). We now distinguish two cases:
• First assume that UR is not included in the parabolic subgroup Q. Then, we will
actually prove that for N big enough, we have
κR,YN,T,ξ(g, h,X) = 0
for all Y ∈ A+P0,θ satisfying inequality (A) and all (g, h,X) ∈ G1×G1× g1 in the good
range. This would implies that
JR,YN,T,6Nǫ(f) = 0
for N big enough and all Y ∈ A+P0,θ satisfying inequality (A).
By our assumption, we have UR∩UQ 6= {1} which implies thatR(AM,θ, UR)∩R(AM,θ, UQ) 6=
∅. Let α ∈ R(AM,θ, UR) ∩ R(AM,θ, UQ). Then, by the previous concrete description of
R(AM,θ, UQ), there exist 1 6 i, j 6 d such that
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(11) 〈α,HM,θ(a)〉 = −
fivKi(ai) + fjvKj (aj)
2
for all a ∈ T . As ǫ < ǫ1, there exists c1 > 0 such that for all N sufficiently large, all
Y ∈ A+P0,θ satisfying inequality (A) and all (g, h,X) ∈ G1×G1× g1 in the good range,
we have 〈β,Z(g, h,X, Y )P 〉 > c1N
ǫ1 for all P ∈ Pθ(M) and all β ∈ R(AM,θ, UP ). In
particular, Z(g, h,X, Y )P ∈ A
+
P,θ for all P ∈ P
θ(M) and the (G,M, θ)-orthogonal set
Z(g, h,X, Y ) is positive. This implies that ∆R(.,Z(g, h,X, Y )) is the characteristic
function of the sum of A+R,θ with the convex hull of the family (Z(g, h,X, Y )P )P⊂R and
hence that
∆R(Λ,Z(g, h,X, Y )) 6= 0⇒ 〈α,Λ〉 > c1N
ǫ1
for all Λ ∈ AM,θ. Again since ǫ < ǫ1 and by the first property satisfied by the sequence
(ϕN)N>N0, it follows that there exists c2 > 0 such that
ϕN ∗∆R(Λ,Z(g, h,X, Y )) 6= 0⇒ 〈α,Λ〉 > c2N
ǫ1
for all Λ ∈ AM,θ, all N sufficiently large, all Y ∈ A
+
P0,θ
satisfying inequality (A) and
all (g, h,X) ∈ G1 ×G1 × g1 in the good range. On the other hand, since the function
ϕ̂◦ is compactly supported on t, by (11) there exists c3 > 0 such that
ϕ̂◦(aXt) 6= 0⇒ 〈α,HM,θ(a)〉 6 c3N
ǫ
for all N > 1, all a ∈ T and all (g, h,X) ∈ G1 ×G1 × g1 in the good range. As ǫ < ǫ1,
it follows that for N sufficiently large, the supports of the functions
a ∈ T 7→ ϕN ∗∆R(HM,θ(a),Z(g, h,X, Y ))
and
a ∈ T 7→ ϕ̂◦(aXt)
are disjoint and hence
κR,YN,T,ξ(g, h,X) = 0
for all Y ∈ A+P0,θ satisfying inequality (A) and all (g, h,X) ∈ G1×G1× g1 in the good
range. This proves the claim and ends the proof of (8) in this case.
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• Now assume that UR ⊂ Q or equivalently UQ ⊂ R. Let VR and V
⊥
R
be the subspaces
of g1 such that
UR ∩ UQ =
{(
1 X
1
)
| X ∈ VR
}
,
LR ∩ UQ =
{(
1 X
1
)
| X ∈ V ⊥
R
}
(we can show that V ⊥
R
is the orthogonal of VR with respect to 〈., .〉 but we won’t need
it). Let U1, U2 be the unipotent subgroups of G1 such that UR ∩ L = U1 × U2 and
let L1 be the Levi subgroup of G1 such that LR ∩ L = L1 × L1 (that LR ∩ L is of
this form follows from the fact that R is θ-split). Then, we have g1 = VR ⊕ V
⊥
R
(this
follows from the fact that UQ = (LR ∩ UQ)(UR ∩ UQ)) and u1Xu
−1
2 −X ∈ V
⊥
R
for all
(u1, u2) ∈ U1 × U2 and all X ∈ V
⊥
R
(this follows from the fact that l−1ulu−1 ∈ UR for
all (l, u) ∈ LR × UR). We will denote by X 7→ X
⊥
R
the projection g1 → V
⊥
R
relative to
the decomposition g1 = VR ⊕ V
⊥
R
.
For all (g, h, Y ) ∈ G1 × G1 × A
+
P0,θ
, we introduce a new (G,M, θ)-orthogonal set
Z(g, h, Y ) defined by
Z(g, h, Y )wP := YwP − wHP,θ
(
g
h
)
for all P ∈ Pθ,Q(M) and all w ∈ W (that it indeed defines a (G,M, θ)-orthogonal set
follows from Lemma 5.4). As before, we set
∆R(Λ,Z(g, h, Y )) := Γ
R
M,θ(Λ,Z(g, h, Y ))τ
G
R,θ(Λ− Z(g, h, Y )), Λ ∈ AM,θ.
For all N > N0 and all Y ∈ A
+
P0,θ
, we define a new weight by
κR,Y,⋆N,T,ξ(g, h,X) :=
∫
T
ξ(aXt)
−1κN (h
−1ag)ϕN ∗∆R(HM,θ(a),Z(g, h, Y ))da
for all (g, h,X) ∈ G1×G1 × g1. We will now need the following lemma whose proof is
postponed to the next section:
Lemma 5.8. For N big enough, we have
κR,YN,T,ξ(u1l1k1, u2l2k2, X) = κ
R,Y,⋆
N,T,ξ(l1, l2, X
⊥
R
)
for all (u1, u2) ∈ U1×U2, (l1, l2) ∈ L1×L1, (k1, k2) ∈ K1×K1, X ∈ g1 and Y ∈ A
+
P0,θ
such that Y satisfies inequality (A) and (u1l1k1, u2l2k2, X) is in the good range.
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Assuming the above lemma, by the Iwasawa decompositions G1 = U1L1K1 = U2L1K1
and since K1 ×K1 ⊂ K, for N sufficiently large, we have
JR,YN,T,6Nǫ(f) =
∫
T
DG1(t)
∫
T×T\L1×L1
∫
U1×U2
∫
g1
fK
((
l−11 u
−1
1
l−12 u
−1
2
)(
t
t
)(
1 X
1
)(
u1l1
u2l2
))
κR,Y,⋆N,T,ξ(l1, l2, X
⊥
R
)1T\G1,6Nǫ(u1l1)1T\G1,6Nǫ(u2l2)1g∗1,6Nǫ(l
−1
1 u
−1
1 Xtu2l2)
dXdu1du2δP1(l1)
−1 dl1
ν(l1)n
δP2(l2)
−1ν(l2)
ndl2ω(t)
−1dt
for all Y ∈ A+P0,θ satisfying inequality (A) where we have denoted by δP1 and δP2
the modular characters of the parabolic subgroups P1 = L1U1 and P2 = L1U2 of G1
respectively.
Introduce the following expression:
JR,Y,⋆N,T (f) :=
∫
T
DG1(t)
∫
T×T\L1×L1
∫
U1×U2
∫
g1
fK
((
l−11 u
−1
1
l−12 u
−1
2
)(
t
t
)(
1 X
1
)(
u1l1
u2l2
))
κR,Y,⋆N,T,ξ(l1, l2, X
⊥
R
)dXdu1du2δP1(l1)
−1 dl1
ν(l1)n
δP2(l2)
−1ν(l2)
ndl2ω(t)
−1dt
for all N > N0 and all Y ∈ A
+
P0,θ
. By 5.1.(3), for some k > 0, we have∣∣∣κR,Y,⋆N,T,ξ(l1, l2, X⊥R )∣∣∣≪ σT\G1(u1l1k1)kσT\G1(u2l2k2)k
for all (l1, l2) ∈ L1×L1, (u1, u2) ∈ U1×U2 and (k1, k2) ∈ K1×K1. Hence, by Proposition
5.3 (and using the Iwasawa decompositions G1 = U1L1K1 = U2L1K1 backwards), the
expression defining JR,Y,⋆N,T (f) is absolutely convergent. And for all r > 0, we have∣∣∣JR,YN,T,6Nǫ(f)− JR,Y,⋆N,T (f)∣∣∣≪ N−r
for all N > N0 and all Y ∈ A
+
P0,θ
satisfying inequality (A). Thus to prove (8) in this
case, it suffices to establish that
JR,Y,⋆N,T (f) = 0
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for all N > N0 and all Y ∈ A
+
P0,θ
. This vanishing follows from the fact that f is
θ-strongly cuspidal by the following sequence of equalities:
∫
U1×U2
∫
g1
fK
((
l−11 u
−1
1
l−12 u
−1
2
)(
t
t
)(
1 X
1
)(
u1l1
u2l2
))
κR,Y,⋆N,T,ξ(l1, l2, X
⊥
R
)dXdu1du2
=
∫
U1×U2
∫
g1
fK
((
l−11
l−12
)(
u−11 tu1
u−12 tu2
)(
1 X
1
)(
l1
l2
))
κR,Y,⋆N,T,ξ(l1, l2, X
⊥
R
)dXdu1du2
= ∆(t)
∫
U1×U2
∫
g1
fK
((
l−11
l−12
)(
tu1
tu2
)(
1 X
1
)(
l1
l2
))
κR,Y,⋆N,T,ξ(l1, l2, X
⊥
R
)dXdu1du2
= ∆(t)
∫
V ⊥
R
∫
U
R
fK
((
l−11
l−12
)(
t
t
)
U
(
1 X⊥
R
1
)(
l1
l2
))
κR,Y,⋆N,T,ξ(l1, l2, X
⊥
R
)dUdX⊥
R
= 0
for all N > N0, all t ∈ T ∩ G1,reg, all l1, l2 ∈ L1 and all Y ∈ A
+
P0,θ
, where ∆(t) :=
DG1(t)−1DL1(t) and where the first equality follows from the variable change X 7→
u1Xu
−1
2 (recall that (u1Xu
−1
2 )
⊥
R
= X⊥
R
), the second equality is a consequence of the
classical change of variable inverse to (u1, u2) 7→ (t
−1u−11 tu1, t
−1u−12 tu2) (whose jacobian
equals DG1/L1(t)−1 because δP1(t) = δP2(t)
−1), in the third equality we have merge an
integral over U1 × U2 and an integral over VR into an integral over UR, and finally the
last equality follows from the fact that f is θ-strongly cuspidal (note that
(
1 X⊥
R
1
)
belongs to LR) so that the inner integral already vanish identically. This finishes the
proof of (8) in this case and the proof of the proposition. 
5.7 Proof of Lemma 5.8
For convenience we recall the statement here.
Lemma 5.9. Let 0 < ǫ < ǫ1 < 1 and let R ∈ F
θ(M) with UR ⊂ Q. Then, for N big enough,
we have
κR,YN,T,ξ(u1l1k1, u2l2k2, X) = κ
R,Y,⋆
N,T,ξ(l1, l2, X
⊥
R
)
for all (u1, u2) ∈ U1 × U2, (l1, l2) ∈ L1 × L1, (k1, k2) ∈ K1 × K1, X ∈ g1 and Y ∈ A
+
P0,θ
satisfying the inequalities
• N ǫ1 6 infα∈∆0 α(Y );
• σT\G1(u1l1) 6 N
ǫ, σT\G1(u2l2) 6 N
ǫ;
• σg∗
1
(l−11 u
−1
1 Xtu2l2) 6 N
ǫ.
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Proof: We will use all the notations already introduced in the proof of Proposition 5.6. In
particular, we have a decomposition g1 = VR ⊕ V
⊥
R
. Recall that the linear map X 7→ X⊥
R
is just the projection onto V ⊥
R
relative to this decomposition. We will set VR,t := VR ∩ t
and V ⊥
R,t
:= V ⊥
R
∩ t. Then, we have t = VR,t ⊕ V
⊥
R,t
(this follows from the fact that the
adjoint action of T preserves the decomposition g1 = VR ⊕ V
⊥
R
). For all X ∈ g1, we will set
X⊥
R,t
:= (X⊥
R
)t = (Xt)
⊥
R
. Note that we have Xt −X
⊥
R,t
∈ VR,t for all X ∈ g1.
By the definition of κR,YN,T,ξ, it is invariant by right translation by K1 in both the first and
the second variables. Thus, we just need to prove the lemma in the case where k1 = k2 = 1.
Moreover, since κR,YN,T,ξ(g, h,X) = κ
R,Y
N,T,ξ(t1g, t2h, t1Xt
−1
2 ) for all (g, h,X, t1, t2) ∈ G
2
1×g1×T
2,
by 5(1) we may replace the conditions that σT\G1(u1l1) 6 N
ǫ and σT\G1(u2l2) 6 N
ǫ by the
conditions that σG1(u1l1) 6 N
ǫ and σG1(u2l2) 6 N
ǫ. Note that there exists c > 0 such that
for all (l1, l2, u1, u2, X) ∈ L
2
1 ×U1 ×U2× g1, the inequalities σG1(u1l1) 6 N
ǫ, σG1(u2l2) 6 N
ǫ
and σg∗
1
(l−11 u
−1
1 Xtu2l2) 6 N
ǫ imply that
max (σG1(l1), σG1(l2), σG1(u1), σG1(u2), σt∗(Xt)) 6 cN
ǫ.
Fix such a c. From now on and until the end of the proof, for a fixed N , we will say that
(l1, l2, u1, u2, X, Y ) ∈ L
2
1×U1×U2×g1×A
+
P0,θ
is in the good range if it satisfies the inequality
above and moreover N ǫ1 6 infα∈∆0 α(Y ). Then in order to prove the lemma, we just need
to establish the following fact:
(1) For N big enough and all (l1, l2, u1, u2, X, Y ) in the good range, we have
κR,YN,T,ξ(u1l1, u2l2, X) = κ
R,Y,⋆
N,T,ξ(l1, l2, X
⊥
R
).
First of all, by Lemma 5.2(ii) and since the functions (ϕN )N>N0 are T
c-invariant, for N
sufficiently large and all (l1, l2, u1, u2, X, Y ) in the good range, we have
κR,YN,T,ξ(u1l1, u2l2, X) =
∫
T
ϕ̂◦(aXt)κN(l
−1
2 u
−1
2 au1l1)ϕN ∗∆R(HM,θ(a),Z(u1l1, u2l2, X, Y ))da
and
κR,Y,⋆N,T,ξ(l1, l2, X
⊥
R
) =
∫
T
ϕ̂◦(aX⊥
R,t
)κN(l
−1
2 al1)ϕN ∗∆R(HM,θ(a),Z(l1, l2, Y ))da
where ϕ◦ := vol(T c)−11T c . Therefore, (1) is a consequence of the two following facts:
(2) For N sufficiently large and all (l1, l2, u1, u2, X, Y ) in the good range, we have
κN (l
−1
2 u
−1
2 au1l1) = κN(l
−1
2 al1)
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and
ϕ̂◦(aXt) = ϕ̂◦(aX
⊥
R,t
)
for all a ∈ T with ϕN ∗∆R(HM,θ(a),Z(l1, l2, X, Y )) 6= 0.
(3) For N sufficiently large and all (l1, l2, u1, u2, X, Y ) in the good range, we have
ϕN ∗∆R(HM,θ(a),Z(u1l1, u2l2, X, Y )) = ϕN ∗∆R(HM,θ(a),Z(l1, l2, Y ))
for all a ∈ T such that ϕ̂◦(aXt) 6= 0.
Proof of (2): As R is θ-split, the parabolic subgroups P1 = L1U1 and P2 = L2U2 of G1 are
opposite to each other. Therefore, R(AT , U2) = −R(AT , U1). Let us denote by R(AT , VR,t)
the set of roots of AT in VR,t for the linear action (a,X) 7→ aX . Then, we will need the
following
(4) For all root α ∈ R(AT , U1) (resp. α ∈ R(AT , VR,t)), there exists a root
β ∈ R(AM,θ, UR) such that
〈α,HT (a)〉 = 2〈β,HM,θ(a)〉 (resp. 〈α,HT (a)〉 = 〈β,HM,θ(a)〉)
for all a ∈ T .
Let u1,α (resp. VR,t,α) be the root subspace corresponding to α. Then, we easily check that
AM = AT ×AT acts on this root subspace by a character γ (in the case where
α ∈ R(AT , VR,t), we consider the action given by (a1, a2).X = a1Xa
−1
2 = a1a
−1
2 X).
Denoting by β the restriction of γ to AM,θ (so that in particular β ∈ R(AM,θ, UR)), we have
〈β,HM,θ(a)〉 =
1
2
〈β,HM,θ
((
a
1
)
θ
(
a
1
)−1)
〉 =
1
2
〈β,HM,θ
(
a
a−1
)
〉 =
1
2
log
∣∣∣∣β(a a−1
)∣∣∣∣
for all a ∈ T . On the other hand, the action of
(
a
a−1
)
on u1,α (resp. VR,t,α) coincides
with the action of a (resp. a2). Hence, β
(
a
a−1
)
= α(a) (resp. β
(
a
a−1
)
= α(a)2) and
this shows the claim.
Now, since ǫ < ǫ1, there exists c1 > 0 such that for N sufficiently large and all
(l1, l2, u1, u2, X, Y ) in the good range, the (G,M, θ)-orthogonal set Z(l1, l2, X, Y ) is positive
and 〈β,Z(l1, l2, X, Y )P 〉 6 −c1N
ǫ1 for all P ∈ Pθ(M) with P ⊂ R and all β ∈ R(AM,θ, UR).
Since the (G,M, θ)-orthogonal set Z(l1, l2, X, Y ) is positive, the function
∆R(.,Z(l1, l2, X, Y )) is the characteristic function of the sum of A
+
R,θ with the convex hull
54
of (Z(l1, l2, X, Y )P )P⊂R and it follows that 〈β,Λ〉 6 −c1N
ǫ1 for all Λ ∈ AM,θ in the support
of this function and all β ∈ R(AM,θ, UR). Again by using the fact that ǫ < ǫ1, we deduce
from this and the first property satisfied by the sequence (ϕN)N>N0 (see Lemma 5.7), that
there exists c2 > 0 such that for N sufficiently large and all (l1, l2, u1, u2, X, Y ) in the good
range, we have 〈β,Λ〉 6 −c2N
ǫ1 for all Λ ∈ AM,θ in the support of the function
ϕN ∗∆R(.,Z(l1, l2, X, Y )) and all β ∈ R(AM,θ, UR). By (4), it follows that we have, again
for N sufficiently large and all (l1, l2, u1, u2, X, Y ) in the good range,
〈α,HT (a)〉 6 −c2N
ǫ1
for all α ∈ R(AT , U1) ∪R(AT , VR,t) and all a ∈ T such that
ϕN ∗∆R(HM,θ(a),Z(l1, l2, X, Y )) 6= 0
Still assuming that (l1, l2, u1, u2, X, Y ) is in the good range, this implies (recall that
R(AT , U2) = −R(AT , U1) and Xt −X
⊥
R,t
∈ VR,t)
l−12 u
−1
2 au1a
−1u2l2 ∈ K1, l
−1
1 a
−1u−12 al1 ∈ K1 and a(Xt −X
⊥
R,t
) ∈ L
for N sufficiently large, where L is a lattice in t by which ϕ̂◦ is invariant. Hence, we get
κN(l
−1
2 u
−1
2 au1l1) = κN (l
−1
2 u
−1
2 al1) = κN(l
−1
2 al1)
and
ϕ̂◦(aXt) = ϕ̂◦(aX
⊥
R,t
)
for all N sufficiently large, all (l1, l2, u1, u2, X, Y ) in the good range and all a ∈ T such that
ϕN ∗∆R(HM,θ(a),Z(l1, l2, X, Y )) 6= 0.
Proof of (3): Since the function ϕ̂◦ is compactly supported on t, there exists c3 > 0 such
that for all N , all (l1, l2, u1, u2, X, Y ) in the good range and all a ∈ T , if ϕ̂◦(aXt) 6= 0, then
vKi(ai) > −c3N
ǫ for all 1 6 i 6 d (recall that we are denoting by (a1, . . . , ad) the
decomposition of a according to the identification 5.2.(1)). These last inequalities mean
that HM,θ(a) ∈ R
d
+ + c3ZN where ZN := (−N
ǫ, . . . ,−N ǫ) (recall that we are identifying
AM,θ with R
d as in §5.4). Moreover, by the first property satisfied by the sequence
(ϕN)N>N0 (see Lemma 5.7), there exists c4 > 0 such that, for all N > N0 and all function
∆ on AM,θ, the restriction of the function ϕN ∗∆ to c3ZN +R
d
+ only depends on the
restriction of ∆ to c4ZN +R
d
+. Note that
Rd+ =
⋃
P∈PQ,θ(M)
A+
P,θ
(this follows from the fact that Rd+ = {Λ ∈ AM,θ | 〈α,Λ〉 6 0 ∀α ∈ R(AM,θ, UQ)}). Hence,
it suffices to show that for all P ∈ PQ,θ(M), all N sufficiently large and all
(l1, l2, u1, u2, X, Y ) in the good range, the two functions
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∆R(.,Z(u1l1, u2l2, X, Y ))
and
∆R(.,Z(l1, l2, Y ))
coincide on c4ZN +A
+
P,θ
. Or equivalently that the two functions
∆R(.,Z(u1l1, u2l2, X, Y )− c4ZN)
and
∆R(.,Z(l1, l2, Y )− c4ZN)
coincide on A+
P ,θ
. Fix P ∈ PQ,θ(M). As ǫ < ǫ1, for N sufficiently large and all
(l1, l2, u1, u2, X, Y ) in the good range, we have
Z(u1l1, u2l2, X, Y )P ′ − c4ZN ∈ A
+
P ′,θ and Z(l1, l2, Y )P ′ − c4ZN ∈ A
+
P ′,θ
for all P ′ ∈ Pθ(M). By 2.3(4), it follows that the restrictions of the functions
∆R(.,Z(u1l1, u2l2, X, Y )− c4ZN) and ∆R(.,Z(l1, l2, Y )− c4ZN)
to A+
P,θ
only depend on Z(u1l1, u2l2, X, Y )P and Z(l1, l2, Y )P respectively. Returning to the
definitions, we see that
Z(u1l1, u2l2, X, Y )P = YP −HP,θ
(
u1l1
u2l2
)
= YP −HP,θ
(
l1
l2
)
= Z(l1, l2, Y )P
for all (l1, l2, u1, u2, X, Y ) ∈ L
2
1 × U1 × U2 × g1 ×A
+
P0,θ
. Hence, for N sufficiently large and
all (l1, l2, u1, u2, X, Y ) in the good range, the functions ∆R(.,Z(u1l1, u2l2, X, Y )− c4ZN)
and ∆R(.,Z(l1, l2, Y )− c4ZN) indeed coincide on A
+
P,θ
. This finishes the proof of (3) and
the proof of the lemma. 
5.8 Computation of lim
N→∞
JN,T (f) for θ-strongly cuspidal functions
Proposition 5.10. Let f ∈ C(G) be a θ-strongly cuspidal function. Then, we have
lim
N→∞
JN,T (f) =
(−1)d
2d
∫
T
DG1(t)2ΦM,θ
((
t
t
)
, f
)
ω(t)−1dt
where ΦM,θ
((
t
t
)
, f
)
is the ’singular θ-weighted orbital integral’ introduced in §5.5.
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Proof: By the same argument as in the proof of Proposition 4.4.1 of [6], except that we
replace Lemma 1.8.4 and Proposition 4.3.1 of loc. cit. by Proposition 5.3 and Proposition
5.6 of this paper, we have
lim
N→∞
JN,T (f) =
1
2d
∫
T
DG1(t)
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
vM,θ(−Z(g, h,X))dX
dg
ν(g)n
ν(h)ndhω(t)−1dt
=
(−1)d
2d
∫
T
DG1(t)
∫
T×T\G1×G1
∫
g1
fK
((
g−1
h−1
)(
t
t
)(
1 X
1
)(
g
h
))
wM,θ(g, h,X)dX
dg
ν(g)n
ν(h)ndhω(t)−1dt
=
(−1)d
2d
∫
T
DG1(t)2ΦM,θ
((
t
t
)
, f
)
ω(t)−1dt.

5.9 Proof of the geometric side
The geometric side of Theorem 3.1 now follows immediately from 5.1(1), Proposition 5.10
and the following proposition:
Proposition 5.11. Assume that the function f ∈ C(G) is strongly cuspidal. Then,
(i) If T is not elliptic in G1 (i.e. d > 1), then
ΦM,θ
((
t
t
)
, f
)
= 0
for all t ∈ T ∩G1,reg.
(ii) If T is elliptic in G1 (i.e. d = 1), then
ΦM,θ
((
t
t
)
, f
)
= −2cf
(
t
t
)
for all t ∈ T ∩G1,reg.
Proof:
(i) By Proposition 5.5, it suffices to show that
ΦM,θ
((
t1
t2
)
, f
)
= 0
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for all
(
t1
t2
)
∈ (T × T ) ∩Greg. This follows from the descent formula 2.3(6) which
gives
ΦM,θ
((
t1
t2
)
, f
)
=
∑
L∈L(M)
dGM,θ(L)Φ
Q
M
((
t1
t2
)
, f
)
;
and the fact that for Q 6= G, since f is strongly cuspidal, we have (see §2.5)
ΦQM
((
t1
t2
)
, f
)
= 0
for all
(
t1
t2
)
∈ (T × T ) ∩Greg (Note that here d
G
M,θ(G) = 0 since A
G,θ
M 6= 0).
(ii) By Proposition 5.5 and 2.5(1), it suffices to notice that
ΦM,θ
((
t1
t2
)
, f
)
= ΦM
((
t1
t2
)
, f
)
, DG
(
t
t
)1/2
= DG1(t)2 and |W (Gx, Tx,qd)| = 2
for all
(
t1
t2
)
∈ (T × T )∩Greg and all t ∈ T ∩G1,reg where we have set x =
(
t
t
)
.

6 Applications
In this section, we will give applications of the multiplicity formula we proved in
Proposition 3.3. In Section 6.1, we study the behavior of the multiplicities under the local
Jacquet-Langlands correspondences (i.e. over Vogan L-packets). We will show that the
multiplicities are constant on every (extended) discrete L-packet. Then in Section 6.2, we
will study the relations between the generalized Shalika model and the Ginzburg-Rallis
model. We keep the notations introduced in Section 3.1.
6.1 The multiplicities over L-packets
In this subsection, we are going to prove the main theorems (Theorem 1.2 and Theorem
1.3) of this paper. Let A′ be another degree n central simple algebra over F . Set
G′ := GL2(A
′) and define subgroups H ′0, N
′, H ′ := H ′0 ⋊N
′ analogous to the subgroups
H0, N and H of G. We define a character ξ
′ : N ′ → C× in the same way as the character ξ
of N and we extend it to a character of H ′ trivial on H ′0. We also identify the character
ω : F× → C× with a character of H ′ by composition with projection H ′ → H ′0 and the
reduced norm. This gives us a character ω ⊗ ξ′ of H ′. For all π′ ∈ Irr(G′), we set
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m(π′, ω) := dimHomH′(π
′, ω ⊗ ξ′).
We want to prove the following theorem.
Theorem 6.1. Let π ∈ Π2(G) and π
′ ∈ Π2(G
′) which correspond to each other under the
local Jacquet-Langlands correspondence (see [9]). Then, we have
m(π, ω) = m(π′, ω).
Proof. If the central characters of π and π′ does not coincide with ωn, then by looking at
the action of the center, we see that m(π, ω) = m(π′, ω) = 0. Assume now that the central
characters of π and π′ are equal to ωn. Set G1 := A
× and G′1 := (A
′)×. Then, by the
multiplicity formula of Proposition 3.3, we have
m(π, ω) =
∑
T∈Tell(G1)
|W (G1, T )|
−1
∫
AG1\T
DG1(t)2cπ
(
t
t
)
ω(t)−1dt,
m(π′, ω) =
∑
T ′∈Tell(G
′
1
)
|W (G′1, T
′)|−1
∫
AG′
1
\T ′
DG
′
1(t′)2cπ′
(
t′
t′
)
ω(t′)−1dt′.
There is a natural bijection Tell(G1) ≃ Tell(G
′
1) which sends T ∈ Tell(G1) to the unique
torus T ′ ∈ Tell(G
′
1) such that T ≃ T
′. Moreover, such an isomorphism can be obtained as
conjugation by an element in G1(F ) ≃ G
′
1(F ) where G1(F ) and G
′
1(F ) denote the groups
of points of G1, G
′
1 over a fixed algebraic closure F of F and the isomorphism
G1(F ) ≃ G
′
1(F ) is induced by an F -isomorphism A⊗F F ≃ A
′ ⊗F F . Let T ∈ Tell(G1) and
T ′ ∈ Tell(G
′
1) corresponding to each other and fix an isomorphism T ≃ T
′ as before (i.e.
induced from conjugation by an element over the algebraic closure). Then, conjugation by
the same element induces an isomorphism W (G1, T ) ≃W (G
′
1, T
′). Let t ∈ T and denote by
t′ its image in T ′. We easily check that DG1(t)2 = DG
′
1(t′)2 and ω(t) = ω(t′). Moreover, if
t ∈ T ∩G1,reg, then t
′ ∈ T ′ ∩G′1,reg; and by 2.2(2), we have
cπ
(
t
t
)
=
1
2
DG
(
t
t
)−1/2
lim
λ∈F×→1
DG
(
t
λt
)1/2
Θπ
(
t
λt
)
,
cπ′
(
t′
t′
)
=
1
2
DG
′
(
t′
t′
)−1/2
lim
λ∈F×→1
DG
′
(
t′
λt′
)1/2
Θπ′
(
t′
λt′
)
.
Once again we can easily check that
DG
(
t
t
)
= DG
′
(
t′
t′
)
, DG
(
t
λt
)
= DG
′
(
t′
λt′
)
for all λ ∈ F×. Furthermore, by the relations of the distribution characters under the local
Jacquet-Langlands correspondence (see [9]), we also have
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Θπ
(
t
λt
)
= Θπ′
(
t′
λt′
)
for all λ ∈ F×. This shows that
cπ
(
t
t
)
= cπ
(
t′
t′
)
.
All in all, we get the equality
|W (G1, T )|
−1
∫
AG1\T
DG1(t)2cπ
(
t
t
)
ω(t)−1dt
=|W (G′1, T
′)|−1
∫
AG′
1
\T ′
DG
′
1(t′)2cπ′
(
t′
t′
)
ω(t′)−1dt′.
Summing this over all T ∈ Tell(G1), we get the desired equality.
Then we study the relations between the multiplicity and the local exterior square
L-function. Assume that A′ =Mn(F ), π
′ ∈ Π2(G
′) and ω = 1 is the trivial character of H ′0
in which case we will simply set
m(π′) := m(π′, 1)
The following theorem seems to be well-known but apparently only half of its proof has
appeared in the literature (by combining results of different sources). For sake of
completeness, we provide a proof of the other half. The exterior square L-function
appearing in the statement is the Artin local L-function defined through the local
Langlands correspondence of Harris-Taylor [15], Henniart [18] and Scholze [32].
Theorem 6.2. With the notations above, the local exterior square L-function L(s, π′,∧2)
has a pole at s = 0 if and only if m(π′) = 1.
Proof. By the multiplicity one result of [22] (see [8] for a more general result), in order to
prove the theorem, it is enough to show that the local exterior square L-function
L(s, π′,∧2) has a pole at s = 0 if and only if m(π′) 6= 0. This has been proved in [20] when
π′ is supercuspidal. When π′ is a discrete series, by Theorem 4.3, Corollary 4.4 of [23] and
Corollary 1.4 of [24], we know that if the local exterior square L-function L(s, π′,∧2) has a
pole at s = 0, then m(π′) 6= 0. Hence it remains to prove the other direction. We will
follow the method introduced in [20].
Assume that m(π′) 6= 0. Then, of course, the central character of π′ is trivial. Let SO4n(F )
be the F -split special orthogonal group of rank 2n, and let P =MN be a Siegel parabolic
subgroup of SO4n(F ) with Levi component M isomorphic to GL2n(F ). For s ∈ C, let
Π(s) = I
SO4n(F )
P (π
′ ⊗ |det|s) be the normalized parabolic induction of π′ ⊗ |det|s to
SO4n(F ). By Theorem 3.1 of [21] and Proposition 2.3 of [20], together with the assumption
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that m(π′) 6= 0, we know that the representation Π(1
2
) of SO4n(F ) is reducible. Hence it
remains to prove the following lemma.
Lemma 6.3. With the notations above, the representation Π(1
2
) is reducible if and only if
then the local exterior square L-function L(s, π′,∧2) has a pole at s = 0.
Proof. Let NM ⊂M be the unipotent radical of a Borel subgroup of M and set
N0 := NM ⋉N . Then, N0 is the unipotent radical of a Borel subgroup of SO4n(F ). Let ξ0
be a generic character on N0 and set ξM := ξ0 |NM for the restriction of ξ0 to NM . As π
′ is
square-integrable it is in particular generic with respect to (NM , ξM). By Lemma B.2 of
[11] and the Standard Module Conjecture [16], we have that Π(1
2
) is reducible if and only if
γSh(2s, π′,∧2, ψ) has a pole at s = 1/2 where γSh(s, π′,∧2, ψ) denotes the gamma factor
defined by Shahidi (with respect to any non-trivial additive character ψ since it doesn’t
change the existence or not of a pole at s = 1/2). Since π′ is square-integrable, L(s, π′,∧2)
has no pole with positive real part and in particular at s = 1. Hence, by the main result of
[19], Π(1
2
) is reducible if and only if L(s, π′,∧2) has a pole at s = 0.
As the Jacquet-Langlands correspondence preserves L-function, we get a Corollary from
the two theorems above which proves Theorem 1.3.
Corollary 6.4. For all π ∈ Π2(G), the local exterior square L-function L(s, π,∧
2) has a
pole at s = 0 if and only if m(π) = 1.
Remark 6.5. If ω is the square of a character of F×, then by twisting π by a suitable
character of G together with the above corollary, we see that for π ∈ Π2(G), the local
twisted exterior square L-function L(s, π,∧2 ⊗ ω−1) has a pole at s = 0 if and only if
m(π, ω) = 1. The same should be true in general although it would necessitate to redo the
works of [20], [21], [23] and [24] by introducing this twist. However, note that in the case
where n = 2, this more general result has been proved in Theorem 1.5 of [12].
6.2 The relations between the generalized Shalika model and the
Ginzburg-Rallis model
In this subsection, we will consider the particular cases where A =M2(F ) or a non-split
quaternion algebra D over F . More precisely, we will give some relations between the
multiplicities for the Ginzburg-Rallis model of GL3(D) (resp. GL6(F )) and for the
generalized Shalika model for GL2(D) (resp. GL4(F )).
Assume ω unitary. Let πD be a tempered representation of GL2(D) with central character
ω2 and let ΠD be the normalized parabolic induction of the representation πD ⊠ ω
−1 of the
Lei subgroup GL2(D)×GL1(D) to GL3(D) (where again we have identified ω
−1 with a
character of GL1(D) by composition with the reduced norm). Then ΠD is a tempered
representation of GL3(D) with trivial central character. Let mGR(ΠD) be the multiplicity
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of the Ginzburg-Rallis model (with trivial character). We refer the readers to the previous
papers [39] and [40] of the second author for the definition of the Ginzburg-Rallis model.
The following theorem tells us a relation between the Ginzburg-Rallis model for GL3(D)
and the generalized Shalika model for GL2(D).
Theorem 6.6. With the notations above, we have
m(πD, ω) = mGR(ΠD).
Proof. In Section 8.1 of [40], we proved a multiplicity formula mGR(ΠD) = mgeom(ΠD) for
the Ginzburg-Rallis model. By the definition of mgeom(ΠD) in [40], together with the
definition of ΠD above and Lemma 2.3 of [36], we can easily show that
mgeom(ΠD) =
∑
T∈Tell(GL1(D))
|W (GL1(D), T )|
−1
∫
T/AG
DGL1(D)(t)2cπD
(
t
t
)
ω(t)−1dt.
Hence by Proposition 3.3, we get m(πD) = m(ΠD), and this proves the theorem.
Next, we will prove a relation between the Ginzburg-Rallis model for GL6(F ) and the
Shalika model for GL4(F ). Let π be a discrete series of GL4(F ) with central character ω
2,
and let πD be the Jacquet-Langlands lift of π to GL2(D). Let St(ω
−1) be the Steinberg
representation of GL2(F ) twisted by the character ω
−1 and let Π be the normalized
parabolic induction of the representation π ⊠ St(ω−1) of the Levi subgroup
GL4(F )×GL2(F ) to GL6(F ). Then Π is a tempered representation of GL6(F ) with trivial
central character. Let mGR(Π) denote the multiplicity of Π relative to the Ginzburg-Rallis
model (with trivial character) of GL6(F ).
Theorem 6.7. With the notations above, we have
m(π, ω) +mGR(Π) = 1.
Proof. Let ΠD be the Jacquet-Langlands lift of Π to GL3(D). Then ΠD is the parabolic
induction of the representation πD ⊗ ω
−1 of the Levi subgroup GL2(D)×GL1(D). By
Theorem 6.6 and Theorem 6.1, we have
mGR(ΠD) = m(πD, ω) = m(π, ω).
On the other hand, in [39] and [40], we have proved that mGR(Π) +mGR(ΠD) = 1. The
theorem follows.
For the rest part of this section, we are going to prove some partial results for the epsilon
dichotomy conjecture of the Ginzburg-Rallis model. Let Π be an irreducible generic
representation of GL6(F ) with central character β
2 where β is some character on F×, and
let mGR(Π) be the multiplicity relative to the Ginzburg-Rallis model with character β. We
first recall the epsilon dichotomy conjecture from [40].
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Conjecture 6.8. With the notations above, we have
mGR(Π) = 1 ⇐⇒ ǫ(1/2, (∧
3Π)⊗ β−1) = 1,
mGR(Π) = 0 ⇐⇒ ǫ(1/2, (∧
3Π)⊗ β−1) = −1.
In [40], we have proved the conjecture when Π is not a discrete series, or the parabolic
induction of a discrete series of GL4(F )×GL2(F ). Now we are going to prove the
conjecture when Π is the parabolic induction of a discrete series π ⊠ π0 of
GL4(F )×GL2(F ) with π0 being a twist of the Steinberg representation of GL2(F ).
Let π0 = St(α) for some character α : F
× → C×. Then the central character of π0 is α
2,
which implies that the central character of π is α−2β2. Let φπ (resp. φπ0) be the Langlands
parameter of π (resp. π0). Then the Langlands parameter φΠ of Π is just φπ ⊕ φπ0.
Proposition 6.9. With the notations above, we have
ǫ(1/2, (∧3Π)⊗ β−1) = ǫ(1/2,∧2(φπ)⊗ φπ0 ⊗ β
−1). (6.2)
Proof. Since φΠ = φπ ⊕ φπ0, we have
∧3(φΠ) = (∧
2(φπ)⊗ φπ0)⊕ (φπ ⊗ det(φπ0))⊕ (∧
3(φπ)).
Since the central character of π is α−2β2 and the central character of π0 is α
2, we have
(∧3(φπ)⊗ β
−1)∨ = φπ ⊗ α
2 ⊗ β−1 = φπ ⊗ det(φπ0)⊗ β
−1. This implies that
ǫ(1/2, (∧3Π)⊗ β−1) = ǫ(1/2,∧2(φπ)⊗ φπ0 ⊗ β
−1)ǫ(1/2, φπ ⊗ det(φπ0)⊗ β
−1)
ǫ(1/2,∧3(φπ)⊗ β
−1)
= det(∧3(φπ)⊗ β
−1)(−1)× ǫ(1/2,∧2(φπ)⊗ φπ0 ⊗ β
−1)
= (det(φπ))
3(−1)β−4(−1)× ǫ(1/2,∧2(φπ)⊗ φπ0 ⊗ β
−1)
= ǫ(1/2,∧2(φπ)⊗ φπ0 ⊗ β
−1).
This proves the proposition.
Now up to twist π0 by the character β
−1, we may assume that β = 1. This is allowable
since twist by characters will not change the multiplicity and the epsilon factor. In fact, by
the proposition above, we know that the epsilon factor will not be changed if we twist π0
by characters. As for the multiplicity, by Corollary 5.15 of [40], the multiplicity mGR(Π) for
the Ginzburg-Rallis model is equal to the multiplicity mMM(π ⊗ π0) of the middle model
(we refer the readers to Appendix A of [40] for the definition of the middle model). But it
is easy to see from the definition that the multiplicity of the middle model will not be
changed if we twist π0 by characters.
Assuming that β = 1, by Theorem 6.7, we have mGR(Π) +m(π, α
−1) = 1. Let πD be the
Jacquet-Langlands lift of π to GL2(D). By Theorem 6.1, we have m(π, α
−1) = m(πD, α
−1).
Combining with the proposition above, we see that in order to prove the epsilon dichotomy
conjecture for Π, it is enough to prove that
m(πD, α
−1) = 0 ⇐⇒ ǫ(1/2,∧2(φπ)⊗ φπ0) = 1,
m(πD, α
−1) = 1 ⇐⇒ ǫ(1/2,∧2(φπ)⊗ φπ0) = −1.
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But the above relations have already been proved in Theorem 1.5(2) of [12]. This finishes
the proof of the epsilon dichotomy conjecture for Π.
7 A connection to the local r-trace formula
In this section, we will rewrite the local trace formula for the Shalika model in terms of the
local r-trace formula. In Langlands’ proposal [27] for beyond endoscopy, one of the most
important ingredient is a global r-trace formula (the name “r-trace formula” was first
introduced by Arthur in his note [3] for beyond endoscopy). To be specific, let G be a
connected reductive group defined over a number field k, and let r be a finitely dimensional
algebraic representation of the L-group of G. For any automorphic representation π of
G(Ak), let L(s, π, r) be the global automorphic L-function. For a given test function f on
G(Ak), we let S
1
cusp(f) be the cuspidal part of the stable Arthur-Selberg trace formula.
Then we let Srcusp(f) be a generalization of S
1
cusp(f), in which the stable multiplicities of
representations π that occur in S1cusp(f) are weighted by the order of poles
mr(π) := −ords=1(L(s, π, r))
at s = 1 of the automorphic L-function L(s, π, r). The goal of the r-trace formula is to find
a decomposition of Srcusp(f) in terms of stable distributions on some smaller groups G
′.
Here G′ should run over elliptic “beyond endoscopic data”. Like the theory of endoscopy,
the most important step is to find a geometric expansion for the distribution Srcusp(f).
Guided by the same philosophy, we can also consider the local r-trace formula. Let G be a
connected reductive group defined over a local field F . We still let r be a finitely
dimensional algebraic representation of the L-group of G, and let L(s, π, r) be the local
L-function. For a test function f on G, we can define the local analogy of the distribution
Srcusp(f) to be
Irdisc(f) :=
∑
π∈Π2(G)
mr(π) Tr(π(f)) (7.3)
where mr(π) := −ords=0(L(s, π, r)) is the order of the poles at s = 0 of the L-function
L(s, π, r). Note that if G has non-trivial split center, we need to include the central
character in the trace formula. Same as the global case, we want to find a geometric
expansion for Irdisc(f).
For the rest part of this section, we will discuss a special case of the local r-trace formula.
We consider the case when F is a p-adic field, G = GL2n(F ), and r = ∧
2 is the exterior
square representation of the L-group LG = GL2n(C). For f ∈
◦C(G, 1), by applying the
local trace formula of Theorem 3.1 in the case where ω is trivial, we will give a geometric
expansion for Irdisc(f). Let us denote by Ispec(f) and Igeom(f) the spectral and geometric
sides of this trace formula respectively. Then the spectral side becomes
Ispec(f) =
∑
π∈Π2(G,1)
Tr(π(f))m(π∨).
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where, fo simplicity, we have set m(π∨) := m(π∨, 1). As every π ∈ Π2(G, 1) is unitary, it is
easy to see that m(π∨) = m(π). Moreover, by Theorem 6.2, the multiplicity m(π) is
nonzero if and only if the exterior square L-function L(s, π,∧2) has a pole at s = 0. Since π
is a discrete series, the order of the pole of L(s, π,∧2) at s = 0 is either 0 or 1. In the mean
time, we know that m(π) ≤ 1 (see [22]). Therefore, for all discrete series π ∈ Π2(G, 1), we
have
m(π∨) = −ords=0(L(s, π, r)) = mr(π).
This implies that
Ispec(f) =
∑
π∈Π2(G,1)
Tr(π(f))mr(π).
In particular, we have
Irdisc(f) = Ispec(f) = Igeom(f).
To conclude, the geometric side Igeom(f) of the local trace formula for the Shalika model
gives a geometric expansion for Irdisc(f).
Remark 7.1. In general, the local multiplicity problem for many spherical pairs are closely
related to the Langlands functoriality and the poles of some L-functions L(s, π, r). Hence if
we can prove the local trace formula for these models, we can find the geometric expansion
of the corresponding local r-trace formulas.
A Slight generalization of a result of Mœglin and
Waldspurger
Let F be a nonarchimedean field of characteristic zero with ring of integer OF and
normalized absolute value |.|. We fix henceforth an uniformizer ̟F ∈ OF . As in the core of
this paper, we will abuse notations by denoting algebraic groups over F and the
corresponding group of F -points by the same letter. We will do the same for Lie algebras.
Let G be a connected reductive group over F with Lie algebra g. Fix a G-invariant
nondegenerate symmetric bilinear pairing 〈., .〉 : g× g→ F and a nontrivial additive
character ψ : F → C×. Let P0 =M0N0 be a minimal parabolic subgroup of G with
unipotent radical N0 and a fixed Levi component M0. Let P 0 =M0N0 be the opposite
parabolic subgroup and A0 ⊂M0 the maximal central split torus. Let n0, n0 and p0 denote
the Lie algebra of N0, N0 and P 0 respectively. Let ∆0 be the set of simple roots of A0 in n0
and for all α ∈ ∆0 fix a nonzero vector Y−α in the root subspace g−α corresponding to −α.
Set Y :=
∑
α∈∆0
Y−α ∈ n0. It is well-known that
(1) [Y, p0] = n0.
The exponential map induces a regular isomorphism exp : n0 ≃ N0. Let log : N0 → n0 be
its inverse and set
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ξ(n) := ψ(〈Y, logn〉), n ∈ N0.
Then ξ is a character of N0 which is generic (i.e. with a stabilizer in M0 of minimal
dimension). We will denote by M0,ξ the stabilizer of ξ in M0 (i.e. the centralizer of Y in
M0).
Let π be a smooth irreducible representation of G and Θπ its Harish-Chandra character.
Recall that for all semi-simple element x ∈ G there is a local expansion (see [14] Theorem
16.2)
Θπ(x exp(X)) =
∑
O∈Nil(gx)
cπ,O(x)ĵ(O, X)
for X ∈ gx,reg sufficiently close to 0.
For all x ∈M0,ξ, denote by Ox the Gx-adjoint orbit of Y in gx. Then Ox is an element of
Nil(gx) which is maximal for the order defined by O
′ 6 O ⇔ O′ ⊂ O where O denotes
closure of O for the F -analytic topology.
Let W be the space of π and let W (N0, ξ) be the subspace generated by all vectors of the
form π(n)v − ξ(n)v for v ∈ V and n ∈ N0. The coinvariant space W/W (N0, ξ) carries a
natural representation of M0,ξ that we shall denote by πN0,ξ. In [28] it was shown that (see
[33] for the case of residual characteristic 2)
dim πN0,ξ = cπ,O1 .(1)
The goal of this appendix is to extend slightly this result by using the same techniques.
More precisely we will prove:
Proposition A.1. For all x ∈ M0,ξ we have
Tr πN0,ξ(x) = D
G/M0(x)1/2cπ,Ox(x)
where we have set
DG/M0(x) := DG(x)DM0(x)−1.
Proof: In order to include the case of residual characteristic 2, we will use [33] as our main
reference (which however follows very closely [28]). Let x ∈M0,ξ. Note that Ad(x) is
semi-simple and compact (indeed this follows from the facts that M0 is anisotropic modulo
A0 and M0,ξ ∩A0 is contained in the center of G). To agree with the conventions of [33], we
will assume that ψ is unramified (i.e. its conductor is OF ). This is no loss in generality
since we can always scale ψ so that it become unramified and up to scaling 〈., .〉 by the
corresponding inverse factor the character ξ doesn’t change and the same holds for the
coefficient cπ,Ox(x) as we easily check from our normalizations. Let ϕ be the sum of the
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positive coroots of A0 with respect to P0. Then we have ϕ(s)Y ϕ(s)
−1 = s−2Y for all
s ∈ F×. Set t := ϕ(̟F ). The adjoint action of ϕ(F
×) on g induces a decomposition
g =
⊕
i∈Z
gi
where gi := {X ∈ g; ϕ(s)Xϕ(s)
−1 = siX ∀s ∈ F×}. Set g− :=
⊕
i60 gi and g
2 :=
⊕
i>2 gi.
Then we have g = g− ⊕ g2 and n0 = g
2(this is because g1 = 0). Let Y
♯ be the centralizer of
Y in g and V be a complement subspace to Y ♯ which is invariant by ϕ(F×)M0,ξ (in
particular it is invariant by ϕ(F×)). By ϕ(F×)-invariance, we have a decomposition
V = V − ⊕ V 2 where V − := V ∩ g− and V 2 := V ∩ g2. Note that
(2) V 2 = g2 = n0.
Indeed, this follows from (1) and the fact that 〈., .〉 induces a perfect pairing between n0
and n0.
Since Ad(x) is semi-simple, we have a decomposition g = gx ⊕ g
x where gx and g
x stand
respectively for the kernel and the image of Ad(x)− 1 in g. As V is Ad(x)-stable, we have
a similar decomposition V = Vx ⊕ V
x. The bilinear form
BY : (Z,X) ∈ g× g 7→ BY (Z,X) := 〈Y, [Z,X ]〉
is alternating M0,ξ-invariant and nondegenerate when restricted to V . Moreover, the
decomposition V = Vx ⊕ V
x is orthogonal for this alternating form. Set V −x := Vx ∩ g
−,
V 2x := Vx ∩ g
2, V x,− := V x ∩ g− and V x,2 := V x ∩ g2. Then we have Vx = V
−
x ⊕ V
2
x and
V x = V x,− ⊕ V x,2 (indeed this follows from the facts that V is ϕ(F×)-stable and x
centralizes ϕ(F×)). Moreover, the form BY induces a perfect pairing between V
−
x and V
2
x
on the one hand and between V x,− and V x,2 on the other hand. Since Ad(x) is compact
and commutes with Ad(ϕ(F×)), we can find a lattice of Lx,− of V x,− which is Ad(x)-stable
and such that
Lx,− =
⊕
i60
Lx,− ∩ gi.
Let Lx,2 be the dual lattice of V x,2 with respect to BY , that is
Lx,2 := {X ∈ V x,2; BY (Z,X) ∈ OF ∀Z ∈ L
x,−}.
Similarly, we fix a lattice L−x ⊂ V
−
x with the property that
L−x =
⊕
i60
L−x ∩ gi
and denote by L2x ⊂ V
2
x the dual lattice. Finally, we also fix a lattice LY ⊂ Y
♯ which is
Ad(x)-invariant and such that LY =
⊕
i∈Z LY ∩ gi, LY = LY ∩ gx ⊕ LY ∩ g
x. We set
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L := LY ⊕ L
−
x ⊕ L
2
x ⊕ L
x,− ⊕ Lx,2
Then, L is a lattice of g which is Ad(x)-invariant and satisfies properties (i) and (ii) of §3
of [33]. Moreover, by construction we have
L = Lx ⊕ L
x
where Lx := L ∩ gx and L
x := L ∩ gx.
For all integer n sufficiently large we set
Gn := exp(̟
n
FL), G
′
n := t
−nGnt
n.
When n is large enough, these are compact-open subgroups of G. Again for n sufficiently
large, we define two characters ξn : Gn → C
× and ξ′n : G
′
n → C
× by
ξn(exp(X)) := ψ(̟
−2n
F 〈Y,X +
1
2
[X+, X−]〉), X ∈ ̟
n
FL;
ξ′n(γ) := ξn(t
nγt−n), γ ∈ G′n
where X 7→ X− and X 7→ X+ denote respectively the projections onto g
− and g2 relative
to the decomposition g = g− ⊕ g2. These characters are Ad(x)-invariant (since x is in the
centralizer of both Y and t). Moreover, we can easily check, using the Campbell-Hausdorff
formula, that for n large enough, the character ξn coincide with the character χn
constructed in Lemma 6 of [33]. For all n for which G′n and ξ
′
n are defined, we set
W ′n := {v ∈ W | π(γ)v = ξ
′
n(γ)v ∀γ ∈ G
′
n}.
These subspaces are invariant by π(x) and by Lemma 8 and Lemma 9.(b) of [33], when n is
large enough, the natural projection W ։W/W (N0, ξ) restricts to an isomorphism
W ′n ≃W/W (N0, ξ). From there it easily follows that
(3) Tr πN0,ξ(x) = Tr π(x)|W ′n
for all n large enough. Fix a Haar measure dg on G and for n sufficiently large, let
ϕn, ϕ
′
n ∈ C
∞
c (G) be the functions defined by
ϕn(γ) =
{ 1
vol(Gn)
ξn(γ
−1), if γ ∈ Gn;
0, otherwise.
ϕ′n(γ) := ϕn(t
nγt−n).
Then π(ϕ′n) is a projection onto W
′
n and thus
(4) Tr π(x)|W ′n = Tr π(x)π(ϕ
′
n) = Tr π(x)π(t
−n)π(ϕn)π(t
n) = Tr π(L(x)ϕn)
where (L(x)ϕn)(γ) := ϕn(x
−1γ) for all γ ∈ G.
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Fix open neighborhoods ω ⊂ g and Ω ⊂ G of 0 and 1 respectively such that the exponential
map induces an F -analytic isomorphism exp : ω ≃ Ω. Let log : Ω→ ω denote the inverse of
this map. We fix a Haar measure on g such that the exponential map preserves measures
locally in a neighborhood of 0 and Haar measures on gx and gx whose product is equal to
the Haar measure on g. Choose e > 1 such that (1− Ad(x−1))Lx ⊃ ̟eFL
x and
〈Y, L〉 ⊂ ̟−eF OF . We can find an integer B > 0 satisfying the following conditions:
(5) The map
(̟BFL
x)× (̟BFLx)→ G : (Z,X) 7→ exp(−x
−1Zx) exp(X) exp(Z)
is an F -analytic isomorphism onto an open neighborhood of 1 contained in Ω and the
Jacobian of this map is constant equal to DG(x).
(6) For all m,m′ > B, all Z ∈ ̟mF L
x and all X ∈ ̟m
′
F Lx we have
log
(
e−x
−1ZxeXeZ
)
∈ X + Z − x−1Zx+
1
2
[X,Z + x−1Zx] +
1
2
[Z, x−1Zx] +̟m+m
′+e
F L.
(7) [L, L] ⊂ 2̟2e+1−BF L.
Assume n is large. By (3) and (4), we have
Tr πN0,ξ(x) =
∫
G
Θπ(xγ)ϕn(γ)dγ.
And by (5), this equals
DG(x)
∫
̟B
F
Lx
∫
̟B
F
Lx
Θπ(x exp(X))ϕn(exp(−x
−1Zx) exp(X) exp(Z))dXdZ.
By (6) and (7), we check that for Z ∈ ̟BFL
x and X ∈ ̟BFLx, we have
exp(−x−1Zx) exp(X) exp(Z) ∈ Gn
if and only if X ∈ ̟nFLx and Z − x
−1Zx ∈ ̟nFL
x and that in that case, we have
ξn(exp(−x
−1Zx) exp(X) exp(Z)) =ψ
(
̟−2nF
〈
Y,X + Z − x−1Zx+
1
2
(
[X,Z + x−1Zx]+
[Z, x−1Zx] + [X+ + Z+ − x
−1Z+x,X− + Z− − x
−1Z−x]
)〉)
.
Since x centralizes Y , we have 〈Y, gx〉 = 0 and thus Y is orthogonal to Z − x−1Zx,
[X,Z + x−1Zx], [X+, Z− − x
−1Z−x] and [Z+ − x
−1Z+x,X−]. Similarly, 〈Y, gi〉 = 0 for i 6= 2
so that Y is orthogonal to [Z−, x
−1Z−x] and [Z+, x
−1Z+x]. Finally, since 〈., .〉 is
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Ad(x)-invariant and x centralizes Y , we have 〈Y, [x−1Z+, x
−1Z−x]〉 = 〈Y, [Z+, Z−]〉. From
all of these, we get by direct computation that the above expression equals
ξn(exp(X))ψ
(
̟−2nF BY (Z−, x
−1Z+x− Z+)
)
.
So that finally we end up with
Tr πN0,ξ(x) =D
G(x) vol(Lx)−1
∫
(1−Ad(x−1))−1Lx
ψ
(
BY (Z−, x
−1Z+x− Z+)
)
dZ
× vol(̟nFLx)
−1
∫
̟n
F
Lx
ξn(exp(X))Θπ(x exp(X))dX.
Note that the lattice Lx of gx satisfies the assumptions (i) and (ii) of §3 of [33], that is
• Lx =
⊕
i∈Z Lx ∩ gx,i where gx,i := gx ∩ gi;
• The lattice Lx/(Lx ∩ Y
♯) is self-dual with respect to ψ ◦BY .
Hence, the same computation as that of the proof of Lemma 7 of [33] shows that
vol(̟nFLx)
−1
∫
̟n
F
Lx
ξn(exp(X))Θπ(x exp(X))dX = cπ,Ox(x)
when n is large. Thus, it only remains to show that
(8) DG(x) vol(Lx)−1
∫
(1−Ad(x−1))−1Lx
ψ
(
BY (Z−, x
−1Z+x− Z+)
)
dZ = DG/M0(x)1/2.
By construction, we have a decomposition Lx = LxY ⊕L
x,−⊕Lx,2 where LxY := L
x ∩ Y ♯. Fix
Haar measures on gxY := g
x ∩ Y ♯, V x,− and V x,2 whose product gives the (already fixed)
Haar measure on gx through the decomposition gx = gxY ⊕ V
x,− ⊕ V x,2. Up to scaling all
these Haar measures, we may assume that
vol(Lx) = vol(LxY ) = vol(L
x,−) = vol(Lx,2) = 1.
Then, as the function Z ∈ g 7→ ψ (BY (Z−, x
−1Z+x− Z+)) is invariant by translation by Y
♯,
we have
∫
(1−Ad(x−1))−1Lx
ψ
(
BY (Z−, x
−1Z+x− Z+)
)
dZ
= vol((1− Ad(x−1))−1LxY )
∫
(1−Ad(x−1))−1Lx,−
∫
(1−Ad(x−1))−1Lx,2
ψ
(
BY (Z−, (1−Ad(x
−1))Z+)
)
dZ+dZ−
=
∣∣det(1− Ad(x))|gx
Y
⊕V x,2
∣∣−1 ∫
(1−Ad(x−1))−1Lx,−
∫
Lx,2
ψ (BY (Z−, Z+)) dZ+dZ−
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where to get the last line we have used the fact that if V is an F -vector space, L ⊂ V a
lattice and T an endomorphism without the eigenvalue 1 such that TL = L, then
vol((1− T−1)−1L) = |det(1− T )|−1 vol(L). Since Lx,2 is the lattice dual to Lx,− with
respect to BY and ψ unramified, we have∫
Lx,2
ψ (BY (Z−, Z+)) dZ+ =
{
1, if Z− ∈ L
x,−;
0, otherwise
for all Z− ∈ V
x,−. Thus, we have∫
(1−Ad(x−1))−1Lx,−
∫
Lx,2
ψ (BY (Z−, Z+)) dZ+dZ− = vol(L
x,−) = 1
and consequently
DG(x)
∫
(1−Ad(x−1))−1Lx
ψ
(
BY (Z−, x
−1Z+x− Z+)
)
dZ = DG(x)
∣∣det(1− Ad(x))|gx
Y
⊕V x,2
∣∣−1
=
∣∣det(1−Ad(x))|V x,−∣∣
where for the last equality we have used the fact that
DG(x) =
∣∣det(1− Ad(x))|gx∣∣ = ∣∣det(1− Ad(x))|gx
Y
⊕V x,2⊕V x,−
∣∣ .
Furthermore, since V x,− and V x,2 are in duality under the form BY which is
Ad(x)-invariant, we have∣∣det(1−Ad(x))|V x,−∣∣ = ∣∣det(1−Ad(x−1))|V x,2∣∣ = ∣∣det(1− Ad(x))|V x,2∣∣ = ∣∣det(1−Ad(x))|gx∩n0∣∣
where in the second equality we have used the fact that Ad(x) is compact and in the last
one we have used (2). Similarly, since gx ∩ n0 and g
x ∩ n0 are in duality under the form 〈., .〉
which is Ad(x)-invariant, we have∣∣det(1− Ad(x))|gx∩n0∣∣ = ∣∣det(1− Ad(x))|gx∩(n0⊕n0)∣∣1/2 = DG/M0(x)1/2.
This shows (8) and ends the proof of the proposition. 
The following corollary is a direct consequence of the last proposition.
Corollary A.2. Set H :=M0,ξ ⋉N0. Let τ be a smooth irreducible representation of M0,ξ
(necessarily of finite dimension) and let χτ be its character. Assume that the central
characters of π and χτ coincide on the split center AG of G. Then, we have
dimHomH(π, τ ⊗ ξ) =
∫
M0,ξ/AG
DG/M0(x)1/2cπ,Ox(x)χτ (x
−1)dx
where the Haar measure on M0,ξ/AG is chosen so that vol(M0,ξ/AG) = 1.
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