This paper deals with the NP-hard single-machine total weighted tardiness problem with sequence dependent setup times. Incorporating fuzzy sets and genetic operators, a novel ant colony optimization algorithm is developed for the problem. In the proposed algorithm, artificial ants construct solutions as orders of jobs based on the heuristic information as well as pheromone trails. To calculate the heuristic information, three well-known priority rules are adopted as fuzzy sets and then aggregated. When all artificial ants have terminated their constructions, genetic operators such as crossover and mutation are applied to generate new regions of the solution space. A local search is then performed to improve the performance quality of some of the solutions found. Moreover, at run-time the pheromone trails are locally as well as globally updated, and limited between lower and upper bounds. The proposed algorithm is experimented on a set of benchmark problems from the literature and compared with other metaheuristics.
Introduction
Scheduling problems have been considered for over five decades. In this context, some research efforts are concerned with due date related objectives such as the maximum/total tardiness, the total weighted tardiness and the number of tardy jobs. However, the total weighted tardiness as the performance criterion has attracted a large amount of literature on scheduling. Many researchers have studied the single-machine total weighted tardiness scheduling problem -denoted as 1//∑w j T j by the three-field notation -and examined with different approaches. Lawler et al. have proved 1 that the 1//∑w j T j problem is strongly NP-hard. The single-machine total weighted tardiness scheduling problem with sequence dependent setup times (STWTSDS) -denoted in the literature as 1/s ij /∑w j T j -is strongly NP-hard too, because the STWTSDS is clearly more complicated than the problem with sequence independent setup times.
To solve the STWTSDS, some solution methods have been developed which may generally be classified into two categories, heuristic and metaheuristic algorithms. Lee et al. have proposed 2 one of the best known constructive heuristics employing a priority rule, called the apparent tardiness cost with setups (ATCS) rule. Although the ATCS can quickly derive a feasible solution to the STWTSDS, the performance quality of its solution is not superior, particularly for large size problems. Cicirello and Smith have proposed 3 four improvement heuristics, namely, limited discrepancy search, heuristic-biased stochastic sampling, valuebiased stochastic sampling and value-biased stochastic sampling seeded hill climber, as well as a simulated annealing (SA) approach. A beam search has been presented 4 by Valente and Alves. Lin and Ying have developed 5 some metaheuristics including a genetic algorithm (GA), a SA by means of a random swap and insertion search, and a tabu search by adopting a swap and an insertion tabu list. Liao and Juan have developed 6 an ant colony optimization (ACO) algorithm by introducing a new parameter for initializing pheromone trails and adjusting the timing of applying local search. Anghinolfi and Paolucci have proposed 7 another ACO algorithm in which a new scheme is applied to update pheromone trails. Anghinolfi and Paolucci have also developed 8 a discrete particle swarm optimization algorithm for the STWTSDS. Moreover, Tasgetiren et al. have proposed 9 a discrete differential evolution algorithm with excellent results by employing some constructive heuristics to generate the initial population.
In this paper, a new ACO algorithm is developed for the STWTSDS by incorporating fuzzy sets and genetic operators. Three well-known priority rules are adopted as fuzzy sets and then aggregated in order to calculate the heuristic information. In recent years, a number of hybrid algorithms combining ACO and GA have been developed for different problems (e.g., see Refs. [10] [11] [12] [13] . However, we combine ACO and GA in a manner somewhat similar to that in Ref. 12 . That is, when all artificial ants have constructed their solutions, genetic operators such as crossover and mutation are applied to generate new solutions. Moreover, a local search is performed to improve some solutions found. The proposed ACO algorithm is then compared with other metaheuristics developed for the STWTSDS. Computational experiments on 120 benchmark problem instances from the literature show the effectiveness of the algorithm, especially in comparison with the existing ACO algorithms. We would like to emphasize that the main goal of this study is to develop a new ACO algorithm that can outperform other ACO algorithms available in the literature for the STWTSDS.
The remainder parts of the paper are organized as follows. Section 2 provides the problem statement. In Sec. 3, the ACO algorithm developed for the STWTSDS is presented. Section 4 gives the computational results. Finally, Sec. 5 is the conclusions.
Problem Definition
The STWTSDS can be expressed as follows. There are n independent jobs that have to be processed on a single machine without interruption. All jobs are available at time zero. The machine can process one job at a time. Each job j has a processing time p j , a due date d j , a weight w j , and a setup time s ij if it immediately follows job i in the job sequence and s 0j otherwise, i.e., if it is first in the job sequence.
Let π be a sequence of jobs such that π = {π (0) , π (1) , …, π (n) }, where π (k) is the index of the job scheduled at the kth position and π (0) = 0 is a dummy job. The completion time of the job scheduled at the kth position can be calculate as
and its tardiness as
The total weighted tardiness of job sequence π is finally defined as
. Then, the objective is to find a sequence such that the total weighted tardiness is minimized.
Proposed ACO Algorithm
ACO algorithms belonging to the class of constructive metaheuristics have been applied successfully to hard combinatorial optimization problems (e.g., see Refs. 14 and 15). These algorithms are inspired by the foraging behavior of real ants in finding shortest paths from their nest to food sources. Real ants are social insects which live in colonies. They have not visual cues but use a chemical substance, called pheromone, deposited on their paths for communicating among each other. Ants that select longer paths will get to the food and back more slowly than ants that selects shorter paths. As a greater amount of pheromone is deposited on shorter paths, such paths will be chosen by following ants with higher probability. In the proposed ACO algorithm, each artificial ant probabilistically constructs step by step a solution as an order of jobs by completing at each step a partial solution. The construction of solutions by artificial ants is guided by both the heuristic information and pheromone trails. The heuristic information is determined by a new approach combining three priority rules. When every ant in the colony has built its solution, crossover and mutation operators are implemented on the population of the constructed solutions. A local search is then performed to improve the best solution found in the iteration. Moreover, the pheromone trails are updated at run-time through local and global updating rules, and limited between lower and upper bounds. The flow chart of the proposed ACO algorithm is shown in Fig. 1. 
Pheromone trails
In the proposed algorithm, a pheromone trail is associated with the assignment of a job to a position. Let τ h (k, j) be the pheromone trail denoting the desire of placing job j in the kth position of a sequence at iteration h of the algorithm. The pheromone trails form a kind of adaptive memory of previously found solutions. Like most applications of ACO, at the beginning of the proposed algorithm (and also at each pheromone trails resetting), a fixed value τ 0 is assigned to all pheromone trails. Then, at run-time, the trail intensities are updated by applying local and global updating rules. Moreover, to prevent the algorithm from convergence to local optima, like the max-min ant system 16 , the pheromone trails are always limited between a lower bound τ min and an upper bound τ max calculated as follows:
where G 1 and G 2 are two positive parameters,  is the global pheromone trail evaporation rate, and F * is the total weighted tardiness of the global best solution, i.e., the best solution found since the start of the algorithm.
It should be noted that, whenever a solution better than the current global best solution is found, τ max as well as τ min stated in Eq. (3) is modified and then, the pheromone trails are adjusted, that is, if a pheromone trail is smaller than the latest τ min or greater than the latest τ max , it is set equal to τ min or τ max , respectively. Obviously, the interval [τ min , τ max ] shifts to the right through modifying. This enforces that trails having a little amount of pheromone are increased to the new 
Published by Atlantis Press
Copyright: the authorsτ min . In addition, the amounts of the pheromone trails related to the new global best solution are allowed to be increased to the new τ max -by means of the global updating rule (see Eq. (13).
Heuristic information
Let η(k, j) be the heuristic information denoting the desire of placing job j in the kth position of a sequence.
The heuristic information represents a priori information about the problem or run-time information provided by a source different from the artificial ants.
In the ACO algorithms proposed in Refs. 6 and 7, the dispatching rule of ATCS has been used as the heuristic information. The ATCS rule combines the following three well-known priority rules in a single ranking index 17 :  WSPT (weighted shortest processing time) rule, which orders the jobs in non-increasing order of w j /p j ;  MS (minimum slack) rule, which schedules at time t the job with minimum slack where the slack of job j is calculated as max(d j -p j -t, 0);  SST (shortest setup time) rule, which orders the jobs in non-decreasing order of their setup times. According to the ATCS rule, at time t the job with maximum index is scheduled in which the index of job j at time t when job i has completed its processing on the machine is calculated as
where p is the average of the processing times of the unscheduled jobs, s the average of the setup times of the unscheduled jobs, K 1 the due date related scaling parameter and K 2 the setup time related scaling parameter.
In this paper, to combine the three priority rules mentioned above, a new approach is proposed as follows. Each of the rules is firstly adopted as a fuzzy set. To give an example, the WSPT rule may be viewed as: if the w j /p j of job j is large (where the concept "large" is fuzzy), it must be scheduled with a high desirability (representing the heuristic information). Accordingly, the WSPT rule is adopted as the fuzzy set of "jobs with large w j /p j ". Similarly, the MS and SST rules are, respectively, adopted as the fuzzy sets of "jobs with small slack" and "jobs with small setup time". Let
, R j (M) and R j (S) be the grade of membership of unscheduled job j (to be placed in the kth position of a sequence) in the fuzzy sets associated with the WSPT, MS and SST rules, respectively. These grades may be calculated in several manners. In this study, however, they are given by ( ) ,
where U is the set of all unscheduled jobs. Note that, to avoid division by zero, 1 is added to the slack in Eq. (6) as well as to the setup time in Eq. (7).
, R j (M) and R j (s) can then be aggregated in order to calculate the heuristic information. As an aggregation operator, four operators have been considered, including the maximum, average, product and minimum operators. Our experimental analyses show that the product operator can obtain better results than the others. Consequently, the desire of placing job j in the kth position -given that job i has been scheduled in the (k-1)th position and completed at time t -is calculated as ( ) ( ) ( ) ( , ) .
Clearly, the proposed approach stated in Eqs. (5)- (8) guarantees that the larger w j /p j , the smaller max(d jp j -t, 0) and s ij , the higher η(k, j). In addition, η(k, j) is always between 0 and 1.
Solution construction
Each ant constructs a sequence of jobs by starting with an empty sequence and then iteratively appending an unscheduled job to the partial solution until all jobs are scheduled. At each step, an unscheduled job is chosen by applying a transition rule so-called pseudo-random proportional rule 18 . The pseudo-random proportional rule is based upon a parameter q 0 between 0 and 1 which determines the relative importance of exploitation versus exploration.
A random number q uniformly distributed in [0, 1] is then generated. If q  q 0 , an ant at position k selects the unscheduled job j for which (exploitation)
where α and β are two positive parameters determining the relative importance of the pheromone trail versus the heuristic information. Otherwise, the ant selects an unscheduled job j according to the following probability distribution (exploration):
Local updating rule
While constructing a solution by an ant, the local updating rule is applied to the pheromone trails related to the selected jobs. So, if job j is placed at the kth position of the sequence (at iteration h), the amount of the associated pheromone trail is updated as follows:
where ρ' is the local pheromone trail evaporation rate. According to Eq. (11), τ h (k, j) is decreased from its earlier value (when τ h (k, j) = τ min , it of course remains unchanged). Hence, the effect of the local updating rule is to make choice of putting job j at the kth position less desirable for the next ants at iteration h in order to achieve diversification.
Genetic operators
As mentioned earlier, when all artificial ants in the colony have terminated their constructions, crossover and mutation genetic operators are implemented on the population of the constructed solutions to generate new regions of the solution space. These operators have a role in the diversification of the search permitting a better exploration of the solution space. In the other hand, since they perform a search in the neighborhood of the ant-sequences, they also have a role in the intensification of the search.
In this study, the crossover and mutation operators developed 19 by Chou for the problem with sequence independent setup times are adopted. The crossover operator combines information from two solutions as parents by the two point exchange method to produce four offspring, i.e., to generate four new solutions so that each of which has some characteristics of each parent. Parents are selected to undergo the crossover according to the bias roulette wheel method; as a result, the constructed solutions with lower objective function value are expected to have a higher chance of being selected. The number of parents is set equal to a percentage of the number of artificial ants. The percentage is a parameter defined as the crossover rate. Moreover, the mutation operator selects two genes (i.e., two jobs in a given sequence) at random and exchanges them. The swapping mutation mechanism is applied to the offspring as well as the solutions constructed by artificial ants in order to produce random variation.
Local search
To improve the performance of the algorithm, it is hybridized with a local search procedure having a role in the intensification of the search. We have tested various methods for the intensification phase, and found that the local search procedure proposed 7 by Anghinolfi and Paolucci is superior. The procedure performs a series of random insert moves until no improvement is found, and then executes a series of swap moves. Whenever a swap move is not able to find an improved solution, a new series of random insert moves is started. Moreover, after completing every n × (n-1) series of insert and swap moves, the procedure performs a random restart as in the iterated local search. The maximum number of random restarts allowed is limited by n/5. Since the local search procedure is clearly timeconsuming, to achieve a good trade off, it is applied only to the best solution generated at each iteration.
Global updating rule
Once all ants in the colony have completed their solutions, the global updating rule is applied to the pheromone trails in a way similar to that in Ref. 20 . First, each of the pheromone trails is evaporated (at the end of iteration h) as follows:
Then, the amount of each pheromone trail related to the global best solution is increased. If job j is placed at the kth position of the solution, the associated pheromone trail is updated as follows:
,
where Ω is a parameter determining the importance of the global best solution. The global updating rule allows the intensification of the search during the next iteration.
Computational Results
The proposed ACO algorithm has been coded in Visual C ++ and run on a Pentium 4, 2 GHz PC with 2 GB memory. To evaluate the performance of the algorithm, it has been tested on a set of 120 benchmark problems, each with 60 jobs, from Cicirello and Smith 3 (available at http://www.ozone.ri.cmu.edu/benchmarks.html). Each problem instance is characterized by three factors: the due date tightness factor specified by {0.3, 0.6, 0.9}, the due date range factor specified by {0.25, 0.75}, and the setup time severity factor specified by {0.25, 0.75}. For each of the 12 combinations of factor values, 10 problem instances with 60 jobs were generated.
Parameter settings
For setting the numeric parameters of the algorithm, in the preliminary experiment various combinations of the parameter values have been tested, where the following values have been superior and used for all further studies: 20 artificial ants in the colony, G 1 = 100, G 2 = 0.001, q 0 = 0.99, α = 5, β = 0.9, ρ = 0.03, ρ' = 0.1 and Ω = 4. In addition, τ 0 has been set to 1 and the crossover rate to 0.9. The pheromone trails are reset if no improvement can be made for 30 successive iterations, and the algorithm terminates when either the total number of iterations reaches 150 or no improvement can be made for 50 successive iterations.
Contribution of the genetic operators
To show the effect of incorporating the genetic operators, an experimental test has been conducted by temporarily removing them from the algorithm. For convenience, we denote the proposed ACO algorithm, which includes the genetic operators, as ACO GO , and the algorithm without the genetic operators as ACO -GO . Ten problem instances randomly chosen have been solved by ACO GO as well as ACO -GO . Each test problem has been tested for five trails, and the average total weighted tardiness achieved has then been chosen. In addition, to make a fair comparison, the maximum CPU time has been set to 45 seconds. Fig. 2 gives the percentages of improvement of ACO GO over ACO -GO . As seen, incorporating the genetic operators can improve the performance of the ACO algorithm.
Contribution of the local search
To show the effect of the local search, another experimental test has been conducted by temporarily removing it from the algorithm. The algorithm with (ACO GO ) as well as without (ACO GO -LS) local search has been tested on ten problem instances randomly chosen. Again, the maximum CPU time has been set to 45 seconds, each test problem has been tested for five trails, and the average total weighted tardiness achieved has then been chosen. Fig. 3 gives the percentages of improvement of ACO GO over ACO GO -LS. It is observed that incorporating the local search procedure can improve the performance of the ACO algorithm.
Performance analysis of the proposed algorithm
To assess the performance of the ACO algorithm proposed to solve the STWTSDS, each of the problem instances has been tested for ten trails. The numerical results are summarized in Table 1 , which gives, for each 
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Copyright: the authorstest problem, the best and average total weighted tardiness achieved. In the Ying,  TS: the tabu search proposed 5 by Lin and Ying,  DPSO: the discrete particle swarm optimization algorithm proposed 8 by Anghinolfi and Paolucci,  DDE: the discrete differential evolution algorithm proposed 9 by Tasgetiren et al. In Table 2 , to be consistent with the other algorithms, the best results achieved by ACO GO are used in the comparison. Moreover, for each problem instance, if the total weighted tardiness of a given solution (obtained by any algorithm) is F, the solution quality is then measured by the mean percentage difference from the BKS as (F -BKS) / BKS × 100.
In comparison with ACO LJ , ACO GO obtains better solutions for 98 problems and equal solutions for 16 problems. While in comparison with ACO AP , ACO GO obtains better solutions for 65 problems and equal solutions for 38 problems. The results concerning average of the deviations of all 120 test problems (shown in the last row of Table 2) confirm that the proposed ACO algorithm outperforms the other ACO algorithms, ACO LJ and ACO AP , as is the main goal of the paper. It is noted that, even if those instances with zero weighted tardiness for which ACO LJ has not obtained an optimal solution (e.g., test problem 30) are not considered, ACO LJ gives an average deviation equal to 34.72%. In such a situation, ACO AP gives an average deviation equal to 6.24%.
In comparison with RBS, ACO GO finds better solutions for 105 problems and equal solutions for 12 problems. In comparison with SA as well as GA, ACO GO obtains better solutions for 98 problems and equal solutions for 20 problems. In comparison with TS, ACO GO finds better solutions for 99 problems and equal solutions for 18 problems. However, in comparison with DPSO and DDE, ACO GO obtains better solutions for 25 and 5 problems and equal solutions for 38 and 42 problems, respectively. The results concerning average of the deviations of all 120 test problems confirm that the proposed ACO algorithm outperforms RBS, SA, GA and TS. Even if those instances with zero weighted tardiness for which RBS has not obtained an optimal solution are not considered, RBS then gives an average deviation equal to 85.59%. In such a situation, SA, GA and TS give an average deviation equal to 14.98%, 14.65% and 18.04%, respectively. Although DPSO and DDE outperform the proposed algorithm in terms of average deviation, it should be highlighted here that the Table 2 are the best results amongst several variants, whereas those of ACO GO are the best results achieved using only one configuration.
Finally, the average CPU times (in seconds) of the other algorithms (for each run) provided by the literature have been as follows: Because of the differences in the computer platforms used, a direct comparison of the computation times, of course, is difficult. However, the average CPU time of the proposed ACO algorithm is quite low and reasonable.
Conclusions
In this paper, a novel ant colony algorithm is developed for the single-machine total weighted tardiness scheduling problem with sequence dependent setup times. The main features of the proposed algorithm are that the heuristic information is calculated by adopting three well-known priority rules as fuzzy sets and then aggregating them, and that genetic operators are employed to search new regions of the solution space. Based on the heuristic information and pheromone trails, artificial ants construct solutions to the problem. Once all artificial ants have constructed their solutions, crossover and mutation genetic operators are implemented on the population of the solutions. Moreover, a local search is performed to improve the best solution found at the iteration. Undoubtedly, another feature of the proposed algorithm is that, to make the search more directed, at run-time the pheromone trails are purposefully updated (locally and globally) and limited (between lower and upper bounds). The proposed ant colony algorithm has been tested on a set of benchmark problems from the literature, and compared with other algorithms. The computational results demonstrate the superiority of the algorithm, in particular when comparing with the existing ant colony algorithms. The proposed algorithm has also found new best solutions for two instances. 
