We develop a bounded version of the nite injury priority method in recursion theory.
Introduction
We study a central problem in the eld of computational learning theory and the rst application of nite injury priority arguments from recursion theory in this area. Modern computational learning theory studies the existence and e ciency of \learning algorithms" for various computational problems. Most often these problems arise in complexity theory and have interesting hard combinatorial properties. Results in this eld give further insight into these fundamental problems, providing evidence as to their algorithmic properties and to their computational complexity.
We consider the on-line learning model, one of the two standard models in this eld (the other being PAC learning V], BEHW]). On-line learning is formally de ned in the next section. (See also Angluin Aa], Ab] .) The basic idea is that an algorithm acts to learn a concept C from among a large set of possible concepts. The algorithm takes no input but works by issuing a series of hypotheses H which are attempts to extensionally specify C's identity. These hypotheses are responded to by an environment which provides counterexamples to a hypothesis if it is wrong or says \correct" if the concept has been identi ed. A counterexample consists of an element in the symmetric di erence of the hypothesis and the concept to be learned. (In the parlance of computational learning theory this is called on-line learning with equivalence queries.)
In this paper we consider the problem of learning unions of rectangles of arbitrary dimensions. This problem has been well-studied in learning theory, as an interesting problem in its own right and because it generalizes several of the most fundamental concept classes studied in this eld (see Aa], R]). In particular, (1) it is a generalization of learning DNF formulas, (2) it is a special case of unions of intersections of half-spaces over the domain 0; n ? 1] d , and (3) unions of pairwise-disjoint rectangles are general cases of Boolean-decision trees over bounded integer domains.
In order to make these relationship precise we rst need to de ne the class of rectangles we consider. Let N be the set of natural numbers. 8i; j 2 N, we use i; j] to denote the set fi; : : :; jg if i j or otherwise. We de ne the class of all discretized axis-parallel rectangles ( Thus, x is in a union of three rectangles C 1 ; C 2 ; andC 3 . In general, a k-term DNF formula can be represented as a union of k rectangles. where a i are real numbers, and (a 1 ; : : :; a d ) is called the weight of the halfspace. Learning half-spaces has previously been considered in computational learning theory by Littlestone and Maass and Tur an ( L] , MTf]). Given any intersection of halfspaces, when any weight in any of those halfspaces contains exactly one nonzero component, then the intersection of the halfspaces is a rectangle. So learning rectangles is a special case of learning unions of intersections of half-spaces.
A Boolean decision tree is a binary tree where each non-leaf node represents a Boolean question and has a \true" and a \false" successor node, and where the leaves are labelled with a Boolean value classifying the input as being accepted or rejected. Decision trees in learning theory have previously been studied by Rivest R] . Any Boolean decision tree with k leaf-nodes is equivalent to a k-term DNF formula such that any two of those terms are disjoint, i.e., no examples satisfy more than one term. As we observed before that a k-term DNF formula can be represented as a union of k-rectangles. Hence, any Boolean decision tree can be represented as a union of pairwise disjoint rectangles. Jackson J] proved that any union of polynomially many discretized rectangles over the domain 0; n?1] d such that each of those rectangles is bounded on O( log d log log n ) sides is strongly pac-learnable with respect to the uniform distribution and using membership queries as well.
In the on-line learning model with only equivalence queries, problems of learning BOX d n by BOX d n and many other discretized geometric concepts have been studied in Maass and Tur an MTb, c, d, e] and, Bultman and Maass BM] In constructing algorithms to learn unions of rectangles with only equivalence queries, obvious approaches tend to fail because one faces two \credit assignment problems". The fundamental problem is in which dimension or to which rectangle can the information given by a counterexample be correctly used. On the one hand, to which rectangle in the target concept should a positive counterexample belong? On the other hand, in which dimension is the projection of a negative counterexample true for any rectangle in the target concept? A more precise and detailed explanation of these issues is given in Section 3. There is a potential relation between the \credit assignment problem" and the \injury" in an injury constructions in recursion theory. When one makes a wrong assignment, then one's goal is \injured" in the sense that one would never achieve his goal unless the assignment is undone. A solution to the credit assignment problem related to rectangle learning given by Chen and Maass CMb] is reminiscent of the nite injury priority method. The injury constructions in this paper can be viewed as a new method to solve the credit assignment problem by applying priority methods from recursion theory in order to construct concrete algorithms.
Previous work on learning unions of rectangles with equivalence queries was able to overcome the related credit assignment problem by employing local search strategies that could tolerate certain types of one-sided errors (see CMb]). Based on this design technique and certain more powerful local search strategies that can tolerate some twosided errors, Chen C] exhibited an algorithm for learning unions of two rectangles over the domain 0; n ? 1] 2 with O(log 2 n) equivalence queries and using unions of two rectangles as hypotheses.
In this paper we make the analogy with injury methods from recursion theory explicit in our proofs. This enables us to give a more precise analysis of methods present in earlier work in this area. And as well, it provides a more general and canonical construction of learning algorithms which can be used for new cases of learning of rectangles which were not possible before. The methods developed here are far from the full strength of nite injury arguments in modern recursion theory. They make essential and strong use of the notion of requirements and of their (bounded) injury, but only little use of priorities assigned to these requirements. Nonetheless they provide a new and useful method with which to explain several complicated constructions and proofs.
Using our methods we obtain the rst e cient and exact learning algorithms for three classes of unions of rectangles using equivalence queries. In Section 4 we show how to learn unions of two disjoint rectangles in polynomial time, with unions of two rectangles as hypotheses. This improves the previously known algorithm which works only for two dimensional rectangles. Improving this algorithm to apply to any pair of rectangles would imply P = NP PV]. In Section 5 we extend the methods of Section 4 to obtain an algorithm which learns unions of k 3 rectangles whose projections on some unknown dimension are pairwise-disjoint in polynomial time and using unions of at most (k ? 1)(log n + 1) rectangles as hypotheses. Finally, in Section 6, we present an algorithm which learns for constant d, unions of k rectangles in poly(k; log n) time and using unions of at most (4kd(log n ? 1) ? 2k(log n ? 3)) d rectangles as hypotheses.
Almost at the same time and in work independent from ours, 3 The Credit Assignment Problems
The \credit assignment problem" may be de ned as \the problem of assigning credit or blame to the individual decisions that led to some overall results" (Cohen and Feigenbaum CF] ). Obviously, this problem is ubiquitous not only in Arti cial Intelligence, but also in the study of adaptive neural networks, where credit or blame for the overall performance of the network has to be distributed to the individual components of the network.
In the study of learning unions of rectangles with equivalence queries, obvious approaches tend to fail because one would face two credit assignment problems: On the In order to learn C t , the learner needs to learn the parameters a i ; b i ; e i and f i , for i = 1; 2: As above, the learner will be a global algorithm that employs local search procedures to search for each of the eight parameters. In addition to the credit problem present in learning one rectangle, when the global algorithm receives a PCE y = (y 1 ; y 2 ) The nite injury priority method in modern recursion theory was invented by Friedberg F] and dominant design technique in modern recursion theory. In a typical nite injury priority argument (see, Soare S] ), one needs to achieve a \goal" (which is usually the construction of a set with certain properties). One divides this \goal" A into a sequence of in nitely many \requirements" fR i g i2N such that A is achieved if all the requirements R i are met or satis ed. Normally, one also assigns priority to the requirements. For example, if n < m, then the requirement R n is assigned priority over R m , and we say that R n has higher priority than R m . One then constructs a procedure which runs in stages. At each stage, one will take certain action to satisfy some requirement(s).
However, actions taken at some stage s for satisfying R m may at a later stage t > s be undone when action is taken for satisfying R n of higher priority. In this case, we say that R m is injured at stage t. The crucial feature of all nite injury priority methods is that each requirement is injured nitely often and so comes to a limit.
Consider designing a learning algorithm for a given concept class C over a domain X. For each target concept C t 2 C, the goal of the learner is to identify C t . One can design a sequence of requirements fR i g such that C t is learned if all the requirements R i are satis ed. However, there are substantial di culties when one applies an injury argument with priority to design a learning algorithm A for a concept class C over a domain X. First, one would like the complexity of the algorithm A to be bounded by a reasonable function f(n; jC t j) (usually f is a polynomial, or at worst exponential), where n is the size of the domain, and jC t j is the size of the target concept. Thus, the number of requirements designed by the learner must be bounded by f(n; jC t j).
Similarly, the number of injuries received by each requirements must also be bounded by f(n; jC t j). Second, in the nite injury priority method the domain is in nite. Once a requirement is injured, one can search the domain to nd a new element with which to \remedy" the injury, i.e., to satisfy the requirement again. However, in designing the learning algorithm A, the domain X is nite. Hence, once a requirement is injured, it is more di cult to remedy the injury within the domain X. Finally, in a construction using the injury method, one can decide whether a requirement is injured at each stage, because one can simply trace the entire (but nite) construction up to the current stage. However, this may not be true in designing a learning algorithm because of the desired complexity bound on the algorithm.
From One Interval to One Rectangle
In this section we begin with several basic results whose proofs exploit the ideas of an injury construction. The methods and techniques used illustrate how the problems mentioned here can be dealt with by injury arguments in this setting. Furthermore, they form the basis for the more complex constructions in the later sections of this paper where priority is essential.
Consider the following interval concept class
over the domain 0; n ? 1]. We now design an algorithm S to learn any target concept C t = 0; j] 2 HEAD(n). Here, we consider an extended environment which may respond with an NCE outside C t (called a true NCE) or an NCE in C t (called a false NCE) for a given hypothesis. We do this because, when we later consider rectangles of higher dimension, such false NCE's will be of concern in our algorithms. Stage s + 1 2. We consider three cases:
(1) If x s is an NCE and x s PS(s), then set RS(s + 1) = RS(s). For an NCE x s , we say that x s is an invalid NCE if x s PS(s), otherwise we say that x s is a valid NCE. Obviously, the extended environment cannot cheat the learner by giving an invalid NCE. In other words, Requirement R will never be injured by an invalid NCE. Algorithm S has the following properties that were originally given in CMa]: 
PS(s) RS(r) < NS(s)g). 2
The following two theorems establish relationships between the query complexity of Algorithm S and the number of injuries received during the learning process of S.
These two theorems are new interpretations of a result in CMa, b].
Theorem 3.2. Assume that R has received i injuries and, g invalid NCE's have been received during a learning process of S. Then, at most log n true NCE's and at most 2(log n + g + i) + i + 1 CE's occur in this learning process.
Proof. We rst estimate the number of true NCE's received in the learning process. Note that the learner receives i CE's within all the injury intervals. By Claim 3.3 and the previous analysis, there are at most log n true NCE and g invalid NCE outside all injury intervals. So, we only need to estimate how many PCE's are received outside all the injury intervals. Since R receives i injuries, there are at most i injury intervals. Hence, there are at most log n+g +i+1 maximal blocks of successive PCE's outside all the injury intervals in the learning process. Consider any such maximal block B that consists of k + 1 PCE's x s ; : : :; x s+k . By Claim 3.4, either k = 0 or k = 1. Moreover, when k = 1, then the maximal block B is uniquely determined by an injury interval. Therefore, there are at most log n + g + 2i + 1 PCE's occurring outside all the injury intervals.
Putting all together, we know that the learner receives at most 2(log n + g + i) + i + 1 CE's. 2 Theorem 3.5. Assume f false NCE's are received during a learning process for S.
Then, requirement R will receive at most 3f injuries in the process. (Of course, the number of invalid NCE's is at most f.) Proof. We de ne injury intervals as in the proof of Theorem 3.2. We now analyze how many CE's will be received within all the injury intervals. By Claim 3.3, there are at most f (false) NCE's received within all the injury intervals. So, we now need to estimate the number of PCE's received within all the intervals.
By de nition, for any injury interval r 0 ; r 00 ], we know that one receives a false NCE at stage r 0 . Suppose that there are l false NCE's received within the interval. Then, there are at most l maximal blocks of successive PCE's from stage r 0 to stage r 00 . Hence, there are at most f such maximal blocks within all the injury intervals. Consider any such maximal block B that consists of k + 1 PCE's x s ; : : :; x s+k . By Property 3.1 (iv), x s+1 NS(s), or x s+1 > RS(r) for some r 2 1; s]. In the rst case, x s+1 proves that NS(s) is a false NCE. This happens at most once for each false NCE. In the later case, x s+1 refutes the earlier hypothesis H r = 1; RS(r)]. The learner will never issue this hypothesis H r again at a later stage t > s + 1, since RS(r) < x s+1 RS(t). Furthermore, this event can only happen if the original CE x r to H r is a false NCE. Thus, there are at most f such hypotheses for which this event can occur. It follows from the above analysis that one receives at most 2f PCE's within all the injury intervals. Therefore, there are at most 3f CE's received within all the injury intervals, this implies that Requirement R receives at most 3f injuries. 2 Remark 3.6. We can design a learning algorithm S using a similar injury construction for the concept class TAIL(n) = f j; n ? 1]jj 2 0; n ? 1]g over the domain X = 0; n ? 1] such that analogous versions of Theorem 3.2 and 3.5 hold for S : By a direct transformation, we have that, 8a; b; Algorithm (iii) Suppose that there is a witness (r; S) for C t . If C t 2 BOX d n , then by (ii), r 2 rec(S) C t , contradicting r 6 2 C t . Now, suppose that C t 6 2 BOX d n . Choose S = C t .
Then, by (i), C t rec (S) . Because Proof. Given . This implies that neither R(i; 1) nor R(i; 2) will receive a positive injury. On the other hand, each NCE x s provides a CE for at least one of the 2d procedures. Furthermore, each NCE x s provides a true NCE for at least one procedure and a false NCE for at most (d ? 1) procedures. By Theorem 3.2, each of the procedures receives at most log n true NCE's, thus each procedure receives at most 2(d ?1) log n false NCE's. Hence, each procedure receives at most 2(d ?1) log n invalid NCE's, and by Theorem 3.5, each of R(i; 1) and R(i; 2) receives at most 6(d ? 1) log n negative injuries. 2. Claim 3.11 Assume C t 2 BOX d n . Then, with at most 4d log n + 44d(d ? 1) log n + 2d CE's the learner learns C t .
Proof. It follows from Theorem 3.2 and Claim 3.10 that each of the 2d procedures receives at most 2 log n+22(d?1) log n+1 CE's. Every CE for Algorithm LR provides one CE for at least one of its 2d procedures. Therefore, at most 4d log n + 44d(d ? 1) log n + 2d CE's are required to learn C t . 2 Claim 3.12. Assume that C t 6 2 BOX d n . Then, with at most 4d log n+44d(d?1) log n+ 2d + 1 CE's, the learner will nd a witness for it.
Proof. By Property 3.8 (iii), there are witnesses for C t . Since the learner issues a hypothesis H(s) 2 BOX d n at each stage during the learning process of LR, the learner will not receive a yes from the environment. If the learner nds a witness for C t with at most 4d log n+44d(d?1) log n+2d+1 CE's, then the claim is true. We now assume, by contradiction, that the learner has received s 0 = 4d log n+44d(d?1) logn+2d+1 CE's but hasn't found any witnesses. Thus, at stage s 0 + 1, rec(P(s 0 )) is consistent with all CE's in W(s 0 ). Recall that rec(PS(s 0 )) 2 BOX d n . Consider the learning process of LR on the target concept rec(P(s 0 )). Since Algorithm LR is deterministic and is oblivious to the input target concept, the learning process of LR for rec(PS(s 0 )) is the same as that for C t by the end of stage s 0 . There is no s 00 s 0 such that at stage s 00 the learner issued the hypothesis H(s 00 ) = rec(P(s 0 )), because if so a CE x s 00 would be received and thus x s 00 2 W(s 0 ), a contradiction to the consistency of rec(P(s 0 )) with all CE's in W(s 0 ). Therefore, the learner requires at least 4d log n + 44d(d ? 1) log n + 2d + 1 CE's to learn rec(P(s 0 )), a contradiction to Claim 3.11. 2 Now, Theorem 3.9 follows directly from Claim 3.11 and 3.12. 2
Unions of Two Disjoint Rectangles
It is open whether there is a polynomial time algorithm for learning unions of two rectangles over the domain 0; n?1] d using the same type of unions as hypotheses. Pitt and Valiant's work in PV] on the non-learnability of 2-term DNF formulas by 2-term DNF formulas under the assumption P 6 = NP implies that no positive solution to this problem exists if P 6 = NP. On the other hand, a polynomial time learning algorithm using O(log 2 n) queries was given in Chen C] because it only needs to do certain comparisons of two numbers and then compute a new number for next hypothesis and the sizes of all the numbers considered are of order log n. Algorithm LU(j) needs also to decide at each stage <s; m> whether a witness exists. This is done by searching each CE in W A (<s; m>) ? P A (<s; m>) and deciding whether it is in rec(P A (<s; m>)). Thus, the time complexity of LU(j) is poly(d; logn). 2 7 Unions of k Disjoint Rectangles
As noted in the rst section, Boolean-decision trees are special cases of unions of pairwise-disjoint rectangles over the domain 0; n ? 1] d . Recently, in his remarkable paper, Bshouty B] proved that Boolean-decision trees are polynomial time learnable with equivalence and membership queries. However, it is open whether unions of pairwisedisjoint rectangles are polynomial time learnable. In this section, we will show that any unions of rectangles whose projections on some unknown dimension are pairwise-disjoint are polynomial time learnable using only equivalence queries. Now, we assume that k 3. The priority of the requirements is R(0) > R(j 1 ; 1) = R(j 2 ; 2); 8j 1 ; j 2 2 1; d]:
We say that R(0) is injured at stage s, if 9E 2 D(s) (C t We say a node u; v] in T is valid if it has two children and both children are leaves.
Fix one leaf l in T such that the path from the root to l is the longest. Let f be the parent of l. By the construction, f must have another child g. If g is not a leaf, then the path from the root to one of its child is longer than the path from the root to l, a contradiction. Thus, g is a leaf. Hence, f is valid node. For any non-leaf node s, consider the subtree with the root s. Similarly, we can show that there is at least one valid node in this subtree. Therefore, any non-leaf node is on the path from the root to some valid node.
Because each time two children u; z] and z + 1; v] are added to a node u; v], they are disjoint and of length at most half of that of their parent u; v]. This implies that any two distinct nodes in T with a common ancestor distinct from themselves are disjoint, and the longest path in T is at most log n. Suppose that u; v] is a valid node. Then, according to the construction of T, E( u; v] ) \ C t 6 2 BOX d n . So, by Claim 5.3, u; v] contains parameters at the e-th dimension from at least two di erent rectangles in C t . Since the target concept C t has at most k rectangles, there are at most k ? 1 valid nodes in T. Hence, the number of non-leaf nodes of T is at most (k ? 1)(log n ? 1), and the number of leaves of T is at most 2(k ? 1) + (k ? 1)(log n ? 1). It follows from the construction of T that, jI(<s; m>)j is no more than the number of leaves of T, the number of executions of Case (i) is the number of non-leaf nodes of T. This implies that, jI(<s; m>)j 2(k ? 1) + (k ? 1)(log n ? 1) = (k ? 1)(log n + 1) and, the number of executions of Case (i) is at most (k ? 1)(log n ? 1 All three approaches are di erent in hypothesis representations and, more importantly, in the proof techniques. Maass and Warmuth's algorithm is the strongest in the sense that its query complexity matches the lower bound. Bshouty's algorithm can also cope with certain misclassi ed CE's, Our approach uses unions of rectangles as hypotheses and, with introduction of priority arguments in this setting, opens the possibility that other concrete algorithms can make good use of priority arguments.
Theorem 6.1. There are is an algorithm for learning U k BOX d n using O((4kd log n) d+1 d 2 log n) equivalence queries, where the time complexity of the algorithm is poly(k d ; log d n), and the hypotheses issued by the learner are unions of at most (4kd(log n ? 1) ? 2k(log n ? 3)) d rectangles.
Proof. Given The priority of the requirements is R(0) > R(j 1 ; 1) = R(j 2 ; 2); 8j 1 ; j 2 2 1; d]:
We say that R(0) is injured at stage s, if 9B 2 D(s) (C t Claim 6.3. During the learning process of Algorithm LUR, Case (i) can be executed at most 2kd(log n ?1) times, and jI(i; <s; m>)j 4k + 2k(log n ?1)+4k We say a leaf in T(i) is valid if it contains at least one parameter of C t . Because each time when two children e i ; z i ] and z i + 1; f i ] are added to a node e i ; f i ] in T(i), they are disjoint and of length at most half of that of their parent e i ; f i ]. This implies that any two nodes in T(i) with a common ancestor (di erent from themselves) are disjoint, and the longest path in T(i) is at most log n. Since C t has at most 2k parameters at the i-th dimension, there are at most 2k valid leaves in T(i). Assume that T(i) receives an e ective operation for a node w. Then, w contains at least one parameters of C t , this implies that at least one leave of T(i) with an ancestor w contains at least one parameter. Thus, an e ective operation of T(i) corresponds to one non-leaf node in the path from the root to some valid leaf of T(i). Hence, T(i) receives at most 2k(log n?1) 
