Abstract Wavelet or Fourier analysis is proposed as an alternative nonparametric method to simulate streamflows. An observed series is decomposed into its components at various resolutions and then recombined randomly to generate synthetic series. The mean and standard deviation are perfectly reproduced and coefficient of skewness tends to zero as the number of simulations increases. Normalizing transforms can be used for skewed series. Autocorrelation coefficients and the dependence structure are better preserved when Fourier analysis is used, but the mean and variance remain constant when the simulated and observed series have the same length. Monthly as well as annual flows can be simulated by this technique as illustrated on some examples. Wavelet analysis should be preferred as it generates flow series that exhibit a wider range of required reservoir capacities.
INTRODUCTION
In water resources engineering planning, design and operation studies it is desired to consider not only the historical inflows but also other inflow series that are statistically similar to the observed series so that various patterns of time series can be taken into account. This requires modelling the streamflows to generate so-called synthetic series that reproduce the historical statistical characteristics. Parametric models, mostly of ARMA(p, q) (autoregressive moving average) type, where p and q are orders of the autoregressive and moving average components, respectively, have been widely used for this purpose (Salas et al, 1980; Loucks et al, 1981) .
Certain problems arise in this approach. It is not a straightforward task to choose the appropriate model. Salas et al. (1980) discuss how the orders p and q can be determined. Once the model is identified, its parameters are estimated from the available data, where sampling errors may be of considerable magnitude because of short records. The fitted model usually does not reproduce the whole dependence structure of the flows as only the autocorrelation coefficients of lag one and maybe lag two are considered. State-dependent correlation statistics, persistence and threshold crossings cannot be preserved (Sharma et al, 1997) . Streamflows are mostly nonnormally distributed. Because ARMA models can be fitted to normal data only, it is necessary to apply an appropriate transformation in the case of non-normal data. Srinivas & Srinivasan (2000) discuss the drawbacks of parametric models.
Attempts have been made to use nonparametric methods for modelling streamflows without having to make assumptions about the probability distribution and autocorrelation structure. Bootstrap resampling techniques have been applied (Vogel & Shallcross, 1996; Lall & Sharma, 1996; Sharma et al, 1997; Tasker & Dunne, 1997) . Difficulties are encountered in reproducing the autocorrelation structure of the original time series. Model-based resampling, moving block bootstrap, nearest neighbour bootstrap and post-blackening approaches are developed to model dependent data (Srinivas & Srinivasan, 2000) . Sharma et al (1997) used kernel estimates of the joint and conditional probability density functions to generate synthetic streamfiow sequences.
A quite different nonparametric approach is based on the generation of synthetic series by wavelet or Fourier analysis. In this approach, the observed time series is first decomposed into its components at various frequencies, and then reconstructed randomly to generate new data. Feng (1998) and Bayazit & Aksoy (2001) used wavelets to generate synthetic streamflows. In this paper, simulation by wavelet transform is briefly reviewed. Then, the use of the Fourier analysis to generate synthetic streamfiow series is described. Advantages and drawbacks of the method are discussed by means of some examples.
SIMULATION BY WAVELET ANALYSIS
Wavelets are mathematical functions that break up a signal into different frequency components so that they can be studied at different resolutions or scales. They have advantages over the Fourier analysis in analysing the signals with discontinuities and sharp spikes. They were developed independently in various fields of mathematics, physical sciences and engineering. The concept of wavelets in its present form was first proposed by Morlet (1981) and Grossmann & Morlet (1984) . Wavelets were employed for signal transmission applications in electronic engineering (Daubechies, 1988; Mallat, 1989) , and used in geophysical applications (Foufoula-Georgiou & Kumar, 1994) . Smith et al (1998) attempted to apply the wavelet transformation to daily river discharge records to quantify streamfiow variability. The wavelet analysis, analogous to Fourier analysis, is used to decompose a signal by linear filtering into components at various frequencies and then to reconstruct it at various resolutions. Rao & Bopardikar (1998) describe the decomposition of a signal using a Haar wavelet, a very simple wavelet, defined as: where A: is a scale variable and / is a translation variable, both integers: k represents stretching (k > 0) or contraction (k < 0) of the wavelet and / its translation in time.
The terms \y{Z~kt -1) are called wavelet functions, and correspond to windows of various widths at various instants of time. They are scaled and shifted versions of the mother wavelet. Equation (2) shows that the wavelets are used as basis functions similar to the sine and cosine waves of the Fourier analysis.
The inverse transform is:
Now fi(?) is defined as the average of f(i) over an interval of size 2 k :
The resolution will decrease as k increases such that £."(/) =f(f) and £"(/) = 0 for a function with zero mean. The difference between the successive averages fk-i(t) and 4(0 is called the detail function at scale k:
It can be seen that:
Comparing equation (3) with equation (6), it is concluded that multiresolution analysis using the detail functions is identical to wavelet decomposition with a Haar wavelet. Bayazit & Aksoy (2001) proposed the following method for the generation of synthetic series. Given a discrete time series fi, fi, ..., f", ..., fv with zero mean of size N = 2 K , K a positive integer, discrete time forms of îtif) functions are computed as averages of f" over an interval of size 2 k :
f"=-
where / is the integral part of the number in parentheses; fo" is the original series, and fht are all zeroes. The detail functions g^ k = 1, ..., K, are then computed as: 
For each n, one now has K detail function values corresponding to different resolutions. Choosing randomly from among TV elements for each g£" and then summing them up by equation (6) a simulated value for f is obtained. The generation is continued following the steps described above. Figure 1 shows an example with N= 16 (K = 4). The functions gn, g2i, g3i and g« are the randomly selected detail function values of the first element of the simulated series at different scales k = 1 to 4, which are summed up to get f t ; gn, g22, g32 and g42 are the corresponding values for the second element f^. This scheme fails to preserve the correlation structure of the process. Bayazit & Aksoy (2001) proposed to modify the generation algorithm as follows. After obtaining the first element of the synthetic series as described above, the second element is generated by choosing for each k the detail function values gt" coming just after the values selected in the previous step. In Fig. 1 , g u , g22, g32 and g42 are selected in this way.
Data generation is continued like this, using for the generation of each element, the detail function values right next to those of the previous step for each resolution level k. It was found that the modified scheme was successful in reproducing the autocorrelation structure of the observed data, as well as its mean and standard deviation. The coefficient of skewness, however, could not be preserved, the generated data having an average skewness tending to zero as the number of simulations increases.
A restriction of the data generation by wavelet analysis is that the number of resolution levels K is related to the size of the available sample as N=2 K . For example, for N=32, a sample size that is rarely exceeded for annual flows, this number is K = 5. The number of non-identical synthetic series, each N = 32 years long, K that can be generated is equal to J~[ N12 -32 768. For N= 16, this is reduced to k=0 1024.
SIMULATION BY FOURIER ANALYSIS
A sample record fi, fi, ..., fv of a stationary time series î{i) sampled at N equally spaced points can be represented by the finite version of a Fourier series:
where it is assumed that f" has zero mean. The Fourier coefficients A q and B q are given by:
Synthetic series generation by Fourier analysis is similar to the generation by wavelet analysis. Harmonics f q " of equation (9) correspond to detail functions. Having calculated the Fourier coefficients by equation (10) from the observed values f", n = 1, 2, ..., N, a value of « is randomly selected and harmonics corresponding to q = 1 are calculated for that value of». Similarly, for each q a random value of « is used to compute the harmonics for that frequency. Summation of harmonics by equation (9) gives an element of the synthetic series to be generated. To reproduce the correlation structure, next element is generated increasing the value of « by one for each harmonic over that of the previous element. When n = N+ 1, generation is continued taking n = 1, with a small loss of the autocorrelation. Thus, a synthetic series of iV elements is obtained. Figure 2 shows an example with N = 16. The notation is similar to Fig. 1 : fn to fgi are the randomly selected harmonics at scales k = 1 to 4, which are summed up to get the first element fi of the simulated series; fi 2 to f 8 2 are harmonics next to fn to f 8i , respectively.
When the length of the simulated series is equal to that of the historical series (as in the examples below), the mean of the simulated series will be exactly the same as the historical mean, because each element of the detail functions in the case of the wavelet analysis (and each element of the harmonics in the case of the Fourier analysis) will have been used exactly once in generating the simulated series. This is also true when the length of the simulated series is a multiple of the length of the historical series. For series of other lengths, the mean will be somewhat different from the historical mean. When the Fourier analysis is used, the standard deviation also remains constant when the simulated series is of the same length as the observed series. The simulations will reflect various orders in which the generated values occur even though their means (and, in the case of the Fourier analysis, their standard deviations) do not change. Stedinger & Taylor (1982) argue that the persistence of droughts and other important characteristics of flow sequences are emphasized when the confounding effects of variations in the mean and variance of flow sequences are eliminated.
The number of non-identical series that can be generated is larger in this case, equal to ht 112 . ForN= 16, one can generate 16 synthetic series, each 16 years long.
APPLICATIONS

Annual streamflows
Simulation by Fourier analysis is applied to the annual flow series at Homa station on Manavgat River in Turkey. The record length is 40 years. Flows have a very small coefficient of skewness (C sx = -0.043) and rather high autocorrelation coefficients {r x = 0.509, T2 = 0.476, r 3 = 0.366). Thirty synthetic series, each 40 years long, are generated by Fourier analysis. Averages and ranges of the statistics of the synthetic series are shown in Table 1 , compared with those of the original series. Mean and standard deviation are perfectly reproduced. The average skewness coefficient is almost zero, very close to the historical value. Autocorrelation coefficients of lag one, two and three are also preserved. Their averages are slightly smaller (3-6%) than the historical values. Although the average skewness coefficient is almost zero, skewness of individual series varies in a rather wide range (from -0.66 to 0.66). Ranges of the autocorrelation coefficients of individual series are not so wide. A 32-year (32 = 2 ) portion of the annual flow series at Homa is used to generate synthetic series by wavelet analysis. The results of 30 simulations, each 32 years long, are given in Table 2 . The mean is perfectly preserved; average standard deviation is slightly higher than the observed value, with a rather wide range of variation. Again, average coefficient of skewness is zero. Averages of the first three autocorrelation coefficients are smaller than the observed values, with differences as high as 22% for the lag-one and 30% for the lag-three coefficients. Moreover, they vary in very wide ranges.
Autoregressive moving average (ARMA) models replicate the first few moments of the dependence structure, whereas nonparametric models may be successful in reproducing the state-dependent (nonlinear) correlation statistics. Sharma et al. (1997) defined forward (backward), above median and forward (backward), below median correlation coefficients to quantify nonlinear dependence in data. For a linear Gaussian process these should be the same. The hypothesis that there is no difference between sample forward (backward) above median and below median correlation coefficients of the Manavgat River data was not rejected by the tests described by Sharma et al. (1997) at the significance level of 0.10. Average values of forward (backward) above median and below median correlation coefficients of 30 simulations by Fourier analysis were practically the same (0.181, 0.204, 0.191 and 0.208, respectively) .
As another example, a 128-year long record of annual flows at St Louis on Mississippi River, USA is considered. Flows are positively skewed, with a coefficient of skewness equal to 0.74. They are transformed into a series of almost no skew is (Csy = -0.027) by the Box-Cox transformation y =x ' . The transformed series simulated by wavelet or Fourier analysis, which is then transformed back to the streamflows. Statistics of the original record and 30 synthetic series, each 128 years long, generated by wavelet or Fourier analysis are given in Table 3 . Mean and standard deviation of the historical series are very well preserved by both wavelet and Fourier analysis. In fact, the mean remains constant when the length of the generated series is the same as that of the historical series. Statistics of the series generated by Fourier analysis have much narrower ranges. In this case, the standard deviation does not change when the generated series has the same length as the historical series. Coefficient of skewness of synthetic series is on the average somewhat smaller than that of the historical series, difference is a little higher for the series generated by the Fourier analysis. Skew coefficients vary in wide ranges in simulations both by wavelet and Fourier analysis. Fourier analysis is more successful in preserving the autocorrelation coefficients, giving averages almost equal to those of the historical series. Ranges are also narrower when Fourier analysis is used.
A statistic that can be used in the validation of the streamflow generation models is the reservoir capacity required to provide a specified draft with the given flow sequence because synthetic series are frequently used in reservoir design and operation studies (Stedinger & Taylor, 1982) . For each of the simulated series, the reservoir storage capacity C s j m required for release of a target draft equal to 2/3 of the mean annual flow is calculated with the sequent peak algorithm, and divided by C 0 b s , the capacity calculated with the historical flow record. Cumulative distribution functions of the reservoir capacities x = C s im/C 0 bs are given in Fig. 3 . In the same figure, results obtained with the series generated by the AR(2) model are also shown.
It is seen that the reservoir capacities corresponding to series generated by the AR(2) model have the largest range, implying that much drier and wetter periods have been simulated. Wavelet-simulated series have a smaller range, and Fourier-simulated series have the smallest range. As explained before, all the Fourier-simulated series have the same mean and standard deviation, and all the wavelet-simulated series have the same mean (but different variances) when the length of the simulated series is the same as the length of the observed series as in these examples. Therefore, simulations reflect only the different flow sequences in the case of the Fourier analysis, and different variance and different flow sequences in the case of the wavelet analysis.
Monthly streamflows
Periodic (seasonal or monthly) flow series can be generated by Fourier or wavelet analysis using a similar procedure. A 20-year portion of the Manavgat River monthly flows at Homa was simulated by Fourier analysis. Table 4 shows the simulation results compared with the statistics of the original data. Averages of 10 simulations, each 20 years long, are given for each month and for annual flows.
It is seen that means, standard deviations and lag-one correlation coefficients of the monthly flows are successfully replicated. Averages of the simulated values of these statistics are practically equal to the corresponding historical values. Skew coefficients of monthly flows, however, are not preserved. In this case no transformation was applied to monthly data because a different transform would be needed for each month.
Average statistics of the annual flows generated as the sum of monthly flows are close to those of the observed annual flows. Mean and standard deviation are almost the same. The lag-one autocorrelation coefficient is somewhat smaller than the historical value. The skew coefficient is again not preserved, having a value close to zero.
CONCLUSIONS
In this study a nonparametric streamflow simulation model is presented that is based on wavelet or Fourier analysis. An observed series is decomposed into components at various frequencies and then randomly reconstructed to obtain a synthetic series. The following conclusions are drawn about the reproduction of the statistics. 1. The mean of the synthetic series is the same as that of the observed series when they have the same length. Standard deviation also remains constant in the case of Fourier analysis. However, standard deviations of individual simulations vary in a rather wide range when wavelet analysis is used. 2. Coefficients of skew of non-normal series cannot be reproduced. Simulated series have skew coefficients that vary in wide ranges, tending to zero on the average as the number of simulations increases, which may be explained by the central limit theorem. Non-normal series can be normalized by a suitable transformation, simulated by wavelet and Fourier analysis, and then transformed back. This procedure approximately reproduces the coefficient of skew of the original series. 3. Fourier analysis reproduces the first few autocorrelation coefficients quite well.
Average values are slightly smaller than the observed ones, and the variation among the simulations is reasonably small. Discrepancies are somewhat higher when wavelets are used in the simulation. 4. The state-dependent sample correlation coefficients of a linear Gaussian example are replicated in simulation. The case of nonlinear processes is not investigated. 5. Fourier analysis is not successful in generating streamflow series that require a wide range of required reservoir capacity, an important statistic in water resources studies. A wide range of capacities can be reproduced by wavelet analysis, although still not quite as wide as those of the autoregressive models. 6. Monthly streamflows can also be simulated similarly. Average values of monthly and annual means and standard deviations are very well reproduced. Lag-one correlations of monthly flows are also preserved, although that of annual flows is smaller than the historical value. Coefficients of skew are generally close to zero. 7. The number of non-identical series that can be generated is much larger when Fourier analysis is used. 8. Wavelet analysis seems to be more suitable than Fourier analysis for simulating streamflow series. This may be because wavelets can better analyse signals with sharp spikes as in the case of streamflow series.
