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 Extreme daily temperatures are meteorological events that can have significant impacts 
on human and natural systems.  As natural and anthropogenic climate changes occur, the 
frequency of extreme events is likely to change.  Because extremes do not change linearly with 
mean temperatures, it is important to directly examine the record of extremes.  This dissertation 
analyzes the temporal pattern of daily extremes over 1948–2001 in the south-central United 
States, and identifies significant changes in frequency and persistence, as well as relationships 
between extreme events and atmospheric circulation.   
 A global warming of approximately 0.6 Co has occurred over the past century, and further 
warming is projected for the next century.  Global warming has occurred more strongly in 
minimum temperatures than in maximums.  Trends have varied spatially, however, and the 
southeastern U.S. has experienced a general cooling in maximum temperatures in recent decades.  
This dissertation confirms that temperature trends in the south-central U.S. have differed from 
the global mean, and describes the corresponding changes in extreme daily event frequencies. 
 Multivariate cluster analysis is used to identify seven distinct sub-regions in the study 
area.  These sub-regions appear to be related to macro-scale climate-controlling factors, such as 
elevation and continentality.  This regionalization provides spatial foci for this research, as well 
as useful regions for future projects relating circulation or GCM output to surface conditions. 
 For the past half-century, significant trends in monthly-mean temperatures and intra-
monthly temperature variability have been identified in the study area.  These trends vary 
spatially and temporally in direction and strength, but the dominant pattern is decreasing mean 
maximum temperature through the region.  This overall cooling differs from the observed global 
warming over this period. 
 ix
 Generally negative trends in the frequencies of both extreme high maximum temperatures 
and extreme low minimum temperatures have been found in the region.  Also, the frequency of 
consecutive extreme high-temperature days is decreasing. 
 Temperature means, variabilities, and extreme events have been found to be significantly 
related to hemispheric-scale circulation.  These relationships are strongest during the cold 
season, when mid-tropospheric circulation is strongest.  These relationships should prove 






 In recent decades, one of the most intensively studied topics in the atmospheric sciences 
has been climate variability, particularly in terms of decadal to century-scale fluctuations (e.g. 
Karl et al. 1984; Karl et al. 1993; Hansen et al. 1995; Barrow and Hulme 1996; Mann et al. 1998; 
Michaels et al. 1998; North and Stevens 1998; Heino et al. 1999; Stern and Kaufmann 1999; Tett 
et al. 1999; Moberg et al. 2000; Stott et al. 2000; Horton et al. 2001; Lund et al. 2001; Robeson 
2002; Yan et al. 2002; Karoly et al. 2003).  Much of this work has been driven by concern about 
anthropogenically-driven increases in the atmospheric concentrations of radiatively-active gases 
such as carbon dioxide and methane.  It is hypothesized that these increases will result in an 
enhanced greenhouse effect and an increase in mean global temperature, while anthropogenic 
increases in atmospheric sulfate aerosols may counteract this warming to some degree (Karl et 
al. 1995a; Thompson 1995; Mitchell and Johns 1997; Tett et al. 1999; Wigley 1999; Crowley 
2000; Stott et al. 2000; Levitus et al. 2001; Meehl et al. 2003a).  However, regional-scale 
variations are likely to differ substantially from the global-mean change, with larger amounts of 
warming in some locations and seasons, and no change or even cooling in other places and 
seasons (McGuffie et al. 1999; Easterling et al. 2000a; Stott et al. 2000;  IPCC 2001). 
 Results from early general circulation model (GCM) experiments were mainly expressed 
as changes in long-term mean values of atmospheric variables such as temperature or 
precipitation, with natural internal variability being increasingly well-simulated in recent years 
(Fowler and Hennessey 1995; Mearns et al. 1995; Bell et al. 2000; Meehl et al. 2000b).  
However, in many cases, climate most directly affects humans and their activities (i.e. economic 
systems, comfort, health and mortality, agricultural productivity, etc.) through the occurrence of 
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extreme events such as droughts or floods, heat waves or cold spells, severe storms, or other 
drastic disturbances (Mearns et al. 1984; Wigley 1985; Kalkstein and Davis 1989; Katz and 
Brown 1992; Downton and Miller 1993; Miller and Downton 1993; Fowler and Hennessey 
1995; Barrow and Hulme 1996; Folland et al. 1999; Karl and Easterling 1999; Easterling et al. 
2000b; Parmesan et al. 2000; Curreiro et al. 2002; O'Neill et al. 2003).  As the climate system 
undergoes fluctuations (natural or anthropogenic), the spatial and temporal distributions of 
extreme events are likely to change.  However, it is unlikely that the frequency of extreme values 
of a climate variable will change in proportion to the mean of that variable; in fact, extreme event 
frequencies have been shown to be more strongly related to changes in variability (Mearns et al. 
1984; Wigley 1985; Katz and Brown 1992; Wagner 1996, 1999) than to changes in mean.  
Therefore, it is difficult to make inferences about the occurrence of extreme events in a particular 
variable under a changed climate regime based solely on fluctuations in the mean value.  For 
these reasons, it is critically important that analyses of past or future climate fluctuations include 
examination of variability and changes in the frequency of extreme events, especially when the 
impacts of climate change on human and natural systems are to be considered. 
 Empirical examination of trends in high-variability events such as temperature extremes 
provides valuable insight into the mechanisms of climate change.  Currently, GCMs are not able 
to accurately represent regional climate with the resolution that would be required to create 
scenarios of future extreme event patterns.  Therefore, quantification of the relationships between 
extremes and macro-scale circulation patterns – which are more predictable – allows estimation 
of the range of extreme event frequencies that may occur under an altered climate.  Identifying 
the linkages between regional climate extremes and larger-scale patterns is helpful in the 
development of climate models that are accurate at the regional level.  In addition, detailed 
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understanding of the patterns of regional climate extremes provides a validation tool for future, 
higher-resolution GCMs as well as regional-scale circulation  models (von Storch et al. 1993; 
Schubert 1998; Easterling et al. 2000b).  
Problem Statement 
 The overall research problem addressed in this dissertation is to assess whether changes 
in the frequency and/or persistence of extreme daily temperature events have occurred in the 
south-central U.S. over the past half-century.  The study area consists of the five-state region 
comprising Arkansas, Louisiana, Mississippi, Oklahoma, and Texas.  This study area is 
somewhat unique in the U.S., as it borders on the warm Gulf of Mexico, which has significant 
climate effects.  In addition, it has extremely steep east-to-west temperature and moisture 
gradients due to the effects of continentality and the general circulation, and experiences strong 
air mass interactions, particularly in winter.  Because the region is subject to a unique set of 
climate-determining processes, it is not necessarily the case that the southern U.S. will 
experience the same climate trends or variations that are encountered globally or for North 
America as a whole. 
To develop a complete picture of the character and variations of temperature extremes in 
this region, four types of extremes are addressed.  These are extreme daily maximum 
temperatures (hot maxima), extreme daily minimum temperatures (cold minima), anomalously 
low daily maximum temperatures (cool maxima), and anomalously high daily minimum 
temperatures (warm minima).  Each of these types is defined based on exceedances of specific 
statistical thresholds in the daily temperature distribution for a given day over the period of 
record.  For example, an extreme daily maximum could be defined as a value falling above the 
95th percentile of maximum temperature for that day over the period of record. 
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To provide a temporal resolution that is as useful as possible and to identify sub-seasonal 
climate variations, the frequencies of each type of extreme event are analyzed on a monthly 
basis, for each month of the year.  For each type of extreme, monthly time series of event 
occurrences (number of exceedances within the month) are calculated and tested for linear trends 
over the 1948 – 2001 time period.  In addition to changes in the frequency of daily extreme 
temperature events, trends in the persistence (i.e. number of consecutive days of the same type) 
of extreme events are analyzed. 
While frequencies of extreme events are calculated based on the temperature data for 
individual observing stations, the various analyses are focused on climatologically-homogeneous 
(in terms of temperature) sub-regions within the study area.  This sub-dividing of the study area 
is desirable because, although the region is relatively small in a global sense, significant spatial 
variations in topography, land cover, and moisture availability lead to significantly different 
climatic conditions across the study area.  The identification of homogeneous regions and the 
focusing of each of the subsequent analyses on these sub-regions permits the identification of 
meso-scale climate fluctuations affecting human and natural systems in the south-central U.S.  
Furthermore, evaluation of the spatial patterns identified in this sub-regional analysis can provide 
insight into the mechanisms and processes that control climatic patterns in this part of the 
country.  These sub-regions should provide useful foci for future downscaling from GCMs, 
particularly as GCM resolution is improving. 
 Although extreme events do not vary linearly with changes in the mean or variability of 
temperature, there is likely to be a relationship between the variables – extreme events are not 
likely to occur randomly from day to day or month to month.  Therefore, this study seeks first to 
describe the patterns of these more general variables within the individual sub-regions over the 
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period of record, as well as to relate them to macro-scale features in the general circulation.  For 
each month of the year, mean-maximum temperature, mean-minimum temperature, and the intra-
monthly variability of maximum and minimum temperatures are examined for trends over the 
period of record.  Also, these temporal patterns are related statistically to known teleconnection 
patterns influencing weather and climate in North America – such as the El Niño-Southern 
Oscillation (ENSO) phenomenon, North Atlantic Oscillation (NAO), or the Pacific/North 
American (PNA) pattern.   
This segment of the research is important because it allows a more complete 
understanding of the factors that influence extreme event frequency and persistence.  Extreme 
events can be (and are in other parts of this project) directly related to macro-scale circulation 
features.  However, examining extreme events in the context of monthly means and variabilities, 
and simultaneously evaluating the linkages between these monthly variables and hemispheric-
scale patterns, provides further insight into the global patterns that are affecting regional climate. 
The core of this research is the analysis of whether extreme temperature events have 
changed in frequency over the past half-century.  These analyses come in several forms.  First, 
extreme event frequencies are related to the interannual- and decadal-scale variations in monthly 
means mentioned above, in order to identify processes affecting the natural variability of extreme 
event occurrences.  Second, long-term linear trends in extreme event frequencies are discussed, 
distinct from the shorter-term variation superimposed on these trends.  Third, changes in the 
persistence of extreme events are described.  Finally, quantitative relationships are defined 
between extreme event frequencies and macro-scale circulation variables. 
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Hypotheses 
 Global temperature patterns over the past century suggest that warming temperatures and 
increased occurrences of hot extremes should be expected in the U.S.  However, recent studies 
have found that temperature trends are generally negative in the southern U.S. (e.g. Easterling et 
al. 1997), possibly due to increases in atmospheric moisture content (Gaffen and Ross 1999) or 
cloud cover (Hansen et al. 1995).  Therefore, a general a priori expectation of this study is that 
trends in this region would differ significantly from the global patterns.  To express this 
expectation, and address the research questions described above rigorously, a series of general 
hypotheses are tested in the course of this research.  These hypotheses are tested separately for 
each of the defined climatologically-homogeneous sub-regions in the study area.  
Hypothesis 1.  Statistically significant trends in long-term monthly means of daily maximum and 
daily minimum temperatures have occurred in the study region over the past century.  These 
trends are expected to vary from observed positive trends in global temperatures (Karl et al. 
1993; Jones et al. 1999) – specifically, overall cooling patterns are hypothesized for the south-
central U.S.  The magnitude of these trend should vary between months and also between 
maximum and minimum temperatures. 
 Hypothesis 2.  Statistically significant changes in the intra-monthly variability of maximum and 
minimum daily temperatures have occurred in the study region over the past half-century.  This 
hypothesis is predicated on numerous studies which have demonstrated both the importance of 
variability as a factor in climate change, as well as the generally negative relationship between 
intra-monthly temperature variability and the monthly mean temperature (e.g. Mearns et al. 
1984; Michaels et al. 1998; Moberg et al. 2000; Robeson 2002).  Based on this previous 
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research, the hypothesized decrease in temperatures should be associated with increases in 
temperature variability. 
Hypothesis 3.  The intra-monthly frequency of extreme temperature events by type (i.e. hot 
maxima, cool maxima, cold minima, warm minima) has changed in the study region over the 
past half-century.  This change is anticipated based on the statistical relationship between 
extreme values and the mean and variability of a temperature distribution (Wigley 1985; Katz 
and Brown 1992; Wagner 1999), as well as the previously hypothesized changes in temperature 
mean and variability.  Generally, a decrease in the frequency of extreme hot events and a lesser 
decrease in extreme cold events is anticipated, based on the preceding hypotheses regarding 
temperature means and variability. 
Hypothesis 4.  The persistence (i.e. frequency and length of runs of consecutive daily extremes) 
of extreme events has changed significantly over the period of record in the study region.  This 
factor is important to consider because many of the impacts of extreme events (e.g., on human 
mortality or agricultural productivity) are exacerbated by the occurrence of multi-day events 
(Karl and Knight 1997; Huth et al. 2000).  If the frequency of individual extreme events has 
decreased, it is reasonable to assume that the likelihood of a run of extreme events has also 
decreased.  Also, the length of runs should be affected by changes in the frequency of one-day 
events- with a decrease in hot events, as hypothesized, runs of extreme heat should diminish.  
These changes are more likely if the occurrence of extremes is tied to changing frequencies of 
large scale atmospheric patterns, as discussed below.  Previous research seems to provide a basis 
for this hypothesis: the frequency of heat waves appears to have decreased over the past half 
century in the southern U.S. (Robinson 2001; Frich et al. 2002), although heat wave deaths for 
the U.S. as a whole have increased (Changnon et al. 2000). 
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The trends and changes referred to in the first four hypotheses should be taken as long-
term linear increases or decreases in the variable of record, as distinct from interannual or 
decadal-scale oscillations resulting from natural generators of atmospheric variability such as 
ENSO.  This is not to imply that shorter-term variability is considered as noise (these processes 
are treated in this dissertation) nor that identified long-term changes are inherently non-natural 
(anthropogenic), but rather that the focus of this research is intended to be on long-term changes 
that may be related to either natural or anthropogenic forcings, with an eye toward improving 
understanding of the types of climate variability that may be experienced in the study region 
during the next century.  The choice of linear trends is appropriate given that anthropogenic 
forcings are likely to be quasi-linear (or at least non-cyclical) changes.  Clearly, it is vital that 
patterns and changes in the frequency of circulation patterns such as NAO or the PNA pattern be 
considered to provide a full assessment of climate means and extremes (Folland et al. 1999; 
Meehl et al. 2000b).  The final hypothesis addresses this question, and attempts to link daily 
extremes with larger scale parameters quantitatively.  
Hypothesis 5.  A statistically significant relationship exists between the variables discussed in 
Hypotheses 1-4 and the strength/phase of defined hemispheric circulation patterns (as indicated 
by teleconnection indices).  Macro-scale atmospheric circulation has been found to be related to 
temperature means and variabilities in North America (e.g. Leathers and Palecki 1992; 
Henderson and Robinson 1994; Smith and Sardeshmukh 2000) as well as to temperature 
extremes (e.g. Higgins et al. 2002; Wettstein and Mearns 2002).  Therefore, it is anticipated that 
macro-scale circulation parameters will explain significant amounts of the interannual variability 
in extreme temperature event frequencies. 
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Justification 
 This research will provide valuable additions to our understanding of the global climate 
in several ways.  First, as described above, considerable national and international concern exists 
regarding the potential impacts of anthropogenic alterations to atmospheric composition.  While 
this project does not differentiate between natural and anthropogenic effects, identifying long-
term climate trends at the regional level is an important first step in the analysis of the impacts of 
both sources of variability.  Some of the most significant impacts of climate variability are likely 
to be changes in the occurrence of extreme temperature events, which tend to have severe effects 
on human and natural systems.   
These impacts are likely to vary significantly from region to region and seasonally; in 
addition, changes are likely to vary in intensity and direction between different variables.  For 
example, it has already been observed that monthly mean maximum and minimum temperatures 
for many regions of the globe are exhibiting differing trends, with a general warming in 
minimum temperatures at about three times that for maximum temperatures (Karl et al. 1984; 
Karl et al. 1993; Hansen et al. 1995; Easterling et al. 1997; Jones et al. 1999).  Daily extreme 
temperatures are particularly important to examine because changes in these (both on the hot and 
cold ends of the scale) can have direct and immediate implications on a wide range of issues, 
including but not limited to human comfort, health, and mortality, crop development and 
productivity, energy consumption, and the health of natural ecosystems (Downton and Miller 
1993; Miller and Downton 1993; Chestnut et al. 1998; Colombo et al. 1999; Guest et al. 1999; 
Kunkel et al. 1999; Easterling et al. 2000b; Meehl et al. 2000a; Curreiro et al. 2002). 
 In terms of application, this study can be thought of as a step toward improved 
downscaling of extreme temperature events for the region in question.  Although improving 
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rapidly, general circulation models are not yet able to reproduce climate patterns at a scale fine 
enough to allow direct evaluation of potential future changes to extreme event magnitude or 
frequency, particularly when examining variability at the regional scale (Risbey and Stone 1996; 
Schubert and Henderson-Sellers 1997; Schubert 1998; McGuffie et al. 1999; Butler 2003).  In 
contrast, GCMs are becoming increasingly adept at reproducing the circulation of the 
atmosphere at the global scale, in terms of means as well as natural variability (Easterling et al. 
2000b; Meehl et al. 2000b).  As a result, the global-scale results from GCMs must be 
downscaled to the regional level using one of two general approaches: process-based (using 
regional-scale models nested within the field of the global model) or empirical (relying on 
statistical methods to develop transfer functions between spatial scales) (Hewitson and Crane 
1996; Kidson and Thompson 1998; Schubert 1998; Meehl et al. 2000b).  This project serves as 
an essential first step in support of the second approach as it identifies statistical relationships 
between the macro-scale atmospheric circulation and the frequency and persistence of 
temperature extremes at the local and regional level.  Once identified, these empirical 
relationships can be applied to the output from any global-scale model to estimate the impacts on 
regional climate of altered environmental conditions including, but not limited to, increases in 
the atmospheric concentration of greenhouse gases and/or aerosols (e.g. Robinson 1992b; von 
Storch et al. 1993). 
 A second area of applicability for this project comes in the area of seasonal climate 
forecasting.  Macro-scale circulation patterns (such as the teleconnection patterns discussed here) 
tend to be predictable with some skill for individual seasons.  The relationships between 
circulation patterns and extreme temperature events identified in this project should permit 
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improved forecasting of high-variability events such as temperature extremes, particularly if 
long-lead forecasting models improve in the future. 
 Projects of this nature can (and should) be carried out in any region.  However, it is 
believed that the south-central U.S. is an especially important focus for research on extreme 
events.  This region is an important producer of a variety of agricultural commodities, including 
several types of livestock, and the implications of changed climate could be severe, particularly 
in marginal agricultural areas (Parry and Carter 1985).  In addition, this area is home to several 
large and growing urban centers (U.S. Census Bureau 2001), and while the impacts of extreme 
high temperatures on human mortality tend to be weaker in the hotter southern parts of the 
nation, where many residents are protected by air conditioning and acclimatization (Kalkstein 
and Davis 1989; Davis et al. 2003), there is still a large vulnerable population in the study area 
and changes in extreme event character could certainly be expected to alter the risks.  In 
particular, relatively disadvantaged socioeconomic groups, lacking easy access to climate control 
technology and health care, remain disproportionately at risk of heat-related mortality (O'Neill et 
al. 2003). 
Furthermore, the study area addressed here is uniquely vulnerable to a wide range of 
meteorological threats, including both extreme heat and cold, as well as more dramatic events 
such as tropical storms, tornadoes, severe thunderstorms, and winter ice storms.  The climate of 
this region is significantly affected by its proximity to the Gulf of Mexico, which contributes to a 
strong continentality effect as well as a source of moist maritime air masses.  Combined with the 
latitudinal extent of the region, the result is a steep gradient of moisture and temperature from 
east to west.  Accordingly, this climate region is somewhat unique in comparison to the rest of 
North America, and is an appropriate focus for regional-scale climate analysis.  Due to its 
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uniqueness, it is reasonable to expect that climate variability in the southern U.S. may differ from 
global or North American patterns. 
Finally, the southern part of the U.S., in particular the Gulf Coast, can be thought of as a 
transition zone into the very different tropical climates found to the south.  Some researchers 
have expressed concern that climate changes in this area could introduce tropical diseases and 
pests that could have drastic economic consequences (Rogers and Randolph 2000).  Therefore, 
for all of these reasons, it is important to have an up-to-date understanding of climate variability, 
and in particular the variability of temperature extremes, in this region. 
Outline of Project 
 To achieve the goals outlined above, the project is divided into three sections.  The first 
section consists of a cluster analysis to delineate climatologically homogeneous sub-regions 
within the overall study area.  The second section searches within each of the homogeneous 
regions identified above for trends in monthly mean values of maximum and minimum daily 
temperature, and examines the intra-monthly variability of these variables.  In that section, 
temporal patterns in monthly mean-maximum, mean-minimum, and temperature variability are 
related to upper-level circulation patterns through the use of correlation analysis with known 
teleconnection indices.  The third section focuses on the frequency and persistence of extreme 
values of maximum and minimum daily temperature.  Trends in the monthly frequencies of four 
types of daily extreme – anomalously high and low daily values for both maximum and 
minimum temperature – are analyzed, as are trends in the persistence of these events.  In 
addition, temporal patterns in the frequency and persistence of extremes are related to monthly 
indices of macro-scale circulation. 
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CHAPTER II 
REVIEW OF LITERATURE 
 Overall, a global warming of approximately 0.6 C o has occurred over the past century 
(Jones et al. 1999; Tett et al. 1999), although the magnitude of this warming is somewhat 
uncertain due to factors such as measurement errors, station moves, and instrument changes.  In 
addition, the warming has not occurred linearly throughout the century and is not evenly 
distributed across the globe, with larger amounts of warming identified in the early and late parts 
of the century in the middle and high latitudes of the Northern Hemisphere, and even some 
cooling trends in places, including parts of the U.S. (Easterling et al. 1997; Easterling et al. 
2000a; Easterling 2002; Karoly et al. 2003).  While many natural processes contribute to global 
temperature variability, the Intergovernmental Panel on Climate Change (2001) concludes that 
human activities are at least partially responsible for the observed warming in the 20th century 
and particularly for that warming which has occurred in the latter half of the century, a view 
supported by numerous others (e.g. Mann et al. 1998; Tett et al. 1999; Wigley 1999; Crowley 
2000; Stott et al. 2000; Levitus et al. 2001; Meehl et al. 2003a; Meehl et al. 2003b).  A somewhat 
different stance is taken by Cicerone et al. (2001 p. 17), who agree that a human fingerprint is 
strongly implied, but state that the evidence for an anthropogenic impact is not unequivocal 
given the current incompleteness of our understanding of natural variability due to processes and 
feedbacks internal to the climate system, as well as the comparable magnitude of climate swings 
observed in the past. 
 GCM results indicate that these global trends may continue through this century, 
resulting in a global warming of 1 to 3.5 Co over the next century (Wigley 1999;  IPCC 2001; 
Knutti et al. 2002; Stott and Kettleborough 2002).  Many global modeling studies are in general 
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agreement that minimum temperatures will continue to increase faster than maxima, resulting in 
further decreases in diurnal temperature range, and that rising mean temperatures should lead to 
more extreme highs and fewer extreme lows.  In conjunction with these changes, increases 
(decreases) in the frequency of heat (cold) waves can also be plausibly expected.  However, an 
important caveat is that changes to daily variability should significantly modify changes in 
extremes relative to what would be expected from a simple mean change (Katz and Brown 1992; 
Easterling et al. 2000b; Meehl et al. 2000b). 
Therefore, concern about potential global and regional climate changes resulting from 
human activities has been a motivating factor behind a large amount of research in the 
atmospheric sciences.  Many projects have sought to determine whether ongoing changes in the 
means and variability of climate elements can be identified and, if so, to what extent these 
changes can be attributed to human actions.  These projects have been conducted at a wide range 
of spatial and temporal scales.  Other researchers have focused on the future impacts of climate 
change, building scenarios of potential human and environmental reactions to various levels of 
perturbation in the climate system.  
Maximum/Minimum Temperature and Diurnal Temperature Range 
 While increases in the mean temperature (globally or regionally) represent important 
causes for concern, changes to maximum or minimum temperatures may be more significant in 
terms of impacts on agriculture, human health and mortality, energy demand, and ecosystem 
processes.  For example, the negative impacts of warming on some crops may be mitigated if 
minimum temperatures increase more rapidly than the maximum, particularly as nocturnal 
warming may reduce the likelihood of freeze events, or lengthen the growing season by altering 
the timing of the first/last freeze of the winter.  On the other hand, warming nocturnal 
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temperatures and reduced freeze frequency may impact agriculture and natural vegetation 
negatively by allowing insect pests to survive the winter more easily (Downton and Miller 1993; 
Stooksbury and Michaels 1994; Rosenzweig and Tubiello 1996; Dhakhwa and Campbell 1998; 
Easterling 2002).  Several studies have examined trends in daily maximum and minimum 
temperatures over the past few decades, both globally and at smaller scales.  In many cases, the 
results indicate that while mean temperatures have increased, the bulk of this increase is due to 
changes in the minimum temperature, while daily maximum temperatures have remained steady 
or increased only slightly (e.g. Karl et al. 1993; Easterling et al. 1997).  Associated with this 
asymmetric change in maximum and minimum temperatures has been an often significant 
decrease in the diurnal temperature range (DTR).  
 Karl et al. (1984) were among the first to address these trends in a study of nonurban 
stations in the U.S. and Canada for the period 1941 through 1980.  Their results indicate that the 
DTR has decreased at a statistically significant rate at a large number of stations, although they 
found that this decrease was not spatially coherent (i.e. there was a relative lack of clear spatial 
patterns in the distribution of DTR trends), which implies that there may not be a clear 
relationship between this trend and atmospheric circulation.  Temporally, they found that the 
decrease in the DTR has been most pronounced in summer and early autumn.  In contrast to the 
DTR, they found that trends in mean monthly maximum and minimum temperatures do exhibit a 
high degree of spatial coherence, supporting the idea that these trends may be linked to changes 
in circulation patterns, but that these trends are less frequently statistically significant than are 
the trends in DTR. 
 At the global scale, trends in maximum and minimum temperatures were examined by 
Karl et al. (1993) and Easterling et al. (1997).  Karl et al. (1993) found that, globally, mean 
 15
minimum temperatures over land surfaces increased approximately three times faster than mean 
maximum temperatures over the period 1951-1990, with an increase of 0.84 Co in the minimum 
compared to a 0.28 Co increase in the maximum.  This has resulted in a decrease of 
approximately 0.5 Co in the mean DTR, which is roughly equal to the observed rise in the 
average global temperature.  As in the Karl et al. (1984) paper described above, however, a 
significant amount of spatial variability is evident in these results.  For much of the U. S., the 
maximum and minimum trends identified by Karl et al. (1993) are the opposite of the global 
patterns, with decreasing trends in mean maximum temperature observed over much of the 
southern U. S.  For minimum temperature, small cooling trends are observed in the southeastern 
U.S. along with significant warming over the rest of the U.S. and Canada.  Together, these trends 
result in significant decreases in the mean annual DTR for North America taken as a whole.  
Variations are also apparent seasonally: In the U.S., the decreasing trend in DTR is statistically 
significant in each season except for spring (MAM), and is greatest in autumn (SON), which 
exhibits a rate of decrease of -3.0 Co per century.  Karl et al. (1993) reported that cloud cover has 
increased in many areas with decreasing DTR, although they indicated that further work is 
needed to develop a complete explanation for the observed temperature trends.  Travis et al. 
(2004) further explored the relationship between cloud cover and DTR, and demonstrated that 
the reduction of high cirrus clouds (due to the lack of airplane contrails) during the 11-14 
September 2001 airplane grounding was associated with significant increases in DTR.  Also, 
they found that maximum temperature responded more strongly to the lack of cirrus cloud cover 
than minimum temperatures. 
 The results of Karl et al. (1993) are further supported by those of Easterling et al. (1997), 
who analyzed monthly temperatures at 5400 stations worldwide for the period 1950-1993.  For 
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the globe as a whole, this study found that the mean minimum temperature has increased at a rate 
of 1.86 C° per century while maximum temperatures have increased at a slower rate of 0.88 C° 
per century, resulting in a net warming and a decreasing DTR (-0.84 C° per century).  The trends 
in minimum temperature and DTR reported are somewhat different from those identified by Karl 
et al. (1993), a difference that is explained by the inclusion of more tropical stations as well as 
the effects of the Mount Pinatubo eruption in the latter study.  In contrast to the global patterns, 
Easterling et al. (1997) found that mean maximum temperatures have decreased in nearly all of 
the U.S., while minimum temperatures have shown small increases in all but the Northeast (a 
slightly different spatial pattern than that described by Karl et al. (1993)).  The net result is a 
decrease in DTR of roughly 1-3 C° across nearly all of the contiguous U.S. and much of Canada.  
While both of these papers were mainly focused on global-scale changes, they identified 
significant spatial and temporal differences in temperature trends in the past century.  This result 
indicates the importance of addressing these patterns at the regional scale, particularly through 
the use of climatically-homogeneous regions as is done in this research project. 
 Knappenberger et al. (2001) provided a detailed look at temperature trends in the U. S. 
over the past century, and described three distinct periods of change: warming from 1900-1940, 
cooling from 1940-1970, and a renewed period of warming from 1970 to the present.  Of 
particular relevance to this study, they defined differences between the two periods of warming. 
The earlier warming and cooling periods were characterized by a tendency toward increased 
temperature extremes, while the later warming period shows a predominance of warming on the 
days with the lowest temperatures (i.e. the bulk of the warming is in the form of increased low 
temperatures while the highest temperatures have shown a more modest increase).  This pattern 
in the latter part of the century is indicative of a more moderate rather than a more extreme 
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climate, and implies that hot extreme events may become less frequent despite the overall 
increase in mean temperature.  While the warming in the early part of the century was due 
largely to natural causes, the later period of warming was at least partly driven by anthropogenic 
causes (Karoly et al. 2003). 
 Regional rends in maximum and minimum temperatures have also been examined for a 
number of locations outside the U. S.  Skinner and Gullett (1993) found a temperature increase 
of 1.1 C° in Canada over the past century, composed of a 0.7 C° increase in maximum 
temperatures and a 1.5 C° increase in the minimum.  Over the most recent part of their record 
(1950-1989), they found no significant trends in either maximum or minimum temperatures at 
the national scale.  At smaller spatial scales, however, significant trends in both variables were 
found in some seasons for various sub-regions of Canada, indicating the need for careful 
regional-scale analysis to fully identify patterns of climate variability. 
 These Canadian results are verified by Vincent et al. (1999), who likewise detected an 
overall warming for the country, with a greater increase in minimum temperature than in 
maximum over the past century, and with the bulk of the warming in the winter and spring 
seasons.  When they focused on the second half of the century (1946-1995) they detected  
approximately equal rates of increase in both maximum and minimum temperatures, again 
mainly in winter and spring, with a pronounced spatial pattern of cooling in northeastern Canada 
and warming in western Canada. 
 Quintana-Gomez (1999) examined annual-mean maximum and minimum temperature 
series and annual-mean DTR for eleven stations in Colombia and Venezuela.  He found 
significant linear increases in minimum temperatures at most stations over the last 25 years of his 
available temperature record (1966-1990) along with a significant decrease in DTR.  The DTR 
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decreases were found to be greater at higher elevations.  Significant decreases (of smaller 
magnitude) were detected in six of the eleven maximum temperature time series.  As in the U. S. 
results discussed above, these regional findings differ markedly from the overall global patterns.  
It is of interest to note that these trends in the Tropics match the extra-tropical U.S. results 
described above.  Quintana-Gomez (1999) attributed the observed trends to increases in 
cloudiness, particularly in the mountainous regions of his study area, as well as to urban heat 
island effects and other impacts of population growth and increasing industrialization. 
 In a study of temperature trends in central Europe for the period 1951-1990, Brazdil et al. 
(1996) found results that are similar to, but much less significant than, the general global 
patterns.  They reported that annual mean maximum temperatures have increased slightly less 
than minimum temperatures, resulting in a slight decrease in DTR, but that none of the trends are 
statistically significant except for the increase in minimum temperatures in spring.  Perhaps more 
importantly, they found some significant warming and cooling trends (mostly in minimum 
temperatures) in all seasons when smaller sub-regions of central Europe were considered, further 
exemplifying the importance of considering temperature trends at the regional rather than the 
global scale. 
  Complex regional and temporal patterns were also identified in Israel by Ben-Gai et al. 
(1999).  In an examination of records from 40 stations over the period 1964-1994, they found 
warming trends in both maximum and minimum temperatures over the summer and cooling 
trends in both variables in winter, leading to an increased annual range but almost no change in 
annual mean temperature.  In summer, the minimum temperature increased at a greater rate than 
the maximum over the period of record, leading to a decreased DTR.  In contrast, the maximum 
temperature decreased at a greater rate than the minimum in winter, again resulting in a 
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decreased DTR.  These trends are significant at the majority of stations included in the study, but 
Ben-Gai et al. (1999) reported noticeable variations between individual sites, leading them to 
conclude that micro- and meso-scale effects play an appreciable role. 
 Hansen et al. (1995) explored possible causes of the asymmetric trends in maximum and 
minimum temperatures described above through global climate model simulations.  They 
examined a variety of radiative forcings and feedbacks, and concluded that the observed 
decreases in DTR are due to a combination of anthropogenic greenhouse forcing (leading to 
warming) and increasing cloud cover (which dampens the diurnal cycle).  These results are 
confirmed by Dai et al. (1999), who demonstrated that increased soil moisture and low daytime 
clouds dampen DTR by reducing daytime surface heating.  Gaffen and Ross (1999) found 
significant positive temporal trends in specific humidity and nocturnal dewpoint temperatures 
over much of the U.S. for 1961-1995, providing further evidence that nocturnal reductions in 
outgoing longwave radiation, as well as increased cloud cover, may be responsible for the 
asymmetric temperature trends.  Hansen et al. (1995) warned that, as anthropogenic emissions of 
sulfate aerosols diminish, the dampening effect of increased cloud cover may level off, allowing 
the overall warming to accelerate.  Mitchell and Johns (1997) pointed out that the increased 
planetary albedo and resultant cooling due to aerosols may diminish in importance as air quality 
improves, leading to accelerated warming as greenhouse gas forcing becomes more dominant.  
Evidence for this hypothesis is provided by Rohli (1999), who detected non-linear warming 
trends in industrial regions of Pennsylvania, and speculated that decreases in anthropogenic 
sulfates may be at least partially responsible.   
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Temperature Variability 
 In addition to changes in mean temperatures, changes in temperature variability, 
particularly at the sub-monthly time scale, can have significant effects on human and biological 
systems.  Several researchers have pointed out that the frequency of extreme climate events – 
droughts, heat waves, cold spells, etc. – is dependent on both the mean and variability of the 
parameter in question (Mearns et al. 1984; Wigley 1985; Katz and Brown 1992; Meehl et al. 
2000a).  In fact, extreme temperature event frequencies are shown by Katz and Brown (1992) 
and Wagner (1996) to be more sensitive to changes in variability than changes in the mean, and 
this sensitivity is increased for more extreme events (i.e. values farther out in the tails of the 
distribution).  Therefore, variability must be considered in any discussion of natural or 
anthropogenic climate change. 
 Robeson (2002) examined 50 years (1948 – 1997) of maximum and minimum 
temperature data at 1062 daily U.S. Historical Climate Network (HCN) stations to assess the 
relationship between variability and temperature changes.  He found that for both maximum and 
minimum temperature, most stations show a negative relationship between mean temperature 
and standard deviation in most months of the year.  In other words, increases in temperature are 
tied to reductions in intra-monthly variability; generally, intra-monthly standard deviation is 
reduced by 0.2 to 0.5 C° for each 1 C° increase in monthly mean temperature (maximum or 
minimum).  In the south-central U.S., this relationship is statistically significant for minimum 
daily temperature predominantly in the warm months (May through September).  For maximum 
temperatures, significant relationships were identified primarily in the cold months (September 
through December) as well as in spring (March, April).  These findings have significant 
implications for extreme event analysis; with decreasing variability, increases in mean maximum 
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or minimum temperature may lead to little or no change in the frequency of warm extremes.  
Conversely, decreases in temperature (and a corresponding increase in variability) may be 
associated with larger-than-expected changes in extreme event frequencies. 
Some confirmation of Robeson’s results are provided by Rogers and Yersavich (1988) in 
a study of a single location (Columbus, Ohio) for the period 1878 – 1985: they found that the 
colder winters in their time periods tended to have higher variability, with a corresponding 
impact on the frequency of both warm and cold extremes.  A potential explanation for the 
inverse relationship between temperature mean and variability described by both Robeson (2002) 
and Rogers and Yersavich (1988) is that colder months are likely to be associated with more 
frequent cold front passages, resulting in increased variability.  Warmer months will be 
characterized by either fewer or less intense cold front activity, and thus will have reduced 
temperature variability.  According to Robeson (2002), both of these conditions (fewer or weaker 
cold fronts) are consistent with the reduced latitudinal temperature gradient associated with the 
predominantly high-latitude warming seen in global warming projections. 
Variability of daily and monthly temperatures was analyzed at the global scale by 
Michaels et al. (1998).  They found that for most of the globe, intra-annual temperature 
variability has decreased at a statistically significant rate over the past century.  Exceptions to 
this pattern were found at the high latitudes of the Northern Hemisphere, where intra-annual 
temperatures exhibit temporally-increasing variance.  At the intra-monthly time scale, these 
researchers examined variations in the daily minimum and maximum temperatures for January 
and July.  They found monthly patterns that are similar to the annual patterns, with declining 
variability in both maximum and minimum temperatures, although the statistical significance is 
not as strong.  In general, variability in minimum temperatures appears to be declining faster 
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than that for maximum temperatures, and the declines are more apparent during winter than 
summer. 
 Robinson (1992a) reported somewhat similar results for the U. S.  He found that 
increases in monthly mean temperatures are associated with statistically significant decreases in 
the intra-monthly standard deviation.  However, the relationship varies markedly in time and 
space, with the strongest inverse relationships between temperature and variability for the south-
central U.S. occurring in spring (April-June) and autumn/early winter (September-December). 
  Williams and Parker (1997) provided a more detailed examination of intra-monthly 
temperature variability for the central U.S., including a portion of the study area addressed in this 
dissertation (Oklahoma and Texas).  They relied on the absolute value of inter-diurnal 
temperature variability to capture day-to-day variations in January maximum temperature that 
may not be apparent in monthly measures of variability.  They found that daily variability 
decreased significantly over the 1945-1985 period.  In addition, they found that variability is 
significantly related to mid-tropospheric circulation patterns, with higher variability associated 
with zonal 500 mb flow over the central U.S. and lower inter-diurnal variability during periods 
of azonal flow. 
 A much longer perspective on interdiurnal temperature variability was provided for eight 
European sites by Moberg et al. (2000), who focused on daily temperature series ranging in 
length from 160 to 275 years.  They reported that, since 1880, day-to-day temperature variability 
has increased in southwestern Europe, decreased slightly in the northwest, and decreased more 
strongly in northeastern Europe.  For northern Europe, the decrease in variability is partly 
explained by changes in the North Atlantic Oscillation (NAO), with interdiurnal variability in 
northern Europe showing negative correlations with the NAO for winter months (December-
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March).   The NAO, along with other teleconnection patterns affecting the U.S., is discussed 
more fully below. 
 Similar results were found for Switzerland by Rebetez (2001).  For the 1901 – 1999 
period, two Swiss stations (Davos and Neuchatel) have exhibited declining intra-monthly 
variability in maximum and minimum temperatures in winter, with negative trends in most other 
seasons as well.  As with the Robeson (2002) results, a significant negative correlation exists 
between mean temperature and intra-monthly variability in most months.  Rebetez attributes 
these patterns to variations in the NAO, with higher NAO index values associated with synoptic 
conditions (i.e. persistent high pressure) over Switzerland that encourage higher temperatures 
and reduced variability. 
Several different methods are available for measuring and comparing variability within a 
particular time period.  Moberg et al. (2000) compared eight statistical measures of variability 
and concluded that, in general, monthly standard deviation is a good representative of day-to-day 
variability.  In contrast, Driscoll et al. (1994), Karl et al. (1995b), and Folland et al. (1999) 
pointed out that interdiurnal differences (as used by Williams and Parker (1997), above) may be 
more valuable in that they capture day-to-day weather changes that may be lost in a monthly 
standard deviation.  Changes in inter-daily (or other time period) differences may show increases 
or decreases in climate “extreme-ness” related to changes in persistence that are not captured in 
monthly means and standard deviations.  Furthermore, absolute differences at longer time 
periods (e.g. seasonal) were described by Plummer (1996), and were shown to be useful in 
assessing interannual variability patterns. 
 Blair (1997) applied an interperiod measure of variability in examining intra-monthly 
temperature ranges at intervals of 1, 2, 5, 10, and 15 days for Winnipeg, Canada, over the period 
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1872-1993.  He reported that wintertime (November-March) variability declined substantially in 
the first two decades of the 20th century, at a time when the maximum and minimum 
temperatures in Winnipeg were rising.  These findings correspond nicely with those of Michaels 
et al. (1998) reported above, and imply that decreases in variability in a warming climate may 
offset changes in extreme event frequencies that might otherwise be expected. 
 A final note on the importance of temperature variability relative to mean values is 
provided by Chestnut et al. (1998).  In a study relating heat-induced mortality to weather 
variables as well as socio-economic indicators, they found that the standard deviation of 
summertime minimum daily temperatures was one of the strongest explanatory variables, with 
increased variability positively correlated with increased mortality.  The explanation suggested is 
that residents of areas with consistently warm overnight temperatures are able to acclimate, while 
those in regions of higher variability are more susceptible to abnormally warm episodes. 
Extreme Temperature Events 
 It is very likely that climate variability at the global or local scale will include changes in 
the frequency of extreme weather events (Easterling et al. 2000b; Meehl et al. 2000b).  As 
mentioned, it is these extreme events that are likely to have the greatest and most immediate 
impacts on natural, agricultural, and societal systems.  Temperature extremes, both high and low, 
have clear effects on factors such as agricultural productivity, human and livestock mortality, 
energy demand, transportation, and wildlife populations (Kalkstein and Davis 1989; DeGaetano 
1996a; Colombo et al. 1999; Guest et al. 1999; Kunkel et al. 1999; Rotter and Van De Geijn 
1999; Easterling et al. 2000b; Parmesan et al. 2000; Palecki et al. 2001; Hajat et al. 2002; Davis 
et al. 2003).  Therefore, it is important to relate trends in extreme events to changes in means and 
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variability, in order to determine what range of global and regional fluctuations may occur in a 
changed climate. 
 Extreme events can be defined as events that exceed a particular threshold value, often a 
threshold that has a particular physical or biological significance, or as days that fall beyond a 
pre-defined level of statistical likelihood based on the overall distribution.  Using the former 
definition, DeGaetano (1996a) examined exceedances of a number of high and low thresholds in 
maximum and minimum temperature for the northeastern U.S.  His results indicate that 
extremely low minimum temperatures in his study region have occurred with decreasing 
frequency over the period of 1959-1993, with an associated increase in the occurrence of 
anomalously-high minimum temperatures.  These findings are consistent with the results of Karl 
et al. (1993), who found a significant increase in mean minimum temperatures for this region.  
DeGaetano (1996a) also reported a statistically significant decrease in the frequency of warm 
threshold exceedances in maximum temperatures, consistent with the decrease in mean 
maximum temperatures described above by Karl et al. (1993) and Easterling et al. (1997).  He 
concluded that many of these trends are in fact caused by inhomogeneities due to station 
changes. 
 DeGaetano and Allen (2002) developed a homogeneous dataset of daily maximum and 
minimum temperature for a subset of sites from the daily U.S. Historical Climatology Network, 
and used this set to examine changes in extreme event frequencies for the contiguous U.S. for the 
past century.  They defined extreme event thresholds by site based on annual percentiles – 99th, 
95th, 90th, 10th, 5th, 1st – of all daily observations in the longest continuous subseries at that site.  
This approach has the drawback of confining warm extremes mainly to the summer season, and 
cold extremes mainly to the winter, but the technique does eliminate the need for arbitrarily-
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defined seasons.  Their findings show that the choice of time period can significantly impact 
trend studies: large numbers of maximum temperature extremes during drought period in the 
1930s and 1950s result in decreasing trends in warm extremes for the century, but the last third 
of the century is dominated by positive trends in the frequency of warm extremes.  They also 
concluded that urbanization has had a significant impact in enhancing these trends. 
 Another study concerned with extreme temperature event frequencies, this time in the 
south-central U.S., is that by Henderson and Muller (1997).  These authors defined an extreme 
event as a day having a maximum (minimum) temperature that is more than one standard 
deviation above (below) the long term mean maximum (minimum) temperature for that day.  
Over the period of 1901-1987, they found that cold events became more frequent in all seasons, 
while the frequency of extreme warm events in their study region appears to have decreased in 
summer for the easternmost stations (located in Arkansas, Louisiana, Mississippi, and 
Tennessee).  These findings appear to be consistent with the trends in maximum and minimum 
temperatures described by Karl et al. (1993) for the southern and southeastern U.S. 
 Extreme events in the southern U.S. were also examined by Rohli and Keim (1994) who 
used a threshold value of 38oC to define extreme summer-time warm events.  They found no 
significant regional trends in extreme event frequency over their study period of 1950-1993, but 
they did identify clear patterns of seasonality in the timing of events, which they explained 
largely in terms of the global circulation.  In addition, they identified significant correlations 
between high temperature events and precipitation events. 
 Higgins et al. (2002) demonstrated the feasibility of quantitatively linking extreme 
temperature event frequencies to circulation variables in a study which identified significant 
correlations between two known variability patterns – ENSO and the Arctic Oscillation (AO, a 
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pattern related to the NAO) – and the frequencies of hot and cold daily temperature extremes in 
winter for the U. S.  They defined extreme temperatures as being the top and bottom 10 percent 
of daily values in the period of record.  Averaged over the U.S. as a whole, their results indicate 
an increase in the total number of extreme events (warm and cold extremes combined) during 
cold-phase and neutral ENSO conditions, with a decrease in extreme event frequency during 
warm phase events.  By contrast, the AO appears to have little impact on the variability of 
temperature but rather has a tendency to shift the entire distribution, such that high-index phase 
AO events lead to an increase (decrease) in warm (cold) extremes, and vice versa for the low-
index events. 
 Extreme temperature events have also been examined in other regions of the world.  Yan 
et al. (2002) focused on the ten longest homogeneous temperature time series in Europe and 
China, and considered extreme event frequencies both seasonally and annually.  Rather than 
daily maximum and minimum temperature, they used average daily temperatures, and defined 
extremes at each site by first producing a smoothed annual cycle.  Extremes were defined as 
daily anomalies from this smoothed cycle – threshold values outside of the 90th/10th are 
recommended.  Similar to the DeGaetano and Allen (2002) results, the time period selected has 
an impact.  Overall, Yan et al. (2002) found that cold extremes have decreased in frequency over 
the past century, while warm extremes have increased in frequency since the 1960s, results 
which are consistent with an overall warming in the region.   
 A comprehensive look at trends in extreme temperatures in Canada over the past century 
is presented by Bonsal et al. (2001) and Colombo et al. (1999).  Bonsal et al. (2001) found that, 
over the 1900-1998 period, the frequency of cold extremes in Canada decreased in every season 
except autumn, while the frequency of hot extremes increased during winter and spring.  In 
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addition to the seasonal variability, substantial intra-regional variations were apparent across 
their study region. 
 Colombo et al. (1999) focused on the frequency of summertime extreme temperature 
events across Canada with the goal of assessing the impacts climate variability may have on 
electric power demand.  Using simulated temperature series (based on a first-order 
autoregressive model) they found that changes in the frequency of extreme events are strongly 
influenced by changes to variability (as has been mentioned above), and that the effects of 
simultaneous changes in both the mean and variability tend to be greater than the sum of the 
individual changes applied separately.  In addition, the results of Colombo et al. (1999) show that 
changes in the mean are more significant at sites with lower variability, and that extreme event 
frequencies are less sensitive to mean temperature changes at high variability sites.  If this 
pattern also applies in the southern U.S., as will be assessed later in this research, it may imply 
that extreme event frequencies are more susceptible to mean temperature changes in the summer 
than in the winter, as intra-monthly variability tends to be lower in summer. 
Several types of extreme weather were examined by Plummer et al. (1999) for the 
Australia/New Zealand region, including extreme heat and cold, heavy precipitation, and tropical 
and extratropical cyclones.  Defining extremes as exceedances of the 10th and 90th percentiles for 
both maximum and minimum temperature, they found increases in warm extremes and decreases 
in cool extremes in both maximum and minimum temperatures for the 1961-1990 period, 
consistent with regional warming and similar to previously discussed results from other regions.  
Statistically significant increases (decreases) in three-day runs of warm (cool) anomalies were 
also detected.  This study was updated by Collins et al. (2000) with a higher-quality dataset and 
larger number of variables.  The later study produced similar results, with stronger changes in 
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minimum temperature extreme indicators.  However, Collins et al. (2000)  pointed out that the 
large interannual variability in the extreme indices used could mask or enhance trends, especially 
over a relatively short time period.  Finally, Collins et al. (2000) demonstrated the very high 
correlations between annual mean temperatures and extreme event frequency, although 
relationships between variability measures and mean temperatures were found to be weak. 
In Europe, Garcia et al. (2002) and Domonkos et al. (2003) examined relationships 
between extreme temperature events and atmospheric circulation, in Spain and south-central 
Europe, respectively.  Both studies demonstrate the linkages between synoptic patterns and 
extreme event frequencies, and both emphasize that the frequency of extreme warm events tends 
to be positively correlated with length of time that specific circulation patterns are present.  In 
the case of Spain, global-scale teleconnection patterns are not found to exert appreciable 
influence on the frequency of hot events, but local patterns – particularly the position of the 
Azores High – do have significant explanatory and predictive power.  Domonkos et al. (2003) 
did not incorporate global-scale circulation indices, but similarly report the importance of local 
regimes – anticyclonic flow over Europe being particularly important in extreme event 
occurrences. 
 In addition to the analysis of monthly and annual anomaly occurrences, changes in the 
occurrence of extreme events can also be examined by looking at the timing of particular events 
that have ecological importance.  Of particular importance is the timing of freeze events during 
the year, and the length of the frost-free season, or the beginning/end of winter.  For example, 
Cayan et al. (2001) focused on two proxy measures of the end of winter – the timing of the first 
bloom of lilac and honeysuckle bushes as well as the timing of the spring snowmelt runoff pulse 
– to detect changes in the beginning of spring in the western U.S.  Results from both indicators 
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show a trend toward earlier spring seasons since the late 1970s for the U.S. West, consistent with 
warming in this region and suggestive of shorter winters and decreases in extreme cold 
frequency (i.e. fewer freezes, ending earlier in the year).  Cooter and LeDuc (1995) demonstrate 
similar results for the northeastern U.S., where the frost free season has increased in length since 
1950.  For the south-central U.S., Easterling (2002) found a significant increase in the length of 
the frost-free season over the period of 1948 – 1999, although the increase was noticeably lower 
than that seen in the far western states.  In addition, the overall number of frost days (days with a 
minimum temperature below 0 oC) has decreased in the south-central states at a rate well below 
that of the West, with a significant negative trend in frost days detectable only in spring. 
Teleconnection Indices 
 An important focus of this research is addressing the relationships between surface 
temperature values (means and extremes) and macro-scale atmospheric circulation patterns.  
These large-scale circulation patterns can be described in terms of the phase and intensity of 
well-defined teleconnection patterns, which are persistent and recurring anomalies in the 
planetary-scale circulation.  For the Northern Hemisphere, a number of prominent teleconnection 
patterns have been identified, which have a tendency to recur and persist within and between 
seasons.  These preferred modes in the low-frequency variability of the atmosphere are produced 
and maintained by a variety of mechanisms, including natural, internal atmospheric variability as 
well as boundary conditions such as sea surface temperatures in the Tropics and/or higher 
latitudes.  The persistence of these patterns is generally on the order of days to months, but it is 
not uncommon for a particular phase of a teleconnection pattern to dominate for consecutive 
years, with significant impacts on interannual climate variations (Horel 1981; Wallace and 
Gutzler 1981; Mo and Livezey 1986; Barnston and Livezey 1987; Cheng and Wallace 1993; 
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Vega et al. 1995;  CPC 2002).  Many of these well-defined upper-level flow patterns have 
significant impacts on the surface climate of North America (as well as other regions), with 
impacts on such variables as storm tracks (e.g. Horel and Wallace 1981; Skeeter 1990;  CPC 
2002), the timing and intensity of precipitation (e.g. Henderson and Robinson 1994; Serreze et 
al. 1998), the magnitude, persistence, and variability of maximum and minimum temperatures 
(e.g. Wolter et al. 1999; Smith and Sardeshmukh 2000; Higgins et al. 2002; Bodri and Cermak 
2003), or weather type frequencies (e.g. Sheridan 2003).  As a result, surface conditions in one 
part of the hemisphere are linked (“teleconnected”) to conditions at another, often distant, 
location through the occurrence of particular mid-tropospheric flow patterns. 
 In this project, relationships between surface temperatures and upper-level flow patterns 
are assessed by relating temperature variables to a variety of teleconnection indices.  The 
teleconnections examined are four patterns that have been shown to be particularly important in 
the Northern Hemisphere at time scales ranging from the monthly to the decadal.  Each of these 
four patterns (ENSO, PNA, PDO, NAO) is described briefly here: 
El Niño/Southern Oscillation (ENSO).  The El Niño/Southern Oscillation is perhaps the best 
known pattern of interannual climate variability, and has been shown to affect weather patterns 
worldwide, both in and out of the Tropics.  Briefly, ENSO is a linked atmospheric and oceanic 
phenomenon that originates in the Tropical Pacific Ocean, and reaches an extreme phase 
approximately every 2 – 7 years.  The oceanic part of the event, the El Niño (warm phase), refers 
to an eastward migration of the warmest tropical Pacific waters along the Equator, resulting in 
warm sea surface temperature (SST) anomalies in the central and eastern Pacific, and cold SST 
anomalies in the western Pacific.  The cold phase of the event (La Niña), is characterized by 
opposite patterns of SST anomalies.  Coupled with the oceanic process is a change in the sea 
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level pressure (SLP) field over the tropical Pacific such that, in El Niño events, above-normal 
SLPs are observed in the western Pacific (near Australia and Indonesia) and negative SLP 
anomalies are found in the eastern Tropical Pacific, coupled with a weakening or reversal of the 
easterly Equatorial Trade Winds.  Cold phase events are characterized by opposite SLP patterns.  
These SST/SLP patterns in the Tropical Pacific are associated with shifts in precipitation 
patterns: warm phase events are frequently associated with drought in Australia/Indonesia and 
increased rainfall in the eastern Pacific – cold events experience the reverse (Horel and Wallace 
1981; Rasmusson 1984; Yarnal and Diaz 1986). 
 ENSO events have numerous linkages to extra-tropical surface weather conditions.  For 
North America, these linkages result from alterations to tropospheric flow patterns, resulting in 
changes to storm tracks, temperature, and moisture advection into and across the U.S., 
particularly in winter.  During warm events, the dominant circulation change is a strengthening 
of the southern branch of the Pacific jet stream across the southern tier of the U.S., along with a 
reduction in the amount of cold air advecting southward from Canada because of the zonal flow 
of the northern branch of the polar front jet.  The net result is wetter and milder spring and winter 
seasons in the southern U.S. during warm events (Vega et al. 1998; Wolter et al. 1999; Higgins 
et al. 2002).  Cold phase events are characterized by increased meridionality in the flow across 
North America with frequent ridging over the eastern Pacific.  As a result of the northward 
displacement of the jet stream, the southern U.S. has a tendency to experience drier and warmer 
winter and spring conditions (Vega et al. 1998; Wolter et al. 1999; Higgins et al. 2002).  In terms 
of variability, the more highly variable conditions during cold events result in higher intra- and 
inter-monthly variability than during warm events.  As a result of these changes in variability, 
cold phase events have been found to be associated with increases in the frequency of both 
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extremely warm and cold days, while warm phase events are associated with decreases in the 
frequency of both warm and cold extremes (Smith and Sardeshmukh 2000; Higgins et al. 2002). 
Pacific/North America Pattern (PNA).  The Pacific/North America Pattern is a pattern of upper-
level circulation characterized by, in its positive phase, ridging over the western portion of North 
America (approximately centered on the Rocky Mountains) and troughing over eastern North 
America.  The negative phase of the teleconnection pattern is characterized by zonal flow over 
the continent or, in extreme cases, a reverse-PNA with troughing in the West and ridging over 
the eastern U.S.  The mechanisms that lead to the establishment of a PNA flow pattern are 
complex – SSTs in the tropical and North Pacific as well as surface temperatures over East Asia 
and the strength/position of the East Asian jet all play a role (Leathers and Palecki 1992).  In 
addition, the PNA pattern is correlated with ENSO events, with positive (negative) PNA patterns 
common during warm (cold) ENSO events (Yarnal and Diaz 1986; Leathers and Palecki 1992; 
Vega et al. 1998).  
The PNA pattern is not a major mode of Northern Hemisphere circulation in June and 
July, but it does show significant correlations with temperature and precipitation across North 
America in the other months of the year, particularly in winter and early spring (e.g. Leathers et 
al. 1991; Henderson and Robinson 1994; Cayan 1996).  For the southern U.S., positive PNA 
events are strongly correlated with reduced temperatures, owing to the increased advection of 
cold northerly air into the eastern U.S.  The strength of this relation increases (i.e. is more 
negative) toward the southeast corner of the country (Leathers et al. 1991).  The PNA pattern is 
therefore likely to be related to increases in the frequency of extreme cold daily temperatures, as 
was found by Downton and Miller (1993) and Rogers and Rohli (1991), both of whom found 
that positive PNA events are strongly correlated with damaging freeze events in Florida. 
 34
Pacific Decadal Oscillation (PDO).  The Pacific Decadal Oscillation is a pattern in North Pacific 
SST variability that is somewhat similar to the El Niño pattern, although at a much longer time 
scale – PDO events persist for decades, as opposed to the months-to-years life span of an ENSO 
event.  The basic pattern of a positive (warm phase) PDO event is warm SST anomalies along 
the west coast of the U.S. and cold anomalies in the North Pacific.  The negative (cold) phase of 
the PDO shows the opposite pattern.  Over the past half century, several long-term switches in 
the PDO time series are evident: the positive (warm) phase was dominant from 1925 through 
1947, negative (cold) phase conditions then dominated until 1977, and positive values were 
common through the end of the century (Mantua et al. 1997;  JISAO 2000).  Negative values 
appeared to be regaining dominance in the late 1990s, but recent observations do not clearly 
indicate that another reversal has occurred (JISAO 2000).  
While the PDO has significant direct effects on North American weather, particularly in 
the Northwest (Mantua et al. 1997), it may have more critical impacts through a modulating 
effect on ENSO events.  In general, warm phase ENSO events have stronger North American 
impacts during the positive PDO phase, when the ENSO and PDO SST anomalies are 
synchronized, with weaker ENSO signals detected across North America during the negative 
PDO.  Conversely, La Niña conditions synergize with negative PDO events and thus have a 
stronger signal in North American climate; effects of La Niña conditions are dampened by the 
warm phase of the PDO (Gershunov and Barnett 1998; Gershunov et al. 1999).  In terms of 
circulation, the positive phase of the PDO encourages a PNA-like flow pattern over the North 
American continent (Mantua et al. 1997). 
North Atlantic Oscillation (NAO).  Unlike the other teleconnection patterns discussed here, the 
North Atlantic Oscillation has its main centers of action in the North Atlantic rather than the 
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Pacific.  This teleconnection consists of a north-south dipole of SLP anomalies over the North 
Atlantic, with one center over Greenland and the other over the central North Atlantic.  The 
positive phase of the NAO is described by an anomalously strong Azores High (positive SLP and 
height anomalies in the central North Atlantic) and an anomalously strong Icelandic Low 
(negative SLP and height anomalies in the northern center).  The negative phase is characterized 
by weakening in both the Azores High and the Icelandic Low (van Loon and Rogers 1978;  CPC 
2002).  Like the PDO, multi-year persistence of either the positive or negative phase is common, 
but the NAO also exhibits substantial year-to-year variability.  In the 20th Century, the NAO 
exhibited a downward trend from the 1940s through the 1970s, with persistently positive index 
values starting in the 1980s (Hurrell 1995). 
The Arctic Oscillation (AO) a pattern closely related to the NAO, could also have been 
used here.  The NAO was preferred because the NAO more directly represents the physical 
processes occurring in the Atlantic Basin, while the AO is more representative of the strength of 
the upper-level westerly vortex.  The AO therefore includes influence of both the Atlantic and 
Pacific Basins (Ambaum et al. 2001).  For this project, the inclusion of both the PNA pattern and 
the NAO describes the Northern Hemisphere circulation in a way that is more physically 
interpretable than the AO would provide. 
 The NAO has significant impacts on surface temperature conditions over parts of North 
America, particularly the East.  During the positive phase, anomalous southerly flow brings 
warmer than normal conditions to the eastern U.S.  The negative phase is associated with lower 
temperatures in the Eastern U.S. (Hurrell 1995, 2000;  CPC 2002).   
The NAO is strongly linked to weather conditions east of the Atlantic as well.  In central 
Europe, the NAO has been found to be significantly tied to warmer conditions and decreased 
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temperature variability – due to stable, persistent high pressure patterns associated with high 
index values (Rebetez 2001).  In Switzerland, Jungo and Beniston (2001) observed a strong 
increase in warm anomalies in minimum temperatures through the decade of the 1990s likely 
linked to strongly positive NAO index values during that time period.  Likewise, Serra et al. 
(2001) considered the increasingly positive tendency in the NAO index as a probable 
explanatory factor underlying a marked increase in winter minimum temperatures near 
Barcelona, Spain, after 1980. 
Summary 
 Perhaps the most pervasive finding in the literature discussed above is that the global 
changes observed, as well as predicted by GCMs, are not likely to correspond directly to 
fluctuations at the local or regional scale.  The global increase in the mean temperature of about 
0.6 C° over the past century seems to have been driven mainly by increases in minimum 
temperatures and only small increases in maximum temperatures.  This asymmetry appears to be 
due to changes in cloud cover, which tends to dampen the diurnal temperature range.  However, 
these global trends do not always appear at smaller spatial scales.  In the U.S., mean maximum 
temperatures appear to be decreasing significantly while minimum temperatures have risen, and 
seasonal variability in trends is also apparent at the regional scale. 
 The increase in global mean temperature described above has not occurred linearly over 
the century.  Easterling et al. (2000a) reported that the warming has occurred in two distinct 
stages, the first from approximately 1911 through the mid-1940s and the second stronger period 
of warming from the late 1970s to the present.  However, the studies described in this chapter, 
along with the bulk of the research directed toward the detection of anthropogenic climate 
change, have sought linear trends in the variables of interest.  This approach is logical, as 
 37
greenhouse gas emissions and other human influences on climate are persistent forcings, and 
thus can be expected to have impacts that are roughly linear.  However, it is important to note 
that any anthropogenic changes to climate will be superimposed on natural mechanisms, such as 
the El Niño-Southern Oscillation (ENSO) and other internal climate processes. 
 Along with changes in the mean, changes to temperature variability are extremely 
important in assessing the potential magnitude and impacts of climate change.  In general, short-
term temperature variability appears to be decreasing globally as mean temperatures are rising 
(although with some spatial variations), which could reduce the growth of extreme temperature 
events in an altered world climate.  The widespread negative relationship between mean 
temperature and variability is likely due to the differing synoptic patterns that are associated with 
warm and cold months; stable anticyclones are generally associated with warmer episodes, and 
cooler months will likely be associated with a higher frequency of frontal passages.  In addition, 
the warming of the past half century has generally occurred in the coldest air masses, reducing 
the intensity of frontal passages, and at higher latitudes, resulting in a reduced latitudinal 
temperature gradient (Balling et al. 1998; Knappenberger et al. 2001).  Both of these factors 
contribute to the inverse relationship between temperature mean and variability.  Extreme event 
frequencies have been shown to be strongly affected by changes in variability, and the 
combination of mean temperature changes and variability changes appears to have stronger 
impacts than either change separately.  Like mean temperatures, intra-monthly temperature 
variability has been shown to be correlated with macro-scale circulation variables (e.g. ENSO, 
NAO, PNA) for various parts of the world. 
 Extreme weather events often have the greatest impact on biophysical and social systems.  
However, relatively few studies have focused on the potential impacts of changes in the 
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frequency of extremes and, according to Karl and Easterling (1999), many of these studies have 
been hampered by assumptions of normal temperature distributions as well as a reliance on mean 
temperature changes to make inferences about extreme events.  The frequency of extreme events 
is strongly affected by changes in variability as well as mean-temperature changes.  Generally, it 
appears that at least some areas of the U.S. have experienced a decrease in the number of 
extreme cold days (consistent with a rise in mean minimum temperatures) and little or no change 
in the frequency of extreme warm events.  For the U.S., extreme event frequencies have been 
shown to be significantly correlated with at least two circulation indices (ENSO and AO).  
In this project, the spatial and temporal patterns of temperature (mean, variability, and 
extremes) in the south-central U.S., as well as the relationships between temperature and the 
general circulation, are examined using daily and monthly temperature observations from several 
different sources.  The sources of these data, as well as the quantitative methods applied, are 





DATA AND METHODS 
Temperature Data Sources 
 Three sources of climate data are used in this research, including two sets of daily 
observations and one set of monthly data.  The first is the TD3200 (Summary of the Day) data 
from NWS Cooperative (COOP) observing stations (Phillips 2000).  These data provide a dense 
network and a reasonable period of record, but have not been subjected to as high a degree of 
quality control as the other data sets used here.  The second dataset is the monthly U.S. Historical 
Climatology Network (HCN), which has been subjected to extensive quality control at the 
National Climate Data Center (NCDC), and has been adjusted for a variety of inhomogeneities 
(Easterling et al. 1996).  The third source is the U.S. Historical Climatology Network/Daily 
(HCN/D), which contains daily observations from a subset of the stations in the HCN (Easterling 
et al. 1999). 
 The TD3200 dataset encompasses an extremely dense network of weather stations in the 
U.S., with approximately 8000 currently open sites.  The majority of these sites are staffed by 
volunteer weather observers from the National Weather Service (NWS) cooperative program, but 
data from NWS offices, as well as from weather stations operated by other federal agencies (e.g. 
the Federal Aviation Administration, the National Park Service, and the Bureau of Land 
Management) are also included.  The period of record varies – most records begin in 1948, but 
many extend back farther, with some records beginning in the 1850s.  The primary motivation 
for the establishment of this network was the collection of precipitation data, but approximately 
55 percent of sites record maximum and minimum temperature as well (the data used in this 
research).  Instruments at all sites are maintained and calibrated by NWS personnel.  The 
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accuracy of the temperature measurement system used is ± 0.5 C°, and temperatures are recorded 
to the nearest whole Fahrenheit degree.  For all variables, observations represent the 24 hours 
preceding the time of observation, which is 7:00 am or 7:00 pm at the vast majority of sites.  The 
TD3200 data have undergone several iterations of manual and automated processes to detect 
spurious values, using approaches such as comparisons with surrounding stations as well as with 
defined climatological limits (Reek et al. 1992; Phillips 2000).  However, the data have not been 
adjusted for non-climatological factors that may introduce inhomogeneity, such as changes to 
instruments or the time of observation, station moves, variations in the station environment, or 
urbanization.  In this research, the TD3200 data are used in the cluster analysis stage of the 
project.  This dataset was selected because high station density was desired in order to identify 
homogeneous climate regions as precisely as possible. 
 The second dataset used in this research is the monthly HCN, which was developed to aid 
studies of regional climatic variability and/or climate change.  The HCN contains monthly 
precipitation totals as well as monthly-mean maximum and minimum temperatures.  This dataset 
is mainly composed of long-term observing sites from the TD3200 dataset as well as some first-
order weather stations that have met a number of criteria intended to eliminate stations that are 
overly affected by changes in their local environments.  Specifically, sites were required to have 
at least 80 years of temperature and precipitation data (in 1987, when the dataset originated), and 
to have experienced a minimal number of instrument changes and/or station moves.  Selection 
was also driven by the desire to maintain a uniform coverage across the continental U.S.  The 
1221 sites selected for the HCN were quality controlled at NCDC to identify outliers and other 
spurious values.  Unlike the TD3200 data, missing values in the HCN data have been estimated 
using nearest neighbors, resulting in station time series that are as serially complete as possible.  
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In addition, the HCN data are adjusted for a variety of non-climatic inhomogeneities – time of 
observation bias, station moves, instrument changes, and instrument moves – as well as for the 
effects of urbanization (Easterling et al. 1996).  Of the 158 HCN sites located within the study 
area of this project, 144 have records extending from prior to 1918 through 2000.  In this project, 
the HCN data are used to identify long-term trends and patterns in monthly temperatures (mean-
maximum and mean-minimum) in the study region.  The monthly HCN values from all available 
sites are averaged for each of the sub-regions defined in the cluster analysis to create regional 
temperature time series. 
 The third dataset relied on in this study is the U.S. Historical Climatology Network/Daily 
(HCN/D).  This dataset is a subset of the HCN, with 990 sites that have daily data through 
December 2001.  These data have undergone extensive automated and manual quality control to 
detect and correct erroneous values, but, unlike the HCN, they have not been adjusted for 
inhomogeneities such as heat island effects, time of observation bias, instrument changes, or 
station or instrument moves, and missing data have not been estimated.  The initial criteria for a 
station’s inclusion in the HCN/D include a low potential for heat island impacts as well as some 
stringent completeness/homogeneity requirements.  These criteria were relaxed somewhat to 
obtain a wide spatial coverage (Easterling et al. 1999).  Still though, as a subset of the stations 
included in the HCN, it is expected that the HCN/D sites are among the best available with the 
desired length of record and spatial coverage.  While this is a high-quality daily data set and is 
appropriate for the type of analyses performed in this project, various concerns do exist, which 
are discussed individually below.  In this study, the HCN/D data are used for the bulk of the 
analyses – to calculate the intra-monthly measures of variability as well as to define and identify 
extreme daily events. 
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One HCN/D-related concern for this study is the bias introduced by the change from 
liquid-in-glass thermometers to the thermistor-based Maximum/Minimum Temperature System 
(MMTS) which began at NWS weather stations in 1984.  Quayle et al. (1991) reported that the 
new system introduces an increase of approximately 0.3 C° in mean minimum temperature and a 
decrease of roughly 0.4 C° in mean daily maximum temperature, although they believe that this 
change represents an increase in overall accuracy.  This bias is a concern in the analysis of 
extreme events as well as in the calculation of mean values, as it could potentially lead to an 
artificial decrease in the numbers of both extreme hot days as well as extreme cold days.  
Unfortunately, while it is relatively easy to adjust for this bias in regional average time series, it 
is not appropriate to make adjustments to individual stations’ daily time series, as the magnitude 
and sign of the bias can vary significantly from day to day. 
A second source of concern is the bias introduced when stations follow a non-calendar-
day (i.e. non-midnight) observation schedule.  Problems arising from the time of observation 
include mean temperatures biased high or low compared to midnight observations, or extreme 
events recorded on two consecutive days.  Generally, the temperature record at morning 
observing stations is spuriously low relative to that at midnight reporting stations, while 
afternoon observations are biased high.  The degree and direction of bias varies from day to day, 
depending on season and local climate, and near-zero biases (i.e. no difference between calendar-
day and non-calendar day observations) are found on more than 70 percent of days in any month 
(Baker 1975; Schaal and Dale 1977; Blackburn 1983; Karl et al. 1986; Hanson 1991; Janis 
2002).  A second problem with non-calendar-day observing schedules arises when an extreme 
value “carries over” from one day to the next; i.e. the extreme is erroneously recorded twice.  An 
example of how this happens for a station with a morning observing schedule would be a 
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situation where a cold night and morning is followed by a milder night.  If the lowest 
temperature reached during the second night is not colder than the temperature at observation 
time on the preceding morning, then the cold of the first night/morning will be inaccurately 
“double counted” (i.e., reported for the second night’s minimum temperature as well), resulting 
in an inaccurate daily value as well as a negative bias on the monthly-mean temperature.  Similar 
problems, in the other direction, can occur with afternoon reports (Schaal and Dale 1977). 
Additional problems with time of observation are that changes in observation time – from 
morning to evening, for example – introduce additional inhomogeneity into a site’s record, and 
differences in observing time can hamper comparisons between stations.  In the HCN/D, 
observing schedules by individual sites in the 1950s were approximately 20 percent morning and 
55 percent evening, a pattern which altered to approximately 45 percent morning and 30 percent 
evening by the 1990s. Other observing schedules (e.g. midnight) were followed at the remaining 
stations (Janis 2002).  Like instrument changes, these schedule alterations are recorded in the 
station history, although the degree to which individual observers maintained consistency is an 
open question.  In addition, time of observation changes can be manifested as – and be identified 
by – step changes in the stations’ temperature time series. 
Third, missing data are a potential problem both in the measurement of extreme event 
occurrences as well as in the calculation of monthly means and intra-monthly variability.  
Stooksbury et al. (1999) explored the impacts of data gaps of varying lengths on the calculation 
of monthly means of maximum and minimum temperatures by creating artificial gaps in 
originally complete HCN/D data at 138 sites across the U.S.  Their findings indicate that longer 
data gaps result in greater differences in the calculated monthly means compared to “true” means 
(calculated with complete monthly data), and that the impact of gaps is greatest in winter and in 
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the interior of the continent.  For the south-central U.S., gaps of four consecutive missing days in 
January resulted in variations around the “true” mean (measured by the standard deviation of the 
mean calculated with the gaps) of roughly 0.7 C° for maximum and minimum temperatures.  In 
July for the same region, four-day gaps resulted in variations of around 0.3 C° for maximum 
temperature and around 0.2 C° for minimum temperatures. 
In addition to affecting calculations of means and other monthly measures, missing data 
have an effect on the measurement of extreme event frequencies.  Obviously, if no data are 
recorded on a day when an extreme occurs, then that extreme will not be counted.  While the 
HCN/D data used in this study are relatively complete, few sites are entirely free of missing data.  
The simplest approach to addressing this problem is to ignore it by selecting sites that are as 
complete as possible and assuming that the missing days that are present are random events.  
Other approaches are to replace missing data with averages of some number of days on either 
side, or developing systematic techniques (e.g. a regression approach) based on neighboring 
stations to fill in missing values.  Each of these techniques has some appeal, some mainly due to 
simplicity, but in general they result in underestimates of extreme event occurrences (Stooksbury 
et al. 1999; Allen and DeGaetano 2001). 
In addition to the sources of inhomogeneity described above, other, often undetectable, 
sources of error are possible.  These include slow changes to the environment around a site, 
degradation of an instrument, replacement of an instrument with one of the same type, or any 
undocumented changes to instrument, shelter, observer, or environment.  While the datasets 
available for this study are not perfect, the problems that exist were addressed as completely as 
possible through careful site selection and scrutiny of the station histories available in the HCN 
and HCN/D data packages.  The study region addressed in this project contains 138 HCN/D 
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sites, and stations were selected from this number to represent the most complete and 
homogeneous (minimizing instrument changes, station moves, urbanization, etc.) records as 
possible while maintaining an appropriate spatial distribution.   
Teleconnection Index Data 
 Teleconnection indices are numerical indicators of the strength and phase of a given 
teleconnection pattern.  For each of the four teleconnection patterns discussed in this project, 
monthly index values were obtained for the period 1950 – 2001, from several online sources.  
The starting date of 1950 was used as this is the earliest available year for two of the indices.
 Data for the PNA pattern and the NAO were obtained from the Climate Prediction Center 
website at http://www.cpc.ncep.noaa.gov/data/teledoc/telecontents.html.  These indices were 
calculated by applying rotated principal component analysis (RPCA, after Barnston and Livezey 
1987) to monthly-mean Northern Hemisphere 700 mb geopotential height anomalies.  The 
leading components define the major modes of low-frequency variability in the mid-troposphere, 
including the PNA pattern and NAO.  The monthly time series of the amplitudes of these 
components are then standardized to have a mean of 0 and a standard deviation equal to 1.  The 
NAO is calculated for all months of the year; the PNA index is not calculated in June and July, 
as the pattern is not one of the leading modes of variability in these months (CPC 2002).  For 
both indices, values greater than +1 are usually considered indicative of a strong positive phase, 
while values below -1 indicate a negative phase (Sheridan 2003). 
Monthly PDO index values were obtained from the Joint Institute for the Study of the 
Atmosphere and Ocean (JISAO) website at http://www.jisao.washington.edu/pdo/.  The PDO 
index is defined as the standardized value of the leading principal component of monthly sea 
surface temperature anomalies in the Pacific Ocean north of 20o N latitude.  Positive values of 
 46
this index represent the warm phase of the PDO pattern (cold SST anomalies in the North 
Pacific, warm SST anomalies in the Tropical Pacific and along the west coast of the U.S.), while 
negative index values represent the cold phase (Mantua et al. 1997;  JISAO 2000). 
 Values for the Southern Oscillation Index (SOI) were obtained online from the Climate 
Prediction Center at http://www.cpc.ncep.noaa.gov/data/indices/index.html.  The SOI is 
calculated as the standardized sea level pressure at Tahiti (17.5o S, 149.6o W) minus the 
standardized sea level pressure at Darwin, Australia (12.4o S, 130.9o E).  In contrast to other 
indices, negative values of the SOI are indicative of El Niño (warm) events, and positive index 
values are indicative of La Niña (cold) events (Hanley et al. 2003;  CPC 2004). 
Description of Methods 
Cluster Analysis. 
 Cluster analysis has been used frequently in the atmospheric sciences, most often for one 
of two general purposes: synoptic classification (e.g. Kalkstein et al. 1987; Davis and Kalkstein 
1990; Cheng and Wallace 1993) and climate regionalization (e.g. Stooksbury and Michaels 
1991; Briggs and Lemin 1992; Bunkers et al. 1996; DeGaetano 1996b; Coronato and Bisigato 
1998; Whitfield et al. 2002).  The basic objective of cluster analysis is to identify subsets of a set 
of objects (in this case weather stations) grouped in such a way as to maximize the similarity 
within the groups while also maximizing differences between the groups.  The goal is to identify 
any underlying structure existing in the dataset, which may then provide a framework for further 
investigation (Gong and Richman 1995; SAS Institute 1999). In the case of climate 
regionalization, cluster analysis is used to identify sets of locations that are homogeneous in 
terms of a set of variables that have been chosen to represent “climate;” depicted spatially, these 
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groupings define regions that can be used to describe climate patterns, and also to elucidate 
mechanisms controlling the spatial variability of climate. 
 While the basic goal of cluster analysis is straightforward, a number of issues must be 
confronted in its application.  First, the choice must be made between hierarchical (either 
agglomerative or divisive) and non-hierarchical methods.  In an agglomerative hierarchical 
cluster analysis, each observation starts as its own cluster.  Then, a joining process is applied in 
which the two most similar clusters are merged into a new cluster.  This iterates until all sites are 
grouped into one cluster.  From there, the researcher backtracks, breaking apart joined clusters 
until the appropriate clustering level is reached.  A disadvantage inherent in agglomerative 
hierarchical approaches is that observations, once assigned to a cluster, cannot be reassigned 
later in the process if a more appropriate cluster becomes apparent.  To alleviate this pitfall, two-
stage approaches are sometimes used, with the first stage being a hierarchical clustering and the 
second a non-hierarchical method (using the first-stage clusters as seeds) or some other form of 
reassignment process (Aldenderfer and Blashfield 1984; Davis and Kalkstein 1990; Stooksbury 
and Michaels 1991; Bunkers et al. 1996; Johnson and Wichern 1998). 
In non-hierarchical cluster analysis, a set of cluster seeds is predefined: each observation 
is grouped with the nearest cluster seed, new seeds (cluster centroids) are calculated, and 
observations are reassigned to the closest seed.  The process iterates until no further 
reassignments occur (Aldenderfer and Blashfield 1984; Johnson and Wichern 1998).  While 
nonhierarchical methods have been shown to outperform hierarchical approaches in known 
datasets (e.g. Gong and Richman 1995), they have the disadvantage of requiring that the number 
of clusters be defined a priori (Stooksbury and Michaels 1991).  For that reason, considering that 
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this project is largely exploratory with no expected number or spatial distribution of clusters, an 
agglomerative hierarchical approach was selected. 
 Within the hierarchical methods, several different techniques for measuring the distance 
between observations as well as defining the (dis)similarity between objects are feasible.  In this 
project, since each observation is characterized by n variables (e.g. 12 monthly mean 
temperatures), each observation is a point in an n-dimensional space, and the most frequently-
used distance metric in such cases is squared Euclidean distance (Gong and Richman 1995; 
Fovell 1997). 
 A more difficult decision is to select a clustering algorithm from among the various types 
of agglomerative hierarchical methods, each of which has strengths as well as inherent biases.  
At each iteration, the clustering algorithm calculates the distance between all pairs of clusters 
based on certain criteria using the selected distance metric, and selects the most similar pair for 
joining.  While numerous techniques are available, five appear most frequently: 
1) Average-linkage – the distance between a pair of clusters is the average of the squared 
Euclidean distance between all possible pairs of points with one in each cluster.  This method 
minimizes within-cluster variance and maximizes between-cluster variance, and has a slight bias 
toward producing clusters with the same within-cluster variance (Aldenderfer and Blashfield 
1984; Kalkstein et al. 1987; Stooksbury and Michaels 1991; Johnson and Wichern 1998; SAS 
Institute 1999). 
2) Ward’s method – at each step, the join is selected that minimizes the total within-cluster sum 
of squares, with the similarity between a pair of clusters defined as the total sum of squares 
between the two clusters across all variables.  This method is biased toward producing equal-
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sized clusters (Aldenderfer and Blashfield 1984; Kalkstein et al. 1987; Stooksbury and Michaels 
1991; Johnson and Wichern 1998; SAS Institute 1999). 
3) Complete-linkage – the distance between a pair of clusters is the maximum distance between 
an observation in one cluster and an observation in the other cluster.  This method has a strong 
tendency to produce clusters with equal diameters, and can be severely distorted by outliers 
(Aldenderfer and Blashfield 1984; Kalkstein et al. 1987; Stooksbury and Michaels 1991; 
Johnson and Wichern 1998; SAS Institute 1999). 
4) Centroid method – the similarity between clusters is the squared Euclidean distance between 
cluster centroids; the pair of clusters with the shortest distance is joined.  The centroid method 
has a tendency to produce one huge cluster and many small ones.  Its only advantage is that it is 
more robust to outliers than other methods (Kalkstein et al. 1987; Stooksbury and Michaels 
1991; SAS Institute 1999). 
5) Single-linkage – is similar to complete linkage, except that the minimum distance between 
observations (one in each cluster) is used rather than the maximum.  This method is limited by its 
propensity to form “chains,” or long, linear, groupings of observations (Aldenderfer and 
Blashfield 1984; Kalkstein et al. 1987; Stooksbury and Michaels 1991; Johnson and Wichern 
1998; SAS Institute 1999). 
Overall, average-linkage and Ward’s method appear to be the most frequently-used 
hierarchical methods in the climate literature.  Given that the available methods have individual 
strengths and weaknesses, however, it is not wise to default to a single clustering method 
arbitrarily (Kalkstein et al. 1987; Fovell and Fovell 1993; Gong and Richman 1995).  Therefore, 
this research compares results from both the average-linkage method and Ward’s method to gain 
insight into the clustering (i.e. spatial pattern) that is most appropriate. 
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The results of a cluster analysis will be strongly affected by the variables selected, not 
only because the variables used must be representative of the climate and appropriate for the 
goals of the study, but also because relationships between the variables and differing scales of 
the variables can skew the outcome.  In this study, the clustering involves only temperature 
variables (monthly means of maximum and minimum temperature and a variability term for each 
temperature).  The variables are limited to temperature because the objective of this current 
research is to examine trends in temperature extremes, and therefore sub-regions that are 
homogeneous in terms of temperature are desired.  Other studies, directed at identifying regions 
that are homogeneous in terms of a more general representation of climate, may include 
variables relating to precipitation, wind, cloud cover, seasonality, and so forth.  The caveat to be 
kept in mind is that clustering results are dependent on the variables used, and the variables 
depend on the purpose of the research – clusters defined for a particular purpose may not be 
representative of general climate and may not be appropriate for applications outside of the 
original context. 
A less visible impact of variable selection arises when one or more of the variables are 
related to one another.  Fovell and Fovell (1993) refer to this as “information bias,” and describe 
it as a problem of interrelated variables contributing redundant or repetitive information to the 
analysis.  At the outset of a cluster analysis, the relative importance of the individual variables in 
defining the “true” cluster structure is not known.  As a result, it is often assumed that each 
variable represents a unique and equally important contribution to the separation of the clusters; 
therefore, each variable is usually standardized before the analysis, giving each equal variance 
and hence equal weight in the analysis.  When redundant information is included in a dataset, the 
result is that the weighting of the related variables is enhanced. 
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Without knowing in advance what the correct cluster structure is, it is very difficult to 
remove redundant information.  One strategy that is frequently applied is to use principal 
components analysis (PCA) to process the data before clustering (e.g. Davis and Kalkstein 1990; 
Briggs and Lemin 1992; Bunkers et al. 1996; DeGaetano 1996b), producing a reduced set of 
uncorrelated variables (component scores) that explain most of the variability in the original 
data.  PCA is a multivariate technique that linearly transforms the original variables in a dataset 
into a new set of mutually uncorrelated variables, or components.   These components are 
ordered so that the first component explains the greatest amount of variability in the original 
dataset, with successive components expressing progressively less.  The total amount of variation 
explained by each component is indicated by the eigenvalue associated with that component.  If 
the data have been standardized prior to the PCA, so that each of n variables has a variance of 
one (the total variance therefore equaling n), then the eigenvalues will sum to the number of 
variables and the ratio of an individual eigenvalue to n will give the proportion of the total 
variance explained by that component (Horel 1981; Dunteman 1989; Jolliffe 1990; Smith 1991; 
White et al. 1991; Johnson and Wichern 1998). 
When PCA is used to reduce redundancy in a data set, then the component solution must 
be truncated, i.e. a subset of the components is retained and the rest are discarded.  If all 
components were retained, then all of the information in the original dataset is still present in the 
principal components, including the redundancy (despite their orthogonality).  Ideally, redundant 
or irrelevant information is discarded along with the truncated components, and the retained 
components are sufficient to produce a proper partitioning of the clusters.  Numerous techniques 
exist to identify the proper truncation point.  One simple criterion is to delete all eigenvalues 
below a lower boundary, usually those less than one.  If the data were standardized prior to the 
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PCA, the sum of the eigenvalues is equal to n, and eigenvalues greater (less) than one are 
associated with components explaining more (less) than the average amount of variance 
(averaged across the n components).  A second criterion is to examine the scree plot of the 
eigenvalues, which plots eigenvalue against component number.  The point at which the slope 
flattens out, so that later components explain roughly equal amounts of variance, is a logical 
truncation point (Richman 1986; Davis and Kalkstein 1990; White et al. 1991; Fovell and Fovell 
1993; Jolliffe 1993; Gong and Richman 1995; SAS Institute 1999).  Another graphical 
technique, developed by Davis and Kalkstein (1990), is to plot the difference between the natural 
logarithms of successive eigenvalues against component number.  Peaks in this plot indicate 
steps where the decrease in explained variance is large, and correspond to appropriate truncation 
points.  All of these three criteria are used in this study. 
A final difficulty is the determination of the “correct” number of clusters.  Because 
atmospheric variables generally vary smoothly over space, rather than exhibiting sharp 
discontinuities, a “true” set of clusters may not exist.  In addition, fuzzy boundaries and overlap 
between clusters are to be expected (Fovell and Fovell 1993; Bunkers et al. 1996; DeGaetano 
1996b), due to both the character of the data as well as the inability of hierarchical methods to 
reassign poorly-clustered observations.  The final regionalization, therefore, requires a degree of 
subjectivity, and should be chosen so as to provide sufficient subdivision of the region to meet 
the goals of the study while sacrificing as little detail as possible and remaining climatologically 
meaningful.  Still, a number of tools exist to select numbers of clusters that may be particularly 
appropriate.  Kalkstein (1987) recommended using the squared multiple correlation (R2), which 
gives the proportion of total variance explained by the current clustering.  It ranges from 1.00 
when all observations are their own clusters down to 0.00 when all observations are in a single 
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cluster.  A relatively large drop in R2 indicates that two dissimilar clusters have been forced 
together, meaning that the solution just before the drop may be an appropriate stopping point. 
 Two other statistics are produced by the SAS system that are useful in selecting the 
appropriate number of clusters: the pseudo-F and pseudo-T2.  These tests are “pseudotests” 
because clustering algorithms do not assign cluster membership randomly, so there is no 
underlying statistical distribution that can be used for significance testing.  The pseudo-F is the 
ratio of between-cluster variance vs. within-cluster variance, and the pseudo-T2 is the ratio of the 
within-cluster sum of squares for two clusters vs. the within-cluster sum of squares for the one 
cluster that results from their joining.  These statistics are calculated for each step in the 
hierarchical clustering procedure.  Potentially appropriate clustering levels are indicated by local 
maxima of the pseudo-F, and/or small values of the pseudo-T2 that are followed by peaks 
(Stooksbury and Michaels 1991; Fovell and Fovell 1993; SAS Institute 1999).  In most cases, it 
is appropriate to look for agreement between multiple indicators, in conjunction with subjective 
interpretation of the spatial pattern produced by a particular clustering solution. 
 In summary, cluster analysis is a powerful tool for identifying patterns in large 
climatological data sets, and in particular for defining homogeneous climate regions.  However, a 
number of pitfalls must be addressed through careful data preparation, method selection, and 
interpretation of results.  In this study, only temperature data are used to define the clusters, and 
four closely-related clustering solutions are applied: two clustering methods applied to both raw 
and PCA-processed data.  It is believed that incorporation of these four solutions (through 
comparison and consensus of the varying results) provides a satisfactory partitioning of the study 




“Extreme events” can be defined as exceedances of a particular threshold value in the 
variable of interest (e.g. DeGaetano 1996a), often a threshold that has a particular significance.  
Examples include temperatures below freezing, or as the occurrence of statistically unusual 
events (e.g. Henderson and Muller 1997), such as values located in a predefined region of the 
tails of a frequency distribution.  While arguments in favor of using threshold values of 
biological or other significance exist, this project uses a statistical definition.  The main reason 
for relying on a statistical definition of extremes here is to provide consistency between months 
and seasons.  Use of biological or other thresholds would require the choice of the sector upon 
which to base the threshold (e.g. agriculture, health, etc.) and the definition of meaningful 
threshold values for different times of the year.  In other words, a cold threshold of 0oC would be 
meaningless in summer and would have varying levels of importance between sub-regions, even 
in winter.  The statistically-based definition used here is believed to be less cumbersome, and 
allows for direct comparison of varying increases and decreases in “extreme-ness” between the 
sub-regions.  A secondary argument against the use of threshold values is provided by Nese 
(1994), who demonstrated that manual observations of daily temperatures are often biased 
toward values ending in certain digits – particularly those ending in “0” (multiples of ten), but 
also those ending in “2”, “5”, and “8”.  These biases could easily affect the number of times that 
thresholds are met or exceeded, particularly as thresholds of interest are often chosen to end in 
“2” (e.g. 32o F) or “0” (e.g. 90o F).  This bias will be at least partially ameliorated by the use of 
statistically-based extremes, as the percentile-defined thresholds will be based on whatever value 
is exceeded by 1, 5, or 10 percent of days, regardless of whether or not that particular value is 
excessively “popular” in the temperature distribution. 
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Each of the four types of extremes examined (hot maxima, cool maxima, warm minima, 
cold minima) were classified based on daily temperature anomalies.  For each Julian day, all 
available observations over the period of record for the two variables (maximum and minimum 
temperature) for each date were averaged separately, along with the values for the two days on 
either side.  (Leap Days were aggregated with February 28).  These mean temperatures were 
subtracted from the daily observations to produce daily anomalies of maximum and minimum 
temperature.  Days were classified as extremes when the daily anomaly value falls below the αth 
percentile or above the (100-α)th percentile, as appropriate, for all the observations of the specific 
temperature variable on that date.  After Yan et al. (2002), values of 1, 5, and 10 were used for α, 
to provide a fuller picture of extreme events.  The monthly frequency of extreme events is 
defined simply as the total number of each type of extreme event occurring within each month of 
the record.  It is this monthly frequency, for each of the four extreme types, that was analyzed for 






 Data used in the regionalization were selected from the TD3200 dataset – the Summary 
of the Day data from NWS Cooperative weather stations.  To obtain a spatially representative 
sample of sites in the study region, a stratified-random selection process was applied.  The five-
state area was divided into 1ox1o latitude/longitude grid cells, and two sites were selected at 
random from each cell.  Daily maximum and minimum temperatures for the 50-year period 
1948-1997 were obtained from the Southern Regional Climate Center (located at Louisiana State 
University in Baton Rouge, LA). 
 Once obtained, daily data from each site were subjected to basic tests for completeness 
and accuracy, and monthly variables were calculated.  First, the time series were manually 
screened for obviously erroneous values, and these values were removed and marked as missing.  
Next, the time series were examined for overall completeness, and any site missing more than 5 
percent of the total number of days was rejected from the analysis.  At the end of the first round 
of processing, rejected sites were replaced by another site from the same grid cell.  At each site, 
four monthly variables were calculated: monthly mean maximum temperature (MAX), monthly 
mean minimum temperature (MIN), mean interdiurnal variability of maximum temperature 
(MIDVmax), and mean interdiurnal variability of minimum temperature (MIDVmin).  The latter 
two variables were calculated by averaging the absolute differences between the maximum 
(minimum) temperatures on each day of the month and the day immediately preceding (for the 
first day in a month/year, the preceding day is the last day of the previous month/year).  Months 
were marked as missing when the month in question had fewer than 90 percent of its daily 
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observations present.  Finally, sites were rejected from the analysis when fewer than 95 percent 
of the total months in the study period were present.  The reason for this criterion is that it is 
possible for a site to meet the 95 percent completeness criterion for daily observations, but the 
missing values that are present can be spread out between months to make an excessive number 
of monthly values unreliable. 
 Once this process was complete for the original batch of sites, stations that had been 
rejected were replaced, if possible, by randomly selecting alternate sites from the corresponding 
grid cells and performing the examinations/calculations described.  This replacement proceeded 
for each grid cell until no suitable replacement options remained.  The result of this data 
selection and preparation phase was a set of 184 sites at which 50-year time series of four 
monthly variables had been calculated.  The spatial distribution of these sites is shown in Figure 
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Figure 1.  Locations of COOP sites used in clustering.  Site labels refer to Table A-1. 
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A final step in the data preparation was to calculate long-term means for each of the four 
variables by month at each site.  This results in a total of 48 variables to be input into the cluster 
analysis (12 months x 4 variables).  These long-term means were then standardized to have a 
mean of zero and a standard deviation of one; the reason for this being that the temperature data 
and the variability data were an order of magnitude apart, and this large difference in scale would 
have given differing weights in the cluster analysis (SAS Institute 1999). 
 As noted, PCA is often used to reduce redundancy in a data set.  In this analysis, the 48 
long-term means are highly inter-correlated, with correlations (R values) for both maximum and 
minimum temperatures between successive months over 0.90 in most cases and ranging up over 
0.99 in winter months.  RPCA was applied to the correlation matrix of the long-term means to 
produce a second set of clusters for comparison with those derived from the complete data set. 
Use of the correlation matrix as opposed to the covariance matrix eliminates problems of 
differing scales between variables in the pre-standardized analysis. 
Table 1 shows the first 12 (out of 48) eigenvalues from the PCA.  Applying the lower 
bound criterion (eigenvalue < 1) suggests that only the first five components should be retained 
for rotation.  Similarly, the scree plot (Figure 2) also supports a five component solution, 
although a case could be made supporting a four-component solution.  Finally, the plot of natural 
logarithm differences (Figure 3) shows a clear peak at five components.  Based on the agreement 
between the three indicators, the first five principal components are retained.  Cumulatively, 
these five components account for 96.3 percent of the total variability in the original data set, 
with the bulk of this variability explained by the first component (59.6 percent).  Rotating these 
five components using the varimax method (Horel 1981; White et al. 1991) resulted in a new set 
of five orthogonal (uncorrelated) components.  Component scores were calculated for each  
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Table 1.  Eigenvalues and cumulative explained variance. 
    
Component Eigenvalue Variance (%) Cumulative (%) 
1 28.611 59.61 59.61 
2 9.517 19.83 79.43 
3 4.928 10.27 89.7 
4 1.842 3.84 93.54 
5 1.335 2.78 96.32 
6 0.559 1.16 97.48 
7 0.264 0.55 98.03 
8 0.201 0.42 98.45 
9 0.138 0.29 98.74 
10 0.105 0.22 98.96 
11 0.093 0.19 99.15 
12 0.066 0.14 99.29 






























Figure 3.  Differences between natural logarithms of successive eigenvalues from principal 
components analysis for first twenty eigenvalues. 
 
observation (site) in the data set.  These scores, which have a mean of zero and a standard 
deviation of one, were then used as input into a second round of cluster analysis. 
Clustering Results 
 The diagnostic statistics from the four clustering solutions are shown in Figures 4a-4d.  
Potentially appropriate clustering levels ideally are indicated by agreement between all three of 
the statistics.  As can be seen, however, significant differences exist between the results of the 
four solutions, particularly between the two clustering methods (average-linkage and Ward’s 
method).  Table 2 lists the clustering levels that appear to be strongly suggested by the method, 
and are therefore selected for further examination. 
 Clearly, much stronger agreement exists between the results of the average-linkage 
approach, as only this approach led to clear agreements between all three indicators.  In addition, 
the “signal strength” of the indicators appears stronger in the average-linkage solutions; i.e., the 
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peaks are more clearly defined than in the Ward’s method solutions.  Considering all four 
solutions together, certain clustering levels are suggested.  All four approaches indicate potential 
solutions in the range of 10-12 clusters.  Additionally, solutions of approximately 23 clusters are 
also common.  The two average-linkage solutions also agree on suggesting a solution in the mid-
teens; i.e. 15-17 clusters. 
 For the purpose of this research, a cluster solution of 10 or fewer clusters is considered 
appropriate.  This level is regarded as appropriate because it identifies broad sub-regions in the 
study area within which temperature variability can be linked to large-scale circulation 
variability, while still allowing for region-wide analysis of extreme temperature trends.  Higher-








































Figure 4a.  Plots of Pseudo-F (PSF), Pseudo-T2 (PST2) and change in R2 (SPRSQ) for the last 30 
cluster joins using the average-linkage technique applied to the raw data (part a), average-linkage 
applied to the first five PCA scores (part b), Ward’s method applied to the raw data (part c), and 
Ward’s method applied to the PCA scores (part d).  Peaks in PSF followed by increases in PST2 
and SPRSQ indicate potentially appropriate clustering levels.  The scale for SPRSQ is offset 































































































































Table 2.  Potentially appropriate clustering levels based on the four clustering solutions. 
   
   
Cluster Solution (Figure) Clustering level suggested Indicators 
Raw data, average-linkage (4a) 7 all three 
Raw data, average-linkage (4a) 10 all three 
Raw data, average-linkage (4a) 17 all three 
Raw data, average-linkage (4a) 23 all three 
PCA scores, average-linkage (4b) 12 all three 
PCA scores, average-linkage (4b) 15 all three 
PCA scores, average-linkage (4b) 20 all three 
PCA scores, average-linkage (4b) 23 all three 
Raw data, Ward’s Method (4c) 10 T2, R2 (weak) 
Raw data, Ward’s Method (4c) 12 T2, R2 (weak) 
Raw data, Ward’s Method (4c) 14 T2 
Raw data, Ward’s Method (4c) 23 T2 
PCA scores, Ward’s Method (4d) 10 T2, R2, F (weak) 
PCA scores, Ward’s Method (4d) 12 T2, R2, F (weak) 
PCA scores, Ward’s Method (4d) 21 T2 
PCA scores, Ward’s Method (4d) 25 T2, R2 (weak) 
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detail for the purpose.  Still, the solutions with large numbers of clusters can identify clustering 
patterns which arose relatively early in the agglomerative process, and are thus likely to be 
robust.  To this end, two 23-cluster solutions are shown in Figures 5 and 6. 
 Both figures are very noisy, and show a high degree of spatial overlap between identified 
clusters.  It is clear that this level of detail is inappropriate; however, a few useful observations 
can be made.  In Figure 5, two small, coherent clusters are visible in western Oklahoma (9) and 
north-central Texas (4).  In addition, there is a general separation of the coastal regions in the 
east (1 and 2) from the inland areas to the north (3 and 6).  This north/south separation is much 
less apparent in Figure 6, but the central Texas (13, 15) and western Oklahoma (14, 16) clusters 
are apparent.  In addition, Figure 6 shows the emergence of strong spatial cohesion in the Texas 
































































































































































Figure 5.  23-cluster average-linkage solution using PCA scores.  As in all of the following 
cluster maps, the numbers have no significance other than to identify clusters, and will vary 


































































































































































Figure 6.  23-cluster Ward’s method solution using raw data. 
 
 A much clearer picture can be seen when a clustering level of approximately 15 clusters 
is selected.  Figures 7 and 8 show the patterns from two average-linkage solutions: a 15-cluster 
solution using the PCA scores and a 17-cluster solution using the raw data.  The patterns 
depicted in the higher-order solution are more apparent here, particularly in Figure 7.  In this 
PCA-based solution, the separation between the coastal and inland regions in the east (1, 2) is 
very apparent, as are the western Oklahoma (6) and central Texas (3) clusters.  The Panhandles 
are also identified as a distinct region (4, 7).  Several outliers are also apparent in this map.  The 
fact that the most immediately coastal locations – Hackberry, LA (10), Galveston, TX (15), 
Matagorda, TX (8) and Brownsville, TX (8) – are delineated is reassuring, as this level of small-
scale differentiation is indicative of the power of the technique.  Sites in the far west of Texas are 
climatological outliers by virtue of their isolation from the rest of the region, as well as by their 
elevational uniqueness.  The two sites indicated as “9” are the highest in the dataset: Mt. Locke 

































































































































































Figure 7.  15-cluster solution using average-linkage on the PCA scores. 
 
 Figure 8 is noisier than Figure 7, but similar patterns are apparent.  The Panhandle (6, 7, 
10), western Oklahoma (9), and central Texas (8) regions are apparent, as is the south-north 
gradient in the eastern half of the region (4, 3, 2).  Many of the same outliers are also apparent 
along the Gulf Coast and in west Texas, but an interesting difference is the strengthening of a 
deep south Texas region (5), which includes Brownsville.  Also, the impact of the Gulf is evident 
as three low-lying coastal locations in Louisiana (Hackberry) and Texas (Galveston and 
Matagorda) are distinguished from the surrounding sites. 
 A higher degree of agglomeration is shown in Figures 9 – 12.  The 10-cluster average-
linkage solution from the raw data (Figure 9) provides a clear and intuitively believable spatial 
pattern.  The Panhandles appear as a solid cluster (4), which is believed to be particularly robust 
as it appeared early in the agglomeration process.  The eastern half of the study region is divided 
into a southern (2) and northern (1) half, while three of the near-coastal sites appear as a distinct 

































































































































































Figure 8.  17-cluster solution using average-linkage on the raw data. 
 
regions are also apparent.  The Panhandle cluster also shows up clearly in Figures 10 – 12, as do 
the central Texas and western Oklahoma clusters.  Overall, however, the average-linkage/PCA 
solution and the two Ward’s method solutions are less coherent, particularly in the east.  Figure 
10 shows the entire eastern half agglomerated into one cluster, indicating the difficulty in 
differentiating these sites.  Figures 11 and 12 do show the south-north gradient in the east, but 
there is a high degree of overlap.  
 Elevation is a climate-influencing factor that appears to be associated with the cluster 
distribution.  Figure 13 shows the elevations of the sites used in the clustering.  As can be seen, 
the higher elevations in the panhandles correspond well to a clearly-defined cluster, and the 
intermediate elevations in Oklahoma and central Texas are also delineated into separate clusters.  
The eastern half of the study region is uniformly low in elevation, contributing to the difficulty in 
differentiation of these sites.  In the eastern areas, latitude as well as distance from the Gulf 














































































































































































































































































































































































































































































































































































































































































Figure 13.  Elevations of COOP sites used in the cluster analysis. 
 
 For this study, a cluster pattern of 10 or fewer sub-regions is considered appropriate, as 
discussed above.  Based on the strength of and agreement between the clustering indicators, as 
well as a subjective examination of the spatial patterns, the average-linkage/raw-data solution 
(Figure 9) appears to provide the best delineation of sub-regions.  To aid in refining the final 
clustering pattern, Figure 14 shows sites that clustered together in all four 10-cluster solutions.  
As expected, the panhandle cluster shows up clearly, as do the central Texas and western 
Oklahoma regions, as well as a strong grouping along the Gulf Coast.  The difficulty of 
clustering sites in the eastern half of the study area is indicated by the overlapping groups 
centered in Arkansas (purple and light blue) and Louisiana (blue and green). 
 Based on the above discussion, therefore, the final cluster pattern (Figure 15) is derived 
from the 10-cluster average-linkage/raw-data solution, with subjective guidance from the other 
solutions as well as from the four-solution agreement map, resulting in a final pattern of seven 




Figure 14.  Sites that clustered together in the 10-cluster solutions of all four clustering methods.  
Only groups of eight of more sites are shown.  The X symbol indicates sites that were not 
members of any consistent groupings. 
 
Eastern Highland, with the boundary placed slightly north of the Arkansas-Louisiana border.  
The three distinct coastal sites (Hackberry, Galveston, and Matagorda) are subsumed into the 
larger Gulf Lowlands sub-region.  A Rio Grande Valley (Texas) region is delineated, extending 
from Corpus Christi across to Eagle Pass.  The Western Oklahoma region extends eastward 
across the northern border to encompass the slightly higher-elevation sites in northern Arkansas.  
The Panhandle and Central Texas clusters complete the main pattern, with the Central Texas 
cluster extending westward to include four sites in west Texas.  Finally, the dangling outliers of 
far western Texas are lumped together in a seventh cluster. 
 It is important to note that atmospheric variables change continuously over space, and 
“hard” clusters can be misleading.  The boundaries between these clusters, although depicted as 
distinct lines, should in actuality be considered to be somewhat “fuzzy”.  In comparing the 
clustering in Figures 9 and 15, it can be seen that 14 sites (7.6 percent) have been reassigned to a 
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Figure 15.  Final cluster pattern.  The cluster boundaries are drawn broadly to represent the 
transitional nature of climatic boundaries.  The light gray area in southwestern Texas indicates a 
region where lack of data precluded cluster assignment. 
 
neighboring cluster (excluding the three coastal sites and sites lying on the boundary lines).  This 
number could have been reduced by drawing the boundaries more sinuously, but it was felt that 
the degree of cluster overlap apparent in the various cluster solutions made straight, wide lines a 
better depiction that sinuous, narrow boundaries.  With these caveats in mind, the clusters 
depicted in Figure 15 are believed to depict real spatial differences in temperature magnitudes 
and variability across the study region. 
Cluster Validation 
 One of the difficulties is assessing the validity of regions defined using cluster analysis is 
the inapplicability of standard significance tests to validate the derived clusters.  Due to the 
nature of the clustering process, tests for between-group differences, such as analysis of variance 
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(ANOVA), will invariably detect highly significant differences between groups when applied to 
the original data, regardless of whether real differences exist between the groupings (Aldenderfer 
and Blashfield 1984).  As a result, the selection of the “correct” number of clusters is largely 
controlled by the objectives of the study, as well as the intuition and a priori knowledge of the 
researcher.  The first (and often only) approach to cluster validation is a subjective assessment of 
how realistic, or believable, the derived clusters seem to be.  Aldenderfer and Blashfield (1984) 
suggested that cluster validity be assessed by formal statistical testing on independent data, i.e. 
data that were not used in the derivation of the clusters.  Accordingly, the above clusters (based 
on the COOP data) were examined quantitatively using a second data set – daily data from the 
HCN/D (described previously) covering the 1948 – 2001 period. 
 In the study region, 138 sites with records beginning in 1948 are available in the HCN/D.  
To maximize the comparability, these HCN/D sites were subjected to the same completeness 
criteria as the COOP data.  Sites missing more than 5 percent of the total number of days in the 
time period were dropped, as were sites with more than 5 percent of the individual months 
marked as missing.  Months were considered to be missing when more than 10 percent of the 
days in the month were unavailable.  The result of these completeness tests was 89 HCN/D sites 
that were accepted for the cluster validation process (Figure 16). For each of these sites, long-
term means of monthly maximum and minimum temperatures as well as the intra-monthly 
standard deviations of both maximum and minimum temperatures were calculated.  This 
produced a set of 48 variables (4 measures x 12 months) at each site, which is directly 
comparable to the COOP-based data used for the clustering itself. 
 The initial step in the cluster validation was subjective examination of the various 
measures averaged over the individual clusters.  These comparisons are shown in Figures 17 – 
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20, with the same cluster names as in Figure 16.  The numbers in parentheses after each cluster 
name in the legends are the number of acceptable HCN/D sites in that cluster. 
 Subjective examination of the figures shows noticeable differences between the monthly 
values for the various clusters.  In terms of maximum and minimum temperatures, the latitudinal 
gradient is clearly apparent, with the Rio Grande Valley cluster generally warmest, and the 
Panhandles, Western Oklahoma, and Eastern Highland generally cooler throughout the year.  
The temperature curves also show the seasonal impact of varying atmospheric circulation  
patterns: inter-cluster temperature differences are lower in summer, when the advection of warm 
maritime tropical air from the Atlantic High tends to dominate the entire study region. 
Differences between clusters are increased in winter as the movement of colder 
continental polar air from the north becomes prevalent (Henderson and Muller 1997).  The 
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temperature curves also show the impact of continentality, as the more coastal Gulf Lowlands 
and Rio Grande Valley clusters show a lower seasonal range than the inland clusters (Jehn 1977; 
Driscoll and Yee Fong 1992).  A final interesting point from the temperature curves is that the 
Far West cluster shows a maximum temperature peak in June (closest to the date of maximum 
insolation) while the other clusters reach their peaks in July or August (Figure 17).  This is 
consistent with Driscoll et al. (1994), who showed that the lag between seasonal radiation and 
temperature peaks was reduced as continentality increased.  In addition, the cooling effect of the 
increased precipitation associated with the Arizona Monsoon may be impacting the westernmost 
portions of the study area.  
 The plots for temperature variability (Figures 19 and 20) also show between-cluster 
differences.  Variability is lowest across the region in summer, reflecting the widespread 
dominance of maritime air during these months.  Intra-monthly variabilities are highest in winter, 
resulting from the frequent passage of cold fronts during this season, which leads to larger intra-
monthly temperature swings as warm and cold air masses are interchanged (Henderson and 
Muller 1997).  Throughout the year, intra-monthly variabilities tend to be highest in the more 
northern, inland clusters, reflecting the greater continentality as well as the more frequent air 
mass variations in these areas. 
 Despite these obvious inter-cluster differences, several of the curves in Figures 17 – 20 
show a high degree of overlap.  In particular, the maximum temperature curves for the Eastern 
Highlands, Panhandles, and Western OK clusters are very close, diverging only slightly in 
summer.  These clusters are more strongly differentiated by the minimum temperature data, as 
well as by the variability plots. Other examples of strong overlap between clusters during parts of 
the year or for particular variables can be identified in the plots, as well.  These overlaps provide 
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clear evidence of the importance of the multivariate clustering technique – a single variable 
would not have been sufficient to fully identify the distinctions between the sub-regions. 
 Beyond the subjective examination of Figures 17 – 20, a formal statistical test – 
multivariate analysis of variance (MANOVA) – was used to compare the monthly means of the 
four variables between the clusters, again using the HCN/D data.  MANOVA is a multivariate 
extension of univariate ANOVA, in which group means are compared across a number of 
variables simultaneously, to detect differences between classes that may not be apparent in any 
or all of the individual variables.  In addition, MANOVA allows the construction of contrasts to 
compare pairs or subsets of the groups with one another, as well as univariate analyses to seek 
between-class differences in individual variables (Johnson and Wichern 1998; SAS Institute 
1999).  Several different statistics are available for significance testing in MANOVA – p-values 
for the four most common (Wilks’ Lambda, Pillai’s Trace, the Hotelling-Lawley Trace, and 
Roy’s Greatest Root) are used here.  To provide a sufficient sample size, the Far West cluster, 
with only one acceptable HCN/D site, was dropped from the MANOVA. 
 Four separate analyses were performed: the twelve long-term monthly values of each of 
the four variables were compared between the six clusters with a sufficient number of sites.  
Analogous to ordinary ANOVA, the data are the twelve long-term monthly means of each 
variable for each site, and the sites are classed by cluster.  The variability of the values (i.e. site 
means) within clusters is compared to the variability between clusters.  In all cases, the four 
MANOVA statistics examined each indicate a statistically significant difference (p-value < 
0.0001) between the overall set of clusters which indicates that for each variable, at least one 
cluster is significantly different from the others. 
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Further specificity can be obtained within the MANOVA by constructing contrasts between pairs 
of clusters.  In this case, contrasts are created between adjacent pairs of clusters, and are 
calculated for each individual month.  The results of these tests – analogous to simple t-tests – 
are reported in Table 3.  As can be seen, the great majority of comparisons show statistically 
significant differences, further indicating that there are genuine differences between the 
identified sub-regions.  In addition, several intriguing patterns are evident that, while beyond the 
scope of the current project, are attractive avenues for further inquiry. For example, the 
significant differences between the Panhandles and the Western Oklahoma clusters are 
predominantly in the magnitude and variability of minimum temperatures – these clusters are not 
differentiated as well in terms of maximum temperature for most months.  A similar pattern is 
seen in the comparison between the Gulf Lowlands and the Rio Grande Valley.  Another 
interesting pattern can be seen in the Gulf Lowland vs. Rio Grande Valley contrast for maximum 
temperatures and in the Panhandles vs. Central Texas contrast for summertime minimum 
temperature.  In each of these comparisons, the magnitude of the temperature shows significant 
inter-cluster differences, while the standard deviation of temperature does not.  The opposite 
pattern can be seen in the maximum temperature comparisons between the Eastern Highlands vs. 
Western Oklahoma as well as the Panhandles vs. Western Oklahoma; the intra-monthly 
variabilities vary significantly between clusters for most months, while the magnitudes of the 
temperatures do not.  These patterns, while not further examined here, provide additional 
evidence of the validity of the differences between the clusters, as well as further indicating the 




Table 3.  Significance (p-values) of monthly contrasts between adjacent pairs of clusters.  For 
each cell, the four values are the p-values for the comparisons between long-term monthly mean 
values of maximum temperature (upper left), minimum temperature (upper right), standard 
deviation of maximum temperature (lower left), and standard deviation of minimum temperature 
(lower right).  Values which are not significant at the 0.05 level are shown in bold.  Values have 
been rounded to three decimal places for readability – entries of 0.000 indicate a p-value of 
<0.0005. 
 
  Gulf Lowland  Gulf Lowland  Gulf Lowland  Eastern Highland Panhandles Panhandles 
  vs. Central TX vs. Eastern Highland vs. Rio Grande Valley vs. Western OK vs. Central TX vs. Western OK
Jan 0.057 0.000 0.000 0.000 0.000 0.000 0.196 0.000 0.001 0.000 0.057 0.045 
  0.000 0.000 0.055 0.864 0.575 0.001 0.001 0.130 0.045 0.065 0.008 0.000 
Feb 0.201 0.000 0.000 0.000 0.000 0.000 0.360 0.000 0.000 0.000 0.180 0.009 
  0.000 0.000 0.003 0.787 0.694 0.010 0.000 0.854 0.011 0.028 0.031 0.000 
Mar 0.601 0.000 0.000 0.000 0.000 0.000 0.497 0.000 0.000 0.000 0.494 0.000 
  0.000 0.053 0.000 0.734 0.809 0.005 0.000 0.007 0.001 0.000 0.137 0.000 
Apr 0.243 0.000 0.000 0.000 0.000 0.000 0.962 0.002 0.000 0.000 0.341 0.000 
  0.000 0.860 0.000 0.018 0.331 0.000 0.000 0.005 0.000 0.006 0.000 0.000 
May 0.114 0.005 0.000 0.000 0.000 0.000 0.818 0.010 0.000 0.000 0.388 0.000 
  0.000 0.002 0.000 0.000 0.606 0.000 0.000 0.000 0.000 0.850 0.000 0.000 
Jun 0.001 0.119 0.000 0.000 0.000 0.000 0.014 0.142 0.001 0.000 0.454 0.000 
  0.000 0.001 0.000 0.000 0.313 0.003 0.000 0.000 0.000 0.214 0.000 0.001 
Jul 0.000 0.690 0.028 0.000 0.000 0.000 0.000 0.900 0.002 0.000 0.132 0.000 
  0.000 0.000 0.000 0.000 0.029 0.102 0.000 0.000 0.000 0.254 0.117 0.000 
Aug 0.001 0.336 0.002 0.000 0.000 0.000 0.000 0.803 0.000 0.000 0.010 0.000 
  0.000 0.003 0.000 0.000 0.697 0.024 0.000 0.000 0.000 0.934 0.102 0.000 
Sep 0.405 0.004 0.000 0.000 0.000 0.000 0.083 0.189 0.000 0.000 0.062 0.000 
  0.000 0.003 0.000 0.000 0.293 0.000 0.000 0.002 0.000 0.948 0.022 0.000 
Oct 0.521 0.031 0.000 0.000 0.000 0.000 0.695 0.484 0.000 0.000 0.511 0.000 
  0.000 0.811 0.000 0.093 0.237 0.002 0.000 0.152 0.000 0.002 0.000 0.000 
Nov 0.013 0.000 0.000 0.000 0.000 0.000 0.067 0.002 0.000 0.000 0.624 0.000 
  0.002 0.003 0.000 0.797 0.951 0.038 0.000 0.158 0.000 0.000 0.001 0.000 
Dec 0.017 0.000 0.000 0.000 0.000 0.004 0.093 0.000 0.000 0.000 0.118 0.004 
  0.001 0.000 0.085 0.092 0.799 0.006 0.000 0.011 0.000 0.017 0.000 0.000 
 
Summary 
 Based on daily maximum and minimum temperature data from NWS Cooperative 
stations, seven climatologically homogeneous sub-regions have been defined within the five-
state study area.  These regions are based upon the results of a hierarchical, agglomerative cluster 
analysis procedure applied to the long term monthly means of maximum temperature, minimum 
temperature, maximum temperature standard deviation, and minimum temperature standard 
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deviation at 184 COOP sites.  After clustering, the sub-regions were validated using a different 
data set – daily maximum and minimum temperatures at 89 HCN/D sites.  The validation process 
demonstrated that there are statistically significant differences between the sub-regions; i.e., 
these clusters represent genuine spatial patterns in temperature across the south-central U.S.  




MONTHLY TEMPERATURE TRENDS 
Introduction 
 Before examining trends in the frequency of extreme daily events, it is important to 
examine the fluctuations of mean monthly, seasonal, and annual temperatures for the region, as it 
can be expected that the mechanisms and patterns affecting temperature means will also 
profoundly affect extreme occurrences.  Accordingly, this chapter describes long term trends in 
mean temperatures and temperature variability.  Also, the relationships between temperature 
means and variability for the region and global-scale atmospheric patterns are discussed.  These 
trends and relationships are later incorporated into the analyses of extreme daily temperature 
events for the study region. 
Monthly-Mean Maximum and Minimum Temperatures 
 Linear trends in monthly-mean maximum and minimum temperatures were estimated for 
each of the seven sub-regions identified in Chapter 4.  For each region, monthly-mean values of 
maximum and minimum temperatures were calculated for the period 1918-2000 using data from 
the Historical Climatology Network (HCN) described in Chapter 3.  Seasonal means were 
calculated by year using the following three-month seasons: December-January-February 
(winter), March-April-May (spring), June-July-August (summer), September-October-November 
(fall).  For winter, the December of the previous calendar year is used.  Annual means were 
calculated by calendar year.  The starting point of 1918 was chosen because, although some 
HCN sites have records that begin earlier, they are relatively few.  To avoid introducing 
inhomogeneity into the regional-mean time series, only those sites without any missing values 
were included in the calculation of the regional-mean time series.  Of the 144 HCN sites in the 
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region with records extending back through 1918, 21 had one or more missing maximum 
temperature value.  For minimum temperatures, there were also 21 sites missing at least one 
observation, although not always the same sites as for maximum temperature.  The result is that 
each of the regional-mean time series (monthly, seasonal, and annual mean maximum and 
minimum temperatures, by region) are based on 123 serially complete sites, while the specific 
sets of sites are slightly different for the two variables.  Specific details as well as locations for 
the sites are provided in Table A-2 (in the Appendix) and Figure 21. 
 For each time interval, linear trends were estimated using ordinary least squares (OLS) 













































































































































Figure 21.  Locations of HCN sites used to estimate trends of monthly, seasonal, and annual 
mean-maximum and mean-minimum temperatures.  Sites labeled “Both” were used in the 
analyses for both variables – other sites were not sufficiently complete for one of the variables, 
and thus were used only in the calculations for the indicated variable.  The sub-regions indicated 
have been discussed previously. 
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(monthly, seasonal, or annual) as the dependent variable.  Prior to fitting the regression model, 
each time series was tested for normality, independence, and homoscedasticity of residuals – 
three of the basic requirements of the OLS model (Schroeder et al. 1986; Ostrom 1990; Burt and 
Barber 1996; Freund and Wilson 1997).  As provided by the SAS system, the Jarque-Bera test 
was used to test for normality, with α = 0.05.  Heteroscedasticity was tested by the Lagrange 
Multiplier test, also with α = 0.05.  First-order AR(1) autocorrelation was tested using the 
Durbin-Watson test with α = 0.10 (SAS Institute 1999).  The higher significance level for the 
autocorrelation test was selected because the hypothesis for this test was initially one-tailed, with 
α = 0.05 for the expected occurrence of positive autocorrelation.   
 For the seven study regions, a total of 238 time series are examined (12 monthly, 4 
seasonal, and one annual series for two variables in seven regions).  Of these time series, only 3 
showed evidence of heteroscedasticity at the 0.05 level, well below the number expected by the 
variability of the test statistic.  Twenty-one of the time series showed statistically significant 
departures from normality in the residuals; however, this is still a low enough occurrence that no 
adjustments were judged necessary. 
 The autocorrelation test shows a far higher incidence of statistically significant results: 57 
of the time series have first-order autocorrelation significant at the 0.10 level (42 of them at 0.05 
or lower).  Of these, all but 3 are positive – the negative autocorrelation was found only for the 
August mean maximum temperatures for the southwestern part of Texas (the Central Texas, Rio 
Grande Valley, and Far West sub-regions).  To account for this issue, first-order autocorrelation 
models were used for the time series with significant serial autocorrelation, while simple OLS 
regression was applied to the other time series.  The  regression models – both OLS and AR(1) – 
were calculated with the SAS AUTOREG procedure  (SAS Institute 1999). 
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 Trends in annual mean temperature for both daily maxima and daily minima are shown in 
Table 4.  Trends that are significant at the 0.05 level are shown in bold, and asterisks indicate the 
relationships calculated with the AR(1) model.  As can be seen from the table, few of the annual 
temperature trends are statistically significant, with only the Eastern Highlands region exhibiting 
significant trends in both variables.  While there is a relatively low degree of significance to 
these results, it is interesting to note that the magnitude of the trends is distinctly larger for the 
maximum temperatures.  In addition, the sign of the trends in maximum temperature is mostly 
negative, which agrees with the results of previous research in this area, such as Easterling et al. 
(1997), and counteracts the popular assumption that the world warms uniformly under global 
warming conditions.  The glaring exception, the large significant value for the Far West, may 
represent a genuine departure from the pattern in the other regions, but is suspect in that this sub-
region is represented by only two HCN stations (Figure 21). 
 Greater detail of the long-term trends in monthly temperature is presented in Tables 5 and 
6, which show regional trends in seasonal-mean maximum and minimum temperatures for the  
1918-2000 period.  As with the annual analyses, relatively few of the trends are statistically 
Table 4.  Linear trends in annual mean-maximum and mean-minimum temperatures for the sub-
regions of the study area.  Values are temperature trends in Fo/year.  Values in bold are 
significant at the 0.05 level; values with asterisks were calculated using an AR(1) model due to 
significant autocorrelation. 
 
   
  Annual Mean Maximum Temp.  Annual Mean-Minimum Temp. 
Gulf Lowland -0.0107* -0.0045 
Eastern Highland -0.0187* -0.0112 
Western OK -0.0108 0.0008 
Panhandles -0.0003* 0.0057* 
Central TX -0.0135 -0.0041 
Rio Grande Valley 0.0105* -0.0143* 
Far West 0.0314* -0.0055* 
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significant.  However, the overall magnitude of the trends is again distinctly larger for the 
maximum temperatures than for the minima, with a larger number of relationships being 
statistically significant for maximum temperature.  In addition, as Table 5 shows, significant 
trends in maximum temperature are occurring mainly in the fall months, with significant cooling 
trends ranging from approximately 2-3 Fo per century in three contiguous sub-regions (Gulf 
Lowland, Eastern Highland, Central Texas) that represent well over half of the total study area.  
Interestingly, although the fall trend for the Western Oklahoma region is not statistically 
significant, it also is negative and of comparable magnitude to the trends in the rest of the eastern 
portion of the study area.  In summer, a similar pattern of  spatially coherent negative trends in 
maximum temperature is apparent in the eastern half of the region, although most of the trends 
are not significant at the 0.05 level. 
 The obvious exception in terms of seasonal-mean maximum temperatures is the Far 
Western sub-region in which large (~3-5 Fo per century), statistically significant positive trends 
are evident in spring, fall, and winter.  With the caveat that this sub-region is represented by only 
two recording stations, it is evident that strong warming in daily maximum temperatures is 
Table 5.  Linear trends in seasonal mean-maximum temperatures for the sub-regions.  Values are 
temperature trends in Fo/year.  Values in bold are significant at the 0.05 level; values with 
asterisks were calculated using an AR(1) model due to significant autocorrelation.  Parenthetical 
numbers after region names represent the number of sites included in the calculation for each 
region. 
 
          
 Spring (MAM) Summer (JJA) Fall (SON) Winter (DJF) 
Gulf Lowland (48) 0.0033 -0.0121 -0.0175 -0.0124* 
Eastern Highland (30) -0.0039 -0.0203 -0.0284 -0.0144* 
Western OK (22) 0.0006 -0.0120 -0.0223 -0.0014* 
Panhandles (9) 0.0131 -0.0202* -0.0056 0.0118* 
Central TX (7) -0.0014 -0.0104 -0.0326 -0.0028* 
Rio Grande Valley (5) 0.0154 0.0047* -0.0019 0.0244* 
Far West (2) 0.0486 0.0034 0.0419 0.0296 
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Table 6.  Linear trends in seasonal mean-minimum temperatures for the sub-regions.  Values are 
temperature trends in Fo/year.  Values in bold are significant at the 0.05 level; values with 
asterisks were calculated using an AR(1) model due to significant autocorrelation.  Parenthetical 
numbers after region names represent the number of sites included in the calculation for each 
region. 
 
          
 Spring (MAM) Summer (JJA) Fall (SON) Winter (DJF) 
Gulf Lowland (45) 0.0000 0.0073 -0.0027 -0.0179* 
Eastern Highland (30) -0.0051 -0.0032 -0.0167 -0.0124* 
Western OK (23) 0.0092 -0.0022* 0.0000 0.0010 
Panhandles (8) 0.0138 -0.0037* 0.0000 0.0144 
Central TX (11) 0.0081 -0.0037* -0.0073 -0.0095* 
Rio Grande Valley (4) 0.0015 -0.0181* -0.0241 -0.0136* 
Far West (2) 0.0110* -0.0177* -0.0219 -0.0056* 
          
 
differentiating this area from the rest of the study region, and is consistent with the large 
significant increase in annual-mean maximum temperature for this sub-region.  Although the 
trends are not significant, the Rio Grande Valley region follows this warming trend in winter and 
spring, with positive trends of 1.5 – 2.5 Fo per century in these seasons. 
 The Panhandles and Central Texas sub-regions appear to be somewhat transitional 
between the eastern and western extremes of the study areas, although the estimated trends in 
seasonal-mean maximum temperatures are not statistically significant.  The Panhandles share in 
the winter and spring warming that is evident in the western regions, but also take part in the 
cooling that characterizes the eastern regions in summer and show almost no change in fall.  The 
Central Texas region is undergoing essentially zero change in the winter and spring, but is 
experiencing the decreasing maximum temperatures that characterize the eastern part of the 
study area in summer and fall. 
In terms of seasonal-mean minimum temperatures (Table 6), the results are similar to 
those for the annual-mean trends.  Very few relationships are statistically significant, and the 
overall magnitudes of the trends are noticeably lower than those for seasonal-mean maximum 
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temperatures.  As mentioned above, this result is consistent with findings by other researchers for 
the U.S (e.g. Karl et al. 1993; Easterling et al. 1997).  Perhaps the most noteworthy result shown 
in Table 6 is the significant decrease (approximately 2 Fo per century) in mean-minimum 
temperature in fall for the Rio Grande Valley and the Far West sub-regions.  The Eastern 
Highlands region also shows a relatively large but insignificant negative trend in mean minimum 
temperature for fall.  The western/southern regions also show cooling of slightly lower 
magnitude for summer, although that for the Far West is not significant.  These trends are clearly 
among the largest in the study region for seasonal-mean minimum temperature, and, coupled 
with the strongly significant increases in seasonal-mean maximum temperatures for the Far 
West, may be indicative of increasing diurnal temperature variability for the more arid western 
sections of the south-central U.S. 
 A few other patterns are evident in the seasonal minimum temperature trends, although 
few of the trends are statistically significant.  In spring, while the eastern regions exhibit 
essentially zero change, slight positive trends are evident in the Far West and Panhandles region.  
In winter, moderate decreases in minimum temperatures are seen in the eastern and southern 
parts of the study area (particularly in the Gulf Lowland), while the Panhandles region exhibits a 
slight warming. 
 A final interesting point can be observed in the seasonal trends in maximum and 
minimum temperatures.  As indicated by the asterisks in Tables 5 and 6, a number of these time 
series exhibited statistically significant serial autocorrelation and thus were estimated with an 
AR(1) regression model.  Examining the seasonal distribution of the relationships in which 
autocorrelation was an issue, it can be seen that the bulk of these are found in winter – eleven of 
the fourteen winter time series exhibited autocorrelation; a higher rate than any of the other 
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seasons.  The implication of this finding is that wintertime seasonal temperatures are more likely 
than other seasons to be influenced by long-term atmospheric patterns (multi-year or decadal-
scale teleconnections), while shorter-term atmospheric variability is likely dominant in other 
seasons.  In contrast to the maximum temperature time series, however, summer season 
minimum temperature time series are also highly autocorrelated. 
 Linear trends in monthly-mean maximum and minimum temperatures are shown in Table 
7.  As may be expected from the results described for the annual and seasonal means, relatively 
few of the monthly time series show statistically significant linear trends, and the 
signs/magnitudes of the monthly trends are consistent with the seasonal results discussed above.  
Most obvious is the Far West region, which has large significant increases (4-6 Fo per century) in 
monthly-mean maximum temperatures for six of the twelve months (summer being the only 
season without a significant positive monthly trend for this region).  This warming for the Far 
West is coupled with zero or negative changes in monthly-mean minimum temperatures, 
implying an increased diurnal temperature range in the region for the past century. 
 The Rio Grande Valley sub-region also exhibits some interesting trends in monthly-mean 
minimum temperature: statistically significant decreases (2-3 Fo per century) for the five 
consecutive months of June through October.  These trends are accompanied by little or no 
change in monthly-mean maximum temperatures for this region. 
 For the rest of the study region, the monthly results mirror the seasonal-mean patterns.  
The two sub-regions that account for the bulk of the area – Gulf Lowland and Eastern Highland 
– exhibit significant cooling trends (~2-3 Fo per century) in monthly-mean maximum 
temperatures in two fall months, September and October, as does the adjacent Central Texas 
region.  The Eastern Highland region also shows a significant decrease in monthly-mean 
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Table 7.  Monthly trends in mean-maximum and mean-minimum temperature by sub-region.  
Numbers in parentheses after the variable indicate the number of site per sub-region used in the 
calculation.  Values are temperature trends in Fo/year.  Values in bold are significant at the 0.05 
level; values with asterisks were calculated using an AR(1) model due to significant 
autocorrelation. 
 
                
  Jan. Feb. March Apr. May June 
Gulf Lowland Max (48) -0.0199* -0.0135* 0.0046 0.0007 0.0047 -0.0188 
 Min (45) -0.0174* -0.0250 -0.0003 -0.0107 0.0109 0.0044 
Eastern Highland Max (30) -0.0260 -0.0095 -0.0076 -0.0032 -0.0008 -0.0236 
 Min (30) -0.0161* -0.0156 0.0003 -0.0165 0.0009 -0.0075 
Western OK Max (22) -0.0033 -0.0050 -0.0114 0.0031 0.0101 -0.0120 
 Min (23) -0.0032 0.0029 0.0181 -0.0041 0.0136 -0.0104 
Panhandles Max (9) 0.0164 0.0092 0.0062 0.0120 0.0211 -0.0171 
 Min (8) 0.0144 0.0160 0.0295* 0.0027 0.0089 -0.0072 
Central TX Max (7) -0.0034 -0.0113 -0.0082 -0.0063* 0.0099 -0.0105 
 Min (11) -0.0089 -0.0107 0.0131 -0.0043 0.0155 -0.0065 
Rio Grande Valley Max (5) 0.0211 0.0210* 0.0207 0.0119* 0.0133 0.0076 
 Min (4) -0.0167 -0.0153* 0.0085 -0.0126 0.0087 -0.0179 
Far West Max (2) 0.0426 0.0267 0.0518 0.0449* 0.0480 0.0053 
 Min (2) 0.0097* -0.0150 0.0070 0.0028 0.0226* -0.0267*
                
 
Table 7 (continued). 
 
                
  July Aug. Sep. Oct. Nov. Dec. 
Gulf Lowland Max (48) -0.0047 -0.0121* -0.0216 -0.0295 -0.0014 -0.0185 
 Min (45) 0.0130 0.0046 -0.0047 -0.0197 0.0164 -0.0234 
Eastern Highland Max (30) -0.0131* -0.0241 -0.0394 -0.0321 -0.0136 -0.0312*
 Min (30) 0.0094 -0.0114 -0.0253 -0.0354 0.0106 -0.0241 
Western OK Max (22) -0.0041* -0.0201 -0.0307 -0.0219 -0.0144 -0.0201 
 Min (23) 0.0125* -0.0088 -0.0045 -0.0132 0.0177 -0.0114 
Panhandles Max (9) -0.0145* -0.0280* -0.0133* -0.0001 -0.0010 0.0015 
 Min (8) 0.0007* -0.0043* -0.0093 -0.0137 0.0229 0.0045 
Central TX Max (7) 0.0018 -0.0221* -0.0407* -0.0334 -0.0212 -0.0135 
 Min (11) 0.0046 -0.0091* -0.0067 -0.0193 0.0043 -0.0209 
Rio Grande Valley Max (5) 0.0109 -0.0048* 0.0007 -0.0162 0.0097 0.0214 
 Min (4) -0.0198* -0.0167 -0.0277 -0.0347 -0.0100 -0.0200 
Far West Max (2) 0.0067 -0.0019 0.0245 0.0404 0.0605 0.0204 
 Min (2) -0.0111* -0.0172* -0.0152* -0.0380 -0.0115 -0.0204 
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minimum temperature in October, which is masked in the seasonal-mean results.  Two 
potentially interesting monthly results for the Gulf Lowland are apparent in summer as well – a 
small significant increase in July mean-minimum temperatures and a significant decrease in June 
mean-maximum temperature. 
Intra-monthly Variability of Maximum and Minimum Temperatures 
 Linear trends in intra-monthly variability in daily maximum and minimum temperatures 
were addressed somewhat differently from the monthly-mean temperatures.  An initial 
complication was data availability – while monthly-mean temperature data are available from the 
HCN dataset for the 1918-2000 time period (and farther back for some sites), high-quality daily 
data are not widely available for a comparable length of record.  The variability analyses 
presented here are based on the Historical Climatology Network/Daily (HCN/D), described 
previously, which currently includes quality-controlled daily maximum and minimum 
temperatures for the period of 1948 – 2001.  However, this data set contains missing values at 
nearly all locations, and therefore some of the 138 HCN/D sites in the study could not be 
included in these analyses.  HCN/D sites were included in the monthly variability analyses only 
if they met the following completeness criteria: 
1. At least 95 percent of individual daily records are included. 
2. At least 95 percent of all months are included.  (Months were marked as missing if more 
than 10 percent of  daily values in the month were missing.) 
Of the available HCN/D sites in the study area, 99 met these completeness criteria for maximum 
daily temperature, and 89 met the criteria for minimum temperature.  For each of these sites, 
monthly standard deviations of daily temperature (maximum and minimum) were calculated 
from the daily records.  Monthly values were marked as missing if that particular month failed 
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the second completeness criterion above.  Seasonal (using the four standard three-month 
seasons) and annual means of the variability measures were calculated from the monthly values.  
Seasonal and annual values were only calculated when all of the monthly values within the 
particular time interval were present. 
 A second complication that required consideration is that, although each individual site 
had a nearly complete time series, none of them were 100 percent serially intact.  As a result, the 
calculation of regional mean values (monthly, seasonal, or annual) for the seven sub-regions of 
the study area would be based on a slightly different group of sites for each month, season, or 
year.  For example, sites within a sub-region would only be included in the calculation of the 
regional mean for months when the data value was not missing; given that a different site or 
group of sites would have missing values for any particular month, an inhomogeneity would be 
introduced into any calculation of regional-mean variability.  This problem was not present for 
the calculation of the regional mean temperatures because the time series of monthly mean 
temperatures were serially complete for all of the included sites.  To avoid this problem, the 
analysis of trends in temperature variability is based on the individual sites, not the sub-regions. 
 Once the time series of standard deviation had been calculated for each site, linear trends 
over the 1948-2001 period were calculated using OLS regression.  As with the analyses for mean 
temperatures, standard tests for autocorrelation and normality of residuals were conducted – in 
the case of the variability time series, no serious complications were identified. 
 For the annual and seasonal variability trends, Table 8 shows the proportion of the 99 
(89) maximum (minimum) temperature time series with statistically significant (α = 0.05) trends 
over the period of record.  The spatial distributions of these sites are shown in Figure 22 (annual 
trends) and Figure 23 (seasonal trends). 
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Table 8.  Number of significant trends in annual and seasonal standard deviation of maximum 
and minimum temperature by HCN/D site.  The first number is the number of positive trends in 
the given season, the second number is negative trends.  Only sites with a sufficient degree of 
serial completeness for the 1948-2001 period are included: 99 for maximum temperature and 89 
for minimum temperature.  Percentages are the total percentage of sites with significant trends 
for each time interval. 
 
            
Maximum Temperature Minimum Temperature 
Season pos./neg. Percent Season pos./neg. Percent 
Annual 12/5 17.2% Annual 4/14 18.2% 
Fall (SON) 5/0 5.1% Fall (SON) 14/3 17.2% 
Spring (MAM 4/5 9.1% Spring (MAM) 1/10 11.1% 
Summer (JJA) 1/10 11.1% Summer (JJA) 1/9 10.1% 
Winter (DJF) 8/0 8.1% Winter (DJF) 0/11 11.1% 
            
 
As can be seen from the table and figures, a large majority of the sites did not have 
statistically significant trends in variability when the monthly values were aggregated to the 
seasonal and annual level.  Some interesting patterns can still be discussed, however.  In terms of 
the annual variability values for minimum temperature (Figure 22), the majority of significant 
trends are negative, ranging in magnitude from -1.0 – -2.3 Fo per century.  Also, these negative 
trends are distinctly clustered in the northeastern part of the study area. 
 The trend in the annual variability of maximum temperatures (Figure 22) show a more 
complex spatial pattern: significant negative trends, ranging from -1.3 – -2.3 Fo per century, are 
clustered in the central part of the study region. The largest positive trends, which range from 1.1 
– 2.8 Fo per century, are located in the western half of the study region, while those positive 
trends in the three eastern states are the smallest of the significant increases. 
 At the seasonal level (Figure 23a-d), a few patterns are also evident, although the number 
of statistically significant trends in any of the seasons is relatively low.  For spring (Figure 23a), 
statistically significant trends for minimum temperature are predominantly negative, with 




Figure 22.  Statistically significant (α = 0.05) trends in the annual standard deviations of 
maximum and minimum daily temperatures for HCN/D sites that met serial completeness 




Figure 23a.  Statistically significant (α = 0.05) trends in the seasonal standard deviations of 
maximum and minimum daily temperatures at HCN/D sites for spring (part a), summer (part b), 

















significant summer trends in both variables also tend to be negative (Figure 23b), with decreases 
(-1.4 – -2.4 Fo per century) in minimum temperature variability across the northern part of the 
study area.  Decreases in summer maximum temperature variability (-1.4 – -2.6 Fo per century) 
are clustered in the north-central part of the region.  Autumn (Figure 23c) shows only a handful 
of significant trends – all positive – in maximum temperature variability.  Fall trends in 
minimum temperature variability are also mostly positive, with a few negative trends in the 
northeast.  A clear spatial pattern of positive trends (1.9 – 5.0 Fo per century) is apparent, with 
nearly all found in the western half of the study region and the largest values occurring in a 
swath from Central Texas south toward the Gulf Coast.  Finally, for winter (Figure 23d), all 
significant trends in maximum temperature variability are positive (2.7 – 3.5 Fo per century) and 
are mainly found in the south and east of the study region.  Winter minimum temperature 
variability shows the opposite pattern – all significant trends are negative (-2.7 – -3.9 Fo per 
century), and are predominantly seen across the northern half of the study area.   
 Examining the monthly values for the standard deviation of daily maximum and 
minimum temperatures appears to provide more information than the seasonal/annual 
aggregations.  Table 9 shows the total number of monthly trends that are statistically significant 
(α = 0.05) for the 99 maximum temperature sites and 89 minimum temperature sites.  The panels 
of Figure 24 show the spatial patterns of significant trends in maximum temperature for all 
months in which 5 percent or more of the total number of trends were significant, while Figure 
25 does likewise for monthly minimum temperatures.   
 As Table 9 shows, clear month-to-month differences exist in the extent of changes to 
intra-monthly temperature variability.  For both maximum and minimum temperatures, January 
has by far the largest number of significant trends.  For minimum temperatures, September has 
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the second largest proportion of significant trends, followed by April, perhaps indicating that the 
transitional fall and spring times are experiencing significant atmospheric changes.  A similar 
pattern is visible for maximum temperature, with May and September having peaks in the 
number of significant trends in intra-monthly variability. 
 While the extent to which intra-monthly temperature variability has changed over the past 
half century varies for different times of the year, there are also clear spatial patterns evident for 
many of the months with large numbers of significant trends, as shown in Figures 24 and 25.  
Trends in the intra-monthly standard deviation of daily maximum temperature are shown in the 
panels of Figure 24, which only shows months during which at least 5 percent of the 99 sites 
have significant trends.  The month with the largest number of significant trends is January.  All 
of the significant trends in this month are negative, and are clearly clustered in the central and 
northern region of the study area (Figure 24a).  The corresponding sub-regions from the mean 
temperature analysis – Western Oklahoma and Central Texas – showed very small, insignificant 
Table 9.  Number of significant trends in monthly standard deviation of maximum and minimum 
temperature by HCN/D site.  Only sites with a sufficient degree of serial completeness for the 
1948-2001 period are included: 99 for maximum temperature and 89 for minimum temperature.  
Percentages are the percentage of sites with significant trends for each month. 
 
           
Maximum Temperature Minimum Temperature 
January 24 24.2 percent January 42 47.2 percent
February 0 0.0 percent February 0 0.0 percent
March 1 1.0 percent March 6 6.7 percent
April 4 4.0 percent April 16 18.0 percent
May 17 17.2 percent May 4 4.5 percent
June 9 9.1 percent June 1 1.1 percent
July 3 3.0 percent July 8 9.0 percent
August 6 6.1 percent August 11 12.4 percent
September 15 15.2 percent September 32 36.0 percent
October 2 2.0 percent October 8 9.0 percent
November 2 2.0 percent November 15 16.9 percent
December 10 10.1 percent December 1 1.1 percent




Figure 24a.  Significant (α = 0.05) trends in monthly standard deviations of maximum daily 
temperature for HCN/D study sites, 1948-2001.  Parts a, b, and c each depict two of the six 
months for which more than 5 percent of the total number of sites had significant trends.  Sites 












Figure 25a.  Significant (α = 0.05) trends in monthly standard deviations of minimum daily 
temperature for HCN/D study sites, 1948-2001.  Parts a, b, c, and d each depict two of the eight 
months for which more than 5 percent of the total number of sites had significant trends.  Sites 






















negative trends in monthly mean maximum temperature for this time period.  These central parts 
of the study area, then, are experiencing decreasing variability in January maximum temperatures 
but little or no change in the maximum temperature itself.  Interestingly, the pattern for earlier in 
the winter – December (shown in Figure 24c) – is just the opposite.  All significant variability 
trends in December are positive, and are found in a swath across the southern portion of the 
study area.  This result suggests that early winter maximum daily temperatures have become 
more variable, while mid-winter maximum temperatures have stabilized over time. 
 Maximum temperature patterns for other months are less clear.  Two late spring/early 
summer months (May and June – in Figures 24a and 24b, respectively) have relatively large 
numbers of significant variability trends: again, all negative.  For May, the sites with significant 
trends are in the center and eastern section of the study area, while the significant trends in June 
are confined to a small cluster on the Texas/Oklahoma border.  For May, the sub-regions best 
corresponding to the area of these trends exhibit no mean-maximum temperature trend of 
interest.  In June, the cluster of significant variability trends is mostly contained within the 
Eastern Highlands sub-region; this region has a trend in monthly-mean maximum temperature of 
–2.4 Fo per century which, while not statistically significant, is relatively large.  The combination 
of decreasing mean temperature trends and decreasing temperature variability has important 
implications for extreme event frequency, as will be seen. 
 Few sites have significant maximum temperature variability trends in August (Figure 
24b), while a very clear spatial pattern is evident for September (Figure 24c).  In September, the 
sites with significant trends are clustered very strongly along the northern border of the study 
area, and all of these trends are positive.  From the previous section, it can be seen that the 
corresponding sub-region (Western Oklahoma) had a monthly-mean maximum temperature 
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trend of –3.1 Fo per century, which was not statistically significant but again is relatively large.  
Unlike the June pattern, these trends should counteract one another somewhat in terms of 
extreme events, with the increasing variability serving to offset the decreasing overall mean. 
Compared to maximum temperatures, more months contain numerous stations with 
significant trends in minimum temperature variability.  Again, January (Figure 25a) shows the 
greatest number of sites with significant changes, with nearly half of the 89 included HCN/D 
experiencing significant negative trends in minimum temperature variability.  Most of these sites 
are located in the central portion of the study area, and again the corresponding sub-regions do 
not show any significant trends in monthly-mean minimum temperature, although the Panhandle 
region is experiencing a relatively large but still insignificant trend of 1.4 Fo per century (Table 
7).  In this cold part of the study area, the combination of decreasing variability in January 
minimum temperature may have important implications for the frequency of extreme cold events 
during the coldest part of the year. 
March and April also show  noteworthy numbers of significant negative trends in 
minimum temperature variability, particularly April (Figure 25a-b).  In that month, the 
significant trends are clustered in the western half of Oklahoma, in a region that is experiencing a 
near-zero trend in April-mean minimum temperature.  Scattered significant trends are apparent in 
July (Figure 25b), with a mix of positive and negative trends and no clear spatial pattern.  
Decreases in variability are also evident in August (Figure 25c), scattered across the northern 
half of the study area. 
Different patterns of significant changes to minimum temperature variability become 
evident in the fall.  September (Figure 25c) differs strongly from the rest of the year, with 
widespread significant increases in minimum temperature variability.  Several significant 
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positive trends are also apparent in October (Figure 25c) in two small clusters: one in the central 
Texas and one in Mississippi.  Finally, the November (Figure 25d) pattern partially corresponds 
with January, the other cold season month with numerous significant trends – numerous 
significant negative trends are visible in the three eastern states of the study region for November 
(compared to the more widespread distribution of trends in January).  Neither of the two sub-
regions (Gulf Lowland and Eastern Highland) that encompass this area shows significant trends 
in monthly-mean minimum temperatures for this month, although they do show moderate 
positive trends of 1.6 and 1.1 Fo per century, respectively. 
In summary, monthly mean temperatures – both maximum and minimum – show 
declining trends across the south-central U.S. over the past half century.  The main exceptions to 
this pattern are warming trends in maximum temperatures in the far western part of Texas.  
Coupled with the trends in monthly-mean temperatures are complex spatial and temporal trends 
in the variability of monthly temperatures.  Most noteworthy are the widespread decreases in 
variability in both variables in January.  Varying spatial patterns of significant variability 
decreases in both variables are apparent in other months, as well.  The main exceptions to the 
overall patterns of decreasing variability are in fall, particularly the month of September, which 
exhibits widespread increases in the variability of both variables.  These complex changes in the 
mean and variability of monthly temperatures underlie the variations in the frequency of 
temperature extremes, discussed in Chapter 6. 
Teleconnections 
 A significant complication in detecting trends in climate variables at the regional scale is 
the “noise” that is introduced by natural mechanisms of climate variability (Zheng et al. 1997).  
As discussed in Chapter 2, a number of clearly-defined global-scale patterns in atmospheric 
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circulation and sea surface temperature have been identified, such as the  El Niño-Southern 
Oscillation (ENSO) (Rasmusson 1984), Pacific Decadal Oscillation (PDO) (Mantua et al. 1997), 
North Atlantic Oscillation (NAO) (van Loon and Rogers 1978), and Pacific/North American 
(PNA) teleconnection pattern (Barnston and Livezey 1987) .  Many of these mechanisms have 
been shown to have significant impacts on the surface weather conditions of North America (e.g. 
Leathers et al. 1991; Smith and Sardeshmukh 2000; Wettstein and Mearns 2002; Sheridan 2003). 
 To assess the variations in temperature extremes over the past half century, it is important 
to examine both trends in mean temperature values, and the relationships between macro-scale 
atmospheric circulation patterns and surface temperatures.  Accordingly, this section addresses 
the correlations between monthly mean values of maximum and minimum temperatures and the 
monthly values of four teleconnection indices that are well-known to be strongly related to North 
American climate.  These four indices – the NAO, PDO, SOI, and PNA pattern – have been 
described in detail in Chapter 3.  Monthly index values were obtained online for the period of 
1950 – 2000.  The PNA index does not have values for June and July, as this teleconnection is 
not one of the major Northern Hemisphere circulation patterns for these months. To avoid the 
introduction of spurious relationships, each of these teleconnection time series was detrended by 
regressing the  monthly values on the time index (year) and retaining the residuals as the 
detrended series (Raffalovich 1994; Bell et al. 2000).  For each teleconnection, the Shapiro-
Wilks test indicated no significant departure from normality for the individual detrended monthly 
time series. 
 For the monthly mean-maximum and mean-minimum temperatures, the regional mean 
time series calculated previously in this chapter were used, after being detrended in the same 
manner as the teleconnection time series and truncated to match the time period of the 
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teleconnection indices.  Again, the Shapiro-Wilks test indicated that the monthly series for both 
maximum and minimum regional-mean temperatures were normally distributed, allowing the use 
of the parametric Pearson’s r correlation coefficient to assess the relationship between the indices 
and the monthly temperatures.  The results of these analyses are shown in Table 10 for maximum 
temperature and Table 11 for minimum temperature. 
 As the tables show, there are distinct seasonal and spatial differences in the degree to 
which the teleconnection indices explain the regional variations in monthly mean temperatures.  
Overall, it appears that, for both maximum and minimum temperatures, the macro-scale 
atmospheric circulation as measured by these indices plays a larger role in temperature variation 
in the south-central U.S. during winter and spring, as opposed to summer.  In addition, it appears 
that the NAO and the PNA indices best explain variations in monthly mean temperatures.  
Surprisingly, the SOI shows relatively few significant correlations for either temperature 
variable, and these impacts are focused in the western and southern parts of the study area. 
 For the entire study region, the PNA pattern shows strong negative correlations with both 
maximum and minimum monthly temperatures throughout winter and early spring.  The likely 
reason for this pattern is that the trough over the central and eastern U.S. that characterizes the 
positive phase of the PNA pattern is responsible for advection of cold northerly air into the 
region whenever the pattern is in place.  Under these circumstances, months dominated by the 
PNA pattern would experience increased cold air influx.  Interestingly, the importance of the 
PNA declines in February and March before reasserting itself in April.  This intermonthly shift in 
importance is probably explained by the variations in the mean positions of the ridge and trough 
from month to month; the precise atmospheric pattern described by the PNA index varies 
somewhat throughout the winter (Barnston and Livezey 1987). 
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Table 10.  Pearson’s r correlations between detrended teleconnection indices and monthly-mean 
maximum temperatures for 1950-2000.  Entries in bold are significant at the 0.05 level. 
              
            
  December January February 
  PDO PNA SOI NAO PDO PNA SOI NAO PDO PNA 
Gulf Lowland 0.33 -0.32 -0.57 0.19 0.44 -0.51 -0.54 0.24 -0.44 -0.22 0.20 
Eastern Highland 0.35 -0.24 -0.40 0.10 0.37 -0.31 0.11 0.47 -0.32 -0.10 0.13 
Western OK 0.32 -0.21 0.18 0.32 -0.17 -0.12 0.10 0.50 -0.25 -0.04 
Panhandles 0.21 -0.25 -0.11 0.33 0.31 -0.22 -0.18 0.17 -0.32 -0.03 0.25 
Central TX 0.20 -0.25 -0.34 0.30 0.35 -0.32 0.19 0.51 -0.33 -0.08 0.18 
Rio Grande Valley 0.23 -0.36 0.37 0.35 -0.51 -0.55 0.21 0.38 -0.42 -0.09 0.19 
0.02 -0.17 -0.31 0.38 0.38 -0.43 -0.60 0.27 0.44 -0.32 0.26 
            
  March April May 
NAO PDO PNA SOI NAO PDO PNA SOI NAO PDO SOI 
Gulf Lowland 0.44 -0.35 -0.15 0.16 0.22 -0.12 -0.33 0.20 -0.21 -0.25 0.18 
Eastern Highland 0.51 -0.32 -0.02 0.06 -0.11 -0.29 0.09 0.21 -0.19 -0.14 -0.07 
Western OK 0.54 -0.04 0.10 0.35 -0.22 -0.30 0.16 0.28 -0.25 -0.09 0.07 
Panhandles 0.58 -0.48 -0.07 0.19 0.34 -0.24 -0.34 0.25 0.29 -0.13 0.17 
Central TX 0.56 -0.43 -0.07 0.20 0.23 -0.18 0.17 0.22 -0.25 -0.17 0.33 
Rio Grande Valley 0.31 -0.38 -0.14 -0.08 -0.08 -0.05 0.18 0.02 -0.19 -0.35 0.32 
Far West -0.46 -0.11 0.40 0.26 -0.24 -0.26 0.33 0.00 -0.16 -0.24 
            
  June July August 
  NAO PDO SOI NAO PDO PNA SOI NAO PDO PNA SOI 
-0.31 -0.03 . -0.04 -0.39 0.05 . -0.03 -0.26 -0.02 -0.09 
Eastern Highland -0.15 0.04 . -0.05 -0.26 0.11 . -0.14 -0.04 -0.27 0.01 
Western OK -0.03 0.08 . 0.03 0.07 . 0.04 0.00 -0.14 -0.22 0.04 
Panhandles -0.05 . 0.16 -0.10 0.16 . -0.08 -0.01 -0.18 -0.22 0.04 
Central TX -0.09 -0.04 . 0.04 -0.18 0.01 . 0.00 -0.22 -0.28 -0.09 
Rio Grande Valley -0.08 -0.11 . 0.09 -0.21 -0.09 0.00 -0.40 0.11 -0.15 -0.27 
Far West -0.16 0.13 . -0.02 0.25 . -0.31 -0.14 0.00 -0.24 -0.23 
           
  September October November 
  NAO PDO PNA NAO PDO PNA SOI NAO PDO PNA SOI 
Gulf Lowland -0.14 -0.34 -0.23 -0.01 -0.33 -0.21 0.03 -0.09 -0.47 -0.67 
Eastern Highland -0.11 -0.18 -0.32 -0.08 0.11 -0.39 -0.24 0.08 -0.47 -0.49 0.10 
Western OK -0.15 -0.10 -0.23 -0.09 -0.13 -0.15 0.01 -0.09 -0.36 -0.34 0.12 
Panhandles -0.10 -0.06 -0.14 -0.23 -0.41 -0.14 0.09 -0.17 -0.33 -0.32 0.16 









Far West -0.07 
 























-0.49 Central TX 0.12 
-0.36 -0.32 -0.20 -0.24 -0.07 Rio Grande Valley 0.01 -0.02 0.00 -0.18 -0.53 -0.54 0.19 
Far West 0.01 -0.17 -0.18 -0.03 -0.21 -0.23 0.04 -0.05 -0.15 -0.41 -0.56 0.20 






Table 11.  Pearson’s r correlations between detrended teleconnection indices and monthly-mean 
minimum temperatures for 1950-2000.  Entries in bold are significant at the 0.05 level. 
                          
             
 December January February 
 NAO PDO PNA SOI NAO PDO PNA SOI NAO PDO PNA SOI 
Gulf Lowland 0.36 -0.20 -0.56 -0.05 0.42 -0.58 -0.60 0.07 0.37 -0.40 -0.31 0.04 
Eastern Highland 0.43 -0.16 -0.44 -0.03 0.41 -0.46 -0.45 -0.05 0.37 -0.29 -0.11 -0.03 
Western OK 0.42 -0.06 -0.24 -0.02 0.29 -0.23 -0.22 -0.22 0.36 -0.13 0.15 -0.11 
Panhandles 0.39 -0.01 -0.05 0.06 0.29 -0.18 -0.14 -0.17 0.33 -0.06 0.26 -0.12 
Central TX 0.36 -0.12 -0.28 0.00 0.32 -0.37 -0.34 -0.18 0.36 -0.18 0.10 -0.08 
Rio Grande Valley 0.22 -0.10 -0.35 0.03 0.35 -0.45 -0.52 -0.07 0.42 -0.36 -0.19 0.05 
Far West 0.19 -0.23 -0.46 0.03 0.34 -0.43 -0.37 -0.10 0.36 -0.19 0.11 -0.09 
             
 March April May 
 NAO PDO PNA SOI NAO PDO PNA SOI NAO PDO PNA SOI 
Gulf Lowland 0.37 -0.33 -0.13 0.07 0.16 -0.28 -0.51 0.12 0.15 -0.15 -0.19 -0.08 
Eastern Highland 0.44 -0.27 0.04 -0.02 0.28 -0.23 -0.45 0.08 0.18 -0.13 -0.23 -0.06 
Western OK 0.48 -0.22 0.28 -0.07 0.34 -0.24 -0.38 0.17 0.25 -0.14 -0.19 0.03 
Panhandles 0.48 -0.17 0.32 -0.07 0.44 -0.20 -0.33 0.21 0.29 -0.10 -0.14 0.00 
Central TX 0.48 -0.34 0.13 0.02 0.26 -0.33 -0.52 0.24 0.25 -0.21 -0.20 0.12 
Rio Grande Valley 0.37 -0.42 -0.08 0.16 0.07 -0.38 -0.55 0.26 0.07 -0.20 -0.26 0.19 
Far West 0.45 -0.33 0.11 0.10 0.28 -0.09 -0.44 0.24 0.08 -0.01 -0.29 0.17 
             
 June July August 
 NAO PDO PNA SOI NAO PDO PNA SOI NAO PDO PNA SOI 
Gulf Lowland -0.33 0.13 . 0.01 -0.20 0.24 . 0.06 -0.32 0.06 -0.26 0.02 
Eastern Highland -0.21 0.03 . 0.08 -0.18 0.24 . 0.08 -0.25 0.08 -0.39 0.07 
Western OK -0.11 -0.01 . 0.03 -0.17 0.19 . 0.00 -0.13 -0.01 -0.39 -0.03 
Panhandles -0.06 -0.02 . 0.03 -0.13 0.18 . -0.04 -0.05 -0.05 -0.25 -0.13 
Central TX -0.16 -0.09 . 0.02 -0.23 0.02 . 0.04 -0.30 -0.04 -0.29 -0.09 
Rio Grande Valley -0.28 0.00 . 0.03 -0.09 0.10 . 0.04 -0.40 -0.05 -0.06 0.00 
Far West -0.11 0.03 . 0.05 -0.10 0.07 . -0.21 -0.38 -0.05 -0.11 -0.23 
             
 September October November 
 NAO PDO PNA SOI NAO PDO PNA SOI NAO PDO PNA SOI 
Gulf Lowland -0.06 -0.12 -0.49 0.06 0.14 -0.08 -0.17 -0.02 -0.10 -0.29 -0.63 -0.11 
Eastern Highland -0.05 -0.19 -0.45 0.03 0.18 -0.20 -0.27 0.12 -0.10 -0.37 -0.57 -0.10 
Western OK -0.09 -0.12 -0.36 -0.06 0.11 -0.25 -0.34 0.11 -0.04 -0.30 -0.41 -0.03 
Panhandles -0.06 -0.09 -0.12 -0.16 0.13 -0.16 -0.32 0.05 -0.08 -0.21 -0.34 -0.02 
Central TX -0.09 -0.20 -0.34 -0.08 0.15 -0.21 -0.35 0.05 -0.14 -0.34 -0.50 -0.07 
Rio Grande Valley -0.09 -0.10 -0.33 -0.05 0.08 -0.05 -0.12 -0.05 -0.25 -0.40 -0.62 -0.04 
Far West -0.02 -0.18 -0.27 -0.12 0.21 -0.12 -0.29 -0.04 -0.15 -0.36 -0.52 -0.12 
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 The NAO index shows strong positive correlations with monthly-mean maximum and 
minimum temperatures during winter.  This winter warming during the positive phase of the 
NAO may relate to increased southerly advection into the study area due to the above normal 
SLP across the central North Atlantic, although processes related to the larger-scale Arctic 
Oscillation (with which the NAO is intertwined) may also play a role.  During summer, the 
relationship, although weaker, appears to be reversed, with negative correlations particularly 
with minimum temperature. 
As in the previous analyses for linear trends, regional averages for temperature variability 
were not calculated due to the possibility that unevenly-occurring missing values at individual 
sites could introduce inhomogeneities into the regional-mean series.  Therefore, relationships 
between the circulation indices and the variability of maximum and minimum temperatures are 
assessed for each site.  For the same HCN/D sites used in the linear trend calculations, monthly 
standard deviations of maximum and minimum temperatures were calculated for 1950-2000 (to 
match the period of the teleconnection indices).  The Shapiro-Wilks test indicates that 
approximately 20 percent of the standard deviation time series are not distributed normally.  As a 
result, the Spearman’s rho correlation coefficient is used for these analyses.  The distributions of 
these correlations between maximum temperature and the NAO, PDO, PNA, and SOI are shown 
in Figures 26 – 29, respectively.  Figures 30 – 33 show the correlations between these same 
teleconnections indices and minimum temperatures.  Although it varies slightly between the 
individual series, correlations stronger than approximately 0.25 are significant at the 0.05 level. 
As with the temperature means, significant relationships are visible between temperature 
variability and atmospheric circulation.  Again, the majority of significant relationships appear in 
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Figure 26a.  Correlations between the standard deviation of daily maximum temperature and the 
NAO index for January through June (part a) and July through December (part b).  Values more 
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Figure 27a.  Correlations between the standard deviation of daily maximum temperature and the 
PDO index for January through June (part a) and July through December (part b).  Values more 
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Figure 28a.  Correlations between the standard deviation of daily maximum temperature and the 
PNA index for January through May (part a) and August through December (part b).  Values 
more extreme than approximately 0.25 are significant at the 0.05 level.  The PNA index is not 
defined for June and July. 
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Figure 29a.  Correlations between the standard deviation of daily maximum temperature and the 
SOI for January through June (part a) and July through December (part b).  Values more extreme 
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Figure 30a.  Correlations between the standard deviation of daily minimum temperature and the 
NAO index for January through June (part a) and July through December (part b).  Values more 
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Figure 31a.  Correlations between the standard deviation of daily minimum temperature and the 
PDO index for January through June (part a) and July through December (part b).  Values more 
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Figure 32a.  Correlations between the standard deviation of daily minimum temperature and the 
PNA index for January through May (part a) and August through December (part b).  Values 
more extreme than approximately 0.25 are significant at the 0.05 level.  The PNA index is not 
defined for June and July. 
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Figure 33a.  Correlations between the standard deviation of daily minimum temperature and the 
SOI for January through June (part a) and July through December (part b).  Values more extreme 
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Figure 33b.  As in Figure 33a, for July through December. 
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between indices.  Overall, it appears that the PNA pattern has the most extensive impacts 
on temperature variability in the region, followed in importance by the SOI. 
 The PNA pattern is correlated with decreases in maximum temperature variability across 
the region during winter (Figure 28).  This relationship is even stronger for minimum 
temperatures (Figure 32), with region-wide decreases in minimum temperature variability for 
December through March when the PNA index is positive.  Vega et al. (1995) found that winter 
months with positive values of the PNA index are characterized by fairly persistent upper-level 
patterns within the month, which may help to explain the reduced intra-monthly variability 
during the positive phase of this pattern.  At other times in the year, the PNA/variability 
relationship is more complex.  In August, occurrences of the positive PNA pattern are related to 
increased variability in both maximum and minimum temperatures, probably due to the 
replacement of the typical warm southerly flow by the advection of colder air from the north 
when the pattern dominates.  In September, however, the PNA pattern is tied to significant 
decreases in variability across Oklahoma for both maximum and minimum temperatures. 
 The SOI, in contrast, is positively correlated with increases in variability for both 
maximum and minimum temperature (Figures 29 and 33, respectively).  For maximum 
temperatures, this linkage is mainly confined to January – March, while the SOI impact on 
minimum temperature variability extends through June for various segments of the study area.  
Because negative values of the SOI are indicative of warm-phase ENSO conditions, these results 
indicate that El Niño events are linked with reductions in winter/spring variability for the study 
region, and La Niña conditions create more variable short-term weather conditions.  Smith and 
Sardeshmukh (2000) attributed this reduction in variability during El Niño events to the 
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development of upper-level blocking patterns near the west coast of the U.S., and therefore 
reduced cyclonic activity downstream. 
 To a lesser degree than the PNA pattern and the SOI, the PDO also exhibits some 
significant correlations with temperature variability.  In December and January, the positive 
phase of the PDO is linked with reductions of both maximum and minimum temperature 
variability (Figures 27 and 31, respectively), particularly in the southeast of the study area.  By 
contrast, the positive (warm) PDO phase is linked to significant increases in maximum 
temperature variability in May (for the southeastern areas) and October (across the region).  For 
minimum temperature, increases in variability are observed during positive PDO phases in the 
northeast of the study region during May and June. 
 The NAO shows the least degree of linkage with temperature variability of the four 
teleconnection indices.  For maximum temperature (Figure 26), this index is tied to increases in 
variability in the eastern half of the region in September, and some decreases in variability in 
December and August (for the northern half of the region).  For minimum temperature (Figure 
30), increases in variability are seen during the seasonally transitional months of March and 
September, particularly in the northern part of the region. 
Summary 
 Linear trends in mean maximum and minimum temperature for the regions of the south-
central U.S. have been discussed at the annual, seasonal, and monthly time scales for the period 
of 1918-2000.  In general, mean annual maximum temperatures have been declining over most 
of the study area, but have exhibited strong positive trends in the far western areas as well as (to 
a lesser extent) the south of Texas.  At the annual scale, mean minimum temperatures have not 
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changed over the study region, except for significant decreases (-1 – -1.5 Fo per century) in the 
Eastern Highland and Rio Grande Valley areas. 
 Trends in seasonal mean temperatures exhibit distinct differences between seasons, and 
also clear spatial patterns across the study area.  For spring, mean maximum temperatures are 
trending upward in the far western and southern part of the study area, with little or no change 
elsewhere.  Mean minimum temperatures in spring are trending upward slightly in the west and 
Panhandles, with no change in the remainder of the region.  Summer mean maximum 
temperatures show negative trends in the eastern half of the study area, with no change in the 
west.  Summer minimum temperatures have the opposite pattern, with negative trends in the west 
and zero change elsewhere.  For fall, maximum temperature trends are strongly negative for most 
of the region, with warming trends only in the Far West sub-region.  Fall minimum temperature 
trends are significantly downward only in the west and south of the region.  Winter maximum 
temperature trends are similar to fall, but with lower magnitudes and significance: warming in 
the west and south with cooling in the east.  Minimum temperature trends for winter show 
cooling in the eastern half of the study area, and a positive trend in the Panhandles.  Many of 
these trends, while spatially coherent, do not reach a statistically significant level. 
 These temperature trends agree with the results of other researchers focusing on the 
southeastern U.S., but are very different from global scale temperature trends.  Specifically, 
global scale patterns are characterized by warming in both maximum and minimum 
temperatures.  Much of North America is also characterized by warming over the last half 
century, as described in Chapter 2; the southeastern U.S. is an exception on the continent.  
Owing to the strong influence of the Gulf of Mexico, as well as the location of the region relative 
to common Northern Hemisphere circulation patterns, it is not surprising that the Southeast has 
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experienced trends that differ from those seen globally or for the rest of North America.  In terms 
of these climate-controlling factors, the region is unique compared to the rest of the continent.  
With regard to explanation, it is likely that both local changes as well as hemispheric-scale 
circulation patterns are contributing to the observed trends. 
 At the local scale, increases in atmospheric water vapor may be indicative of an increase 
in the importance of latent heat energy transfer from the surface versus sensible heat transfer.  A 
shift toward more latent heat exchange between surface and atmosphere would contribute to an 
overall cooling.  In addition, increased water vapor in the atmosphere could contribute to 
increased cloud cover and thus a higher albedo.  Positive trends in atmospheric water vapor 
content in the southeastern U.S. have been reported (Gaffen and Ross 1999; Robinson 2000), 
which supports the hypothesis that the cooling trend is due to increased cloud cover.  
Furthermore, Travis et al. (2004) observed that high cirrus clouds (in their case aircraft contrails) 
affect maximum temperatures more strongly than minimums, further supporting the idea that the 
cooling trend is due to cloud cover. 
Anthropogenic changes to atmospheric composition may be contributing to an increased 
albedo, as the sulfate aerosols released by industrial activities contribute to increased cloud 
formation as well as a negative radiative forcing from the aerosols themselves (Thompson 1995; 
Mitchell and Johns 1997).  Local changes in land cover, such as an increase in irrigated acreage 
or expanded (sub)urban area may also be affecting temperature patterns at the local scale, 
although this is more speculative.  Soil moisture anomalies have a significant impact on daily 
maximum temperatures in the southeastern U.S., with drier conditions associated with warming 
(Dai et al. 1999; DeGaetano and Allen 2002); again, hydrologic cycle changes may be 
responsible for the observed cooling trend. 
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 In terms of macro-scale atmospheric circulation, long term-trends as well as the decadal 
scale persistence of particular patterns may produce trends in surface temperatures.  A possibility 
is the long-term persistence of the PDO, which in its positive phase tends to be associated with 
upper-level troughing over the eastern U.S.  The switch from a positive to a negative phase in the 
PDO which occurred in the mid-1970s could be contributing to the overall cooling observed in 
the south-central and southeastern U.S.  As the PDO reverses to a more persistently negative 
pattern, these trends could slow.  Interestingly, the NAO, which is positively correlated with 
winter temperatures in the south-central U.S., has demonstrated an increasing dominance of the 
positive phase over the past few decades (Hurrell 2000).  Given the positive correlation, an 
increasing trend in the NAO should result in a warming trend; the fact that no such pattern is 
seen may be evidence that the temperature trends in the study region are not strictly a result of 
circulation changes. 
 In terms of the intra-monthly variability of maximum and minimum temperatures, 
spatially coherent patterns of significant trends are apparent at various times of the year.  Most 
notably, the month of January is experiencing numerous negative temporal trends in the 
variability of both maximum and minimum temperature, most strongly in the north-central part 
of the study area.  Negative trends are also common for maximum temperature in May (in the 
central and eastern parts of the region) and June (clustered in northeast Texas).  Significant 
positive trends in maximum temperature variability appear later in the year, clustered along the 
northern border of the study area in September, and in a swath across the south of the region in 
December. 
 Trends in the monthly variability of minimum temperature show different spatial 
patterns.  After January, September has the largest number of significant trends, with increases in 
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minimum temperature variability dominating the eastern half of the study area.  April and 
November are also characterized by widespread decreases in the variability of minimum 
temperature, with numerous significant negative trends across the north of the study area (April) 
and clustered in the three easternmost states (November). 
 The degree to which large-scale atmospheric circulation (as measured by well-defined 
teleconnection indices) influences the magnitude and variability of maximum and minimum 
temperatures has also been examined.  These indices exhibit noticeably stronger relationships 
with surface conditions during the winter months, although the strength of the relationships 
varies spatially and between months.  In terms of monthly-mean temperatures, the NAO and the 
PNA pattern tend to explain interannual variations best, with the PNA pattern showing strong 
negative correlations with temperature and the NAO exhibiting significant positive correlations.  
Temperature variability also shows seasonally and spatially-varying relationships with the 
teleconnection indices – in this case the PNA pattern and the SOI have the most significant 
effects. 
 These trends in mean temperature and temperature variability, as well as the relationships 
between the temperature in the study region and macro-scale variables, are important features of 
the climate of the south-central U.S.  In their own right, they have significant implications for 
human activities and natural ecosystems in the area.  In the next chapter, a fuller examination of 
climate in the area is provided, as these findings are incorporated into an analysis of extreme 




EXTREME EVENT FREQUENCIES 
Introduction 
 The central theme of this dissertation is the examination of temporal trends and spatial 
patterns in the occurrence of extreme daily temperature events over the past half century.  
Accordingly, this chapter discusses trends in the frequency of extreme high and low values in 
daily maximum temperatures at approximately 90 observing sites in the south-central U.S. 
Linear trends in the frequency of extremes as well as in the length and frequency of “runs” 
(consecutive occurrences of three or more extreme values) are examined.  These analyses are 
focused predominantly at the monthly time scale, although annual extreme event totals are also 
discussed.  Finally, relationships between monthly extreme event frequencies and hemispheric-
scale circulation patterns (defined by four well-defined teleconnection indices: the PNA pattern, 
PDO, NAO, and SOI) are described. 
Data 
 A crucial concern in the analysis of daily extreme events is data quality.  The analysis 
presented here is based on the observations contained in the daily version of the U.S. Historical 
Climatology Network (HCN/D), which is described in detail in Chapter 3.  This data set is a 
high-quality set of observations that have been quality controlled at the National Climatic Data 
Center, and is based on observing stations with a minimum of station moves, urban influence, 
and other sources of inhomogeneity.  The dataset contains daily observations of maximum (Tmax) 
and minimum (Tmin) temperature for each site. 
 The HCN/D data set contains records for 138 stations in the five-state study region of this 
project.  In order to reduce the inhomogeneity that results from missing data, only those sites 
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with a high degree of serial completeness were retained for analysis.  The criteria used were 
twofold: first, 95 percent of the total daily observations over the period of record for a site were 
required to be present.  Second, 95 percent of the months were required to be included (an 
individual month was marked as missing if more than 10 percent of the daily observations in the 
month were not present).  As a result, only 96 sites were retained for the analyses of daily 
maximum temperature, and 89 sites had sufficiently complete minimum temperature records 
(Appendix, Table A-3). 
 While some HCN/D sites include records extending back to the 19th century, many have 
more recent starting dates.  In the initial processing of the HCN/D data, each site’s record was 
truncated to one of four common starting years – 1901, 1912, 1930, 1948 – based on the longest 
period of record that satisfied the above completeness criteria.  As can be seen in Table A-3, 
approximately half of the sites have effective starting years in 1948.  Many of the sites with 
longer records are clustered in Texas and Oklahoma.  Therefore, a spatially comprehensive 
coverage of the region required a focus on the latter half of the Twentieth Century. 
 As described in Chapter 3, several possible definitions of an “extreme” daily temperature 
exist.  While the use of biologically or ecologically meaningful thresholds is attractive, these 
thresholds may not be applicable in all areas or seasons.  For example, a low temperature of 32o 
F is of obvious importance, but this threshold will not be reached for much of the year (and 
perhaps not at all in parts of the study area).  Therefore, this study defines extremes based on 
percentiles of the daily observations at each site.  The particular thresholds chosen for 
examination are the 99th, 95th, 90th, 10th, 5th, and 1st.  These values provide a detailed look at 
events at both the high and low end of the daily temperature distribution, with both unusually 
high and low values of daily maximum and daily minimum temperatures being addressed. 
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This approach has the advantage that the thresholds are defined locally: an extreme at any 
given site is by definition an unusual temperature for that particular place.  In addition, the use of 
percentiles negates any complications that may arise from the shape of the distribution of daily 
temperature values.  For example, the use of standard deviations to define extremes can be 
compromised if the distribution is skewed.  Finally, the use of percentiles allows more direct 
comparison of extremes between spatially separated locations; the 99th percentile is equally 
unusual at all sites, regardless of the specific temperature value that is needed to exceed that 
threshold. 
 To identify extremes, a smoothed daily temperature curve was constructed for the two 
daily variables Tmax and Tmin at each site.  For each variable, all of the available observations for 
each Julian day were averaged (Leap Days were aggregated with February 28).  For sites with 
starting dates earlier than 1948, the entire available record was used.  This daily temperature 
curve was then smoothed with a five-day moving average; each Julian daily mean was averaged 
with the two previous and subsequent days.  Daily anomaly values were then calculated by 
subtracting the smoothed daily mean temperature from each Julian daily observation.  Finally, 
extremes were determined by calculating the percentiles listed above for the total set of anomaly 
values for each calendar day, and defining as “extreme” any daily observation that exceeded 
these limits. 
Once individual days at each site were identified as extreme, monthly time series of 
extreme event frequencies were calculated by summing the exceedances of each threshold by 
month over the period of record (months with more than 10 percent of days missing were 
excluded).  Annual frequencies of extreme events were calculated by totaling the exceedances of 
each threshold over the calendar year.  Years with more than 5 percent of days missing were 
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excluded.  “Runs” of extreme events were defined as three or more consecutive exceedances of a 
particular threshold, and annual time series of the total number and average length of runs at the 
90th and 10th percentiles were calculated for Tmax and Tmin.  Runs that extended over the end of a 
year were considered to have occurred in the year of the final day of the run. 
Anomaly Trends 
An interesting first look at trends in extreme temperatures can be seen by examining the 
most extreme monthly anomalies over the period of record, regardless of whether or not that 
anomaly constitutes a formal extreme event.  More specifically, the largest positive Tmax anomaly 
for each January over the period of record at a site is identified, regardless of the January date on 
which it occurred in any given year, and trends in the time series of those values are noted.  
Figures 34 and 35 map statistically significant trends in these most extreme daily events – i.e. the 
largest hot anomaly for Tmax within each month and the largest cold anomaly for Tmin in each 
month over the period 1948 – 2001.  These trends were calculated with ordinary least squares 
(OLS) regression, and the trends are expressed in Fo per decade. 
The most striking patterns are apparent in the trends for hot maximum temperatures 
(Figure 34).  Significant negative trends in the largest daily departure from the daily mean appear 
in nearly every month of the year, particularly in the eastern half of the study area.  These trends 
are analogous to a cooling of the hottest day in each month, suggestive of an overall cooling 
trend.  This trend is most important in summer, when anomalously high Tmax values have their 
greatest impact.  In June-August, declining trends in these values are apparent across the study 
area, with a particularly strong cluster in Mississippi in June.  These trends generally range in 
magnitude from about -0.3 – -0.7 Fo per decade.  Interestingly, these patterns of declining hot 
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Figure 34a.  Significant (α = 0.05) trends (Fo/decade) in the hottest monthly maximum 
temperature anomalies over the period 1948 – 2001 for January through June (part a) and July 
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Figure 35a.  Significant (α = 0.05) trends (Fo/decade) in the coldest monthly minimum 
temperature anomalies over the period 1948 – 2001 for January through June (part a) and July 
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Figure 35b.  As in Figure 35a, for July through December. 
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shown in Table 7 (Chapter 5).  In June, the mean maximum temperatures for the two eastern sub-
regions do show negative trends, a result that corresponds well with Figure 34a.  The 
correspondence in the other months of summer is not as clear, although Table 7 does indicate 
negative (though insignificant) trends in temperature across much of the region.  A lack of 
correspondence is shown particularly in April and May, during which the eastern sub-regions 
show widespread declines in the hottest anomalies, but almost no trend in monthly-mean Tmax. 
 Trends in the most extreme cold anomalies (Figure 35) are not as striking.  Cold extremes 
tend to have their greatest impacts in winter, and most of the significant trends in the coldest 
anomalies for these months are positive.  In November (Figure 35b), the eastern study areas 
show warming trends in the coldest Tmin anomalies, corresponding to the warming trends shown 
in Table 7.  In January in the region of the Texas and Oklahoma Panhandles, the coldest days are 
trending slightly warmer (Figure 35a), corresponding to the (nonsignificant) warming trend 
shown for this region in Table 7.  These wintertime cold anomaly warming trends are very high, 
averaging near 1.0 Fo per decade, although they are likely influenced by some particularly cold 
observations early in the record.  Interestingly, the regions of warming Tmin anomalies in both 
November and January overlap almost exactly with regions of decreasing Tmin variability, as 
shown in Figures 25a,d. 
Annual Frequency Trends 
 Extreme event frequencies can be examined easily at the annual time scale when extreme 
events are defined as exceedances of percentiles based on individual daily temperature 
distributions.  Because the individual extreme events are calculated based on the long-term 
temperature distributions for each individual day, anomalous temperatures occurring at all times 
of the year can be identified.  Had the extreme event thresholds been based on annual-mean 
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temperatures (i.e. the temperature distribution for all days lumped together), then hot anomalies 
would all be concentrated in summer, and cold anomalies would all occur in winter.  Defining 
thresholds on the daily level, as has been done here, provides a clearer picture of whether or not 
the frequencies of anomalous events throughout the year are changing. 
Figures 36 and 37 show statistically significant trends in the total annual numbers of 
warm and cold extreme events for Tmax and Tmin, respectively.  Table 12 includes regional-mean 
values of the magnitudes of the identified significant trends.  The sign and significance of these 
trends were calculated using the non-parametric Kendall’s tau-b statistic, which is a rank-based 
correlation similar to Spearman’s rho.  The non-parametric test is chosen because count data 
such as event frequencies, despite being interval-level data, often violate the assumptions of 
normality required for accurate significance testing in OLS regression.  Kendall’s tau-b is a 
commonly used substitute in climatological studies focused on time series of extreme event 
frequencies (e.g. Collins et al. 2000; Manton et al. 2001).  This statistic is based on identifying 
concordant or discordant pairs of observations – in this case each observational pair is the 
monthly extreme frequency and the corresponding time index  (year).  Concordant pairs are 
those in which both variables vary in the same direction; discordance occurs when the pairs vary 
oppositely (SAS Institute 1999).  In this case, a high number of discordant pairs (a significantly 
negative tau-b statistic) would be indicative of a negative trend.  The disadvantage of this 
technique is that the results are generally less statistically robust than in parametric statistical 
analysis. 
Clear patterns of decreasing hot extreme frequencies are shown in Figure 36.  At the level 
of the 90th and 95th percentile, nearly the entire study region exhibits extremely strong negative 
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Figure 36.  Significant (α = 0.05) trends in the annual frequency of extreme temperature days for 
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Figure 37.  Significant (α = 0.05) trends in the annual frequency of extreme temperature days for 
minimum daily temperatures. 
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Table 12.  Regional-mean values of significant trends in annual extreme event frequencies for 
maximum and minimum temperatures.  Estimates of trend slopes were calculated using linear 
regression.  The “n” column is the number of sites with significant trends in each case; values are 
bolded where more than one-third of the trends in a cluster were significant. 
              
       
  n 1st perc. n 5th perc. n 10th perc. 
Maximum Temp.         
Gulf Lowland (39) 6 0.8653 16 1.9783 19 3.715 
Eastern Highland (21) 8 1.0122 10 2.8972 12 4.44 
Western OK (17) 1 1.0552 1 2.435 0 -- 
Panhandles (8) 5 1.0235 6 2.3534 6 3.5325 
Central TX (7) 2 0.8708 2 2.595 2 4.3606 
Rio Grande Valley (3) 0  -- 0 -- 0 -- 
Far West (1) 1 -0.6895 0 -- 0 -- 
          
  n 90th perc. n 95th perc. n 99th perc. 
          
Gulf Lowland (39) 21 -7.4319 21 -5.1429 20 -1.5868 
Eastern Highland (21) 14 -6.2882 15 -4.3223 16 -1.6767 
Western OK (17) 6 -4.9066 7 -3.5036 8 -1.265 
Panhandles (8) 2 -4.0785 3 -2.5756 2 -1.032 
Central TX (7) 2 -5.2522 2 -3.6611 2 -1.1611 
Rio Grande Valley (3) 0 -- 0 -- 0 -- 
Far West (1) 0 -- 0 -- 0 -- 
          
  n 1st perc. n 5th perc. n 10th perc. 
Minimum Temp.         
Gulf Lowland (36) 14 -0.6756 13 -2.1395 15 -3.2198 
Eastern Highland (18) 7 -0.3416 9 -0.8865 9 -1.4519 
Western OK (17) 6 -0.6273 5 -1.9395 7 -2.113 
Panhandles (8) 3 -0.9383 3 -3.5244 3 -5.7508 
Central TX (6) 2 0.5443 3 -0.2842 3 -0.8064 
Rio Grande Valley (3) 1 -0.7774 1 -3.1497 2 -4.8162 
Far West (1) 0 -- 0 -- 0 -- 
          
  n 90th perc. n 95th perc. n 99th perc. 
          
Gulf Lowland (36) 20 2.2938 19 1.7272 13 1.0272 
Eastern Highland (18) 9 0.849 8 0.4211 9 -0.2443 
Western OK (17) 5 2.2923 3 0.6528 1 -0.9465 
Panhandles (8) 3 0.7205 2 1.2778 4 -0.4841 
Central TX (6) 2 0.5588 1 -1.7057 0 -- 
Rio Grande Valley (3) 0 -- 1 5.1479 0 -- 
Far West (1) 0 -- 0 -- 0 -- 
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trend values ranging from approximately -3 - -5 days per decade for 95th percentile exceedances.  
These decreases in extreme event frequencies are not mirrored at the low end of the Tmax 
distribution.  Some sites do show slight increasing trends in the occurrence of  10th percentile 
(approximately 3-4 days per decade) and 5th percentile (approximately 2 days per decade) 
exceedances, particularly in the eastern part of the study area as well as the Texas Panhandle, but 
compared to warm extremes there are relatively few significant trends in the frequency of 
anomalously cold daily maxima apparent over the past half century. 
 Annual totals of daily Tmin extreme event frequencies (Figure 37) do not show quite the 
same degree of widespread, spatially coherent change as do the maximum temperature time 
series.  Over the last half century, the most extreme cold anomalies (1st percentile) have 
decreased in frequency by an average -0.6 - -1 days per decade at some sites across the region, 
and 5th percentile anomalies have decreased by an average of approximately 2 days per decade.  
However, as Figure 37 indicates, these trends are contradicted by a number of positive trends 
scattered throughout the study area, indicating a lack of a clear regional signal in cold anomaly 
frequencies.  At the warm end of the Tmin temperature distribution, the pattern is even more 
mixed.  By sub-region, trends in the occurrence of warm minima generally average to positive 
values (Table 12), indicating perhaps a slight overall trend toward an increase in these events, 
but Figure 37 shows that the trend at individual sites is frequently at odds with the regional 
means. 
Monthly Frequency Trends 
 The annual totals depict the number of extremes over the course of the year, but they do 
not provide information on how those events are distributed throughout the year.  The impact of 
daily extremes varies seasonally: the hottest summer or coldest winter extremes will tend to have 
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the greatest impacts on human comfort and mortality, while changes in the frequency of 
extremes in the transitional seasons may impact the length of the growing season and other 
agricultural variables.  Therefore, to examine the pattern of extreme event frequency changes 
throughout the year, the sign and significance of trends in the monthly time series of Tmax and 
Tmin exceedances were examined. 
 A problem that arises in the analysis of these time series is that many months at a given 
site may have zero occurrences of extremes, particularly in the highest (lowest) percentiles.  For 
example, for the 95th percentile, each calendar day should have only 2-3 exceedances over the 54 
year time period (1948 – 2001).  Clearly, it is likely that many months will not exceed this limit 
on any of the days.  This preponderance of zero values in the time series makes it even more 
inappropriate to use linear regression to estimate the trends in these monthly data than in the 
annual frequency time series.  Therefore, the monthly trends in extreme temperature events were 
again assessed using the non-parametric Kendall’s tau-b statistic.  Kendall’s tau-b should be able 
to detect and assess the significance of trends accurately despite the high proportion of zeros (the 
statistic is corrected for tied observations), and should also be less strongly influenced than OLS 
regression by values at the beginning and end of the time series (SAS Institute 1999). 
The direction and significance of these trends are shown in Figure 38 for maximum 
temperature, and Figure 39 for minimum temperature extremes.  In the figures, correlations 
exceeding approximately 0.2 are statistically significant.  Sites with correlations greater than 0.4 
are marked as being strongly correlated. 
 Overall, trends in maximum temperature exceedances correspond well with annual trends 
discussed above.  Throughout the year, negative trends in the frequency of the warmest Tmax 
extremes are seen for large parts of the region.  However, substantial variability in the timing and 
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spatial patterns of these trends is apparent, particularly when trends at the warm end of the 
distribution are compared to trends at the cool end.  In January, significant decreases are seen in 
warm anomalies, particularly in the eastern half of the study area.  This pattern corresponds well 
with the cooling trends in monthly mean-minimum January temperature for these areas (Table 
7).  At the low end of the distribution (cool maxima), decreases in exceedance frequencies are 
concentrated in the central part of the region, corresponding with locations experiencing 
decreases in intra-monthly Tmax variability (Figure 24a).  Overall, Figure 38a is indicative of 
significant decreases in the frequency of both warm and cold maximum temperature extremes 
across much of the region in January, characteristic of the cooling temperature trends and 
declining variability detected for much of the region. 
The late winter/spring months of February and March (Figure 38b-c) show almost no 
significant changes, with insignificant positive and negative trends at both ends of the 
distribution mixed across the region.  April, however, does exhibit spatially coherent patterns, 
with negative trends in warm extremes dominating across the north of the region (particularly in 
Oklahoma) and increasing frequencies of cool maxima in the eastern half of the region.  For the 
coolest extremes (1st percentile) increasing trends are also apparent in the Texas and Oklahoma 
Panhandles. 
 Moving into the summer months, May shows relatively few strong trends in cool Tmax 
anomalies, but warm anomalies exhibit negative trends across the eastern sub-regions.  This 
pattern continues into June, along with an increase in the number of positive trends in cool 
extremes.  As the summer progresses through July, August, and September, however, the pattern 
becomes increasingly mixed; relatively few patterns are evident in these months, with the 
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Figure 38a.  Significant (α = 0.05) trends in monthly frequencies of warm and cold maximum 
temperature anomalies over 1948 – 2001 for January (part a), February (part b), March (part c), 
April (part d), May (part e), June (part f), July (part g), August (part h), September (part i), 
October (part j), November (part k), and December (part l).  Values more extreme than 0.2 are 
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Figure 39a.  Significant (α = 0.05) trends in monthly frequencies of warm and cold minimum 
temperature anomalies over 1948 – 2001 for January (part a), February (part b), March (part c), 
April (part d), May (part e), June (part f), July (part g), August (part h), September (part i), 
October (part j), November (part k), and December (part l).  Values more extreme than 0.2 are 
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Figure 39l.  As in Figure 39a, for December. 
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Changes in warm extremes during this hot summer month are particularly important, as these 
hottest summer anomalies that have the largest impact on human mortality.  The declining 
summertime trend in these extremes over the past half century is likely to have had a positive 
impact on human health in the region.  In September, a slight tendency toward decreasing trends 
in warm anomalies and increasing trends in cool extremes seems to be present, but the pattern in 
that month is very mixed (Figure 38i).  
 The patterns for fall and on into the winter are generally similar (October through 
December).  Overall decreases in the frequency of hot Tmax exceedances are coupled with smaller 
numbers of increases in the frequency of cool extremes in Tmax.  This pattern is particularly 
strong in October (Figure 38j), one of the two months (along with September) exhibiting the 
largest number of significant cooling trends in monthly mean-maximum temperature (Table 7), 
indicative of an overall shift of the Tmax temperature distribution in the cool direction during 
these months.  In November and December, the decreasing trends in warm extremes are 
clustered in the north and east of the region, and significant trends in cool maxima are relatively 
few. 
 Trends in the monthly frequencies of warm and cold exceedances in minimum daily 
temperatures are shown in the twelve panels of Figure 39.  The most important extremes for Tmin, 
in terms of impacts on humans, are the extreme cold anomalies occurring in winter.  In January 
(Figure 39a), region-wide decreases in the frequencies of both warm and cold Tmin anomalies are 
seen.  For the coldest anomalies, the decreases are concentrated in the cold northwestern parts of 
the region, particularly in the Panhandles and Western Oklahoma.  These patterns are interesting 
because (with the exception of the Panhandles), the region shows general cooling trends in 
monthly-mean minimum temperature (Table 7).  However, the widespread decreases in intra-
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monthly variability for January (Figure 25a) are apparently sufficient to reduce the occurrence of 
extremes despite the slight overall cooling.  December, which as Table 7 shows has similar 
trends (negative, largely insignificant) in monthly-mean minimum temperature compared to 
January, does not show the same decreases in Tmin variability, and therefore is characterized by 
few significant changes and a very mixed pattern in the frequency of warm and cold minimum 
temperature extremes (Figure 39l).  
 February shows relatively few changes in extreme Tmin  anomaly frequencies: slight 
increases in warm anomalies and decreases in cool anomalies.  In March, the patterns are 
consistent with an overall increase in minimum temperatures, particularly in the Panhandles and 
Western Oklahoma (Figure 39c).  This month is characterized by decreases in cold anomalies 
and mild increases in warm exceedances.  A slight regional exception to this pattern is seen in 
Louisiana and Mississippi: these states show slight decreases in the frequencies of warm 
exceedances that contrast with the generally positive trends in these variables elsewhere.  While 
these areas show essentially zero change in monthly-mean Tmin for March (Table 7), there is a 
hint of decreasing Tmin variability in March for these states in Figure 25a. 
 April Tmin exceedance patterns are spatially complex, with general decreases in warm 
anomaly events in the northern part of the region (mainly Oklahoma) coupled with generally 
increasing trends in the coldest anomalies, particularly in the south and east of the region (Figure 
39d).  Moving into summer, May shows very little change in Tmin anomaly frequencies, with 
generally insignificant positive and negative trends mixed across the region.  June patterns are 
dominated by increasing frequencies of warm anomalies in the east and along the Gulf Coast and 
perhaps a slight tendency toward decreasing trends in warm anomaly occurrences in western 
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Oklahoma (Figure 39f).  Cold Tmin anomalies in this month show little change, although the 
insignificant trends are generally positive. 
 July and August show distinct patterns of increasing warm anomaly frequencies in the 
eastern parts of the study area, along with decreasing cold anomaly frequencies in August.  
These trends are consistent with the July Tmin warming trend for the Gulf Lowland region shown 
in Table 7, although a similar trend is not apparent in August.  While minimum temperature 
extremes are not as critical in summer as they are in winter, summer minimum temperatures do 
have some human implications, as cool nocturnal temperatures allow recovery from daytime heat 
stress.  Decreasing frequencies of cold extremes and increasing frequencies of warm Tmin 
anomalies could be expected to impact human health/mortality, particularly as the warm 
anomalies are most likely to occur during heat waves. 
  The patterns seen in September and October differ markedly from the other months; 
these months generally show increases in the frequency of Tmin anomalies at both ends of the 
distribution.  These patterns are consistent with previous findings, which show decreases in 
regional mean temperatures for these months (Table 7) along with widespread increases in intra-
monthly variabilities (Figures 25c-d). 
November demonstrates trends in Tmin exceedances that are particularly pronounced relative to 
the rest of the year (Figure 39k).  In this month, frequencies of extreme cold anomalies are 
decreasing, particularly in the eastern areas, while warm anomaly frequencies show no change or 
slight increases, as in central Texas.  The explanation for this pattern lies in the positive (but 
insignificant) trends in monthly mean temperature (Table 7) coupled with the decrease in intra-
monthly variability in the eastern part of the region (Figure 25d). 
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Persistence of Extremes 
 Extreme temperature events have particularly severe impacts on human mortality when 
the exceedances persist over several days in the form of a heat wave or cold spell (Jones et al. 
1982; Huynen et al. 2001; Palecki et al. 2001).  Accordingly, this section examines trends in the 
annual frequency of “runs” of exceedances, defined here as three or more consecutive days on 
which a particular threshold is exceeded (after Plummer et al. 1999).  The 90th and 10th percentile 
thresholds were chosen for both maximum and minimum temperature, as these thresholds are 
sufficiently extreme to identify statistically unusual daily temperatures, yet common enough that 
a reasonable number of runs can be expected in any given year.  For each site, annual time series 
of the total number of runs as well as the average run length for each threshold/variable were 
calculated, as described.  These time series were tested for trends using Kendall’s tau-b; the 
magnitude of significant trends was estimated using linear regression.   The sign and significance 
of these trends are shown in Figure 40 for maximum temperature and Figure 41 for minimum 
temperature.  Regional-mean estimates for the magnitudes of the trends are shown in Table 13.  
 As Figure 40 and Table 13 show, the annual number of runs in the 90th percentile of Tmax 
(warm anomalies) has declined over the period of 1948 – 2001, in a pattern that almost exactly 
mirrors the decline in annual warm totals shown in Figure 36a.  Over nearly the entire region, the 
annual number of runs of three or more consecutive 90th percentile exceedances has declined at a 
rate ranging from approximately 0.7-1.0 runs yr-1 decade-1.  The average length of runs has also 
declined, consistent with the widespread decline in the frequency of these events, although not as 
extensively.  Over the eastern half of the region, significant negative trends in 90th percentile run 
length are found, with average decreases of approximately 0.2 days run-1 decade-1.  In terms of 
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Figure 40.  Statistically significant (α = 0.05) trends in the annual frequency and length of runs 
of three or more consecutive days of 90th and 10th percentile exceedances in maximum 
temperature, 1948 – 2001. 
 
widespread increases of approximately 0.5-0.7 runs yr-1 decade-1 across the region.  Unlike with 
warm anomalies, almost no significant trends in cool exceedances run lengths are found. 
 In terms of Tmin exceedances at the 90th (warm) and 10th (cool) percentile levels, Figure 
41 shows a more mixed picture than the Tmax results, as well as generally fewer significant trends 
throughout the study area.  For warm anomalies, positive trends in the annual number of runs 
tend to dominate the region, especially in the eastern sub-regions, although numerous negative 
























































































































































































































































































































# Negative (not sig.)









run length0 250 500 Miles
 
Figure 41.  Statistically significant (α = 0.05) trends in the annual frequency and length of runs 
of three or more consecutive days of 90th and 10th percentile exceedances in minimum 
temperature, 1948 – 2001. 
 
indicating an increasing frequency in these extended periods of unusually high minimum 
temperatures.  Due to the mix of signs in significant trends, regional-mean slopes are somewhat 
smaller (Table 13).  These runs are also increasing in length at a number of sites in the east, with 
positive trends averaging approximately 0.2 days decade-1.   
Significant trends in cool Tmin anomalies (10th percentile) are also a mixed bag across the 
region.  Generally, decreasing trends in annual numbers of runs show a slight dominance across 
the region, with decreases ranging from -0.5 - -0.8 runs yr-1 decade-1.  However, a number of 
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Table 13.  Regional-mean estimates of the magnitudes of significant trends in the number and 
length of runs in warm and cold anomalies for maximum and minimum temperatures.  Slopes are 
expressed as change in magnitude (number of runs or length in days) per decade.  The number of 
sites in each sub-region with significant trends is in the “n” column; cases where more than one-
third of the sites in a region show significant trends are given in bold.  Locations of the sub-
regions are shown in Figure 15 in Chapter 4. 
                  
         
 Warm extremes (90th perc.) Cool extremes (10th perc.) 
 n runs n length n runs n length 
Maximum Temp.          
Gulf Lowland (39) 23 -0.990 13 -0.227 15 0.665 1 0.133 
Eastern Highland (21) 11 -0.947 3 -0.211 12 0.691 1 0.130 
Western OK (17) 5 -0.661 6 -0.192 4 0.532 1 0.131 
Panhandles (8) 2 -0.820    5 0.514   
Central TX (7) 1 -0.978 1 -0.202 3 0.349   
Rio Grande Valley (3)            
Far West (1) 1 0.663         
            
Minimum Temp.            
Gulf Lowland (36) 15 0.479 6 0.202 12 -0.156 3 -0.015 
Eastern Highland (18) 9 0.144 4 0.255 8 0.002 3 0.095 
Western OK (17) 4 0.229    3 -0.155   
Panhandles (8) 2 1.078 1 0.130 3 -0.382 1 0.118 
Central TX (6) 1 -0.307 1 -0.270 3 -0.200 1 0.181 
Rio Grande Valley (3)       2 -0.875   
Far West (1)            
                  
 
positive trends, with increases of 0.5-0.6 runs yr-1 decade-1, appear sporadically.  As a result, 
regional-mean changes in the number of cool-minima runs are relatively low (Table 13), with the 
exception of the Rio Grande Valley region, where the two significant trends average to a 
decrease of approximately -0.9 cool-minima runs yr-1 decade-1.  In terms of run length for cool 
Tmin anomalies, relatively few sites show significant trends.  Most of these trends are positive, 
averaging approximately 0.1 days run-1 decade-1 increase in run length, although the scarcity of 
significant trends argues for no real change in cool anomaly run length for the past half century. 
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Teleconnections 
 While the occurrence of extreme events is clearly linked to long term trends in mean 
temperature and variability, the frequency of extremes in a given year or month is also closely 
related to the atmospheric circulation patterns that prevail during that time period.  In Chapter 2, 
four important northern Hemisphere teleconnection indices (PNA pattern, PDO, SOI, NAO) 
were described, and the correlations of these indices with mean Tmax and Tmin as well as with 
temperature variability were presented in Chapter 5.  This section discusses the impact of these 
teleconnections on the frequency of extreme exceedances in maximum and minimum 
temperature across the study area. 
 To examine the impact of synoptic-scale circulation patterns on extreme event 
frequencies, monthly index values for the four hemispheric-scale teleconnections patterns were 
obtained for the period of 1950 through 2001.  For each of the four indices, all months in the 
period of record were categorized based on the index values as either positive phase (index > 
1.0), neutral phase (1.0 > index > -1.0) or negative phase (index < -1.0).  Next, the nonparametric 
two-sample Wilcoxon test was used to determine whether significant differences exist in the 
number of extreme events (by month and study site) between months characterized by positive 
phases of each index and months dominated by the negative phase of that index.  The extreme 
thresholds chosen for this analysis were the 95th percentile (hot anomalies) of maximum 
temperature and the 5th percentile (cold anomalies) for minimum temperature.  Results of these 
analyses are shown, by sub-region, in Table 14 for maximum temperature and Table 15 for 
minimum temperature.  In each table, the number of sites with a significant difference between 
the positive and negative phases of each index is given, along with the average difference for the 
sub-region.  In every case except one, all differences within a sub-region are the same sign. 
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Table 14.  Numbers of sites with statistically significant (α = 0.05) differences in the average 
number of hot extremes (95th percentile of daily maximum temperature) between phases 
(positive phase minus negative phase) of the teleconnection indices.  Months in which more than 
one-third of the sites in the sub-region have significant differences are shown in bold. 
 
  PDO PNA NAO SOI 
   Mean  Mean  Mean  Mean 
Month Cluster Sites Diff. Sites Diff. Sites Diff. Sites Diff. 
January Gulf Lowland (39) 39 -3.4 37 -4.4 1 2.8 3 1.3 
  Eastern Highland (21) 19 -2.5 20 -3.3 0   4 1.0 
  Western OK (17) 5 -1.8 13 -2.3 3 2.7 12 1.4 
  Panhandles (8) 6 -2.2 7 -3.0 2 2.4 7 1.7 
  Central TX (7) 4 -2.3 7 -3.1 1 2.6 5 1.6 
  Rio Grande Valley (3) 3 -3.0 3 -3.8 1 2.4 1 1.8 
  Far West (1) 0   1 -2.4 0   0   
February Gulf Lowland (39) 10 -2.1 9 -1.9 8 1.5 8 1.4 
  Eastern Highland (21) 1 -1.7 3 -1.3 11 1.4 1 0.8 
  Western OK (17) 0   0  10 1.4 0   
  Panhandles (8) 1 -1.8 0  6 1.7 2 1.0 
  Central TX (7) 2 -1.7 1 -1.4 4 1.7 2 1.2 
  Rio Grande Valley (3) 0   1 -1.7 0   0   
  Far West (1) 0   0   1 1.6 0   
March Gulf Lowland (39) 26 -3.1 4 -3.0 0   9 1.9 
  Eastern Highland (21) 8 -2.3 0  6 1.7 1 2.0 
  Western OK (17) 10 -3.0 0  11 2.1 0   
  Panhandles (8) 6 -2.7 0  5 2.4 0   
  Central TX (7) 5 -2.9 0  3 2.1 2 2.3 
  Rio Grande Valley (3) 2 -2.0 0  0   2 1.7 
  Far West (1) 0   0   1 3.5 0   
April Gulf Lowland (39) 1 -1.5 5 -4.5 2 1.8 5 1.1 
  Eastern Highland (21) 0   0  3 1.8 0   
  Western OK (17) 3 -2.0 1 -3.7 2 1.9 2 1.3 
  Panhandles (8) 1 -2.0 2 -3.7 0   6 1.7 
  Central TX (7) 0   0  0   1 1.5 
  Rio Grande Valley (3) 0   0  0   1 1.8 
  Far West (1) 0   0   0   0   
May Gulf Lowland (39) 10 -2.8 2 -1.9 1 4.7 5 1.9 
  Eastern Highland (21) 5 -3.8 2 -2.9 0   0   
  Western OK (17) 6 -2.5 0  0   0   
  Panhandles (8) 2 -2.7 0  0   1 2.0 
  Central TX (7) 0   1 -2.8 0   2 2.7 
  Rio Grande Valley (3) 0   1 -1.5 0   0   
  Far West (1) 0   0   0   0   
June Gulf Lowland (39) 4 -1.8     7 -2.9 1 1.7 
  Eastern Highland (21) 4 -2.2     1 -1.7 2 -1.5 
  Western OK (17) 0  Pattern not 0   0   
  Panhandles (8) 0  defined 0   2 1.7 
  Central TX (7) 0      1 2.3 0   
  Rio Grande Valley (3) 0      0   0   
  Far West (1) 1 2.3     0   0   
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Table 14 (continued). 
 
  PDO PNA NAO SOI 
   Mean  Mean  Mean  Mean 
Month Cluster Sites Diff. Sites Diff. Sites Diff. Sites Diff. 
July Gulf Lowland (39) 3 -1.3   4 -3.5 0   
  Eastern Highland (21) 0     0  0   
  Western OK (17) 0   Pattern not 0  0   
  Panhandles (8) 0   defined 0  0   
  Central TX (7) 0     0  0   
  Rio Grande Valley (3) 0     0  0   
  Far West (1) 1 1.8     0   0   
August Gulf Lowland (39) 1 -5.1 0  4 -1.7 0   
  Eastern Highland (21) 1 -2.7 0  1 -3.4 0   
  Western OK (17) 3 -3.4 0  0  1 1.9 
  Panhandles (8) 1 -1.8 0  3 -1.4 0   
  Central TX (7) 1 -4.6 0  1 -2.1 0   
  Rio Grande Valley (3) 0   0  2 -2.1 0   
  Far West (1) 0   0   0   0   
September Gulf Lowland (39) 1 1.1 0  2 1.4 4 -1.7 
  Eastern Highland (21) 0   5 -1.9 0  0   
  Western OK (17) 1 -2.2 5 -2.5 0  0   
  Panhandles (8) 0   1 -2.0 0  0   
  Central TX (7) 0   1 -2.4 0  0   
  Rio Grande Valley (3) 0   1 -2.8 0  0   
  Far West (1) 0   0   0   0   
October Gulf Lowland (39) 4 -2.4 1 -1.1 3 (1)a 3.3 (-1.5)a 0   
  Eastern Highland (21) 4 -2.6 0  5 4.8 2 1.6 
  Western OK (17) 0   0  1 3.4 0   
  Panhandles (8) 0   0  0  0   
  Central TX (7) 0   0  0  0   
  Rio Grande Valley (3) 0   0  0  0   
  Far West (1) 0   0   0   0   
November Gulf Lowland (39) 12 -2.4 17 -3.4 0  0   
  Eastern Highland (21) 7 -1.9 11 -2.7 1 -2.6 2 1.6 
  Western OK (17) 8 -2.2 2 -2.5 2 -2.1 0   
  Panhandles (8) 6 -2.7 3 -2.2 0  2 1.8 
  Central TX (7) 3 -2.8 4 -2.9 3 -2.5 1 2.4 
  Rio Grande Valley (3) 0   0  1 -2.6 0   
  Far West (1) 0   0   0   0   
December Gulf Lowland (39) 15 -2.2 35 -3.3 0  5 1.7 
  Eastern Highland (21) 6 -2.5 20 -2.9 0  1 1.0 
  Western OK (17) 3 -1.6 14 -2.3 0  6 1.7 
  Panhandles (8) 0   6 -2.8 0  1 1.6 
  Central TX (7) 2 -2.2 4 -3.0 0  0   
  Rio Grande Valley (3) 2 -2.3 3 -4.1 0  1 1.3 
  Far West (1) 0   0   0   0   
 
a.  The Gulf Lowland in October had 3 significant positive and 1 significant negative difference.  
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Table 15. Numbers of sites with statistically significant (α = 0.05) differences in the average 
number of cold extremes (5  percentile of daily minimum temperature) between phases (positive 
phase minus negative phase) of the teleconnection indices. 
th
 
  PDO PNA NAO SOI 
   Mean  Mean  Mean  Mean 
Month Cluster Sites Diff. Sites Diff. Sites Diff. Sites Diff. 
January Gulf Lowland (36) 13 2.5 11 24 -3.3 0   
  Eastern Highland (18) 8 2.8 5 3.8 11 -3.7 0   
  Western OK (17) 0  0   4 -3.0 0   
  Panhandles (8) 0  0   1 -4.4 0   
  Central TX (6) 0  0   3 -2.5 0   
  Rio Grande Valley (3) 0  0   3 -2.8 0   
  Far West (1) 0   0   0   0   
February Gulf Lowland (36) 0  0   10 -2.2 2 1.2 
  Eastern Highland (18) 0  0   5 -2.0 0   
  Western OK (17) 0  0   12 -2.1 0   
  Panhandles (8) 1 -1.7 1 -2.6 6 -2.8 0   
  Central TX (6) 0  0   2 -2.7 0   
  Rio Grande Valley (3) 0  0   1 -1.9 2 1.1 
  Far West (1) 0   0   0   0   
March Gulf Lowland (36) 2 2.3 1 -3.3 0  0   
  Eastern Highland (18) 2 1.6 3 -2.6 0  0   
  Western OK (17) 0  12 -3.3 3 -2.3 1 1.0 
  Panhandles (8) 0  4 -3.1 0  0   
  Central TX (6) 0  2 -3.1 0  0   
  Rio Grande Valley (3) 0  0   0  0   
  Far West (1) 0   0   0   0   
April Gulf Lowland (36) 6 2.0 1 3.1 5 -1.9 0   
  Eastern Highland (18) 2 2.1 3 2.2 2 -2.0 0   
  Western OK (17) 0  1 -1.8 10 -1.8 0   
  Panhandles (8) 0  0   5 -2.6 0   
  Central TX (6) 1 2.2 0   3 -1.6 0   
  Rio Grande Valley (3) 1 3.7 2 3.3 0  1 -2.8 
  Far West (1) 0   0   1 -3.0 0   
May Gulf Lowland (36) 3 2.2 1 2.7 0   1 2.4 
  Eastern Highland (18) 5 1.7 1 3.6 0   0   
  Western OK (17) 0   0  0   0   
  Panhandles (8) 0   0  0   0   
  Central TX (6) 0   1 1.9 0   0   
  Rio Grande Valley (3) 0   0  0   0   
  Far West (1) 0   0   0   0   
June Gulf Lowland (36) 3 1.5     7 2.0 0   
  Eastern Highland (18) 4 2.0     1 1.9 0   
  Western OK (17) 5 1.9 Pattern not 0   3 1.4 
  Panhandles (8) 0   defined 0   5 2.0 
  Central TX (6) 3 2.1     0   1 1.4 
  Rio Grande Valley (3) 0       0   0   
3.3 
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Table 15 (continued). 
 
  PDO PNA NAO SOI 
   Mean  Mean  Mean  Mean 
Month Cluster Sites Diff. Sites Diff. Sites Diff. Sites Diff. 
July Gulf Lowland (36) 4 -1.9     5 2.6 1 3.0 
  Eastern Highland (18) 4 -2.0     0   0   
  Western OK (17) 0   Pattern not 1 3.8 1 -2.2 
  Panhandles (8) 1 -3.1 defined 1 1.6 1 2.0 
  Central TX (6) 1 3.5     3 1.9 0   
  Rio Grande Valley (3) 0       1 1.6 0   
  Far West (1) 0       0   0   
August Gulf Lowland (36) 0  1 1.7 1 2.0 0   
  Eastern Highland (18) 0  2 3.4 0  0   
  Western OK (17) 0  4 2.2 2 -1.8 0   
  Panhandles (8) 0  0   0  1 3.4 
  Central TX (6) 0  0   0  0   
  Rio Grande Valley (3) 0  0   0  0   
  Far West (1) 0   0   0   0   
September Gulf Lowland (36) 3 -1.8 5 2.7 0  0   
  Eastern Highland (18) 1 2.3 0   0  0   
  Western OK (17) 0  1 -1.9 0  1 1.4 
  Panhandles (8) 0  1 -1.9 0  0   
  Central TX (6) 0  0   0  0   
  Rio Grande Valley (3) 0  0   0  0   
  Far West (1) 0   0   0   1 2.1 
October Gulf Lowland (36) 5 2.8 0   2 -2.0 2 -1.5 
  Eastern Highland (18) 3 2.8 0   0  1 -1.2 
  Western OK (17) 10 2.1 1 1.6 0  2 -1.2 
  Panhandles (8) 0  0   0  0   
  Central TX (6) 3 2.5 0   0  0   
  Rio Grande Valley (3) 1 1.6 0   0  0   
  Far West (1) 0   0   0   0   
November Gulf Lowland (36) 3 2.7 20 2.7 2 1.6 0   
  Eastern Highland (18) 3 3.0 10 2.5 1 2.3 0   
  Western OK (17) 3 2.9 8 2.3 2 1.4 0   
  Panhandles (8) 2 2.9 2 2.3 0  0   
  Central TX (6) 1 3.4 1 2.4 1 1.7 0   
  Rio Grande Valley (3) 0  0   0  0   
  Far West (1) 0   0   0   0   
December Gulf Lowland (36) 0  6 3.3 7 -2.2 0   
  Eastern Highland (18) 0  6 3.8 9 -2.3 0   
  Western OK (17) 0  0   11 -1.8 0   
  Panhandles (8) 0  0   4 -2.2 0   
  Central TX (6) 0  0   1 -2.0 0   
  Rio Grande Valley (3) 0  0   1 -2.2 0   
  Far West (1) 0   0   0   0   
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 As Table 14 shows, the teleconnections have spatially and temporally varying impacts on 
the occurrence of extreme warm maximum temperatures.  The PDO has strong impacts on the 
frequency of warm extremes in much of the year, particularly in January.  In that month, nearly 
all of the region experiences 2-3 fewer hot extremes during the positive phase of this 
teleconnection.  This relationship persists through the spring, although fewer sites show 
significant differences in other months.  A likely explanation for this impact is that the positive 
phase of the PDO tends to be associated with a PNA-like flow and thus a northerly advection of 
cold air into the southern U.S.  In addition, the PDO enhances El Niño events, which are 
associated with cooler winter and spring conditions in the southeastern U.S. 
 One concern with the interpretation of the PDO relationship is that the PDO shows a 
clear switch in dominant phase over the time period of this study.  The period prior to 1977 was 
dominated by negative values of the index, while positive index values have largely 
predominated since then (Mantua et al. 1997).  As a result, any trends occurring in extreme event 
frequencies over that time period may show a spurious correlation with the PDO index. 
The PNA pattern shows a very similar pattern of significant negative differences between 
phases for most of the region during November through January, with fewer sites showing 
significant differences in other months.  Overall, winters characterized by positive PNA-like 
circulation patterns should expect to see approximately 3-4 fewer warm extremes per month.  
Again, the likely physical mechanism for this pattern is the increased northerly flow of cold air 
as the PNA upper-level trough forms over the eastern part of the U.S. 
The main impact of the NAO on warm extremes is focused on the northern and central 
parts of the study area in February and March.  During positive phases of this pattern, many sites 
in these areas experience approximately 1-2 more extreme hot events.  During positive-phase 
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NAO conditions, the strengthened Bermuda High is responsible for an enhanced flow of warm 
southerly air into the study region, which may explain the increase in hot extremes.  An 
alternative explanation lies in the strong positive correlation between the NAO and the Arctic 
Oscillation (AO).  The positive phase of the AO is characterized by zonal flow in the Northern 
Hemisphere circumpolar vortex, which would result in reduced troughing and frontal activity in 
North America. 
The SOI is also associated with increases in hot extremes during its positive phase for 
much of the year (November – May), although no month shows a particularly large number of 
sites with significant relationships.  Positive SOI values are indicative of La Niña conditions in 
the Tropical Pacific, which is associated with a northward displacement of the polar front jet 
stream over the U.S., with an associated reduction in storm activity and cold air advection for the 
southern U.S. 
In terms of impacts on human comfort, the extreme hot events that are most important are 
those occurring in the summer months (July and August).  As Table 14 shows, these 
teleconnection indices have relatively few significant relationships with extreme hot events in 
those months; the few significant relationships that do exist are generally decreases in extreme 
frequency during the positive phases of the patterns.  This is at least partly because many 
teleconnections (in particular the PNA pattern, which is undefined in June and July) are 
unreliable indicators of upper-level flow during summer, when pressure gradients are at their 
weakest. 
 The relationships for minimum temperatures shown in Table 15 are noticeably different 
from those for maximum temperatures.  The PDO, which plays a relatively large role in warm 
extreme frequencies, is less active in terms of cool extremes.  The NAO, however, appears to 
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play a larger role, with widespread decreases in extreme cool events in winter during positive 
phases of this pattern.  This impact may be due to the increased southerly flow associated with 
the strong Bermuda High found in the positive NAO, or the reduced troughing associated with 
the positive phase of the AO.  This relationship is particularly interesting, as cold events during 
the coldest part of the year can be expected to have important impacts.  The PNA pattern shows 
mixed results regarding cold extreme relationships, with relatively few significant relationships 
in both directions through much of the year.  It is only in November that this pattern shows a 
relatively large number of significant relationships, being associated with approximately 2.5 
more extreme cold events when the positive phase of this pattern dominates November.  Finally, 
the SOI shows a very weak association with extreme cold events throughout the year. 
Summary 
 The major finding in this chapter is that, over the past half century, the annual occurrence 
of extreme daily temperature events in the south-central U.S. has undergone significant change.  
Annual totals of hot extremes in daily maximum temperature and cold extremes in daily 
minimum temperature have decreased across the region.  In addition, the magnitude of monthly 
extreme maximum temperature values has decreased over this time period, although no 
corresponding change is found for minimum temperature anomalies.  The spatial distribution of 
these changes varies significantly from month to month, but the dominant pattern is one of 
decreasing frequency of extreme warm daily events.  The occurrence of extended periods of 
anomalous warmth or cold has also undergone changes.  For maximum daily temperature, runs 
in warm extremes have decreased in both frequency and length.  Multiple consecutive 
occurrences of cool anomalies in maximum temperature have undergone a corresponding 
increase in frequency.  Runs in minimum temperature extremes have changed less dramatically, 
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but there is a tendency toward an increase in the number of runs in warm Tmin anomalies, 
particularly in the east.  Taken together, these changes in the frequency and persistence of 
extreme temperatures argue for an overall narrowing of the daily temperature ranges in this 
region, with decreases in extremes at both ends of the distribution. 
 In addition, the occurrence of extreme temperature events in the study area is found to be 
significantly correlated with a number of indicators of large-scale upper level flow, particularly 
in winter.  One of the strongest relationships is between the PNA pattern and daily maximum 
temperature – the positive phase of this teleconnection is strongly linked to a reduction in the 




CONCLUSIONS AND DISCUSSION 
 Extreme daily temperature events can have significant impacts on human comfort and 
mortality, agriculture, wildlife and natural vegetation, as well as many other economic and 
environmental sectors.  Impacts of temperature extremes are wide-ranging: for example, extreme 
heat and cold have direct impacts on the health of humans, animals, and plants.  Extreme hot or 
cold events can have costly effects on agricultural productivity; in marginal agricultural areas, 
relatively small changes in the frequency of extremes may cause farming activity to become 
unprofitable.  In the transitional seasons of spring and fall, changes in the frequency of extremes 
are likely to alter the length of the growing season, again with potentially severe impacts on 
agricultural productivity.  Reductions in extremes may be as detrimental as increases in their 
frequency – reduced occurrences of extreme cold over the winter may permit insect pests to 
more easily survive until the next year.  Finally, changes in the frequency of “inside” extremes – 
i.e. cool maxima or warm minima – may also be important.  For example, unusually warm 
nocturnal temperatures during a heat wave may exacerbate the negative effects of the warm 
daytime temperatures, especially regarding human comfort and mortality. 
 The definition of extremes can vary – possible approaches are to define extreme 
temperature values using thresholds that have particular impacts, such as temperatures below 
freezing, or values that are some number of standard deviations away from the long-term daily 
mean for the date in question.  Each of these approaches has drawbacks.  Defining important 
thresholds requires a choice of which particular impacts (e.g. freezing temperatures) are most 
significant, and the chosen thresholds may only have utility during part of the year.  Using the 
standard deviation relies on the assumption that the temperature for a given day is normally 
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distributed, which may not be the case.  In this project, extreme temperatures were defined as 
being those daily temperatures in the upper and lower percentiles of the long-term record for 
each Julian day.  This approach has several advantages: it does not expect the daily temperature 
distribution to be normal, it allows easy definition of warm and cool extremes for both maximum 
and minimum temperature, and it allows extreme events to occur at any time of the year. 
Climatic variability at a variety of time scales, whether due to natural or anthropogenic 
forces, is likely to affect the frequency of temperature extremes.  Due to the potentially serious 
effects of changes to extreme events, it is crucial to examine the record of extreme temperatures 
in the recent past.  Furthermore, previous research has shown that the occurrence of extreme 
daily temperature events is non-linearly related to changes in mean temperatures and temperature 
variability; therefore, it is important to examine the extreme event record directly, as opposed to 
making inferences about their frequency from patterns in the mean and variability.  To provide a 
comprehensive analysis of extreme event occurrences in the south-central U.S. (Arkansas, 
Louisiana, Mississippi, Oklahoma, and Texas) over the past half-century, this dissertation 
addresses four main areas of inquiry:  
1. whether climatologically-homogeneous sub-regions can be defined in the study region, 
and if so, whether these regions can be used to address the major hypotheses in this 
study; 
2. whether significant trends in maximum and minimum temperatures as well as in the 
intra-monthly variability of these temperatures have occurred in the study region over the 
past half-century; 
3. whether significant changes in the frequency and persistence of extreme daily 
temperature events have occurred in the study region over the past half-century; and 
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4. what relationships exist between macro-scale circulation variables and extreme event 
frequencies, as well as between circulation and temperature means and variability. 
Regionalization 
 The five-state region of the south-central U.S. examined in this project is not the most 
topographically diverse part of the country, but it is large and varied enough such that important 
spatial variations in climate can be expected across the study area.  Accordingly, the first step in 
this research was to determine whether distinct, climatologically-homogeneous sub-regions exist 
within the overall region.  The method chosen for this task was multivariate cluster analysis, 
which is commonly used in climate studies for regionalization as well as for weather type 
classification.  Cluster analysis allows the grouping of items based on simultaneously assessing 
the (dis)similarity of any number of variables – in this case, the variables selected are 50-year 
(1948-1997) monthly means of maximum and minimum temperatures, and the interdiurnal 
variability of maximum and minimum temperatures at 184 NWS Cooperative observing sites 
across the study region. 
 As is typical in clustering studies, a range of possible regionalizations was suggested by 
the analysis.  Based on the goals of the study and diagnostic statistics produced by the analysis, a 
cluster solution of seven sub-regions was deemed most appropriate.  A second dataset, 1948 – 
2001 daily maximum and minimum temperatures from 89 Historical Climatology Network/Daily 
(HCN/D) sites, was used to validate the clusters.  In the validation process, variables similar  to 
those used in the clustering were calculated for the HCN/D sites, and multivariate analysis of 
variance (MANOVA), including simultaneous contrasts between pairs of clusters, was used to 
test for significant differences between the clusters.  Results of the validation demonstrated that 
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the defined sub-regions are significantly different from one another, as expected given the 
assumption that these are based on real climatic variations across the study area. 
 The spatial distribution of the seven sub-regions is not surprising considering the main 
climatic influences on the study area.  The eastern half of the region is generally low-lying, rising 
gradually from the Gulf of Mexico, which is a dominant moisture/storm source for the eastern 
and coastal parts of the study area, and has a significant moderating effect on coastal areas.  The 
highest locations in the region are in the western extremity of Texas, as well as in the Panhandles 
of Texas and Oklahoma.  The western half of the region extends into the arid part of the 
American Southwest, where continentality becomes increasingly important.  The Arizona 
Monsoon may also be affecting the summer temperature patterns in the far west of Texas.  The 
latitudinal span of the study area is sufficient to produce important north/south variations in 
insolation.  All of these factors are apparent in the locations of the sub-regions as well as in the 
regional-mean patterns of temperature and variability.  The eastern half of the study area is 
divided into two large regions, separated by their latitude and distance from the Gulf, while the 
northern part of the region separates into distinct sub-regions as elevation increases westward 
into the Panhandles.  Central Texas, the arid west of Texas, and the southern tip of Texas all 
show up as distinct, homogeneous regions as well. 
 The main conclusion of the regionalization stage of the project is that significant, 
climatologically-homogeneous sub-regions do exist in the five-state study region, and that these 
sub-regions provide a useful basis for regional-scale climate studies.  In later segments of the 
project, these sub-regions provided meaningful spatial units for calculating regional means and 
trends.  A caveat with this conclusion, however, is that climate regions that are based on a 
multiplicity of variables considered over the seasonal cycle (in this case twelve monthly means 
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of four variables) may not behave homogeneously for other variables.  In this case, the regions 
defined are temperature-based, and may not be useful in terms of variables such as precipitation.  
In addition, as became clear in later stages of this project, sub-regional boundaries defined in this 
way may not accurately reflect the behavior of a single variable when considered at the monthly 
time scale.  For example, it is clear from many of the maps in Chapters 5 and 6 that spatial 
patterns in particular trends or correlation patterns in individual variables may span multiple sub-
regions, or be confined to a small part of a sub-region.  Despite this caveat, the sub-regions 
defined here are believed to be significant and useful spatial units for future studies of 
temperature variability in the south-central U.S. 
These defined sub-regions may also become useful in future downscaling and GCM-
validation projects.  As the resolution of GCM and region-scale climate models improves, the 
ability to directly forecast conditions at the scale of these defined sub-regions should improve.  
Although these sub-regions are currently at too fine a scale for direct comparison with GCM 
output, in the future they should correspond much more directly with model grid cells.  At that 
time, studies such as this should provide a useful benchmark or comparison for the verification 
of GCM forecasts (and hindcasts). 
Review of Hypotheses 
In the course of this project, five general hypotheses have been tested.  Each of these 
hypotheses is reviewed and discussed here: 
Hypothesis 1.  Statistically significant decreases in long-term monthly means of daily maximum 
and daily minimum temperatures have occurred in the study region over the past century.  This 
hypothesis was tested using monthly-mean maximum and minimum temperatures for the period 
1918 – 2000 from the Historical Climatology Network (HCN).  Monthly time series for these 
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variables were calculated for each of the seven sub-regions.  In addition, annual and seasonal 
regional-mean time series were calculated for each variable.  Long-term trends in these variables 
were tested using ordinary least squares (OLS) regression. 
 Results of these analyses have been discussed in Chapter 5.  Overall, the south-central 
U.S. has experienced a cooling trend over much of the past century, as hypothesized.  Consistent 
with the findings of other researchers, this decline has occurred mainly in daily maximum 
temperatures; minimum temperatures show fewer and smaller significant trends over the time 
period. 
 Annually, the most significant temperature decline has been in the northeastern part of 
the study region, in the sub-region identified as the Eastern Highland.  This sub-region has 
experienced a cooling trend of -0.019 Fo per year since 1918 in annual-mean maximum 
temperature, and a smaller decline of -0.011 Fo per year in minimum temperature.  The 
neighboring sub-region of Central Texas also shows a significant decline in annual mean 
maximum temperature (although no corresponding decline in minimum temperature).  The two 
other regions bordering the Eastern Highland also show large, although insignificant declines in 
annual-mean maximum temperature.  The main exception to the overall cooling pattern is in the 
Far West of Texas, where a strongly significant warming trend of 0.031 Fo per year is seen in 
annual-mean maximum temperature. 
 Although the trends in annual-mean temperatures are clear, these patterns become more 
complex at the seasonal and monthly scale.  For maximum temperature, negative trends are seen 
in most seasons, but fall shows the most significant cooling, with decreases of approximately 
-0.02 – -0.03 Fo per year across the eastern half of the region as well as Central Texas.  Again, 
the Far West is an exception, with strong warming trends (0.03 – 0.05 Fo per year) in fall, winter, 
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and spring.  Trends in minimum temperature at the seasonal level are less significant than trends 
in maximum temperature.  The most significant changes in minimum temperatures are seen in 
the southern part of Texas and the Far West, with decreases of approximately -0.02 Fo per year in 
summer and fall. 
 These cooling trends are noticeably at odds with the global-scale warming trends 
observed over the same time period, and imply that climate in the south-central U.S. has 
moderated over the past half-century.  Several possible explanations exist for these trends, 
including increases in cloud cover and atmospheric moisture in the region over the period of 
study (Gaffen and Ross 1999).  Increased cloud cover – depending on cloud type and thickness – 
is generally associated with daytime surface cooling due to the increased albedo (Travis et al. 
2004), and could help explain the negative trends in maximum temperature.  Increased 
atmospheric moisture, which contributes to increased cloud cover, may also be associated with 
increased dominance of latent heat in transferring energy from the surface, resulting in a 
decrease in measured air temperature due to the reduced conduction/convection of sensible heat.  
Soil moisture anomalies tend to predominantly affect maximum temperatures (Dai et al. 1999).   
 Further explanation for the observed temperature trends lie in large-scale atmospheric 
circulation patterns.  Several of the teleconnections that have been found to be important for the 
region demonstrate persistence at the interannual to decadal  time scale.  The PDO in particular, 
which has been predominantly positive over the last quarter-century, may revert to a more 
negative-phase-dominant pattern in the future.  Given that this pattern is negatively correlated 
with temperature in the study region, a reversal of the dominant phase could counteract to some 
extent the trends observed here.  The NAO demonstrates similar though lesser tendencies toward 
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long-term persistence, and alterations in the dominant phase of this pattern could influence long-
term temperature trends. 
 One caveat that must be taken into account when assessing these results is the potential 
impact of the time period.  This study region was characterized by widespread drought and 
frequent high temperature extremes during the 1950s.  Consequently, the magnitude of the trends 
described here may have been influenced by anomalously high values early in the time period.  
However, the fact that the cooling trends are evident throughout the year, as well as the 
agreement with the findings of other researchers, argues that these results are realistic. 
 Hypothesis 2.  Statistically significant increases in the intra-monthly variability of maximum 
and minimum daily temperatures have occurred in the study region over the past half-century.  
This hypothesis was tested using monthly standard deviations of maximum and minimum 
temperatures calculated from HCN/D sites for the period 1948 – 2001.  As above, OLS 
regression was used to test for trends in annual, seasonal, and monthly values – however, time 
series for individual sites were examined because missing data would have introduced 
undesirable inhomogeneities into sub-regional averages. 
 Unlike the mean temperature time series, relatively few significant trends in variability 
were found at the annual and seasonal levels.  For individual months, however, large numbers of 
significant variability trends were identified for certain parts of the year.  Most widespread are 
significant declines in the variability of both maximum and minimum temperatures in January.  
Several other months also show numerous declines in temperature variability, particularly 
November for minimum temperatures. 
 In contrast, a few months are experiencing significant increases in temperature 
variability.  Specifically, September and October (to a lesser extent) are experiencing increased 
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minimum temperature variability, while September also shows increases in maximum 
temperature variability across the northern border of the study area.  For maximum temperature, 
December also shows a large number of positive trends across the southern half of the study 
region. 
 Overall, changes in temperature variability in the study area appear to be less common 
than changes in mean temperatures.  For the months that do show high numbers of significant 
trends, the spatial distributions of these trends tend to be confined to distinct and varying parts of 
the study area, which do not always correspond exactly to the previously-defined sub-regions. 
Hypothesis 3.  The intra-monthly frequency of extreme temperature events by type (i.e. hot 
maxima, cool maxima, cold minima, warm minima) has changed in the study region over the 
past half-century.  This hypothesis was tested by estimating trends in annual and monthly time 
series of warm and cool extreme events in both maximum and minimum temperatures, calculated 
from HCN/D data for 1948 – 2001. 
 Annually, the warmest Tmax and coldest Tmin extremes are both decreasing in frequency, 
particularly in the eastern portion of the study area.  Annual numbers of warm Tmax extremes 
(95th percentile) have decreased by 3-5 days per decade, while annual numbers of cool Tmin 
extremes (5th percentile) have decreased by approximately two days per decade.  These changes 
are consistent with the trends in maximum and minimum temperatures and variability for the 
study region discussed previously.  Within the year, distinct temporal and spatial trends are 
apparent in the extreme event frequency trends, which are described in detail in Chapter 6. 
 As above, the unusually warm and dry period of the 1950s may have influenced these 
results.  However, the choice of the nonparametric Kendall’s tau to assess the significance of the 
trends is believed o have ameliorated the impact of outlying values early in the record. 
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 The trends in extreme temperature frequency are partly explained by the trends in mean 
temperature and variability described above.  Significant declines in hot daily extremes are 
consistent with the observed decreases in monthly mean-maximum temperatures.  Also, long-
term variations in persistent Northern Hemisphere circulation patterns such as the PDO and 
NAO are significant contributors to variations in extreme temperature frequencies. 
Hypothesis 4.  The persistence (i.e. occurrence of consecutive daily extremes) of extreme events 
has decreased significantly over the period of record in the study region.  This hypothesis was 
tested by calculating annual totals of runs in warm maxima and cool minima, as well as the 
average length of each type of run by year, and testing for trends in these time series.  The results 
of this examination are consistent with the findings in Hypothesis 3 – both the frequency and run 
length of warm maxima (90th percentile of Tmax) have decreased in the eastern half of the study 
area, at a rate of approximately 1 fewer annual run per decade.  Also, warm extreme runs have 
shortened by approximately 0.2 days per decade.  Cool maxima (10th percentile of Tmax) have 
shown a corresponding increase in the annual number of runs (approximately 0.7 runs per year 
per decade). 
 At the other end of the temperature scale, an opposite though less extensive change has 
occurred.  Cool minima (10
across the region, although run length changes are not apparent.  Warm minima (90
of T the eastern sub-regions.  Overall, the trends 
in extreme event runs are consistent with a narrowing temperature distribution in the region; the 
persistence of very warm daily events and the persistence of very cold daily events have both 
decreased. 
th percentile of Tmin) runs have generally decreased in frequency 
th percentile 
min) runs have increased slightly in frequency in 
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Hypothesis 5.  Statistically significant relationships exists between the variables discussed in 
Hypotheses 1-4 and the strength/phase of defined hemispheric circulation patterns (as indicated 
by teleconnection indices).  This hypothesis sought to examine the extent to which four 
important Northern Hemisphere teleconnection patterns – the Pacific Decadal Oscillation (PDO), 
the Pacific/North American (PNA) pattern, the North Atlantic Oscillation (NAO), and the 
Southern Oscillation (SO) – explain variations in the monthly mean values of maximum and 
minimum temperature and their variabilities, as well as the monthly frequencies of extreme 
temperature events.  This hypothesis was tested using correlation analysis with detrended 
teleconnection time series for the temperature means and variabilities, and the Wilcoxon test 
(non-parametric ANOVA) for the extreme event frequencies. 
  The teleconnections generally showed significant correlations with mean temperatures 
and variabilities during winter.  This result is expected because upper-level pressure gradients are 
weaker in summer and mid-tropospheric flow therefore has less of an impact on surface 
temperatures.  Noteworthy relationships are seen between the NAO and monthly-mean 
maximum and minimum temperatures.  From December through April, the NAO shows 
widespread positive correlations with monthly-mean temperatures in the south-central U.S.  The 
PNA pattern also shows widespread wintertime correlations with monthly–mean maximum and 
minimum temperatures, in this case strong negative relationships for November through 
February.  This relationship is easy to interpret – months with frequent occurrences of the PNA 
pattern will experience increased northerly advection and therefore reduced daily temperatures. 
 Significant relationships have also been found between atmospheric circulation and intra-
monthly temperature variability.  As with the temperature means, the most widespread 
relationships between temperature variability and upper-level flow are seen in winter, although 
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several of the teleconnections do show some spatially distinct relationships with variability in 
other parts of the year. 
 The PNA pattern has the strongest and most widespread relationships with variability of 
the four teleconnections examined.  From December through March, the positive phase of the 
PNA pattern is associated with decreased minimum temperature variability across the region.  
Except for December, the same relationship is seen for maximum temperature.  In addition, the 
PNA pattern is positively correlated with variability in both variables across the region in August 
(high PNA index values would indicate unseasonable northerly flow during this month), but 
negatively correlated with variability in September in an area centered on Oklahoma.  A possible 
explanation for this negative relationship is that September is a transitional month between warm 
and cold season conditions; a high PNA index for this month may indicate an earlier 
establishment of winter patterns and thus lower variability as the see-sawing of warm and cold 
air masses across the region becomes less frequent. 
 The SOI exhibits relationships with variability that are similar to those of the PNA 
pattern, which is not surprising as these indices are strongly negatively correlated.  For both 
maximum and minimum temperatures, the positive SOI (which indicates La Niña conditions) is 
associated with increases in variability across the region through the first three months of the 
year.  Mixed and spatially complex relationships are present at other times of the year, 
particularly in October, when the SOI is generally related to decreased temperature variabilities 
in the region. 
 The NAO, which shows strong relationships with temperature means, has less of a 
correlation with variability, and the significant relationships are mostly confined to the northern 
and eastern parts of the study area.  In general, the most noteworthy links between temperature 
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variability and the NAO occur in September, when the teleconnection is positively correlated 
with maximum and minimum variability.  A similar relationship is found in March, but only for 
minimum temperature.  Otherwise, the NAO shows weak and generally mixed relationships with 
temperature variability in the south-central U.S.  These patterns in the transitional seasons may 
have implications for the length of the growing season. 
 The PDO, like the NAO, has relatively weaker relationships with temperature variability 
than with mean temperature.  In this case, significant correlations are negative for both variables 
in December and January across the region, and are generally weak but still negative for other 
months in the cool half of the year.  In contrast, the PDO is correlated with a number of increases 
in variability for several transitional or warm season months – October, May, and June for 
maximum temperature and May/June for minimum temperature.  
 The teleconnection patterns discussed here are also significantly related to the frequency 
of extreme temperature events.  Most significant are decreases in warm maxima (approximately 
2-4 fewer extreme days per month) during the positive phase of the PNA pattern that are found 
across most of the region in November through December.  The PDO is also associated with 
decreases in warm maxima – approximately 2-3 fewer extreme days per month during the 
positive PDO phase at numerous sites during the cold season.  This relationship is important 
considering that the PDO currently shows signs of switching into a more consistently negative 
regime. 
 In terms of warm extremes, the NAO and SOI are less strongly influential than the other 
two patterns.  Both of these teleconnections have their main impacts on extreme events in the 
first few months of the year, during which the positive phase of each teleconnection is associated 
with 1-2 more extreme temperature days per month than during the negative phase. 
 207
  In terms of cool minimum temperature extremes, the NAO is the teleconnection pattern 
with the most widespread correlations.  In winter, the positive phase of the NAO is associated 
with a decrease in the number cold extremes – approximately 2-4 fewer cold extremes per 
month.  A similar association is seen in April.  Other teleconnections have generally mixed 
relationships with extreme minima: the PDO is associated with more frequent cold January 
extremes in the east of the region, the positive PNA pattern is related to widespread increases in 
cold extremes (~2.5 days/month) in November.  Overall, the teleconnection patterns examined 
have fewer impacts on cool extreme frequencies than on warm extremes.  Considering both sets 
of extremes, the impacts are more common in the cool season. 
Conclusions 
 Overall, this project has identified a significant cooling in much of the study region, 
particularly in fall.  Changes in temperature variability are less widespread, with decreases in 
variability in January and variability increases in September being the most noteworthy patterns.  
The variability results indicate that maximum and minimum temperatures have become more 
consistent in mid-winter, but the fall transitional season is experiencing increasing instability in 
daily maximum and minimum temperature.  
 Significant relationships have been identified between temperature means and variability 
and defined atmospheric circulation patterns.  In particular, large-scale circulation is most 
strongly related to temperature during winter, and to a lesser degree during the transitional 
months of spring and fall.  The importance of this finding is that, as discussed previously, future 
variability in large-scale circulation is becoming increasingly predictable as modeling technology 
improves.  Identifying relationships between large-scale circulation is a critical step toward 
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assessing impacts that future circulation changes may have on temperature patterns in the south-
central U.S. 
 Assessing trends in the frequency and persistence of extreme temperature events is the 
main focus of this study.   Over the past half-century, extreme daily maxima and minima have 
both declined in annual frequency.  Given the often serious impacts that these extremes can have 
on human activities and natural systems, these declining frequencies are likely to have had 
beneficial consequences in the region through the end of the last century. 
The persistence of extreme events has also changed in the south-central U.S. over the past 
half-century.  Runs of both warm and cold extremes have decreased in annual frequency.  These 
changes have important implications for human health and mortality, as well as for other natural 
and human activities.  
  Finally, numerous relationships between warm and cool extremes and upper level 
circulation patterns have been identified.  These relationships are of differing signs and spatial 
distributions, but are most common in the cool season for both maximum and minimum 
temperature anomalies.  As with temperature means and variabilities, identifying these 
correlations provides valuable insight into the regional-scale impacts to be expected from future 
changes in atmospheric circulation patterns.  These relationships are likely to be of use in 
downscaling GCM output to create regional-scale scenarios of extreme temperatures, as well as 
in the construction of seasonal climate forecasts based on advance predictions of upper-level 
flow (Robinson 1992b; Schubert 1998). 
 A final conclusion from this study is that many of the trends identified over the past half-
century in the south-central U.S. are the opposite of what is popularly expected from global 
warming.  In particular, widespread cooling trends have been detected in maximum 
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temperatures.  The implication is that future studies in the region would do well to focus on 
potential impacts of cooling, as well as on the likelihood of decreased warm extremes throughout 
the year.  These trends have several possible explanations, including local changes in the 
hydrologic cycle as well as the long term variability of circulation over North America.  Further 
research is required to identify the specific factors responsible for the trends in the south-central 
U.S. before an determination can be made as to whether the region will eventually conform to 
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STUDY SITES USED 
 
Table A-1.  COOP sites used in clustering.  “Missing” columns show total number of missing 
days for each variable, with number of missing months in parentheses.  There are a total of 
18,264 days and 600 months in the period of record. 
 
       
Obs. COOP ID Name Latitude Longitude Elev. (m) Missing 
      Max T Min T 
1 30220 Arkadelphia, AR 34.2 -93.1 61 260(9) 277(10) 
2 30458 Batesville Livestock, AR 35.8 -91.8 174 213(5) 240(5) 








36.3 -94.2 373 394(15) 393(14) 
4 30936 Brinkley, AR -91.2 61 638(22) 626(20) 
5 31596 Conway, AR 35.1 -92.5 95 487(18) 483(17) 
6 31632 36.4 -90.6 92 323(11) 317(11) 
7 31730 Crossett, AR 33.1 -92.0 55 194(7) 549(19) 
8 32148 Dumas, AR 33.9 -91.5 49 101(5) 109(5) 
9 32300 El Dorado, AR 33.2 -92.8 76 166(5) 166(5) 
10 32356 Eureka Springs, AR 36.4 -93.8 434 435(20) 457(21) 
11 32574 Fort Smith, AR 35.3 -94.4 138 0(0) 0(0) 
12 32794 Gilbert, AR -92.7 190 91(4) 124(5) 
13 33242 Helena, AR 34.5 -90.6 58 620(21) 652(22) 
14 33734 Jonesboro, AR 35.9 -90.7 119 242(9) 233(7) 
15 34248 Little Rock, AR 34.7 -92.2 80 1(0) 0(0) 
16 34548 Magnolia, AR 33.3 -93.2 98 377(17) 384(18) 
17 34562 34.4 -92.8 95 193(6) 254(8) 
18 34756 Mena, AR 34.6 -94.3 346 232(7) 245(7) 
19 34988 Mount Ida, AR 34.5 -93.6 214 169(8) 178(7) 
20 35036 Mountain Home, AR 36.3 -92.4 245 468(15) 499(15) 
21 35200 Nimrod Dam, AR 35.0 -93.2 147 348(1) 395(15) 
22 35908 Prescott, AR 33.8 -93.4 95 85(5) 80(5) 
23 36506 Searcy, AR 35.3 -91.8 76 97(3) 109(3) 
24 36920 Stuttgart, AR 34.5 -91.4 61 162(4) 185(5) 
25 36928 35.3 -93.7 153 95(2) 181(6) 
26 160098 Alexandria, LA 31.3 -92.5 27 72(1) 109(2) 
27 160205 Amite, LA 30.7 -90.5 52 79(1) 112(3) 
28 160549 Baton Rouge, LA 30.5 -91.1 20 23(0) 17(0) 
29 160945 Bogalusa, LA 30.8 -89.9 31 250(11) 273(12) 
30 162534 Donaldsonville, LA 30.1 -91.0 9 471(22) 608(25) 
31 163313 Franklin, LA 29.8 -91.6 4 785(27) 755(26) 
32 163800 Grand Coteau, LA 30.4 -92.0 18 683(24) 683(24) 
33 163979 Hackberry, LA 29.9 -93.4 2 562(15) 610(18) 
34 164407 Houma, LA 29.6 -90.7 5 93(4) 68(3) 
35 164700 Jennings, LA 30.2 -92.7 8 44(1) 119(5) 
36 165090 Lake Providence, LA 32.8 -91.2 31 63(2) 
37 165266 Leesville, LA 31.2 73 17(1) 17(0) 
38 166244 Minden, LA 32.6 -93.3 57 470(19) 591(21) 
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39 166303 Monroe, LA 32.5 -92.1 24 46(1) 44(1) 
40 166582 Natchitoches, LA 31.8 -93.1 40 74(2) 194(8) 
41 167767 Reserve, LA 30.1 -90.6 5 477(19) 483(19) 
42 168067 Ruston, LA 32.5 -92.7 86 106(4) 96(3) 
43 168163 St. Joseph, LA 32.0 -91.2 24 24(2) 32(2) 
44 168440 Shreveport, LA 32.5 -93.8 78 1(0) 1(0) 
45 168923 Tallulah, LA 32.4 -91.2 26 339(8) 339(9) 




223887 31.3 -89.3 49 
224939 Laurel, MS 31.7 -89.1 
225776 
118(4) 
72 Beaver, OK 755 
-92.7 49 145(8) 149(9) 
47 169806 Winnsboro, LA 32.1 -91.7 24 312(10) 367(11) 
48 220488 Batesville, MS 34.3 -90.0 67 301(11) 339(12) 
49 220955 Booneville, MS 34.7 -88.6 150 448(20) 429(19) 
221094 Brookhaven, MS 31.6 -90.5 128 172(8) 307(12) 
51 221707 Clarksdale, MS 34.2 -90.6 52 95(4) 95(4) 
52 221865 Columbia, MS -89.8 46 89(3) 83(3) 
53 221962 Corinth City, MS 34.9 116 635(23) 608(21) 
54 222896 Eupora, MS 33.6 -89.2 135 713(22) 877(28) 
55 223107 Forest, MS 32.3 -89.5 147 553(20) 542(22) 
56 223627 Greenwood, MS 33.5 -90.1 46 137(4) 136(4) 
57 Hattiesburg, MS 290(9) 283(9) 
58 70 137(5) 135(6) 
59 Meridian, MS 32.3 -88.8 89 0(0) 0(0) 
60 226009 Moorhead, MS 33.5 -90.5 37 190(10) 239(13) 
61 226177 Natchez, MS 31.6 -91.4 58 455(15) 510(16) 
62 226894 Philadelphia, MS 32.8 -89.1 125 855(29) 858(28) 
63 227128 Poplarville, MS 30.9 -89.6 95 116(4) 
64 227132 Port Gibson, MS 32.0 -91.0 37 274(10) 241(8) 
65 228374 State University, MS 33.5 -88.8 58 211(9) 163(5) 
66 229079 University, MS 34.4 -89.5 116 210(7) 215(7) 
67 229793 Woodville, MS 31.1 -91.2 122 774(28) 786(28) 
68 340017 Ada, OK 34.8 -96.7 312 96(2) 92(4) 
69 340179 Altus Irrig. Res. Stn., OK 34.6 -99.3 422 382(12) 393(13) 
70 340292 Ardmore, OK 34.2 -97.2 263 661(22) 691(23) 
71 340332 Arnett, OK 36.1 -99.8 755 327(16) 495(22) 
340593 36.8 -100.5 582(24) 610(24) 
73 340908 Boise City, OK 36.7 -102.5 1266 681(28) 686(26) 
74 341243 Buffalo, OK 36.8 -99.6 550 173(6) 111(3) 
75 341504 Carnegie, OK 35.1 -98.6 394 397(16) 405(16) 
76 341909 Clinton, OK 35.5 -99.0 492 86(4) 98(5) 
77 342912 Enid, OK 36.4 -97.9 382 185(5) 187(5) 
78 342944 Erick, OK 35.2 -99.8 609 719(28) 713(27) 
79 343497 Geary, OK 35.6 -98.3 489 263(9) 321(9) 
80 344298 Hooker, OK 36.9 -101.2 917 255(14) 269(14) 
81 344451 Idabel, OK 33.9 -94.8 141 582(20) 687(23) 
82 344861 Kingfisher, OK 35.9 -97.9 336 10(0) 24(0) 
83 345468 Madill, OK 34.1 -96.8 235 126(5) 119(4) 
84 346130 Muskogee, OK 35.8 -95.3 177 758(23) 701(25) 
85 346629 Okeene, OK 36.1 -98.3 370 170(6) 311(11) 
86 346638 Okemah, OK 35.4 -96.3 287 108(4) 129(6) 
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35.4 -97.6 391 313(13) 313(13) 
88 346935 Pawhuska, OK 36.7 -96.4 257 47(1) 62(1) 
89 347327 Purcell, OK 35.0 -97.4 318 173(10) 345(16) 
90 347862 Sallisaw, OK 35.5 -94.8 162 441(19) 457(19) 
91 348042 Seminole, OK 35.2 -96.7 266 540(19) 645(21) 
92 348501 Stillwater, OK 36.1 -97.1 275 93(2) 96(2) 
93 348992 Tulsa, OK 36.2 -95.9 199 224(7) 223(7) 
94 349203 Vinita, OK 36.7 -95.1 226 222(14) 209(13) 
95 349404 Waynoka, OK 36.6 -98.9 459 180(9) 
96 349445 Webbers Falls, OK 35.5 -95.2 168 652(26) 607(25) 
97 349629 Wichita Mtn. WLR, OK 34.7 -98.7 511 323(11) 368(13) 
98 410016 Abilene, TX 32.4 -99.7 544 1(0) 1(0) 
99 410120 Albany, TX 32.7 -99.3 434 786(27) 828(28) 
100 410211 Amarillo, TX 35.2 -101.7 1101 184(6) 
101 410257 Angleton, TX -95.5 9 533(19) 475(14) 
102 410428 Austin, TX 30.3 -97.7 180 65(2) 65(2) 
103 410639 Beeville, TX 28.5 -97.7 76 109(2) 88(2) 
104 410832 Blanco, TX 30.1 -98.4 419 48(1) 49(2) 
105 410958 Borger, TX 35.7 -101.5 960 405(13) 404(13) 
106 411017 Brady, TX 31.1 -99.3 526 382(14) 366(13) 
107 411048 Brenham, TX 30.2 -96.4 95 25(1) 34(2) 
108 411063 Bridgeport, TX 33.2 -97.8 229 299(12) 306(12) 
109 411136 Brownsville, TX 25.9 -97.4 6 0(0) 0(0) 
110 411138 Brownwood, TX 31.7 -99.0 422 369(16) 302(14) 
111 411348 Cameron, TX 30.9 -97.0 119 81(3) 63(2) 
112 411578 Center, TX 31.8 -94.2 101 73(4) 95(5) 
113 411596 Centerville, TX 31.3 98 236(8) 193(7) 
114 411698 Childress, TX 34.4 -100.3 596 340(12) 354(14) 
115 411715 Chisos Basin, TX 29.3 -103.3 240(6) 290(10) 
116 411761 34.9 -100.9 826 691(27) 
117 411772 Clarksville, TX 33.6 -95.0 135 565(22) 574(21) 
118 411800 Cleburne, TX 32.3 -97.4 239 10(0) 10(0) 
119 411875 31.8 -99.4 529 200(9) 181(6) 
120 411956 Conroe, TX 30.3 -95.5 76 562(19) 575(18) 
121 412015 Corpus Christi, TX 27.8 -97.5 12 0(0) 0(0) 
122 412114 Crockett, TX 31.3 -95.5 107 455(16) 439(15) 
123 412121 Crosbyton, TX 33.7 -101.3 920 22(0) 23(0) 
124 412160 Crystal City, TX 28.7 -99.8 177 258(7) 256(7) 
125 412240 Dalhart, TX 36.0 -102.6 1220 441(21) 431(20) 
126 412244 Dallas, TX 32.9 -96.9 135 58(3) 24(2) 
127 412266 Danevang, TX 29.1 -96.2 21 132(5) 124(4) 
128 412404 Denton, TX 33.2 -97.1 193 561(19) 648(23) 
129 412598 Dublin, TX 32.1 -98.3 459 187(7) 160(6) 
130 412679 Eagle Pass, TX 28.7 -100.5 248 287(9) 277(9) 
131 412797 El Paso, TX 31.8 -106.4 1199 6(0) 6(0) 
132 413063 Falfurrias, TX 27.2 -98.1 37 714(23) 744(26) 
133 413225 Follett, TX 36.4 -100.1 692(26) 712(27) 
134 413280 Fort Stockton, TX 30.9 -102.9 911 756(28) 746(28) 
Clarendon, TX 
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135 413430 Galveston, TX 29.3 -94.8 3 11(0) 15(0) 
136 413546 Gilmer, TX 32.7 -95.0 119 847(24) 797(26) 
137 413618 Goliad, TX 28.7 -97.4 43 681(22) 694(22) 
138 413668 Graham, TX 33.1 -98.6 321 229(4) 300(8) 
139 413734 Greenville, TX 33.2 -96.2 187 532(18) 533(18) 
140 413873 Halletsville, TX 29.5 -97.0 83 520(20) 525(19) 
141 413992 Haskell, TX 33.2 -99.7 492 776(28) 771(29) 
142 414081 Henderson, TX 32.2 -94.8 128 81(3) 69(3) 
143 414098 Hereford, TX 34.8 -102.4 1168 123(5) 108(4) 
144 414137 Hico, TX 32.0 -98.0 312 334(11) 332(10) 
145 414517 Jacksboro, TX 33.2 -98.2 336 185(6) 251(7) 
146 415013 Lamesa, TX 32.7 -101.9 908 811(25) 779(23) 
147 415018 Lampasas, TX 31.1 -98.2 312 98(3) 115(3) 
148 415183 Levelland, TX 33.6 -102.4 1086 395(15) 323(12) 
149 415196 Liberty, TX 30.1 -94.8 12 218(6) 202(6) 
150 415271 Livingston, TX 30.7 -94.9 55 98(3) 109(4) 
151 415272 Llano, TX 30.8 -98.7 318 245(9) 258(11) 
152 415411 Lubbock, TX 33.7 -101.8 994 0(0) 0(0) 
153 415424 Lufkin, TX 31.2 -94.8 86 101(3) 100(3) 
154 415429 Luling, TX 29.7 -97.7 122 108(6) 101(5) 
155 415477 Madisonville, TX 31.0 -95.9 76 166(8) 187(9) 
156 415611 Marlin, TX 31.3 -96.9 119 477(20) 483(19) 
157 415658 Matador, TX 34.0 -100.8 700 327(18) 332(16) 
158 415659 Matagorda, TX 28.7 -96.0 3 424(12) 392(9) 
159 415707 McCamey, TX 31.1 -102.2 749 96(4) 112(6) 
160 415721 McCook, TX 26.5 -98.4 67 572(26) 573(26) 
161 415875 Miami, TX 35.7 -100.6 844 241(11) 242(10) 
162 415890 Midland, TX 32.0 -102.2 875 182(6) 182(6) 
163 416104 Mount Locke, TX 30.7 -104.0 2076 318(11) 220(5) 
164 416135 Muleshoe, TX 34.2 -102.8 1150 56(2) 56(2) 
165 417079 Plainview, TX 34.2 -101.7 1031 416(14) 432(16) 
166 417174 Port Arthur, TX 30.0 -94.0 6 120(4) 122(4) 
167 417262 Presidio, TX 29.5 -104.3 783 844(27) 822(28) 
168 417336 Quanah, TX 34.3 -99.7 459 465(15) 465(16) 
169 417458 Raymondville, TX 26.5 -97.8 9 378(21) 385(21) 
170 417622 Rio Grande City, TX 26.4 -98.9 55 660(25) 666(26) 
171 417743 Roscoe, TX 32.5 -100.5 728 34(1) 60(2) 
172 417943 San Angelo, TX 31.4 -100.5 581 152(5) 152(5) 
173 417945 San Antonio, TX 29.5 -98.5 242 1(0) 1(0) 
174 418201 Seminole, TX 32.7 -102.7 1021 164(7) 160(6) 
175 418221 Seymour, TX 33.6 -99.3 394 439(23) 406(19) 
176 418274 Sherman, TX 33.6 -96.6 220 107(4) 83(3) 
177 418523 Spearman, TX 36.2 -101.2 945 390(16) 403(17) 
178 418728 Sugarland, TX 29.6 -95.6 24 69(3) 57(2) 
179 418743 Sulphur Springs, TX 33.2 -95.6 153 253(10) 215(9) 
180 419419 Waco, TX 31.6 -97.2 153 792(26) 792(26) 
181 419532 Weatherford, TX 32.8 -97.8 324 83(2) 98(4) 
182 419729 Wichita Falls, TX 34.0 -98.5 303 36(1) 33(1) 
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183 419800 Wills Point, TX 32.7 -96.0 159 173(8) 145(6) 
184 419830 Wink, TX 31.8 -103.2 859 443(26) 438(26) 
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Table A-2.  HCN sites used in the estimation of regional trends in mean-maximum and mean-
minimum temperatures (Chapter 5).  Latitude and longitude in decimal degrees. 
              
       
Site Name Latitude Longitude Elev. (m) Sub-region Comment 
30936 Brinkley, AR 34.88 -91.18 61 Eastern Highland  
31596 Conway, AR 35.08 -92.47 94 Eastern Highland  




Eureka Springs 3 WNW, AR 36.42 -93.78 433 Western OK  
32444 Fayetteville Exp. Stn., AR 36.1 -94.17 387 Western OK  
32930 Gravette, AR 36.43 -94.45 384 Western OK  
34572 Mammoth Spring, AR 36.48 -91.53 198 Eastern Highland Max only 
34756 Mena, AR 34.57 -94.27 344 Eastern Highland  
35186 Newport, AR 35.6 -91.28 69 Eastern Highland  
35508 Ozark, AR 35.48 -93.82 119 Eastern Highland  
35754 Pine Bluff, AR 34.22 -92.02 66 Eastern Highland Min only 
35820 Pocahontas, AR 36.27 -90.97 96 Eastern Highland  
35908 Prescott, AR 33.8 -93.38 94 Eastern Highland  
36253 Rohwer 2NNE, AR 33.8 -91.27 46 Eastern Highland  
36928 Subiaco, AR 35.3 -93.65 152 Eastern Highland  
160098 Alexandria, LA 31.32 -92.47 27 Gulf Lowland Max only 
160205 Amite, LA 30.7 -90.53 52 Gulf Lowland  
160549 Baton Rouge WSO AP, LA 30.53 -91.13 20 Gulf Lowland  
161411 Calhoun Res. Stn., LA 32.52 -92.33 55 Gulf Lowland  
162151 Covington 4NNW, LA 30.53 -90.12 12 Gulf Lowland  
162534 Donaldsonville 4 SW, LA 30.07 -91.03 9 Gulf Lowland  
163313 Franklin 3 NW, LA 29.82 -91.55 4 Gulf Lowland  
163800 Grand Coteau, LA 30.43 -92.03 17 Gulf Lowland  
164407 Houma, LA 29.58 -90.73 5 Gulf Lowland  
165026 Lafayette FCWOS, LA 30.2 -91.98 12 Gulf Lowland  
166664 New Orleans Audubon, LA 29.92 -90.13 2 Gulf Lowland  
168163 Saint Joseph 3 N, LA 31.95 -91.23 24 Gulf Lowland  
169013 Thibodaux 3 ESE, LA 29.77 -90.78 5 Gulf Lowland  
220021 33.83 -88.52 60 Gulf Lowland  
220488 Batesville 2 SW, MS 34.3 -89.98 67 Eastern Highland  
220955 Booneville, MS 34.67 -88.57 149 Eastern Highland  
221094 Brookhaven City, MS 31.55 -90.45 133 Gulf Lowland  
221389 Canton, MS 32.63 -90.02 69 Gulf Lowland  
221707 Clarksdale, MS 34.2 -90.57 53 Eastern Highland  
221865 Columbia, MS 31.25 -89.83 47 Gulf Lowland  
221880 Columbus Luxapallila, MS 33.52 -88.4 43 Gulf Lowland  
222094 Crystal Springs Exp. Stn., MS 31.97 -90.37 148 Gulf Lowland  
223605 Greenville, MS 33.38 -91.02 40 Gulf Lowland  
223887 Hattiesburg, MS 31.32 -89.3 49 Gulf Lowland  
223975 Hernando, MS 34.83 -90 111 Eastern Highland  
224173 Holly Springs 4 N, MS 34.82 147 Eastern Highland  
224939 Laurel, MS 31.68 -89.12 69 Gulf Lowland  
225247 Louisville, MS 33.13 -89.07 177 Gulf Lowland  
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226718 Pascagoula 3 NE, MS 30.4 -88.48 3 Gulf Lowland  
227111 Pontotoc Exp. Stn., MS 34.15 -89 123 Eastern Highland Min only 
227128 Poplarville Exp. Stn., MS 30.85 -89.55 95 Gulf Lowland Min only 
228374 State University, MS 33.47 -88.78 56 Gulf Lowland  










34.38 -89.53 116 Eastern Highland  
229400 Water Valley 1 NNE, MS 34.17 -89.63 115 Eastern Highland Min only 
229426 Waveland, MS 30.3 -89.38 2 Gulf Lowland  
229439 Waynesboro 2 W, MS 31.68 -88.67 61 Gulf Lowland  
229793 Woodville 4 ESE, MS 31.1 -91.23 122 Gulf Lowland  
229860 Yazoo City 5 NNE, MS 32.9 33 Gulf Lowland  
340017 Ada, OK 34.78 -96.68 309 Eastern Highland  
340292 34.2 -97.15 256 Eastern Highland  
340548 Bartlesville 2 W, OK 36.75 -96 218 Western OK  
340593 Beaver, OK 36.82 -100.53 751 Panhandles Max only 
340908 Boise City 2 E, OK 36.73 -102.48 1263  
341243 Buffalo, OK 36.83 -99.62 547 Western OK  
341504 Carnegie 2 ENE, OK 35.12 -98.57 393 Western OK  
341828 Claremore 2 ENE, OK 36.32 -95.58 179 Eastern Highland  
342678 Durant - USDA, OK 34.02 -96.38 201 Eastern Highland  
342912 Enid, OK 36.42 -97.87 379 Western OK  
342944 Erick 4 E, OK 35.2 -99.8 605 Panhandles  
343497 Geary, OK 35.63 -98.32 486 Western OK  
343628 Goodwell Res. Stn., OK 36.6 -101.62 1009 Panhandles 
343821 Guthrie, OK 35.88 -97.45 314 Western OK  
343871 Hammon 3 SSW, OK 35.6 -99.4 555 Western OK  
344055 Hennessey 4 ESE, OK 36.1 -97.83 351 Western OK Min only 
344204 Hobart FAA AP, OK 35 -99.05 473 Western OK  
344235 Holdenville, OK 35.08 -96.4 Eastern Highland Max only 
344298 Hooker, OK -101.22 913 Panhandles  
344384 Hugo, OK 34 -95.52 174 Eastern Highland  
344573 Jefferson, OK 36.72 -97.8 319 Western OK  
344766 Kenton, OK 36.9 -102.97 1326 Panhandles  
Kingfisher 2 SE, OK 35.85 335 Western OK  
345063 Lawton, OK 34.62 -98.45 351 Central TX  
345509 Mangum Res. Stn., OK 34.83 -99.43 463 Western OK  
345855 Miami, OK 36.88 -94.88 245 Western OK  
346130 Muskogee, OK 35.77 -95.33 178 Eastern Highland  
346278 Newkirk, OK 36.88 -97.05 347 Western OK  
346629 Okeene, OK 36.12 -98.32 369 Western OK  
346638 Okemah, OK 35.43 -96.3 285 Eastern Highland  
346926 Pauls Valley 4 WSW, OK 34.73 -97.28 287 Western OK  
346935 Pawhuska, OK 36.67 -96.35 255 Western OK  
347012 Perry, OK 36.28 -97.3 Western OK  
347254 Poteau Water Works, OK 35.05 -94.62 134  
348501 Stillwater 2 W, OK 36.12 -97.1 273 Western OK  
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348677 Tahlequah, OK 35.93 -94.97 259 Eastern Highland  









267 Central TX  
349422 Weatherford, OK 35.52 -98.7 Western OK  
349445 Webbers Falls 5 WSW, OK 35.48 -95.2 168 Eastern Highland  
410120 Albany, TX 32.73 -99.28 433 Central TX  
410144 Alice, TX 27.73 -98.07 61 Rio Grande Valley Min only 
410174 Alpine, TX 30.37 -103.67 1366 Far West  
410493 Ballinger 2 NW, TX 31.73 -99.98 535 Central TX Min only 
410639 Beeville 5 NE, TX 28.45 -97.7 78 Gulf Lowland  
410832 Blanco, TX 30.1 -98.42 418 Gulf Lowland  
410902 Boerne, TX 29.8 -98.72 433 Gulf Lowland  
411048 Brenham, TX 30.17 -96.4 Gulf Lowland  
411138 Brownwood, TX 31.72 -99 422 Central TX 
411528 Catarina, TX 28.33 -99.63 171 Rio Grande Valley Max only 
411772 Clarksville 2 NE, TX 33.63 -95.03 133 Eastern Highland Max only 
412015 Corpus Christi WSO AP, TX 27.77 -97.5 12 Rio Grande Valley  
412019 Corsicana, TX 32.08 -96.47 130 Gulf Lowland Max only 
412121 Crosbyton, TX 33.65 -101.25 917 Panhandles  
412266 Danevang 1 W, TX 29.05 -96.23 21 Gulf Lowland  
412598 Dublin, TX 32.1 -98.33 458 Gulf Lowland  
412679 Eagle Pass, TX 28.7 -100.48 245 Rio Grande Valley  
412797 El Paso WSO AP, TX 31.8 -106.4 1194 Far West 
412906 Encinal, TX 28.03 -99.42 180 Rio Grande Valley  
413183 Flatonia, TX 29.67 -97.12 158 Gulf Lowland  
413280 Fort Stockton, TX 30.88 -102.87 908 Central TX  
413420 Gainesville 5 ENE, TX 33.63 -97.07 265 Eastern Highland  
413734 Greenville, TX 33.15 -96.12 163 Gulf Lowland  
413873 Hallettsville 2 N, TX -96.95 84 Gulf Lowland  
413992 Haskell, TX 33.17 -99.75 488 Central TX Min only 
415018 Lampasas, TX 31.05 -98.18 312 Gulf Lowland  
415196 Liberty, TX 30.05 -94.8 11 Gulf Lowland  
415272 Llano, TX 30.75 -98.68 317 Gulf Lowland  
415429 Luling, TX 29.67 -97.65 121 Gulf Lowland  
415618 Marshall, TX 32.53 -94.35 107 Gulf Lowland Max only 
415869 Mexia, TX 31.68 -96.48 163 Gulf Lowland  
415875 Miami, TX 35.7 -100.63 840 Panhandles  
416276 New Braunfels, TX -98.12 216 Gulf Lowland Max only 
416892 Pecos, TX 31.42 -103.5 796 Central TX Min only 
417079 Plainview, TX 34.18 -101.7 1027 Panhandles  
417336 Quanah 5 SE, TX 34.25 -99.68 456 Central TX  
417622 Rio Grande City 3 W, TX 26.38 54 Rio Grande Valley Max only 
417945 San Antonio WSFO, TX 29.53 -98.47 240 Gulf Lowland  
418433 Snyder, TX 32.72 -100.92 712 Central TX Min only 
418910 Temple, TX 31.08 -97.32 194 Gulf Lowland 
419532 Weatherford, TX 32.77 -97.82 325 Central TX  
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Table A-3.  HCN/D sites used in the analysis of extreme event frequencies (Chapter 6).   
              
       
Site Name Start yr. Sub-region Latitude Longitude Comment 
       





















1948 33.84 -88.52  





















31596 Conway, AR 1901 Eastern Highland 35.09  
31632 Corning, AR 1930 Eastern Highland 36.41  
32356 Eureka Springs 3WNW, AR 1948 Western OK 36.42  
32930 Gravette, AR 1948 Western OK 36.44  
34756 Mena, AR 1948 Eastern Highland 34.57  
35186 Newport, AR 1930 Eastern Highland 35.61  
35754 Pine Bluff, AR 1901 Eastern Highland 34.22 Max Only 
35820 Pocahontas 1, AR 1901 Eastern Highland 36.27  
35908 1930 Eastern Highland 33.8  
36928 Subiaco, AR 1948 Eastern Highland 35.3  
160098 Alexandria, LA 1930 Gulf Lowland 31.32  
160205 Amite, LA 1948 Gulf Lowland 30.7  
160549 Baton Rouge WSO AP, LA Gulf Lowland 30.54  
161411 Calhoun Res. Stn., LA 1948 Gulf Lowland 32.52  
162151 Covington 4Nnw, LA 1901 Gulf Lowland 30.54  
164407 Houma, LA 1930 Gulf Lowland 29.59  
164700 1948 Gulf Lowland 30.2  
165026 Lafayette FCWOS, LA 1948 Gulf Lowland 30.2  
168163 Saint Joseph 3N, LA 1930 Gulf Lowland 31.95  
169806 Winnsboro 5SSE, LA 1948 Gulf Lowland 32.11  
220021 Aberdeen, MS Gulf Lowland 
220488 Batesville 2SW, MS 1948 
220955 Booneville, MS 1948 Eastern Highland  
221094 Brookhaven City, MS 1930 Gulf Lowland 31.55  
221707 Clarksdale, MS 1930 Eastern Highland 34.21  
221865 Columbia, MS 1930 Gulf Lowland 31.25  
221962 Corinth City, MS 1930 Eastern Highland 34.92  
223605 Greenville, MS 1930 Gulf Lowland 33.39 
223887 Hattiesburg, MS 1948 Gulf Lowland 31.32  
224939 Laurel, MS 1948 Gulf Lowland 31.69  
225247 Louisville, MS 1948 Gulf Lowland 33.14 Min to 1930
225987 Monticello, MS 1948 Gulf Lowland 31.55  
226009 Moorhead, MS 1948 Gulf Lowland 33.46  
226177 Natchez, MS 1930 Gulf Lowland 31.55 Max Only 
227132 Port Gibson 1NW, MS 1930 Gulf Lowland 31.97  
228374 State University, MS 1930 Gulf Lowland 33.47  
229079 University, MS 1930 Eastern Highland 34.39  
Water Valley 1NNE, MS Eastern Highland 34.17  
340017 Ada, OK 1912 Eastern Highland 34.79  
340179 Altus Irrig. Res. Stn., OK 1948 Central Texas 34.59  
340292 Ardmore, OK 1901 Eastern Highland 34.21 Max Only 
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340593 Beaver, OK 1948 Panhandles 36.82  
341243 Buffalo, OK 1948 Western OK 36.84  
341504 Carnegie 2ENE, OK 1948 Western OK 35.12  
341828 Claremore 2ENE, OK 1948 Eastern Highland 36.32  
342912 Enid, OK 1912 Western OK 36.42 Max to 1901 
342944 Erick 4E, OK 1948 Panhandles 35.21  
343497 Geary, OK 1948 Western OK 35.64  
343821 Guthrie, OK 1948 Western OK 35.89  
344298 Hooker, OK 1948 Panhandles 36.87  
344384 Hugo, OK 1948 Eastern Highland 34.01 Max Only 
344573 Jefferson, OK 1930 Western OK 
35.86  
346638 





















344861 Kingfisher 2SE, OK 1901 Western OK 
345509 1948 Western OK 34.84  
346629 Okeene, OK 1948 Western OK 36.12  
Okemah, OK 1912 Eastern Highland 35.44  
346926 1912 Western OK 34.74  
346935 Pawhuska, OK Western OK 36.67  
347012 Perry, OK 1948 36.29  
348501 Stillwater 2W, OK 1901 Western OK  
349395 Waurika, OK 1912 Central Texas 34.17  
349422 Weatherford, OK 1948 Western OK 35.52
410493 Ballinger 2NW, TX 1901 Central Texas 31.74
410639 Beeville 5NE, TX 1901 Gulf Lowland 28.45  
Blanco, TX 1901 Gulf Lowland 30.11  
410902 1912 Gulf Lowland 29.8  
411048 Brenham, TX Gulf Lowland 30.17  
411138 Brownwood, TX 1948 31.72  
411772 Clarksville 2Ne, TX Eastern Highland  
Corpus Christi WSO AP, TX 1948 Rio Grande Valley 27.77  
412019 Corsicana, TX 1901 Gulf Lowland 32.09
412121 Crosbyton, TX 1901 Panhandles 33.66  
412266 Danevang 1W, TX 1901 Gulf Lowland 29.05  
Dublin, TX 1930 Gulf Lowland 32.11  
412679 1901 Rio Grande Valley 28.7  
412797 El Paso WSO AP, TX Far West 31.8  
413183 Flatonia, TX 1912 29.67  
413734 Greenville, TX 1901 Gulf Lowland  
413873 Hallettsville 2N, TX 1901 Gulf Lowland 29.47  
415018 Lampasas, TX 1901 Gulf Lowland 31.05
415196 Liberty, TX 1912 Gulf Lowland 30.05  
415272 Llano, TX 1912 Gulf Lowland 30.75  
Luling, TX 1901 Gulf Lowland 29.67  
415618 1912 Gulf Lowland 32.54 Max Only 
415707 Mccamey, TX Central Texas 31.14  
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415869 Mexia, TX 1912 Gulf Lowland Max Only 
415875 1912 Panhandles 35.71  
416135 Muleshoe 1, TX 1930 Panhandles 34.24  
416892 Pecos, TX 1948 Central Texas 31.42 Max Only 
417079 Plainview, TX 1912 Panhandles 34.19  
417622 Rio Grande City 3W, TX 1948 Rio Grande Valley 26.39 
417945 San Antonio WSFO, TX 1948 Gulf Lowland 29.54  
418201 Seminole, TX 1948 Panhandles 32.72  
419532 Weatherford, TX 1901 Central Texas 32.77  
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