We investigate the zeros of Epstein zeta functions associated with a positive definite quadratic form with rational coefficients. Davenport and Heilbronn, and also Voronin, proved the existence of zeros of Epstein zeta functions off the critical line when the class number of the quadratic form is bigger than 1. These authors give lower bounds for the number of zeros in strips that are of the same order as the more easily proved upper bounds. In this paper, we improve their results by providing asymptotic formulas for the number of zeros.
where the sum is over all integers m, n not both zero. It has an analytic continuation to the whole complex plane, except for the point s = 1, and it satisfies the functional equation It is well known that the non equivalent quadratic forms of discriminant d correspond oneto-one to the classes of ideals in the quadratic field Q( √ D). The number of representations of n by a quadratic form is the number of integral ideals of norm n in the corresponding ideal class, times the number w of roots of unity in Q( √ D). Thus, it follows that
Here h(D) is the class number, a Q is any integral ideal in the ideal class corresponding to the equivalence class of Q, χ is a sum over all characters of the class group, and L(s, χ) is the Hecke L-function defined by
where N is the norm. Let P 0 be the set of primes p which are squares of prime divisors p of Q (  √  D) , that is, p = p 2 . We note that χ(p) = ±1 and p|D in this case. Let P 1 be the set of primes p which remain prime in the ring of integers of Q( √ D), that is, p = p. Also, let P 2 be the set of primes p which split completely in Q( √ D) so that p = pp ′ , say. Then, we have L(s, χ) = the b j 's are arbitrary real coefficients. The Epstein zeta functions we are considering are of this form. Assuming the generalized Riemann Hypothesis for L j (s) and a weak hypothesis about the spacing of the zeros of L j (s), they proved that almost all the zeros of F (s) are simple and on the critical line Re s = 1/2. In addition, Hejhal [7] announced that except for a set of b j 's with small measure, the number of zeros of F (s) in Re s σ, T Im s T + H is of order H (σ − c 2 T , where κ > 2, 0 < δ < 1, and 1/2 < w 1. This generalized his earlier result [6] for the case J = 2 (see also Selberg [11] ). A little further to the right of the line σ = 1/2 we have the following result of Voronin [13] (or see Chapter 7 of [9] ). Theorem 1.1 (Voronin) . Let D be a negative integer. Suppose that the class number of the field Q( √ D) is greater than 1 and that Q is a quadratic form with integer coefficients whose discriminant is equal to the discriminant of Q( √ D). Then for any σ 1 and σ 2 with 1/2 < σ 1 < σ 2 < 1 and for T sufficiently large, the region σ 1 < Re s < σ 2 , |Im s| < T contains at least cT zeros of E(s, Q), where c = c(σ 1 , σ 2 , Q) > 0 does not depend on T .
Earlier, Davenport and Heilbronn [5] had shown that when h(D) > 1, E(s, Q) has infinitely many zeros in Re s > 1. Recently, Bombieri and Mueller [2] investigated the zeros of some specific Epstein zeta functions. Define σ(Q) = sup{Re ρ : E(ρ, Q) = 0} for a quadratic form Q and let Q 1 (m, n) = m 2 + 5n 2 and Q 2 (m, n) = 2m 2 + 2mn + 3n 2 . Bombieri and Mueller evaluate σ(Q 1 ) and σ(Q 2 ) numerically and investigate the zeros of E(s, Q 1 ) near the line Re s = σ(Q 1 ). They also prove the following theorem.
Theorem 1.2 (Bombieri and Mueller
). Let 1 < σ 1 < σ 2 < σ(Q i ). Then the number of zeros of E(s, Q i ) in σ 1 < Re s < σ 2 , 0 < Im s < T has exact order T .
Our main theorem improves the results of Davenport and Heilbronn, Voronin, and Bombieri and Mueller by providing an asymptotic formula for the number of zeros in strips. Theorem 1.3. Assume the same hypothesis as in Theorem 1.1. Then E(s, Q) has c T + o(T ) zeros in any region σ 1 < Re s < σ 2 , |Im s| < T , with 1/2 < σ 1 < σ 2 , where c ≥ 0 and c is a function of σ 1 , σ 2 , and Q. If σ 1 ≤ 1, then c > 0. In the special cases Q 1 (m, n) = m 2 + 5n 2 and Q 2 (m, n) = 2m 2 +2mn+3n 2 , we have c > 0 provided that 1/2 < σ 1 < σ(Q i ) (i = 1, 2).
Based on his work in [10] , Ki predicted Theorem 1.3 for Q 1 and Q 2 in his AMS review of Bombieri and Mueller's paper.
We prove Theorem 1.3 in §3.1 and §3.2. When h(D) = 2 or 3, the Epstein zeta function is a linear combination of two Hecke L-functions. In these cases the proof is a straightforward application of methods found in Borchsenius and Jessen [3] and we present it in §3.1. When the Epstein zeta function is a linear combination of more than two Hecke L-functions, we are not able to prove the positivity of the constant c inside the critical strip by our method. Fortunately, Voronin's result (Theorem 1.1) guarantees positivity in this case. We explain this in §3.2.
We expect, but are not able to prove, that the constant c in Theorem 1.3 is positive when 1 < σ 1 < σ 2 < σ(Q) for all positive definite binary quadratic forms Q with integer coefficients, and not just for Q 1 and Q 2 . However, we provide several partial results in this direction in §4.
A consequence of the proof of our main theorem is the following result. be fixed. Then, the number of zeros ρ of E(s, Q) with Re ρ = σ 0 and 0 < Im ρ < T is o(T ) as T → ∞.
We give the proof at the end of §3.2.
Preliminaries
We begin with a few background definitions and facts, many of which may be found in Borchsenius and Jessen [3] . Let f (s) = f (σ + it) be almost periodic in the strip [α, β] and not identically zero, and define the Jensen function of f (s) by
of Fourier transformsμ n (y) is uniformly convergent in y a for any a > 0, then the limit function is also the Fourier transform of a distribution function µ, and µ n → µ. If the integral C J y q |μ(y)|dy is finite for an integer q 0, then µ is absolutely continuous and its density F (x), determined by the inversion formula F (x) = (2π) −J C J e −ix·yμ (y)dy, is continuous and possesses continuous partial derivatives of order q. Note that C J y q |μ(y)|dy is finite if for some ǫ > 0,μ(y) = O( y −(2J+q+ǫ) ) as y → ∞.
Now we establish a connection between Jensen functions ϕ f −x (σ) and distribution functions ν σ . For any σ and any interval I = [T 1 , T 2 ], we define the distribution function of f (σ + it) with respect to |f ′ (σ + it)| 2 over the interval t ∈ I by
where A σ,I (B) denotes the set of points in t ∈ I for which f (σ +it) ∈ B. Then ν σ,I converges to a distribution function ν σ as T 2 − T 1 → ∞. We call ν σ the asymptotic distribution function of f (σ + it) with respect to |f ′ (σ + it)| 2 . The following proposition, summarizing §9 of [3] , describes a relation between ϕ f −x (σ) and ν σ . 
, we see that Proposition 2.1 only applies when σ > 1 because E(s, Q) and L(s, χ) are almost periodic only in this half-plane. The main difficulty we face in our proof of Theorem 1.3 is to show that (2.1) also holds in the half-plane σ > 1/2.
To state our next proposition we require the following definition. 
, where p n is the n-th prime number. Then L n (s, χ) and E n (s, Q) converge in mean with index 2 towards L(s, χ) and E(s, Q), respec-
Proof. We prove that L n (s, χ) converges in mean with index 2 to L(s, χ) in [1/2, ∞]. Then the convergence of E n (s, Q) follows immediately. Based on the approximate functional equation for L(s, χ), we have
for any ǫ > 0 and σ > 1/2, where X = ct, c = |D|/(2π), and
See p.280-282 of [9] for the details. Thus we have lim sup
for some constant C > 0 and any σ > 1/2.
Observe that
for any ǫ > 0. Thus we have lim sup
We complete the proof by combining (2.2) and (2.3).
To prove Theorem 1.3 we require the following sequence of lemmas.
Lemma 2.4. Let σ > 1/2 and let M and K be fixed positive integers.
where |c(m, k)| 1. Then there is a constant A, depending only on M, K, and σ, such that
Proof.
Let 0 < ǫ < σ − 1/2 and z , w ǫ. Since there are K+k−1 k 2 solutions to the system of
Applying Cauchy's integral formula to each variable z k and w k on a circle of radius ǫ/K, we obtain the result.
Lemma 2.5. Let δ be fixed positive number and y
Proof. We have
for some ξ. Now, if g(y, θ) = 0, then
where
has only two zeros modulo 1. A similar argument argument shows that g ′′ (y, θ) also has only two zeros modulo 1.
Then, we have
by Lemmas 4.2 and 4.4 of [12] . Adding these estimates, we obtain the result.
The next lemma shows that prime ideals are equally distributed in each ideal class.
Lemma 2.6. For any ideal class
+ o x log x as x → ∞; here P 2 is the set of rational primes that split completely in Q( √ D).
This lemma can be proved by Tauberian theorems. Since it is quite standard, we omit the proof. The lemma following Definition 2.7 is known as Kronecker's theorem. See §A.8 [9] for the proof. 
Here, γ(t) ∈ Π mod 1 means that γ(t) − y ∈ Π for some y ∈ Z N .
Lemma 2.8. Suppose that the curve
In particular, we can choose γ(t) = γ N (t) = (−(t log p 1 )/(2π), . . . , −(t log p N )/(2π)).
Proof of Theorems 1.and 1.4
As we mentioned in §1, the proof of Theorem 1.3 splits naturally into two parts: the case when E(s, Q) is a sum of exactly two L-funtions, and when it is a sum of more than two. We handle these two cases separately in §3.1 and §3.2. In both cases we require the following result, which is Theorem 1 in [3] . Note that the definition of the Jensen function here is slightly different from our previous one.
Suppose that none of the f n 's is identically zero, that f (s) has an analytic continuation to the half strip α < σ < β, t > t 0 , and, finally, that
(Note that this is independent of the choice of T 0 .) Then the convergence is uniform in the interval [α, β], ϕ fn (σ) converges uniformly to ϕ f (σ) in [α, β] as n → ∞, and ϕ f (σ) is convex in (α, β). For every strip (σ 1 , σ 2 ), where α < σ 1 < σ 2 < β, and for T 0 > t 0 , the two relative frequencies of zeros defined by
Sums of two Hecke L-functions
When h(D) = 2 or 3, E(s, Q) is a linear combination of two Hecke L-functions. We assume this to be the case and write
, where χ 1 is the principal character, χ 2 = χ 1 , and neither a i is 0. By Proposition 2.3 and Theorem 3.1, for any fixed 1/2 < σ 1 < σ 2 , the Jensen functions ϕ En and ϕ Ln , where E n (s, Q) and L n (s, χ j ) are defined in Proposition 2.3, converge uniformly in [σ 1 , σ 2 ] to ϕ E and ϕ L , respectively. By direct calculation, we see that
, and a = a 1 a −1
2 . We want to show that ϕ E (equivalently ϕ h+a ) has a continuous derivative for σ > 1/2. For then, by (3.1), we would have
Let µ n,σ be the asymptotic distribution function of h n (σ + it) with respect to |h
provided that µ n,σ is absolutely continuous for each σ > 0 and each n, and that its density H n,σ (x) is continuous in x and σ. Define
where θ = (θ 1 , . . . , θ n ) and
, where γ n (t) is defined in Lemma 2.8. By Lemma 2.8 and (3.2), we have
. . , θ n ), and dθ = dθ 1 · · · dθ n .
Next we define a distribution function by
where h n,σ (θ) = L n (σ, χ 2 ; θ)/L n (σ, χ 1 ; θ), and let G n,σ denote its density function. Here h
h n,σ . Observe that by Lemma 2.8,
where x · y = Re xRe y + Im xIm y for x, y ∈ C. It follows that
By applying Theorems 5-9 of [3] to λ n,σ and ν n,σ in a straightforward way, we obtain the following two theorems. 
Theorem 3.3.
For σ > 0 the distribution functions ν n,σ defined in (3.7) are of the form ν n,σ (B) = B log e 2Re x dλ n,σ (x), where B log = {x ∈ C|e x ∈ B} and λ n,σ (x) is defined in 
is an entire function of the two variables x 1 , x 2 . The distribution function ν σ depends continuously on σ and its density G σ , and the partial derivatives of G σ are continuous functions of x and σ together. Further, if 1/2 < α < β, then the convergence of the G n,σ (x) and their partial derivatives to G σ (x) and its partial derivatives is uniform in x and σ together for all x and α σ β. If c > 0 is arbitrary and 1/2 < α < β, then the functions G σ (x) and G n,σ (x), n n 0 , have for α σ β and for x = 0 a majorant of the form K 0 e −c log 2 |x| . Moreover, for every q and n n q , the partial derivatives of G σ (x) and G n,σ (x) of order less than q have for x = 0 a majorant of the form K q e −c log 
Sums of at least three Hecke L-functions
Now we consider the case of Epstein zeta functions of the form E(s, Q) = J j=1 a j L(s, χ j ) with J 3. By Proposition 2.3 and Theorem 3.1, ϕ En−x (σ) converges to ϕ E−x (σ) uniformly for σ 1 σ σ 2 as n → ∞.
Define µ n,σ to be the asymptotic distribution function of E n (σ+it) with respect to |E ′ n (σ+ it)| 2 . We also define
on θ ∈ [0, 1] n , and
for Borel sets B ⊆ C, where E ′ n,σ = ∂ ∂σ E n,σ . By the same argument that leads to (3.8), we have µ n,σ = ν n,σ .
To prove Theorem 1.3 for sums of three or more Hecke L-functions, we begin with the following observation. Suppose that the distribution function ν n,σ is absolutely continuous for each σ and that its density G n,σ (x) is continuous in both x and σ. By Proposition 2.1, it would then follow that ϕ ′′ En−x (σ) = 2πG n,σ (x). If, in addition, we knew that for each x, G n,σ (x) converges to G σ (x) uniformly for σ 1 σ σ 2 as n → ∞, then we would also have that ϕ ′′ E−x (σ) = 2πG σ (x). Thus, by Theorem 3.1,
Putting x = 0, we would then have from Voronin's result (Theorem 1.1) that < σ 1 < σ 2 < 1. Hence, to complete our proof, it suffices to confirm the three assumptions above. We will prove that ν n,σ (y) converges uniformly on |y| a and σ 1 σ σ 2 for any a > 0, and that there are K, d, n 0 , ǫ > 0 satisfying | ν n,σ (y)| K|y| −(2+ǫ) (3.14)
for |y| d, n n 0 and σ 1 σ σ 2 . The equation (3.14) and the facts about the Fourier transform of a distribution function in the beginning of §2 imply the first assumption on ν n,σ . By the inversion formula G n,σ (x) = (2π) −1 C e −ix·y ν n,σ (y)dy, the equation (3.14) and the uniform convergence of ν n,σ (y) for any |y| a and σ ∈ [σ 1 , σ 2 ] imply the other assumptions.
We first prove the uniform convergence of ν n,σ (y) for |y| a and σ 1 σ σ 2 using an upper bound for ν n+1,σ (y) − ν n,σ (y). By (3.12) we have
From the definition of L n (σ, χ j ; θ) and f n,σ,j (θ) in (3.5) and (3.6), respectively, we have
. We shall only consider the case
in (3.6) for w j,n = 2Re [χ j (p n )] since the others are easier and may be handled in the same
and similarly
.
From the latter we find that
Hence, we have
We apply Lemma 2.4 to the error term. Let K = 2 and define c(m, 1) and c(m, 2) for m n by
for z = (z, z) and w = (w, w). By Lemma 2.4, we have
and
for some A > 0. Hence, by the Cauchy-Schwarz inequality we have
We now wish to show that ν n+1,σ (y) − ν n,σ (y) is small. By (3.17) and our estimate for the error term, we have
(3.20)
To treat the second term on the right-hand side above, we note that by (3.16)
To treat the first term we use
for |y| a. By (3.20)-(3.22), we now see that
Similarly to the equations (3.18) and (3.19), we can apply Lemma 2.4 to see that
for any positive integer κ. Using these bounds and the Cauchy-Schwartz inequality, we obtain
uniformly for |y| a. It follows that for any m > n
Therefore, ν n,σ (y) converges uniformly for |y| a and σ 1 σ σ 2 as n → ∞.
Finally, we prove that there are K, d, n ′ , ǫ > 0 satisfying | ν n,σ (y)| K|y| −(2+ǫ) for |y| d and all n n ′ . By (3.11) and (3.15) we have
To bound this we follow the theory developed in Chapter 2 of Borchsenius and Jessen [3] , which requires a number of definitions.
Let B ⊆ C J be a Borel set, let 1 j, l J, j = l, and let σ > . We define distribution functions
for δ = ±1, ±i, and their Fourier transforms as λ n,σ;j (y) = C J e ix·y dλ n,σ;j (x), λ n,σ;j,l;δ (y) = C J e ix·y dλ n,σ;j,l;δ (x),
As an easy consequence of the definitions of the K i,k (y), i = 0, 1, 2, we see that
where C is a positive absolute constant. By Lemma 2.5 we also have
provided that p k ∈ P 2 is sufficiently large and y ∈ C J satisfies
here p k is either of the two primes ideals lying above
, so the value of the sum is the same for either. We wish to show that for each y this condition is met by the p k 's in at least one of the h(D) ideal classes. To this end, we consider the sum p J h=1 (Re χ h (p))b h 2 , where the sum is over one representative prime ideal from each of the h(D) ideal classes and b h ∈ C. We note that χ h = χ h ′ and χ h =χ h ′ for h = h ′ . By letting b χ = b h for a real character χ = χ h and b χ = b h /2 for a non real character χ = χ h or χ =χ h , we see that
Thus we have
From this we see that (3.29) holds for at least one prime ideal p.
Returning to (3.24), for a given y consider the product
To each k there corresponds a prime p k , and by Lemma 2.6 we see that as n → ∞, the number of these that are in P 2 is ∼ n. Again by Lemma 2.6 it is clear that a positive proportion of these p k 's will split into prime ideals for which (3.29) holds. Thus, by (3.25) and (3.28) we have
for any positive integer r, provided that n is large enough. Obviously the same estimate holds for the other product in (3.24) as well. Thus, given q > 0, there is a number n q such that for n n q , λ n,σ;j (y) = O( y −(2k+q+1) ).
Similarly, we have λ n,σ;j,l;δ (y) = O( y −(2k+q+1) ).
By the discussion in the beginning of §2, we now see that the distributions λ n,σ;j and λ n,σ;j,l;δ are absolutely continuous, and their densities F n,σ;j (x), F n,σ;j,l;δ (x) are continuous and possesses continuous partial derivatives of order q for n n q .
By the definitions of K 0,k (y) and f k,σ,h (θ) we find that
Using this and (3.24)-(3.27), we see that
uniformly for every sphere y a. By Cauchy's convergence criterion, it follows that lim n→∞ λ n,σ;j (y) exists, and by our discussion in §2 the limit function is the Fourier transform of a distribution λ σ;j , and λ n,σ;j → λ σ;j as n → ∞. Furthermore, the density F σ;j (x) of λ σ;j is the limit of the density functions F n,σ;j (x) for σ > 1/2. Analogous results hold for λ σ;j,l;δ . By Theorem 6 of [3] , for any c > 0, the partial derivatives of the densities F σ;j (x), F n,σ;j (x), F σ;j,l;δ (x) and F n,σ;j,l;δ (x) of order q have a majorant K q e −c x 2 for n n q .
Next we define λ n,σ;j,l by (|a+b| 2 −|a−b| 2 −i|a+ib| 2 +i|a−ib| 2 ) and the definition of λ n,σ;j,l;δ (B), we have
Clearly the density function of λ n,σ;j,l is F n,σ;j,l (x) = 1 4 δ=±1,±iδ F n,σ;j,l;δ (x), and its partial derivatives of order q are majorized by K q e −c x 2 for n n q .
We are now ready to estimate ν n,σ (y) in (3.23). There are two sums on the right-hand side of (3.23). We will just estimate the terms in the second sum as those in the first are similar. For B ⊆ C J , we define B log = {x ∈ C J : e x ∈ B}, where x = (
n,σ (B). We also have E n,σ (θ)·y = L n,σ (θ) · z for z = (ā 1 y, . . . ,ā J y) ∈ C J . The typical term in the second sum in (3.23) is
We substitute e x h = r h and x ′ h = θ h for each h = 1, . . . , J. Letting r = (log r 1 + iθ 1 , . . . , log r J + iθ J ) and R + = {(r, θ) : r > 0, θ ∈ [0, 2π]} we find that
where dr = J h=1 dr h dθ h . We carry out the summation and integrations sequentially over the triples (m 1 , r 1 , θ 1 ), (m 2 , r 2 , θ 2 ), . . . (m J , r J , θ J ). Treating (m 1 , r 1 , θ 1 ) first, we see that we must estimate
where k = 0 or 1 and α depends only on the argument of a 1 y. Let I ǫ = n∈Z [α + nπ − ǫ, α + nπ + ǫ] for 0 < ǫ < π. Then repeated integration by parts with respect to r 1 over R \ I ǫ using the majorant K q e −λ(log 2 r 1 +θ 2 1 ) for the partial derivatives of F of order q gives
For θ ∈ I ǫ , we change the order of integration and integrate by parts over θ 1 once and see that
Thus, we have
We continue this process for the remaining triples (m i , r i , θ i ), i = 2, . . . , J, and at each stage we get another factor of |y| −1 . In this way we find that
as |y| → ∞ for n n 1 . Using this in (3.23), we see that ν n,σ (y) ≪ |y| −J ≪ |y| −3 as |y| → ∞ for n n 1 . This completes the proof of Theorem 1.3.
We now turn to the proof of Theorem 1.4.
Proof of Theorem 1.4.
Recall that by equations (3.10) and (3.13)
for 1/2 < σ 1 < σ 2 and some function G σ continuous for σ > 1/2. We denote by N line E (σ; T ) the number of zeros ρ of E(s, Q) with Re ρ = σ and 0 < Im ρ < T . Then we have
for any ǫ > 0. Taking ǫ → 0+, we then see that
Zeros of Epstein zeta functions in Re s > 1
As we mentioned in §1, we expect that the constant c in Theorem 1.3 is positive when 1 < σ 1 < σ 2 < σ(Q) for all positive definite binary quadratic forms Q with integer coefficients, and not just for Q 1 and Q 2 . We are not able to prove this, but Corollaries 4.2 and 4.4 below provide partial results in this direction. These results will be consequences of Theorem 1.3 and the two theorems below from the theory of almost periodic functions. The first theorem says that if an almost periodic function has a zero ρ, then there are infinitely many zeros in any narrow strip containing the zero. See the comments by Montgomery to Davenport's collected works [4] , Vol IV, p. 1780. Proof. Let r be so small that 0 < r < δ and that ρ is the only zero of f in the disk |s − ρ| ≤ r. Also let ǫ = inf θ |f (ρ + re iθ )|. By an extension of Dirichlet's theorem on Diophantine approximation (e.g., see §8.2 of [12] ), we can find m values of t 0 in the interval [1, mT ǫ ] satisfying |f (s + it 0 ) − f (s)| < ǫ for |Re s − β| < δ, with any two solutions differing by at least 1. Thus, we have |f (s + it 0 ) −f (s)| < |f (s)| for |s −ρ| = r. By Rouché's theorem, f (s) has at least one zero in |s − ρ − it 0 | < r. Hence, we have at least m zeros in |Re s − β| < δ and 1 < Im s < mT ǫ .
Assume the same hypothesis as in Theorem 1.1 and consider the constant c = c(σ 1 , σ 2 , Q) in Theorem 1.3. By Theorem 1.3, Theorem 4.1, and Davenport and Heilbronn's theorem (see below Theorem 1.1), we deduce that σ(Q) > 1 and c(1, σ, Q) > 0 for any σ > 1. The definition of σ(Q) and Theorem 4.1 then implies that c(σ, σ(Q), Q) > 0 for any 1/2 < σ < σ(Q).
Next let 1 < σ 1 < σ 2 < σ(Q) and suppose c(σ 1 , σ 2 , Q) = 0. If there exists a zero ρ in the vertical strip σ 1 < Re s < σ 2 , then Theorem 4.1 implies that c(σ 1 , σ 2 , Q) > 0, and this contradicts our assumption. Hence E(s, Q) has no zeros in the vertical strip σ 1 < Re s < σ 2 .
We summarize these results in the following corollary. The theory of mean motions explains the zeros of almost periodic functions by using the Jensen function. We restate Theorem 31 of [8] as follows. In any strip (σ 1 , σ 2 ), where α < σ 1 < σ 2 < ∞, the relative frequency H(σ 1 , σ 2 ) of zeros exists and is determined by H(σ 1 , σ 2 ) = 1 2π (ϕ ′ (σ 2 −) − ϕ ′ (σ 1 +)).
As a consequence of Theorem 1.3 and 4.3 we have the following corollary.
