http://dx.doi.org/10.1364/ao.XX.XXXXXX Rapid advancement in computational microscopy has opened new possibilities in the design of miniaturized lensless imaging devices and systems with wide applications in biological imaging, especially when simple robust and low-cost solutions are required [1] [2] [3] . Lens-less digital in-line holographic microscope (DIHM) represents the simplest possible configuration, as it requires only three components: a light source, sample, and an image sensor [4, 5] . In this system, an object wave interferes with a plane reference wave at the detector plane to form an interferogram as shown in Fig. 1 . The complex amplitude of the field in the object plane is numerically reconstructed by solving the inverse source problem, applying back-propagation from the sensor to the sample plane [6, 7] . Unlike the conventional microscope, the instrument can provide details in transparent biological samples since both amplitude and the phase of the field is reconstructed [5, [8] [9] [10] [11] [12] [13] .
The maximum achievable resolution in lensless in-line holographic microscope is limited by:
• The signal to noise ratio, which depends on the sample size, the diffracted intensity and the detectability of the interference fringes formed at the detector plane [14] .
• Spatial aliasing, occurring when the intensity fringes are undersampled by the sensor. Reconstructed images exhibit distortions and fake features, not present in the object.
• Limited spatial and temporal coherence of the source, limiting the maximum observable fringe frequency, limiting the maximum system resolution [15] . Noises originating from experimental conditions strengthened by the coherence properties of the illumination source in DIHM has been investigated in [16] . Engineering the optical system geometry with respect to the coherence properties of the source and detector specifications to reduce aliasing has not been considered. This however forms a major difference with our work. Coherence requirement for different holographic setups has been compared by Daniel et-al [15] , again this has not been discussed with respect to spatial aliasing.
In this letter we derive the optimal system configuration and illumination properties for achieving the highest possible resolution with alias-free imaging. Consider a DIHM with the object illuminated by a plane wave with wavelength λ and the coherent properties described by the spatial coherence length ρ s , and temporal coherence length ρ t . As shown in Fig 1, the light diffracted by the object interferes with the illumination to form a hologram at the distance L on the detector with pixel pitch p [17, 18] .
For alias-free imaging, the minimum period of the fringe pattern, created by the interference between the illumination and the scattered waves, should be at least twice larger than the pitch of the sensor p. To satisfy to this condition, using the notations of Fig. 1 , we state:
This relation sets the resolution limit for the microscope. Indeed, since the resolution r = λ/(2A) depends on the numerical aperture A = a/L, combining these expressions with 1 we obtain the expression for the resolution, as limited by aliasing:
Consider an object with a circular cross section of radius r. As shown by [14, 19] , the intensity distribution of the interferogram, obtained with spatially and temporally coherent light, measured at the detector at a distance L from the object is given by:
where k = 2π/λ. Using the asymptotic approximation for Bessel
πx cos(x − 0.75π) and neglecting the fast oscillating term sin
, we obtain the expression for the asymptotic envelope of the fringe intensity:
By neglecting the cos oscillation term in Eq. 4, we obtain the smoothly decaying envelope of the fringe intensity:
Then the fringe visibility as defined in [19, 20] , can be estimated with a formula:
Since we are interested in the fringe visibility at the edges of our field, the condition of validity of Eq. 6, kar L > 1, is satisfied. Fig. 2 illustrates the fringe intensity calculated for r = 25 µm, L = 0.05 m and λ = 0.65 µm according to the exact formula Eq. 3, and using asymptotic approximations 4 and 5.
To avoid aliasing, the fringe visibility should decay to zero at a distance defined by expression 1. In practice, we can consider the fringe to be invisible, when its visibility equals to the inverse of the signal-to noise ratio of the camera:
The solution of this equation produces the estimate for the distance providing aliasing-free hologram registration with spatially and temporally coherent illumination: According to 6 the fringe visibility is proportional to the square root of the feature size r, therefore, if the object has a range of features, the maximum feature size r max should be used in 8, as then all fringes created by features with r < r max will have lower visibility at a = λL 2p . This secures alias-free fringe registration, but causes loss of the fringe patterns created by smaller features, leading to resolution loss.
If the parameters of the sample are unknown, we can require the condition 1 to be satisfied for any place in the sensor, setting the aliasing cutoff size a equal to the sensor size a = a max as shown in Fig. 1 , to obtain a condition:
If Eq. 9 is satisfied, then the optimal resolution is not achieved for all features of the sample. From the coherent case we can draw conclusions, that will be useful in the further analysis:
• The best achievable resolution of an in-line holographic microscope, limited by aliasing, is in the order of its pixel size. Configuration described by Eq. 9 provides an alias-free compromise with the resolution loss for all feature sizes.
• It is impossible to derive a configuration that provides the optimal fringe visibility for all feature sizes with a coherent illumination. If the smallest feature is optimally resolved without aliasing or loss of fringes due to low visibility, then the larger features will cause aliasing due to higher visibility of high-frequency fringes. If the largest features are imaged free of aliasing, then the smaller features will be imaged with loss of resolution, as the fringe visibility is lost far below the aliasing limit.
So it is of a great interest to control the fringe aliasing by tuning the coherent properties of the illumination. Without any loss of generality, we can assume that, in accordance with the definition of the spatial coherence length ρ s all fringes with a > ρ s , as shown in Fig. 1 , have zero fringe visibility. Then, in the assumption of complete temporal coherence ρ t = ∞, we can define the optimal spatial coherence length for alias-free holographic imaging in the setup shown in Fig. 1 :
This condition provides optimal imaging: larger values of ρ s result in aliasing, while smaller values cause resolution loss. Using the Van Cittert-Zernike theorem [21] to express the ρ s via the numerical aperture of the illumination source A s and the wavelength: ρ s = λ/2A s , we obtain the expression for the numerical aperture of incoherent illumination, securing aliasfree imaging:
For optimal alias-free imaging with extended monochromatic source, the angular size of the camera pixel, as observed from the sample plane, should be equal to the numerical aperture of the illumination source. In a similar way, in the assumption of absolute spatial coherence ρ s = ∞ of the illumination, expression 1 can be used to derive the limitation to temporal coherence, securing alias-free imaging. The path difference between the illumination and scattered waves should be equal to the coherence length: R − L = ρ t and accounting for 1 and introducing practical approximation
∆λ where ∆λ is the illumination linewidth, we solve equation
to obtain the expression for the illumination linewidth, securing the alias-free registration of interference fringes by the sensor:
where the approximation in the right side of 13 is valid only for p λ Expressions 8, 9, 11, 13 define the optimum microscope configuration for different coherence states of illumination. Obviously, these expressions represent rather simplified approximations, derived from physical considerations, that can not replace an in-depth analysis, taking into account the exact distributions of spatio-temporal coherence functions. On the other hand, in practice the coherence functions frequently adhere to simple models, while in more complex practical cases these functions are frequently unknown. Expressions 11 and 13 provide physical insight and guidance for the designing of an optimally-configured instrument, avoiding resolution loss and undersampling. The configuration with diverging illumination, shown in Fig. 3 is of a great practical interest, as it allows to obtain magnified images with magnification M = L * +Z Z and resolution r = p in the plane of registration. Configuration with plane wave illumination, shown in Fig. 1 can be made equivalent to the configuration Fig. 3 by satisfying the condition L = ML * :
Formula 14 is obtained by geometrical analysis, in the paraxial approximation, similar to described in [22] . It is easy to see that lim Z→∞ L * = L.
We have conducted a simple experiment, that demonstrates the practical usefulness of the derived models. We designed a microscope using Thorlabs light source S1FC635 Thorlabs with a central wavelenght of 635nm and ∆λ = 0.8nm. Since a singlemode fiber was used, a complete spatial coherence and limited temporal coherence was assumed. A commercial CMOS sensor UI-1942LE (3840 × 2748), with pixel pitch p = 1.67µm was used to register the hologram.
We have implemented both configurations: with plane wave, as shown in Fig. 1 and with divergent wave with Z = 16 mm, as shown in Fig. 3 . Both configurations were tested in three modes: -undersampling, causing strong aliasing, optimal mode described by Eq. 13 and 14, and mode with a too large L, when the high-frequency fringes are lost due to low temporal coherence of the source. The experimental results, shown in Fig. 4 , are in good agreement with our expectations, as we have observed undersampling and resolution loss at the expected parameter ranges, with best resolution obtained in a good agreement with our theoretical predictions. Our digital in-line microscope, based on the configuration shown in Fig 3, resolves element 5 of group 7, with feature width of 2.5µm.
The optimized lensless digital microscope has been further tested with biological samples. Schistomsomiasis haematobium eggs (120 × 40µm) in a saline solution prepared on a wet glass slide was imaged using optimized lensless microscope. From the hologram registered by the detector, a high fidelity image showing the eggs with their clearly visible terminal spine was reconstructed as shown in Fig. 5 .
In conclusion, we have shown that the maximum achievable resolution of a coherent in-line lensless holographic microscope is limited by aliasing and, for a plane-wave illumination, can not exceed the camera pixel size. Moreover, illumination with coherent light does not allow to achieve optimal aliasing-free imaging for a wide range of feature scales, as the aliasing conditions are significantly different for waves scattered by features with different scales. However, alias-free imaging with resolution equal to the diffraction limit, can be achieved, if we apply special requirements to spatial and temporal coherence of the illumination. The expressions defining the configuration delivering maximum resolution with given coherence state of the illumination are obtained for spatially and temporally incoherent, or partly coherent, light. Matching the microscope parameters to the coherence of illumination is similar to focusing the imaging lens, though the physics and tolerances of these adjustments can not be compared. Experiments, conducted by us, demonstrate clear advantage of instruments, designed with parameters, matched to the coherence of illumination.
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