ABSTRACT A wide variety of vehicle detection approaches using the deep convolutional neural network (CNN) have achieved great success in recent years. However, the existing CNN-based feature extraction algorithms, especially residual network, cannot obtain powerful semantic information in the vehicle detection task, and thus suffer from the problem of a missing detection, error detection, or repeated detection. In this paper, we present a connect-and-merge convolutional neural network (CMNet) for fast detecting vehicles in complex scenes. First, we propose a connect-and-merge residual network (CMRN) for performing feature extraction. Specifically, the CMRN assembles residual branches in parallel through a connectand-merge mapping: Connect the input to the outputs of two residual branches separately (Connect), and merge the outputs of the connection as the input of the subsequent residual block (Merge), respectively. Second, we present a multi-scale prediction network (MSPN) to accurately regress the vehicle shape and classify vehicle fine-grained categories. In addition, the feature maps from the CMRN are merged with their corresponding upsampled features from the MSPN using concatenation. Thus, we can improve the information flow of the framework and make it easy to train. The experimental results on the KITTI dataset and the UA-DETRAC dataset demonstrate that the CMNet can achieve efficient detection performance in terms of accuracy and speed for the real-world traffic surveillance data.
I. INTRODUCTION
Fast vehicle detection and fine-grained classification on images or videos is an important task for urban traffic surveillance due to increased vehicle violations. Among many vehicle detection algorithms, deep learning-based methods have attracted great attention and been widely used [1] - [7] . Especially, for vehicles of different scales and types in complex scenes, accurate detection and real-time performance are the most challenging tasks.
Over the past decade, some challenging vehicle benchmarks [8] - [10] have been put forward for evaluation of various detection algorithms. Particularly, with the advent of deep networks on image classification task such as [11] - [14] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Xiangxue Li. convolutional neural network (CNN) based methods have been widely used for vehicle detection, and can be categorized into two-stage based and one-stage based detection approaches. For two-stage based approaches, Selective Search [15] , EdgeBoxes [16] , Region Proposal Network (RPN) [17] are often utilized to generate region proposals for detection. However, the challenge is that two-stage based algorithms, such as R-CNN [18] , SPP-Net [19] , Fast R-CNN [20] , and Faster R-CNN [17] , are always too computationally complexity for proposals to achieve realtime or near real-time detection. For example, in Fig. 1 (a) , Faster R-CNN with high-quality region proposal algorithm performs a frame rate of no more than 12 FPS.
To solve this problem, recently, one-stage based approaches have been applied to make a trade-off between speed and accuracy, which directly perform to regress the (b) YOLOv3 with high FPS but low accuracy (e.g., bounding boxes do not match the shape of vehicles, car part or small cars are not detected, unknown object is erroneously detected, and two bounding boxes are labeled for one vehicle) for vehicle detection. (c) CMNet with high FPS and high accuracy (e.g., bounding boxes better match the shape of vehicles, car part or small cars are detected more accurately, unknown object is correct detected, and one bounding box is labeled for one vehicle) for vehicle detection.
FIGURE 2.
The schematic illustration of proposed CMNet for fast vehicle detection. We extract feature maps with a connect-and-merge residual network (CMRN) from the input image, and after a few convolutional layers, we split the network into 4 branches for making predictions (MSPN). In addition, we upsample some of the features from MSPN, and then concatenate them with the corresponding feature maps from CMRN to achieve more meaningful sematic information. At last, we fuse the results from 4 branches using non-maximum suppression (NMS) to produce the final vehicle positions and their fine-grained categories.
object locations and classify their corresponding categories [21] - [24] . Among these methods, YOLOv3 [24] is relatively fast and robust to vehicle detection, especially for small vehicle-like objects, because it makes use of residual network for feature extraction. Although performs good in both speed and accuracy, YOLOv3 neglects the information flow between residual blocks of darknet-53, and even hard to train. Fig. 1 (b) shows that YOLOv3 has a relatively low recall rate for crowed vehicles and performs error detection in complex scenes. Especially, in these figures, some bounding boxes do not match the shape of vehicles, and some vehicles are missing detection, error detection or repeated detection.
In this paper, we present a connect-and-merge convolutional neural network, named CMNet, for fast vehicle detection and fine-grained classification in urban traffic surveillance. As shown in Fig. 2 , CMNet is a single deep neural network and consists of two deeply-fused pipelines: connectand-merge residual network (CMRN) and multi-scale prediction network (MSPN). The CMRN is an enhanced residual network which aims to extract all the features of vehicles in complex scenes. Afterwards, these vehicle features are passed to the MSPN to simultaneously predict all the bounding boxes of vehicles and infer their corresponding categories. MSPN is a fully convolutional neural network with 4 branches for making predictions, which is similar to the concept of feature VOLUME 7, 2019 pyramid network [25] . It is noteworthy that feature maps from lower layers can get higher localization precision, and upper layers can achieve better classification accuracy, thus we merge feature maps from MSPN with features of the same size from CMRN using concatenation. In this way, the proposed network can prevent error detection in complex scenes and significantly improve the recall rate for urban traffic surveillance as shown in Fig. 1 (c) .
In summary, the main contributions of our work are described as follows:
1. We introduce a connect-and-merge residual network (CMRN), which assembles residual branches in parallel through a connect-and-merge mapping. The network connects the input to the outputs of two residual branches separately (i.e. Connect module), and merge the outputs of the connection as the input of the subsequent residual block (i.e. Merge module), for performing feature extraction in vehicle detection, and can significantly improve classification accuracy.
2. Considering the relationship between CMRN and MSPN, we take the feature maps from CMRN and merge them with upsampled features of the same size from MSPN, to get more meaningful semantic information for accurate vehicle detection.
3. Experiments include evaluations of speed and accuracy of frameworks with multi-scale features and different number of anchors on KITTI dataset and UA-DETRAC dataset, and are compared to a range of existing approaches. This paper is organized as follows. In Section 2, we review the related works of vehicle detection, and then propose a connect-and-merge convolutional neural network, which is called as CMNet, in Section 3. In Section 4, the experimental results of the proposed algorithm are presented. Finally, this paper is concluded in Section 5.
II. RELATED WORK
Various object detection algorithms using deep learning have been applied to the problem of vehicle detection in urban traffic surveillance, and significant performance has been achieved. However, feature extraction networks that have an obvious impact on detection accuracy have been improved in a variety of ways. Here, we briefly introduce the latest research on deep CNNs for vehicle detection, as well as the deep fusion techniques for feature extraction.
A. DEEP CNNs FOR VEHICLE DETECTION
With the wide success of object detection methods using deep learning, such as [17] - [24] , recently, the practical applications of vehicle detection based on these schemes have achieved dramatic progress.
Multiple vehicle detection methods first generate vehicle proposals in an image, and then accurately classify each of them. A unified framework DAVE [26] adopts a two-stage architecture called fast vehicle proposal network (FVPN) and attributes learning network (ALN) for fast vehicle detection and annotation of pose, color, and type simultaneously. DAVE, which is trained on CompCars dataset [27] , can achieve significant improvements compared with other existing algorithms on self-collected urban traffic surveillance dataset, PASCAL VOC 2007 car dataset [28] and LISA 2010 dataset [5] . In [29] , an improved ViBe algorithm is proposed to track multiple vehicles in various traffic scenes, which uses two classifiers : support vector machine (SVM) and convolutional neural network (CNN) to further attack the untracked vehicles. Experiments show that this method can not only effectively remove vehicle ghost shadows, but also can significantly deal with the occlusion of multiple vehicles. To address the problem of dramatic decrease in vehicle detection results in different target scenes, a sceneadaptive algorithm based on a composite deep structure is proposed in [2] , which performs better than both existing scene-adaptive based and machine learning based methods. Recently, to refine the bounding boxes of vehicles under different feature maps, a framework named Evolving Boxes is presented [30] . Evolving Boxes adopts a proposal network and a fine-turning network for fast and accurate vehicle detection, which obtains an obvious improvement in mAP than Faster R-CNN. A vehicle proposal location method is employed in [31] , which involves a flexible bounding-box generating algorithm and a graph-based classification algorithm, to precisely locate all vehicle regions with various size and shapes on KITTI dataset [8] . In [32] , a deep neural network is proposed by utilizing ideas of knowledge guided training and predicted regions of interest, to significantly improve vehicle detection speed while ensuring accuracy. A multi-task detection method based on region-of-interest voting algorithm is proposed for vehicle detection [1] , which achieves excellent performance than existing methods on KITTI and PASCAL 2007 vehicle dataset. Among all these methods, significant detection accuracy has been achieved, however, real-time detection is still a problem.
To improve the speed of vehicle detection, a wide variety of end-to-end learning approaches using a single deep neural network have been proposed. A scale-insensitive convolutional neural network (SINet) is presented in [3] , which trains on KITTI benchmark and a new highway dataset, for detecting vehicles with a large variance of scales. SINet can be trained end-to-end, and experiments show that it achieves state-of-the-art performance in both speed and accuracy. It is noteworthy that a new benchmark dataset contains 786702 labeled images is introduced in [33] , which is denoted as MIO-TCD, for vehicle classification and localization. MIO-TCD is used to evaluate classification algorithms (i.e., AlexNet [11] , InceptionV3 [34] , ResNet-50 [14] , VGG-19 [12] , Xception [35] , and DenseNet [36] ) and detection algorithms (i.e., Faster R-CNN [17] , SSD-300, SSD-512 [22] , YOLO [21] and YOLOv2 [23] ), and achieves superior performance. To improve the vehicle detection performance in aerial images, especially for vehicles in multiple directions, an enhanced version of SSD, which is called as Oriented_SSD, is proposed to directly produce arbitrarilyoriented detection results [37] . Experiments on DLR Vehicle Aerial dataset and VEDAI (Vehicle Detection in Aerial Imagery) dataset show that Oriented_SSD can accurately detect both location and orientation of the vehicle. Most of these approaches not only increase the detection speed, but also achieve a trade-off between speed and accuracy.
B. DEEPLY-FUSED NETWORKS FOR FEATURE EXTRACTION
Since residual networks [14] , [38] have achieved great success, recently, various deep fusion residual network architectures have been designed to enhance the representation power of feature maps.
A novel architecture based on residual networks, which is called wide residual networks (WRNs), is present in [39] to address the problem of slow training. WRNs decreases the depth and increases the width of residual networks, and achieves far superior results over conventional residual networks on CIFAR, SVHN, COCO, and ImageNet. Another easy training architecture RiR (Resnet in Resnet) [40] , which includes ResNets and standard CNNs, significantly improves the performance over residual networks. In [41] , an enhanced version of residual networks, Residual networks of Residual networks (RoR), adds level-wise shortcut connections upon conventional residual networks to dig the optimization ability of residual networks. Experiments show that RoR-3 outperforms all existing residual-network-like frameworks on CIFAR-10, CIFAR-100, SVHN, and ImageNet dataset. By increasing the number of residual functions in the residual blocks, a multi-residual network is proposed [42] , which significantly improves the speed and accuracy compared with very deep residual networks. There is empirical evidence that combining the Inception architecture with residual connections can outperform similarly expensive Inception networks without residual connections [43] . A multi-branch residual network, named ResNeXt, is designed by repeating a certain building block which aggregates a set of transformations with the same topology [44] . ResNeXt performs better than its residual network counterpart on ImageNet-5K set and COCO dataset.
Inspired by the idea of deep fusion [45] , as well as fusion methods between residual blocks [46] , [47] , this paper propose a novel connect-and-merge convolutional neural network to fast and accurate detect vehicles with various scales and types in urban traffic surveillance.
III. THE PROPOSED VEHICLE DETECTION METHOD
The architecture of our proposed fast vehicle detection method is illustrated in Fig. 2 . Our approach is a single deep neural network, which takes the whole image as input and simultaneously outputs all the positions of vehicles and their corresponding categories. We first use a connect-andmerge residual network (CMRN) for performing feature extraction. Inspired by [46] , [47] , the CMRN assembles two residual branches in parallel manner to form a new residual block, which enables more significant features of vehicle. Then, several convolutional feature layers are adopted to the end of CMRN, and we split these layers into 4 branches with different scales. After that, we merge certain layers of these branches with feature maps from earlier CMRN using concatenation for making detection predictions. At last, a non-maximum suppression step is used to produce the final detections. Our method is proved to be easy to train and performs well. The architecture of CMRN and multi-scale prediction network (MSPN) are described in the following subsections, and more implementation details are presented as well.
A. CONNECT-AND-MERGE RESIDUAL NETWORK (CMRN)
Searching the whole image to accurately locate vehicle positions and infer their categories using a single neural network is limited by the backbone of feature extraction network. The latest object detection network, YOLOv3 [24] , trains a hybrid network between Darkent-19 in YOLOv2 [23] and a novel residual network stuff to improve this problem, but the residual blocks are stacked in sequence, so that part of the vehicle information is lost due to the depth of the network. Especially for urban traffic surveillance, we expect accurate vehicle detection performance can be achieved in real-time. Our proposed connect-and-merge residual network (CMRN) builds by stacking connect-and-merge blocks, which aims to provide better features for vehicle detection by improving information flow between residual blocks. In Fig. 3 , we compare the differences between building blocks in YOLOv3, the inception-like blocks and our proposed connect-and-merge blocks. For the two residual blocks, conventional building blocks employed in YOLOv3, as depicted in Fig. 3 (a) , assemble the two residual blocks sequentially. Specifically, each of the residual block consists of two branches: identity mapping for connection and residual branch contains two convolutional layers. The corresponding VOLUME 7, 2019 function is defined as:
here, x t and y are the input and the output vectors of the t-th residual block. F t (x t ) denotes a transition function, indicating the residual mapping to be fit by a few stacked layers. The operation F t (x t ) + x t represents a shortcut connection [14] , [48] , [49] . Fig. 3 (b) shows the structure of inceptionlike block, which assembles two residual branches in parallel with 3 information flows and one shortcut connection.
Corresponding to the t-th and (t + 1)-th residual branches, the function is as follows:
where x t and y are the input and output vectors of the t-th inception-like block. Fig. 3 (c) shows our proposed connectand-merge block, which is formed by assembling two residual branches in parallel with a connect-and-merge mapping: Connect the input to the outputs of two residual branches separately (Connect), and merge the outputs of the connection as the input of the subsequent residual block (Merge), respectively. The connect-and-merge block corresponds to two residual blocks shown in Fig. 3 (a) . We define the formula as follows:
where x t and y are the input and output vectors of the t-th connect-and-merge residual block, y 1 and y 2 are the two shortcut connections in the process. The functions F t (x t ) and F t+1 (x t ) correspond to the t-th and (t + 1)-th residual branches, respectively. Compared to the 2 shortcut connections in the two residual blocks and one shortcut connection in inception-like block, in the case of two residual branches, 3 shortcut connections are performed in the connect-andmerge block, which leads to a larger ensemble size. We are interested in exploring whether or not the CMRN with less depth and larger ensemble size can extract enough semantic features for accurate vehicle detection task. The structures of our proposed CMRN are described in Table 1 . The first convolutional layer filters the 416 × 416 resolution input images with 32 kernels of size 3 × 3 and a stride of one pixel. Then, a downsample operation is performed. We take as input the outputs of the previous convolutional layer and filter them with 64 kernels of size 3 × 3 and a stride of two pixels. Meanwhile, a residual block similar to YOLOv3, which contains both 1 × 1 convolutional layer and 3 × 3 convolutional layer, is followed to add the depth of the net. After that, we put forward a connect-and-merge residual block for feature map of 104 × 104 resolution, which assembles the residual branches in parallel to reduce the network depth. In detail, downsampling is performed by the first convolutional layer of the connect-and-merge residual block with Leaky ReLU activation function, and the rest TABLE 1. Network architectures of our proposed connect-and-merge residual network (CMRN). Inside the rectangular boxes are the connect-and-merge residual blocks (see Fig. 3 for details) , and left side of rectangular boxes are the number of stacked blocks. Downsampling is performed in convolutional layers above each rectangular box with a stride of two pixels.
four convolutional layers are connected and merged by three shortcut connections, as depicted in Fig. 3 (c) . Next, three sets of networks containing 4×, 4×, and 2× connect-andmerge residual blocks are performed to acquire feature maps of 52 × 52, 26 × 26, and 13 × 13 resolutions, respectively. Each of these three connect-and-merge residual networks is similar except for the number of convolution kernels. A batch normalization layer [50] is added on all of the convolutional layers to help regularize the network. In addition, we use the feature maps with resolutions of 13 × 13, 26 × 26, 52 × 52, and 104 × 104 for vehicle predictions, and we provide concatenation operation with upsampling features in the next section. Thus, in comparison to conventional residual network, our connect-and-merge residual network contains much shorter paths and larger ensemble size, which achieves a better information flow between residual blocks. We experimentally show that our CMRN significantly increase the performance as detailed in Section 4.
B. MULTI-SCALE PREDICTION NETWORK (MSPN)
Another critical issue for vehicle detection is to predict offsets in bounding box locations and vehicle categories. We directly regress these predictions of detections at multiple scales. As illustrated in the right part of Fig. 2 , we split the convolutional layers with different resolutions (i.e., 13 × 13, 26×26, 52×52, and 104×104, respectively) into 4 branches, and each branch is used to perform predictions independently. Inspired by [25] , a concept of feature pyramid is introduced for the feature maps extracted from the multiple scales, which is similar to [22] , [24] . Specifically, each branch is equipped with several convolutional layers, and for branches with resolution of 13 × 13, 26 × 26, and 52 × 52, we take the feature maps and upsample them by 2×. To enhance the representation power of the feature pyramid, we concatenate the upsampled features with corresponding feature maps provided from earlier CMRN. Thus, the network can be performed with context semantic information in each of the detection branch. In addition, we process these combined features by adding a series of 1 × 1 and 3 × 3 convolutional layers. All these 4 branches share the same features extracted from CMRN. Considering the multiple boxes for one vehicle object generated from our multi-scale decision network, adopted the algorithm from [17] , we apply non-maximum suppression (NMS) for each class independently to eliminate the predictions which are not the best.
We use anchor boxes to predict the offsets of bounding box priors. For anchors, Faster R-CNN yields 9 anchors by employing 3 scales and 3 aspect ratios at each sliding position [17] . SSD uses 6 aspect ratios for default boxes in each feature map location to do predictions [22] . A common issue with these methods is that the box dimensions are hand-picked. Motivated by [23] , to make better predictions, we use k-means clustering on the ground truth boxes of our training dataset to find the most suitable bounding box priors. The distance metric in our k-means is defined as follows:
here, we can get a good trade-off between larger boxes and smaller boxes, due to the appropriate IOU scores. All of the above, for vehicle detection, we predict a 3-d tensor including bounding box, vehicle object, and corresponding class. In our experiments, we predict 3 different boxes for each prediction cell, and the tensor can be denoted as N×N×[3*(4+1+4)]. Here, N×N indicates the feature map size, the 4, 1, and 4 are for the number of bounding box offsets, vehicle object prediction, and class predictions, respectively.
C. DEEP NETS TRAINING
Our fast vehicle detection network CMNet can be trained end-to-end by stochastic gradient descent (SGD) [51] . To make the training converge quickly, the pre-trained Darknet-53 model for 80-class Object Detection on COCO dataset [24] is used to initialize all the convolutional layers (i.e., the shared convolutional layers) in the residual networks, while the new merged layers in CMRN are trained from scratch using a linear activation. Training also involves finding bounding box priors for predictions as well as multi-scale training and data augmentation strategies. At training time, we need to match the bounding boxes predicted by anchors [23] and the ground truth to establish their correspondence. We assign a positive label if the predicted bounding box prior has the highest overlap ratio with a ground truth, and we ignore the bounding box prior which is not the best even if the overlap ratio with ground truth higher than a threshold of 0.5. Note that for each ground truth object we only assign one bounding box prior, which is used by MultiBox [52] , to reduce the repeat boxes for one vehicle object.
Most convolutional networks re-scale the input images into fixed size (or fixes one side, e.g., Faster R-CNN, the shorter side is fixed as 600 pixels) at the beginning of training. Not only does this make the input image size independent of the network structure but it also results in a fixed size feature map for predictions. However, such networks are not robust on images of different sizes at testing time. To handle different input image sizes, inspired by [23] , we change our network every 10 iterations to dynamically resize the images. We first use an initial input resolution of 416 × 416, then, randomly choose a new image size by a multiple of 32, resulting in the dimension sizes as: {320, 352, 384, 416, 448, 480, 512, 544, 576, 608}. In this way, our network can predict well due to multi-scale training.
For data augmentation, we first randomly zoom the training data with different aspect ratios for making our final model more robust under various input image sizes. Meanwhile, image rotating and image adjusting with saturation, exposure shifts, and hue are introduced to enable that vehicles with different appearance can be located and classified as precisely as possible. In addition, a strategy of jittering the original images is utilized to deal with unbalanced vehicle data (e.g., one vehicle type has more data than other vehicle types) by generating additional data. Moreover, we flip each training data horizontally with a probability of 0.5. 
IV. EXPERIMENTS AND RESULTS
In this section, we evaluate our proposed framework for fast vehicle detection on two public vehicle datasets: KITTI dataset and UA-DETRAC dataset. Experiments are implemented based on the Darknet neural network framework [53] and run on a PC configured with an Intel Core i7-7700K CPU and an NVIDIA GTX 1080Ti GPU.
A. DATASET AND EXPERIMENTAL CONFIGURATION 1) DATASET DESCRIPTION
We adopt the public KITTI dataset [8] as the experiment data which are labeled with tight bounding boxes and multiple vehicle categories such as car, van, truck, and tram. The KITTI dataset (resolution of 1224 × 370 pixels) contains of 7481 images for training and 7518 images for testing. The dataset is captured by driving around the mid-size city of Karlsruhe, under four scenarios: city, residential, road, and campus. Up to 15 vehicles are visible per image, with different degrees of occlusion and truncation.
To be more convincing, we also compare our framework on a quarter high definition (960 × 540 pixels) UA-DETRAC dataset [9] , [10] , which contains 82082 realworld vehicle images over four categories of car, bus, van, and others. We divide the UA-DETRAC dataset into two parts: 50410 images for trainval dataset and 31672 images for test dataset. The whole dataset, which considers four categories of weather conditions (i.e., cloudy, night, sunny, and rainy), is captured with a Cannon EOS 550D camera at 24 different locations at Beijing and Tianjin in China. Specifically, vehicle-like objects encounter three occlusion status, such as fully visible, partially occluded by other vehicles, or partially occluded by background. In addition, the vehicles can be divided into three scales: small (0-50 pixels), medium (50-150 pixels), and large (more than 150 pixels). Besides, vehicles in UA-DETRAC dataset have a certain truncation ratio, due to some vehicle parts outside the frame. The examples of these two datasets are illustrated in Fig. 4 , and the corresponding ground truth histograms for each category are depicted in Fig. 5 .
2) EVALUATION METRICS
Inspired by [8] , [26] , we employ the established mean average precision (mAP) as accuracy and frames per second (FPS) as speed to quantitatively evaluate the performance of our vehicle detection model. Besides, for KITTI dataset, we compare our model with other methods published on the KITTI benchmark website. For UA-DETRAC dataset, we evaluate the performance of our model under multiple scenes of occlusion, truncation and weather condition, respectively. And, we additionally use precision-recall curve (PRC) and radar chart to compare the representation power between different methods over categories of car, van, bus, and others. Moreover, we display the detection result with IOU (intersection over union) higher than 0.5, which means that we assign a positive label for the vehicle when the overlap between bounding box and ground truth box is greater than 50%.
3) IMPLEMENTATION DETAILS
We train and test our proposed CMNet on images of the same scale. The entire training structure is shown in Fig. 2 . The input images are re-scaled to a width and height of 416 × 416 pixels. To make a good prediction, we put forward a connect-and-merge residual network as the backbone for feature extraction, and use 4-scale convolutional layers to predict vehicle-like objects. Anchor boxes are used to predict the offsets of bounding box priors, as mentioned before, we run k-means to automatically generate clusters for anchor boxes. Fig. 6 shows the clustering box dimensions on TABLE 2. Clustering box dimensions (i.e., anchor box sizes) for each feature map on KITTI dataset and UA-DETRAC dataset. We use 4 feature maps for predictions in our model, and each feature cell predicts 3 bounding boxes.
KITTI dataset and UA-DETRAC dataset in this paper. We can see, the cluster centroids are significantly different between these two datasets. For KITTI dataset in Fig. 6 (a) , anchor boxes are mostly tall, thin boxes, while anchor boxes in UA-DETRAC dataset are shorter and wider, as shown in Fig. 6 (b) . We employ 4 prediction scales and 12 anchors for both our two datasets, and Table 2 shows the details of the corresponding anchor box size. During training, we definitely discover that optimized residual network and multi-scale prediction can significantly improve detection accuracy.
We train our proposed CMNet for about 50k iterations on selected real-world data that contains four categories of vehicle. Throughout the training processing, we set the batch size as 64 with subdivisions of 16, and the momentum and weight decay are configured as 0.9 and 0.0005, respectively. Learning rate is reduced from 10 −3 to 10 −5 by 10 −1 . With each learning rate, we trained 25k, 15k, and 10k iterations, respectively. To be more convincing, we train CMNet on both KITTI dataset and UA-DETRAC dataset. 
B. EXPERIMENTS ON KITTI DATASET 1) COMPARISONS WITH STATE-OF-THE-ART DETECTION METHODS
We compare the proposed CMNet to the state-of-the-art models on the KITTI dataset. In the experiment, the entire training set with 7481 images is used for training our model, and after training, we test the final model on the KITTI test set with 7518 images and upload test files to the KITTI website for results at three difficulty levels: easy, moderate and hard. Table 3 shows the performance comparison of accuracy and speed between CMNet and 15 other methods published on the KITTI website. We can see that our CMNet achieves 89.61% in mAP on the moderate case, which performs better than most existing methods in accuracy. However, when compared to the best method THU CV-AI with 91.97% in mAP, there is still a large gap in CMNet. As for speed, in addition to YOLOv3+d [24] which is fast but with low accuracy, CMNet is the fastest model. This demonstrates that the connect-andmerge residual networks and their concatenation with multiscale prediction network is effective for detecting vehicles in urban traffic surveillance.
2) ABLATION ANALYSIS OF CMNET
To understand CMNet better, we carry out several ablation experiments on KITTI dataset to analyze how each component affects the final performance. As there is no ground truth provided for the testing set of KITTI, we employ the training set with 7481 vehicle images and divide it into two parts: 4000 images for training set and 3481 images for validation set. Table 4 shows the experimental results. First, we investigate the effect of the residual blocks employed for feature extraction. We fix the number of feature maps to 3 and use the results of YOLOv3, which assembles the two residual blocks in sequence, as a baseline for the following comparisons. The detection result of the new network, which utilizing inception-like block for feature extraction, improves obviously comparing with YOLOv3 by 2.72%, 1.75% and 0.58% in the level of moderate, easy and hard, respectively. Furthermore, comparing with the new inception-like model, our CMNet with 3 scales improves by 1.46%, 1.45% and 0.24% in the level of moderate, easy and hard, respectively. This demonstrates that both inception-like model and our connect-and-merge model are better than the original two residual blocks model. Meanwhile, it is clear that our CMNet with 4 information flows and 3 shortcut connections is superior to the inception-like model which contains 3 information flows and one shortcut connection. In addition, compared to the baseline of YOLOv3, although the detection speed is slightly reduced, all these methods (the 1 st , 2 nd and 3 rd row) perform a real-time detection.
For the 4-scale prediction models, we conduct CMNet by adding a large feature map of 104 × 104 resolution (the 4 th row) to extract features. As a result, there is a 0.64% mAP improvement in accuracy with 89.74% on moderate case compared to the 3-scale model (the 3 rd row). This suggests that the new 4-scale prediction network can lead to better performance on vehicle-like objects. However, due to the increased computational complexity, the speed drops slightly. We also try to increase the number of feature maps, such as adding 208 × 208 or 7 × 7 for making prediction, however, their performance drops sharply. In this case, we adopt the 4-scale prediction network with an 89.74% mAP on moderate case as our final model (the 4 th row). To verify the effect of the concatenation operation between CMRN and MSPN, we remove their connection, and the result drops by 0.7%, 0.43% and 0.57% in the level of moderate, easy and hard, respectively, as shown in the 4 th and 5 th row.
In addition, we evaluate the impact of image resolution alone. For this purpose, we adjust the input close to its actual size, such as 1216 × 352 resolution. The mAP improves from 89.74% to 90.14% on moderate case, as shown in the 6 th row, demonstrating that larger input size can lead to better results on small vehicles. However, due to the increased complexity, the speed degrades sharply, which is seriously insufficient for real-time performance. Overview Table 4 , the 416 input model equipped with 4-scale prediction network, which based on the connectand-merge network, achieves a high trade-off between 
FIGURE 9.
Selected examples of vehicle detection results on KITTI test set and UA-DETRAC test set using our proposed CMNet framework. Both KITTI and UA-DETRAC test sets are made into video sequence for testing. We display high quality detections with scores higher than 0.5. The detected frame rate is displayed in the upper left corner, and each output box is associated with a category label and a specific score. speed and accuracy. Although increasing the input size (e.g., 1216×352 resolution) performs best in accuracy, speed becomes a problem for real-time detection.
C. EXPERIMENTS ON UA-DETRAC DATASET
To further validate the proposed CMNet framework, we use UA-DETRAC trainval dataset (50410 images) for training, and test on UA-DETRAC test set (31672 images). We follow the strategy mentioned in Sec 3-C, and utilize the same parameter settings as those used for KITTI dataset. Table 5 shows the results of different methods tested on UA-DETRAC dataset. We can see that our CMNet outperforms all the other methods in accuracy and achieves realtime detection. Specifically, CMNet obtains a particularly high mAP of 91.71% which is 19.04% better than the best two-stage model Faster R-CNN. Because CMNet eliminates the region proposal generation step and directly learns to regress vehicle shape and classify vehicle categories. In addition, CMNet achieves an increased mAP of 3.62% compared to YOLOv3, indicating that CMNet can perform better for vehicle detection because it adopts a connect-and-merge residual network to extract more meaningful information instead of using conventional residual network. As for speed, YOLOv2 achieves the best speed of 64.65 FPS, which beats all other methods. Our CMNet obtains a speed of 47.49 FPS, which is enough for real-time detection. Fig. 7 displays the precision-recall curves of all the compared methods (Faster R-CNN, YOLO, YOLOv2, YOLOv3, SSD512, DSSD, RefineDet512, SIN, MLKP and CMNet) on UA-DETRAC dataset for categories of car, van, bus, and others, respectively. From all these figures, we can see that, for all four categories, CMNet obtains the best performance by comparing Area Under the Curve (AUC). In addition, Fig. 8 shows the equilibrium relationship between each method for the four vehicle categories. It can be observed that although the number of training samples varies widely (as depicted in Fig. 5 ), both CMNet and YOLOv3 have a relatively balance ability to detect different types of vehicles, while all the rest methods have a worse performance on type of ''others'' than other categories. Fig. 9 shows the qualitative results of our CMNet investigated on KITTI dataset and UA-DETRAC dataset. We can observe that our proposed model is robust to detect vehicles with fine-grained categories for urban traffic surveillance.
V. CONCLUSION
In this paper, we present a connect-and-merge convolutional neural network, denoted as CMNet, for fast vehicle detection in Urban Traffic Surveillance. Two sub-networks, connect-and-merge network and multi-scale prediction network, are efficiently concatenated to predict boundingboxes for vehicles and infer their categories, simultaneously. CMNet obtains superior information flow performance and is easy to train. Representative experiments on KITTI dataset and UA-DETRAC dataset show that our CMNet achieves real-time performance and outperforms most existing algorithms on accuracy for vehicle detection. In our future work, we are interested in investigating multi-label classification task on CMNet to infer more vehicle attributes such as viewpoint, color, make and model, and utilizing these attributes to explore vehicle trajectory identification tasks. 
