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Thermal radiative phenomena can be strongly influenced by the coupling of phonons and long-range electro-
magnetic fields at infrared frequencies. Typically employed macroscopic descriptions of thermal fluctuations
tend to ignore atomistic effects that become relevant at nanometric scales, whereas purely microscopic treat-
ments ignore long-range, geometry-dependent electromagnetic effects. We describe a mesoscopic framework
for modeling thermal fluctuation phenomena among molecules in the vicinity of macroscopic bodies, conjoining
atomistic treatments of electronic and vibrational fluctuations obtained from ab-initio density functional theory
in the former with continuum descriptions of electromagnetic scattering in the latter. The interplay of these ef-
fects becomes particularly important at mesoscopic scales, where phonon polaritons can be strongly influenced
by the finite sizes, shapes, and non-local/many-body response of the bodies to electromagnetic fluctuations.
We show that even in small but especially in elongated low-dimensional molecular systems, such effects can
modify thermal emission and heat transfer by orders of magnitude and produce qualitatively different behavior
compared to predictions based on local, dipolar, or pairwise approximations valid only in dilute media.
Radiative heat transfer plays an important role in the
characterization of molecular structures, including graphene,
fullerenes, carbon nanotubes, and other low-dimensional ma-
terials, and has applications to thermophotovoltaic power
generation [1–4], lasers [5, 6], and single-molecule junc-
tions [7, 8]. Recent theoretical [9–11] and experimental [12–
15] works in this area have sought to explore transport at
nanometric scales, where the interplay of electromagnetic
(EM) and phonon-mediated transport can no longer be cap-
tured solely by macroscopic electrodynamics [12–14]. We
present a framework for modeling thermal fluctuation phe-
nomena among molecules in the vicinity of continuum bod-
ies at mesoscopic scales and apply it to compute heat trans-
fer between molecules in contact with separate thermal reser-
voirs. Our approach captures the emergence of phonon po-
laritons [16, 17], which typically arise at infrared frequencies
and hence probe the bulk of the Planck distribution near room
temperature, and the impact on charge delocalization (non-
locality) and radiation by: First, extending microscopic ab-
initio models of electronic response in molecular bodies based
on density functional theory (DFT) to include molecular vi-
brations mediated by short-range interactions (phonons); Sec-
ond, combining this with classical EM scattering techniques
applicable to arbitrary macroscopic objects [18, 19] to ac-
count for their coupling to collective electronic excitations
(plasmon polaritons), including retardation, multiple scatter-
ing, and geometry-dependent many-body effects to all orders.
Our framework, detailed below, assumes a harmonic approx-
imation to the chemical bonds effecting molecular phonons
and ignores thermally driven changes in molecular conforma-
tions, both of which are only expected to be violated at large
temperatures. For illustration, we investigate thermal emis-
sion and heat transfer among fullerene and carbyne molecules
at different temperatures, either in vacuum or above a metallic
surface. We find differences of over an order of magnitude in
the emitted and transferred powers relative to common dipolar
approximations that neglect finite size and many-body EM ef-
fects, with the greatest differences obtained for elongated car-
byne wires. We show that the proximity of the molecules to
the metallic surface and resulting induction of image charges
can qualitatively change their mutual heat transfer. More in-
terestingly, we find that molecular phonon polaritons can de-
localize the spatial extent of their polarization response, from
a few angstroms up to tens of nanometers, in ways which de-
pend on the shape of the molecules and their proximity to the
surface. Such non-locality causes the heat transfer to change
qualitatively (eventually saturating) at nanometric scales.
Theoretical models that account for atomic-scale and vi-
brational effects on radiative emission and heat transfer exist,
but suffer from a number of limitations [6, 20–27]. A com-
mon approach involves application of atomistic Green’s func-
tions [10, 12, 16, 17, 28, 29] to model phonon-mediated trans-
port across material boundaries. While the harmonic spring
constants that lead to collective mechanical oscillations have
recently been derived through DFT methods, they have thus
far only been applied to bulk media, whereas heat transport
across vacuum gaps or in structured media has been largely
ignored or approximated through ad-hoc, pairwise models
known to fail in complex geometries [30–34]. Another class
of atomistic methods involvesmolecular dynamics [9, 35–37],
which capture the anharmonicity of covalent bonds but suffer
from similar pitfalls of heuristically approximating noncova-
lent interactions. Other approaches are based on continuum
fluctuational electrodynamics. These include discrete dipolar
and multipolar methods [11, 38–41], which approximate point
dipolar responses as arising from bulk susceptibilities, as well
as methods based on solutions of Maxwell’s equations in con-
tinuum media [1–3, 18, 19, 42–49]. While macroscopic elec-
trodynamic treatments can capture the impact of long-range
EM effects, they typically treat material responses at atomic
scales via semi-empirical models rather than through ab-initio
calculations, and can therefore miss important effects arising
2from the spatial dispersion or nonlocality of electronic wave-
functions and its interplay with geometry. Even for a mate-
rial like graphene with highly delocalized electronic and me-
chanical response [2, 50–52], nonlocality is typically treated
phenomenologically through macroscopic approximations of
quantum behavior. Motivated by recent predictions of [31–
34, 53] of many-body van der Waals (vdW) interactions in
low-dimensional systems and experiments of heat transfer at
the nanoscale [12–15, 54], both of which are starting to probe
regimes where continuum electrodynamics is no longer valid,
we propose a framework that can capture such thermal radia-
tive processes at mesoscopic scales.
Background.—We consider a collection ofNmol molecules
labeled k and described by electric susceptibilities Vk, relat-
ing induced polarization and electric fields. For simplicity,
we consider molecules which are maintained at temperatures
Tk in the presence of a collection of macroscopic bodies, de-
scribed collectively by a macroscopic electric susceptibility
Venv and maintained at a different temperature Tenv (hence-
forth assumed to be zero for conceptual convenience). The
radiative energy transfer from molecule m to n (which may
or may not be the same), can be shown to be [see appendix]:
Φ(m)n = −
1
2pi
Tr
[
Im(V−1⋆m )PmT
⋆ asym(GenvPn)TPm
]
,
(1)
where T−1 =
∑
k V
−1
k − Genv is known as a scattering tran-
sition operator, which describes EM scattering (to all orders)
by the collection of molecules in the presence of all bod-
ies [43, 55], Genv = (G
−1
0 − Venv)−1 is the classical elec-
tromagnetic Green’s function [43, 53, 55], and Pk is a pro-
jection onto the space spanned by the degrees of freedom
of molecule k. Here, ⋆ implies complex conjugation, † im-
plies conjugate transposition (adjoint), Im(A) = A−A
⋆
2i , and
asym(A) = A−A
†
2i . Given (1), the far-field thermal emission
from moleculem,
W (m) =
N∑
n=1
snmΦ
(m)
n Θ(ω, Tn), (2)
and the net heat transfer from moleculem to molecule n,
Wm→n = Φ(m)n [Θ(ω, Tm)−Θ(ω, Tn)], (3)
where Θ(ω, T ) is the Planck function while the sign function
snm = 1 − 2δnm accounts for the direction of energy flow
for the emission of a body. In either case, the net power is the
integral over all frequencies, P =
´∞
0
W (ω) dω.
The above formulas require accurate and fast computations
ofGenv andVk. The former can be computed using any num-
ber of state-of-the-art classical EM techniques [18, 19, 46–
49]. Themolecular susceptibilitiesVk generally require quan-
tum descriptions, but recent work in the related field of vdW
interactions [30, 32, 33, 56] has shown that accurate models of
the valence electronic response of insulating or weakly metal-
lic molecules, including carbon allotropes, can be obtained by
expressingVk =
∑
p,q αpi,qj |fpei〉〈fqej |, in a localized basis
|fp〉 (along Cartesian direction ei) associated with each atom
p by modeling its valence electrons as a quantum oscillator
in its ground state. We extend that framework in the follow-
ing way: each atom p in a given molecule is comprised of
an effective valence electron which couples to long-range EM
fields and has charge qp, mass mep, and damping coefficient
bep = mepγep, as well as a nucleus of massmIp which is cou-
pled only to its associated valence electron with spring con-
stant kep and to neighboring nuclei [5, 16, 17, 25] with spring
constantsKpq . While the nuclear masses are obtained from el-
emental data and the electronic oscillator damping coefficients
γep from empirical data, the masses, charges, and spring con-
stants are all obtained from DFT [32, 34], thereby accounting
for short-range electrostatic, hybridization, and quantum ex-
change effects; this includes the nuclear harmonic couplings
from lowest-order expansions of ab-initio DFT force-constant
computations, which leads to anisotropy (tensorial couplings)
due to the directionality of covalent bonds. This leads to the
simple frequency-domain equations of motion:[
Ke − iωBe − ω2Me −Ke
−Ke Ke +KI − ω2MI
] [
xe
xI
]
=
[
Qeee
0
]
,
(4)
where (Qe,Me,MI,Ke,KI, Be) are 3Nk×3Nk matrices rep-
resenting, respectively, the charges and masses of the elec-
tronic oscillators, the masses of the nuclei, the spring con-
stants binding the electronic oscillators to the respective nu-
clei, the internuclear harmonic couplings, and the damping co-
efficients of the electronic oscillators. The latter determine the
amplitude response of the nuclear positions xI and electronic
dipole moments pe = Qexe in the presence of an electric field,
represented by a 3Nk-dimensional vector ee obtained by eval-
uating |E〉 at every atomic position. Solving for pe = αee
yields the electric susceptibility matrix,
α = Qe(Ke−iωBe−ω2Me−Ke(Ke+KI−ω2MI)−1Ke)−1Qe,
(5)
which enters the expansion of Vk above. The discrepancy in
the mass of electronic and ionic oscillators ensures that the
poles of α separate into ultraviolet resonances, corresponding
to predominantly electronic modes, and infrared resonances,
corresponding to phononic modes, the latter of which is pri-
marily responsible for thermal emission.
The form of KI, coupling neighboring nuclei, ensures that
nonlocality enters the polarization response in a microscopic
rather than phenomenological manner. Hence, in contrast to
point dipoles or macroscopic objects modeled via local sus-
ceptibilities [13, 14, 21, 57, 58], which lead to diverging EM
fields as two or more bodies approach one another, the molec-
ular susceptibility above will always be finite. In particular,
the electronic response is accurately described by localized
Gaussian basis functions [32, 34, 59–63],
fp(x) =
(√
2piσp
)−3
exp
(
− (x− xp)
2
2 σ2p
)
, (6)
centered at the locations xp of each atom p, normalized
such that
´
d3x fp = 1, and featuring a width that,
3rather than being phenomenological [64, 65], depends on the
bare atomic polarizability at every frequency via σp(ω) =(
|αp(ω)|√
72π3
)1/3
[32, 66] where αp(ω) =
∑
q,j αpj,qj(ω).
Such basis functions mitigate short-distance EM divergences
through the smearing of the charge density over non-zero
widths σp, leading to finite matrix elements, 〈fp|(· · · )fq〉 =´
d3x d3x′ fp(x)(· · · )fq(x′) < ∞, even for coincident
atoms p = q. While these widths are typically smaller than
1 angstrom [32, 34], we find that the introduction and delo-
calized nature of phonons smears the effective atomic polar-
ization response in a way that depends strongly on the shapes
of the molecules, leading to dramatically larger widths, on a
scale ξ ∼ 1 nm. As we show below, this stronger nonlocality
has a noticeable impact on heat transfer among molecules at
nanometric separations. Furthermore, since α enters T, which
includes long-range EM scattering, thermal fluctuations will
be largest near the frequency poles of T, corresponding to the
dressed, phonon-polariton resonances of the fully coupled hy-
brid molecular–macroscopic system.
Predictions.—We now exploit this framework to present
new proof-of-concept predictions of thermal emission and
heat transfer. For simplicity, we considerGenv as arising from
the field response in either vacuum or above a gold plate, mod-
eled as a perfect electrically conducting surface [67]. We con-
sider either aC500-fullerene of radius 1 nm or a 500 atom-long
carbyne wire of length 65 nm in various configurations above
the plane; the geometries of these molecules and their ma-
terial parameters (Qe,Me,MI,Ke,KI) are taken from DFT,
while the damping coefficients Be are assigned phenomeno-
logically so that the loss rates agree with empirical observa-
tions of similar carbon allotropes [68]. Where appropriate,
we explicitly compare results obtained by evaluating the re-
tarded many-body (RMB) transfer rates (1), which capture
the impact of multiple scattering, molecular geometry, and
EM screening to all orders, to those obtained from a dipo-
lar approximation (DA) that contracts the bare molecular re-
sponses V into a point particle, with the susceptibilities and
screened responses replaced by contracted dipolar susceptibil-
ities (α∞)ij =
∑
p,q αpi,qj . For convenience, the integrated
powers are normalized to the emitted power PB = σBT
4A of
a blackbody of the same temperature T and area A. Within
this approximation, the thermal emission rate of a molecule
can be approximated (to lowest order in the scattering) by,
Φ(0)∞ = −
1
2pi
Tr [Imα∞ · ImGenv] (7)
For a molecule at some position r0 = zez above the plate,
Genv can be obtained from image theory; it is a constant
in the near field and in the far field (z ≫ ω/c) given by
ImGenv(ω, z, z) =
ω3
6πc3 I− ω
2
8πc2z sin
(
2ωz
c
)
(I− ez ⊗ ez).
Figure 1 shows the far-field thermal emission of either
molecule at T = 300 K as a function of their distance z
above the gold plate at zero Kelvin, normalized by the emis-
sion rate PB (on the order of 10
−14 W) of blackbodies of
the same effective areas. The C500-fullerene is a compact
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Figure 1. Contribution of phonon polaritons to molecular ther-
mal emission. (a) RMB (black) and DA (magenta) emission rates
of a C500-fullerene held at T = 300 K above a zero-temperature
gold plate as a function of vertical separation z, normalized by the
power emitted by a blackbody of the same area PB = σBT
4A, where
A = 4piR2 and R = 1 nm. Insets show a schematic of the fullerene
above the plate as well as the RMB emission spectrum in the limit
z → ∞, along with a schematic of the dominant polaritonic mode.
(b) Same as (a) but for a carbyne wire parallel to the plate, where
A = 2piRL, R = 0.13 nm, and L = 65 nm. The RMB emission
spectrum is shown at both z = 0.1 µm (blue) and z = 100 µm (red).
molecule whose vibrational modes and resulting polaritons
are limited in extent by its small size. As a result, its emis-
sion spectrum consists of a small set of resonances in a nar-
row frequency range and is dominated by a single peak at
ω0 ≈ 7 × 1013 rad/s, causing the emission to scale as
z−1 sin(2ω0z/c) in the limit of z ≫ λT = ~ckBT ≈ 7.6 µm,
where λT is the thermal wavelength. At small z, the emission
approaches a constant value that is attenuated relative to vac-
uum by screening of the field response near the gold surface.
Similar behavior is observed in the case of a carbyne wire
parallel to the surface, except that the elongated shape of the
molecule enables longer-range vibrationalmodes and stronger
polarization anisotropy, which further suppresses emission at
small z. For both molecules, the DA (7) underestimates the
far-field emission by almost an order of magnitude for all z,
due to the neglect of long-range EM scattering and screening
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Figure 2. Impact of nonlocal response, shape, and many-body ef-
fects on heat exchange between molecules. (a) Power-law of heat
transfer, ∂(logP )/∂(log d), between twoC500 fullerenes in vacuum
held at T = 300 K and zero Kelvin, with respect to their surface–
surface separation d. The inset shows the transfer versus d, normal-
ized by the emission rate from a corresponding, room-temperature
blackbody PB. (b) Same as (a) but for two 500 atom-long parallel
carbyne wires oriented parallel to a gold plate. The various curves
denote different values of their vertical distance z from the plate.
effects. More dramatically, for the carbyne wire in the RMB
treatment, as z increases, a set of closely-spaced infrared po-
laritonic resonances begin to contribute, causing a beating pat-
tern in the emission as a function of z. These close resonances
do not arise within the DA, which only captures the impact of
short-range EM interactions on the polarization response.
Figure 2 considers the heat transfer between two molecules,
one at T = 300 K and the other at zero temperature, as a
function of their mutual horizontal separation d for several
different values of their (identical) distances z above the zero-
temperature plate. For two fullerenes far from the plate, we
find that the flux rate transitions from 1/d2 in the far field to
1/d6 in the near field (d≪ λT ), leading to flux ratesP ≫ PB,
consistent with the dipolar approximation [57, 58]. However,
as d decreases further to become comparable to the phonon-
induced nonlocal length scale ξ = 1 nm, the EM response be-
gins to probe the finite sizes and smeared electronic response
of the molecules, causing the heat transfer to saturate (in con-
trast to the diverging flux rate arising in the dipolar picture)
and the resulting power-law exponent to approach 0. Hence,
(3) seamlessly captures the transition between near-field radi-
ation and conduction.
In the case of two parallel carbyne wires above a gold plate,
the departures from dipolar and pairwise predictions are even
more stark. For most separations, as z decreases, the proxi-
mate surface severely attenuates the heat flux relative to vac-
uum (by over 4 orders of magnitude at z ∼ ξ) except at very
small values of d . ξ ≪ z where the nonlocal response of
the molecules begins to saturate their response. In the far
field d ≫ λT , as the molecules are much smaller than λT ,
the metal plate does not affect the heat transfer much, so the
power law attains the far field dipolar limit of -2. As d de-
creases further, if z ≫ λT , the power law reaches the near
field dipolar limit of -6, but if z < λT , the image dipoles
induced in the proximate surface lead to an effective triple-
dipole configuration with a power law of -9, akin to the so-
called Axilrod–Teller–Muto correction for dipolar vdW inter-
actions [30, 32, 69]. These power laws exhibit progressively
stronger deviations from either the dipolar limit of -6 or the
pairwise limit of -5 (obtained by summing the dipolar heat
transfer between pairs of atoms across these parallel linear
molecules) in the near field as d decreases further, due to the
confluence of various competing length scales, including z, d,
the wire lengths, ξ, and λT . If z > ξ, the heat transfer begins
to saturate for d . 10 nm due to charge smearing. The situa-
tion becomes more complicated when both d, z . ξ [70] due
to the interplay of object sizes and nonlocality, with the finite
and elongated one-dimensional geometry of the parallel wires
also playing a significant role. In this regime, the nonlocal re-
sponse of the wires begins to have an effect on their images in
the conducting surface, which are themselves affected by the
shapes of the molecules, leading to even more complicated
behavior and illustrating the need to treat both atomistic and
long-range many-body EM effects at these scales [71].
Concluding remarks.— We have demonstrated a meso-
scopic approach to computing nonequilibrium thermal emis-
sion and radiative heat transfer among molecules in the pres-
ence of planar metallic surfaces, accounting for molecular
nonlocal response as well as many-body and multiple scat-
tering effects to all orders. Our approach demonstrates sig-
nificant deviations in the emitted and transferred power from
commonly-used local/dipolar approximations, particularly in
the near-field and even at relatively large separations of
10 nm, where the modification to long-range EM interactions
due to the proximate surface as well as the nonlocal molec-
ular susceptibility both matter; moreover, it has the virtue
of being derived from ab-initio DFT methods, in contrast to
phenomenological treatments of nonlocal response [72–74]
which give heat transfer results that depend strongly on the
nonlocal material model and boundary conditions considered.
Our approach can be generalized to consider extended materi-
5als like graphene or organic crystals, which might enable ac-
curate computations of radiative contributions to bulk thermal
conductivity beyond the Fourier regime, as well as actively
studied experimental situations, includingmolecular materials
in the vicinity of heated atomic force microscopy tips which
have applications to molecular junctions [7, 8].
This work was supported by the National Science Foun-
dation under Grants No. DMR-1454836, DMR 1420541,
and DGE 1148900, and the Luxembourg National Research
within the FNR-CORE program (No. FNR-11360857). PSV
thanks Chinmay Khandekar, Weiliang Jin, Sean Molesky, and
Theerachai Chanyaswad for the helpful discussions.
APPENDIX
In what follows, we provide a compact derivation of (1) in
the main text. Heat emission or transfer arises from the radia-
tion of fluctuating polarization sources |P(0)〉 within all bod-
ies, described by Maxwell’s equations in integral form, |E〉 =
G0|P〉, |P〉 = |P(0)〉+
(
Venv +
∑Nmol
k=1 Vk
)
|E〉, in terms of
the vacuum, homogeneous Green’s function G0(ω,x,x
′) =(
∇⊗∇+ ω2c2 I
)
1
4π|x−x′|e
iω|x−x′|/c. Because we only con-
sider incident fields arising out of fluctuations within molec-
ular bodies, the macroscopic degrees of freedom Venv can be
traced out in favor of a modified EM response or Green’s func-
tion Genv = (G
−1
0 − Venv)−1 solving Maxwell’s equations,[
∇×∇×−ω
2
c2
(I+ Venv)
]
Genv =
ω2
c2
I (8)
leading to modified field equations, |E〉 = Genv|P〉 and
|P〉 = |P(0)〉 + Vmol|E〉, which depend only on the cumu-
lative molecular susceptibility Vmol =
∑Nmol
k=1 Vk and Genv.
This allows the net fields,
|E〉 = GenvTV−1mol|P(0)〉 (9)
|P〉 = TV−1mol|P(0)〉, (10)
to be expressed in terms of the scattering transition operator,
T
−1 = V−1mol −Genv, (11)
which describes EM scattering (to all orders) by the collection
of molecules in the presence of all bodies [43, 55].
At this point, we take the (spatially uncorrelated) sources
|P(0)〉 to originate from a given molecule m, and consider
energy transfer to molecule n, such that |P(0)〉 = Pm|P(0)m 〉,
where Pm projects onto the subspace of degrees of freedom
for molecule m. By Poynting’s theorem, the energy transfer
fromm to n is equal to the work done by the field,
Φ(m)n = −
1
2
Re (〈PnE|PnJ〉) , (12)
where |J〉 = −iω|P〉 and 〈A|B〉 = ´ d3x A⋆(x) · B(x).
Using the above formulas for the net EM and polarization
fields, and exploiting the Hermiticity and idempotence of pro-
jection operators under this inner product, allows rewriting
Φ
(m)
n =
ω
4i (〈E|PnP〉 − 〈PnP|E〉), which can be readily ex-
pressed in terms of the scattering operators as,
Φ(m)n = −
ω
2
〈P(0)m |PmV−1⋆molT⋆ asym(GenvPn)TV−1molPmP(0)m 〉
(13)
where we have exploited the symmetry (not Hermiticity) of
Vmol and T under the conjugated inner product. Here,
⋆ im-
plies complex conjugation, † implies conjugate transposition
(adjoint), Im(A) = A−A
⋆
2i , and asym(A) =
A−A†
2i .
Finally, we take the sources |P(0)m 〉 to arise from thermal
fluctuations. The fluctuation–dissipation theorem states that
for any polarizable body, thermal current fluctuations are re-
lated to the dissipative part of the susceptibility via [75],
〈|P(0)m 〉〈P(0)m |〉 =
1
piω
Im(Vm), (14)
where the dependence on the Planck function
Θ(ω, T ) = ~ω/
(
exp
(
~ω
kBT
)
− 1
)
(ignoring the zero-
point term) has been suppressed for now. Using the identity,
V
−1
molPm Im(Vm)PmV
−1⋆
mol = PmV
−1
m Im(Vm)V
−1⋆
m Pm =
Pm Im(V
−1⋆
m )Pm, it follows that the energy transfer can be
written as the trace expression given in (1) of the main text.
Note that a similar expression may be obtained for the energy
transfer between a molecule and a macroscopic body, the
evaluation of which requires application of more complicated
scattering techniques [18, 19], the subject of future work.
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