Introduction
Without question, advances in high-performance computing architectures have fueled the innovation and success of computationally expensive machine learning methods. New many-core architectures allow researchers to make full use of the large labeled datasets that are necessary to train effective models (i.e., solutions) for various learning problems. Modern machine learning tools backed by GPUs, clusters of traditional CPUs, and custom parallel hardware have enabled data-driven computer vision approaches in numerous domains, including healthcare [16] , autonomous vehicles [9] , human biometrics [34] , and many more [17] .
Despite these successes, selecting the correct model for particular data remains a difficult problem. Model performance is highly algorithm-specific, with different models producing wildly different results on the same dataset. However, model selection is not simply an algorithmic choice. Model searches must also account for hyperparameters: free parameters associated with a particular machine learning model that govern its ability to learn. These parameters are separate from the elementary parameters (i.e., weights) that are learned from the data, and are set before training takes place. Hyperparameters are often defined over nonlinear, non-convex spaces with many local minima, making optimization non-trivial. Choosing the best model for a particular learning task boils down to choosing the parametrized model that can accurately make predictions from new data. This is known as the hyperparameter optimization problem.
Steps have been made toward local [29, 35] and distributed [5, 11, 13, 38, 39, 40] hyperparameter search strategies. An example of the distributed hyperparameter optimization process is shown in Figure 1 . Curiously, though, current distributed strategies do not take advantage of potential systems-based optimizations. Existing solutions do not account for the hardware being used, instead enforcing (in the case of cloud-based platforms [13, 39] ) or assuming that all connected hardware is identical. A key problem that we and many other machine learning researchers have encountered is that available computing resources for distributed hyperparameter optimization are typically heterogeneous and often spread across different networks. This is the state of affairs for nearly all users outside of a handful of cloud-based providers, which have internal on-demand access to large homogeneous collections of fast hardware. In the former case, efficient hyperparameter searches must adjust the search strategy to make the best use of available hardware. Even in the latter case, though, for collections of homogeneous systems, decisions may be made about the level of parallelism to exploit during the search.
While adapting distributed hardware to a search is not possible, information about the search can be used to adapt Figure 1 . Example distributed hyperparameter optimization of U-Net [36] with different bypass connections for cell segmentation in images from electron microscopy [28] . During optimization, a set of bypass connections is selected, then the layers of the network are parametrized. The parametrized model is then sent to a remote worker for training and evaluation. This process is repeated many times, and the optimal parametrized model is returned. Existing distributed hyperparameter optimization frameworks assign models to the first available worker. SHADHO, by contrast, uses model structure and search performance to influence throughput by directing models to appropriate hardware.
it to the hardware. Hyperparameters are ubiquitous across different classes of machine learning algorithms, and each algorithm can have a different set of hyperparameters distributed over different numeric and categorical spaces. For example, a Support Vector Machine (SVM) has one to four numeric parameters depending on the kernel function used (i.e., linear, radial basis function, sigmoid, and polynomial). Turning to deep learning, convolutional neural networks (CNNs) require tuning a number of hyperparameters within each convolutional layer, meaning that the search must expand with the size of the network. Information about the structure of the search, such as the hyperparameter count of each model, can inform how optimization proceeds.
A number of hyperparameter search strategies have been proposed to solve this optimization problem, ranging from naive approaches like random search [3] , to more rigorous approaches like Bayesian optimization [6, 38] , gradient-based learning [33] , and bandit-based searches [31] . These strategies address the problem of choosing the next parametrization to test, but they operate under two major simplifying assumptions: 1) that hyperparameters have equal priority in the search, and 2) that hyperparameter search spaces are equally complex. In practice, neither of these assumptions are generally true.
One avenue for improving distributed hyperparameter optimization, then, is to account for the necessity and complexity of searching hyperparameter spaces to improve scheduling the search. Hyperparameter optimization is best represented as a bag of tasks (BoT) application, in which there are an effectively infinite number of tasks that must be mapped to a finite set of resources and no task is explicitly dependent upon another. Existing hyperparameter optimization software uses a naive first-come, first-serve (FCFS) approach to schedule hyperparameter evaluations. By incorporating information about the models and hyperparameters being searched, however, it is possible to schedule such that a greater proportion of searches are allocated to larger models with less certain performance.
In this paper, we present the Scalable HardwareAware Distributed Hyperparameter Optimization framework (SHADHO), a general-purpose hyperparameter optimization framework. For each model in the search, SHADHO approximates the complexity (aggregate size of the hyperparameter domains) and priority (variation in performance across different parametrizations). Models are ranked by these two heuristics, and high-complexity / highpriority models are assigned to more performant hardware. In this way, search throughput is increased across models with many hyperparameters and wider ranges of performance on the learning task, making SHADHO suitable for applications such as neural network architecture search. In summary, the contributions of this paper are as follows:
1. Two heuristics -complexity and priority -for ranking models in a model search / hyperparameter optimization process.
2. A description of the SHADHO framework.
3.
A demonstration of what the increased throughput heuristic-based scheduling with SHADHO can offer over FCFS schemes.
4. An application of SHADHO to CNN optimization for membrane detection in microscopic images.
Related Work
Hyperparameter Optimization. Hyperparameter optimization methods typically address the problem of how to choose the next hyperparameter value to search. Manual tuning and grid search [15] are popular methods because they are easy to implement, however they rely upon domain knowledge and will skip over many values in continuous domains. Bergstra and Bengio [3] argued to replace these practices with random search because it is just as easy to implement and does not require discretizing the search space. This scheme will more thoroughly search the hyperparameter spaces, however it has no mechanism for narrowing the scope of the search. Random search is the basis for Hyperopt [4, 5] , a widely-used open source hyperparameter optimization framework.
Guided approaches to hyperparameter optimization are also popular, notably genetic algorithms and Bayesian optimization strategies. Genetic algorithms [2, 19, 43] have historically been applied to hyperparameter optimization, however they are prohibitively expensive as the number of hyperparameters increases [6] . Sequential Model-based Bayesian Optimization [26] , Tree-Structured Parzen Estimators [6] , Gaussian process-based estimation [38] , and Sequential Model-based Algorithm Configuration [24] are popular Bayesian optimization strategies, implemented in a number of open source and proprietary frameworks [5, 11, 13, 29, 38, 39, 40] . These methods use previous hyperparameter values and their corresponding evaluations as priors for approximating viable hyperparameter values, and as such can become stuck in local minima.
Methods beyond genetic algorithms and Bayesian optimization have also been explored to exploit different selection criteria. MacLaurin et al. [33] introduced a method that learns gradients with respect to hyperparameter values, allowing for fine-grained hyperparameter optimization but requiring an expensive gradient calculation step. Domhan et al. [14] introduced a method for extrapolating learning curves using Markov-Chain Monte Carlo inference to predict parametrized model performance and update the hyperparameter selection method using the predicted performance. The Hyperband method introduced by Li et al. [31] performs grid search using a budgeted successive halving method that assigns a cost to each search. Ilievski et al. [25] propose using radial basis function surrogates and dynamic coordinate search to select candidate hyperparameter values. Like Bayesian optimization, these each narrow the viable domain of each hyperparameter under optimization by examining previously tested values and applying an operation to prune the domain. As with Bayesian optimization, these methods run the risk of falling into local minima.
Tuning a neural network architecture for a particular learning problem presents a different set of challenges to standard hyperparameter tuning, including selecting neural network layers and connections between layers. The optimal neural network architecture is typically determined by iteratively building up the network and observing performance on the dataset. Historically, this iterative procedure has been carried out by trial-and-error [18, 20] , in which one parameter from one layer is manually varied at a time. Several automated methods, including construction / pruning methods [23] , particle swarm optimization [21] , and genetic algorithms [2] select new layers based on observed performance. Zoph et al. [47, 48] developed a method that chooses optimal neural network models using reinforcement learning, however they report using several hundred GPUs to conduct this search in both published case studies. Neural networks are also being applied on a smaller scale for architecture selection [10, 12] , utilizing a network trained to generate candidate architectures for evaluation.
All of these hyperparameter optimization and architecture search methods were created to decide which hyperparameter values to search while assuming all models and hyperparameters are equal. The question of how to conduct a hyperparameter search given a set of possibly heterogeneous distributed resources, particularly in terms of directing models to appropriate hardware and focusing on models with uncertain performance, is new to this problem.
Dynamic Distributed Task Scheduling. A number of heuristic-based distributed scheduling algorithms exist for general-purpose task scheduling, with a focus on optimizing for task dependency graphs. The two algorithms (HEFT and CPOP) presented in [41] focus on providing solutions to scheduling tasks in a directed acyclic graph (DAG) structure to prioritize critical tasks which many other tasks rely upon. HEFT uses a task complexity heuristic to schedule dependent tasks similar to the heuristic we propose. In [8] , the authors built upon the HEFT algorithm presented in [41] to more explicitly consider the effect scheduling certain tasks before others will have on the performance of the DAG workflow. Biswas et al. [7] extended the HEFT algorithm with additional heuristics and a multi-queue scheduler to address the problem of scheduling across heterogeneous systems. Al Ebrahim and Ahmad [1] also extended HEFT to explicitly consider all dependencies and data transfer among a static set of tasks.
Existing heuristic scheduling solutions are not wellsuited for solving the problem of scheduling a model search or hyperparameter optimization process because they assume that the task space is modeled as a dependency graph. Hyperparameter optimization is best modeled as a BoT application: mapping an effectively infinite set of independent tasks to a finite set of resources. Heuristic scheduling for BoT typically involves monitoring resource utilization [46, 45] to minimize the cost of running the tasks, or else scaling hardware to the set of tasks in the case of elastic cloud services [37] . This work, by contrast, schedules based on properties of the tasks (i.e., model training sessions) themselves to match the available hardware, focusing on larger models with less certainty in their performance.
Heuristics for Hyperparameter Search
Fundamentally, hyperparameter optimization is the problem of selecting a model, M, and parametrizing it with a set of hyperparameters, λ, such that M(λ) learns a desired set of patterns from a dataset with minimal error. Each hyperparameter λ i ∈ λ is defined over a distinct discrete or continuous domain, s i ∈ s, and hyperparameters are searched by drawing a value from each domain and evaluating the performance of M(λ).
Optimizing hyperparameter search over a particular set of hardware is the problem of mapping models to hardware with resources proportionate to the need to search a given model. To measure "need," two pieces of information must be known: 1) the number of searches necessary to completely search M(λ), and 2) the fitness of M to the learning problem. Both of these values must be approximated in general because hyperparameters are often defined over continuous domains, and model performance may only be determined experimentally. We define these approximations as the search complexity and priority of each model.
Complexity
The complexity of a model is determined by the aggregate size of its viable hyperparameter domains. Hyperparameter domains are defined over both continuous and discrete spaces, so any heuristic must be an necessarily approximation of the size of the search. Moreover, a complexity heuristic should maintain the order of spaces based on their size. Thus, for any hyperparameter domain s i ∈ s, we define the search complexity C(s) as
where [a, b] is the closed interval containing 99% of the probability distribution governing s. C(s) enforces a strong ordering on spaces based on their size: continuous spaces are considered more complex to search than discrete spaces. Moreover, C(s) maintains the order of continuous spaces relative to continuous spaces and discrete spaces relative to discrete spaces. Model complexity is then approximated as
Complexity offers a static measure of the need to search a particular space, gearing a search toward models with a large number of hyperparameters defined over a wide variety of spaces. Note that complexity is not necessarily an approximation of running time, rather it is a description of the size of the search spaces. In many cases, particularly when searching neural network architectures, there is a correspondence between hyperparameter count and running time, however this relationship does not generally hold.
Priority
To complement the static complexity heuristic, dynamic assessment of the need to search a model is also necessary. The priority heuristic accounts for model performance across different parametrizations, estimating the fitness of a model to learn from the data as a function of variation in performance.
Priority is calculated using the method described by Bergstra and Bengio [3] for approximating hyperparameter importance to a model's performance on a dataset. For a given model, a Gaussian process with RBF kernel is fit to a dataset consisting of the tested hyperparameter values and their resulting loss values. The learned length scale l of the RBF kernel that maximizes the log marginal likelihood is extracted after fitting as an approximation of the sensitivity of the RBF kernel to changes in the hyperparameter values. This process is repeated 50 times to obtain a sample of length scales, L, and the priority is approximated as
In essence, P (L) approximates the covariance between parametrizations and their resulting performance to give an estimate of the intrinsic fitness of a model for the learning task. Models with high parameterization covariance (low P (L)) are less pressing to search because their fitness is known; those with low covariance (high P (L)) have a wide range of observed performance and thus should be searched more thoroughly to determine their fitness. Note that a model with "consistent performance" will receive a low priority regardless of whether it performs well or poorly, as priority is a measure of variation.
Like complexity, models with a larger priority are preferred in the search because there is less certainty about their fitness to the learning task. This lack of certainty indicates that the hyperparameter spaces should be explored more thoroughly to better understand how the model performs under different parameterizations. Models with low priority should continue to be searched, given that the performance of the model over the entire hyperparameter domain cannot be known, however the number of searches allocated should be scaled back.
SHADHO Framework
To create a heuristic scheduler for hyperparameter optimization, we implemented complexity and priority in the SHADHO framework. SHADHO is an open-source Python package built on top of the scientific Python stack [27, 35] and the Work Queue framework [44] for hyperparameter generation and distributed task management, respectively. (1) and (2) include both children of A, while A is excluded entirely from trees (3) and (4). Additionally, each of the four trees contains only one child of B. In terms of hyperparameter search, A corresponds to an operation that is global across models, such as a preprocessing step, and B corresponds to disjoint models.
Defining Search Spaces
Prior to a search, models are defined as a tree with hyperparameter domains as the leaves. In this tree, individual models are demarcated by tagging subtrees as "exclusive" (only one path below may be followed at a time) or "optional" (the subtree is either included or excluded entirely). SHADHO splits this tree into a forest at runtime based on the exclusive and optional tags, with each tree in the forest corresponding to a single model, as shown in Figure 2 .
Search space definition semantics were created based on the best practices outlined by Bergstra et al. [4] . As a result, the API will be familiar to users of Hyperopt, a standard open-source distributed hyperparameter optimization framework. Examples of defining search spaces, including the usage of "exclusive" and "optional" flags, can be found in the SHADHO documentation (see supp. material).
Hardware Awareness with Compute Classes
To simplify hardware-aware scheduling, SHADHO groups connected workers based on common hardware resources. These compute classes can be grouped by GPU model, number of cores, memory size, and other arbitrary user-defined features. These are then ranked in order of performance to create a hierarchy by which models may be assigned to hardware.
Using Heuristics in SHADHO
SHADHO uses an implementation of the complexity and priority heuristics defined in Equations 1 and 2 to rank each tree (model) in the forest. The models are then ranked by their complexity and priority, with equal precedence given to both heuristics. The ranking is used to weight models such that higher-ranked models are scheduled more often and assigned to higher-performing hardware. Considering both heuristics as equal balances the search between emphasizing models with more potential parametrizations and those with greater performance variation across parametrizations.
While SHADHO uses both heuristics by default, one or both may be deactivated to accommodate the model search and available resources. For example, if a large model cannot feasibly run on one particular compute class, the search can use complexity only to ensure that the model is only trained and evaluated on nodes of that compute class. Similarly, exploratory studies with a large number of models may benefit from using priority only to direct the search based on model performance alone. For evaluation purposes, SHADHO may also operate in heuristic-free mode (SHADHO-FCFS), in which models are scheduled FCFS. SHADHO-FCFS is equivalent to other distributed hyperparameter optimization frameworks in that it makes no decisions about task scheduling.
Distributed Task Management
Distributed task management and execution in SHADHO are handled by the Work Queue execution engine [44] . Work Queue uses a master-worker scheme consisting of a centralized master and distributed worker processes. The master coordinates the workers that may be running on a variety of machines in clusters, clouds, or grids. Work Queue workers are persistent processes submitted to a batch job system that communicate with the master to request work. If tasks are available, the master dispatches them as shown in Figure 3 . The worker operates entirely within a sandboxed environment on its host system that includes cached versions of files used across tasks.
Workers and tasks support specifying hardware resource requirements. For the worker process, the resource requirements may consist of any or all of: cores, memory, disk, and GPUs. This ensures that the batch system managing the workers will only land each worker process on a machine with at least the minimum requested resources. A worker can also advertise an arbitrary feature to the master (i.e., the CPU model). For tasks, the resource specifications ensure the master only dispatches tasks to workers that can handle them. Task resource specification includes the same resources as the worker (cores, memory, disk, and GPUs), but it may also request any arbitrary feature. SHADHO uses Work Queue's hardware requirements specification to group workers into compute classes.
Experiments
To demonstrate the effectiveness of heuristic-based hardware assignment for hyperparameter search, we apply SHADHO to two computer vision problems: Support Vector Machine (SVM) optimization for handwritten character identification, and fully-convolutional neural network (FCNN) optimization for cell segmentation in electron microscopy images. SVM optimization allows us to quantify improvements in performance compared to software with FCFS scheduling. FCNN optimization demonstrates SHADHO's applicability to difficult learning problems.
SVM Optimization
Our first experiment, optimizing SVM for handwritten digit recognition using the MNIST dataset [30] , is a benchmark for determining the throughput of hyperparameter optimization software. While MNIST classification is a solved problem, it is a useful benchmark for demonstrating increases to throughput enabled by SHADHO because each individual sets of hyperparameters may be tested quickly, but performance and running times vary across SVM kernels. Figure 4 presents the four SVM kernels and the spaces searched for each of their hyperparameters. In this experiment, we used the scikit-learn [35] SVM implementation trained using one-vs-rest classification with one estimator per class (10 total) parallelized over the number of available cores on a worker. Tests were distributed over 150 workers: 50 4-core machines, 50 8-core machines, and 50 16-core machines. In this case, a 4-core worker was able to train 4 estimators in parallel, while a 16-core worker trained all 10 simultaneously.
We performed random search using SHADHO, SHADHO-FCFS, and Hyperopt [5] , a standard hyperparameter optimization package, and report the performance in terms of the number of hyperparameters tested per hour. To standardize each trial, SHADHO performed a search for one hour, assigning searches to workers based on their complexity and priority. The same set of parameters were then tested using SHADHO-FCFS and Hyperopt, both of which perform FCFS scheduling. [5] 252.42
The average throughput per trial over 48 trials is shown in Table 1 . On average, SHADHO achieved a 1.8× increase in throughput over Hyperopt and a 2× increase over SHADHO-FCFS, with all three using approximately the same workers in each trial. As shown in Figure 5 , the distribution of SHADHO's throughput across the 48 trials was much smaller than that of Hyperopt or SHADHO-FCFS, indicating that heuristic-based hardware-aware task scheduling leads to more consistent performance than FCFS scheduling. We attempted to mitigate the effects of distributing trials across a network with dynamic usage patterns by running the three methods back-to-back in each trial. In general, this led to similar worker connectivity patterns, however sharp drops in connectivity can be seen Figure 5 . The throughput in tasks completed per hour over all SVM optimization trials (left) and average connected workers over the first hour of each trial (right) for SHADHO (green), SHADHO-FCFS (blue), and Hyperopt [5] (red). SHADHO had the highest throughput on average, 1.8× that of Hyperopt and 2.0× that of SHADHO-FCFS. SHADHO also had the smallest throughput distribution, indicating that heuristic-based distribution leads to more stable performance. In most cases, the difference in average number of connected workers between SHADHO, SHADHO-FCFS and Hyperopt in a given trial is extremely small, indicating that the three methods were operating with approximately the same set of distributed workers in every case. Thus, the difference in throughput is attributable to heuristic-based task scheduling except in extreme cases of network load (e.g., trials 26, 29, 33, and 48).
in Figure 5 . In each of these cases, the limiting factor on throughput was network load -we intentionally ran these experiments in a production environment with other users.
It should be noted that both SHADHO-FCFS and Hyperopt were able to match the throughput of SHADHO during a small number of trials. This is not unexpected: a FCFS scheduling scheme, which is effectively random task scheduling, will on occasion achieve much higher throughput than average due to task order. This is not reliable, though, as is evident from the size of each distribution. Both of the FCFS-based methods have wide throughput distributions, indicating extremely unreliable performance. SHADHO, on the other hand, boasts a smaller throughput distribution and thus more consistent performance.
U-Net Optimization
In the neuroscientific domain, neuronal cell segmentation by membrane detection in electron microscopic (EM) images is a difficult problem. In general, EM data is noisy with staining and imaging artifacts obscuring features, and few annotated datasets exist to train a pixelwise classifier [22, 32] . We selected the EM dataset introduced by Kasthuri et al. [28] because it is one of the few with comprehensive ground-truth annotations created by a domain expert that is not of trivial size. We selected a 253 × 2048 × 2048 voxel subset of the data for training and evaluation. The goal of this experiment was to train a pixelwise classifier to correctly segment cells in the volume.
We used SHADHO to optimize U-Net [36] , a state-ofthe-art fully-convolutional neural network for microscopic image segmentation. In addition to a forward downsampling / upsampling path, U-Net includes bypass connections that feed the output of early convolutional layers on the downsampling path to the corresponding convolutional unit on the upsampling path. In this experiment, we conducted model search and hyperparameter optimization over a number of different U-Net models with varying bypass connections 1 . Table 2 lists the hyperparameter values searched, with all hyperparameters except learning rate randomly sampled for each convolutional layer. In all cases, models were trained to optimize cross entropy on augmented tiles from the first 80% of the dataset and evaluated on the last 20% of the dataset. The ground truth was inverted to emphasize cell membranes over cell interiors. Models were trained for 150 epochs with a batch size of 100 128 × 128-pixel images and early stopping for models with plateauing performance. models with different parametrizations using 16 NVIDIA Titan X Pascal, 50 NVIDIA Tesla K80, and 8 NVIDIA GTX 1080ti GPUs. We compared these against a standard U-Net model as described by Ronneberger et al. [36] trained using a cross entropy loss function and the Adam optimizer with a learning rate of 10 −4 . The published U-Net achieved a validation loss of 1.07 after training, and we discovered 515 models with a lower loss. An example of the difference in classification ability between one of our models and the published U-Net model is shown in Figure 6 . As can be seen, the U-Net model discovered by SHADHO increases the separability between cells in the image and incurred fewer merge errors and misclassifications than the standard U-Net model. Based on these results, we conclude that SHADHO was able to find higher-quality models than the hand-tuned published U-Net model.
Conclusions
Hyperparameter optimization is a crucial step in the machine learning process, and evaluating as many parametrizations as possible increases the chance of finding a highquality model. SHADHO increases the throughput of hyperparameter optimization by determining the complexity and priority of searching each model and adjusting the proportion of searches allocated to each by assigning models to appropriate hardware. In the case of SVM kernel optimization, SHADHO increased the throughput of model evaluations by a factor of 2.0 over FCFS distributed hyperparameter optimization. Moreover, when applied to U-Net for microscopic image segmentation, SHADHO discovered a large number of models with lower validation error than the standard U-Net, indicating that SHADHO can improve upon hand-tuned models.
The current implementation of SHADHO only makes use of a random hyperparameter search strategy. Recent studies have introduced promising search strategies involving Bayesian optimization and bandit-based search, and future versions of SHADHO will incorporate these and forthcoming developments. Additionally, the problem of automated neural network architecture construction has been broached in recent deep learning work [42, 47] . One of the prime benefits of SHADHO is the ability to dynamically reallocate work to appropriate hardware. Neural network architecture search involves testing networks of varying complexities and running times, making SHADHO a suitable framework for exploring and scaling their architectures.
The ability to effectively allocate hyperparameters to hardware is central to SHADHO's operation. We will continue to explore other methods for approximating complexity and priority, including methods for understanding running time across heterogeneous hardware (complexity) and comparative performance metrics between models and search spaces (priority). SHADHO will allow us to explore these methods at a massive scale and advance both machine learning and distributed computing.
