Abstract. There is much attention given to emerging technologies like mobile internet because of its increasing popularity. Much research has concentrated on hardware and some have focused on personalisation in terms of content visualisation. The focus of this paper is on mobile content personalisation, seeking to understand the user groups through clustering users based on their profile. This paper focuses on the implementation of a technique known as 'Zoning-Centroid', which is the evaluation technique used to determine the appropriate number of clusters required to best cluster the given users profile. The user profile used in this paper includes mobile content usage and their demographic factors. The clustering algorithm used in this paper is k-means clustering. The results show that the proposed technique could suggest appropriate number of clusters to be used with the k-values, in order to implement for mobile entertainment content personalisation.
Introduction
Mobile devices have improved substantially over the past few years with many added features and attributes such as internet access. Besides provide communications and mobile services, it also allows users to access a wide range of information based on personal need or context. Relatively some improvements have been performed to enhance the delivering of the mobile internet content, an area of increasing importance [21] . However, there are still problems relating to information overload and the users' behaviour on their desire contents. This creates a challenge for researchers in the domain of identifying the user's segment, and the definition of these groups according to different demographic factors and user information rankings.
In this paper, we investigate and analyse mobile internet user using clustering analysis. The technique realised in this paper could be applied in the entertainment computing domain by assisting users when accessing mobile entertainment content. The feature selection for the number of clusters and content items for each cluster is implemented for clustering with the zoning of Centroid to examine the cluster of mobile internet content user.
Background

Mobile Content Personalisation
Personalisation was defined as mechanisms to allow a user to adapt or produce a service to fit user's particular needs, and that after all subsequent services rendering by this service towards the user is tuned accordingly [14] . Mobile personalisation research has focused on how to facilitate the use of mobile internet. Application such as tourist guide, news update or classified information and services [7] , [8] have been developed. Adaptive content which can be adjusted when the usage changed according to the context becomes important issues. It includes some researches that also looking into entertainment content and mobile games by catering different game genres for different group of users [10] , [11] .
Intelligent systems with machine learning and data mining play a vital role for personalisation system such as finding customer's needs [1] . Wu et al. [6] have shown that some commonly used algorithms in data mining are k-means, and SVM. Wu et al. also described k-means as a simple iterative clustering method. This is also a simple algorithm with the adaptation ability for different applications [2] . The clustering component in [16, 17] also show the mobile user clustering using demographic factors and information ranking to filter the cluster could enhance the system.
Mobile User Clustering
The research on mobile internet user can be observed from [24] . Yamakami [24] used Aging Analysis model to identify mobile internet user behavior. This model used statistical techniques to divide the users into four groups based on amount of access time. This research focused only on the frequency of the user using the mobile internet. In 2006, Okazaki [3] has includes attitudinal and demographic information for cluster analysis. It automatically determined the number of clusters which is four clusters based on Baysian Inference Criterion (BIC) techniques and TwoStep algorithm. Furthermore, [22, 23] develop a formula to identify the appropriate number of clusters using a method known as 2, 3 and 4 cluster. These researches implemented k-means clustering technique to know how long they spent their time in each time zone (Always on, Morning, Daytime and Night). In another research [4] , they used factors analysis related to call usage, payment behavior and additional service usage clustered by k-means and Association Rule.
K-means and determining number of clusters. K-means has been introduced by Tou and Gonzalez since 1974 [12] . K-mean can handle large data and is computational efficient with its simple implementation when compared to other techniques like hierarchical clustering [13] , [24] and implemented in various areas [9] , [19] such as image processing or information retrieval. Nevertheless, identifying the optimal number of cluster seems to be a problem. There are some research in identifying the number of cluster such as 'Gap Statistic' [5] which focused on wellseparated cluster and uniform distribution dataset. In 2009, Muhr and Granitzer [15] proposed automatic cluster number selection by applying x-means with split and merge clustering method. They measure cluster validity with BIC and F-Score. This technique is also appropriate with known class or labeled data. Another cluster number determination technique is 'L method' [20] . However, this method did not work well with global evaluation metrics and it is unable to work with less number of clusters like 1 or 2 clusters.
Labelled clustering data. F-Score has been used in [15] to measure the quality of cluster. However, to measure the cluster analysis, prior information of the cluster is necessary. This problem is similar to Random Index (RI). Although there is research performed in using fuzzy C-means clustering with 'Induced Entropy' to evaluate the cluster, it also needs testing data for known classes such as visited and recommended web pages [18] .
Cluster evaluation. Ray and Turi [19] proposed the method to evaluate the clustering techniques using k-means. It is validity ratio which is defines as
The concept of this measurement is minimizing the sum of squared distance for intra-cluster and maximizing inter-cluster value. If the validity value is small, it can be implied that the cluster is compact compared with other k-values.
From the above, it can be observed that most of the researches have focused on the clustering in terms of mobile internet user behavior such as adoption or experience in mobile internet. Although, there were researches mentioned about number of cluster and clustering techniques, there are not used in clustering of mobile entertainment content users. In addition, with the limited computational resource user needs to get the response,. a simple algorithm should be considered for mobile computing. Kmeans and its acceptable k-values which are suitable for unlabelled mobile content user clusters will be carried out for this paper. This method helps to select the appropriate number of clusters with efficient computation.
Proposed Method and Experiment
The data source used for the experiment was obtained from the published research on the mobile internet content users in Bangkok [25] . This set of data consists of the user's content preference such as multimedia, news or information services on mobile internet. 300 randomly selected records were used as training data for clustering. There are several factors and attributes in the dataset. In this research, we have selected the key demographic factors of gender, age, income and occupation to find potential groups or clusters. These attributes were chosen in acquiring the requisite data from the mobile internet users as well as the ease of classification for further analysis.
The cluster analysis is performed using the k-means cluster technique. K-means clustering technique was selected as it provides a simple algorithm that can be used to determine cluster sizes. This allows the implementation of a clustering model at the server of the content provider in order to know the customers' characteristic and provide appropriate content to each cluster based on the cluster characteristic.
The aim of the experiment is to analyse the group based on demographic factors. The analysis should generate the appropriate number of clusters for mobile content users, leading to the identification of contents which these clusters of users will be accessing. The experiments are conducted with k-means where k=4,5,6,7 and 8 consecutively.
Zoning-Centroid. The evaluation method called 'Zoning-Centroid' is proposed in this paper. The distance from the centre of each cluster should be used to determine the cluster's members in each cluster, and to ensure that they are appropriately distributed.
'Zoning-Centroid' will use the distance between centre of cluster and data to calculate the zone that this data is sought. It measures how far from the centre of this data. The zone will be divided into 5 zones. Each zone is computed from ZoneDistance which is derived from the difference between the maximum distance in the cluster and the minimum distance in the cluster
where, n=zone number of cluster i and k = k-values; 1 ≤ n ≤5; 1 ≤ i ≤5; 4 ≤ k ≤ 8 Then, the 'Zone-Limit' will be calculated from Zone-Distance as following
where, n = zone number of cluster i and k = k-values; MinDistance = n-1 for n=1. After that, the distance of each data will be assigned to each zone according to its limits. For example, if cluster 1 and zone 1 limit is 0.924737, the data with distance below this limit will be in zone 1. In contrast, if the distance is over that limit, the data will be assigned to the subsequent zone. Figure 1 shows the concept of zoning.
We will measure the amount of cases that will fall in each zone and count the number and percentage of each zone to determine the data distribution based on 'Zoning-Centroid'. This evaluation method will be applied in k-means between k=4 and k=8 for mobile content usage. Fig. 1 . The 'Zoning-Centriod' diagram shows the data coverage for each zone The 'Zoning-Centroid' separates each zone using exponential distance from the centre of each cluster. The main concept is based on proximity between data and centre. The first zone consumes 50% distance from the minimum to half of the maximum distance. This is because good quality cluster should contain data close to its centre as much as possible. Therefore, the first zone covers area larger than the next zone. In contrast, if the zone division implements linear zoning, the distance in each zone would be separated to be far from each other equally. As a result, the data will difficult to be separated as most data will appear to be near to its centre.
Experiment Results
Analysis of Cluster with k-values
The characteristics of each cluster based on demographic factors and content usage are analysed and concluded by using difference k-values as follows; k=4. The results show that gender and age do not have any effect on clustering except cluster 4. It shows unique characteristics are teenager, low income and studying. For income and occupation, they are different in 3 clusters, therefore they are unable to be determined precisely.
k=5. At this k-value, demographic factors, income, started to show some significance and separated more precisely. In addition, age has clearer influenced on the cluster than the previous k-value. The 'teenager' is still the dominating attribute in clustering while there is no effect to clustering with gender. k=6. The cluster of 'teenager' is maintained and gender still has no effect towards clustering. Age and occupation seem to be clearer. There are different ages in each cluster such as more than 18 years old, more than 36 years old or between 19-35 years old. In addition, income begins to be separated into less income and above average income.
k=7. There is one cluster that has the proportion equal to 5% appeared in cluster 6 and age begin to influence to clustering. Then, income is also clustered more precisely in cluster 1 and 2 by less income and more income groups. Occupation shows the groups which are free-time and employed with low income in cluster 3 and 4. It is similar to other k-values that 'teenager' cluster is separated clearly compared to other clusters. k=8. We stop at this k value by setting up cut off point when the small cluster which proportion less than 5% appeared. The teenager group together with gender has effect in cluster 1 and 8 by division between male and female with combination of age. Furthermore, occupation also determines the group characteristic by presenting employed or having more free time. In cluster 3,4,7 which there is age between 19-35 years old, show different among cluster by occupation and income.
Number of Cluster Using 'Zoning Centroid'
As can be seen from the table 1, the cases in Zoning-Centroid for each cluster (CZCC), as expected, the percentage of cases that fall in Zone 1 is the highest percentage in each k-value. The cumulative percentage of cases between Zone 4 and Zone 5 is around 5-8%. It can be implied that 92-95% of data approximately has not fallen over to zone 3 for every k-value. In addition, it shows the highest percentage in Zone 1 followed by Zone 2 and Zone 3 which means the data for k=5 is disseminated appropriately especially in the first 2 zones. The percentage and trends of each kvalues and CZCC each zone are shown in Figure 2 .
To consider the cumulative of dissemination of data compared to percentile of distance from the centre of the cluster to its limit, we sum data from Zone 1 to Zone 4 which are 93.75% of the percentile of distance. This shows that the data distribution is at around 94-96%. The highest is at k=4 and it decreases slightly when k-values is increased. However, the percentage rises again when k=8. When compared with cumulative 3 zones, the result still presents trends similar to 4 zones.
K=5 shows the cumulative percentage from Zone 1 to Zone 2 at approximately 94% which is significantly higher than the other k-values. The percentage comparison can be seen from the table 2.
According to CZCC, it seems that k=5 shows the most significant results compared to other k-values based on Zoning-Centroid consideration with less cumulative zones (2 zones). This can be implemented to choose the appropriate number of cluster for mobile content usage. 
Cluster Evaluation
To evaluate the quality of cluster, the method to measure the number of cluster is used and the results are shown in table 3. We use TwoStep clustering techniques to compare the results of the number of clusters. This method was used in Okazaki's research for determining the number of clusters and mobile inter adopter cluster solution [3] . However, the TwoStep algorithm with BIC (Bayesian Information Criterion) and ratio of distance measure showed that the number of auto-clustering for this mobile content usage dataset is just 2 clusters. As a result, we will ignore this measurement because the results for the clustering are unable to implement in the further stage such as customer's pattern of content usage. It is too small a number of clusters. Our method can show most numbers of cluster compared reasonably to autoclustering with TwoStep. The quality of clusters is then measured. As in this case, we are using unlabelled data, we will use the fundamental concept of clustering to measure the quality. The concept is based on the measurement of the minimum distance within cluster and the maximum distance between clusters. Therefore, the validity metric from Ray and Turi [19] is used. The results are presented as following: According to the validity metric, the intra cluster value is calculated from the sum squared of distance in the cluster while the inter cluster value is selected from the minimum value of distances between cluster centers which it is desired to be maximized. The validity can imply that if the value is small, it means the cluster quality is good. From the results, it implies that for this mobile content clustering problem, the appropriate number of clusters should be 5 because its validity is the smallest compared to other k-values clustering. To consider the concept of 'Zoning-Centroid', it can be seen from the Table 4 that this method can reduce the number of data or cases to be calculated for finding the number of clusters and at the same time ensuring the quality of cluster by at least 5.6667%. It also decreased the percentile of distance to consider to 75% from the cluster's centre.
Discussions and Conclusions
This research not only recommends the optimum number of clusters for mobile internet content user groups but also provides the techniques to cluster through the use of k-means and subsequent evaluation with 'Zoning-Centroid'. This clustering is based on demographic factors with the data provided by the users allowing both the cluster analysis to be processed easily. The 'Zoning-Centroid' can assist in determining the appropriate k-values for the number of clusters, allowing the content providers to focus on individual clusters and deliver the right content to the right group at the right time.
The results of the research potentially increase business value by determining the optimal number of clusters to be grouped for mobile content personalisation. The appropriate number of clusters is determined by the combination of a clustering technique with fundamental demographic factors.
The k-means is a simple algorithm, and therefore suitable to be used for the mobile content personalisation. The model can be built at the content provider's server and predict the user's group from incoming user's profile faster. When the content provider knows the user's characteristics, it would be easier to provide appropriate content to them quickly.
