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Résumé
Le nombre croissant de personnes âgées dans le monde exige de relever de nouveaux déﬁs
sociétaux, notamment en termes de services d’aide et de soins de santé. Avec les récents progrès
technologiques, la robotique apparaît comme une solution prometteuse pour développer des sys-
tèmes visant à faciliter et améliorer les conditions de vie de cette population. Cette thèse vise la
proposition et la validation d’une approche de commande robuste et référencée intention d’une
orthèse active, destinée à assister des mouvements de ﬂexion/extension du genou pour des per-
sonnes souﬀrant de pathologies de cette articulation. La commande par modes glissants d’ordre
2 que nous proposons permet de prendre en compte les non-linéarités ainsi que les incertitudes
paramétriques résultant de la dynamique du système équivalent orthèse-membre inférieur. Elle
permet également de garantir d’une part, un bon suivi de la trajectoire désirée imposée par le
thérapeute ou par le sujet lui-même, et d’autre part, une bonne robustesse vis-à-vis des perturba-
tions externes pouvant se produire lors des mouvements de ﬂexion/extension. Dans cette thèse,
nous proposons également un modèle neuronal de type Perceptron Multi-Couches pour l’esti-
mation de l’intention du sujet à partir de la mesure des signaux EMG caractérisant les activités
musculaires volontaires du groupe musculaire quadriceps. Cette approche permet de s’aﬀranchir
d’un modèle d’activation et de contraction musculaire complexe. L’ensemble des travaux a été
validé expérimentalement avec la participation volontaire de plusieurs sujets valides.
Mots clés : robotique d’assistance, orthèse active, exosquelette, commande robuste, esti-
mation d’intention.
Abstract
The increasing number of elderly in the world reveals today new societal challenges, particu-
larly in terms of healthcare and assistance services. With recent advances in technology, robotics
appears as a promising solution to develop systems that improve the living conditions of this
aging population. This thesis aims at proposing and validating an approach for robust control
of an active orthosis, based on the subject intention. This orthosis is designed to assist ﬂexion/
extension movements of the knee for people suﬀering from knee joint deﬁciencies. The proposed
second order sliding mode control allows to take into account the nonlinearities and parametric
uncertainties resulting from the dynamics of the equivalent lower limb-orthosis system. It also
ensures on one hand, a good tracking performance of the desired trajectory imposed by the
therapist or the subject itself, and on the second hand, a satisfactory robustness with respect
to external disturbances that may occur during ﬂexion and extension of the knee joint. In this
thesis, a neural model based on Multi-Layer Perceptron is used to estimate the subject’s inten-
tion from the measurement of the EMG signals characterizing the voluntary activities of the
quadriceps muscle group. This approach overcomes the complex modeling of the muscular acti-
vation and contraction dynamics. All the proposed approaches in this thesis have been validated
experimentally with the voluntary participation of several healthy subjects.
Keywords : Rehabilitation robotics, active orthosis, exoskeleton, robust control, intention
estimation.
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Chapitre I
Introduction générale
Le nombre croissant de personnes âgées dans le monde exige de relever de nouveaux dé-
ﬁs sociétaux, notamment en termes de services d’aide et de soins de santé. Cette population
vieillissante nécessite dans le très nombreux cas une assistance au quotidien pour l’accomplisse-
ment d’activités physiques comme : se lever, s’asseoir, marcher, monter des escaliers, etc. Avec
les récents progrès technologiques, la robotique apparaît comme une solution prometteuse pour
développer des systèmes visant à faciliter et améliorer les conditions de vie de cette population.
Le développement de systèmes robotiques portables tels que les exosquelettes constitue actuel-
lement un challenge important qui fait l’objet de nombreuses recherches à travers le monde.
Outre l’assistance physique pour augmenter des capacités motrices des personnes âgées, ces sys-
tèmes constituent également des outils bien adaptés pour la rééducation fonctionnelle en cas de
déﬁcience physique.
Cette thèse a pour cadre le projet EICOSI (Exosquelette Intelligent Communicant Sensible
à l’Intention) mené au sein de l’équipe SIRIUS (Systèmes Intelligents, RobotIqUe Ambiante et
de Service) du laboratoire LISSI. Ce projet, soutenu par le réseau de compétences en géron-
technologies de l’Institut de la Longévité de l’Hôpital Charles Foix et la Région Ile de France,
vise à développer à terme un Exosquelette Intelligent Communicant Sensible à l’Intention. La
première étape du projet a conduit au développement d’une orthèse active destinée à assister
des mouvements de ﬂexion/extension de l’articulation du genou pour des personnes souﬀrant
par exemple de gonarthrose ou de déﬁcience ligamentaire du genou. Cette orthèse peut égale-
ment être utilisée pour le renforcement musculaire des quadriceps. Dans cette étude, seules les
mouvements de ﬂexion/extension sont considérées puisqu’ils sont à la base de n’importe quelle
activité comme se lever, s’asseoir, marcher, monter des escaliers, etc.
Le premier volet de cette thèse concerne la proposition d’une approche de commande ro-
buste et référencée intention de l’orthèse active. La commande par modes glissants d’ordre 2
que nous proposons permet de prendre en compte les non-linéarités ainsi que les incertitudes
paramétriques résultant de la dynamique du système équivalent orthèse-membre inférieur. Cette
approche permet de garantir d’une part, un bon suivi de la trajectoire désirée imposée par le
médecin rééducateur ou par le sujet lui-même, et d’autre part, une bonne robustesse vis-à-vis
des perturbations externes lors des mouvements de ﬂexion/extension de l’articulation du ge-
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nou. Cette approche permet ainsi d’automatiser des tâches de rééducation en opérant à basses
fréquences et où les interactions humaines sont considérées comme des perturbations.
Le deuxième volet de ces travaux de thèse concerne l’estimation de l’intention du sujet por-
teur de l’orthèse. Ainsi, nous proposons un modèle neuronal de type Perceptron Multi-Couches
pour l’estimation de l’intention du sujet à partir de la mesure des signaux EMG liés aux activités
musculaires volontaires du groupe musculaire quadriceps. Cette approche permet de s’aﬀranchir
d’un modèle d’activation et de contraction musculaire complexe de type Modèle de Hill. En eﬀet,
plusieurs paramètres du modèle de Hill sont non mesurables et physiquement non identiﬁables
et sont estimés empiriquement, tandis que d’autres comme le signal d’activité musculaire, né-
cessitent une procédure de calibrage souvent longue et complexe. L’estimation de la position
articulaire à partir de la dynamique inverse et du modèle de Hill, peut s’avérer peu ﬁable en
raison des incertitudes paramétriques des modèles utilisés.
Enﬁn, l’ensemble de ces travaux a été validé expérimentalement avec la participation volon-
taire de plusieurs sujets valides. Toutes les précautions ont été prises pour d’une part, garantir
le bon déroulement des expérimentations et la sécurité des sujets, et d’autre part, protéger les
données privées de ces sujets en conformité avec la loi d’Helsinki.
Le mémoire de cette thèse est composé de cinq chapitres. Le présent chapitre constitue
une introduction générale qui précise le contexte de l’étude, les contributions de la thèse et
l’organisation du mémoire.
Le chapitre II est consacré à l’étude des systèmes robotiques pour la rééducation et l’assis-
tance au mouvement. Pour mieux comprendre les fonctionnalités des prototypes décrits dans la
littérature, nous donnons dans la première partie du chapitre un aperçu de l’anatomie du corps
humain et en particulier celle du membre inférieur. Dans la deuxième partie, nous présentons
quelques déﬁnitions et une classiﬁcation des prototypes d’exosquelettes/orthèses, puis analysons
les principaux travaux de recherche menés jusqu’à présent dans le domaine. Enﬁn, dans la der-
nière partie, nous nous focalisons plus particulièrement sur les systèmes conçus pour l’assistance
et la restauration des mouvements des membres inférieurs.
Dans le chapitre III, nous développons la modélisation dynamique et l’identiﬁcation para-
métrique du système équivalent membre inférieur/exosquelette. Cette étape est nécessaire pour
disposer d’un modèle de connaissances, et élaborer des lois de commande adaptées. Nous pré-
sentons tout d’abord le prototype d’orthèse active développé au laboratoire LISSI, puis nous
établissons les modèles dynamiques de l’orthèse et du membre inférieur d’un sujet humain por-
tant l’orthèse en considérant le mouvement de ﬂexion/extension du genou. Dans la dernière
partie du chapitre, nous donnons un aperçu sur les méthodes d’identiﬁcation qui existent dans
la littérature puis nous procédons à l’identiﬁcation des paramètres de l’orthèse et du membre
inférieur.
Le chapitre IV est consacré à la commande robuste du système membre inférieur-orthèse et
à l’estimation de l’intention du sujet. Dans la première partie, nous présentons les concepts de
base de la commande par modes glissants et les algorithmes traditionnellement utilisés dans la loi
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de commande discontinue. Dans la deuxième partie du chapitre, nous procédons à la synthèse
de la loi de commande par modes glissants d’ordre deux pour la commande du système et
démontrons sa stabilité au sens de Lyapunov. Enﬁn, dans la dernière partie, nous proposons un
modèle neuronal pour l’estimation de l’intention du sujet à partir de la mesure des signaux EMG
caractérisant les activités musculaires volontaires développées au niveau du groupe musculaire
quadriceps.
Le chapitre V décrit la mise en oeuvre et l’évaluation expérimentale de l’approche de com-
mande de l’orthèse proposée dans le chapitre IV. Dans la première partie, nous étudions les
performances des contrôleurs par modes glissants, à partir de tests eﬀectués sur diﬀérents su-
jets valides. Les performances sont étudiées et comparées selon plusieurs critères : précision de
poursuite de trajectoire, robustesse vis-à-vis des incertitudes paramétriques et des perturba-
tions externes. Dans la deuxième partie du chapitre, nous étudions les performances du modèle
neuronal pour l’estimation de l’intention du sujet. Des tests de validation impliquant plusieurs
sujets et des tests de robustesse vis-à-vis de perturbations externes et de co-contractions des
muscles antagonistes, sont présentés et analysés. Enﬁn, dans la dernière partie, nous présentons
les résultats relatifs à la commande référencée intention de l’orthèse en utilisant l’algorithme de
commande du Super-Twisting.
Dans la conclusion générale du manuscrit, nous dressons un bilan des contributions et des
perspectives de recherche découlant de ces travaux de thèse.

Chapitre II
Systèmes robotiques pour la
rééducation et l’assistance au
mouvement
II.1 Introduction
Le nombre croissant de personnes âgées dans le monde exige de relever de nouveaux déﬁs
sociétaux, notamment en termes de services d’aide et de soins de santé. Une étude récente prédit
qu’en 2050 un habitant sur trois sera âgé de 60 ans ou plus contre un sur cinq actuellement [170].
Cette population vieillissante nécessite dans le très nombreux cas une assistance au quotidien
pour l’accomplissement d’activités physiques comme : se lever, s’asseoir, marcher, monter des
escaliers, etc. Avec les récents progrès technologiques, la robotique apparaît comme une solution
prometteuse pour développer des systèmes visant à faciliter et améliorer les conditions de vie
de cette population. Le développement de systèmes robotiques portables tels que les exosque-
lettes constitue actuellement un challenge important qui fait l’objet de nombreuses recherches
à travers le monde. Outre l’assistance physique pour augmenter des capacités motrices des per-
sonnes âgées, ces systèmes constituent également des outils bien adaptés pour la rééducation
fonctionnelle en cas de déﬁcience physique.
Pour aider à mieux comprendre les fonctionnalités des prototypes décrits dans la littérature,
nous donnons dans la première partie de ce chapitre un aperçu de l’anatomie du corps humain
et en particulier celle du membre inférieur. Dans la deuxième partie, nous présentons quelques
déﬁnitions et une classiﬁcation des prototypes d’exosquelettes ou d’orthèses, puis analysons les
principaux travaux de recherche menés jusqu’à présent dans le domaine. Enﬁn, dans la dernière
partie, nous nous intéresserons plus particulièrement aux systèmes conçus pour l’assistance et
la restauration des mouvements des membres inférieurs.
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II.2 Éléments d’anatomie
II.2.1 Squelette appendiculaire
Le squelette représente la charpente du corps humain. Il est composé de 206 os et de 360
articulations, repartis en deux parties : le squelette axial ou 80 os forment l’axe longitudinal (l’axe
de soutien du corps humain), et le squelette appendiculaire, qui comprend 126 os des membres et
des deux ceintures : ceinture scapulaire pour les membres supérieurs ; et ceinture pelvienne pour
les membres inférieurs (os du bassin). Un squelette est formé des éléments suivants [121, 197] :
– la ceinture scapulaire (pectorale), formée de deux os : la clavicule et la scapula ;
– les os des membres supérieurs, au nombre de trente et repartis sur le bras, l’avant-bras
et la main ;
– la ceinture pelvienne, formée des deux os de la hanche ;
– les os des membres inférieurs, comprenant les os des cuisses, des jambes et des pieds.
Le squelette appendiculaire permet d’assurer plusieurs fonctions telles que [187] :
1. Le soutien du corps humain à travers les points d’attaches des muscles et des tissus mous ;
2. La protection des organes internes contre les blessures (l’os du crâne pour l’encéphale, les
vertèbres pour la moelle épinière, la cage thoracique pour le coeur et les poumons, etc.) ;
3. Le mouvement du corps humain à travers la contraction/extension des muscles reliés aux
os.
II.2.2 Articulations et segments du membre inférieur
Le corps humain est constitué de segments poly-articulés où chaque articulation possède un
ou plusieurs degrés de liberté (ddl). Ces articulations assurent la mobilité du squelette et la
liaison entre les os. Elles peuvent être regroupées selon leur structure (ﬁbreuse, cartilagineuse
ou synoviale) ou selon leur fonction (immobile, semi-mobile ou mobile). Les articulations mo-
biles sont essentiellement situées dans les membres, tandis que les articulations semi-mobiles et
immobiles sont presque exclusives au squelette axial.
Comme le montre la ﬁgure II.1, une articulation synoviale est décrite en général à l’aide des
propriétés suivantes [119, 131] :
1. Les surfaces des os qui s’articulent sont recouvertes d’un cartilage articulaire ;
2. Les surfaces articulaires sont enfermées dans une capsule articulaire ;
3. La capsule articulaire entoure une cavité articulaire remplie de liquide synovial lubriﬁant ;
4. La capsule articulaire est habituellement renforcée par des ligaments.
Dans le plan sagittal, la partie inférieure du corps humain est une structure à 7 ddl répartis
comme suit : 3 ddl au niveau de la hanche, 1 ddl au niveau du genou et 3 ddl au niveau de la
cheville (ﬁgure II.3) [131]. La jambe est composée de 12 articulations (Fig.II.2).
Du point de vue squelettique, le fémur pour la cuisse, le tibia et le péroné pour la jambe et
l’ensemble tarsien pour le pied, représentent les principaux segments du membre inférieur [118].
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Figure II.1 : Structure générale d’une articulation synoviale [119].
Figure II.2 : Articulations et segments du membre inférieur.
Chaque segment du corps humain peut être associé à un repère permettant de le positionner
dans l’espace. Les mouvements du corps humain sont considérés selon trois plans de références
qui sont le plan sagittal, le plan frontal et le plan transversal. Chaque segment du corps humain
est caractérisé par deux points : le premier appelé proximal, représente la position du centre
articulaire du segment le plus proche du tronc ; le second appelé distal, représente quant à lui le
centre articulaire le plus éloigné du tronc.
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Figure II.3 : Articulations et plans de références du corps humain
[www.coloradospineinstitute.com].
II.2.3 Articulations du membre inférieur
Le membre inférieur humain est constitué de plusieurs segments permettant à un sujet de se
maintenir dans une position ou de se déplacer d’un endroit à un autre. Le membre inférieur est
composé principalement de trois parties : la cuisse, la jambe et le pied. Les mouvements relatifs
de ces segments sont basés sur les trois articulations suivantes :
1. L’articulation coxo-fémorale qui relie le membre supérieur à la hanche. Cette articu-
lation permet d’orienter la cuisse dans toutes les directions de l’espace ;
2. Le genou qui relit la cuisse à la jambe. Cette articulation est responsable de la ﬂexion/extension
du membre inférieur ;
3. La cheville qui relit la jambe au pied. Elle permet la dorsiﬂexion/ﬂexion du pied.
Au niveau de chaque articulation, les muscles squelettiques relient les segments entre eux.
Par le contrôle du Système Nerveux Central (SNC), ces muscles se contractent et se détendent
pour permettre à l’être humain de se maintenir en position d’équilibre (posture) ou de bouger
les parties responsables de sa motricité.
II.2.3.1 Articulation de la hanche
L’articulation coxo-fémorale est une articulation à 3 ddl. Elle permet d’orienter la cuisse
selon 3 axes dans l’espace. Selon le premier axe, appelé axe transversal et situé dans le plan
frontal, s’eﬀectuent les mouvements de ﬂexion/extension de la hanche. Selon le deuxième axe,
situé dans le plan sagittal et appelé axe antéro-postérieur, s’eﬀectuent les mouvements d’ad-
duction/abduction. Enﬁn, selon le troisième axe, situé dans le plan transversal et appelé axe
vertical, s’eﬀectuent les mouvements de rotations interne et externe du membre.
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La ﬁgure II.4-(a), illustre une personne en position debout. L’articulation de la hanche fait
un angle de 0◦ par rapport à la position verticale. La ﬂexion normale de la hanche correspond
à un angle de 90◦ (ﬁgure II.4-(b)) et peut atteindre 120◦ lorsque le genou est totalement ﬂéchi
(ﬁgure II.4-(c)). Notons que cette valeur peut augmenter de plus de 30◦ lorsque la personne
est en décubitus dorsal (la personne est à plat-dos) ou en décubitus ventral (la personne est à
plat-ventre).
Figure II.4 : Débattements limites de la hanche [35].
II.2.3.2 Articulation du genou
Le genou est l’articulation distale de la cuisse. Des travaux comme ceux dans [20, 24] dé-
crivent le genou comme une articulation à un ddl permettant la ﬂexion/extension de la jambe.
Cependant, un deuxième ddl peut être considéré (ﬁgure II.5). Il s’agit de la rotation autour de
l’axe longitudinal de la jambe, appelée aussi rotation interne-externe. Cette rotation peut être
eﬀectuée lorsque le genou est ﬂéchi [22].
Dans le plan sagittal, la ﬂexion du genou peut varier entre 0◦ (extension totale du genou)
et 135◦ (ﬂexion totale), comme le montre la ﬁgure II.6-(a) et la ﬁgure II.6-(b). La position 90◦
correspond à la position de repos du corps humain (ﬁgure II.6-(c)) [95].
II.2.3.3 Articulation de la cheville
La cheville qui est l’articulation distale de la jambe, permet l’orientation du pied. Ainsi, la
dorsiﬂexion/ﬂexion plantaire du pied, correspond à sa ﬂexion/extension. Elle s’eﬀectue autour
d’un axe situé dans le plan frontal et passant par les deux malléoles, et peut varier entre 30◦
et 50◦. L’adduction-abduction du pied qui s’eﬀectue autour de l’axe longitudinal de la jambe,
peut varier entre 35◦ et 45◦. Les mouvements de pronation-supination s’eﬀectuent quant à eux
autour de l’axe longitudinal du pied.
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Figure II.5 : Description des mouvements du genou [35].
Figure II.6 : Débattements limites du genou [35].
Figure II.7 : Débattements limites de la cheville [35].
La partie musculo-squelettique représente l’ensemble des muscles, os et articulations contri-
buant à un mouvement. Chaque segment est considéré comme rigide. Les mouvements de chaque
segment s’eﬀectuent à travers des tendons dont les points d’origines et d’insertions sont situés
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sur les parties osseuses du squelette. Un muscle est dit mono-articulaire lorsque tous ces points
d’origines/insertions se situent sur le même segment. Il est dit poly-articulaire lorsque les points
d’origines/insertions se situent sur plusieurs segments [95].
II.2.3.4 Le système nerveux
Le système nerveux permet le contrôle des activités du corps humain telles que : la motricité,
la circulation, la respiration, etc. Il est divisé structurellement en deux parties [129, 131] :
1. Le Système Nerveux Central (SNC) : composé principalement d’un encéphale et de
la moelle épinière, il permet de gérer les processus somatiques et autonomes, d’intégrer et
de coordonner les signaux nerveux. Le SNC a également en charge les fonctions mentales
telles que les pensées ou l’apprentissage ;
2. Le Système Nerveux Périphérique (SNP) : composé de nerfs et de ganglions reliant le
SNC aux organes, il garantit la conduction de l’inﬂux nerveux entre le SNC et la périphérie.
D’un point de vue fonctionnel, le système nerveux est structuré en deux parties :
1. Le Système Nerveux Somatique (SNS) : ce dernier est associé au contrôle volontaire
et à l’innervation sensitive et motrice (sauf les viscères, la musculature lisse et les glandes)
de toutes les parties du corps humain. Le système somatique sensitif est constitué de ﬁbres
eﬀérentes qui sont responsables de la contraction musculaire, et d’autres ﬁbres aﬀérentes
recevant des informations venant de l’extérieur. Ainsi, il permet la transmission des diﬀé-
rentes sensations dues au toucher, à la douleur, à la chaleur, et aussi de la position du corps
via les récepteurs sensoriels, tels que les capteurs proprioceptifs permettant de donner les
positions relatives des segments corporels (jambe, bras, etc.) ainsi que les sollicitations
articulaires auxquelles ces segments sont soumis ;
2. Le Système Nerveux Autonome ou Végétatif (SNA, SNV) : il est composé de
ﬁbres chargées de l’innervation du milieu intérieur, du muscle cardiaque et des glandes.
II.2.3.5 Contrôle de l’activité des muscles squelettiques par le système nerveux
Les ﬁbres musculaires squelettiques sont innervées par les ﬁbres motrices alpha ou moto-
neurones alpha. Chaque motoneurone innerve plusieurs ﬁbres musculaires qu’il active de façon
synchrone. La structure de base autour de laquelle s’articule la physiologie musculaire est l’unité
motrice. Une unité motrice comprend un motoneurone (neurone moteur) situé dans la moelle
épinière dont le prolongement chemine dans le nerf périphérique et l’ensemble des ﬁbres mus-
culaires que le motoneurone innerve. Chaque axone moteur est formé d’un certain nombre de
ramiﬁcations ; chacune innervant une seule ﬁbre musculaire à la fois. Ainsi, au niveau du muscle
biceps brachial, un motoneurone innerve en moyenne 100 ﬁbres musculaires qu’il active de façon
synchrone. Lors d’un mouvement, le contrôle de la force de contraction est lié au nombre d’unités
motrices excitées.
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Figure II.8 : Contrôle de l’activité du muscle squelettique par le système nerveux
[www.musclepedia.org].
II.2.4 Muscles du membre inférieur
Les muscles squelettiques permettent par leurs contractions/extensions de générer les mou-
vements souhaités par la personne. Ces mouvements sont déclenchés par le Système Nerveux
Périphérique (SNP), qui composé de nerfs et de neurones, permet d’assurer la transmission des
commandes du Système Nerveux Central (SNC) vers les diﬀérents organes moteurs [130]. Il existe
trois types de tissus musculaires : squelettique, cardiaque et lisse, qui diﬀèrent les uns des autres
par leur structure, leur composition, leur contraction ainsi que par leur rôle au sein du corps
humain. Les muscles squelettiques permettent les mouvements du corps et représentent, avec le
squelette, le système locomoteur (musculosquelettique). Les muscles cardiaques sont contrôlés
par le système nerveux autonome et ne sont pas soumis au contrôle de volonté. Les muscles
cardiaques se contractent et se relâchent en permanence (pour toute la vie), avec un rythme
élevé et de manière automatique. Les muscles lissent se contractent de manière involontaire et
permettent de faire circuler des substances dans le corps telles que le sang (le muscle lisse des
vaisseaux sanguins), l’air (le muscle lisse des bronches), la nourriture (le muscle lisse du tube
digestif), l’urine (le muscle lisse des reins), etc.
Le membre inférieur du corps humain est constitué de muscles jouant le rôle d’actionneurs
et de générateurs de mouvements. Ces muscles se contractent, changent de longueur et de to-
nicité en fonction des mouvements déclenchés par le SNC. La contraction d’un muscle produit
une force qui est transmise à travers les tendons aux points d’origines et d’insertions du muscle
générateur de cette force, qui par le biais d’un bras de levier, génère un couple moteur contri-
buant au mouvement de l’articulation contrôlée par ce muscle. Par ailleurs, la mobilité d’une
articulation nécessite la coordination d’un ou plusieurs groupes musculaires appelés muscles
agonistes/antagonistes. Un muscle agoniste est responsable du mouvement, tandis que le muscle
antagoniste s’oppose au mouvement et permet ainsi de maintenir une stabilité et une rigidité
articulaire (ﬁgure II.9).
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Figure II.9 : Muscle agoniste et muscle antagoniste intervenant dans le mouvement du membre
inférieur [35].
Chaque muscle du membre inférieur possède une ou plusieurs fonctions particulières dont
le but est le mouvement et/ou le maintien du corps humain en station debout. Les muscles du
membre inférieur, illustrés ﬁgure II.10, sont listés ci-dessous [www.medecine-et-sante.com] :
– Le psoas est un muscle important et particulier par son insertion supérieure au niveau
des faces latérales des cinq vertèbres lombaires, et son insertion inférieure sur le fémur au
niveau de la face postérieure du petit trochanter. Ses actions principales sont la ﬂexion de
la cuisse sur le bassin lors de la marche, la ﬂexion du bassin sur la cuisse, l’abduction de
la cuisse sur le bassin, et la rotation externe de la cuisse ;
– L’obturateur externe est innervé par le nerf obturateur, et a pour rôle de faire tourner
la cuisse vers l’extérieur ;
– Le tenseur du fascia lata permet de ﬂéchir le genou, et d’incliner le tronc sur le bassin ;
– Les 3 adducteurs de la cuisse permettent le mouvement de la cuisse vers l’intérieur du
corps ;
– Le quadriceps, appelé aussi quadriceps crural ou fémoral, est le muscle le plus volumineux
du corps humain. Il supporte la plupart du poids et permet à l’être humain de se déplacer. Il
est formé de deux muscles latéraux appelés vastes interne et externe, d’un muscle profond
appelé le crural (plaqué contre le fémur) et d’un muscle superﬁciel- antérieur appelé le
droit antérieur. Les vastes sont mono-articulaires et responsables de l’extension du genou ;
– Le droit interne permet la ﬂexion du genou ;
– Le couturier permet de mettre la jambe dans la position du couturier (la hanche ﬂéchie,
genou ﬂéchi et écarté) ;
– Le tibial antérieur sert à la ﬂexion dorsale du pied sur la jambe, à la supination du pied
et à l’adduction du pied par rapport à la jambe ;
– Les jumeaux interne et externe se terminent sur le calcanéum (talon) par l’intermé-
diaire d’un tendon très résistant, le tendon d’achille. Ces muscles participent à la ﬂexion
du genou ;
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– Le soléaire va du genou par des insertions sur le tibia et le péroné, jusqu’au tendon
d’achille. Il a un rôle majeur pour la marche, la course, et le saut.
Figure II.10 : Muscles du membre inférieur [96].
Le tableau II.1 résume l’ensemble des muscles agonistes et antagonistes responsables de la
ﬂexion/extension du genou [19].
Table II.1 : Liste des muscles agonsite (A) et antagoniste (An) du genou
Muscle ﬂexion extension rotation interne rotation externe
Gracile A An A An
Semi-membraneux A An A An
Semi-tendineux A An A An
Biceps fémoral A An An A
Sartorius A An A An
Poplité A An A An
Gastrocnémien A An
Quadriceps fémoral An A
Tenseur du fascia lata An A
Illio-psoas
II.2.5 Dynamique de la marche
II.2.5.1 Posture et locomotion
La marche résulte de l’excitation et de la coordination de nombreux muscles. La ﬁgure
II.11 représente la chronologie des événements se produisant au cours d’un cycle de marche
d’une personne saine. Le cycle de la marche (CM) est caractérisé par un point de départ qui
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correspond à l’instant où le pied entre en contact avec le sol et un point de ﬁn qui correspond
au prochain contact du même pied avec le sol.
Dans un cycle de marche normal et symétrique, on distingue pour chaque pied deux phases
principales : la phase d’appui lorsque le pied est posé au sol, et la phase de balancement
lorsque le pied n’est plus en contact avec le sol. La phase d’appui, où le pied est en contact avec le
sol, comprend trois sous-phases : l’acceptation du poids (premier double support), le mi-support
(simple support) et la poussée (deuxième double support). La phase d’appui est principalement
contrôlée par les muscles extenseurs des membres inférieurs. Quant à la phase d’oscillation, elle
correspond au déplacement du pied au-dessus du sol. Elle nécessite l’intervention majeure des
muscles ﬂéchisseurs des membres inférieurs. Notons que la longueur du pas de marche est égale
en moyenne à la moitiée de la taille du sujet. Sa cadence est comprise entre 100 et 129 pas/
minutes avec une vitesse v = l×f60 où l représente la longueur du pas et f la fréquence du cycle
de marche. La vitesse de la marche varie en général autour de 4.5 km/h [209, 142].
Figure II.11 : Analyse de la marche bipède humaine.
II.2.5.2 Cinématique de la cheville, du genou et de la hanche lors d’un cycle de
marche
Un enregistrement des positions articulaires des mouvements de la cheville, du genou et
de la hanche, pendant un cycle de marche, est représenté ﬁgure II.12. Notons que ces courbes
correspondent au cycle de marche d’une personne saine. Dans [7], un modèle mathématique de
la trajectoire de marche a été développé en utilisant les séries de Fourier. Ce modèle correspond
à une période de marche de 0.994s, avec une vitesse de marche d’environ 1.4m/s et pour un pas
de marche de 139cm. Il est donné comme suit :
θs(t) = a0 + a1 cos(wt) + b1 sin(wt) + a2 cos(2wt) + b2 sin(2wt) + a3 cos(3wt)
+ b3 sin(3wt) + a4 cos(4wt) + b4 sin(4wt) (II.1)
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où θs représente la position angulaire de chaque segment (cheville, genou ou hanche) et w =
6.3211rad/s représente la pulsation propre du mouvement.
Les coeﬃcients ai, i ∈ {0, 4} et bj , j ∈ {1, 4} sont donnés dans le tableau II.2.
Table II.2 : Paramètres de la série de Fourier.
cheville genou pied
a0 14.8800 25.3700 3.6140
a1 22.0000 -1.8730 0.4274
b1 3.1810 -17.2200 6.6330
a2 -1.1680 -12.1100 0.3072
b2 -1.9810 10.7000 -6.1140
a3 -0.9951 0.3950 -3.1060
b3 0.5826 3.9950 1.0880
a4 -0.0023 0.0211 1.6300
b4 0.2350 0.1302 -0.3764
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Figure II.12 : Positions articulaires de la cheville, du genou et de la hanche pendant un cycle
de marche [www.univie.ac.at].
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II.2.5.3 Force de réaction au sol
La force de réaction au sol possède trois composantes : la force appliquée selon l’axe Ox
(−→F rx) est appelée force antéro-postérieur, celle selon l’axe Oy est appelée force verticale(
−→
F ry)
et enﬁn celle selon l’axe Oz (−→F rz) est appelée force médio-latéral (ﬁgure II.13).
Figure II.13 : Force de réaction au sol.
II.3 Assistance et rééducation du membre inférieur
Dans ce paragraphe, nous présentons les principaux travaux portant sur les exosquelettes,
leurs historique ainsi que les verrous scientiﬁques et technologiques à lever. Les exosquelettes/orthèses
du membre inférieur sont détaillés dans la section I.5.
II.3.1 Déﬁnition d’un exosquelette
"Exo" est un mot grec qui signiﬁe "à extérieur". Dans la littérature, un exosquelette/orthèse
est déﬁni comme un dispositif mécanique destiné à assister physiquement un sujet humain pour
la réalisation de ses mouvements. Un exosquelette/orthèse doit s’adapter à la morphologie du
porteur, interagir en harmonie avec ses mouvements, et fournir les eﬀorts nécessaires le long
des membres auxquels il est attaché [89] [195]. Des exigences fonctionnelles sur les exosque-
lettes/orthèses sont souvent nécessaires : un exosquelette doit être confortable, transparent
(faible impédance et interface naturelle pour ne pas gêner les mouvements naturels du por-
teur), avoir une grande autonomie énergétique et pouvoir améliorer les performances humaines
comme sa vitesse, son endurance, etc.
En général, le terme exosquelette est utilisé pour décrire un dispositif qui permet l’augmen-
tation des performances humaines de son porteur supposé valide, tandis que le terme orthèse
active décrit un dispositif permettant l’augmentation des capacités ambulatoires d’une personne
souﬀrant d’une pathologie ou d’une déﬁcience physique [38].
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II.3.2 Constitution d’un exosquelette
Comme le montre la ﬁgure II.14, un exosquelette comprend typiquement plusieurs éléments :
1. La structure mécanique : Fabriquée en général à partir de matériaux légers, elle doit
être suﬃsamment solide pour soutenir le poids du corps du porteur ainsi que son propre
poids. Elle est constituée en général de plusieurs articulations correspondant à celles du
porteur ;
2. Les capteurs : Placés sur la structure mécanique ainsi que sur le porteur, ils permettent
d’assurer la meilleure fonction d’assistance possible. Les capteurs peuvent être de diﬀérents
types : manuels (une télécommande, un bras de commande, etc.), électriques (goniomètres,
accéléromètres, gyroscopes, semelles baropodométriques, capteurs d’eﬀort, etc.), bioélec-
triques (EMG, etc.), peuvent être une combinaison d’appareils comme une télécommande
et un détecteur de mouvement permettant au porteur de passer d’un mouvement de marche
à un mouvement d’ascension par exemple.
3. L’unité de contrôle : Elle eﬀectue l’acquisition et le traitement des informations déli-
vrées par les capteurs, et contrôle les actionneurs selon des lois de commande garantissant
l’eﬃcacité du mouvement d’assistance et la stabilité du système ;
4. Les actionneurs : Ils jouent le rôle de muscles et peuvent être de diﬀérents types :
électriques, hydrauliques, pneumatiques. Les actionneurs électriques sont les plus utilisés
pour des raisons d’embarquabilité énergétique ;
5. Les batteries : les batteries fournissent l’énergie nécessaire pour le fonctionnement de
l’exosquelette. Elles doivent être légères pour ne pas alourdir le système, garantir une
grande autonomie, et permettre un rechargement rapide. Diﬀérentes technologies de bat-
teries sont proposées sur le marché. Ces batteries diﬀèrent entre elles par le nombre de
cellules, leur disposition en série ou en parallèle, ainsi que par les matériaux utilisés. Par
exemple, une batterie en NiMH (Nickel Métal Hydrure) peut assurer une autonomie variant
entre 30 et 60 min d’utilisation intensive tandis qu’une batterie en Zinc-argent possède une
autonomie allant de 60 à 120 min d’utilisation intensive. Une nouvelle génération de batte-
ries en Lithium-air ou lithium-oxygène, actuellement en cours de développement, pourrait
à l’avenir augmenter considérablement l’autonomie des exosquelettes/orthèses.
II.3.3 Classiﬁcation des exosquelettes
Dans la littérature, trois architectures d’exosquelettes sont identiﬁées [222] :
1. Les exosquelettes à architecture anthropomorphique sont des dispositifs dont l’archi-
tecture est inspirée de l’architecture du corps humain. Cependant, le nombre et la physio-
logie des articulations humaines limitent la reproduction ﬁdèle des mouvements humains
par les actionneurs actuels ;
2. Les exosquelettes à architecture non-anthropomorphique ne suivent pas forcement
l’architecture des membres humains. Les points d’attache sont des points bien précis qui
correspondent naturellement aux extrémités du membre. Cependant, cette architecture
II.3 : Assistance et rééducation du membre inférieur 35
Figure II.14 : Architecture d’un exosquelette [77].
présente de nombreux inconvénients : augmentation du risque de collision avec le membre
portant l’exosquelette et/ou interférence avec son mouvement, risque que l’exosquelette
force les membres à adopter des conﬁgurations non confortables ;
3. Les exosquelettes à architecture pseudo-anthropomorphique sont des exosquelettes
qui suivent les mouvements des membres humains sans chercher à reproduire exactement
toutes leurs articulations. Pour ce faire, les points d’attache sont situés aux extrémités des
segments comme c’est par exemple le cas des exosquelettes de la jambe où ces points sont
situés au niveau de la hanche et du pied. Cette conﬁguration permet de réduire le risque
de collision entre l’exosquelette et son porteur.
II.3.4 Domaines d’applications
Les exosquelettes peuvent être conçus pour les membres supérieurs, inférieurs, ou pour l’en-
semble du corps humain. Ils peuvent être utilisés dans diﬀérents domaines d’applications (ﬁgure
II.15) :
1. Le domaine médical pour la rééducation neuro-motrice des membres supérieurs ou
inférieurs ;
2. L’assistance aux personnes dépendantes dans leurs activités physiques quotidiennes
comme se lever/s’asseoir, marcher, monter les escaliers, etc ;
3. Le domaine militaire pour l’augmentation de l’endurance physique des soldats, l’aide
pour soulever des charges lourdes, etc.
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(c) (a) (b)
Figure II.15 : (a) : Robot Crop [126], (b) : Exosquelette Rewalk [179], (c) : Exosquelette
BLEEX [98]
II.3.5 Orthèses/exosquelettes : état de l’art et verrous scientiﬁques et tech-
nologiques
L’un des premiers dispositifs ressemblant à un exosquelette, a été proposé par Yagn en 1890
[210]. Le mécanisme consistait en de longs ressorts, placés en parallèle sur chaque jambe, dans le
but d’augmenter la vitesse de marche et de saut d’obstacles du porteur (ﬁgure II.16-(a)). L’idée
était d’amortir à l’aide de ressorts la force due au contact du pied sur le sol. Cependant, ce
mécanisme n’a jamais été réalisé. La première orthèse conçue par Cobb, est apparue aux États
Unis en 1935 [30]. Le dispositif consistait en un appareil orthopédique eﬀectuant un mouvement
alternatif au niveau du genou (ﬁgure II.16-(b)). En eﬀet, une manivelle située au niveau de la
hanche, était utilisée pour remonter un ressort situé au niveau de l’articulation du genou. Ce
mécanisme avait pour objectif de forcer l’articulation du genou à suivre le mouvement imposé,
grâce à une came et un suiveur.
La première orthèse active, développée en 1942 [44], était équipée d’actionneurs linéaires
hydrauliques placés au niveau de la hanche et du genou (ﬁgure II.17-(a)). Cependant, son système
de commande était purement mécanique et permettait des mouvements bien précis au cours du
cycle de marche. En 1951, Murphy a conçu un autre système d’orthèse passive en ajoutant un
système ressort-charge permettant de verrouiller/déverrouiller le dispositif à diﬀérentes positions
(ﬁgure II.17-(b)) [146].
En 1965, le projet Hardiman (Human Augmentation Research Development Investigation)
a été la première tentative, menée par General Electric en collaboration avec des chercheurs
de l’université de Cornell, pour construire un exosquelette motorisé à 30 ddl. Grâce à l’emploi
d’actionneurs hydrauliques, cet exosquelette était destiné à ampliﬁer les capacités de tout le
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Figure II.16 : (a) : Exosquelette proposé par Yagn-1890 [210], (b) : Orthèse développée par
Cobb-1935 [30].
Figure II.17 : (a) : Exosquelette développé par Filippi en 1942 [44], (b) : Orthèse conçue par
Murphy en 1951 [146].
corps humain et permettre à son porteur de soulever des poids allant jusqu’à 680 kg [62, 145, 65].
Cependant, en plus de son poids (trois quarts de tonne), plusieurs autres problèmes techniques
ont été rencontrés tels que : le transport d’énergie, le contrôle et d’interaction homme/machine.
L’exosquelette n’a jamais été opérationnel dans sa totalité et seul un bras, permettant de soulever
des charges allant jusqu’à 340 kg, a été validé en 1966 [143].
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(c) (a) (b)
Figure II.18 : Projet Hardiman de General Electric. (a) : Version initiale de l’exosquelette,
(b) : Exosquelette Hardiman, (c) : Partie validée de l’exosquelette.
Entre 1960 et 1970, l’équipe du Professeur Vukobratovic de l’Institut Mihajlo Pupin à Bel-
grade a travaillé sur le développement d’un prototype d’orthèse passive pour mesurer la cinéma-
tique de la marche, puis s’est orienté rapidement vers le développement d’exosquelettes motorisés
[200, 87]. Le premier dispositif, appelé kinematic walker, utilisait un seul actionneur hydraulique
pour contrôler l’articulation du genou et, par transfert de mouvement, celle de la hanche. En
1970, un autre dispositif appelé partial active exoskeleton a été développé. Ce dernier utilise des
actionneurs pneumatiques permettant la ﬂexion/extension de la hanche, du genou et de la che-
ville ainsi que l’abduction/l’adduction de la hanche. Ce système rebaptisé complete exoskeleton
a été ensuite amélioré par l’ajout d’un attachement au niveau du torse (ﬁgure II.19). Le poids
total du système, sans le système de commande et la source d’énergie, était de 12 kg. Le système
a été évalué pour le suivi de trajectoires correspondant à des cycles de marche. Il est à noter
également l’utilisation de capteurs de force placés dans les semelles pour la mesure de la force
de réaction au sol [199].
Un autre exosquelette des membres inférieurs a été développé en 1968 à l’université du Wins-
consin [67, 174]. Le système, similaire à celui développé par l’équipe du professeur Vukobratovic,
était destiné à assister des personnes paraplégiques mais dont la partie supérieure du corps est
fonctionnelle.
Par ailleurs et dans le cadre d’applications militaires, S.J. Zaroodny du laboratoire de re-
cherche en balistique de l’armée des Etats-Unis a publié en 1963 un rapport technique sur le
projet d’exosquelette Bumpusher démarré en 1951 [216]. Cet exosquelette avait été conçu dans
le but d’aider les soldats à augmenter leurs capacités à soulever des charges lourdes. Cepen-
dant, des problèmes opérationnels liés au transport d’énergie, à la commande et à l’interaction
homme/machine étaient considérés à l’époque comme des verrous diﬃciles à lever. Un autre
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Figure II.19 : Exosquelette développé par l’équipe du professeur Vukobratovic [199].
Figure II.20 : Exosquelette proposé par l’université du Winsconsin [174].
prototype d’exosquelette à 3 ddl utilisant des actionneurs pneumatiques a été également discuté
dans ce même rapport.
Inspiré de la conception de Heilein [80], J.Moore propose un modèle d’exosquelette baptisé
Pitman destiné à augmenter les capacités physiques des soldats [144]. Cependant, l’auteur ne
donne aucun détail sur la façon dont l’exosquelette est alimenté. Ce prototype est resté au
stade de la conception et n’a pas fait l’objet d’aucune validation expérimentale. En se basant
sur les études des exosquelettes Hardiman et Pitman, Mark Rosheim a proposé un nouveau
concept d’exosquelette permettant d’eﬀectuer des mouvements de tangage-lacet. La structure
résultante possède 26 ddl, conçue pour tout le corps (mains exclues), n’a malheureusement jamais
été validée expérimentalement. L’année 2001 a été celle du lancement du programme EHPA
(Exoskeletons for Human Performance Augmentation) ﬁnancé par DARPA (Defense Advanced
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Research Projects Agency). Ce programme avait pour objectif d’augmenter l’endurance physique
des soldats au sol en leur permettant de soulever des charges importantes et diminuer ainsi la
fatigue ressentie lors des missions [54]. En 2008, ce programme, transféré à l’organisme PEO
Soldier (Army Program Executive Oﬃce Soldier), a donné naissance à trois travaux majeurs
que nous décrivons ci-dessous :
II.3.5.1 L’exosquelette BLEEX (Berkeley Lower Extremity Exoskeleton)
Cet exosquelette à 7 ddl (3 ddl pour la cheville, 1 ddl pour le genou et 3 ddl pour la
hanche) a été conçu à l’université de Californie pour des applications militaires. Il permet de
porter des charges jusqu’à 75 kg tout en se déplaçant à une vitesse de 0.9m/s. Sans charge, la
vitesse peut atteindre 1.3 m/s. L’un des points forts de cet exosquelette est sa grande autonomie
énergétique. En eﬀet, dans [99], les auteurs aﬃrment que BLEEX est le premier exosquelette
autonome disposant d’une source d’énergie placée sur le dos du porteur. L’exosquelette, équipé
d’actionneurs hydrauliques, est piloté à l’aide d’un contrôleur de position qui permet de suivre
des trajectoires de marche prédéﬁnis (ﬁgure II.21-(a)) [2]. A chaque articulation est associé
un codeur de position ainsi qu’une paire d’accéléromètres. L’orientation de l’exosquelette par
rapport à la gravité est mesurée à l’aide d’un inclinomètre. Des capteurs de force sont utilisés
pour contrôler le couple appliqué par chaque actionneur. Enﬁn, des semelles baropodométriques
sont utilisées pour déterminer la force de réaction au sol et des capteurs de pression mesurent
la répartition du poids de l’ensemble porteur-exosquelette [223, 27].
II.3.5.2 L’exosquelette de la société Sarcos (Sarcos Research Corporation)
En 2000, la société Sarcos a été choisie par l’armée des États-Unis pour concevoir le pre-
mier exosquelette motorisé à usage militaire pour faciliter des tâches nécessitant de soulever des
charges lourdes et de manière répétitive. En 2006, elle commence à produire le premier proto-
type appelé XOS, et pesant environ 70 kg. Il s’agit d’un exosquelette ressemblant à BLEEX et
disposant d’une autonomie énergétique pouvant aller jusqu’à 24h. Cet exosquelette qui dispose
d’actionneurs hydrauliques rotatoires situés au niveau de ses articulations (ﬁgure II.21-(b)) per-
met à son porteur de soulever des charges allant jusqu’à 84 kg. Des tests de cet exosquelette ont
été menés dans les conditions suivantes : vitesse de marche de 1.6 m/s, charge de 68 kg sur le
dos et une de 23 kg sur les bras [134, 69]. La société Sarcos, qui a été rachetée par la société
Raytheon en 2007, a pour ambition de concevoir de futurs modèles d’exosquelettes comportant
des équipements de combat et permettant d’utiliser des armes lourdes ou de transporter des
blessés sur les champs de bataille [164].
II.3.5.3 L’exosquelette du MITMedia Lab (Massachusetts Institute of Technology-
Media Laboratory)
Cet exosquelette a été conçu de telle sorte que son architecture mécanique permette de stocker
l’énergie induite par l’utilisateur lors de la marche puis d’utiliser cette énergie pour alimenter ses
propres actionneurs (ﬁgure II.21-(c)). L’exosquelette utilise des ressorts et un amortisseur dont
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les positions sont réglables mécaniquement. Des études ont montré que le système parvient à
soulever des charges allant jusqu’à 36 kg avec une vitesse de marche de 1m/s [194, 203, 201, 202].
(c) (a) (b)
Figure II.21 : (a) : Exosquelette BLEEX, (b) : Exosquelette XOS développé par la société
Sarcos , (c) : Exosquelette du MIT Media Lab.
Par la suite et dans le cadre du même programme, d’autre travaux ont été menés pour
développer de nouveaux prototypes comme : BLEEX (2ème génération [69], ExoHikerTM [43],
eLEGSTM [147], HULCTM [17], ExoClimberTM [141], Austin exoskeleton [25].
II.4 Exosquelettes/orthèses pour la rééducation et l’assistance
au mouvement
En pratique, il existe deux techniques de rééducation des membres inférieurs : la première,
dite passive, permet la rééducation des pathologies articulaires et ligamentaires. Pour ce faire,
des mouvements riches en amplitudes sont appliqués par généralement un thérapeute ou par
un dispositif d’assistance externe, de telle sorte à obliger l’articulation défaillante à retrouver
avec le temps son mouvement naturel [120] [150]. La seconde technique est dite active, car elle
vise le renforcement musculaire et l’amélioration de la coordination motrice par l’intermédiaire
de mouvements induits par le patient et assistés par un thérapeute ou un dispositif spéciﬁque
appelé "ergomètre".
D’autres dispositifs mécatroniques sont apparus à partir du 20ème siècle, et connus sous le
nom d’exosquelettes ou orthèses. Ils sont utilisés dans diﬀérents domaines d’applications dans
le but d’augmenter, d’assister ou de restaurer les mouvements des personnes dépendantes. Dans
ce qui suit, nous passons en revue les principaux travaux sur les exosquelettes comme dispositifs
pour l’assistance physique.
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Les orthèses fonctionnelles du genou sont utilisées pour pallier un déﬁcit fonctionnel du ge-
nou. On peut citer l’exemple d’un genou instable après une lésion du ligament croisé antérieur
nécessitant une phase de rééducation pendant une période donnée, dans un but précis d’immobi-
lisation ou au contraire de récupération d’amplitude. Couplé à un tapis roulant, un exosquelette
peut être utilisé pour l’assistance et la rééducation des personnes dépendantes. Cette technique
oﬀre de nombreux avantages tels que :
1. La reproduction de mouvements articulaires correspondant à la marche normale en vue
de favoriser l’extension de la hanche, l’alternance ﬂexion/extension du genou et un bon
placement du pied ;
2. Le changement de la vitesse de marche de telle sorte à se rapprocher progressivement de
la vitesse normale de déambulation ;
3. Le maintien d’une extension correcte du tronc ;
4. La synchronisation et la coordination entre les deux membres inférieurs pendant les deux
phases de la marche (phase portante/ phase oscillante) ;
5. L’évitement de l’appui des membres supérieurs et la favorisation de la coordination des
épaules et du bassin ;
6. La recherche d’un grand nombre de répétitions de cycles de marche.
Les orthèses sont généralement utilisées dans les centres de rééducation de la marche. Ces
systèmes permettent la décharge partielle du poids corporel du sujet. Des études menées dans
ce contexte ont montré que cette technique permet d’améliorer, avec le temps, la marche des
personnes paraplégiques [63, 76].
Dans ce qui suit, nous décrivons les travaux les plus représentatifs sur les exosquelettes du
membre inférieur.
II.4.1 Exosquelettes/orthèses de rééducation
II.4.1.1 L’exosquelette de l’institut de Kanagawa-Japon
Cet exosquelette a été conçu par des chercheurs de l’Institut de Technologie de Kanagawa
dans le but d’aider et d’assister les inﬁrmières pendant le transfert d’un patient. L’exosquelette
est contrôlé pour la ﬂexion/extension de la hanche et du genou à travers des actionneurs pneu-
matiques rotatifs dont la pression d’air est fournie à partir de petits compresseurs placés sur
chaque actionneur [211].
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Figure II.22 : Exosquelette de l’Institut de Technologie de Kanagawa [211].
II.4.1.2 L’exosquelette de l’université de Twente-Pays Bas
Cet exosquelette, baptisé LOPES (LOwer extremity Powered ExoSkeleton), est un robot
à impédance mécanique contrôlée, conçu pour la rééducation de la marche sur tapis roulant
(Fig.II.23). Le système possède 8 ddl permettant la ﬂexion/extension des deux genoux et de
la hanche, l’adduction/abduction de la hanche et des mouvements pelviens du bassin. Il a été
conçu dans le but de réduire la charge physique contraignante des thérapeutes et ainsi réduire
la durée des séances de rééducation. Il est destiné à la rééducation de personnes victimes d’un
accident vasculaire cérébral. Cette orthèse fonctionnelle est contrôlée pour suivre un modèle de
marche respectant la physiologie du mouvement. L’orthèse est équipée d’actionneurs au niveau
du genou et de la hanche. Ces actionneurs sont constitués d’un moteur à courant continu (CC),
d’une transmission de type vis à bille. Sur un tapis roulant, les articulations de la jambe et
de la hanche sont contrôlées en position par un contrôleur PI [195]. La principale fonction de
l’exosquelette LOPES est de remplacer l’interaction physique entre le physiothérapeute et le
patient par un système mécanique performant. Des actionneurs compliants sont couplés à un
système de transmission souple utilisant un câble de Bowden aﬁn de contrôler les mouvements
de l’exosquelette [165, 31].
II.4.1.3 L’orthèse de l’université de Delaware-USA
Cette orthèse fonctionnelle est intégrée dans un système utilisé pour la rééducation du genou
(Fig.I.23). L’orthèse est utilisée avec un tapis roulant et possède 4 ddl (1 ddl dans le plan sagittal,
2 ddl pour le mouvement abduction/adduction, 1 ddl pour l’ensemble pied-jambe). L’ensemble
des ddl est commandé en position par des contrôleurs PD. Les articulations de la hanche dans
le plan sagittal ainsi que celles du genou sont contrôlées à travers des actionneurs linéaires basés
sur des moteurs électriques. Les frottements des actionneurs sont modélisés expérimentalement
puis éliminés en boucle fermée par compensation [9].
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Figure II.23 : Exosquelette de l’université de Twente [www.bw.ctw.utwente.nl].
Figure II.24 : Orthèse de l’université de Delaware [9].
II.4.1.4 Le système de rééducation de l’université de Berlin-Allemagne
Ce dispositif a été conçu à des ﬁns de rééducation des mouvements de personnes ayant des
diﬃcultés de marche, et aussi pour diminuer la charge de travail des thérapeutes. Les pieds du
patient sont posés sur des pédales eﬀectuant un mouvement de type pédalage elliptique debout
(Fig.II.25). Un système mécanique déplace les pieds le long d’une trajectoire désirée à une vitesse
donnée [81].
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Figure II.25 : Système de rééducation de l’université de Berlin [81].
II.4.1.5 Le Lokomatr
La société Suisse Hocoma Medical Engineering, a développé le système Lokomatr pour
favoriser la rééducation à la marche, sur tapis roulant, de personnes atteintes d’un traumatisme
médullaire, d’un accident vasculaire cérébral, d’un traumatisme crânien cérébral, de la maladie
de Parkinson, etc. L’orthèse, asservie en position, est commandée par des actionneurs de type
moteurs à CC, au niveau du genou et de la hanche. Le patient ne contribue pas aux mouvements
prédéﬁnis de ses jambes et n’a pas besoin de l’assistance des thérapeutes (ﬁgure II.26-(a)). En
phase de marche sur le tapis roulant, le patient suit des mouvements avec une vitesse allant entre
1 à 3.2 km/h [127]. Notons que la dorsiﬂexion de la cheville est assurée par un système élastique
qui relève le pied pendant la phase d’appuis de la jambe. Au cours de la marche, la liberté des
mouvements du patient dans le plan vertical est assurée par un mécanisme de parallélogramme
mobile.
Le module Lokolift, conçu par l’entreprise Enraf-Nonius NV en Belgique, peut être adjoint
au système Locomat aﬁn de compenser le poids du corps. Ce dispositif comprend des ressorts,
des vérins de tension et un treuil. Sa principale caractéristique est sa facilité de réglage pour la
compensation du poids du corps du patient [85].
II.4.1.6 Le système AutoAmbularTM
Le système AutoAmbular est un autre système de rééducation de la marche, développé par
la société HealthSouth en Angleterre. Une orthèse fonctionnelle, placée au niveau de la jambe,
permet de guider les mouvements du genou et de la cheville du sujet sur un tapis roulant selon
des trajectoires prédéﬁnies (ﬁgure II.27). Un écran tactile permet d’appliquer le programme
d’assistance prescrit par le thérapeute [128].
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       (a)                                       (b)
Figure II.26 : (a) : Système Lokomatr, (b) : Module Lokolift [www.enraf-nonius.be]
Figure II.27 : Système de rééducation AutoAmbularTM [www.newenglandrehab.com].
II.4.1.7 Système d’assistance de l’université de Californie Sud-USA
Ce système sous la forme d’une structure parallèle à 2 ddl permet l’assister les mouvements
du pied dans le plan sagittal. Des actionneurs linéaires électriques sont utilisés pour contrôler le
mouvement du pied du sujet. Des capteurs de position, placés au niveau de chaque actionneur
linéaire, permettent de déﬁnir la position du pied du sujet. Comparé à un exosquelette, ce
dispositif est ﬂexible car il peut s’adapter aux dimensions de la jambe du sujet sans nécessiter
au préalable un ajustement mécanique [168].
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Figure II.28 : Système d’assistance de l’université de Californie [168].
II.4.1.8 L’orthèse de l’université de Turin-Italie
Il s’agit d’une orthèse pneumatique à un ddl, destinée à contrôler les mouvements des ar-
ticulations de la hanche et du genou [92]. Des potentiomètres rotatifs permettent de mesurer
la position angulaire de chaque articulation. Une mesure de la pression pneumatique permet
d’évaluer le couple d’actionnement [14].
(a) (b)
Figure II.29 : Orthèse de l’université de Turin, avec : (a) sans sujet, (b) avec sujet [14].
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II.4.2 Orthèses de la cheville
II.4.2.1 L’orthèse de l’université de Harvard-USA
Cette orthèse, à un ddl et baptisée AAFO (Active Ankle Foot Orthosis), est composée d’un
moteur électrique Brushless (BLDC) commandant le mouvement d’une vis à bille. La fonction
de cette orthèse est d’améliorer le contact du pied avec le sol lors du cycle de marche chez
les hémiplégiques. La déﬂexion du ressort est mesurée à l’aide d’un potentiomètre linéaire. Six
capteurs de force capacitifs, placés dans la semelle, mesurent la force d’appui du pied sur le sol.
L’orthèse est pilotée en temps réel à partir des informations fournies par les capteurs de force
et de position. L’orthèse sans batterie pèse 2.6 kg (Fig.II.30) [16].
(a) (b)
Figure II.30 : Orthèse AAFO de l’université de Harvard, avec : (a) sans sujet, (b) avec sujet
[www.biomech.media.mit.edu].
II.4.2.2 L’orthèse de l’université du Michigan-USA
Cette orthèse fonctionnelle, appelée PLLO (Powered Lower Limb Orthosis), possède un ddl.
Elle a été conçue pour la rééducation des personnes ayant des diﬃcultés à marcher et aussi dans
le but de réduire le travail de rééducation des thérapeutes. Elle permet de contrôler le couple de
ﬂexion plantaire de la cheville. Elle est constituée d’un actionneur pneumatique jouant le rôle
de muscle artiﬁciel, capable de produire une force de contraction similaire à celle produite par
un muscle réel. Un contrôleur de type Proportionnel régule, en temps réel, la pression d’air dans
le muscle artiﬁciel (Fig.II.31). Le contrôleur utilise en entrée le signal EMG de telle sorte que
lorsque ce signal atteint un certain seuil, l’activation du muscle artiﬁciel est bloquée ou diminuée,
et qu’en dessous d’un certain niveau, elle est activée. Cette orthèse est utilisée avec un système
de rééducation comportant un tapis roulant [64].
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(a) (b)
Figure II.31 : Orthèse PLLO de l’université de Michigan-USA, avec : (a) sans sujet, (b) avec
sujet [64].
II.4.3 Orthèses du genou
II.4.3.1 L’exosquelette de l’université de Floride-USA
RoboKnee est un exosquelette à un ddl destiné à assister les mouvements du genou et aider
la locomotion des personnes à mobilité réduite. Le système est composé de deux segments
liés par un actionneur linéaire compliant de type Series Elastic Actuator [75], caractérisé par
sa faible impédance (Fig.II.33). L’exosquelette applique la force nécessaire au mouvement en
fonction d’une part, de la position angulaire mesurée à l’aide d’un potentiomètre linéaire placé
parallèlement à l’axe de l’actionneur, et d’autre part de la force d’appui de la jambe sur le
sol, mesurée à partir d’un capteur de force placé au niveau de la semelle. Le calcul du couple
de commande est basé sur l’hypothèse que la force de réaction au sol est purement verticale.
L’orthèse est commandée en position par un contrôleur Proportionnel Dérivé (PD) dont la sortie
(couple à produire) est ampliﬁée ou réduite, selon la nécessité, par un facteur dans le but de
compenser les faiblesses musculaires du sujet. Le système pèse au total 6kg (l’orthèse : 1.13kg,
les batteries : 4kg) [166].
II.4.3.2 L’orthèse de l’université de Boston-USA
Cette orthèse fonctionnelle dont l’acronyme est AKROD (Active Knee Rehabilitation Ortho-
tic Device), est destinée à la rééducation des mouvements de l’articulation du genou. Elle possède
un ddl et utilise un actionneur à Fluide Electro-Rhéologique (ERF), permettant de fournir un
couple résistif contrôlable et ajustable électriquement. Le système est équipé d’un capteur de
couple et d’un codeur de position. On distingue deux modes de commande : le premier consiste
en une poursuite en couple par un contrôleur Proportionne Intégral (PI), le deuxième consiste
en une poursuite en vitesse à travers un contrôleur PID adaptatif. L’orthèse AKROD est un
dispositif qui peut être utilisé pour diminuer les vibrations lors de l’utilisation des commandes
en position [151].
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Figure II.32 : Exosquelette Roboknee de l’université de Floride [www.yobotics.com].
Figure II.33 : L’orthèse de l’université de Boston [151].
II.4.3.3 L’exosquelette de l’université de Berlin-Allemagne
Cet exosquelette, à un ddl, utilise un actionneur linéaire commandé en temps réel à partir
de signaux EMG. L’actionneur est constitué d’une vis-à-billes couplée à un moteur à courant
continu. La position angulaire, mesurée à partir d’un capteur de position, est comprise entre 0◦
(jambe tendue) et 98◦ (Fig.II.34). L’exosquelette fournit un couple additionnel d’assistance pour
eﬀectuer le mouvement souhaité. Ce couple est estimé à l’aide de tables établissant les relations
entre les EMG mesurés et le couple articulaire du genou estimé à partir du modèle dynamique
inverse du système [50, 49].
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Figure II.34 : Exosquelette de l’université de Berlin [50].
II.4.3.4 L’orthèse de L’université de Saitama-Japon
Cette orthèse fonctionnelle, conçue pour la rééducation des hémiplégiques et des para-
plégiques, est commandée par un mécanisme de pseudo-muscles bi-articulaires utilisant des
servo-actionneurs à transmission hydraulique bilatérale. Le système hydraulique d’un seul servo-
actionneur est composé de deux cylindres fonctionnant en mode maître-esclave (Fig.II.35). L’or-
thèse est commandée par un contrôleur de type PID. Le poids de cette orthèse est de 7 kg
[171].
Figure II.35 : Orthèse de l’université de Saitama [171].
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II.4.3.5 L’orthèse de l’université de Salford-Angleterre
Cette orthèse à 5 ddl par membre, est équipée d’actionneurs de type muscles artiﬁciels
pneumatiques de grande puissance, opérant par paire (Fig.II.36). Chaque paire de muscles an-
tagonistes, associée à chaque articulation du membre inférieur, est commandée en position par
un contrôleur Proportionnel Intégral Dérivé (PID). Lorsqu’un actionneur linéaire est activé sur
une jambe, il est automatiquement désactivé sur l’autre jambe [32].
Figure II.36 : Orthèse de l’université de l’université de Salford [32].
II.4.3.6 Dispositif d’assistance de l’université de Cleveland-USA
Cet exosquelette, à un ddl, a été conçu dans le but d’assister les mouvements des personnes
atteintes de lésions de la moelle épinière. Le système est contrôlé par stimulation électrique
fonctionnelle (FES). Un actionneur hydraulique est placé au niveau de l’articulation du genou.
Un capteur de force est placé au niveau de la semelle et 3 potentiomètres sont placés au niveau
des articulations de la cheville, du genou et de la hanche. Ce dispositif se verrouille/déverrouille
électro-mécaniquement aﬁn d’assurer une stabilité verticale et un libre mouvement du sujet
[106].
II.4.3.7 L’exosquelette HAL (Hybrid Assistive Limb)
HAL est un exosquelette motorisé développé dans un premier temps par l’université de Tsu-
kuba et maintenant commercialisé par la société Japonaise Cyberdyne. Il s’agit d’un système de
locomotion bipède conçu pour aider les personnes handicapées ou âgées, ayant des déﬁciences mo-
trices. La locomotion bipède est assurée, à partir d’un suivi de trajectoires de marches (contrôle
cybérnétique volontaire), ou par synchronisation du mouvement de soutien avec celui déduit de
l’intention du porteur estimé à partir de signaux EMG (contrôle bio-cybernétique) [77, 117].
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Figure II.37 : Orthèse hybride neuroprothèse de Cleveland [106].
Les actionneurs du système HAL sont commandés à travers un contrôleur classique PD. Deux
prototypes ont été construits :
1. Le premier est l’exosquelette HAL-3 (ﬁgure II.38-(a)), conçu par l’équipe du Profes-
seur Sankai de l’université de Tsukuba au Japon. Il dispose de 3 ddl, permettant la
ﬂexion/extension du genou, de la hanche et de la cheville. Les articulations de la hanche
et du genou sont motorisées par des moto-réducteurs à courant continu. L’exosquelette
HAL-3 peut être commandé en exploitant deux modalités de mesure : la première consiste
à utiliser des capteurs de pression disposés dans les semelles et permettant l’estimation de
la force de réaction au sol. La deuxième est basée sur l’inclinaison du tronc dans le plan
frontal, mesurée à l’aide d’un accéléromètre placé au niveau du dos du sujet. Ces mesures
caractérisent l’intention du patient à eﬀectuer un pas droit ou gauche. Le cycle de marche
est prédéﬁni et ajusté en fonction de la posture du sujet [97] ;
2. Le deuxième est l’exosquelette HAL-5, représenté ﬁgure II.38-(b), conçu pour assister les
mouvements de la cheville, genou, hanche et bras [Zel09]. L’exosquelette HAL-5 possède
des actionneurs électriques placés au niveau de quatre articulations (genou, hanche, épaule
et coude). Les mouvements à eﬀectuer sont estimés à travers les signaux EMG mesurés à
partir les muscles extenseurs et ﬂéchisseurs du genou et de la hanche. La force de réaction
au sol (FRS) est mesurée à partir d’un capteur de pression placé dans la semelle. Les
données sont transmises par connexion sans ﬁl jusqu’à une unité centrale embarquée dans
le sac à dos du porteur. Les batteries alimentant l’ensemble du système sont placées dans
une ceinture portée par le sujet. Le contrôleur, les convertisseurs (A/N et N/A) et les
cartes de commande des moteurs sont également placés dans le sac à dos. Le poids total
du système HAL-5 est de 15 kg [97, 77].
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(a) (b)
Figure II.38 : (a) Exosquelette HAL-3 [97], (b) Exosquelette HAL-5 [77].
II.4.4 Autres exosquelettes commercialisés
L’exosquelette ReWalk a été conçu dans le but d’aider les personnes paraplégiques dans leurs
activités quotidiennes (ﬁgure II.39). Grâce à une télécommande, le porteur peut choisir le type
de tâche à eﬀectuer (se lever, marcher, monter des escaliers) [141].
Figure II.39 : Exosquelette Rewalk conçu par la société Argo Medical Technologies
[www.technologie-innovation.fr].
Dans le même objectif, on peut citer l’exosquelette Rex (Robotic Exoskeleton), commercialisé
par l’entreprise néo-zélandaise Auckland.
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Figure II.40 : Exosquelette Rex conçu par de l’entreprise Auckland [www.rexbionics.com].
L’interaction du porteur avec ces deux exosquelettes se limite à un simple contrôle via un
joystick ou une télécommande.
II.4.5 Discussion et motivation
Table II.3 : Exosquelettes/Orthèses agissant sur l’articulation du genou
Prototype Total Nbre ddl Nbre ddl Nbre ddl EMG Type du Type
ddl hanche genou cheville contrôleur d’actionneur
Floride 1 0 1 0 Non PD linéaire/
électrique
Boston 1 0 1 0 Non PI rotatif/
ERF
Berlin 1 0 1 0 Oui EMG linéaire/
moteur CC
Saitama 1 0 1 0 Non PID linéaire/
hydraulique
Salford 5 1 1 3 Non PID linéaire/
pneumatique
Cleveland 1 0 1 0 Non linéaire/
hydraulique
Tsukuba 3 1 1 1 Oui PD rotatif/
moteur CC
UPEC 1 0 1 0 Oui MG rotatif/
moteur BLDC
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Le tableau II.3 résume les principales caractéristiques des prototypes considérés comme les
plus représentatifs du domaine des exosquelettes/orthèses du membre inférieur. D’un point de
vue commande, la plupart des prototypes présentés dans la littérature sont commandés à l’aide
de contrôleurs classiques de type PID. Ce type de contrôleurs présente cependant de nombreux
inconvénients en termes de performances : précision de suivi de trajectoire, robustesse vis-à-
vis des incertitudes paramétriques et des perturbations externes. En eﬀet, d’un point de vue
opérationnel, l’inertie, les coeﬃcients des frottements, ainsi que les coeﬃcients viscoélastiques
du membre inférieur varient d’un sujet humain à un autre. Les paramètres des actionneurs
constituant l’exosquelette peuvent également varier en fonction des conditions environnementales
telles que : la température, la durée d’utilisation, etc. De plus, des perturbations peuvent se
produire lors de la réalisation d’un mouvement, telles qu’un mouvement imprévisible causé par
l’utilisateur.
En dehors de l’utilisation de contrôleurs classiques, on peut noter l’emploi de commandes
basées sur des approches bio-inspirées. Un contrôleur ﬂou hybride, composé d’un contrôleur
Bang-Bang et d’un contrôleur ﬂou, est ainsi utilisé pour piloter un exosquelette du coude [220].
Cependant, la conception de la base de règles est intuitive et la stabilité du système n’est
pas traitée. Kiguchi utilise quant à lui une approche de commande hiérarchisée neuro-ﬂoue pour
commander les mouvements d’un exosquelette à partir de signaux EMG. La stabilité du système
n’est là encore pas étudiée [104].
La commande par modes glissants est une approche de commande robuste, qui est rarement
utilisée pour le contrôle des exosquelettes/orthèses. Jezernik utilise un contrôleur basé sur les
modes glissants pour piloter le système LokomatTM [94]. Banala propose deux contrôleurs pour
piloter un système de rééducation du membre inférieur. Le premier est basé sur les modes
glissants d’ordre un pour déplacer le membre inférieur du sujet selon une trajectoire désirée.
Le second contrôleur est une commande linéarisante qui consiste à mesurer le couple fourni par
le sujet et à appliquer un couple complémentaire permettant de déplacer le membre inférieur
selon une trajectoire désirée [9]. Weinberg propose deux approches pour commander une orthèse
dédiée à la rééducation des personnes souﬀrant de problèmes de raideur du genou : la première
consiste en un contrôleur PI pour la commande en couple de l’orthèse ; la seconde est basée sur
un contrôleur de vitesse utilisant une commande par modes glissants d’ordre un et un contrôleur
PID adaptatif [205]. L’utilisation de la commande par modes glissants d’ordre un introduit
cependant le phénomène de broutement (chattering) dans le signal de commande. Ce phénomène
peut conduire à l’instabilité du système voire à l’endommagement du système d’actionnement.
La commande par Modes Glissants d’ordres Supérieurs peut constituer une solution eﬃcace à
ce problème tout en assurant de bonnes performances en termes de poursuite de trajectoire et
de robustesse.
Cette thèse vise la proposition et la validation d’une approche de commande robuste et
référencée intention d’une orthèse active du genou, développée au laboratoire Lissi. Cette or-
thèse est destinée à assister des mouvements de ﬂexion/extension du genou pour des personnes
souﬀrant de pathologies de cette articulation, de type gonarthrose ou déﬁcience ligamentaire du
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genou. Elle peut également être utilisée pour le renforcement musculaire des quadriceps. Dans
notre étude, l’objectif visé est de développer une stratégie de contrôle prenant en considéra-
tion les non-linéarités ainsi que les incertitudes résultant de la dynamique du système membre
inférieur-orthèse. La modélisation dynamique et l’identiﬁcation paramétrique de ce système sont
développées dans le chapitre III. Dans l’approche de commande que nous développons dans le
chapitre IV, il s’agit de garantir d’une part, un bon suivi de la trajectoire désirée imposée par
le thérapeute ou par le sujet lui-même, et d’autre part, une bonne robustesse vis-à-vis des per-
turbations externes pouvant se produire lors des mouvements de ﬂexion/extension. La stabilité
du système membre inférieur-orthèse lors du suivi de la trajectoire de référence, constitue une
problématique importante que nous traitons dans cette thèse. Une autre problématique impor-
tante à laquelle nous nous attaquons est celle de l’estimation de l’intention du sujet à partir de
la mesure des signaux EMG caractérisant les activités musculaires volontaires du groupe mus-
culaire quadriceps. Dans l’approche que nous développons dans le chapitre IV, l’objectif est de
privilégier l’emploi d’une approche bio-inspirée pour s’aﬀranchir d’un modèle d’activation et de
contraction musculaire complexe.

Chapitre III
Modélisation & Identiﬁcation
III.1 Introduction
Dans ce chapitre, nous développons la modélisation dynamique et l’identiﬁcation paramé-
trique du système équivalent membre inférieur/exosquelette. Cette étape est nécessaire pour
disposer d’un modèle de connaissances, et élaborer des lois de commande adaptées. Dans la
première partie du chapitre, nous présentons le prototype d’orthèse active développé au labora-
toire LISSI, puis nous établissons dans la deuxième partie les modèles dynamiques de l’orthèse
et du membre inférieur d’un sujet humain portant l’orthèse en considérant le mouvement de
ﬂexion/extension du genou. Dans la dernière partie, nous donnons un aperçu sur les méthodes
d’identiﬁcation qui existent dans la littérature. La méthode des moindres carrées est ensuite
adoptée pour l’identiﬁcation des paramètres dynamiques de l’orthèse et d’une partie des pa-
ramètres dynamiques du membre inférieur. Les paramètres anthropomorphiques restants sont
quant à eux identiﬁés à partir des équations de régression de Zatsiorsky et de Winter.
III.2 Orthèse fonctionnelle du Laboratoire Lissi
III.2.1 Structure mécanique
L’orthèse du laboratoire Lissi est une structure mécanique à un ddl, composée de deux seg-
ments (supérieur et inférieur) s’articulant autour de l’axe de rotation du genou (ﬁgure III.1).
Le mécanisme d’actionnement, illustré ﬁgure III.2, utilise un actionneur électrique de type mo-
teur Brushless (BLDC) monté sur le segment supérieur de l’orthèse. Le système d’actionnement
consiste en un vérin linéaire à base d’une vis-à-billes qui actionne l’axe de rotation de l’orthèse
à l’aide d’un câble de traction ; la vis-à-billes étant entraînée par le moteur brushless et un sys-
tème de transmission par poulie-courroie. Pour des raisons de sécurité, des butées mécaniques
ont été ajoutées aﬁn de limiter les débattements de l’orthèse. Ces débattement varient entre 0◦
(extension totale du genou) et 135◦ (ﬂexion totale du genou).
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Figure III.1 : Orthèse du laboratoire Lissi portée par un sujet humain en station debout.
Figure III.2 : Système d’actionnement de l’orthèse.
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III.2.2 Capteurs et actionneur
III.2.2.1 Capteurs de l’orthèse
Les capteurs équipant l’orthèse du Lissi sont décrits ci-dessous :
1. Codeur incrémental rotatif : Il permet de mesurer la position angulaire de l’orthèse et
donc de l’articulation du genou,
2. Capteur de courant : Il permet d’estimer le couple généré par l’orthèse,
3. Capteurs à eﬀet Hall : Trois capteurs à eﬀet Hall disposés en triangle sont utilisés pour
estimer la position du rotor du moteur brushless par rapport à celle du stator,
4. Electrogoniomètre : Il permet de mesurer la position articulaire du genou du sujet (ﬁgure
III.3). Ce capteur est utilisé en particulier pour le test du pendule passif (cf. paragraphe
II).
Figure III.3 : L’électogoniometre.
5. Capteurs EMG : Ils permettent de mesurer, à travers des électrodes adhésives, l’activité
musculaire produite lors de la contraction musculaire (ﬁgure III.4).
Figure III.4 : Électrode de surface EMG.
III.2.2.2 Actionneur de l’orthèse
L’actionneur de l’orthèse est de type moteur brushless (appelé aussi moteur sans balais). Il
s’agit d’un moteur synchrone dont le rotor est à aimant permanent et suit le champ du stator
sans glissement. La commutation électronique constitue la particularité de ce type de moteur
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qui a été choisi pour ses nombreux avantages : légèreté, eﬃcacité en basses fréquences, ﬁabilité,
sortie de couple élevé.
III.2.3 Electromyographie
L’électromyographie est basée sur les variations des potentiels électriques de la membrane
des ﬁbres musculaires lors de leurs contractions musculaires [158]. L’électromyogramme permet
de mesurer et d’enregistrer cette activité musculaire grâce à des électrodes placées à la surface
de la peau et reliées à un ampliﬁcateur. Les signaux EMG obtenus sont ensuite exploités pour
établir des relations entre les phénomènes électriques mesurés et l’activité nerveuse et muscu-
laire, volontaire ou réﬂexe. Cette technique est très utilisée dans diﬀérents domaines et plus
particulièrement en orthopédie, en rééducation et en ergonomie [160, 109].
En général, les signaux EMG sont mesurés à l’aide d’électrodes de surface placés sur des
muscles stimulables. Étant donné que le signal EMG mesuré sur les muscles est bruité, des
ﬁltres sont nécessaires pour extraire le signal EMG utile. Dans ce qui suit, nous expliquons ces
diﬀérents aspects :
1. Électrodes de surface EMG :
En général, les électrodes de surface EMG sont adhésives et se collent sur la peau (ﬁ-
gure III.5). Aﬁn d’obtenir la meilleure mesure possible du signal, les électrodes de surface
EMG sont placées au niveau des points moteurs de chaque muscle stimulé. Un point mo-
teur correspond anatomiquement à la plus grande concentration de plaques motrices [68].
L’emplacement des électrodes et l’impédance des tissus stimulés peuvent inﬂuencer la den-
sité du courant et donc la réponse des éléments stimulés. En eﬀet, plus deux électrodes sont
éloignées l’une de l’autre et plus la densité du courant est faible. Notons que l’impédance
représente la résistance qu’oppose un tissu au passage du courant. Chaque tissu biologique
(peau, tissus adipeux, nerveux et musculaires) possède une impédance propre.
Figure III.5 : (a) Électrodes de surface EMG, (b) Exemple de placement des électrodes de
surface EMG sur des muscles de la cuisse.
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2. Muscles stimulables par les électrodes de surface EMG :
Au niveau du membre inférieur, les principaux muscles stimulables par les électrodes de
surface EMG sont les suivants (ﬁgure III.6) : le quadriceps (le rectus femoris, le vastus
lateralis, le vastus medialis, le vaste intermédiaire) et les ischios-jambiers.
(a) le vaste externe (b) le vaste intermédiaire (c) le vaste interne (d) 
Groupe musculaire quadriceps Groupe musculaire ishio-jambiers
Figure III.6 : Principaux muscles stimulables du membre inférieur [www.easygym.com].
3. Extraction du signal EMG :
Le signal EMG mesuré sur un muscle stimulé est dans tous les cas accompagné de bruits
parasites qui peuvent être créés par : le muscle, le membre lui même, les électrodes de
surface, les instruments de mesure, ou bien par l’environnement. L’extraction du signal
EMG utile à partir du signal mesuré nécessite en général une procédure en 3 étapes :
(a) Rectiﬁcation du signal EMG mesuré :
En premier lieu, le signal EMG mesuré (EMGm) par les électrodes de surface est
rectiﬁé (EMGr). Pour cela, la valeur absolue est appliquée, sur chaque échantillon i,
comme suit :
EMGr(i) = |EMGm(i)| (III.1)
(b) Extraction de l’allure du signal EMG (premier ﬁltre) :
Ce ﬁltre permet d’extraire l’allure (la forme) du signal EMG rectiﬁé (EMGr) [88] :
EMGa =
√√√√ 1
N
n∑
j=1
v2
j
(III.2)
– vj représente la tension mesurée au jème échantillon ;
– n est le nombre d’échantillons dans une fenêtre.
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(c) Lissage du signal (deuxième ﬁltre) :
Ce ﬁltre agit sur le signal produit par le premier ﬁltre. Il permet de lisser le signal
EMGa :
EMGl =
1
N
n∑
j=1
EMGaj (III.3)
La ﬁgure III.7 montre l’exemple d’un signal EMG mesuré sur le muscle quadriceps puis
ﬁltré en utilisant la procédure précédente.
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Figure III.7 : Exemple de rectiﬁcation et de ﬁltrage d’un signal EMG mesuré sur le muscle
quadriceps.
III.2.4 Interface électronique de contrôle
Le système membre inférieur-orthèse est contrôlé à travers une carte DSpace DS1103 em-
barquée sur un PC et une carte d’acquisition et de puissance développée au sein du laboratoire
LISSI (ﬁgure III.8).
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Figure III.8 : Carte d’acquisition et de puissance.
Le système membre inférieur-orthèse est contrôlé en position, en se basant sur les diﬀérentes
lois de commande que nous développerons dans le chapitre III. La carte DSPace 1103 calcule,
en temps réel, le couple nécessaire pour suivre la trajectoire désirée (ﬁgure III.9). Ce couple est
ensuite appliqué à l’orthèse sous forme d’un signal MLI.
Figure III.9 : Schéma de commande simpliﬁé du système membre inférieur-orthèse.
III.3 Modélisation du système musculo-squelettique
III.3.1 Modèle géométrique du membre inférieur d’une personne en position
assise
Comme le montre la ﬁgure III.10, le système étudié représente dans le plan sagittal, un sujet
humain en position assise, eﬀectuant un mouvement de la jambe autour de l’articulation du
genou. Les mouvements du genou ont des amplitudes bornées entre 0◦ et 135◦ où 0◦ correspond
à l’extension totale du genou, 135◦ à sa ﬂexion maximale et 90◦ à sa position du repos (équilibre).
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Figure III.10 : Représentation dans le plan sagittal d’un sujet humain en position assise.
La position du centre de gravité G1 de la jambe, exprimée dans le repère cartésien Rx,
s’écrit :
−−−→
O1G1 = (k1l1 cos θ)
−→
i − (k1l1 sin θ)−→j (III.4)
III.3.2 Modèle musculo-tendineux
Avant les travaux de Hill [82], le muscle était considéré comme un organe viscoélastique ayant
la capacité de se transformer sous l’action d’un stimulus électrique : le muscle passe d’un état
mou à un état raide et visqueux. En 1938, Hill eﬀectue des expériences sur les muscles d’une
grenouille aﬁn d’étudier la relation entre l’énergie libérée et le raccourcissement du muscle, et
ainsi formuler une relation spéciﬁque entre la force générée par le muscle stimulé et la vitesse à
laquelle ce muscle se contracte. En eﬀet, à vide, un muscle peut se contracter jusqu’au tiers de
sa taille avec une vitesse de raccourcissement maximale [82]. La vitesse et la longueur du muscle
varient selon la charge appliquée pendant sa contraction isométrique. Cette dernière correspond
à la contraction du muscle pour résister à une contrainte sans qu’il n’y ait de mouvement
articulaire. C’est par exemple ce qui se produit lorsqu’on essaye de soulever une charge trop
lourde puisque, les muscles se contractent au maximum sans qu’ils puissent réussir à soulever
cette charge.
III.3.2.1 Modèle du tendon
Le modèle du tendon le plus utilisé est celui établi par Martin Lamontagne de l’Université
de Montréal [116]. Ce modèle a été proposé pour vue d’étudier les propriétés mécaniques et le
comportement viscoélastique tendineux (ﬁgure III.11). La force du tendon s’exprime selon la
relation suivante :
Ft = Kel(lel − lel0)−Ka(la − la0) (III.5)
où :
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– lel0 et lel représentent respectivement la longueur de l’élément élastique à l’instant initial
(position de repos) et à l’instant t ;
– la0 et la représentent respectivement la longueur de l’élément visqueux à l’instant initial
(position de repos) et à l’instant t ;
– Kel et Ka représentent respectivement le coeﬃcient de raideur et le coeﬃcient d’amortis-
sement.
Figure III.11 : Modèle du tendon.
III.3.2.2 Modèle de Hill
D’un point de vue anatomique, le tendon ne génère pas de mouvement. Seul le muscle consti-
tue l’élément actif du squelette [152]. Il peut se contracter ou s’étirer en fonction de l’excitation
nerveuse et du mouvement désiré. La relation relation Force-Vitesse entre la vitesse de raccour-
cissement du muscle v et la charge P imposée à ce dernier s’exprime comme suit [82] :
(P + a)(v + b) = c (III.6)
où a, b et c sont des paramètres constants dépendant du muscle.
Figure III.12 : Modèle du muscle de Hill.
Comme le montre la ﬁgure III.12, le modèle de Hill est constitué d’un élément contractile
(Kcn), de longueur lcn qui représente le générateur de la force produite par l’élément actif du
muscle et d’un élément élastique (Kes), de longueur les. Ces deux éléments mis en série sont reliés
en parallèle à un autre élément élastique (Kel), de longueur lel, représentant la résistance passive
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du muscle. Notons que dans [180], on peut trouver la déﬁnition suivante qui précise la diﬀérence
entre Kes et Kep : l’élément parallèle Kel représente les connexions des tissus intermusculaires
qui entourent les ﬁbres du muscle squelettique, et l’élément série Kes représente l’élasticité des
ponts de ﬁlaments dans le muscle. Lors d’une contraction isométrique, l’élément Kes s’allonge
tandis que l’élément Kcn se raccourcit.
III.3.2.3 Modèle de Zajac
Le modèle de Zajac est une variante de celui de Hill. Il permet de décrire la dynamique
de l’actionneur muscle-tendon par l’ajout en série d’un élément Ktn qui représente les tendons
inclinés d’un angle α par rapport à l’axe du muscle (ﬁgure III.7) [215, 214].
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Figure III.13 : Modèle musculo-tendineux de Zajac.
α est appelé angle de pennation et représente l’angle entre les ﬁbres musculaires et les tendons
au point de connexion. La force musculaire (FM ) s’écrit :
FM = Fmax
(
a(t)f(ϵ)fc(v) + fp(ϵ)
)
(III.7)
où :
– fmax est la force maximale qu’un muscle peut développer pour une contraction isométrique
avec a(t) = 1 (activité musculaire maximale),
– a(t) ∈ [0, 1] représente l’activation musculaire qui dépend de l’excitation nerveuse u(t),
– f(ϵ) et fp(ϵ) sont des fonctions reliant la force musculaire (FM ) à la déformation des ﬁbres
musculaires (relation force-longueur active et passive). L’expression de la fonction f(ϵ) est
donnée comme suit :
f(ϵ) = exp
−
(
lm−l0m
lshm
)2
(III.8)
où lm et l0m représentent respectivement la longueur du muscle et sa longueur initiale (au
repos) et lshm la largeur de la courbe force-longueur,
– fc(v) est la fonction exprimant la force générée par un muscle à partir de sa vitesse de
contraction. Elle s’écrit :
fc(v) =

0 si vm ≤ −vmax,
Vsh(vmax+vm)
Vsh(vmax−vm) si −vmax ≤ vm ≤ 0,
VshVshlvmax+Vmlvm
VshVshlvmax+vm si vm ≥ 0
(III.9)
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où : Vsh et Vshl représentent respectivement la concavité de la courbe de Hill lorsque le
muscle se raccourcit ou bien s’étire. Vml représente la vitesse maximale pour une contrac-
tion concentrique (i.e. lorsque les points d’insertion des muscles s’éloignent).
En se basant sur une étude géométrique du système, la relation entre la force tendineuse et
la force musculaire peut s’écrire :
FT = FM cos(α) (III.10)
L’angle de pennation varie en fonction de la longueur des ﬁbres musculaires [125]. Son ex-
pression est :
α = arcsin
( l0.α0
l
)
(III.11)
où l0 représente la longueur du muscle au repos, l(t) représente la longueur des ﬁbres mus-
culaires en fonction du temps et α0 l’angle de pennation à la longueur l0 des ﬁbres musculaires.
III.3.2.4 Modèle de l’activation musculaire
Le SNC excite les muscles squelettiques à travers une excitation nerveuse u(t). La relation
entre l’excitation u(t) et l’activité musculaire a(t) a été traitée dans diﬀérents travaux [181, 182,
125, 185]. Le modèle le plus couramment utilisé dans la littérature est donné comme suit [184] :
e˙ = (u− e)/τne (III.12)
a˙ = (e− a)/τ (III.13)
avec :
τ =
 τac si e ≥ aτdeac si e < a (III.14)
où τne représente la constante de temps d’excitation, τact et τdeact représentent respectivement
les constantes d’activation et de désactivation. Habituellement τact = 15ms et τdeact = 50ms.
Cependant, pour les personnes âgées, la valeur de τdeact décroît et peut atteindre 60ms.
III.3.3 Modèle dynamique du système membre inférieur-orthèse en position
assise
Étudier le comportement du système membre inférieur-orthèse, passe par l’établissement de
son modèle dynamique. D’une manière générale, il s’agit d’établir les équations mathématiques
liant les couples exercés par les actionneurs aux mouvements du système. Le formalisme de
Lagrange est ici utilisé pour établir les équations du modèle dynamique inverse du système.
L’équation de Lagrange s’écrit :
d
dt
(
∂L
∂θ˙i
)
− ∂L
∂θi
= τi (III.15)
où :
– θi et τi représentent respectivement la position et le couple associés au ième degré de liberté
du système,
– L = Ek − Ep est le Lagrangien avec Ek l’énergie cinétique du système et Ep son énergie
potentielle.
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Comme le montre la ﬁgure III.14, l’ensemble du système représente une personne en position
assise, portant l’orthèse active au niveau de l’articulation du genou.
Figure III.14 : Représentation équivalente de l’ensemble membre inférieur-orthèse dans le plan
sagittal.
Les coordonnées généralisées de la jambe-pied s’écrivent :
−−−→
O1G1 = k1l1cos(θ)
−→
i − k1l1sin(θ)−→j (III.16)
Les coordonnées généralisées du segment inférieur de l’orthèse s’écrivent :
−−−→
O1G2 = k11l11cos(θ)
−→
i − k2l2sin(θ)−→j (III.17)
L’énergie potentielle et l’énergie cinétique du système jambe/segment inférieur de l’orthèse
s’écrivent :
Ep = (m1k1l1 +m11k11l11)g sin(θ) (III.18)
Ek =
1
2(I1 + I11)θ˙
2 (III.19)
À partir de (III.18) et (III.19), le modèle dynamique du système jambe-orthèse peut être
exprimé sous la forme suivante [137] :
(I1+I11)θ¨+(fvk +fvor)θ˙− (m1k1l1+m11k11l11)g cos(θ) = τor+τk− (fsk +fsor)sign(θ˙) (III.20)
où :
– (fvk + fvor)θ˙ + (fsk + fsor)sign(θ˙) représente l’ensemble des couples passifs du système
orthèse-jambe,
– (fsk + fsor)sign(θ) est le couple résistif dû au frottement sec,
– (fvk + fvor)θ˙ correspond au couple résistif dû au frottement visqueux du système genou-
orthèse.
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L’allure théorique des couples résistifs dus aux frottements est représentée ﬁgure III.15.
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Figure III.15 : Couples théoriques dus aux frottements sec et visqueux de l’orthèse.
Le modèle dynamique décrit par l’équation (III.20) est appelé modèle dynamique direct car
il permet de décrire le mouvement du système membre inférieur-orthèse à partir du couple
agissant sur l’articulation du genou. Le modèle permettant de calculer le couple articulaire
nécessaire à l’obtention d’un mouvement donné est appelé modèle dynamique inverse. Pour le
système membre inférieur-orthèse, il s’écrit sous la forme suivante :
θ¨ = 1(I1 + I11)
(
− (fvk + fvor)θ˙ + (m1k1l1 +m11k11l11)g cos(θ) + τor + τk − (fsk + fsor)sign(θ˙)
)
(III.21)
III.4 Identiﬁcations paramétriques
Dans ce paragraphe, nous traitons de l’identiﬁcation des paramètres des modèles dynamiques
et anthropométriques du système membre inférieur-orthèse. Après avoir passé en revue les mé-
thodes d’identiﬁcation paramétriques les plus couramment utilisées dans la littérature, et spéciﬁé
les paramètres dynamiques à identiﬁer, nous présentons la méthode d’identiﬁcation retenue, à
savoir la méthode par minimisation aux moindres carrés de l’erreur d’entrée, basée sur le modèle
inverse linéaire selon le vecteur des paramètres dynamiques. Cette méthode est ensuite appliquée
pour l’identiﬁcation des paramètres dynamiques de l’orthèse et d’une partie des paramètres dy-
namiques du membre inférieur comme l’inertie et les coeﬃcients de frottements sec et visqueux
de l’articulation du genou. Le reste des paramètres tels que les masses, les longueurs et les posi-
tions des centres de gravité du membre inférieur sont quant à eux estimés à partir des équations
de régression de Zatsiorsky et de Winter, en se basant sur la taille et le poids du sujet.
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III.4.1 Sur les méthodes d’identiﬁcation
L’étape d’identiﬁcation consiste à déterminer l’ensemble des paramètres nécessaires à la
construction d’un modèle (masses, inerties et frottements pour le modèle dynamique). En gé-
néral, les paramètres du modèle dynamique ne peuvent pas être facilement identiﬁés à partir
des plans de conception. Ainsi, l’estimation précise des paramètres d’inertie et de frottement
ne peut être obtenue qu’à partir du système réel totalement assemblé. Dans le cas de l’orthèse,
ceci permet de prendre en compte les câblages et les courroies de transmission (mécanisme
d’entraînement). Dans [4], la méthode développée pour l’identiﬁcation du modèle dynamique
d’un système robotique consiste à eﬀectuer des essais expérimentaux séparément sur chacun de
ses éléments mécaniques avant leur assemblage. Cette technique d’identiﬁcation est cependant
insuﬃsante pour l’obtention des paramètres réels du robot. Mais d’une manière générale, les
mesures précises sur les pièces mécaniques avant assemblage ne sont souvent pas eﬀectuées, et
il n’est pas envisageable de démonter le système pour identiﬁer chaque pièce séparément. Dans
[3, 6], une autre méthode d’identiﬁcation utilisant un outil de CAO consiste à estimer les para-
mètres du robot à partir de considérations géométriques sur ses segments et en supposant que
ses masses sont uniformément réparties. En pratique, cette hypothèse n’est pas toujours vériﬁée
et par conséquent cette méthode est rarement utilisée [1].
Pour palier les inconvénients des méthodes ci-dessus, plusieurs approches ont été proposées
dans la littérature [56, 58, 60, 102, 111]. Ces méthodes possèdent les points communs suivants :
– échantillonnage du modèle dynamique le long d’un mouvement du robot ;
– utilisation de la forme factorisée QR, SVD (Singular Value Decomposition : Décomposition
en valeurs singulières) ;
– calcul et génération de mouvements excitants.
Dans [183], les auteurs proposent une approche basée sur la méthode du maximum de vrai-
semblance. Cependant, cette méthode suppose que les mesures sont aﬀectées par un bruit blanc
gaussien
(
s N (0, σ2)
)
et que les vitesses et les accélérations du robot sont indépendantes de
ce bruit. En pratique, ces conditions d’identiﬁcation sont parfaites et sont par conséquent, rare-
ment vériﬁées. Dans [23], la méthode précédente a été améliorée pour prendre en considération
les incertitudes du modèle dynamique. D’autre méthodes d’identiﬁcation dites en ligne ont été
récemment développées. Dans [114, 113, 112], les auteurs proposent des techniques pour l’es-
timation des paramètres inertiels des robots tout en garantissant de bonnes performances en
terme de temps de calcul. D’autres travaux de recherche élargissent le nombre des paramètres à
identiﬁer aux : inerties, coeﬃcients d’amortissements, raideurs [71, 72, 73].
D’autres techniques ont été développées : celles basées sur des modèles neuronaux [28, 148,
219, 176], celles basées sur les modèles ﬂous [105, 154], ou encore celles basées sur l’algorithme
LWL (Locally Weighted Learning) l’algorithme LWPR (Locally Weighted Projection Regression)
[173, 198].
Les méthodes ensemblistes permettent aussi une identiﬁcation paramétrique tout en tenant
compte des erreurs structurelles de modélisation telles que les bruits de mesure, les jeux dans
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les articulations du robot, les erreurs de modélisation, etc. et ce, sans faire d’hypothèses sur la
nature de ces erreurs.
III.4.2 Méthode d’identiﬁcation par modèle inverse et moindres carrés d’er-
reur d’entrée : principe & application
III.4.2.1 Forme linéaire du modèle dynamique du système
La démarche consiste à utiliser le modèle dynamique inverse d’un système robotique qui
s’exprime sous une forme linéaire par rapport aux paramètres dynamiques à estimer. Soit :
τ = W (θ, θ˙, θ¨)X
où :
– τ représente le vecteur des couples moteurs ;
– W est la matrice des observations ;
– X le vecteur des paramètres dynamiques à identiﬁer.
Le jeu de paramètres identiﬁables (appelés paramètres de base) peut être obtenu par élimination
des paramètres qui n’ont pas d’eﬀet sur le modèle dynamique, ou bien en regroupant certains
paramètres du modèle dynamique en un seul paramètre [133, 57, 56, 161].
III.4.2.2 La trajectoire excitante
Le choix de la trajectoire excitante est très important pour l’identiﬁcation des paramètres
dynamiques du système robotique. En eﬀet, cette trajectoire doit être suﬃsamment riche en
fréquences et en amplitudes pour pouvoir exciter au mieux le système et permettre ainsi une
bonne identiﬁcation de ses paramètres dynamiques. Une trajectoire excitante se traduit par un
bon conditionnement de la matrice d’observation W . Pour obtenir ce conditionnement, deux
stratégies peuvent être utilisées [100] :
1. Identiﬁcation séquentielle : ce type d’identiﬁcation a fait l’objet de plusieurs travaux
de recherche [55, 70, 13]. Dans ces approches, les paramètres dynamiques sont identiﬁés
par petits groupes à partir de mouvements simples sollicitant uniquement certaines arti-
culations tout en bloquant les autres. Cependant, cette méthode d’identiﬁcation n’est pas
recommandée du fait qu’elle introduit une accumulation d’erreurs entre les paramètres
déjà identiﬁés et ceux en cours d’identiﬁcation [103]. Dans [33], la méthode d’identiﬁcation
utilisée permet d’estimer les coeﬃcients de frottement de chaque articulation, séparément,
en réalisant des mouvements à vitesse constante. Cette méthode a été étendue par la suite
pour permettre l’identiﬁcation des paramètres inertiels [66].
2. Mouvement excitant : cette approche permet de calculer la trajectoire excitante en
utilisant des méthodes d’optimisation non-linéaires dont les critères à minimiser sont les
suivants :
a. Le conditionnement de la matrice d’observation W :
cond(W TW ) = σmax(W
TW )
σmin(W TW )
(III.22)
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où σmin(W TW ) et σmax(W TW ) représentent respectivement les valeurs singulières
minimale et maximale de la matrice d’observation W .
b. Un critère permettant de garantir une faible incertitude de l’estimation des para-
mètres dynamiques [183]. Ce critère s’écrit :
−log[det(C)] (III.23)
où C est la matrice de covariance.
c. Un critère sous la forme d’une combinaison du conditionnement de la matrice d’ob-
servation W et de l’inverse de la plus petite valeur singulière [167]. Ce critère s’écrit :
cond(W ) + λ 1
σmin(W )
(III.24)
d. Un critère permettant de calibrer les écart-types relatifs aux paramètres ayant un
eﬀet sur le modèle d’identiﬁcation ; l’ordre de grandeur des paramètres à estimer doit
être cependant connu [167] :
cond
(
W diag(Z)
)
où diag(Z) est la matrice diagonale dont les éléments diagonaux représentent le vec-
teur des connaissances, a priori, sur les paramètres dynamiques.
La Trajectoire excitante optimale est calculée en résolvant un problème d’optimisation
basé sur la minimisation sous contraintes d’une fonction objective. Dans le cas de l’optimisation
linéaire, plusieurs algorithmes ont été proposés tels que la méthode de Programmation Linéaire
(PL), l’algorithme des Moindres Carrées Linéaire (MCL) et l’algorithme de Programmation
Quadratique (PQ). En pratique, ces méthodes sont limitées car dans la plupart des cas, la
fonction objective est non-linéaire. Pour ce faire, plusieurs méthodes d’optimisation non-linéaires
ont été proposées telles que : la méthode de Programmation Quadratique Séquentielle (SQP :
Sequential Quadratic programming) et les Algorithmes Génétiques (AG) [1].
Dans [61], les auteurs utilisent une trajectoire polynomiale de degré 5 dont les coeﬃcients
sont calculés à partir d’une approche d’optimisation sous contraintes. Pour l’identiﬁcation des
paramètres dynamiques, la position est ﬁltrée à l’aide d’un ﬁltre passe-bas de type butterworth
alors que les vitesses et accélérations sont calculées par l’algorithme de diﬀérence centrée per-
mettant d’éviter une distorsion en phase et en amplitude.
Dans [196], le concept de trajectoire excitante périodique est proposé. Cette trajectoire,
basée sur une série de Fourier, présente plusieurs avantages tels que la possibilité de calculer
analytiquement les expressions de la vitesse et de l’accélération, nécessaires pour le calcul du
régresseur [183].
III.4.3 Identiﬁcation par la méthode des moindres carrées (MMC)
Le principe de l’identiﬁcation par la méthode des moindres carrés consiste à échantillonner
le modèle dynamique inverse d’un robot le long de la trajectoire excitante. Le modèle est linéaire
par rapport aux paramètres de base que l’on peut calculer en utilisant la décomposition QR de
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la matrice d’observation W [56, 100]. Un bruit blanc additif ρ ∈ (0, σ2) est pris en considération
dans le modèle dynamique. Ce dernier s’écrit alors sous la forme générale suivante :
τb = Wb(q, q˙, q¨)Xb + ρ (III.25)
où :
– τb(n.r × 1) représente le vecteur des couples mesurés, r est le nombre d’échantillons et n
le nombre d’équations pour chaque échantillon, avec :
τb = [τb1, τb2, ..., τbr]T (III.26)
– Wb(n.r × p) est la matrice des observations, avec :
Wb = [Wb1,Wb2, ...,Wbr]T (III.27)
– Xb(p× 1, p≪ n.r) désigne le vecteur des paramètres de base qui peut être estimé au sens
des moindres carrées comme suit :
X̂b = argxmin||ρ||2 = W+b τb (III.28)
où W+b est la pseudo-inverse de Wb telle que :
W+b = (W
T
b Wb)−1W Tb (III.29)
– ρ est le vecteur de résidus dû au bruit de mesure et aux erreurs de modélisation. Généra-
lement, ce bruit est supposé être de type bruit blanc, de moyenne nulle et d’écart type σρ.
La matrice de variance-covariance Cρ s’écrit sous la forme suivante :
Cρ = E(ρρT ) = σ2ρInr (III.30)
où E représente l’espérance mathématique et Inr la matrice d’identité de dimension (n.r×
n.r).
L’écart-type relatif σρ est calculé à partir de la relation suivante :
σ2ρ =
||τb −WbXb||2
n.r − P (III.31)
La matrice de variance-covariance de l’erreur d’estimation s’écrit :
CX = E[(Xb − X̂b)(Xb − X̂b)T ] = W+b Cρ(W+b )T = σ2ρ(W Tb Wb)−1 (III.32)
L’écart-type du jème: paramètre s’écrit comme suit :
σ2xj = CXjj (III.33)
L’écart-type relatif (%σXjr) est calculé comme suit :
σXjr(%) = 100.
σXj
Xj
(III.34)
L’écart-type relatif permet de vériﬁer la qualité de l’estimation des paramètres. En général,
lorsque les écarts types relatifs de tous les paramètres identiﬁés sont inférieurs ou égaux
à 10%, on peut estimer que tous les paramètres ont été identiﬁés de manière satisfaisante
[59].
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Remarques
1. Dans certains cas, la matrice d’observation du système robotique peut ne pas être de plein
rang pour l’une des deux raisons suivantes :
– Soit le modèle retenu pour l’identiﬁcation n’est pas simpliﬁé c-à-d qu’il existe des pa-
ramètres dynamiques qui n’ont pas un eﬀet majeur sur le système. Pour résoudre ce
problème, on peut utiliser des méthodes algébriques ou numériques pour disposer d’un
ensemble de paramètres identiﬁables ;
– Soit la trajectoire excitante utilisée pour l’identiﬁcation des paramètres n’est pas suﬃ-
samment riche en fréquences/amplitudes pour exciter tous les paramètres du système.
Dans ce cas, la trajectoire excitante doit être recalculée.
2. En général, seules les positions du robot sont connues alors que les vitesses et les accélé-
rations sont généralement déduites par le calcul de dérivées temporelles. En pratique, les
signaux obtenus à partir des capteurs disposés sur le robot sont bruités. Par conséquent,
les données obtenues par dérivations deviennent diﬃcilement exploitables et nécessitent
alors un pré-traitement. Ceci consiste à utiliser des ﬁltres soit linéaires, soit non-linéaires
[169, 163, 162].
III.4.4 Identiﬁcation des paramètres de l’orthèse
Dans ce paragraphe, nous décrivons la mise en oeuvre de la procédure adoptée pour l’identiﬁ-
cation des paramètres dynamiques de l’orthèse (équation III.37) avec en particulier l’application
de la méthode des moindres carrés.
La procédure d’identiﬁcation, résumée ﬁgure III.16, consiste en deux étapes : dans la pre-
mière, l’orthèse est commandée à l’aide d’un contrôleur de type PD pour suivre la trajectoire
excitante dont nous donnons ci-dessous le détail des calculs. La position réelle de l’orthèse ainsi
que le couple produit sont échantillonnés le long de la trajectoire excitante à diﬀérents instants
ti. La deuxième étape, réalisée hors ligne, consiste en la mise en oeuvre eﬀective de la méthode
d’identiﬁcation par le modèle inverse et moindres carrés d’erreur d’entrée. Pour ce faire, la vi-
tesse et l’accélération angulaires de l’orthèse sont obtenues par dérivations successives de la
position. La concaténation des diﬀérentes mesures permet d’établir le modèle linéaire décrit par
l’équation (III.25) et ainsi de constituer la matrice d’observation W . La méthode des moindres
carrées (MMC), présentée dans le paragraphe II est ensuite appliquée.
Le choix de la trajectoire excitante peut être évalué à partir du conditionnement de la
matrice d’observation. Dans [183], les auteurs utilisent une série de Fourier pour calculer une
trajectoire excitante riche en fréquences et en amplitudes. Dans ce qui suit, nous allons utiliser
cette composition de trajectoire en série de Fourier pour calculer la trajectoire excitante. Cette
technique permet aussi de prendre en compte les contraintes, liées aux mouvements de l’orthèse :
0 rad ≤ θ ≤2.35 rad
-2 rad/s ≤ θ˙ ≤2 rad/s
-10 rad/s2 ≤ θ¨ ≤10 rad/s2
(III.35)
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Figure III.16 : Procédure d’identiﬁcation des paramètres dynamiques de l’orthèse.
La trajectoire excitante peut être écrite sous la forme suivante :
θex = θ0 +
M∑
k=1
(
ak sin(kwf t) + bk cos(kwf t)
)
(III.36)
où :
– wf représente la pulsation propre de la série de Fourier ;
– ak et bk représentent respectivement les amplitudes des fonctions sin et cos ;
– θ0 représente la valeur initiale de la position θex.
Dans le plan sagittal (ﬁgure III.17), l’orthèse fonctionnelle est assimilée à un pendule articulé
au niveau du point O. Le modèle dynamique de chaque segment de l’orthèse (supérieur/inférieur)
est élaboré par rapport au centre de gravité (G1i) de chaque segment (i = 1 : segment inférieur,
i = 2 : segment supérieur). Compte tenu de la symétrie de l’orthèse, le modèle dynamique du
segment supérieur ou inférieur s’écrit sous la même forme suivante :
I1iθ¨ + fvor θ˙ −m1ik1il1ig cos(θ) = τor − fsorsign(θ˙) (III.37)
où i ∈ {1, 2} représente l’index du segment (i = 1 pour le segment supérieur ; i = 2 pour
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le segment inférieur), m1ik1il1ig cos(θ) représente le couple gravitationnel du segment supé-
rieur/inférieur de l’orthèse.
Figure III.17 : Représentation de l’orthèse dans le plan sagittal.
Le schéma bloc de la commande appliquée est donné ﬁgure III.18.
Figure III.18 : Schéma bloc de la commande utilisée pour le suivi de la trajectoire excitante.
La trajectoire excitante utilisée pour l’identiﬁcation des paramètres de l’orthèse est repré-
sentée ﬁgure III.19.
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Figure III.19 : Trajectoire excitante.
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Les valeurs des paramètres dynamiques obtenus après identiﬁcation sont regroupés dans le
tableau III.1.
Table III.1 : Paramètres dynamiques de l’orthèse après identiﬁcation
Paramètre Valeur Écart type σxj(%)
I11 (Kgm2) 0.012 1.551
I12 (Kgm2) 0.053 4.461
fvor (Nms/rad) 0.681 3.328
fsor (Nms/rad) 0.389 1.766
m11 (Kg) 0.531 0.071
m12 (Kg) 2.604 7.176
Les résultats d’identiﬁcation sont satisfaisants puisque l’écart type sur la valeur de chaque
paramètre est relativement faible (< 10%).
III.4.4.1 Validation des paramètres identiﬁés
Le modèle obtenu après estimation des paramètres dynamiques nécessite une phase de vali-
dation. Dans la littérature, il existe plusieurs techniques de validation dont les plus répandues
sont :
– La validation croisée : cette méthode consiste à comparer les valeurs des couples me-
surées à celles calculées à partir du modèle identiﬁé. La validation est eﬀectuée sur un
mouvement diﬀérent de celui utilisé pour l’identiﬁcation (trajectoire excitante).
– La validation directe : Cette méthode consiste à calculer l’erreur de prédiction sur le
mouvement utilisé lors de l’identiﬁcation.
Dans notre étude, le test de validation croisée réalisé pour comparer les valeurs des couples
mesurées à ceux calculées à partir du modèle identiﬁé, a conduit à une erreur quadratique
moyenne égale à 0.431N.m, ce qui est relativement faible par rapport au couple nominale per-
mettant la ﬂexion/extension du genou. La ﬁgure III.20 montre également que le couple estimé à
partir du modèle dynamique inverse (τes) et le couple mesuré (τm) sont très proches. Il est à no-
ter que la trajectoire utilisée pour la validation est diﬀérente de celle utilisée pour l’identiﬁcation
paramétrique (trajectoire excitante).
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Figure III.20 : Résultats de la validation croisée- Couples mesuré et estimé.
La ﬁgure III.21 montre que les positions estimées à partir du modèle dynamique inverse sont
très proches de celles mesurées. L’erreur quadratique moyenne est relativement faible et a pour
valeur 1.2204◦.
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Figure III.21 : Résultats obtenus par la validation directe.
III.4.5 Identiﬁcation des paramètres anthropométriques
Plusieurs approches ont été proposées pour l’estimation des paramètres antropométriques
du corps humain tels que : les masses (M), les longueurs (l), les positions des centres des gra-
vité (CoG) et les propriétés inertielles (I) de chaque segment du corps humain. Les premières
approches utilisaient des données cadavériques, dont les plus connus sont celles de W.T. Demps-
ter [36]. Ce dernier a obtenu à partir de la découpe de cadavres, des valeurs moyennes sur les
masses, les inerties et les positions des centres de gravité de chaque segment du corps humain. En
1969, C.E. Clauser et son équipe ont réussi, à partir de treize cadavres d’adultes, à obtenir une
évaluation plus précise des données anthropométriques [29]. Ce travail a été repris et largement
diﬀusé par D.A.Winter en 1990 [207]. D’autres auteurs ont cherché à déterminer des modèles de
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régression linéaire permettant d’évaluer ces paramètres anthropométriques. V.M. Zatsiorsky est
parvenu en 1983 à déterminer les caractéristiques d’inertie des diﬀérents segments corporels, en
réalisant par radiographie des mesures sur un échantillon constitué d’une centaine d’hommes et
d’une quinze de femmes. Il établira par la suite des équations de régressions permettant d’es-
timer les paramètres anthropométriques en fonction de la masse et de la taille de chaque sujet
[217, 218]. En 1995, Paolo de Leva proposa d’ajuster les tables de Zatsiorsky et de valider ses
résultats sur de jeunes athlètes [34]. D’autres travaux ont été proposés pour l’estimation des
paramètres anthropométriques [26, 157, 156].
Dans ce qui suit, nous donnons les résultats d’estimation des masses, des longueurs et des
centres de gravité des deux segments du corps humain (cuisse et jambe-pied) à partir de la taille
et du poids du sujet et des équations de régression de Zatsiorsky [217, 218] et de celles de Winter
[208].
III.4.5.1 Équations de régression de Zatsiorsky [138, 139]
1. Masses du pied et de la jambe :
Mpied(kg) = −0.82900 + 0.01710× poids(kg) + 0.01430× taille(cm) (III.38)
Mjambe(kg) = −1.59200 + 0.01710× poids(kg) + 0.01430× taille(cm) (III.39)
2. Centres de gravité de chaque segment (jambe-pied) :
CoGpied(%) = 3.76700 + 0.00250× poids(kg) + 0.02300× taille(cm) (III.40)
CoGjambe(%) = −6.05000 + 0.00250× poids(kg) + 0.02300× taille(cm) (III.41)
III.4.5.2 Équations de Winter [140]
1. Masses de la cuisse :
Mcuisse(kg) = 0.200× poids (III.42)
2. Longueurs du segment jambe-pied et de la cuisse :
lpartie−inf (m) = 0.246× taille (III.43)
lcuisse(m) = 0.245× taille (III.44)
3. Centre de gravité de la cuisse :
CoGcuisse(m) = 0.567× lcuisse (III.45)
4. Inertie de la cuisse :
Icuisse(Kgm2) = Mpartie−inf × (lcuisse × 0.323)2 (III.46)
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III.4.5.3 Protocole d’expérimentation
Neuf sujets ont accepté de participer volontairement à cette étude. Chaque sujet vériﬁe les
critères de sélection suivants :
1. Absence de déﬁciences motrices ;
2. Flexion et extension totales du genou ;
3. Absence de spasmes musculaires involontaires au cours de la ﬂexion/extension du genou.
Les neuf sujets ont été clairement informés du déroulement du protocole expérimental et des
attentes de cette étude. Toutes les précautions ont été prises pour d’une part, garantir le bon
déroulement des expérimentations et la sécurité des sujets, et d’autre part, protéger les données
privées de ces sujets en conformité avec la loi d’Helsinki [37].
III.4.5.4 Test du pendule passif
Les paramètres dynamiques de l’articulation du genou (I1, fsk et fvk) sont identiﬁés à l’aide
du test du pendule passif [138, 137]. Pour ce test, le sujet est en position assise, sa jambe est
en mouvement libre autour de l’articulation du genou et n’a aucun contact avec le sol. Par
ailleurs, il est demandé au sujet de ne produire aucun couple musculaire volontaire au niveau
du genou. Dans ces conditions, l’articulation du genou est soumise uniquement au couple de
gravité et aux couples résistifs dûs aux frottements sec et visqueux. Le test du pendule passif
est eﬀectué plusieurs fois en suivant la procédure suivante : on lâche la jambe du sujet à partir
d’un angle donné et on laisse le mouvement naturel s’eﬀectuer jusqu’à la position de repos (90◦).
La position angulaire du genou est mesurée à l’aide d’un électro-goniomètre placé au niveau de
l’articulation du genou (ﬁgures III.22-III.23). Un relevé EMG des activités des muscles rectus
femoris et biceps femoris est eﬀectué pour s’assurer que le sujet ne développe pas de contractions
musculaires volontaires ou des réﬂexes pendant le test auquel cas la mesure est invalidée. Le
modèle dynamique du système dans le cas du test du pendule passif s’écrit :
I1θ¨ + fvk θ˙ + fsksign(θ˙) = m1k1l1g cos(θ) (III.47)
où le terme m1k1l1gcos(θ) représente le couple gravitationnel de l’ensemble jambe-pied.
Figure III.22 : Test du pendule passif.
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Figure III.23 : Test du pendule passif (Sujet 1)- Réponse du système.
Comme le montre la ﬁgure III.24, la position angulaire du genou, mesurée en ligne à l’aide
d’un électro-goniomètre, est ﬁltrée en utilisant un ﬁltre passe-bas de Butterworth d’ordre 4 ayant
fréquence de coupure de 20Hz. Ce ﬁltre a été choisi en raison de ses propriétés de ﬁltrage. En
eﬀet, ce ﬁltre n’introduit pas un temps de retard relativement élevé ou un déphasage entre le
signal d’entrée et celui de sortie. La méthode des moindres carrées est également appliquée aﬁn
d’identiﬁer les paramètres dynamiques du genou (I1, fsk et fvk).
Le test du pendule passif a été eﬀectué sur plusieurs personnes volontaires dont les caracté-
ristiques sont rassemblées dans le tableau III.4.5.4.
Table III.2 : Caractéristiques des sujets
Sujet Sexe Age(ans) Poids(kg) Taille(m)
Sujet 1 M 29 75 1.76
Sujet 2 M 30 73 1.64
Sujet 3 M 32 62 1.67
Sujet 4 M 25 76 1.75
Sujet 5 M 25 82 1.78
Sujet 6 F 26 65 1.71
Sujet 7 M 27 79 1.77
Sujet 8 F 25 81 1.68
Sujet 9 F 26 64 1.65
Sujet 10 M 34 70 1.71
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Figure III.24 : Procédure d’identiﬁcation des paramètres dynamiques du genou.
Table III.3 : Masses identiﬁés à partir des équations de régression de Zatsiorsky et de Winter
Sujet mcuisse mjambe mpied Icuisse
(kg) (kg) (kg) (kgm2)
Sujet 1 15.0000 3.2526 1.0333 0.2910
Sujet 2 14.6000 3.0350 0.9303 0.2459
Sujet 3 12.4000 2.6731 0.8675 0.2165
Sujet 4 15.2000 3.2767 1.0337 0.2914
Sujet 5 16.4000 3.5302 1.1018 0.3254
Sujet 6 13.0000 2.8301 0.9198 0.2380
Sujet 7 15.8000 3.4095 1.0714 0.3099
Sujet 8 16.2000 3.3730 1.0211 0.2863
Sujet 9 12.8000 2.7213 0.8683 0.2183
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Table III.4 : Paramètres identiﬁés à partir des équations de régression de Zatsiorsky et de
Winter
Sujet CoGcuisse COGjambe COGpied lcuisse ljambe+pied
Sujets (m) (m) (m) (m) (m)
Sujet 1 0.2445 0.1864 0.1446 0.4312 0.4330
Sujet 2 0.2278 0.1693 0.1392 0.4018 0.4034
Sujet 3 0.2320 0.1742 0.1331 0.4091 0.4108
Sujet 4 0.2431 0.1850 0.1448 0.4287 0.5305
Sujet 5 0.2473 0.1891 0.1497 0.4361 0.4379
Sujet 6 0.2375 0.1798 0.1364 0.4189 0.4207
Sujet 7 0.2459 0.1878 0.1676 0.4336 0.4354
Sujet 8 0.2334 0.1749 0.1603 0.4116 0.4133
Sujet 9 0.2292 0.1337 0.1525 0.4043 0.4059
Table III.5 : Paramètres identiﬁés à partir du test du pendule passif
Sujets I11 σI11 fsk σfsk fvk σfvk
(kgm2) (%) (Nms/rad) (%) (Nms/rad) (%)
Sujet 1 0.3360 1.9725 0.6093 3.6730 0.1915 3.7741
Sujet 2 0.2910 0.7774 0.8590 3.1903 0.2468 3.4557
Sujet 3 0.3021 0.7631 0.8536 3.1314 0.2561 3.3919
Sujet 4 0.3999 0.6633 0.8062 2.7218 0.3390 2.9483
Sujet 5 0.4457 0.6283 0.7840 2.5782 0.3778 2.7927
Sujet 6 0.3226 0.7385 0.8437 3.0305 0.2735 3.2826
Sujet 7 0.4026 0.6611 0.8049 2.7127 0.3413 2.9384
Sujet 8 0.2820 0.7899 0.8634 3.2414 0.2390 3.5111
Sujet 9 0.3941 1.4489 0.7343 3.0285 0.4673 0.5329
Moy 0.3529 0.9381 0.7954 3.0342 0.3036 2.9474
III.5 Conclusion
Dans ce chapitre, nous avons développé la modélisation et l’identiﬁcation paramétrique du
système équivalent membre inférieur-orthèse pour le mouvement de ﬂexion/extension du ge-
nou. Nous avons exposé la procédure d’identiﬁcation des paramètres dynamiques de l’orthèse,
qui s’appuie sur la méthode des moindres carrés. Les équations de régression de Zatsiorsky et
de Winter d’une part, et la méthode du test du pendule passif combinée à la méthode des
moindres carrées d’autre part, nous ont permis d’identiﬁer les paramètres anthropométriques
et dynamiques du membre inférieur de chaque sujet. Les résultats de l’identiﬁcation des para-
mètres dynamiques du système membre inférieur-orthèse sont satisfaisants puisque l’écart-type
est inférieur à 8% pour les paramètres de l’orthèse, et à 4% pour les paramètres du membre
inférieur.

Chapitre IV
Commande par Modes Glissants &
Estimation neuronale de l’intention
IV.1 Introduction
Ce chapitre est consacré à la commande robuste du système membre inférieur-orthèse et à
l’estimation de l’intention du sujet. Dans la première partie, nous présentons les concepts de base
de la commande par modes glissants et les algorithmes traditionnellement utilisés dans la loi
de commande discontinue. Dans la deuxième partie du chapitre, nous procédons à la synthèse
de la loi de commande par modes glissants d’ordre deux pour la commande du système et
démontrons sa stabilité au sens de Lyapunov. Enﬁn, dans la dernière partie, nous proposons un
modèle neuronal pour l’estimation de l’intention du sujet à partir de la mesure de signaux EMG
caractérisant les activités musculaires volontaires au niveau du groupe musculaire quadriceps.
IV.2 Commande par Modes Glissants
La complexité inhérente à la majorité des systèmes dynamiques non-linéaires a fait l’objet
de nombreux travaux dans le domaine de l’automatique aﬁn d’améliorer continuellement les
performances des lois de commande.
Dans la littérature, on identiﬁe plusieurs approches de commande linéaire et non-linéaire
telles que : la commande par retour d’état [172, 5], la commande adaptative [178, 101], les
approximateurs universels de type logique ﬂoue ou réseaux de neurones [213, 204, 110, 206,
188, 149, 221, 78, 115], etc. Dans de nombreuses applications, il est nécessaire de garantir de
bonnes performances aussi bien en termes de précision qu’en termes de robustesse en présence
de perturbations externes ou d’incertitudes paramétriques.
Dans la littérature, une commande à structure variable est déﬁnie comme une commande dont
la structure est dynamique et variant dans le temps [189]. La commande à structure variable
par modes glissants oﬀre de bonnes performances en terme de poursuite de trajectoires. Elle
est également réputée être une commande robuste vis-à-vis des incertitudes paramétriques, des
erreurs de modélisation ainsi que des perturbations externes [178]. La commande par modes
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glissants est une technique de commande inspirée des travaux des mathématiciens Soviétiques :
Fillipov [45, 46, 47], Emelianov[40] et Utkin [190, 189]. A partir des années quatre vingt, ces
travaux ont été repris par Slotine [178] pour la commande des systèmes à structure variable
donnant par la suite naissance à de nombreux travaux de recherche tels que ceux de : [53, 123,
192, 193, 10]. Le principe de la commande par modes glissants consiste à imposer une dynamique
au système de telle sorte qu’il converge vers une certaine surface appelée surface de glissement.
Cette dernière représente la dynamique désirée du système.
Dans le cadre de l’assistance par orthèses actives, peu de chercheurs ont utilisé cette technique
de commande. On peut citer les travaux de Jezernik qui utilise un contrôleur basé sur les modes
glissants d’ordre un pour piloter le système de rééducation LokomatTM [94]. Banala propose,
quant à lui, deux contrôleurs pour piloter un système de rééducation du membre inférieur.
Le premier est basé sur les modes glissants d’ordre un pour déplacer le membre inférieur du
sujet selon une trajectoire désirée. Le second utilise une commande linéarisante qui consiste à
mesurer le couple fourni par le sujet puis à appliquer le couple d’assistance complémentaire pour
déplacer le membre inférieur selon une trajectoire désirée [8]. Weinberg propose deux stratégies
de commande d’une orthèse destinée à la rééducation des personnes souﬀrant de problèmes de
raideur du genou. La première commande consiste en un contrôleur PI adaptatif pour le suivi
de trajectoires en couple. La deuxième commande, basée sur les modes glissants d’ordre un et
un contrôleur PID adaptatif, est utilisée pour le suivi de trajectoires en vitesse [205].
Dans notre étude, le système membre inférieur-orthèse est caractérisé par la présence de
non-linéarités, d’incertitudes des paramètres dynamiques comme les inerties, les masses, les
frottements secs et visqueux qui varient dans le temps, ou d’autre part sur les paramètres
anthropométriques qui varient d’un individu à un autre (cf. chapitre II). Les paramètres de
l’orthèse peuvent aussi varier selon l’environnement et l’intensité d’utilisation. Par exemple, la
résistance du stator/rotor d’un actionneur électrique dépend de la température ambiante/interne
(R = R0 + aT + bT 2 où R0 représente la valeur de la résistance à la température T = 0◦, R
la résistance à T ◦ et a,b deux constantes). Par ailleurs, la non prise en compte des dynamiques
non-modélisées (autres que les frottements, les gravités et les inerties), et l’occurrence de per-
turbations externes imposent des commandes robustes de type commande par modes glissants.
Le principe de la commande par modes glissants consiste tout d’abord à déﬁnir une surface
de glissement, puis à synthétiser une loi de commande qui agit en deux phases : la première,
permet d’atteindre la surface de glissement depuis n’importe quel point du plan de phase SS˙. La
deuxième phase permet quant à elle d’assurer le maintien du système sur la surface de glissement
ou bien au voisinage de cette surface jusqu’à la convergence vers le point d’origine du plan de
phase SS˙ (ﬁgure IV.1).
IV.2.1 Synthèse d’une loi de commande par modes glissants
La synthèse d’une loi de commande par modes glissants pour un système non-linéaire passe
par deux étapes essentielles :
1. Déﬁnir une surface de glissement en fonction des objectifs de commande et des propriétés
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Figure IV.1 : Convergence de la trajectoire du système du point initial x0(t) vers l’origine du
plan de phase SS˙.
statiques et dynamiques désirées du système en boucle fermée ;
2. Élaborer la loi de commande par modes glissants de manière à contraindre la trajectoire
d’état du système à atteindre et, ensuite, à rester sur cette surface et ce même en présence
d’incertitudes ou de variations paramétriques et de perturbations externes.
Un système non-linéaire, supposé observable et commandable, écrit sous la forme générale
suivante :  x¨ = f(x, x˙) + g(x, x˙)uy = x (IV.1)
où x = [x1, x2, ..., xn]T ∈ X représente le vecteur d’état du système, X un ensemble ouvert de
R
n et u ∈ U ∈ Rm le vecteur de commandes avec n et m sont deux constantes positives telles
que n > m. f(x, x˙) et g(x, x˙) sont deux fonctions continues non-linéaires, supposées connues.
IV.2.1.1 Surface de glissement
La surface de glissement S(x) est composée par la diﬀérence entre les états souhaité et réel
du système. La forme de cette surface (linéaires ou non-linéaires) est choisie selon l’application.
Seule la contrainte d’attractivité de cette surface est nécessaire.
Soit S(x) une fonction non-linéaire, suﬃsamment diﬀérentiable (IV.1) de telle sorte que son
annulation permette de satisfaire l’objectif de la commande. La fonction S(x) est appelée variable
de glissement. L’ensemble S = {x ∈ X : S(x) = 0}, appelé surface de glissement et représente
une sous-variété de X, de dimension (n− 1).
La forme générale de la surface de glissement de Slotine
(
S(x)
)
est déﬁnie comme suit
[93, 177] :
S =
( d
dt
+ λ
)r−1
e (IV.2)
où :
– e représente l’erreur entre l’état désiré et l’état réel du système (e = xd − x) ;
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– r représente le degré relatif du système. Il est déﬁni comme étant le nombre de fois qu’il
faut dériver la surface de glissement S(x) pour faire apparaître explicitement la variable
de commande u.
La surface de glissement divise l’espace d’état en deux sous-espaces disjoints S+ et S− tels
que :  S
− = {x ∈ Rn si S(x) < 0}
S+ = {x ∈ Rn si S(x) > 0}
(IV.3)
L’état du système x converge vers S(x) = 0 avec les vitesses notées f+ et f− sous les
conditions décrites par le système d’équations diﬀérentielles suivant (ﬁgure IV.2) : x˙ = f
−(x, t) si x ∈ S−
x˙ = f+(x, t) si x ∈ S+
(IV.4)
Dans ces conditions, la surface S(x) = 0 est dite attractive. Le glissement de l’état le long
de cette surface engendre un mode appelé régime ou mode de glissement, représenté ﬁgure IV.2
[74].
Figure IV.2 : Principe des modes glissants.
L’attractivité de la surface de glissement S n’est assurée que dans Dg. Pour contraindre la
trajectoire du système à rester dans ce domaine, la commande u doit (ﬁgure IV.3) :
u =

u− si S < 0
u+ si S > 0
∈ [−u−, u+] si S = 0
(IV.5)
IV.2.1.2 Conditions d’existence d’un domaine de glissement
Pour qu’un mode glissant puisse exister, il faut qu’en plus de l’attractivité de la surface de
glissement, que les vecteurs des vitesses f+ et f− soient dirigés vers la surface de commutation.
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Figure IV.3 : Commutation du signal de commande u.
Cependant, et dans certains cas, le glissement ne pourra pas s’eﬀectuer sur n’importe quel point
de la surface de glissement car l’attractivité de cette dernière n’est garantie que dans Dg.
Le théorème suivant fournit les conditions d’existence du mode de glissement selon Filippov
[48] :
Théorème 1
Soit le système donné par l’équation (IV.1) et satisfaisant la condition suivante :
|∂fi|
|∂xj | ≤ K ∀x ∈ X = S
− ∪ S+, (i, j = 1, ..., n) (IV.6)
où : K est une constante et S une fonction deux fois diﬀérentiable, telle que chacune des fonc-
tions f+N et f
−
N est continûment diﬀérentiable. f
+
N et f
−
N représentent respectivement les projec-
tions de f+ et f− sur la normale de la surface S = 0.
Si en chaque point de la surface S = 0, les inégalités f+N < 0 et f
−
N > 0 sont vériﬁées,
alors il existe dans le domaine X une solution unique x dépendant des conditions initiales d’une
manière successive.
Le théorème suivant est basé sur l’utilisation des fonctions de Lyapunov. Il fournit les condi-
tions d’existence du mode de glissement selon Utkin [189, 191] :
Théorème 2
Le domaine Dg, de dimension (n−1), est un domaine de glissement si pour tout x ∈ Dg, il existe
une fonction de Lyapunov V (S, x) déﬁnie sur un ensemble ω, continuellement diﬀérentiable vis-
à-vis de tous ses arguments et satisfaisant les conditions suivantes :
1. La fonction V (S, x) est déﬁnie positive par rapport à S, telle que : V (S, x) = 0 si S = 0V (S, x) > 0 si S ̸= 0 (IV.7)
2. La dérivée de la fonction de Lyapunov V , le long des trajectoires du système, est déﬁnie
négative pour tout S(x) non nulle.
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Remarques :
1. Si f+ est négative et f− est positive alors SS˙ est inférieur à zéro. Cette condition est
appelée : condition de glissement,
2. Un régime glissant idéal sur S existe seulement s’il existe un temps ﬁni tf tel que la solution
de IV.1 satisfait la condition suivante :
S(x, t) = 0, ∀t ≥ tf (IV.8)
3. Lorsque les trajectoires du système dans le plan des phases évoluent sur une surface de
glissement S ; sa dynamique est dite alors immergée dans l’état d’un système autonome
de dimension (n − 1). Le système, est alors appelé système réduit, et est contraint à une
dynamique déterminée par la surface de glissement. Une des conditions nécessaires pour
l’établissement d’une commande par modes glissants d’ordre un est que le degré relatif du
système doit être égal à un par rapport à la variable de glissement [191, 192]. Rappelons
que le degré relatif d’un système correspond au nombre minimum de fois qu’il faut dériver
la sortie du système, par rapport au temps, pour faire apparaître la variable de commande
u de manière explicite [90].
Aﬁn d’illustrer le domaine de glissement, considérons l’exemple suivant [21] : x˙1 = x2x˙2 = −Ksign(S) (IV.9)
avec :
S(x) = λx1 + x2, λ > 0 et x = (x1, x2) ∈ R2 (IV.10)
où λ représente la pente de glissement.
En choisissant comme fonction de Lyapunov V = S22 , il suﬃt que la dérivée de V par
rapport au temps soit négative pour que la surface S = 0 soit attractive. Cette condition peut
être exprimée comme suit :
SS˙ < 0 (IV.11)
La dérivée de la surface de glissement (IV.10) peut être écrite sous la forme suivante :
S˙ = λx2 −Ksign(S) (IV.12)
et par conséquent :  si S > 0 et S˙ < 0 => x2 < +
K
λ
si S < 0 et S˙ > 0 => x2 > −Kλ
(IV.13)
Soient D+a et D−a les deux domaines d’attractivité lorsque S > 0 et S < 0 respectivement :
D+a = {x/S > 0 et x2 < +Kλ }
D−a = {x/S < 0 et x2 < −Kλ }
(IV.14)
Le domaine de glissement (Dg), représenté ﬁgure IV.2.1.2, est déﬁni comme suit :
Dg = {x/x ∈ D+a ∩D−a } (IV.15)
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Figure IV.4 : Domaine de glissement Dg.
IV.2.1.3 Dynamique de glissement
Dans la littérature, plusieurs travaux ont été menés pour étudier le mouvement de glissement
sur la surface S(x) = 0. Ces travaux s’inscrivent dans le cadre de la résolution des équations
diﬀérentielles à second membre discontinu [48, 189, 191, 178]. Cependant, lorsque la surface de
glissement est atteinte, la théorie des équations diﬀérentielles ordinaires devient non-valide. En
eﬀet, dans ce cas, le système ne vériﬁe plus les conditions classiques d’existence et d’unicité des
solutions selon le théorème de Cauchy-Lipshitz en raison de la discontinuité du second membre
sur la surface de glissement S(x) = 0. Dans la littérature, il existe deux méthodes principales
qui sont souvent utilisées pour la détermination du mode de glissement :
1. La méthode de Filippov : Filippov s’est intéressé à la détermination du vecteur f0
pour des systèmes dont la variable de commande n’apparaît pas de manière explicite dans
l’expression du champ f . f0 représente le vecteur vitesse sur la surface de glissement [48].
2. La méthode de Utkin : Cette méthode consiste à admettre qu’en mode de glissement,
tout se passe comme si le système est piloté par une commande dite commande équivalente
ueq [189, 191].
IV.2.1.4 Commande par modes glissants d’ordre un
Il s’agit de synthétiser une loi de commande par modes glissants (u) permettant au système
d’atteindre la surface de glissement (S) puis à maintenir la trajectoire du système au voisinage
de cette surface. En d’autres termes, cette loi de commande doit rendre la surface de glissement
localement attractive.
Les propriétés de convergence en temps ﬁni des lois de commande par modes glissants d’ordre
un peuvent être obtenues en considérant la fonction de Lyapunov suivante [159] :
V (S) = S
2
2 (IV.16)
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La condition nécessaire et suﬃsante, appelée aussi condition d’attractivité, pour qu’une va-
riable de glissement S(x, t) tende vers 0 est donnée comme suit :
V˙ = SS˙ < 0 (IV.17)
Cependant, l’inégalité (IV.17) n’est pas suﬃsante pour garantir une convergence de la tra-
jectoire du système dans le plan de phase en un temps ﬁni car elle ne peut garantir qu’une
convergence asymptotique vers la surface de glissement. L’inégalité (IV.17) est donc remplacée
par une autre condition appelée condition de η-attractivité. Cette dernière s’écrit :
SS˙ ≤ −η|S|, η > 0 (IV.18)
où η est une constante strictement positive.
La trajectoire du système dans le plan de phase atteint un voisinage de la surface de glisse-
ment de largeur η en un temps ﬁni tf tel que [159] :
tf ≤ S(t = 0)
η
(IV.19)
La commande par modes glissants est composée de deux parties : la première, appelée partie
équivalente (ueq), représente le fonctionnement du système en basses fréquences ; la seconde,
appelée commande discontinue (udis), représente le fonctionnement du système en hautes fré-
quences. La commande équivalente permet de décrire le comportement du système lorsque ce
dernier est restreint au voisinage de la surface de glissement S. Cette commande est calculée à
partir des conditions d’invariance de la surface de glissement déﬁnies comme suit : S = 0S˙ = ∂S∂x(f(x) + g(x)ueq) (IV.20)
La commande équivalente peut être calculée selon les conditions d’invariance en utilisant
l’expression ci-dessous :
ueq = −
(∂S
∂x
g(x)
)−1∂S
∂x
f(x) (IV.21)
Cependant, la commande ueq (IV.21) seule est insuﬃsante pour forcer le système à atteindre
la surface de glissement. Ainsi, la commande u est la somme de la commande équivalente (ueq)
et de la commande discontinue (udis). La commande discontinue assure un régime glissant et
l’insensibilité du système vis-à-vis des incertitudes paramétriques et des perturbations externes
[189]. Pour une commande par modes glissants d’ordre un, la partie discontinue s’écrit :
udis = −K
(∂S
∂x
g(x)
)−1
sign(S) (IV.22)
Par conséquent, la loi de commande par modes glissants s’écrit de la manière suivante :
u = ueq + udis (IV.23)
où K représente un gain positif, dont la valeur est supérieure à la borne maximale de la
perturbation.
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La robustesse de loi de commande donnée par l’équation (IV.23) vis-à-vis des incertitudes
paramétriques et des perturbations externes a été prouvée dans [189].
Remarques :
1. Un régime glissant sur S d’un système perturbé est indépendant du signal de perturba-
tion p(x, t), si et seulement si, celui-ci est borné et vériﬁe la condition de recouvrement
(matching condition) suivante [39] :
p(x, t) ∈ Vect{g(x)} (IV.24)
2. Lors de l’utilisation de la loi de commande basée sur les modes glissants d’ordre un, un
phénomène appelé phénomène de broutement (chattering en anglais) est observé sur le
signal de commande.
IV.2.1.5 Phénomène du broutement (réticence)
Un régime glissant idéal requiert une commande pouvant commuter à une fréquence inﬁnie.
Cependant, dans la pratique, seule une commutation à une fréquence ﬁnie est possible. Ainsi,
durant le régime de glissement, les discontinuités dues à la partie discontinue de la commande
peuvent entraîner un phénomène de broutement. Ce phénomène consiste en de fortes variations
brusques et rapides du signal de commande pouvant entraîner de fortes oscillations de la tra-
jectoire du système autour de la surface de glissement (ﬁgure IV.6-(a)). Ce phénomène est dû
principalement à la présence de la fonction sign dans le signal de commande [212]. Il ne peut
pas être évité par ﬁltrage car il peut exciter les hautes fréquences du système qui n’ont pas été
prises en considération lors de la modélisation du système. Les inconvénients majeurs d’un tel
phénomène sont : une dégradation importante des performances du système, une instabilité et
un endommagement éventuel des actionneurs du système (ﬁgureIV.6-(b)).
Figure IV.5 : (a) : Phénomène du broutement.
Dans la littérature, plusieurs travaux ont été menés pour éliminer ou limiter l’eﬀet du phéno-
mène de broutement. Dans [178], les auteurs introduisent une bande de transition autour de la
surface de glissement S permettant de transformer la fonction sign en fonction sat (saturation).
Néanmoins, une erreur statique subsiste, et un compromis entre la largeur de la bande et les
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Figure IV.6 : Phénomène du broutement observé sur un signal de commande.
variations de la commande s’impose. Dans [153], un système ﬂou de type Mamdani, ayant la
surface de glissement comme entrée et la commande comme sortie, est utilisé pour construire la
bande de transition. Le phénomène de broutement est éliminé mais la commande permettant la
phase d’approche est diﬃcile à calculer car les bornes des incertitudes et des perturbations sont
généralement inconnues. Dans [74], l’auteur propose de faire varier la valeur du gain de glisse-
ment à l’aide d’un système ﬂou en le diminuant au fur et à mesure que le système s’approche de
la surface de glissement. Dans [177], la fonction sign est remplacée par la fonction sigmoïde qui
représente une approximation continue de type grand gain. Cette technique permet d’atténuer
le phénomène de broutement mais sans l’éliminer totalement.
La mise en oeuvre de la commande par modes glissants d’ordre un nécessite la détermination
de la constante K de la partie discontinue. Le calcul de cette constante doit être le résultat d’un
compromis permettant d’une part, d’assurer la stabilité du système et d’autre part, d’éviter des
sollicitations importantes de l’actionneur à travers le signal de commande u. Dans ce cadre,
des solutions ont été proposées par [186, 155, 84]. Il s’agit en particulier de remplacer le signal
de commutation par un système adaptatif ﬂou permettant de résoudre le problème du gain K
et par conséquent celui du phénomène de broutement. Il faut noter aussi que la convergence
des algorithmes proposés dépend du choix des valeurs initiales. Pour des systèmes rapides et à
grandes variations paramétriques, l’implémentation de l’algorithme proposé devient alors très
complexe. La technique par Modes Glissants d’ordre Supérieur peut remédier aux limitations de
la commande par modes glissants d’ordre un énumérées ci-dessus tout en garantissant de bonnes
performances en termes de poursuite de trajectoire et de robustesse vis-à-vis d’incertitudes
paramétriques et de perturbations externes.
IV.2.2 Commande par Modes Glissants d’ordre Supérieur
La commande par modes glissants d’ordre supérieur est apparue au milieu des années quatre-
vingt. Elle est caractérisée par une partie discontinue qui agit non pas sur la surface de glissement
S(x) comme dans le cas de la commande par modes glissants d’ordre un mais plutôt sur les
dérivées d’ordres supérieurs de la variable de glissement [41].
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Un régime glissant d’ordre un est basé sur l’annulation de la surface de glissement tandis
qu’un régime glissant d’ordre r agit sur les (r − 1) premières dérivées successives de la variable
de glissement S. Cette dernière doit être suﬃsamment diﬀérentiable et ses (r − 1) dérivées par
rapport au temps ne doivent être fonctions que de l’état x [123].
Une surface de glissement d’ordre r par rapport à S(x, t) est déﬁnie comme suit :
Sr = {x ∈ X : S = S˙ = ... = S(r−1)} (IV.25)
Sr est appelé surface de glissement d’ordre r où r représente le degré relatif du système
et correspond au nombre de fois qu’il faut dériver la surface de glissement, par rapport au
temps, pour y faire apparaître explicitement la commande u [159]. Le degré relatif est calculé
en déterminant les dérivées successives de S :
– pour r = 1, ∂S˙∂u ̸= 0,
– Pour r = 2, ∂Si∂u = 0(i = 1, 2, ..., r − 1), ∂S
r
∂u ̸= 0.
L’avantage d’utiliser la loi de commande basée sur les modes glissants d’ordre deux est de
forcer le système à évoluer sur la surface de glissement S(S, t) = 0 tout en annulant les (r − 1)
premières dérivées de cette surface [123] :
S = S˙ = ... = S(r−1) = 0 (IV.26)
Remarques
1. Un algorithme d’ordre r permet, si la méthode d’intégration est à pas variable majoré par
τ , d’obtenir la précision de convergence suivante [52] :
|S| = O(τρ), |S˙| = O(τ (r−1)), ..., |S(r−1)| = O(τ) (IV.27)
Obtenir une bonne précision de convergence d’un mode glissant nécessite par conséquent
le maintien à zéro de la surface de glissement ainsi que ses dérivées d’ordre supérieur.
2. Pour générer un régime glissant asymptotiquement stable sur Sr, il faut contraindre le
système à rester sur une surface auxiliaire qui est une simple combinaison linéaire des
dérivées de la variable de glissement S jusqu’à l’ordre r − 1 (c’est à dire S(r−1)) [41, 175].
3. Un des problèmes majeurs des commandes par modes glissants d’ordre r est qu’elles né-
cessitent la connaissance des r − 1 dérivées successives de la surface de glissement (S).
Par exemple, pour des modes glissants d’ordre 3, il est nécessaire de calculer la surface de
glissements (S) et ses deux dérivés S˙ et S¨. Pour les modes glissants d’ordre deux, seule la
surface de glissement et sa première dérivée sont nécessaires.
IV.2.3 Commande par Modes Glissants d’ordre deux
Générer un mode glissant d’ordre deux par rapport à S revient à contraindre la trajectoire du
système à atteindre, en un temps ﬁni, la surface de glissement ; puis à se maintenir sur l’ensemble
de glissement S2 qui est déﬁni comme suit (ﬁgure IV.7) :
S2 = {x ∈ X : S = S˙ = 0} (IV.28)
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Figure IV.7 : Glissement de la trajectoire du système dans le plan de phase SS˙.
La caractéristique principale de cette stratégie de commande est que la partie discontinue
du signal de commande apparaît dans la dérivée première de la commande, soit u˙ au lieu de
la variable u dans le cas de la commande par modes glissants d’ordre un. L’intégration de
cette variable permet d’obtenir la variable u tout en limitant considérablement le phénomène de
brouttement.
La deuxième dérivée de la variable de glissement s’écrit d’une manière générale comme suit :
S¨ = ϕ(x, t) + φ(x, t)v (IV.29)
où v = u˙ si le degré relatif (r) du système est égal à un, et v = u si r = 2.
ϕ et φ sont deux fonctions continues, incertaines et bornées telles que, dans un voisinage
S(x, t) < S0, les deux conditions suivantes sont vériﬁées : |ϕ(x, t)| < C0,0 < Km ≤ φ(x, t) ≤ KM , (IV.30)
avec : S0, C0,Km, et KM des gains strictement positifs.
Pour les modes glissants d’ordre deux, il existe plusieurs algorithmes. Dans ce qui suit, nous
présentons ceux qui sont les plus utilisés en vue d’étudier leurs faisabilités pour la commande
du système membre inférieur-orthèse.
IV.2.3.1 Algorithme du twisting
Cet algorithme, introduit par L.V.Levantovsky en 1985 [123], contraint la trajectoire du
système à converger, en temps ﬁni, vers l’origine du plan de phase SS˙ en tournant autour de
cette origine et en se rapprochant à la manière d’une spirale. L’intérêt de cet algorithme est
qu’il ne requiert pas le calcul de la dérivée de la surface de glissement S et prend en compte
les contraintes d’ordre pratique telles que l’échantillonnage des mesures. La convergence en
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temps ﬁni vers l’origine du plan de phase S, S˙ (où S = S˙ = 0) est due à la commutation de
la commande entre deux constantes Vm et VM (ﬁgure IV.8). La formulation de algorithme du
twisting échantillonné est comme suit [52] :
udis =
 −Vmsign(S), si S∆S ≤ 0−VMsign(S), si S∆S > 0 (IV.31)
avec :
∆S =
 0 si k = 0,S(kτ)− S((k1)τ) si k ≥ 1 (IV.32)
où τ représente la période d’échantillonnage et k ∈ N.
Pour garantir la convergence vers l’origine du plan de phase, les conditions suﬃsantes sur les
gains Vm et VM s’écrivent : 
VM > Vm,
Vm >
C0
Km
,
VM >
4Km
S0
,
KmVM − C0 > KMVm + C0
(IV.33)
où C0, Km et KM représentent les bornes max et min des fonctions ϕ et φ.
Figure IV.8 : Algorithme du twisting échantillonné : convergence de la trajectoire du système
dans le plan de phase.
IV.2.3.2 L’algorithme du sous-optimal généralisé
Cet algorithme a été proposé par Bartolini, Ferrara et Usai [11]. Sa formulation est comme
suit :
udis = −αVmsign
(
S − βS(tM )
)
(IV.34)
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α =
 α
∗ if S(tM )
[
S − βS(tM )
]
< 0
1 if S(tM )
[
S − βS(tM )
]
≥ 0 (IV.35)
où :
– Vm est la grandeur de commande minimale,
– S(tM ) représente la dernière valeur singulière de la fonction S (S˙ = 0) à l’instant tM ,
– α∗ est un facteur de modulation,
– β est un coeﬃcient appartenant à l’intervalle [0, 1[. En général, β est égal à 0.5 pour
l’algorithme du sub-optimal classique et à 0.9 dans le cas de l’algorithme du sous-optimal
généralisé [18].
Les conditions suﬃsantes pour une convergence en temps ﬁni vers l’origine du plan de phase
SS˙ sont données comme suit : VM >
Φ
Km
α∗ ∈ [1,+∞[∩
[
2Φ+(1−β[KmVM
(1+β)KmVM ,+∞
[ (IV.36)
La trajectoire du système commence d’un point initial puis converge vers l’origine du plan
de phase (SS˙) selon deux cas :
1. Le premier cas, lorsque la surface de glissement à l’instant tM est négative ; tM représente
l’instant où S˙ = 0. Dans ce cas et à chaque fois que S˙ = 0, la trajectoire du système
converge vers l’origine du plan de phase en formant une spirale (ﬁgure IV.9-(a)).
2. Le deuxième cas, lorsque la surface de glissement à l’instant tM est positive. Dans ce cas,
la trajectoire du système converge vers l’origine du plan de phase en rebondissant sur l’axe
S du plan de phase SS˙ (ﬁgure IV.9-(b)).
Notons que l’algorithme du sous-optimal peut se ramener à l’algorithme du twisting échan-
tillonné sous les conditions suivantes : 
β = 0
U = Vm
α∗ = VMVm
(IV.37)
IV.2.3.3 Algorithme du super-twisting
Cet algorithme a été introduit par L.V.Levantovsky en 1993 [123]. Sa convergence est régie
par les rotations autour de l’origine du plan de phase (IV.10). Cet algorithme a été introduit pour
les systèmes de degré relatif égal à un (r = 1). La loi de commande est composée de deux termes
continus qui ne dépendent pas de la dérivée de la variable de glissement S. La discontinuité
n’intervient donc que sur la première dérivée de l’entrée de commande u, ce qui permet de
limiter considérablement le phénomène de broutement [12]. La loi de commande s’écrit comme
suit :
udis = u1 + u2 (IV.38)
avec :  u˙1 = −αsign(S),u2 = −β|S| 12 sign(S) (IV.39)
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Figure IV.9 : Algorithme du sous-optimal : convergence de la trajectoire du système dans le
plan de phase.
Les conditions suﬃsantes de convergence en temps ﬁni sur l’ensemble de glissement s’écrivent
[52] : 
α > C0Km ,
β > 0,
β2 ≥ 4C0(KMα+C0)
K2m(Kmα+C0)
(IV.40)
Figure IV.10 : Algorithme du Super-twisting : convergence de la trajectoire du système dans
le plan de phase.
L’algorithme du Super-twisting présente un grand avantage puisqu’il ne nécessite pas le
calculer de la dérivée de la surface de glissement S.
IV.2.3.4 L’algorithme Drift
Le principe de cet algorithme est proche de celui du twisting. La trajectoire du système
converge vers l’ensemble de glissement du deuxième ordre tout en respectant la contrainte S˙ = 0.
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L’idée consiste à orienter la trajectoire du système en direction de S = 0 tout en gardant S˙
relativement faible. L’algorithme est exprimée par la loi de commande suivante [42] :
udis =
 −umsign(∆Si) if SS˙ ≤ 0−uM sign(∆Si) if SS˙ > 0 (IV.41)
où um et uM sont des constantes positives telles que :

um < uM
uM
um
>> 1
∆(Si) = S(ti)− S(ti − τ), t ∈ [ti, ti+1)
(IV.42)
La convergence de cet algorithme vers l’origine du plan de phase est illustrée ﬁgure IV.11.
Figure IV.11 : Algorithme Drift : convergence de la trajectoire du système dans le plan de
phase.
IV.2.3.5 Algorithme de convergence avec la loi de convergence prescrite
Dans cet algorithme, la commutation du signal de commande dépend d’une fonction lisse et
continue : g(S) = −λg|S|ρsign(S), avec : λg > 0, 0.5 ≤ ρ < 1. L’algorithme de convergence avec
la loi de convergence prescrite, s’écrit comme suit [123] :
udis = −VM sign
(
S˙ − g(S)
)
(IV.43)
où VM est une constante positive.
La convergence de cet algorithme vers l’origine du plan de phase est illustrée ﬁgure IV.12.
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Figure IV.12 : Algorithme de convergence avec la loi prescrite : convergence de la trajectoire
du système dans le plan de phase.
IV.3 Commande par modes glissants du système membre inférieur-
orthèse
Dans ce qui suit, nous présentons la synthèse de la loi de commande par modes glissants
d’ordre deux pour la commande du système membre inférieur-orthèse. La stratégie de contrôle
développée permettra de prendre en considération les non-linéarités ainsi que les incertitudes
résultant de la dynamique du système membre inférieur-orthèse. Elle doit aussi garantir un
bon suivi de la trajectoire de référence. Cette dernière peut être soit imposée par le médecin
rééducateur ou par le sujet lui même.
IV.3.1 Synthèse de la loi de commande
Comme évoqué précédemment, la loi de commande est composée de deux partie : une partie
équivalente calculée à partir du modèle dynamique du système équivalent membre inférieur-
orthèse (cf. Chapitre II) ; une partie discontinue pour laquelle nous appliquons les algorithmes
étudiés précédemment. L’objectif de cette partie est d’étudier la faisabilité de ces algorithmes et
de comparer leurs performances en termes de précision et de robustesse.
Nous déﬁnissons tout d’abord une surface de glissement qui a pour expression :
S = λe+ e˙ = λ(θd − θ) + (θ˙d − θ˙) (IV.44)
où :
– λ ∈ R+ est une constante positive représentant la pente de glissement. En pratique, pour
assurer l’attractivité ainsi que le maintien de la trajectoire du système sur la surface de
glissement, une valeur relativement élevée est assignée à λ.
– e = θd − θ représente l’erreur de poursuite en position,
– e˙ = θ˙d − θ˙ représente l’erreur de poursuite en vitesse.
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La première dérivée temporelle de la surface de glissement (IV.44) s’écrit :
S˙ = λe˙+ e¨ = λ(θ˙d − θ˙) + (θ¨d − θ¨) (IV.45)
où e¨ représente l’erreur de poursuite en accélération.
A partir de l’équation (III.20), l’accélération angulaire θ¨ de l’articulation du genou peut être
exprimée par la relation suivante :
θ¨ = 1(I1 + I11)
(
− (fvk + fvor)θ˙ + (m1k1l1 +m11k11l11)g cos(θ) + τor + τk − (fsk + fsor)sign(θ˙)
)
(IV.46)
En remplaçant (IV.46) dans (IV.45), nous pouvons en déduire l’expression de S˙ :
S˙ = λe˙+ θ¨d − θ¨ = 1(I1 + I11)
(
− (fvk + fvor)θ˙ + (m1k1l1 +m11k11l11)g cos(θ) + τor + τk
− (fsk + fsor)sign(θ˙)
)
(IV.47)
La deuxième dérivée temporelle de S peut être représentée sous la forme générale suivante :
S¨ = ϕ(x, t) + φ(x, t)v (IV.48)
où v = τ˙or, avec τor le couple d’assistance appliqué par l’orthèse sur l’articulation du genou.
La commande par modes glissants d’ordre deux du système membre inférieur-orthèse pour
des mouvements ﬂexion/extension avec le sujet en position assise s’écrit :
τor = ueq − (I1 + I11)udis (IV.49)
où :
– ueq représente la partie équivalente de la commande du système, qui s’exprime comme
suit :
ueq = (I1+I11)θ¨d+λ(I1+I11)θ˙d−
(
λ(I1+I11)+fvk+fvor
)
θ˙−(m1k1l1+m11k11l11)g cos(θ)
+ (fsk + fsor)sign(θ˙)− τk (IV.50)
– udis représente la partie discontinue de la commande du système.
Le schéma bloc de la commande par modes glissants d’ordre deux proposée est illustrée ﬁgure
IV.3.1.
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Figure IV.13 : Schéma bloc de la commande par modes glissants d’ordre deux.
La trajectoire de référence utilisée dans notre étude pour le suivi de trajectoire représente
un cycle de marche (ﬁgure IV.14). La durée totale de la trajectoire est de 25s. Le long de cette
trajectoire, deux mouvements de ﬂexion/extension se produisent. Les amplitudes de ces deux
mouvements sont respectivement de 20◦ et 75◦).
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Figure IV.14 : Trajectoire de référence correspondant à un cycle de marche.
IV.3.2 Étude de stabilité
Concernant l’étude de stabilité du système membre inférieur-orthèse, nous considérons ici le
cas de l’algorithme du Super-twisting compte tenu de ses performances (cf. chapitre IV). Cette
étude peut être généralisée pour les autres algorithmes.
Pour ce faire, nous choisissons la fonction de Lyapunov candidate suivante :
V = |S| (IV.51)
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où S représente la surface de glissement, déﬁnie comme suit :
S = λe+ e˙ (IV.52)
avec e et e˙ : respectivement les erreurs de poursuite en position et en vitesse du système
membre inférieur orthèse, et λ ∈ ℜ+.
1. V est semi-déﬁnie positive car :
– si S < 0, sign(S) = −1 => V = Ssign(S) > 0
– si S = 0, sign(S) = 0 => V = Ssign(S) = 0
– si S > 0, sign(S) = +1 => V = Ssign(S) > 0
donc, ∀S, V ≥ 0.
2. La deuxième étape consiste à démontrer que V˙ est semi-déﬁnie négative
La première dérive temporelle de V s’écrit :
V˙ = S˙sign(S) = (e¨+ λe˙)sign(S) =
(
θ¨d + λθ˙d − λθ˙ − θ¨
)
sign(S) (IV.53)
Le modèle dynamique du système membre inférieur-orthèse est comme suit (équation
III.20) :
(I1+I11)θ¨+(fvk +fvor)θ˙−(m1k1l1+m11k11l11)g cos(θ) = τor+τk−(fsk +fsor)sign(θ˙)
(IV.54)
En utilisant (IV.54), la deuxième dérivée de θ s’écrit :
θ¨ = 1
I1 + I11
(
−(fvk+fvor)θ˙+(m1k1l1+m11k11l11)g cos(θ)+τor+τk−(fsk+fsor)sign(θ˙)
)
(IV.55)
En remplaçant (IV.55) dans (IV.53), V˙ peut s’écrire sous la forme suivante :
V˙ =
(
θ¨d + λθ˙d − λθ˙ − 1
I1 + I11
(
− (fvk + fvor)θ˙ + (m1k1l1 +m11k11l11)
g cos(θ) + τor + τk − (fsk + fsor)sign(θ˙)
)
sign(S) (IV.56)
En utilisant (IV.49), on a :
τor = ueq − (I1 + I11)udis (IV.57)
où :
La partie équivalente du contrôleur s’écrit :
ueq = (I1+I11)θ¨d+λ(I1+I11)θ˙d−
(
λ(I1+I11)+fvk+fvor
)
θ˙−(m1k1l1+m11k11l11)g cos(θ)
+ (fsk + fsor)sign(θ˙)− τk (IV.58)
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La partie discontinue du contrôleur (algorithme du Super-twisting) a pour expression :
udis = u1 + u2 (IV.59)
avec :  u˙1 = −αsign(S),u2 = −β|S| 12 sign(S) (IV.60)
En remplaçant (IV.58) et (IV.59) dans (IV.49), l’expression de τor s’écrit :
τor = (I1+I11)θ¨d+λ(I1+I11)θ˙d−
(
λ(I1+I11)+fvk+fvor
)
θ˙−(m1k1l1+m11k11l11)g cos(θ)
+ (fsk + fsor)sign(θ˙)− τk − (I1 + I11)
(
− α
√
|S|sign(S)− β
∫ t
0
sign(S)dt
)
sign(S)
(IV.61)
En remplaçant (IV.61) dans (IV.55), on a :
θ¨ = 1
I11 + I12
(
− (fvk + fvor)θ˙ + (m1k1l1 +m11k11l11)g cos(θ) + (I1 + I11)θ¨d
+ λ(I1 + I11)θ˙d − (λ(I1 + I11) + fvk + fvor)θ˙ − (m1k1l1 +m11k11l11)g cos(θ)
+ (fsk + fsor)sign(θ˙)− τk
− (I1 + I11)(−α
√
|S|sign(S)− β
∫ t
0
sign(S)dt)sign(S) + τk − (fsk + fsor)sign(θ˙)
)
(IV.62)
La première dérivée de V peut, alors, être écrite comme suit :
V˙ =
(
− α
√
|S|sign(S)− β
∫ t
0
sign(S)dt
)
sign(S) (IV.63)
Comme :
(a) le terme −α√|S|sign(S)sign(S) est négatif car : α ≥ 0, |S| ≥ 0, √|S| ≥ 0.
Puisque la fonction sign est constante par morceaux : sign(S)sign(S) = +1,∀S,
(b) −β ∫ t0 sign(S)dtsign(S) = −βsign(S) ∫ t0 dtsign(S) = −β ∫ t0 dt = −βt ≤ 0.
Alors V˙ est semi-déﬁnie négative .
Comme V ≥ 0 et V˙ ≤ 0, le système est asymptotiquement stable.
IV.4 Estimation de l’intention du sujet - Problématique et mo-
tivation
Dans ce paragraphe, nous présentons un modèle pour l’estimation de l’intention du sujet à
partir de la mesure de signaux EMG caractérisant les activités musculaires volontaires au niveau
du groupe musculaire quadriceps.
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Dans la littérature, le modèle de Hill IV.15 est le modèle le plus couramment utilisé pour
l’estimation de l’eﬀort musculo-squelettique développé par un sujet. Plusieurs variantes de ce
modèle permettent d’estimer les forces musculo-tendineuses ainsi que le couple articulaire corres-
pondant au mouvement à eﬀectuer. Comme expliqué dans le chapitre II, l’estimation de la force
musculo-tendineuse est fonction des relations force-longueur et force-vitesse et des propriétés
du muscle. Plusieurs paramètres du modèle de Hill sont non mesurables et physiquement non
identiﬁables (e.g. longueur du muscle, force de contraction du muscle, etc.). D’autres paramètres
comme le signal d’activité musculaire nécessitent une procédure de calibrage souvent longue et
complexe. En général, les valeurs de ces paramètres sont estimées empiriquement ou dans la
plupart des cas extraites de la littérature comme par exemple la force maximale Fmax que peut
générer un muscle donné. Par ailleurs, la non-linéarité, l’hystérésis des fonctions force-longueur
et force-vitesse ainsi que la variation des paramètres du modèle musculaire due par exemple à
la fatigue rendent diﬃcile l’estimation de la force réelle, développée par le muscle. L’estimation
de la position articulaire à partir de la dynamique inverse et du modèle de Hill est peu ﬁable en
raison des incertitudes paramétriques des modèles utilisés. Dans notre étude et aﬁn de remédier
aux problèmes cités ci-dessus, nous proposons un modèle neuronal de type RN-PMC (Réseaux
de Neurones- Perceptron Multi-Couches) pour estimer l’intention du sujet eﬀectuant des mou-
vements de ﬂexion/extension du genou, à partir des mesures des signaux EMG correspondant
aux activités du groupe musculaire quadriceps (ﬁgure IV.16).
Figure IV.15 : Estimation de l’intention de la personne à partir du modèle de Hill.
Figure IV.16 : Estimation de l’intention de la personne à partir du modèle RN-PMC.
IV.4.1 Les réseaux de neurones
Les premiers travaux sur les réseaux de neurones (RN) ont été menés par W. James en
1890 qui a introduit le concept de mémoire associative et proposé une loi d’apprentissage des
réseaux de neurones devenue par la suite la loi de Hebb [91]. En 1943, W.Mc. Culloch et W.
Pitts établissent un modèle simpliﬁé d’un neurone biologique communément appelé neurone
formel permettant de montrer que des réseaux de neurones simples peuvent réaliser des fonc-
tions logiques, arithmétiques et symboliques [122, 135]. En 1949, D. Hebb propose, dans son
ouvrage "The Organization of Behavior", une règle simple connue sous le nom de règle de Hebb
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permettant de modiﬁer la valeur des poids synaptiques en fonction de l’activité des unités qui
les relient [79]. En 1958, F. Rosenblatt, propose le modèle du perceptron à la base du premier
système artiﬁciel capable d’apprendre par expérience. Dans la même période, B. Widrow pro-
pose le modèle ADALINE (ADAptive LINar Element) dont la structure est proche de celle du
perceptron, mais diﬀère de ce dernier par la loi d’apprentissage. Cette dernière est à la base de
l’algorithme de rétropropagation du gradient utilisé avec les perceptrons multi-couches. En 1972,
T. Kohonen présente ses travaux sur les mémoires associatives et propose des applications pour
la reconnaissance de formes [107, 108]. En 1982, J.J. Hopﬁeld introduit un nouveau modèle de
réseaux de neurones (complètement récurrent). Cette étude a donné lieu par la suite à d’autres
travaux sur les réseaux de neurones [86, 83, 78].
IV.4.1.1 Réseau de neurones artiﬁciel
Un réseau de neurones artiﬁciel, inspiré par le système nerveux biologique, est composé
d’éléments simples appelés neurones. Il est constitué d’une couche d’entrée, d’une ou plusieurs
couches cachées et d’une couche de sortie. En général, chaque neurone d’une couche est connecté
à tous les neurones de la couche suivante et il ne peut y avoir de connexions entre neurones de
la même couche (ﬁgure IV.18). Le fonctionnement d’un réseau de neurones est inﬂuencé par
les connexions entre ses neurones où chaque neurone est alimenté par un ensemble de variables
d’entrée en provenance des neurones de la couche amont. A chacune des entrées du neurone
est associé un poids synaptique (W ) qui représente la force de connexion avec un neurone
amont, et un biais (b). Un réseau de neurones peut être entraîné à une tâche spéciﬁque en
ajustant les valeurs des poids entre les neurones (ﬁgure IV.17). Son apprentissage (entraînement)
est basé sur le principe qu’à chaque entrée particulière correspond une sortie spéciﬁque. Par
conséquent, une connaissance, a priori des entrées/sorties du réseau de neurones est nécessaire
pour son apprentissage. Un réseau de neurones peut être alors entraîné à eﬀectuer une tâche
particulière par ajustement de ses poids et de ses biais. Deux méthodes peuvent être utilisées pour
l’apprentissage : la première, appelée apprentissage par paquet "batch training", consiste à ajuster
les poids ainsi que les biais en présentant les vecteurs d’entrées/sorties en parallèle. La deuxième,
appelée apprentissage pas à pas/séquentiel "incremental training", consiste à ajuster les poids et
les biais du réseau de neurones en présentant les composantes des vecteurs d’entrées/sorties les
unes après les autres. En général, une fonction de coût (J) est calculée aﬁn de mesurer l’écart
entre le modèle et les observations.
Un réseau de neurones artiﬁciel est composé d’entrées qui peuvent avoir les valeurs suivantes :
– Binaires (0,1),
– Bipolaire (-1,1),
– Réelles.
Un réseau de neurones comprend aussi deux fonctions essentielles :
1. Fonction de combinaison :
Cette fonction permet de déterminer la somme pondérée des valeurs des entrées. Pour les
réseaux de type perceptron multi-couches, cette fonction renvoie le produit scalaire entre
le vecteur d’entrée et le vecteur des poids synaptiques.
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Figure IV.17 : Constitution d’un réseau de neurones artiﬁciels.
Figure IV.18 : Vue simpliﬁée d’un réseau de neurones artiﬁciel avec une couche d’entrée, une
couche cachée et une couche de sortie.
2. Fonction d’activation :
Appelée aussi fonction de seuillage ou fonction de transfert, cette fonction sert à introduire
une non-linéarité dans le fonctionnement du neurone. Les fonctions d’activation couram-
ment utilisées sont :
(a) La fonction sigmoïde : Cette fonction est déﬁnie comme suit :
φ(x) = 11 + e−x (IV.64)
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Figure IV.19 : Fonction de transfert de type sigmoïde.
(b) La fonction de Heaviside : cette fonction est déﬁnie comme suit :
φ(x) =
 0 si x ≤ 01 si x ≥ 0 (IV.65)
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Figure IV.20 : La fonction de Heaviside.
(c) La fonction unitaire : cette fonction s’exprime comme suit :
φ(x) = x (IV.66)
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Figure IV.21 : Fonction de transfert de type linéaire.
La fonction de sortie calcule quant à elle la sortie du neurone en fonction de son état d’acti-
vation. En général, cette fonction produit en sortie un signal de type : binaire (0, 1), bipolaire
(-1, 1) ou réel.
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IV.4.2 Estimation de l’intention du sujet
Le modèle neuronal adopté pour estimer l’intention du sujet à partir du signal EMGmesurant
les activités des muscles quadriceps, est du type RN-PMC (Réseau de Neurones- Perceptron
Multi Couches). Ce modèle de réseaux de neurones a été choisi pour sa capacité à approximer
des fonctions non-linéaires. Il est constitué d’une couche d’entrée, d’une couche cachée et d’une
couche de sortie. A chaque neurone est associé un biais permettant d’étalonner sa sortie, et une
fonction de transfert. Notons que dans les couches d’entrée et de sortie, à chaque neurone est
associé une fonction de transfert de type linéaire. Cette fonction est de type sigmoïde pour les
neurones de la couche cachée.
En général, aﬁn d’approximer une fonction β, le modèle du RN-PMC s’écrit sous la forme
suivante [136] :
β(z) = v (IV.67)
où z représente le vecteur des entrées du RN-PMC et v sa sortie.
Dans notre étude, le RN-PMC s’écrit sous la forme suivante :
β(EMG) = θRN (IV.68)
où :
– EMG = [E1, E2, .., En]T est le vecteur des entrées du RN-PMC ; E1, E2, .., En représentent
les valeurs des signaux EMG mesurés,
– θRN est la sortie du RN-PMC et représente la position souhaitée par le sujet.
L’équation (IV.68) peut être écrite sous la forme suivante (ﬁgure IV.22) :
β(EMG) = wT2 φ(wT1 EMG+ b1) + b2 (IV.69)
avec :
– w1 : le vecteur des poids synaptiques entre la couche d’entrée et la couche cachée,
– w2 : le vecteur des poids synaptiques entre la couche cachée et la couche de sortie,
– b1 : le vecteur des biais de la couche cachée ;
– b2 : le biais scalaire de la couche de sortie ;
– φ : la fonction d’activation de la couche cachée (de type sigmoïde).
IV.4.2.1 Apprentissage du modèle RN-PMC
L’entraînement du RN-PMC est fondé sur une base d’apprentissage ayant en entrée le signal
EMG mesurant l’activité du muscle quadriceps lors de sa contraction volontaire, et en sortie la
position angulaire du genou (ﬁgure IV.23).
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Figure IV.22 : Modèle neuronal pour l’estimation de l’intention du sujet.
Figure IV.23 : Processus de création de la base d’apprentissage.
La procédure de création de la base d’apprentissage et l’étape de validation croisée sont
développées dans le chapitre V. La procédure d’apprentissage consiste à identiﬁer le vecteur
des paramètres P = [w1, w2, b1, b2]T du RN-PMC. Ces paramètres sont estimés à partir d’un
algorithme d’optimisation consistant en la minimisation d’une fonction de coût sur l’erreur
quadratique entre la position estimée par le RN-PMC et la position réelle du genou mesurée à
l’aide d’un électrogoniomètre. Cette fonction s’écrit (ﬁgure IV.24) [15] :
J = 12
i=r∑
i=1
ϵ2 = 12
i=r∑
i=1
(θgi − θRNi)2 (IV.70)
où r représente le nombre d’échantillons de la base d’apprentissage.
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Figure IV.24 : Minimisation de la fonction de coût.
Il existe plusieurs algorithmes pour l’estimation des paramètres (poids et biais). Le principe
général de ces algorithmes est comme suit :
1. Initialisation des paramètres ;
2. Détermination du sens de minimisation de la fonction de coût dans l’espace des paramètres ;
3. Déplacement d’un pas selon la direction trouvée, du point courant au point suivant ;
4. Répétition de la procédure jusqu’à satisfaction d’une contrainte (ϵ relativement faible) de
minimisation de la fonction de coût.
La modiﬁcation de P à l’itération k est donnée comme suit :
Pk = Pk−1 + µk−1dk−1 (IV.71)
où : µk−1 représente le pas et dk−1 la direction de descente (dépendante de Pk−1).
Les méthodes d’optimisation diﬀèrent l’une de l’autre par le choix de la direction de descente
et le pas. En général, elles sont basées sur le calcul du gradient
(
∇J = Grad
(
J(P )
))
ou du
Hessien (H(J(w))) [51]. Dans notre étude, la méthode de Levenberg-Marquardt a été choisie
[124, 132]. Ce choix est justiﬁé que fait que cette méthode permet de pallier les inconvénients du
choix du pas et du nombre d’itérations du fait qu’elle adopte automatiquement un compromis
entre la direction du gradient et la direction de Newton. En eﬀet, la méthode de Levenberg-
Marquardt eﬀectue un compromis entre la direction du gradient (si λk−1 est relativement grand),
et la direction donnée par la méthode de Newton (si λk−1 est relativement petit). La modiﬁcation
des paramètres s’eﬀectue selon la relation suivante :
Pk = Pk−1 − [Hk−1 + λk−1I]−1∇Jk−1 (IV.72)
où I représente la matrice d’identité.
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IV.5 Conclusion
Dans ce chapitre, nous avons analysé les principales variantes de la commande robuste par
modes glissants et justiﬁé le choix de la commande par modes glissants d’ordre 2 comme solution
permettant de prendre en compte les non-linéarités, les incertitudes paramétriques résultant de
la dynamique du système équivalent orthèse-membre inférieur et les perturbations externes aux-
quelles le système peut être soumis. Après avoir présenté les algorithmes les plus utilisés dans la
partie discontinue du signal de commande, nous avons développé la synthèse de la loi de com-
mande et étudié la stabilité du système en considérant le cas de l’algorithme du Super-twisting.
Dans la dernière partie du chapitre, nous avons proposé une approche bio-inspirée pour estimer
l’intention du sujet à partir de la mesure des signaux EMG caractérisant les activités muscu-
laires volontaires du groupe musculaire quadriceps. L’estimateur proposé consiste en un modèle
neuronal de type Perceptron Multi-Couches et permet de s’aﬀranchir d’un modèle d’activation
et de contraction musculaire complexe.

Chapitre V
Validations expérimentales
V.1 Introduction
Ce chapitre présente la mise en oeuvre et l’évaluation expérimentale de l’approche de com-
mande, que nous avons proposée et développée dans le chapitre IV. Dans la première partie, nous
étudions tout d’abord les performances des contrôleurs présentés dans le chapitre III, à partir
de tests eﬀectués sur diﬀérents sujets valides. Les performances sont étudiées et comparées selon
plusieurs critères : précision de poursuite de trajectoire, robustesse vis-à-vis des incertitudes
paramétriques et des perturbations externes. Dans la deuxième partie, nous étudions les perfor-
mances du modèle neuronal pour l’estimation de l’intention du sujet. Des tests de généralisation
impliquant plusieurs sujets et des tests de robustesse vis-à-vis de perturbations externes et de co-
contractions des muscles antagonistes, sont présentés et analysés. Enﬁn, dans la dernière partie,
nous présentons les résultats relatifs à la commande référencée intention, utilisant l’algorithme
de commande du Super-Twisting (STw).
V.2 Commande du système membre inférieur-orthèse avec tra-
jectoire de référence prédéﬁnie
Il s’agit ici d’étudier les performances des algorithmes de commande par modes glissants
d’ordre 1 et 2 étudiés dans le chapitre IV. Pour compléter l’analyse comparative des diﬀérentes
approches de commande, nous avons mis en oeuvre un contrôleur classique PID. Ce type de
contrôleur est souvent utilisé dans la littérature pour la commande d’exosquelettes ou d’orthèses.
Les tests des diﬀérentes commandes ont été réalisés sur diﬀérents sujets valides en posi-
tion assise, eﬀectuant des mouvements de ﬂexion/extension. La trajectoire de référence est une
trajectoire de position représentant le cycle de marche d’un sujet valide (ﬁgure IV.14). Les
performances sont estimées en termes de précision de poursuite de trajectoire et de robustesse
vis-à-vis des incertitudes paramétriques et des perturbations externes. Notons que dans ces ex-
périmentations, le sujet est passif. Des électrodes de surface EMG sont placées sur les groupes
musculaires quadriceps et ischio-jambiers de chaque sujet pour s’assurer que le sujet ne déve-
loppe aucun eﬀort musculaire volontaire (τk = 0). Les caractéristiques ainsi que les paramètres
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anthropométriques de chaque sujet sont donnés dans le tableau III.2 du chapitre III.
V.2.1 Contrôleur PID
Dans ce test, le système membre inférieur-orthèse est piloté à l’aide d’un contrôleur PID. L’er-
reur de poursuite ainsi que le couple appliqué sont donnés ﬁgure V.1. Notons que les meilleures
performances ont été obtenues avec les paramètres suivants : Kp = 18, Ki = 5, Kd = 0.5.
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Figure V.1 : Erreur de poursuite et couple appliqué par l’orthèse : cas du contrôleur PID.
V.2.2 Commande par modes glissants d’ordre un
La commande par modes glissants d’ordre un, développée dans le chapitre IV, a été mise
en oeuvre et ses performances évaluées. L’erreur de poursuite ainsi que le couple appliqué par
l’orthèse sont représentés ﬁgure V.2. La commande par modes glissants d’ordre un permet de
réduire l’erreur de poursuite mais, comme le montre la ﬁgure V.2, le phénomène du broutement
(chattering) est clairement observable sur le signal de commande. Il a pour origine des com-
mutations persistantes de la commande qui peuvent provoquer une détérioration prématurée de
l’actionneur ou exciter des dynamiques de hautes fréquences non considérées dans la modélisa-
tion du système. Ce phénomène indésirable a été totalement éliminé avec les contrôleurs basés
sur les algorithmes de commande par modes glissants d’ordre deux (ﬁgures V.3-V.5). Notons
que ces résultats correspondent aux paramètres suivants : λ = 18,K = 35.
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Figure V.2 : Suivi de trajectoire dans le cas de la commande par modes glissants d’ordre un.
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V.2.3 Commande par modes glissants d’ordre deux
Dans cette partie, nous présentons et analysons les performances des algorithmes de com-
mande par modes glissants d’ordre deux. La ﬁgure V.6 résume les EQM obtenues pour chaque
contrôleur. Nous pouvons remarquer que le contrôleur PID est celui qui donne les moins bonnes
performances puisque l’erreur quadratique moyenne de suivi de trajectoire est la plus élevée
(EQMPID = 2.18◦). Le contrôleur utilisant l’algorithme du Super-Twisting est celui qui garantit
la meilleure précision. L’EQM dans le cas du Super-Twisting est de 0.02◦ alors qu’elle varie entre
0.15◦ et 0.49◦ pour les algorithmes du Drift et du Twisting échantillonné. Cependant, lors des
tests, des vibrations ont été ressentis par les sujets pour certains algorithmes. Ces vibrations
varient en amplitude d’un contrôleur à l’autre. Elles se produisent à basses fréquences pour
l’algorithme du Twisting échantillonné et elles sont plus importantes dans le cas de l’algorithme
du Drift et de l’algorithme de Convergence avec la loi prescrite. L’algorithme du Sub-Optimal
produit des vibrations mais à la diﬀérence des autres algorithmes, ces vibrations sont ressenties
à de hautes fréquences sur les intervalles suivants : ([0.3s-0.9s], [11.03s-15.42s], [16.7s-18.11s], et
[24.17s-25s]). Ce phénomène vibratoire est cependant totalement éliminé en utilisant l’algorithme
du Super-Twisting (ﬁgure V.5).
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Figure V.3 : Poursuite d’une trajectoire de marche : Algorithme du Twisting échantillonné
(λ = 23, αm = 10, αM = 30), Algorithme du Drift (λ = 30, um = 15, uM = 26).
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Figure V.4 : Poursuite d’une trajectoire de marche avec : Algorithme du Sub-Optimal (β =
0.9, λ = 35, α = 0.7, Vm = 20), Algorithme de Convergence avec la loi prescrite (λ = 20, VM =
22, λg = 15, ρ = 0.8).
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Figure V.5 : Poursuite d’une trajectoire de marche : Algorithme du Super-Twisting (λ =
28, α = 32, β = 10).
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Figure V.6 : EQM pour les diﬀérents algorithmes : (1) Contrôleur PID, (2) Modes glissants
d’ordre un, (3) Algorithme du Twisting échantillonné, (4) Algorithme du Drift, (5) Algorithme
du Sub-Optimal généralisé, (6) Algorithme de Convergence avec la loi prescrite, (7) Algorithme
du Super-Twisting.
Les résultats des tests obtenus pour chaque sujet et pour chaque contrôleur sont résumés
dans le tableau V.1.
V.2.4 Tests de robustesse vis-à-vis des perturbations externes
Des tests de robustesse vis-à-vis des perturbations externes ont été eﬀectués pour chacun
des contrôleurs. Ces perturbations consistent en un couple résistif de courte durée appliqué par
l’utilisateur. Les EQM obtenues dans chaque cas sont consignées dans le tableau V.2.
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Table V.1 : EQM pour chaque contrôleur et pour chaque sujet (Moy : Moyenne, V ar : Variance,
IC : Intervalle de Conﬁance à 95%)
Sujet PID Super-Twisting Sub-Optimal Loi prescrite Twisting Drift
(deg) (deg) (deg) (deg) (deg) (deg)
S1 2.18 0.02 0.19 0.37 0.49 0.15
S2 6.03 0.02 0.78 0.99 0.98 0.63
S3 6.41 0.02 1.16 1.06 0.99 1.27
S4 6.56 0.03 0.89 1.44 0.82 2.07
S5 6.85 0.02 0.39 2.23 0.38 0.75
S6 6.74 0.02 0.88 1.39 0.74 0.77
S7 6.72 0.01 1.45 2.17 0.92 1.46
S8 5.44 0.05 0.41 2.52 0.77 0.82
S9 5.94 0.02 0.36 1.08 0.75 0.62
Moy 5,87 0,023 0.72 1,47 0,76 0,95
V ar 2,13 0,00012 0,17 0,49 0,04 0,32
IC 1,391 8,166.10−5 0,114 0,321 0,028 0,209
Table V.2 : EQM pour chaque contrôleur en présence de perturbations externes
Sujet PID Super-Twisting Sub-optimal Loi prescrite Twisting Drift
(deg) (deg) (deg) (deg) (deg) (deg)
S1 5.56 0.02 1.12 1.39 0.68 0.82
S2 7.03 0.02 1.03 1.57 1.05 0.86
S3 7.95 0.04 1.28 3.94 1.64 1.73
S4 9.43 0.03 1.43 0.84 0.90 1.32
S5 7.52 0.03 1.67 2.62 1.15 2.84
S6 7.86 0.02 0.92 1.18 1.50 1.49
S7 8.64 0.03 1.43 2.78 1.52 1.70
S8 9.03 0.07 2.91 3.93 1.94 1.81
S9 6.96 0.02 1.01 2.16 1.08 1.39
Moy 7.78 0.03 1.42 2.27 1.27 1.55
V ar 1.41 0.0003 0.37 1.30 0.16 0.36
IC 0.92 0.0002 0.24 0.85 0.10 0.23
Les valeurs des erreurs moyennes (Moy) obtenues pour chaque contrôleur, sur l’ensemble
des sujets, dans les cas avec et sans perturbations, sont représentées ﬁgure V.7. Cette ﬁgure
montre clairement que le contrôleur PID est celui qui présente la plus grande sensibilité vis-
à-vis des perturbations externes. La robustesse des contrôleurs basés sur les modes glissants
d’ordre deux varie selon l’algorithme utilisé. La meilleure performance est obtenue dans le cas
de l’algorithme du Super-Twisting. Ce contrôleur est retenu pour la suite des expérimentations
pour commander le système membre inférieur-orthèse. Dans ce qui suit, nous procédons à une
étude détaillée des performances du contrôleur par Modes Glissants utilisant l’algorithme du
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Super-Twisting (CMG-STw).
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Figure V.7 : Représentation graphique de la moyenne des EQM pour chaque contrôleur, sur
l’ensemble des sujets, pour les deux cas : avec et sans rajout de perturbations. Avec : (1) régula-
teur PID, (2) algorithme du Super-Twisting, (3) algorithme du Sub-optimal, (4) algorithme de
Convergence avec la loi prescrite, (5) algorithme du Twisting, (6) algorithme du Drift.
V.2.5 Performances du contrôleur STw
L’objet de ces tests est d’analyser les performances du contrôleur STw dans les cas suivants :
– Entrée en échelon :
La réponse indicielle du système membre inférieur-orthèse est illustrée ﬁgure V.8. Nous
pouvons remarquer que le système converge vers la trajectoire de référence en un temps ﬁni
relativement faible. Nous observons aussi qu’il n’y a pas de dépassement grâce à l’attracti-
vité de la surface de glissement choisie. L’erreur de poursuite, dans le régime stationnaire
du système est égale à 0, 06◦. Nous relevons aussi que le temps de montée (TM) est relative-
ment faible (TM = 0, 534s). Une perturbation externe sous la forme d’un couple résistant
est appliquée lorsque le régime stationnaire est atteint. Comme le montre la ﬁgure V.8,
le contrôleur STw absorbe eﬃcacement la perturbation. Enﬁn, la ﬁgure V.9 montre que
quelque soit le point initial du système, la trajectoire converge toujours asymptotiquement
vers l’origine du plan de phase SS˙.
– Suivi de trajectoire :
L’application d’une perturbation vient conﬁrmer les résultats de la réponse indicielle. Les
résultats du suivi sont présentés ﬁgure V.10. Nous pouvons remarquer que l’erreur de
poursuite est relativement faible (0, 03◦).
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Figure V.8 : Réponse indicielle du contrôleur par modes glissants d’ordre deux utilisant l’al-
gorithme du Super-Twisting (résultats obtenus avec le sujet S1).
−0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4
−80
−60
−40
−20
0
20
40
60
S
S˙
Plan de phase SS˙
 
 
θ(0)= 0°
θ(0)= 30°
θ(0)= 60°
θ(0)= 90°
θ(0)= 120°
Figure V.9 : Convergence du système vers l’origine du plan de phase (CMGSTw)
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Figure V.10 : Poursuite de trajectoire avec perturbation (résultats obtenus avec le sujet S1).
V.2.6 Robustesse vis-à-vis des incertitudes paramétriques
Les incertitudes paramétriques peuvent avoir plusieurs origines telles que :
1. l’imprécision des techniques d’identiﬁcation utilisées ;
2. le choix de la trajectoire excitante qui ne peut exciter tous les paramètres du système ;
3. la diﬃculté d’obtenir expérimentalement une estimation satisfaisante de certains para-
mètres ;
4. la variation des paramètres d’un sujet à un autre, etc.
Pour étudier la robustesse du contrôleur STw, nous avons procédé à un test de robus-
tesse consistant à introduire successivement des biais de 20%, 50% et 80%, sur les valeurs
des paramètres identiﬁés τg, fveq, fseq, et Ieq. Les biais sont représentés respectivement par
∆τg,∆fveq,∆fseq, et ∆Ieq. Les EQM obtenues sont répertoriés dans le tableau IV.3 et représen-
tées sur la ﬁgure V.11.
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Table V.3 : EQM en présence d’incertitudes paramétriques.
EQM20% EQM50% EQM80%
(×10−2◦) (×10−2◦) (×10−2◦)
τ˜g = τg ±∆τg 4.02 | 4.24 4.39 | 4.52 4.46 | 4.53
f˜veq = fveq ±∆fveq 4.25 | 4.04 4.30 | 4.09 4.68 | 4.77
I˜eq = Ieq ±∆Ieq 5.01 | 4.26 5.27 | 4.61 5.77 | 7.27
f˜seq = fseq ±∆fseq 4.10 | 4.29 4.41 | 4.31 4.43 | 4.35
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Figure V.11 : Les erreurs quadratiques obtenues avec l’algorithme du Super-Twisting en pré-
sence d’incertitudes paramétriques.
La ﬁgure V.11 montre clairement qu’indépendamment de l’erreur additionnelle introduite
dans les paramètres identiﬁés, les erreurs de poursuite de trajectoire restent relativement faibles.
L’EQM maximale (0, 07◦) est obtenue dans le cas où le biais est égale à 80% de la valeur de
l’inertie identiﬁée. Ces bonnes performances en termes de robustesse vis-à-vis des incertitudes
paramétriques résultent de l’attractivité de la surface de glissement qui impose une certaine
dynamique au système membre inférieur-orthèse, qui est indépendante des propriétés inertielles
du système.
Un autre test consistant à suivre la trajectoire de référence en se plaçant dans les conditions
opérationnelles suivantes : Les paramètres du contrôleur STw correspondent à ceux estimés
pour le sujet principal (S1). Ces mêmes paramètres sont ensuite utilisés pour eﬀectuer le suivi
de trajectoire avec les autres sujets. Chaque test comprend trois étapes : dans la première, le
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système suit la trajectoire de référence ; dans la deuxième, le système suit la trajectoire désirée
en ayant appliqué au préalable une charge supplémentaire de 1,5Kg au niveau du pied ; dans
la troisième étape, en plus de la charge placée au niveau du pied, une perturbation externe est
appliquée durant le suivi de la trajectoire. Le tableau V.4 résume les EQM obtenues pour chaque
sujet dans les trois cas précédents. Une représentation de ces résultats est donnée ﬁgure V.12.
Les résultats obtenus démontrent clairement la robustesse du contrôleur STw.
Table V.4 : EQM obtenues pour chaque sujet, sans identiﬁcation paramétrique, et pour les
trois cas : (1) sans perturbation, (2) avec charge, (3) avec charge et perturbation
S2 S3 S4 S5 S6 S7 S8 S9
(1) 0.03 0.04 0.09 0.06 0.03 0.05 0.06 0.04
(2) 0.04 0.07 0.11 0.09 0.06 0.08 0.11 0.06
(3) 0.13 0.09 0.13 0.15 0.08 0.18 0.21 0.12
S2 S3 S4 S5 S6 S7 S8 S9
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Figure V.12 : Représentation graphique des EQM obtenues pour chaque sujet, sans identiﬁca-
tion paramétrique, et pour les trois cas : (1) sans perturbation, (2) avec charge, (3) avec charge
et perturbation.
V.3 Estimation de l’intention
Dans cette partie, nous étudions les performances du modèle neuronal pour l’estimation
de l’intention du sujet dans le cas de mouvements de ﬂexion/extension de l’articulation du
genou. Des tests de généralisation (validation croisée) impliquant cinq sujets et des tests de
robustesse vis-à-vis de perturbations externes et de co-contractions des muscles antagonistes
sont présentés et analysés. Pour les besoins de ces tests, des électrodes de surface EMG sont
placées sur le groupe musculaire quadriceps de chaque sujet pour mesurer l’activité musculaire
et un électrogoniomètre est utilisé pour mesurer la position réelle de l’articulation du genou.
Il est demandé à chaque sujet portant l’orthèse d’eﬀectuer volontairement des mouvements de
ﬂexion/extension du genou selon des trajectoires riches en fréquences et en amplitudes aﬁn de
constituer une base d’apprentissage consistante (ﬁgure V.13). Notons ici que l’orthèse est passive.
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Figure V.13 : Test pour la constitution de la base d’apprentissage du RN-PMC.
La ﬁgure V.14 montre une partie du signal EMG mesuré ainsi que la position correspondante,
utilisées pour créer la base d’apprentissage.
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Figure V.14 : Génération de la base d’apprentissage du RN-PMC à partir du signal EMG et
de la position angulaire du genou.
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V.3.1 Structure du modèle RN-PMC
La structure du modèle RN-PMC comprend une couche d’entrée, une couche cachée et une
couche de sortie (cf.chapitre IV). La détermination du nombre de neurones de la couche cachée
est très important. En eﬀet, un nombre réduit de neurones peut ne pas garantir une bonne
précision d’estimation alors qu’un nombre relativement élevé de neurones peut conduire à une
précision plus élevée mais au détriment d’un temps de réponse plus élevé. Dans cette étude,
pour déterminer le nombre suﬃsant de neurones, nous avons évalué des structures du modèle
avec 3, 5 et 7 neurones dans la couche cachée. Les poids et les biais identiﬁés par la méthode de
Levenberg-Marquardt sont donnés ci-dessous :
a. Couche cachée à 3 neurones :
w1 = [14.2163 3.625;−72.6028 30.1631;−28.7183 94.0156]
w2 = [−22.3375 33.879 − 35.0093]
b1 = [−1.1481; 29.5378; 93.2796]
b2 = 23.4931.
b. Couche cachée à 5 neurones :
w1 = [−5.7849 − 3.6105; 4.8329 − 2.0331; 4.1388 2.848; 5.4163 2.2944; 28.5434 0.65724]
w2 = [1.2405 − 2.7885 1.9152 2.5361 − 8.1103]
b1 = [3.1329;−4.0423;−1.4955;−0.56744; 1.9617]
b2 = 2.0646.
c. Couche cachée à 7 neurones :
w1 = [−6.1162 2.09;−7.2508 − 0.52566;−4.2367 3.0453; 6.9291 − 1.6084;−10.8178 −
2.0602;−12.5772 1.4234;−22.9891 − 0.91745] ;
w2 = [0.65243 1.4248 1.7793 − 1.8966 − 4.0436 1.7993 9.1604]
b1 = [6.7622; 6.259; 3.3617;−3.9751; 1.439;−1.4095;−1.1144]
b2 = 1.1809.
Les écarts types relatifs résultant de l’estimation des paramètres du modèle RN-PMC pour
chacune des structures sont répertoriés dans le tableau V.5. Nous pouvons remarquer que les
valeurs obtenus pour chaque structure sont relativement faibles. La valeur maximale est de
0.163%.
Table V.5 : Écarts types relatifs des poids-biais identiﬁés par l’algorithme de Levenberg-
Marquardt.
Nombre de neurones Écart type relatif (%)
3 neurones 0.163
5 neurones 0.102
7 neurones 0.094
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V.3.2 Validation croisée
Pour la validation des paramètres du RN-PMC, nous avons procédé à des tests des trois
structures décrites ci-dessus (ﬁgure V.15).
0 3 6 9 12 15
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
v
Signal EMG
 
 
0 3 6 9 12 15
0
20
40
60
80
100
Temps (s)
de
g
Positions
 
 
θg
θ3 neurones
θ5 neurones
θ7 neurones
EMG
m
EMG
a
EMGl
Figure V.15 : Estimation de la position désirée par le sujet à partir du modèle RN-PMC avec
couche cachée à 3, 5 et 7 neurones.
Les erreurs d’estimation du RN-PMC, pour chaque structure, sont illustrées ﬁgure V.16. Les
valeurs des EQM des estimations sont résumées dans le tableau V.6.
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Figure V.16 : Erreurs d’estimations du RN-PMC avec couche cachée à 3, 5 et 7 neurones (S1).
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Table V.6 : EQM d’estimations du RN-PMC avec couche cachée à 3, 5 et 7 neurones.
Nombre de neurones EQM (deg)
3 neurones 2.313
5 neurones 1.832
7 neurones 1.753
Comme le montre la ﬁgure V.15, le RN-PMC permet une bonne estimation de la position
désirée. En comparant les erreurs d’estimations, on peut observer que plus le nombre de neurones
augmente, plus l’erreur d’estimation diminue. En eﬀet, l’EQM pour un modèle à 5 neurones dans
la couche cachée (1.832◦) est nettement plus faible que celle obtenue avec une couche cachée
à 3 neurones (2.313◦). Néanmoins, en comparant les EQM obtenues avec des modèles à 5 et
7 neurones, on constate une légère amélioration de la précision de l’estimation qui s’élève à
0.0790◦. Dans la suite de cette étude, notre choix s’est porté sur l’utilisation d’une structure à 5
neurones dans la couche cachée. Une deuxième expérimentation a été menée pour la validation
de cette structure en considérant une trajectoire plus complexe. Comme le montre la ﬁgure V.17,
les résultats obtenus conﬁrment les bonnes performances de l’estimateur (EQM=2.687◦).
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Figure V.17 : Résultat de la validation croisée du RN-PMC avec une structure à 5 neurones.
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D’autres validations ont été eﬀectuées sur d’autres sujets. Les résultats obtenus sont donnés
ﬁgure V.18 et tableau V.7. Les paramètres du modèle RN-PMC utilisé pour les sujets S2, S3, S4
et S5 sont ceux estimés avec le sujet S1. Les résultats obtenus restent satisfaisants et peuvent
être améliorés en procédant à une identiﬁcation séparée pour chaque sujet comme le montre la
ﬁgure V.19 et le tableau V.8.
Table V.7 : EQM - Cas de l’estimation de l’intention sans estimation des paramètres du RN-
PMC
Sujet S1 S2 S3 S4 S5
EQM (deg) 1.1981 2.8963 2.6549 1.9360 3.2844
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Figure V.18 : Résultats de la validation.
132 Chapitre V : Validations expérimentales
Table V.8 : EQM - Cas de l’estimation de l’intention avec ajustement des paramètres du
RN-PMC
Sujet S1 S2 S3 S4 S5
EQM (deg) 1.1981 2.4551 1.8558 1.8071 1.6467
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Figure V.19 : EMG mesurés et positions estimées avec identiﬁcation des paramètres du RN-
PMC.
V.3.3 Robustesse de l’estimateur RN-PMC vis-à-vis des perturbations
Pour étudier la robustesse de l’estimateur RN-PMC vis-à-vis des perturbations, nous avons
mené deux expérimentations :
– La première consiste en l’application sur la jambe du sujet durant le mouvement de
ﬂexion/extension d’un eﬀort résistif, externe, borné de durée relativement courte. Comme
nous pouvons l’observer sur la ﬁgure V.21, la perturbation qui se produit à l’instant t = 7s
est prise en compte par le RN-PMC.
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Figure V.20 : EQM obtenus avec/sans identiﬁcation des paramètres du RN-PMC.
– La deuxième expérimentation consiste en l’application par le sujet de co-contractions mus-
culaires volontaires des muscles antagonistes (quadriceps/ischio-jambier). De la même ma-
nière que dans la précédente expérimentation, la ﬁgure V.22 montre que l’estimateur RN-
PMC détecte et prend bien en compte les co-contractions.
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Figure V.21 : Robustesse de l’estimateur RN-PMC - Application d’un eﬀort perturbateur
externe (S5, EQM = 3.4475◦).
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Figure V.22 : Robustesse de l’estimateur RN-PMC - Application par le sujet d’une co-
contraction musculaire (S1, EQM = 2.0690◦).
V.3.4 Commande du système membre inférieur-orthèse avec trajectoire de
référence estimée à partir de l’intention du sujet
Dans cette expérimentation, il s’agit de commander à partir du contrôleur STw le système
membre inférieur-orthèse pour suivre une trajectoire de référence estimée à partir de l’intention
du sujet ; ce dernier eﬀectuant un mouvement de ﬂexion/extension du genou. La trajectoire de
référence imposée par le sujet est estimée à partir à partir du modèle neuronal RN-PMC (ﬁgure
V.23).
Figure V.23 : Schéma bloc de la commande du système membre inférieur-orthèse avec trajec-
toire de référence estimée à partir de l’intention du sujet.
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Les résultats de ces expérimentations qui ont concerné le sujet S1 sont illustrés ﬁgure V.24,
ﬁgures V.25 et V.26. L’erreur de poursuite représentée ﬁgure V.26 montre clairement que le
contrôleur STw couplé à l’estimateur RN-PMC permet de suivre de manière satisfaisante la tra-
jectoire imposée par le sujet (EQM = 1.001◦). Nous pouvons également remarquer sur la ﬁgure
V.27 l’absence totale du phénomène du broutement sur le signal de commande. Trois autres tests
ont été eﬀectués sur les sujets S2, S3 et S4. Les EQM obtenus sont données dans le tableau V.8.
Nous pouvons remarquer à partir des ﬁgures V.25, V.26 et V.27 que la conﬁguration correspon-
dant à l’hyper-extension de l’articulation du genou (θ proche de 0◦) entraîne systématiquement
une saturation du couple autour de 5 N.m.
Table V.9 : EQM obtenues pour la poursuite de trajectoire générée par le RN-PMC.
Sujet S1 S2 S3 S4
EQM (deg) 1.001 1.339 1.274 1.171
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Figure V.24 : Signal EMG mesuré (S1).
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Figure V.25 : Poursuite de la trajectoire estimée par le RN-PMC.
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Figure V.26 : Erreur de poursuite.
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Figure V.27 : Couple appliqué
V.4 Conclusion
Dans ce chapitre, nous avons mis en oeuvre et validé expérimentalement les approches de
commande et d’estimation développées dans le chapitre IV. Nous avons d’abord évalué sur diﬀé-
rents sujets valides, les performances des diﬀérents contrôleurs par modes glissants. Les perfor-
mances de chaque contrôleur ont été étudiées et comparées selon plusieurs critères : précision de
poursuite de trajectoire, robustesse vis-à-vis des incertitudes paramétriques et des perturbations
externes et absence de vibration le long de la trajectoire (confort du sujet lors de la poursuite
de la trajectoire désirée). Les résultats obtenus montrent que le contrôleur utilisant l’algorithme
du Super-Twisting est celui qui garantit les meilleures performances. Concernant l’estimation de
l’intention du sujet, nous avons tout d’abord déterminé expérimentalement à partir d’une base
d’apprentissage la structure neuronale oﬀrant le meilleur compromis entre complexité et perfor-
mances. Des tests de validation impliquant plusieurs sujets et incluant des tests de robustesse
vis-à-vis de perturbations externes et de co-contractions des muscles antagonistes, ont montré de
bonnes performances de l’estimateur. Dans la dernière partie du chapitre, nous avons présenté
les résultats relatifs à la commande par modes glissants d’ordre 2 et référencée intention du
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système membre inférieur-orthèse. Les erreurs de poursuite obtenues montrent clairement que
le contrôleur basé sur l’algorithme du Super-Twisting, couplé à l’estimateur neuronal, permet
de suivre de manière satisfaisante la trajectoire imposée par le sujet.

Chapitre VI
Conclusion & Perspectives
Ce travail de thèse a porté sur diﬀérents aspects de l’automatique appliqués la bioméca-
nique et plus particulièrement à l’assistance des mouvements de ﬂexion/extension des membres
inférieurs des personnes souﬀrant de pathologies du genou. Cette assistance fonctionnelle des
mouvements qui se fait à travers une orthèse active peut également servir pour le renforcement
des muscles agonistes comme les quadriceps.
La première contribution concerne la proposition d’une approche de commande par modes
glissants d’ordre deux et référencée intention. Cette commande permet de tenir compte des non-
linéarités et des incertitudes paramétriques résultant de la dynamique du système équivalent
orthèse-membre inférieur. L’objectif étant d’assurer un bon suivi de la trajectoire de référence
tout en garantissant la robustesse du système vis-à-vis des perturbations externes qui peuvent
se produire lors des mouvements de ﬂexion/extension. Les modèles dynamiques de l’articulation
du genou, de l’orthèse et du membre inférieur ont été développés. L’identiﬁcation des para-
mètres dynamiques du modèle équivalent membre inférieur-orthèse a été obtenue à partir de
la formulation d’un problème d’optimisation au sens des moindres carrés. Les données expéri-
mentales utilisées pour l’identiﬁcation de ces paramètres ont été obtenues à partir des mesures
expérimentales eﬀectuées sur des sujets valides.
La deuxième contribution concerne l’estimation de l’intention du sujet porteur de l’orthèse
à travers un modèle neuronal de type Perceptron Multi-Couches. Cet estimateur a pour entrée
les signaux EMG liés aux activités musculaires volontaires du groupe musculaire quadriceps et
comme sortie la position articulaire du genou. L’avantage d’un tel estimateur est de s’aﬀranchir
de l’utilisation de modèles de contraction musculaire complexes incluant plusieurs paramètres
souvent non mesurables et/ou diﬃcilement identiﬁables.
La troisième contribution porte sur la commande référencée intention du système orthèse-
membre inférieur. L’estimation de l’intention à partir des signaux EMG est exploitée comme
trajectoire de référence de la commande par modes glissants d’ordre deux du système non-
linéaire. Cette commande permet de forcer ce dernier à suivre une dynamique imposée par la
surface de glissement choisie au préalable. Il s’agit d’amener le système à converger vers cette
surface en un temps ﬁni et de rester sur cette dernière ou dans son voisinage. Cette approche a été
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validée expérimentalement avec la participation volontaire de plusieurs sujets valides. Toutes les
précautions ont été prises pour garantir le bon déroulement des expérimentations et la sécurité
des sujets.
Enﬁn, la dernière contribution en cours de réalisation concerne l’extension des approches
développées dans cette thèse à d’autres types de mouvements comme la ré-autonomisation des
patients pour les passages assis-debout et debout-assis.
Les perspectives à court terme concernant ce travail, sont de valider expérimentalement les
diﬀérentes contributions sur des patients atteints de pathologies du genou en collaboration avec
l’hôpital Henri Mondor. Ces expérimentations vont permettre de valider après identiﬁcation
des paramètres propres à chaque patient, le contrôle par modes glissants d’ordre deux pour la
restauration des mouvements de ﬂexion/extension du genou.
Du point de vue théorique, nous avons déjà entamé l’intégration de l’eﬀort humain dans le
schéma de commande de manière à réaliser une collaboration maître/esclave entre l’orthèse et le
sujet portant l’orthèse. Le couple d’assistance fourni par l’orthèse doit être adapté en fonction
du degré de rétablissement pour la réalisation d’une tâche précise.
La prochaine étape consiste à poursuivre le travail engagé sur la ré-autonomisation des
mouvements assis-debout-assis en reformulant le modèle dynamique du système. Il s’agit ici de
contrôler le couple d’assistance au niveau de l’articulation du genou, en tenant compte des eﬀets
dynamiques des autres articulations et des eﬀorts de contact avec le sol. Outre les propriétés
de précision et de robustesse, les commandes proposées doivent assurer la stabilité du sujet en
tenant compte de sa posture.
A moyen et long terme, l’objectif est d’étendre les travaux proposés dans cette thèse à un
exosquelette à trois degrés de liberté agissant au niveau des articulations de la cheville, du genou
et de la hanche.
Annexes

Annexe A
Commande de l’orthèse (matériel et
logiciel)
L’architecture matérielle de l’orthèse est composée d’un ordinateur sur le quel est embar-
quée une carte dSPACE de type DS 1103, d’une interface de puissance, de capteurs et du robot
portable (orthèse). La carte dSPACE DS 1103 possède un noyau temps réel capable de gérer
tout le système de commande. Elle assure la liaison entre le robot portable et le PC. Ce der-
nier fonctionne sous le système d’exploitation "Windows Xp". Matlab/Simulink et ControlDesk
servant pour implémenter les schémas de commande. Un schéma bloc de cette architecture est
donné par la ﬁgure A.1.
Figure A.1 : Schéma bloc du système de commande de l’orthèse.
A.1 Couche de commande et gestion des capteurs
Cette couche nous oﬀre un moyen pour gérer l’asservissement du mouvement et de la vitesse
l’orthèse à partir des informations fournies par les capteurs équipant le corps humain-orthèse.
Les fonctions de cette couche sont assurées par une programme de haut niveau basé sur l’inter-
face Matlab/Simulink.
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A.2 Couche modèle
Cette couche nous permet de décrire l’application avec un langage de programmation de
haut niveau et d’accéder à toutes les couches. Elle permet aussi aux utilisateurs de compiler
les codes sources ainsi que de générer son exécutable. Ce dernier sera ensuite implanté dans le
noyau temps réel de la carte dSPACE DS 1103 pour gérer toute l’application.
A.3 Couche superviseur
Le noyau temps réel de la carte dSPACE DS 1103 est capable de superviser plusieurs tâches
telles que les tâches de contrôle pour gérer les événements, les tâches de reprise pour relancer
la commande selon la situation, les tâches de rapport pour collecter les messages issus des diﬀé-
rents composants de l’application. Ce noyau est également capable de gérer les tâches de décision.
A.4 Carte dSPACE DS 1103
La carte dSPACE (ﬁgure A.2) est embarquée sur le PC. Elle est très utilisée dans le domaine
de contrôle de robots en temps réel car elle oﬀre une sélection complète d’interface d’E/S, de
convertisseurs A/N-N/A et d’une interface de gestion des capteurs.
Les caractéristiques techniques de cette carte sont données comme suit :
– PowerPC 604e à 400 MHz,
– 2Mo SRAM locale,
– 32 Mo ou 128 Mo DRAM globale,
– 16 canaux A/D, 16 bits,
– 4 canaux A/D, 12 bits,
– 8 canaux D/A, 14 bits,
– Interface de capteurs inductifs de vitesse moteur (7 entrées),
– 32 canaux d’E/S numériques, programmables en groupes de 8 bits,
– Interface série,
– Interface CAN,
– Génération PWM simples et triphasés,
– 4 entrées de capture,
– 2 unités ADC, chacune avec 8 entrées, 10 bits,
– E/S numériques 18 bits.
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Figure A.2 : Carte DSPace DS1103.

Annexe B
Étude complémentaire du système
membre inférieur-orthèse
B.1 Poursuite d’un signal carré
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Figure B.1 : Comparaison entre contrôleur par modes glissants d’ordre deux-super twisting et
le PID pour la poursuite d’un signal carré
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B.2 Trajectoire composée
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Figure B.2 : Comparaison entre contrôleur par modes glissants d’ordre deux-super twisting
et le PID pour la poursuite d’une trajectoire composée avec les modes glissants d’ordre 2-super
twisting.
B.3 Poursuite d’un signal triangulaire
Figure B.3 : Poursuite d’un signal triangulaire avec les modes glissants d’ordre 2-super twisting
(résultats visualisés sur ControlDesk).
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