Abstract. We consider the small-time behaviour of interfaces of zero contact angle solutions to the thin-film equation. For a certain class of initial data, through asymptotic analyses, we deduce a wide variety of behaviour for the free boundary point. These are supported by extensive numerical simulations.
1. Introduction. This paper is concerned with the small-time behaviour of interfaces of zero contact angle solutions to the "thin-film" equation
(1.1a)
with h = h 0 (x) at t = 0 and (1.1b) h = ∂h ∂x = h n ∂ 3 h ∂x 3 = 0 at x = s(t), (1.1c) where h ≥ 0 represents the thickness of a fluid film and x = s(t) denotes the right-hand interface (with h ≡ 0 for x > s(t)); since we are concerned with the local behaviour at such an interface we need not specify conditions at any left-hand moving boundary.
The first boundary condition of (1.1c) defines the moving boundary (as the point at which the film thickness reaches zero), the second ensures a zero contact angle, and the third represents conservation of mass.
In the last few years the range 0 < n ≤ 3 has been considered in the literature from a modelling point of view. With n = 3, (1.1a-c) models the lubrication approximation of a surface tension driven thin viscous film spreading on a solid horizontal surface, with a no-slip condition at the solid/liquid/air interface [5, 6, 10, 11, 12, 14, 30] . However, the no-slip condition implies an infinite force at the interface [18, 24] . To avoid this, more realistic models allowing slip have been proposed (see e.g. [4, 19, 23] ) for which it has been shown that the qualitative behaviour of solutions in the vicinity of the interface corresponds to that of the solution of (1.1a-c) with n ∈ (0, 3); this applies to questions of spreading or non-spreading as well as to questions of locally preserved positivity and local film rupture [16] . With n ∈ (0, 3) it is also well known (see e.g. [7, 8] ) that (1.1a-c) admits solutions with a finite speed of propagation property, i.e. s(t) represents a moving boundary, which moves at finite speed.
In this paper we thus consider only values of n in the moving front regime 0 < n < 3, and we assume further that the film is thick enough that Van der Waals forces play no part. When considering solutions to (1.1a-c), the primary physical question is often to do with the movement of the free boundary. Where h = 0 there is no diffusion in (1.1a), and this can lead to waiting-time behaviour, where the interface remains stationary for a period before moving; alternatively the interface may either advance or retreat immediately. A determination of the regimes in which such behaviour can occur has considerable implications regarding the possibility of film rupture in the presence of a very thin pre-wetting layer; see e.g. [27] .
There has been much recent effort in the literature to answer outstanding questions about the initial movement of the interface. Theoretical results in [4, 5] have shown that the interface cannot retreat if n ≥ 3/2, but that film rupture may occur for n < 1/2 (see also [13, 14] ). Moreover, numerical evidence [4, 10, 12] suggests that for small values of n solutions which are initially strictly positive may vanish at some point x 0 after a finite time t 0 , with the solution becoming zero on a set of positive measure shortly after the finite time singularity, a phenomenon called "dead core" in other fields. The existence of a critical exponent (a value of n * > 0 for which solutions stay positive for n > n * and where finite-time singularities are possible for n ≤ n * ) has been conjectured in [11] , where it is remarked that numerical simulations suggest 1 < n * < 3.5. Our results below support and clarify these conjectures; in particular, here we provide the first concrete solutions to (1.1a-c) displaying retreat.
As explained in [27] , subsequent to any waiting time the local behaviour of solutions to (1.1a-c) takes the form h ∼ n 3ṡ 3(3 − n)(2n − 3) (s − x) With 0 < n < 3, in (1.2) we require thatṡ > 0, whereas in (1.4) the interface velocitẏ s may take either sign, with B(t) determined as part of the solution. One of the key motivations for the current analysis is to provide criteria under whichṡ < 0 holds for sufficiently small time; sinceṡ > 0 typically holds for large times, for example for the Cauchy problem with initial data of finite mass, a large-time analysis provides no insight into such matters. For definiteness, we shall consider the case
where A 0 , α and β are positive constants with β > α, C 0 is a constant and x 0 = s(0). Extensive studies of the small-time behaviour have already been done for the corresponding second-order problem, the porous-medium equation.
with n > 0. We present our results in this context. The variety of possible smalltime behaviours for (1.1a-c) is summarised in Figure 1 .1, and can be characterised as follows; (i) For α greater than some critical value, the interface "waits" for some finite time t w , whereby s(t) = x 0 for 0 ≤ t ≤ t w , after which time it moves (see also [17, 20] for rigorous studies of such waitingtime phenomena for (1.1a)). For α = 4/n an upper bound on t w can be deduced from the local behaviour of the solution (cf. [29] for the corresponding case (1.6)); more generally, information about t w can be obtained from the full (global) solution (cf. [28] for (1.6)). (ii) For α below the critical value the interface will move at once, with (in view of (1.2)-(1.3)) s(t) > x 0 for t > 0, for 3/2 ≤ n < 3 (cf. [22] for (1.6)). For n < 3/2, however,ṡ < 0 is also possible so a further classification is required according to whetherṡ > 0 orṡ < 0 for small t > 0. This does not arise in the corresponding analysis of (1.6) sincė s ≥ 0 necessarily holds. In addition, the higher order of (1.1a) leads, as we shall see, to a much more diverse range of waiting-time scenarios than that which occurs for (1.6).
In seeking a physical explanation for these results, we remark that large n implies high viscosity (less slip), and large α a shallow initial contact angle. Broadly speaking, the larger the value of n/α, the stronger is the tendency of solutions to stay positive. We are not aware of any experimental evidence to support our conjectures, but in light of our results such experiments might be timely. Instead, we support our asymptotic conjectures with numerical results. Without loss of generality we assume that s(0) > 0 and, for numerical purposes, we first approximate (1.1a-c) by replacing (1.1c) by
where l ≫ s(0), and restrict (1.1a) to hold on (0, l). Existence of solution concepts for (1.1a,b), (1.7c) may be found in [5, 9, 14] and the references cited therein. As described in [2] we discretise (1.1a,b), (1.7c) using finite elements in space and finite differences in time, using uniform spatial and temporal discretisation parameters δx and δt, respectively; see §2 for details. We expect this method to be able to compute the zero contact angle solution for the following reasons:
1. In [5] , the existence of solutions to (1.1a,b), (1.7c) is proved for 0 < n < 3, where h(·, t) may be C 1 ([0, l]) for almost every t > 0 (the zero contact angle solution), or alternatively h(·, t) may have non-expansive support. 2. In [2] it was proved that the numerical solution converges, as δx, δt → 0, to a weak solution of (1.1a,b), (1.7c) (in the sense of [5, 9, 14] ). The only remaining question is whether this is the zero contact angle solution, or a solution with non-expansive support. 3. In a sequence of experiments, taking δt = O(δx 1 2 ), the numerical method computes a solution with non-expansive support. 4 . In a sequence of experiments, taking δt = O(δx 2 ), the numerical method can compute solutions where |ṡ(0)| = ∞ (zero contact angle solutions). 5. In [2] a self-similar source type solution was successfully computed with δt = O(δx 2 ). Moreover, taking a non-smooth stationary solution as initial data, i.e. h 0 (x) = α max{γ 2 −x 2 , 0} and 0 < γ < l, the numerical method computed a smooth solution for 0 < n < 3 and it was concluded that h(x, t) ≡ h 0 (x) for n > 3. Hence in our experiments, in order to be sure that we are approximating the zero contact angle solution we always choose δt = O(δx 2 ). We report that the numerical solution always appeared to be smooth.
An outline of the paper is as follows. We begin in §2 by describing our numerical scheme in more detail. We then proceed in §3 and §4 with a formal asymptotic analysis, supported by numerical experiments, for the two cases α ≥ 4/n and α < 4/n, respectively. Videos demonstrating more graphically how some of the numerical solutions of these sections evolve over time can be found online at http://www.personal.rdg.ac.uk/∼sms03sl/4thorder/4thorder.html Finally in §5 we present some conclusions.
2. Numerical Approximation. Following the approach of [2] , and as described in §1, we restrict (1.1a) to a finite space interval (0, l), introduce a potential w and rewrite it as the system of equations
A nonnegativity constraint is imposed on (2.1b) via a variational inequality in the weak form and then we discretise (2.1a,b) using the finite element method. Now given positive integers N and M , denote by δt := T /M and δx := l/N the temporal and spatial discretisation parameters, t k := kδt, k = 1, . . . , M , and x j = jδx, j = 0, . . . , N , then the discretisation may be written in the following way.
where
; similar equations/inequalities appropriate for boundary data (1.7c) hold for j = 0, N when k = 1, . . . , M . This nonlinear system is solved using a Gauss-Seidel algorithm in multigrid mode; for details we refer to [3] . We found this approach to have several advantages over some other algorithms previously proposed in the literature, such as the Uzawa type algorithm [2, (3.7a-c)], [21] . Specifically:
, so that the free boundary advances at most one mesh point from time level k to time level k + 1. The advantage of using the non-symmetric Gauss-Seidel smoother is that this constraint is easier to impose on the numerical method than with a symmetric smoother. 2. Working within a multigrid framework significantly increases the rate of convergence. This allows us to reduce the tolerance for the stopping criterion of the iterative scheme (the maximum absolute difference in successive iterates is smaller than tol) to tol = 10 −12 , as compared with tol = 10 −8 in [2] , and therefore to solve the nonlinear system more accurately, thereby helping to avoid spurious behaviour. 3. Non-negativity of the computed numerical solution is guaranteed, so defining the position x k c of the numerical free boundary at time t k to be
we take ǫ = 0 which tracks the free boundary more accurately than with ǫ > 0, this compares with ǫ = 10 −6 in [2] . We remark that because the numerical free boundary is defined on a discrete set of points, its movement appears to "stutter" in the figures below. In the numerical experiments of §3 and §4 we solve (1.1a,b), (1.7c) with l = 1 and
the key properties are that the maximum value of h 0 is O(1) and the thin-film is symmetrically distributed about 0 with x 0 = 3/4. These experiments were performed for a sequence of space steps δx where δt = C α,n δx 2 and convergence of (2.2a)-(2.2d) to a weak solution of (1.1a,b), (1.7c), (2.3) was assured (see [2] ). For reasons of space we refer to [15] for further figures and numerical results, including results from many more experiments with values of n and α closer to the edges of the parameter regimes.
3. Formal asymptotic analysis and numerical results for α ≥ 4/n. For α ≥ 4/n, the formal asymptotic analysis of this section suggests that we might expect waiting-time behaviour. In particular, for α > 4/n ( §3.1) we anticipate "global" waiting-time behaviour, by which we mean that the asymptotic expansion tells us to expect a waiting-time, but gives no clue as to the local behaviour; in this case the interface starts to move due to "shock" formation, with the gradient becoming unbounded near the free boundary. For α = 4/n ( §3.2) this global breakdown can occur for the full range 0 < n < 3, but for 2 < n < 3 "local" waiting-time behaviour is also possible; by this we mean that the dominant term in the asymptotic expansion switches at the end of the waiting-time.
3.1. α > 4/n: "global" waiting-time behaviour. Provided h 0 (x) is analytic away from the interfaces, then the small-time expansion
holds, at least away from the interface. From (1.5) we have
for α > 4/n we have (n + 1)α − 4 > α, and we may expect the local behaviour
to hold up to some finite time t = t w > 0, implying a waiting-time scenario in which the local behaviour at the interface does not change for some non-zero waiting-time.
To test this conjecture, we ran numerical experiments for a large range of n and α > 4/n, considering in particular n = 0.75, 1.0, 1.75 and 2.5, so as to cover all of the different regimes important in the case α < 4/n (see §4).
In the upper left plot of Figure 3 .1 we plot x k c against t k for n = 1.75 and α = 3.0 > 4/n = 2.29. The numerical free boundary remains stationary for a period before advancing. We also plot profiles of H k j in the vicinity of the interface at times just before and just after x k c begins to move (lower left plot). Shock-type behaviour at the end of the waiting-time can be observed (cf. [28] for the second-order case). Similar waiting-time behaviour, with shock type behaviour at the end of the waiting-time, was observed for all n, α combinations tested in this range. Approximate waiting times are plotted against α in the right half of Figure 3 .1, for n = 0.75, 1.0, 1.75, 2.5 and for various α > 4/n. For fixed n, the waiting time increases as α increases.
3.2. α = 4/n: "local" waiting-time behaviour for 2 < n < 3. In the critical case, the leading term in (1.5) suggests the separable local behaviour
with (1.1a-c) implyingΛ
Hence if n = 2 (recalling that we consider in this paper only 0 < n < 3),
This local solution also represents waiting-time behaviour; (3.5) blows up in finite time if 2 < n < 3, so the waiting-time t w then satisfies
Λ(t) decreases with time for 0 < n < 2, but we nevertheless expect (3.4) to remain valid only up to some finite t w , after which the front begins to move due to shock, as described in §3.1. Thus for 2 < n < 3 local waiting-time behaviour (t w = t c ) is possible, analogous to that for the porous-medium equation ( [29] ), while global breakdown (t w < t c for 2 < n < 3) can occur for the full range 0 < n < 3 (cf. [28] ).
4. Formal asymptotic analysis and numerical results for α < 4/n. We begin in §4.1 by deriving some local similarity solutions. Based on these and the local behaviour indicated in (1.2)-(1.4), we conjecture in §4.2- §4.6 some parameter regimes for the small-time behaviour when α < 4/n, in which case (3.3) fails for any t > 0. This does not mean that for α < 4/n there is no waiting-time behaviour; on the contrary, unlike for the corresponding second-order problem (1.6), a diverse range of waiting-time scenarios can occur in this case. In addition to these waitingtime scenarios, the front may also advance or retreat instantaneously. Many of our conjectures are supported by extensive numerical verifications, detailed below; we leave open their rigorous confirmation.
4.1. Local similarity solutions. In view of (1.5), a natural conjecture for the small-time behaviour for α < 4/n (balancing the terms in the expansion so they are of the same size) is the self-similar form
where with η :
satisfies the boundary-value problem
Here s(t) is the position of the contact line at time t, and η 0 is a free constant determined by the boundary-value problem. The behaviour as η → −∞ in (4.3a) thereby matches via (3.1) with the leading terms in (1.5) and (3.2). The constant A 0 can be scaled out by setting
, suggesting in particular the delicacy of the limit α → (4/n) − , and the transformation
, ξ = ln |η| enables (4.2) to be reduced to a fourth-order autonomous problem. Nevertheless, the complexities of the resulting four-dimensional phase space mean that a global analysis of (4.2) (akin to that in [29] for the second-order problem) is not practicable here.
Instead we base our conjectures in large part on a number of closed-form solutions to (4.2) which we now note. We assume (4.2)-(4.3a,b) to have a unique non-negative solution.
(I) Separable solution
is an explicit solution to (4.2) for 0 < n < 2, providing a possible local behaviour as η → 0 − for solutions with η 0 = 0; the circumstances under which (4.4) may be applicable are clarified in Appendix A. (II) Steady state solution
gives the solution to (4.2)-(4.3a,b) when α = 2. (III) Travelling wave solution
is the solution to (4.2)-(4.3a,b) when α = 3/n, n = 3/2; here η 0 > 0 if 3/2 < n < 3 and η 0 < 0 if 0 < n < 3/2. To complete our catalogue of pertinent closed form solutions we note that for n = 1 the polynomial solution (cf. [25] )
corresponds to
this dependence on the sign of C 0 being perhaps counter-intuitive, which is far from unusual in such high-order diffusion problems.
4.2. Small-time behaviour for 2 < n < 3. In this regime, the solution (4.4) is not available to describe the local behaviour of f (η) at the interface; (4.6) has the expected local behaviour (1.2), while (4.5) corresponds to α > 4/n and therefore lies in the waiting-time regime discussed in §3.1. We thus anticipate that for any α < 4/n the support of h expands immediately according to (4.1) with η 0 > 0 and, in (4.2)-(4.3a,b),
which follows from (1.2). The interface advances with unbounded initial velocity for α < 3/n, with finite positive initial velocity if α = 3/n (with f (η) given by (4.6)) and with velocity tending to zero as t → 0 + for α > 3/n. The behaviour in this regime is very much analogous to that exhibited by the porous-medium equation (cf. [22] ).
To test this conjecture we ran numerical experiments for n = 2.5, for which 3/n = 1.2 and 4/n = 1.6, and for α ∈ [0.5, 1.5]. Our results support the conjecture. In each case x k c advances, with the speed of the advance decreasing as α increases from 0.5 to 1.5. We plot x k c against t k for n = 2.5 and for α = 0.5 < 3/n and α = 1.4 > 3/n in the upper half of Numerical results for n = 2.5, α = 0.5, T = 10 −8 (left), and for n = 2.5, α = 1.4, T = 10 −3 (right). In the upper half of the figure the advancing free boundary is shown. In the lower half of the figure log t k is plotted against log(x k c − x 0 c ) as a discrete set of points, with the solid line following from a least squares fitting, the straight dotted line from asymptotic theory, and the dashed line in the lower right section following from a least squares fitting with the early data removed.
In the lower half of Figure 4 .1 we test the hypothesis that for small times
for some constants A > 0 and γ, by plotting log(x k c − x 0 c ) against log t k (as a discrete set of points -these appear to "stutter" since the numerical free boundary advances by one discrete mesh point at a time). If the hypothesis is correct we expect a straight line with slope γ. To estimate the value of γ we take a least squares fit. For presentational purposes we plot the best fitting least squares line as a solid line, and for comparison we also plot a dotted line with slope (4 − nα) −1 , the expected value of γ (recall (4.1)).
For α = 0.5 the log-log plot is fairly straight, and the estimated value of γ = 0.31 is close to the expected value of 0.36. For α = 1.4 the best fitting least squares line gives an estimate of γ = 1.27, which is not close to the expected value of 2.00, and is a poor fit to the data. In this case the immediate yet slow advance of the free boundary means that for t k small, x k c overestimates the exact position of the free boundary. This is demonstrated by the fact that the lowest horizontal line of dots on the log-log plot, corresponding to the first step in the advance of x k c , matches very poorly with the rest of the data. In the lower right plot of Figure 4 .1 we thus also show as a dashed line the best fitting least squares approximation to the data with the first step in the advance of x k c excluded (equivalently taking t k 5 × 10 −5 rather than t k > 0 on the log-log plot). This dashed line, with a slope of 1.69, matches the slope of the data and the expected value of γ much more closely than our original estimate.
The expected and estimated values of γ for each value of α tested are shown in Table 4 .1. For α ≤ 1.3 we estimate γ using all of the data, but for α = 1.4 and α = 1.5 we exclude the first step in the advance of x k c , as discussed above. The numerical results give a value of γ slightly lower than the expected value, but the difference is small, and the trend of γ increasing with α is clear. Our estimate for γ is more accurate for values of α away from the edges of the parameter regime. 4.3. Small-time behaviour for n = 2. The behaviour for α < 2 is as described in §4.2. However, for α = 2 the solution (4.1) is not applicable and, partly because α = 2 will also play an important role in what follows, additional comments regarding the resulting waiting-time scenario are instructive. The small-time solution (4.5) suggests that there is initially no change in local behaviour, while (3.2) becomes
both suggest seeking a local solution of the form
we note that H need not be positive on x < x 0 because it represents a correction term to the (quadratic) leading order behaviour. Linearising in H yields
so, given (1.5) in which β > 2 is required, the correction term takes the separable form
t , consistent with (3.1), (4.12) . The perturbation to the quadratic term thus decays exponentially and we expect (4.13) to persist up to some finite waiting-time, after which the interface will start to move due to "shock" formation (as in other "global" waiting-time cases described here; see [28] for the second-order analogue).
4.4. Small-time behaviour for 3/2 < n < 2. In this case (4.6) again has the expected interface behaviour (1.2), while (4.5) is non-generic in the sense that it is smoother than (1.2) at the interface; the solution of (4.2)-(4.3a,b) for α = 2 is therefore an exceptional connection in phase space and can be expected to play a role in separating distinct regimes, as we now suggest. The other noteworthy change to occur as n drops below two is that the local behaviour (4.4) can come into play.
4.4.1. 2 < α < 4/n. The solution to (4.2)-(4.3a,b) has the local behaviour which decays as (−η) 4/n as η → 0 − and exhibits a finite waiting time; for α 2 < α < 4/n, where α i , i = 1, 2, 5 are defined in Appendix A, f (η) has local behaviour (4.4), so the solution decreases such that
for the duration of the period of waiting. Moreover, for α 5 < α < 4/n, we expect non-oscillatory decay, whereas for α 2 < α < α 5 we expect damped oscillations to occur. See Appendix A for details. For 2 < α < α 2 the behaviour is slightly more subtle, with a limit cycle (see (A.5) of Appendix A) arising in the local description for 0 < t < t w ; the limiting behaviour as α → 2 is addressed in Appendix B, providing additional support for conjectures about the (rather subtle) asymptotic behaviour. We present numerical results for n = 1.75 (giving 3/n = 1.7143, α 2 (n) = 2.0768, α 5 (n) = 2.2, 4/n = 2.2857), and for α = 2.24, 2.10 and 2.04, thus covering each of the three parameter regimes described above. In the upper left plots of . These values are slightly lower than for α = 2.24, but still compare fairly well with the value of 4/n = 2.29 proposed in the conjecture. For t k = 7.5 × 10 −4 again the log-log plot is no longer straight, and the best fitting least squares line has a slope of 1.27; by this time the profile of H k j has again begun to change.
For α = 2.04 ( Figure 4 .4) each log-log plot is again (nearly) a straight line, however the slopes of 2.09 for t k = 2.0 × 10 −4 and 2.08 for t k = 3.0 × 10 −4 are somewhat smaller than the value of 4/n = 2.29. As t k increases from zero, the slope of the log-log plot increases from 2.04 up to a maximum of 2.09 before decreasing. 4.4.2. α = 2. This is the most delicate case, with the small-time behaviour depending on the correction term in (1.5), with β > 2. In (3.2) we have
and (4.13) yields implying, in view of (4.15), the small-time behaviour
being a similarity reduction of (4.16) in which Φ(ξ; n, β) is required to satisfy the matching conditions
from which it follows that
for some constant κ (which could in principle take either sign, reliable intuition about the signs of such quantities being hard to come by in high-order diffusion problems). In fact, for β = 1 + 2(2 − n)N for integer N (such that β > 2), Φ(ξ) takes the form at which κ changes sign. Thus κ changes sign infinitely often as β → ∞. In view of (4.13) and (4.18) there is a further, narrower, inner region with
the dominant balance as t → 0 + being given by
For C 0 κ > 0 we thus have instantaneous advance of the interface (with velocity zero at t = 0 + ) with 23) in order to match with (4.18) . A yet narrower inner region, with
is then present near the interface, with scalings
whereby, matching with (4.23),
This completes the description of the case C 0 κ > 0. The problem (4.25a-c) has no solution for ζ 0 < 0, corresponding to the fact that interfaces cannot recede when n ≥ 3/2; a different scenario is therefore needed when C 0 κ < 0 in which ζ = ζ 0 in (4.23) no longer coincides with the interface; in other words a quantity σ(t), with
replaces s(t) in (4.24) (with s(t) = x 0 now holding for t ≤ t w ) and (4.25a-c) becomes 1/(2n−3) . In σ < x < x 0 , whereby
, we have to leading order that ∂h/∂t = 0 with, in view of (4.26)-(4.27a-c), the matching condition
The exponent α(β) in (4.28) is monotonic increasing in β (given that β > 2) and satisfies
It follows for β > 1+2n/3 that α lies in the regime of §3.1, so that (4.28) describes the behaviour near the interface up to the waiting time; for 2 < β < 1 + 2n/3, however, α lies in the regime of §4.4.1, so that (4.28) in turn breaks down sufficiently close to the interface and (4.14) is attained locally via a small-time similarity solution of the form (4.1)-(4.3a,b), with α replaced by α. Such behaviour represents a novel waitingtime phenomenon for degenerate parabolic equations (there being no corresponding scenario for the porous-medium equation), but there are similarities with, for example, Hele-Shaw flows with suction, whereby the free surface profile can instantly change to a new configuration (cf. (4.28)), which then persists (see [26] ). Analysis of cases with κ = 0 requires specification of an additional term in the local (1.5) and remarkably fine structure in consequence arises. Thus (cf. (4.19)) for
where γ > 2(1 + (2 − n)N ), we expect for each N a sequence of critical values of γ which represent further refined dividing lines between solutions which expand at once and those which wait; for those borderline values of γ, a further term in the expansion of (4.29) must be incorporated and so on. The first set of these dividing lines can be identified concisely via the one-degree-of-freedom (i.e. overspecified) family of local solutions (obtained by constructing an algebraic expansion for h about the leading order term in (4.30))
h ∼ a(t)(x 0 −x) 2 −ȧ (t) 12(2−n)(5−2n)(3−n)a n (t) (x 0 −x) 6−2n +O((x 0 −x) 10−4n ), (4.30) corresponding to (4.29) with N = 1 and
and identifying the first critical value of γ for N = 1 to be 7 − 4n; higher values of N correspond toȧ(0) = 0 in this local expansion. Because it is overspecified, the local expansion of (4.30) pertains only when the local form of the initial data is consistent with the powers of x 0 − x therein and, as already implied, it represents a borderline between solutions of the form (1.2) and (4.14).
α < 2.
Here the interface advances immediately, with f (η) having local behaviour (4.10) and with unbounded initial velocity for α < 3/n, finite for α = 3/n and tending to zero for 3/n < α < 2. The last of these ranges disappears as n drops below 3/2, providing one indication of the need to address this regime separately.
To test this we ran numerical experiments for n = 1.75 (giving 3/n = 1.7143, 4/n = 2.2857), with α ∈ [0.5, 1.9]. Our results again support the conjecture. In each case x k c advances, with the speed of the advance decreasing as α increases. This is shown in Figure 4 On the left we show the numerical free boundary advancing for α = 0.5, 0.6, 0.7, 0.8, T = 10 −9 (upper left plot) and for α = 1.6, 1.7, 1.8, 1.9, T = 10 −3 (lower left plot); on the right we present results for α = 1.0, T = 10 −6 , with the numerical free boundary plotted against time in the upper right plot, and with log t k plotted against log(x k c −x 0 c ) as a discrete set of points in the lower right plot, with the solid line following from a least squares fitting and the straight dotted line from asymptotic theory.
In the upper right plot of Figure 4 .5 we show the numerical free boundary advancing for n = 1.75 and α = 1.0 < 3/n. As before we test the hypothesis (4.11) by plotting log t k against log(x 
For 2 < α < 8/3 the behaviour is again as described in §4.4. 
so that the spatial scaling is exponentially small in t, which yield as dominant balance
and hence
where we have matched with (4.23). For C 0 κ > 0, this has the required local behaviour (1.3) and completes the small-time analysis. For C 0 κ < 0, we again introduce
which specifies the interior layer location, and replace the scalings in (4.31) by
to recover (4.32) with ζ 0 (given by (4.23)) negative. Hence φ 0 becomes zero at ξ = ξ c , where
There is now a further asymptotic region in which
where the scaling on h is chosen to obtain the appropriate leading order balance, namely (cf. (4.27a-c))
where φ ∞ is again to be determined as part of the solution and we have matched with (4.32). The pre-exponential factor ρ(t) is expected to be algebraic in t; its calculation would require correction terms in the various expansions to be evaluated and we shall not pursue such matters further. Applying similar arguments to those in §4.4.2 we obtain from (4.33) that
for σ < x < x 0 , (4.34) so the height of the film left behind by the retreating interior layer at x = σ is exponentially small (and thus in particular implies waiting-time behaviour at x = x 0 ). This reflects the status of n = 3/2 as a critical case; as we shall shortly see, for n < 3/2 the interface x = s itself retreats in the corresponding regime (in other words, the film thickness left behind x = σ drops from being algebraically small for 3/2 < n < 2, as in (4.28), through exponentially small for n = 3/2 (see (4.34)) to zero for n < 3/2).
4.6. Small-time behaviour for n < 3/2. We have already alluded to the qualitatively new feature, implicit in the local behaviour (1.4), which can occur in this regime, namely that the interface can retreat. Such behaviour is most simply demonstrated by the case α = 3/n in which the small-time similarity solution is given by (4.6), with the interface retreating at a finite rate; in this regime (4.6) is non-generic, being smoother than the expected local behaviour (1.4). For α > 3/n, we anticipate waiting-time behaviour, as in §4.4.1; see also Appendix A (in addition an analysis similar to that of Appendix B can be performed in the limit α → (3/n) + ). The result for α = 3/n and α = 2 suggests that for α < 2 the interface expands at an unbounded rate, with
for some constant η 0 , while for 2 < α < 3/n contraction occurs at an unbounded rate, with η 0 < 0 in (4.35). The critical case α = 2 is again of particular interest, in particular since waiting-time behaviour can in principle occur in this case also (but only for extremely special initial data, cf. (4.30) ). The analysis for α = 2 is more straightforward than that above, since (4.23)-(4.25a-c) now apply right up to the interface for C 0 κ < 0 (retreat) as well as for C 0 κ > 0 (advance). Such behaviour can be illustrated by the explicit solution (4.7)-(4.9) for n = 1, wherein β = 3 and κ = −15. For α = 2 we have that
which exhibits the same interface time-dependence as (4.1) with α = (4(β − 2) + 2n)/((β − 1)n); since β > 2, it follows that this α lies in the range 2 < α < 4/n and it implies that the same s(t) can result from quite different initial data (in this case for 2 < α < 3/n, for which the interface retreats). This reflects the high order of (1.1a), whereby the local behaviour at the interface contains a further degree of freedom in addition to s(t) and contrasts with the situation for the second-order case (1.6) (cf.
[1]).
4.6.1. 3/n < α < 4/n. In this regime we anticipate waiting-time behaviour, as described in §4.4.1. For α 5 < α < 4/n we expect monotonic decay onto the 4/n solution, for α 2 < α < α 5 we expect oscillatory decay, and for 3/n < α < α 2 we expect a limit cycle to arise in the local description for 0 < t < t w (see (A.5)).
By monotonic decay we mean decay like η −γ , where γ is real, and by oscillatory decay we mean that the solution decays like η −γ−iµ , where γ, µ are real. We present numerical results below for n = 0.75 (giving 3/n = 4, α 2 (n) = 4.2061, α 5 (n) = 4.9, 4/n = 5.3333), with α = 5.1 (Figures 4.6 and 4.7) , α = 4.5 ( Figures 4.8 and 4.9) and α = 4.1 (Figures 4.10 and 4.11) , thus covering each of the three parameter regimes described above (see also Appendix A). We also present results for n = 1.0 (for which α 2 (n) = 3.2195) with α = 3.1 (Figures 4.12 and 4.13) , with this second example in the range 3/n < α < α 2 reflecting the extremely delicate nature of the results in this regime. Figure 4 .6, the best fitting least squares line for t k = 0 has a slope of 5.10, rising to 5.26 for t k = 2.5 × 10 −5 and 5.45 for t k = 5.0 × 10 −5 . For t k = 7.5 × 10 −5 the log-log plot is no longer very straight. We remark that in this case with n = 0.75 and α = 5.1, H k j is very close to zero quite far behind the free boundary, hence the numerical results are extremely delicate. In Figure 4 .8, the log-log plot is not straight immediately in the vicinity of the free boundary for any t k > 0, although it is fairly straight further away from the free boundary. In Figures 4.10 and 4 .12, the log-log plots are not very straight, and the best fitting least squares lines have slopes significantly lower than 4/n.
In the lower right corners of Figures 4.6, 4.8, 4.10 and 4.12 we plot log H k j against log(x k c −x j ) over the whole range x j ∈ [0, x k c ) at various times before the free boundary has begun to advance, plotting again a dotted line with slope 4/n for comparison. In Figure 4 .6, as t k increases, the log-log plot becomes less and less straight, and for t k = 3.0 × 10 −3 the periodic behaviour of the solution near the interface can clearly be seen. The log-log plots for t k = 4.0 × 10 −3 and t k = 5.0 × 10 −3 are very similar to that for t k = 3.0×10 −3 but are not shown here. In Figure 4 .8, the formation of humps further and further from the free boundary becomes apparent. For t k = 1.0 × 10 −4 , the slope of the log-log plot away from the free boundary is close to 4/n. For each of Figures 4.10 and 4.12, as t k increases the formation of extra humps in the vicinity of the free boundary becomes apparent.
4.6.2. 2 < α < 3/n. To test the conjecture that the free boundary retreats instantaneously with unbounded velocity, we ran experiments with n = 1.0 and α ∈ [2.1, 2.9]. We plot x k c against t k in the left half of Figure 4 .14 for α = 2.2, 2.4, 2.6 and 2.8. The results support the conjecture. In each case the free boundary retreats, waits, and then advances, although the subsequent advance can only be seen in the figure for α = 2.2. The initial velocity of x k c appears to decrease as α increases, although as α increases the length of the period for which the free boundary retreats also increases, so that the maximum distance retreated occurs for α = 2.9. Numerical results for n = 1.0, 2 < α < 3/n. In the left half of the figure we plot the retreating free boundary for various α. In the right half of the figure we show results for n = 1.0, α = 0.5: in the upper right section we show the retreating free boundary; in the lower right section we plot log t k against log(x 0 c − x k c ) as a discrete set of points, with the solid line following from a least squares fitting and the straight dotted line from asymptotic theory.
As before we test the hypothesis x c ) against log t k . Again, if the hypothesis is correct we expect a straight line with slope γ, and to estimate γ we take a least squares fit over the range for which the log-log plot is approximately straight. In the right half of Figure 4 .14 we plot x k c against t k (upper section) and this log-log plot (lower section) for n = 1.0 and α = 2.5. The log-log plot is approximately straight, and the best fitting least squares line is plotted as a solid line on the same figure. For comparison we also plot a dotted line with slope (4 − nα) −1 = 0.67. The estimated value of γ = 0.67 matches this exactly to two decimal places. The expected and estimated values of γ for each value of α tested are shown in Table 4 .3. The trend of γ increasing with α is clear, and away from the edges of the parameter regime the estimated value of γ is very close to the expected value.
4.6.3. α < 2. To test the conjecture that the free boundary advances instantaneously, with an unbounded velocity, we ran experiments with n = 1.0 and α ∈ [0.5, 1.9]. We plot x k c against t k for α = 0.6, 0.7, 0.8 and 0.9 (upper left plot), and for α = 1.5, 1.6, 1.7 and 1.8 (lower left plot) in Figure 4 In the left half of the figure we plot the advancing free boundary for various α (note the different time scales on the two plots). In the right half of the figure we show results for n = 1.0, α = 1.2: in the upper right section we show the advancing free boundary; in the lower right section we plot log t k against log(x k c − x 0 c ) as a discrete set of points, with the solid line following from a least squares fitting and the straight dotted line from asymptotic theory.
We again test the hypothesis (4.11), plotting x Table 4 .4 Estimated and expected values of γ for n = 1.0, various α < 2 5. Conclusions. As we have seen, the thin-film equation (1.1a) exhibits a much broader range of small-time phenomena than its second order analogue, (1.6). Thus, while the behaviour of the former with 2 < n < 3 corresponds very closely to that of the latter with any n > 0, for n < 2 equation (1.1a) exhibits a range of α in which the interface waits but the local profile changes instantaneously from that of the initial data (this combination does not occur for (1.6)), and can exhibit monotonic or oscillatory decay to the local solution (4.14) or limit-cycle behaviour of the form (A.5). Moreover, for n < 3/2 fronts can either advance or retreat and our small time classification gives rather precise criteria on the initial data in this regard. The very delicate interlacing of initial profiles leading to immediate expansion or to a finite waiting time, as outlined in §4.4.2, for example, also deserves highlighting.
The high order problem (1.1) is a demanding one from the numerical point of view; this wealth of distinct behaviours occurring over short length and time scales necessitates particularly refined, careful and detailed computational studies if the relevant phenomena are to be captured adequately, and we have sought to implement the required programme of extensive numerical investigations.
A number of generalisations immediately suggest themselves. In higher dimensions, the small-time behaviour of an initially smooth interface will be locally onedimensional, so most of the conclusions carry over. For n ≥ 3, the smoothest solutions have fixed interfaces and here waiting-time phenomena relate (for 3 ≤ n < 4) to a delay in the contact angle becoming finite; we shall not elaborate on such matters here, noting only that the approaches we have described above apply equally well in such contexts. As a final instance, we note that for n < 3 a finite contact angle condition can be imposed in place of the second of (1.1c) and a similar investigation performed; again, we shall not report the results of such a study here. It is also instructive to note the curves in (α, n) space on which roots of (A.3) become complex, namely the repeated roots case in which (A.3) and d dp To the right of (va) and of the right most of (v d ) and (ve) there are four real roots; between (va) and (v b ), between (v d ) and (ve) and to the left of (vc) there are two real and two complex roots; between (vc), (v b ) and the left most of (v d ) and (ve) there are four complex roots. Three of the roots become unbounded as (ii) is approached, with the fourth having p ∼ 4/n. Above (i) and below (iii), none of the roots have Re(p) > 4/n; between (iii) and (v b ), two of the four complex roots have Re(p) > 4/n and the other two Re(p) < 4/n; between (v b ) and (ii) both real roots satisfy p > 4/n and both complex ones Re(p) < 4/n; between (ii) and (i) the real roots have p < 4/n and the complex ones Re(p) > 4/n. In α 2 < α < 4 n , two roots of (A.3) have Re(p) > 4 n and the local expansion (A.1) is correctly specified (the two degrees of freedom being the K's in (A.2) corresponding to those two roots). As α drops below α 2 we anticipate that a Hopf bifurcation occurs
