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Abstract
We consider the problem of a piecewise-polynomial (spline) approximation of algebraic surfaces of a given degree.
Conventional accuracy estimates in such approximations include bounds on the high-order derivatives, or on the surface curvature.
As an algebraic surface degenerates to a singular one, the curvature blows up. Consequently, the same happens with the complexity
of the approximation: to keep the required accuracy, we need more and more patches at near-singular (high curvature) areas. This
indeed happens in any conventional “triangulation” algorithm.
Nevertheless, using “Ck -reparametrization” theorem (which originally appeared in dynamical applications) we show in this
paper that for such near-singular families of surfaces there exist approximations of any fixed accuracy and of a uniformly bounded
complexity.
To give an example of a situation, where our construction becomes explicit, we consider one of the possible models for singular
(and near-singular) surfaces. In this model, developed in [Y. Yomdin, Generic singularities of surfaces, in: D. Cheniot, N. Dutertre,
C. Murolo, D. Trotman, A. Pichon, (Eds), Singularity Theory, Dedicated to J.-P. Brasselet on his 60-th Birthday (Proceedings of
the 2005 Marseille Singularity School and Conference, Marseille, France), 2005, pp. 24.1–25.2; D. Haviv, MA Thesis, Weizmann
Institute, 2006] a surface appears as a part of the level surface F = c, with F = F1F2 . . . Fm having a product form. The advantage
of this approach is that “edges” and “corners” appear in a generic and stable way, as well as “near-edges” and “near-corners”.
Using special model-based representation developed in [Y. Yomdin, Generic singularities of surfaces, in: D. Cheniot, N. Dutertre,
C. Murolo, D. Trotman, A. Pichon, (Eds), Singularity Theory, Dedicated to J.-P. Brasselet on his 60-th Birthday (Proceedings of
the 2005 Marseille Singularity School and Conference, Marseille, France), 2005, pp. 24.1–25.2; D. Haviv, MA Thesis, Weizmann
Institute, 2006], we produce explicit formulae for the uniform C2-reparametrization of some of these near-singularities.
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1. Summary
In this paper we consider the problem of a piecewise-polynomial (spline) approximation of algebraic surfaces of a
given degree. This problem is one of the central ones in modern approximation theory and computational geometry. It
appears both in theoretical investigations, and in construction of efficient triangulation and approximation algorithms.
Conventional accuracy estimates in piecewise-polynomial (spline) approximations include bounds on the high-
order derivatives of the surface or, which is roughly equivalent, on the surface curvature.
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Now, as an algebraic surface degenerates to a singular one, the curvature blows up. Consequently, the same happens
with the complexity of the approximation: to keep the required accuracy, we need more and more patches at near-
singular (high curvature) areas. This indeed happens in any conventional “triangulation” algorithm.
To overcome this difficulty, one of the possible approaches is to subdivide the surface into patches and then
to “reparametrize” these patches in order to “kill” high-order derivatives. This was the approach of a “Ck-
reparametrization” theorem, proved in [25,26,12], originally for dynamical applications. It claims that for a fixed
smoothness k any semi-algebraic set A inside the unit ball Bn1 ⊂ Rn can be triangulated (with the number of simplices
bounded by the degree of A, n and k) in such a way, that on each simplex all the derivatives up to order k can be
“killed” by an appropriate reparametrization.
In the present paper we use Ck-reparametrization theorem to show that for any semi-algebraic set A inside the
unit ball Bn1 ⊂ Rn there exists a piecewise-polynomial approximation of any required accuracy and of a uniformly
bounded complexity (depending only on the accuracy and on the degree of the set A, but not depending on the specific
choice of the set A inside all the semi-algebraic sets of a given degree, in particular, not depending on its curvature
at near-singular areas).
To give an example of some situations, where our construction becomes explicit, we consider one of the possible
models for singular (and near-singular) surfaces. In this model, developed in [30,15] a surface appears as a part of the
level surface F = c, with F = F1F2 . . . Fm having a product form. The advantage of this approach is that “edges”
and “corners” appear in a generic and stable way, as well as “near-edges” and “near-corners”. Some explicit model-
based representation and approximation tools for this type of singularities have been developed in [30,15]. We use
the results of [30,15] together with the results of [25,26,12] and of [29] to give explicit formulae for their uniform
C2-reparametrization, and, consequently, for their uniform-polynomial approximation.
Let us stress that in our main results in this paper we fix an arbitrary smoothness k, and obtain a bound on the
approximation complexity, depending on k. However, this parameter k has no intrinsic meaning in our problem, and
it would be desirable to exclude it from the results. This can be done using an “analytic reparametrization” theorem,
whose special cases have been proved in [27,29]. We plan to present some results in this direction separately.
2. Possible strategies for a piecewise-polynomial approximation
We start with an illustration of the expected “complexity blowing up” in a straightforward approximation of near-
singular surfaces. Let us remind that the classical results of Approximation Theory provide the following upper bound
for the best piecewise-polynomial approximation of a Ck+1 function G(x, y) in the square I 2 = {−1 ≤ x ≤ 1,−1 ≤
y ≤ 1}. Define Mk+1(G) by Mk+1(G) = max α∈N2, |α|=k+1{‖∂αG‖∞}. Then for all piecewise polynomials P(x, y)
of degree k on a uniform partition of I 2 into regular cells of size h we have
min P {‖G − P‖∞} ≤ C(k)Mk+1(G)hk+1. (2.1)
This formula is immediate if we take as P a piecewise-Taylor polynomial T Pk(x, y), which agrees on each partition
cell with the corresponding Taylor polynomial of G(x, y). Indeed, the remainder terms in each cell are bounded
by 1
(k+1)!Mk+1(G)h
k+1. So, one of the possibilities to get a piecewise polynomial with the approximation accuracy
promised by (2.1) is to take the piecewise-Taylor polynomial T Pk(x, y).
If we want an agreement of the polynomial pieces on the boundaries of the cells, i.e. a spline approximation, the
construction of the approximating spline and the proof of the formula (2.1) above become much more complicated,
but the form of the bound remains the same.
Consequently, one possible “straightforward” strategy to obtain a piecewise-polynomial approximation with a
prescribed accuracy  of a Ck+1 function G(x, y) in the square I 2 would be:
(A) Choose the size h of a uniform partition of I 2 into regular cells such that C(k)Mk+1(G)hk+1 =  and construct
the approximating piecewise polynomial as described above.
The problem with this approach is that if the uniform bound Mk+1(G) on the (k+1)th derivative of G is large, then
the resulting value of h is small, and the corresponding partition turns out to be excessively fine everywhere. On the
other hand, “near-singularities” of algebraic surfaces are typically concentrated along certain algebraic curves, and so
they cover only a small part of the total area.
This suggests a kind of adaptive strategy to obtain an efficient piecewise-polynomial approximation of a Ck-
function G whose k + 1th-order derivative may “blow up” somewhere:
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(B)We start with a certain initial partition of the square I 2 into, say, regular cells. Then the algorithm splits into two
branches. In the cells with a small (k + 1)th-order derivative we build the approximation of the required accuracy by
the procedure (A). In singular cells we first perform a subdivision into smaller cells. Then we rescale these smaller
cells back to the standard size, in order to reduce the last derivative to the allowed range. Finally, we build the
approximation of the required accuracy in the rescaled cells by (A).
In fact, we believe that for algebraic surfaces (as well as for algebraic manifolds of higher dimension) this adaptive
strategy will provide a near-optimal piecewise-polynomial approximation of the required accuracy. However, as the
example below shows, to achieve this goal, we have to explicitly incorporate the analysis of the geometric structure
of the approximated function (surface).
Example 1. Consider an algebraic function G(x, y) = (y − Tm(x)) 13 , where Tm(x) = cos(m arccos x) denotes the
mth Chebyshev polynomial. Equivalently, we can consider a surface z = G(x, y). The function G has a singularity
along the curve y = Tm(x), where already the first derivative tends to infinity.
If we take an initial partition of the square I 2 into regular cells of size h, until we take h < 1m , each cell will
intersect the singular curve, and hence the above approximation schemes cannot be applied. Thus we have to take a
very fine initial subdivision to be able to perform a “straightforward” approximation on at least a part of the cells.
To overcome this difficulty it would be desirable to take into account the explicit structure of the singularities (or
near-singularities) of G. This is the starting point of the strategy proposed in this paper:
(C) Try to find a change in variables (reparametrization) x = ψ1(u, v), y = ψ2(u, v) which “kills” the derivatives
of G up to a required order. (If necessary, the domain can be first subdivided into semi-algebraic pieces, and then the
change of variables (reparametrization) is built separately for each piece.)
In this way we get a parametric representation of our surface (or of its pieces) of the form x = ψ1(u, v), y =
ψ2(u, v), z = G(ψ1(u, v), ψ2(u, v)), with all the derivatives up to a required order explicitly bounded. Then we use
(A).
In our specific example, consider a change in variables x = u, y = Tm(u) + v3. In the new variables (u, v) the
function G takes the form
G(x, y) = (y − Tm(x)) 13 = (Tm(u)+ v3 − Tm(u)) 13 = v,
and thus we obtain directly a parametric-polynomial representation of our surface:
x = u, y = Tm(u)+ v3, z = v.
Notice that the mth derivative of our change in variables is of order of 2m but a subdivision of the u-interval into two
equal pieces and rescaling back kills this derivative. In order to “kill” all the derivatives from 1 to m we need a finer
subdivision of the u-interval.
Example 2. Consider a similar example where the function G remains regular, but approaches a singularity as the
parameter tends to a singular value. Let G(x, y) = γ 2
(y−Tm (x))2+γ 2 . The function G(x, y) has a “bump” in y-direction,
of the height 1 and of the width γ on the curve y = Tm(x). So all the derivatives of G on this curve tend to infinity as
γ tends to zero.
According to the strategy (A) (which can be applied in our case with any fixed k, since for each fixed
γ 6= 0 the function G is smooth), we have to subdivide I 2 into subcells of the size h defined from the equality
C(k)Mk+1(G)hk+1 =  in (2.1). However, Mk+1(G) tends to infinity as γ tends to zero. Hence, in order to achieve a
prescribed accuracy, we shall need finer and finer additional subdivisions.
According to the strategy (B), if we take an initial partition of the square I 2 into regular cells of size h, until we take
h < 1m , each cell will intersect the curve y = Tm(x), and hence Mk+1(G) in each cell tends to infinity as γ tends to
zero. Hence, also here, in order to achieve a prescribed accuracy, we shall need finer and finer additional subdivisions.
The adaptivity will help only for a very fine initial subdivision.
Once more, the strategy (C), i.e. a semi-algebraic subdivision and an appropriate change in variables on each piece,
solves the problem. We can take a reparametrization of the form
x = u, y = Tm(u)+ ψ(v),
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with ψ(v) Ck-reparametrizing the function of one variable G(t) = γ 2
t2+γ 2 . (See [29] and Section 3.)
We call the procedure of a semi-algebraic subdivision and an appropriate change in variables on each piece, in
order to “kill” all the derivatives up to order k, a Ck-reparametrization. It is presented in detail in the next section.
Let us notice that in many cases it is more natural to ask not for a polynomial approximation, but for a more general
semi-algebraic one. We do not discuss here this approach, referring the reader to [31,32]. Let us stress also that the
discussion above was intended to clarify the main point of the present paper: in order to approximate with a uniformly
bounded complexity degenerating families of surfaces we have to take into account the geometry of their singularities.
3. Ck-reparametrization of semi-algebraic sets
Assume we are given a semi-algebraic set A ⊂ Rn .
Definition 3.1. A reparametrization of A is a subdivision of A into semi-algebraic pieces A j together with algebraic
mappings ψ j : I n j → A j , where I n j is the cube [−1, 1]n j in Rn j . We assume additionally that ψ j are onto and
homeomorphic on the interiors of I n j and A j .
A relatively standard fact, which can be proved completely in the framework of the methods of real algebraic geometry,
is that for any compact semi-algebraic set there exists a finite reparametrization, with the number of pieces bounded in
terms of the diagram D(A) of the set A, i.e. in terms of the degrees and the number of the equations and inequalities,
defining A. See, for example, [1]. In a sense, this result can be considered as a (strongly simplified) version of
resolution of singularities of A.
Various “quantitative” questions can be asked with regard to reparametrizations of semi-algebraic sets (see, for
example, [13]). Applications in dynamical systems motivate the following specific problem: is it possible to bound
the high-order derivatives of the mappings ψ j : I n j → A j? Let us formulate this problem in a more accurate way.
Definition 3.2. A Ck-mappings ψ : I n → A is called a Ck-chart, if the norm ‖ψ(x) − ψ(0)‖Ck is bounded by 1. A
reparametrization of A is called a Ck-one, if all the mappings ψ j : I n j → A j are Ck-charts.
Now the question is whether for each compact semi-algebraic set A inside the cube I n in Rn there is a Ck-
reparametrization with the number of pieces, bounded in terms of the diagram D(A) of A only?
The positive answer is straightforward for k = 1. However, for the derivatives of order two and higher new
techniques have to be applied, in particular, Markov inequalities for polynomials, estimates of their derivatives, etc.
The difficulties that arise already in the simplest cases, are illustrated by the exercise suggested in [12]: Try to find a
C2-reparametrization for the set A, a hyperbola xy = 2, with the number of pieces not depending on . Since we use
in Section 5 this specific reparametrization, we give below its explicit expression.
The following general result (in a weaker form) was obtained in [25,26] and in a final form in [12]:
Theorem 3.1. For any natural k and for any compact semi-algebraic set A inside the cube I n in Rn , there exists a
Ck-reparametrization of A, with the number of pieces, depending only on k and on the diagram D(A) of A.
This theorem has appeared as one of the key steps in a certain problem of smooth Dynamics: namely, obtaining
bounds for the local complexity of iterations of Ck-smooth mappings. Ck-reparametrization is then combined with
the approximation by Taylor polynomials, with a proper rescaling and with the estimates of the derivatives of “long
compositions”. In particular, this provides an inequality between the topological entropy and the rate of the volume
growth for such mappings [25,26].
A simple proof of the Ck-reparametrization Theorem 3.1 in two-dimensional case, i.e. for semi-algebraic sets in
R2, is given in [29]. Notice that the one-dimensional case of the reparametrization result is immediate: a closed semi-
algebraic set in [−1, 1] ⊂ R is a finite union of closed intervals; each of these intervals can be linearly reparametrized
by the unit interval.
On the other hand, the two-dimensional case, as presented in [29], being technically simple and transparent,
illustrates all the main ideas of the proof.
The proof in general case is technically rather involved. For the initial form of the Ck - result this proof is given
in [26]. For the final Gromov’s form of the Ck-reparametrization theorem, all the main ideas of the proof have been
given by Gromov in [12]; however, the complete proofs appeared only recently in [22,19,5].
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An example: Reparametrization of xy = 2.
We want to find a family of C2-reparametrizations of the family of hyperbolas H = {xy = 2}, uniform in .
Consider the component of H over the positive x-axis. First of all, we subdivide this component into two
symmetric pieces by the point (, ). Consider the piece with  ≤ x ≤ 1. The second piece is reparametrized
in a symmetric way. So we have to C2-reparametrize the algebraic function g(x) = 2x on the interval [, 1].
We refer to [12,29] for a general construction. Here we just take the resulting change in variables of the form
x =  + t2, t ∈ [0, (1− ) 12 ].
After the substitution we have g(t) = 2t2+ , and a direct calculation confirms that the second derivative is
uniformly bounded in .
4. Main result
In this paper we consider the so-called non-conforming piecewise-polynomial approximations of semi-algebraic
sets and surfaces, where only an approximate agreement of the polynomials on the boundaries of the cells is required.
We believe that our main result remains true also for spline approximations. However, the boundary adjustment along
the pieces of the Ck-reparametrization requires additional considerations (in particular, using partitions of unity, as in
[23]) which we do not present here.
Definition 4.1. Let A be a compact set in Rn . An -piecewise-polynomial approximation of A is a collection of
polynomial mappings ψ j : I n j → Rn , where I n j is the cube [−1, 1]n j in Rn j , satisfying the following condition:
distH (A,
⋃
ψ j (I n j )) ≤ . Here distH denotes the Hausdorff distance between two sets.
An -piecewise-polynomial approximation of A has degree d if all the polynomial mappings ψ j are of degree at
most d .
In fact, we can achieve a better result, which takes into account an initial triangulation of the set A. We consider finite
simplicial complexes K , consisting of simplices∆
n j
j of the dimension n j . Some of these simplices are adjacent along
their common faces.
Definition 4.2. Let A be a compact set in Rn . An -piecewise-polynomial triangulation of A consists of a finite
simplicial complex K , and of a collection of polynomial mappings ψ j : ∆n jj → Rn (where ∆
n j
j are all the simplices





j )) ≤ .
2. For each two adjacent simplices in K , the Hausdorff distance between the images (under appropriate ψ j ) of their
common face is at most .
An -piecewise-polynomial triangulation of A has degree d if all the polynomial mappings ψ j are of degree at
most d .
Now we can state our main result.
Theorem 4.1. For any compact semi-algebraic set A inside the cube I n in Rn , for any natural k, and for any  > 0,





Here the constant C depends only on k and on the diagram D(A) of A, but not on the specific semi-algebraic set A
with the given diagram. In particular, the number of pieces in an -piecewise-polynomial triangulation of A remains
the same as A becomes near-singular or singular.
Proof. Let us prove first the existence of an -piecewise-polynomial approximation of A, according to Definition 4.1.
We apply Theorem 3.1, with the smoothness k+1. We get a Ck+1-reparametrization of A which is a subdivision of
A into semi-algebraic pieces A j together with Ck+1-charts ψ j : I n j → A j , where the number of pieces depends only
on k and on the diagram D(A) of the set A. Now, to each mappingψ j we apply a piecewise-polynomial approximation
procedure (A) from Section 2 above. Since the (k + 1)th derivative of the Ck+1-chart ψ j is bounded by 1, according
to the bound (2.1) we see that to get an approximation accuracy , the size h of the subdivision must be equal
to C1
1
k+1 . Consequently, the number of pieces in the subdivision for ψ j is C2( 1 )
n j
k+1 , which is not greater than
C2( 1 )
n
k+1 . Altogether we get the allowed number of pieces. It remains to estimate the Hausdorff distance between A
and the union of the images of the polynomial pieces.
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Now, for each point in the image of a certain polynomial piece there is a point in A at the distance at most .
Indeed, if the polynomial P -approximates ψ j , then for any x in the domain of P the distance between P(x) and
ψ j (x) ∈ A is at most . Conversely, for each point y ∈ A there is a point in the image of a certain polynomial piece
at the distance at most  from y. Indeed, by a definition of a Ck+1-reparametrization of A, we have y = ψ j (x) for a
certain j and x in the domain of ψ j . Taking a polynomial P which -approximates ψ j on the cell containing x , we
have dist(y, P(x)) = dist(ψ j (x), P(x)) ≤ . This completes the proof in the setting of Definition 4.1.
To get an -triangulation, as in Definition 4.2, we use instead Theorem 3.1, its triangulation version (see [12])
which claims the existence of a triangulation of A with the number of simplices depending only on the diagram D(A)
and k, each simplex being parametrized by a Ck+1-chart. The rest of the proof goes exactly as above. We approximate
these charts by piecewise polynomials and notice, that by the same reasons as above, if two simplices have a common
face, then the Hausdorff distance between the images (under appropriate ψ j ) of this common face is at most . 
Remark. Let us remind that in this paper we do not try to get the best approximation of an individual surface,
stressing instead the uniform complexity bound in degenerating families of surfaces. Accordingly, we use the most
basic approximation results, not referring to many improvements available (see, for example, [17]).
5. Level surfaces of the product functions
As for today, the existing proofs of the Ck-reparametrization theorem, also constructive, do not allow for an easy
algorithmic implementation. Accordingly, also the approximation strategy, provided by Theorem 4.1 above, although
explicit and constructive, cannot be suggested as a practical algorithm.
We believe that in order to become a practically working method, the approach above must be combined with a
representation of surfaces based on special models for the hierarchy of their singularities and near-singularities. We
plan to present certain aspects of this representation in [16]. Some initial results in this direction appear in [28,30].
In particular, in [30] the complete description of “stable” models is obtained, for surface singularities and near-
singularities in one specific setting. Let us remind this setting for treatment of surface singularities, suggested in [30],
and one of main results there.
Notice that, probably, there is no “canonical” mathematical setting for the treatment of singularities of surfaces in
R3. In most of the applications, we intend to call “singular” the points where our surface is not smooth. Typically,
these are sharp ridges and vertices (corners) on the surface. Respectively, “near-singular” are those points of the
surface where at least one of its main curvatures is “large”.
However, to use a differential-geometric definition (through the curvatures) for a classification of surface
singularities is technically rather difficult. This approach would also require a separate treatment of non-smooth
singularities, i.e. of sharp ridges and vertices on the surface, and of smooth “almost singular” points.
Another mathematical possibility, which looks better fitted to the requirement of including both the smooth parts,
as well as sharp ridges and vertices, is to consider graphs of maxima functions of smooth families, or, better, graphs
of differences of such maxima functions. The advantage of this approach is that there is a bunch of results on the
classification of singularities of maxima and minimax functions and their differences (see [4,8,9,18,20]). However,
some of the typical (stable) singularities in this classification do not look natural from the point of view of the study
of the surface geometry.
There are other possible approaches to the problem of a description of surface singularities. Algebraic–geometric
treatment of surfaces provides, in particular, a natural hierarchy of singularities, which differs from the one suggested
below. Another set of relevant problems appears in Image Processing. In particular, it would be interesting to compare
our description with the results of [6–8]. See also [10,14].
We suggest in [30] an alternative approach, which uses as the starting point the level surfaces Y (c) =
{F(x1, x2, x3) = c} of smooth functions F(x) of three variables (x1, x2, x3) = x , of a special “product” form.
Our approach is motivated by the following consideration: surfaces usually appear as the boundaries of three-
dimensional bodies B ⊂ R3. Let us assume that a connected body B ⊂ R3 is defined by the inequalities
F1(x) ≥ 0, . . . , Fm(x) ≥ 0. For example, this is always the case for the surfaces produced by the Computer-Aided
Design–Computer-Aided Manufacturing (CAD–CAM) systems, widely used in engineering. The interior Bˆ is exactly
one of the connected components Gi0 of the set G0 = {F(x) > 0}, where F = F1F2 . . . Fm . So our surface is the
boundary of Bˆ = Gi0, and it is a part of the level surface Y (0) = {F(x) = 0}.
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If we want to smooth out sharp edges and corners of our surface, one of the possibilities is to shift it slightly inside
the body B by taking the appropriate component of the surface Y () = {F(x, y, z) = }, where  is a small positive
number.
Following this example, we propose as a mathematical model of a “general” surface a level surface Y (c) =
{F(x) = c} of a smooth function F(x) of the product form as above.
In the present paper we shall not discuss in detail the specific notion of a “genericity” or of a “general position”,
used in [30]. Roughly, we say that the property P of F = F1F2 . . . Fm is generic if it is satisfied with a probability 1
for a randomly and independently picked F1, . . . , Fm .
However, it is important to stress that in our setting the product F = F1F2 . . . Fm generically has non-isolated
singularities along the crossing curves Ci j of the surfaces Ci = {Fi = 0} and C j = {F j = 0}, i, j = 1, . . . ,m. From
the point of view of the classification of singularities of smooth functions in the standard setting (see [2,3,11]) this is
a very degenerate situation, appearing only in “codimension infinity”.
The following theorem presents one of the main results of [30]. It claims that each “near-singular” point of a
generic surface can be represented by a standard model. We refer the reader to [30] for the proof, as well as for a
discussion of some relations to the idea of Thom of an “organizing center” [21], as well to some “quantitative” results
in Singularity Theory [24,28,33].
Let us describe our models. We use the following notations:
1. Y+2 () = {y21 + y22 − y23 = }.
2. Y−2 () = {y21 + y22 − y23 = −}.
3. Y3() = {y1y2 = }.
4. Y4() = {y1y2y3 = }.
Here  > 0 for near-singularities, and  = 0 for singular points.
Theorem 5.1. Let F = F1F2 . . . Fm be a generic product function. There exists a constant K = K (F) such that for
any c ∈ R and Y (c) = {F = c} the following is true: at each regular point x ∈ Y (c) of the surface Y (c), where the
sum of the absolute values of the main curvatures of Y (c) at x exceeds K , this surface can be parametrized as follows:
x1 = Ψ1(y1, y2, y3), x2 = Ψ2(y1, y2, y3), x3 = Ψ3(y1, y2, y3),
with (y1, y2, y3) ∈ Y˜ (), where Y˜ () = Y±2 (), Y3(), or Y4(), and  is a certain positive number.
At each singular point x ∈ Y (c) of the surface Y (c) the same parametrization holds, with  = 0 in the appropriate
models.
The mappings Ψ j above can be explicitly computed from the Taylor expansion of F at x. The size of the
neighborhood of x on Y (c) covered by the reparametrization Ψ1,Ψ2,Ψ3 is uniformly (with respect to x) bounded
from below. The appropriate norm of Ψ1,Ψ2,Ψ3 is uniformly bounded from above.
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5.1. Ck-reparametrization via models
The result of Theorem 5.1 allows us to split the problem of a Ck-reparametrization (and hence, of a controlled
approximation) of surfaces into two steps. The first step is to provide an explicit Ck-reparametrization of the models
in the list above. This can be done once forever, since the models in the list remain the same for each surface. The
second step is to find for each specific surface a model-based representation of its near-singularities, as in Theorem 5.1.
To provide an explicit Ck-reparametrization of the models in the list above is a rather involved exercise, even for
small k. We plan to present some results in this direction separately.
Notice, however, that the model Y3 in the above list is the straight cylinder over the hyperbola xy = , so its explicit
C2-reparametrization has been produced in Section 3.
Let us mention, that the model of the type Y3 remains applicable not only locally, but also along all the double
crossing lines of the surface (see [15]). A special spline-based representation for this type of singularities (“ruled grid
representation”) has been developed in [15].
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