We describe an efficient algorithm for solving index form equations in number fields of degree 9 which are composites of cubic fields with coprime discriminants. We develop the algorithm in detail for the case of complex cubic fields, but the main steps of the procedure are also applicable for other cases. Our most important tool is the main theorem of a recent paper of Gaál (1998a) . In view of this result the index form equation in the ninth degree field implies relative index form equations over the subfields. In our case these equations are cubic relative Thue equations over cubic fields. The main purpose of the paper is to show that this approach is much more efficient than the direct method, which consists of reducing the index form equation to unit equations over the normal closure of the original field. At the end of the paper we describe our computational experience.
Introduction
It is a classical problem in algebraic number theory to determine if an algebraic number field K has a power integral basis {1, α, . . . , α n−1 }, and if so, to compute all possible generators of power integral bases.
As is well known (cf. e.g. Gaál, 1998b) , the coordinates with respect to an integral basis of the generators of power integral bases satisfy certain diophantine equations called index form equations. By reducing these index form equations to unit equations in two variables over the splitting field of the original number field K and applying Baker's method, Győry (1976) gave the first effective upper bounds for the solutions of index form equations. There are some recent computational results for solving index form equations by combining this direct method with suitable reduction algorithms and sieves (e.g. Klebel, 1995; Smart, 1996; Wildanger, 1997) , but this approach has a serious disadvantage: the normal closure of higher degree fields usually has too high a degree and unit rank (it is already a difficult task to compute its fundamental units), and the execution time of the reduction algorithms and sieving procedures involved is proportional to an exponential function of this unit rank. For this reason this approach is only applicable in normal fields or in special lower degree fields with "small" normal closure. (For more details of solving similar types of diophantine equations the reader is referred to (de Weger, 1980) .)
I. Gaál
On the other hand, in a series of papers (for a survey see Gaál, 1998b) we developed algorithms that avoid computations in the normal closure of the original field K and reduce the index form equation to simpler types of equations, and are therefore much more efficient than the direct methods. Some byproducts of our results are important from a diophantine point of view, as well: we showed, for example, that the index form equations in quartic fields can be reduced to cubic and quartic Thue equations, cf. Gaál et al. (1993 , and that relative Thue equations play an important role in considering index form equations in sextic fields with quadratic subfields cf. Gaál (1995 Gaál ( , 1996 , .
The first breakthrough in extending these efficient methods to higher degree fields was Gaál (1998a) . Let L be a number field of degree r with integral basis {1, l 2 , . . . , l r } and discriminant D L . Denote the index form corresponding to the integral basis {1, l 2 . . . , l r } of L by I L (x 2 , . . . , x r ). Similarly, let M be a number field of degree s with integral basis {1, m 2 , . . . , m s } and discriminant D M . Denote the index form corresponding to the integral basis {1, m 2 . . . , m s } of M by I M (x 2 , . . . , x s ). Assume that the discriminants are coprime, that is (D L , D M ) = 1. Denote by K = LM the compositum of L and M . It is well known (cf. Narkiewicz, 1990 ) that {l i m j : 1 ≤ i ≤ r, 1 ≤ j ≤ s} is an integral basis of K. Hence, any integer element Θ of K can be represented in the form
Lemma 1.1. (Gaál, 1998a) If the element Θ with coordinates (1.1) generates a power integral basis in K = LM then
This theorem shows that as a consequence of the index form equation in the composite field K one gets relative index form equations of type (1.2) and (1.3) over the subfields, which are much easier to solve.
To give a first practical application of this result in the present paper we consider fields K of degree 9 that are composites of cubic fields L, M with coprime discriminants. We develop the algorithm in detail for the case of complex cubic fields, but the main steps of the procedure are applicable in general. In either case equations (1.2), (1.3) are just cubic relative Thue equations over cubic fields. The solutions of these equations can be determined up to unit factors of the respective cubic field. By studying a unit equation in the normal closure K of K we give a large upper estimate for the unknown exponents involved in the unit factors (we use only Baker's method but do not carry out any computations in K). Next we construct, exploiting the common variables in equations (1.2) and (1.3), linear equations involving the unknown unit factors. These linear equations are then used to perform a simple reduction algorithm on the large a priori upper bounds for the exponents in the unknown unit factors, and finally to determine these exponents.
Using the algorithm described above we made calculations for the following three examples:
where f and g denote the minimal polynomials of generating elements of L and M , respectively. Note that in our algorithm, the most difficult computational task is to solve the relative Thue equations. For this purpose we have to perform computations corresponding to unit equations with only three unknown exponents, whereas if we were using the direct method, the unit equation resulting from the index form equation over K involves all 17 fundamental units of the normal closure K of K which has degree 36.
The main steps and many ideas of the present paper are also applicable to algorithms for solving index form equations in other types of composite fields of higher degree.
The Relative Thue Equations
Let L be a complex cubic field with integral basis {1, l 2 , l 3 } and fundamental unit ε. Let M be a complex cubic field with integral basis {1, m 2 , m 3 } and fundamental unit η. We assume that the discriminants are coprime, (D L , D M ) = 1. (Otherwise we had a common denominator in the representation (2.1) which would result nonunit elements on the right sides of the forcoming equations.) For simplicity we assume also that K has a system of fundamental units of type {ε, η, µ, ν}, since this is almost always the case in numerical examples. (Otherwise there exists a system of independent units of the above type, and the index of this system must be taken into account in the formulas in a straightforward way.)
Denote by γ (i) , i = 1, 2, 3 the conjugates of an element of L or M . We choose the conjugates and the units so that ε
(1) and η (1) are real and greater than 1. For any γ ∈ K set γ (i,j) for the conjugate corresponding to
y] be the index form corresponding to the basis {l 1 = 1, l 2 , l 3 } of L, and I M (x, y) the index form corresponding to the basis {m 1 = 1, m 2 , m 3 } of M . Specializing (1.1) to this situation, we can write any integral element Θ ∈ K as
with rational integers x i,j , 1 ≤ i, j ≤ 3. Equations (1.2), (1.3) can now be written as
Since the index forms I L (x, y), I M (x, y) are irreducible cubic forms, these equations can be considered as cubic relative Thue equations over cubic fields. To the author's knowledge, these are the first equations of this type that have been completely solved.
baker's method
We outline here briefly the resolution of the first equation, the other one being similar. Set
(2.4) The equation to be solved is
Again, in order to make our exposition simpler we assume that the leading coefficient of I M (x, y) is 1. Denote by β a root of I M (x, 1), then for any solution X, Y ∈ Z L of (2.5) we have
(2.7) for all 1 ≤ i, j ≤ 3, with some integers a 1 , a 2 , a 3 , a 4 . (Note that if the leading coefficient of I M (x, y) is d, then a representative from a full system of non-associated elements of norm d of M appears here as well.) By Siegel's identity, we have for any i, j 1 , j 2 , j 3 such that 1
whence we obtain in view of (2.7),
This equation is actually a unit equation. Note that we only have three unknown exponents. Set
By taking logarithms of absolute values and solving the system of linear equations in a 2 , a 3 , a 4 obtained by choosing three suitable triples i, j 1 , j 2 it follows that for certain i 0 , j 10 , j 20
Taking now {j 3 } = {1, 2, 3} \ {j 1 , j 2 }, we get from (2.8)
If A ≥ c 1 log c 2 (in the opposite case the exponents are small), this implies
where log denotes the principal value, a 5 ∈ Z with |a 5 | ≤ |a 2 | + |a 3 | + |a 4 | + 1 and
Applying now the lower estimate of Baker and Wüstholz (1993) to the linear form Λ we obtain a lower bound of type
(2.10) Combining the upper bound (2.9) and the lower bound (2.10) for Λ, we get an upper bound for A . In our examples this was about 10 35 .
reduction
We rewrite the inequality (2.9) as
Consider now the lattice in R 7 spanned by the columns of the matrix
where C is a constant to be specified later, (.) and (.) denote the real and imaginary parts of a complex number, respectively. Lemma 2.1. If A = max(|a 2 |, |a 3 |, |a 4 |, |a 5 |) ≤ A 0 and the first element of the LLLreduced basis of the above lattice satisfies
then we have
For the LLL reduction of the basis of the above five-dimensional lattice in R 7 and for the properties of the reduced basis in this more general setting, cf. Pohst (1993) . The proof of the above lemma is analogous to the arguments used in Lemma 3.1 of . Note that the constant √ 96 is implied merely by the dimension of the lattice. Denote by A 0 the upper bound for A obtained by Baker's method. In our examples we applied this lemma three times in succession. In the first step we took for A 0 the upper bound for A (about 10 35 ) previously obtained by Baker's method and C = (A 0 ) 5.5 . The resulting reduced upper bound was then substituted back for A 0 , and we took C = (A 0 )
8 . After the third iteration, the upper bound for A had been reduced to about 200.
sieving
Let p be an odd prime number, dividing neither D L nor D M , such that the minimal polynomials of generating elements of both L and M split into linear factors mod p. Now reconsider equation (2.8). There exist elements e 1 , e 2 , e 3 , e 4 , f 1 , f 2 , f 3 , f 4 in Z such that for any prime ideal p in the normal closure K of K lying above p we have
(Note that for fixed j 1 , j 2 , j 3 this equation must hold for all i, but for our tests we only used a single equation of the above type.) Then equation (2.8) implies (modp) (2.12)
We test all possible exponent triples (a 20 , a 30 , a 40 ) ( mod (p−1)), and make a list of the surviving triples. Using these triples we generate all triples (a 2 , a 3 , a 4 ) with coordinates not exceeding the reduced bound such that a 2 ≡ a 20 , a 3 ≡ a 30 , a 4 ≡ a 40 (mod(p − 1)). Then we use another prime p = p 2 having the required properties, calculate the corresponding integers e i = e i (p 2 ), f i = f i (p 2 ) with the above conditions, and test if the corresponding equation (2.12) holds mod p 2 .
We apply this sieve iteratively with four or five-different primes p i , each satisfying the above conditions. In each round, the list of triples (a 2 , a 3 , a 4 ) not yet ruled out by the previous stages is tested against (2.12), and any triples that do not satisfy the congruence are eliminated.
Finally we check directly which of the remaining triples are solutions of (2.8).
The primes we used were between 100 and 900. In each case we found between 5 and 10 triples (a 2 , a 3 , a 4 ) satisfying (2.8).
From these triples (a 2 , a 3 , a 4 ), we calculate the corresponding pairs
This means that all solutions of (2.5) are of the shape
with arbitrary l ∈ Z.
Similarly, taking U = x 21 + x 22 m 2 + x 23 m 3 , V = x 31 + x 32 m 2 + x 33 m 3 , (2.14)
all solutions of the corresponding equation
can be represented in the form 16) where the (finite) set of pairs (U 0 , V 0 ) ∈ Z 2 M can be determined by the method just described, and where k is an arbitrary integer.
A Brief Study of the Unit Equation over the Normal Closure
Assume that Θ with coefficients as in (2.1) above is a generator of a power integral basis in the composite field K. Taking any 1 ≤ p 1 < p 2 ≤ 3, 1 ≤ q 1 < q 2 ≤ 3 we have the equation
This equation gives rise to a unit equation in the normal closure K of K. The principal disadvantage of the direct approach mentioned in the introduction, is that this equation is very difficult to solve in general because of the large unit rank of K. The main aim of our method is that we want to avoid computations in K as far as possible. Our purpose in considering the above equation is just to give an upper bound for the unknown exponents l and k involved in (2.13) and (2.16). We emphasize that we do not perform any computation in K during this phase. The bounds obtained by Baker's method will be reduced by using an efficient algorithm based on independent arguments (cf. Section 4). Since we must have X = ±ε l X 0 , Y = ±ε l Y 0 , for one of the pairs (X 0 , Y 0 ) ∈ Z 2 L using (2.4) we have
where π p1,q1,q2 denotes an algebraic integer from a known finite list. Similarly, by U = ±η k U 0 , V = ±η k V 0 we have (cf. (2.3), (2.14), (2.15), (2.16))
with an algebraic integer τ p1,p2,q2 from a known finite list. It follows from the proof of Theorem 1 of Gaál (1998a) , that by building I(Θ) the factors of the square root of
M in the denominator are absorbed completely in (2.2) and (2.3), and the numbers of type κ = (Θ (p2,q2) − Θ (p1,q1) ) are units themselves. Hence equation (3.1) can be written in the form
This is a unit equation in K. Applying the effective estimates of Bugeaud and Győry (1996) one can easily obtain an upper bound for the heights of the solutions of this unit equation. For this purpose one only needs to have an upper bound for the heights of the coefficients of the unit equation (this can easily be calculated), and for the degree, unit rank and discriminant of K. The discriminants of the normal closures L, M of L, resp. M can also be easily determined. Since in our examples these are fields of degree 6 with coprime disriminants and K = L M we have
Moreover, K is a totally complex field of degree 36 with unit rank 17. By using the theorem of Bugeaud and Győry (1996) we obtain an upper bound for the height of ε l · η −k which allows us to derive an upper bound for max(|k|, |l|). In our examples this bound was about 10 247 . Note that we would be able to derive a much better bound if we could explicitly determine the fundamental units of K and did not have to use the general upper estimates for the heights of the fundamental units (in terms of the degree and discriminant). However, this computation appears not to be feasible using available techniques.
The Common Variables
Using (2.4) and (2.13), we can represent x 12 , x 22 , x 32 , x 13 , x 23 , x 33 in terms of the only unknown l. Similarly, using (2.14) and (2.16), we can represent x 21 , x 22 , x 23 , x 31 , x 32 , x 33 in terms of the only unknown k. Hence, for x 22 , x 23 , x 32 , x 33 we have two different representations, which enables us to relate the unknown exponents k and l.
For any cubic algebraic numbers α, β, γ (of L or M ) let us introduce the notation
Using the three embeddings of each of the following equations
we obtain by Cramer's rule
By expanding the determinants we obtain a system of equations of type
for i = 1, 2, 3, 4, with explicitly given algebraic coefficients α ij ∈ C. In almost all cases (remember that there is a list of possibilities for X 0 , Y 0 , U 0 , V 0 ) this system of equations allows us to eliminate the conjugates of ε l and to derive an equation of type
(with known algebraic coefficients α i ), from which we will proceed to determine k. These cases will be called regular cases in the following. In the remaining singular cases the original system of four linear equations had only rank 3, but it was always possible to express the conjugates of ε l as a linear combination of the conjugates of η k , that is to calculate coefficients α ij such that
4.1. the regular case Equation (4.3) is very simple and at first glance one might hope to solve it for k directly. Unfortunately this turns out to be not so quite easy, since in the numerical examples α 1 is real and α 2 , α 3 are complex conjugate numbers. Recall that we have chosen the unit η so that η (1) > 1 is real and η (2) , η (3) are conjugated complex numbers with absolute value less than 1.
Note that equation (4.3) could also be considered as a very simple unit equation, but we prefer to give an argument which can be used equally well in the singular case.
which gives an upper bound for k. Consider now the case k < 0. Then
where the bar denotes complex conjugation. Hence
where ϑ α2 and ϑ η (2) denote the arguments of the complex numbers appearing as subscripts. The problem in solving equation (4.3) is that this cosine function can sometimes become very small (depending on k). Now if for some integer n we have
which implies an upper bound for |k|, (k < 0, |η (2) | < 1). If (4.6) is not satified, then from the Taylor expansion of the cosine function at (2n + 1)π/2 we obtain
where ξ is an intermediate value, hence | cos(ξ)| ≤ 0.1 and
which combined with (4.5) yields
where
where c 5 = c 3 /π and H = max(|k|, |n|). This inequality can be used to perform a reduction algorithm for k. From the bound for k obtained in Section 3 we first derive a bound for n (e.g. using (4.7)). Thus, we obtain a bound for H (of magnitude 10 247 ). The following lemma (in its original form due to Baker and Davenport, 1969) makes it possible to reduce this bound very efficiently:
Lemma 4.1. (Gaál, 1988 ) Let M, B be positive integers. Assume k, n are solutions of (4.8) with H = max(|k|, |n|) ≤ M . If there exists q ∈ Z with
where ||.|| denotes the distance from the nearest integer, then (4.8) has no solutions k, n with log(M B 2 c 5 )
An integer q with the first and second properties can be calculated using the continued fraction algorithm for ϑ. The third condition is usually also satisfied, since there is no relation between ϑ and β. Initially we take M = H 0 and B = 1000, calculate a suitable q and thus obtain a smaller bound for H. We repeat this about three times, always substituting the current bound for H into M until we obtain a bound less than 50. The reduction is very fast, although we have to use numbers of 500 significant digits because of the initial bound H 0 = 10 247 . Note that B = 1000 is practical to keep for the whole procedure, except if it can be replaced e.g. by B = 100 in the last step.
the singular case
Consider now the equations (4.4). Recall that ε
(1) and η (1) are real and greater than 1, while the other conjugates are complex conjugate pairs, with absolute value less than 1.
If k ≥ 0, l ≥ 0, then we have
which gives an upper bound for k.
which gives again an upper bound for k. 9) and if k < 0, l < 0 then (4.10) where in our applications we always have α 12 = α 13 and α 22 = α 23 , hence both (4.9) and (4.10) allow us to perform a reduction algorithm similar to the regular case for k < 0 to obtain a reduced upper bound for |k| (of magnitude at most 50).
The Final Enumeration
In the preceding part we derived an upper bound for |k| which was at most 50 in our examples. For each k with absolute value under this bound we proceed as follows.
Since X 0 and Y 0 cannot vanish simultaneously, we may assume that X 0 = 0 the other case being similar. Using (4.2), we determine x 22 , x 32 corresponding to each value of k. If l ≥ 0, then subtract the second conjugate of the upper formula in (4.1) from the first to obtain
2 ) + x 32 (l
3 )| + |X
0 | |X (1) 0 | which implies an upper bound for l.
Consider now the case l < 0. If both x 22 and x 32 happen to be zero, then x 12 = ±ε l X 0 allows us to determine l explicitly. Otherwise if at least one of them is non-zero, then x 12 + x 22 l 2 + x 32 l 3 = 0 for any x 12 , hence
3 || |X (1) 0 | which allows us to derive an upper bound for |l|.
Once we have established an interval for the possible values of l corresponding to k (this interval is usually very short), using (4.1) and (4.2) we calculate the values of the common variables x 22 , x 23 , x 32 , x 33 corresponding to k and l. If they coincide, we calculate also x 12 , x 13 , x 21 , x 31 , substitute them into (2.1) and test if Θ does indeed have index 1.
Computational Aspects
The algorithm was implemented in MAPLE. The total CPU time for an example was about 1.5 hours on a simple PC. The majority of it was spent in the reduction and sieving procedures, whilst solving the relative Thue equations (2.5), (2.15). The reduction of the large upper bound for k using the continued fraction algorithm was fast, but a considerable amount of CPU time was needed for the final enumeration of the solutions.
In each step of the algorithm we had several solutions, even for the x ij during the final enumeration: for several k there were corresponding values of l representing the same common variables. However, in each of our examples the final test eliminated all candidates and finally there were no elements in the field K = LM having index 1.
Discussion
A direct search for elements of small index in nonic fields of the considered type seems to make plausible the experience made in our examples: such fields seldom have power integral bases.
In some (but of course not in all) cases this fact have reasons that are easy to verify. For example consider the cubic fields with discriminants −23, −31. The prime 2 remains inert in both fields. Thus, the residue class ring mod 2 of the ring of integers of the composite nonic field K is F 8 ⊗ F2 F 8 ∼ = F 8 ⊕ F 8 ⊕ F 8 . This means that the ideal (2) decomposes into a product of three distinct prime ideals of norm 8 in the composite field K. Therefore, if Θ is an algebraic integer in K generating K over Q, its defining polynomial will split into three distinct cubic factors over Q 2 . Since there are only two distinct monic irreducible cubic polynomials over F 2 , two factors must be congruent modulo 2. This implies, that the discriminant of Θ is even and (since the discriminant of K is odd) its index is also even.
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