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(např.   nejrychlejší,   nejkratší   na   počet   ujetých   km,   spojení   s   nejmenším   počtem 
přestupů). Problém nejkratšího spojení v dopravní  síti je formalizován a převeden na 
problém nejkratší cesty v grafu. K tomu je navržena reprezentace dopravní sítě pomocí 
orientovaného   grafu.   Dále   je   popsáno   několik   standardních   algoritmů   pro   hledání 
nejkratších cest v grafu a jejich optimalizace pro použití při hledání dopravních spojení. 
Nakonec   je   porovnána   výkonnost   jednotlivých   algoritmů   při   jejich   použití   na   (1) 
vlakovou sít pro Českou republiku a (2) na náhodně vygenerovaný graf.
Klíčová   slova:  dopravní   spojení,   nejkratší   cesty   v   orientovaném   grafu,  Dijkstrův 

























































non­empty   finite   set   and   E⊆V ×V .  The   elements   of  V  are   called  nodes,   and   the 
elements of E are called (directed) edges.
Definition Let   G=V , E    be a graph. We define the  reverse graph of G, as a graph 
G=V , E  , where for each  v ,u∈V ×V  we have  v ,u∈E ⇔u , v ∈E .






w : E ℝ+ , where E is a set of edges1.
Definition  A  path  P  from a  node   u∈V   to   a  node   v∈V ,   is   a   sequence  of  nodes 
u1  ..., un such that  n≥0 , u1 = u, un = v, and for each  1≤i≤n−1  we have  ui ,u i1∈E  
and  ui=u j⇒i= j , that is, there are edges connecting each subsequent pair of nodes on 
the path, and each node can lie on a path at most once. We write P = <u1, ..., un>.
Definition Let P = <u1, ..., x, ... , y, ..., un> be a path. A sub­path of path P, denoted by 













c ui ,u i1
Definition A shortest path P = <u, ..., v> from  u∈V  to  v∈V  is a path, such that
wP=min {wQ | Q  is a path from  u  to v} .  Note   that  a   shortest  path   from  u  to  v 
does not exist if and only if there is no path from u to v.
Definition Let  s∈V  and  u∈V  be nodes. We define the distance  from s to u to be the 
weight of the shortest path from s to u, or  ∞  if no path exists from u to v.
Definition Let   S⊆V  and  T⊆V  be non­empty sets of nodes.  We define the  distance  
from S to T, denoted by (S, T), to be the minimum of the weights of all shortest paths 
from any  s∈S  to any  t∈T :
(S, T) = min {(s, t) |  s∈S ,  t∈T }
For the special case  T={v } , we simply write (S, v).




always   referring   to   a   directed   graph   G=V , E    and   consider   a  weight  function 





• The   single­pair   shortest   path  problem  is   usually   defined   as   the   problem  of 
finding a single shortest path from a node (source) to a node (destination). For 
the   purposes   of   this   work,   when   we   refer   to   the   single­pair   shortest   path 
problem, we mean a more general problem of   finding a  single  shortest  path 
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between a pair of node sets, that is, we are trying to find a shortest path from 
















Definition Let St denote some finite set of stations  ℕ∋n≥2 . A line  l=〈d1 , ... , dn〉∈L  
is a sequence of stop descriptors, where
– for   all   1≤i≤n   we   have   d i=si , T i ,   where   s i∈St   is   a   station   and 
T i∈{0,1, ... , 1339}  represents a time in minutes relative to 12 am
– s1≠s2 ,  s n−1≠ sn
– for all  2≤i≤n−2  we have  s i=si1⇔ si1≠s i2 .




i1 ,  T i  represents the arrival time to  s i , and  T i1  represents the departure time 
from  s i .
Definition A  transportation network  is a triplet   N=St ,L , c , where  St  represents a 
set of stations,   L  is a set of lines and   c : L×ℕℝ+ a , for some   a∈ℕ ,  is a cost 
function.
For a line  〈d1 ,... , dn 〉 ,  c 〈d1 ,... , d n〉 ,i   represents the cost of travelling from a station 
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We require that whenever  s i=s i1  for a line  l=〈d1 , ... , dn〉  (train is waiting at a station 
s=s i=si1 ),  we have    c l ,i =v T =〈T ,0, ... ,0 〉 ,  where  T  represents  the  waiting 
time at station s.
In addition to this, we define a weight function   w : ℝ+aℝ+   for a transportation 
network  N  as   a  linear  mapping   from   costs   to   scalar   values,   that   is, 





Moreover,   the   weight   function   will   allow   us   to   weight   whole   trips   in   a   more 
straightforward way.




wc l ,i 
Definitions  For   a   line   l=〈d 1 , ... , d n 〉   and   1≤i j≤n ,   we   denote   a   subsequence 
〈d i ,... , d j〉  of l by  l i , j .
Note that a subsequence of a line is also a line.
For a line  l=〈d 1 , ... , d n 〉  and  1≤i≤n , we denote the i­th element of l by  l i   and the 
n­th element of l by  l ∞ . that is,  l i=d i , and  l ∞=d n .
Furthermore,   for   a   line   l=〈s1 , T 1 ,... ,sn ,T n〉   and   1≤i≤n ,   we   denote   the  i­th 
station part of the stop descriptor  d i  by  l i  . station  and the i­th time part of the stop 
descriptor  d i  by  l i  . time . That is,  l i. station=si , and  l i  . time=T i .
Definition A connection  C   in a transportation network  N=St , L , c   from a station 
s∈St   to  a  station   t∈St ,  where   s≠t ,   is  a  sequence   C=〈 l1, ... , l n〉   of   lines,  where 
n≥1  and the following properties hold:
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– for each   1≤i≤n   we have that   li   is  a subsequence of some line   li∈L ,   that  is, 
li=li ji , k i  for some valid  ji  and  k i .
– for each  1≤i≤n  and  li=li ji , k i , we have  jik i
– s=l11  and  l n∞=t
– for each   1≤in ,  and   li ,l i1∈L ,  where   li=li ji , k i   and   li1=l i1 j i1 , k i1 , 
we have  li ∞ . station=li11. station
That is to say,  C   is a connection from s  to t  if  〈 l1 , ... , l n〉   is a sequence of lines such 
that each of them is a subsequence of some line in L,  l1  departs from s, each  li  carries 
us to a successive station, where we can change to  li1  and  l n  stops at t.
Definition  Let   C=〈 l1, ... , l n〉   be  a  connection such  that   for  each   1≤i≤n   we have 
li=li ji , k i  for some  li∈L . We define the length of a connection C, denoted by  l C  , 
as the number of stations on C, that is,  l C =∣{ li j  . station  ∣  1≤i≤n∧ ji≤ j≤k i}∣ .
2.3.2  Cheapest connection problem
The problem we are concerned with is to find a connection with the smallest weight for 




considering a  set  of origin stations and a set  of destination stations.  But before we 
present a formal definition of the cheapest connection problem, we first have to define 
the weight of a connection.
It  might sound reasonable  to define  the weight of  a connection as     the sum of  the 




0≤T 1, T 21440 :
T 1⊖T 2=
T 1−T 2 , 
1440T 1−T 2, 
if  T 1≥T 2
otherwise
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Definition We define the weight  w C ,T   of a connection  C=〈 l1, ... , l n〉  at time T  in 
the following way:






w v T i , where
T 1=l11 . time⊖T , and
for each  2≤i≤n  we have  T i=l i1. time⊖l i−1∞. time .
Now we can give a definition of the cheapest connection problem. Let  N=St ,L , c  be 
a transportation network,  R⊆St  a set of (origin) stations,  D⊆St  a set of (destination) 
stations and a relative time T. The cheapest connection problem is a problem of finding 
a   connection  C  in   a   transportation   network  N  from   an   origin   station   r∈R   to   a 
destination station  d ∈D  at time T, such that  w C ,T ≤w C , T  , for all connections 
C   such that   C   is a connection  from  r∈R   to   d ∈D   in  N. In the rest of this work, 
cheapest connection query will refer to a given sets of stations R, D and a relative time 
T.
There   are   two   possible   approaches   we   can   take   to   solve   the   cheapest   connection 
problem. The first one is to use a different graph definition and/or cost function to the 
one   presented   earlier,   so   that   we   can   represent   the   transportation   network   in   a 











































be added from a departure node to the  earliest following  departure node  at the same  
station. When we say following departure, we mean the next departure in time. We will 
















The  last   thing  to mention  is  how  to  represent   the   travel  costs  of   the   transportation 
network N. We will consider a weight function   wN   for  N  and will want to concoct a 
weight function  wG  for our graph. We leave the details of this to the formal definition 
















































changes.   This   could   be   done   by   adding   a   value  P  to   the   first   coordinate   of   the 




Let   us   formalize   what   we   described   informally   in   the   previous   section.   Let 
Fig.  2.3.2.: We again assume that   w N   is a one­dimensional weight function (i.e.,  a = 1, 
and  wN :ℝ

























N=St ,L , c  be a transportation network and  wN  a weight function for N. For a given 
change penalty P, we give a definition of a graph representation  GN=V N ,E N   of the 
transportation network  N  and a weight function    wG   for   GN . We will call   GN   the 
transportation graph for N, or shortly, the transportation graph.
1) We define the set of nodes  V N  of  GN  as follows:
For each line   l k=〈 s1 ,T 1 ,... , sn , T n〉∈L , and for each   1≤in   and each   s i   such 
that  s i≠s i1 , we add the following nodes to  V N :
– d [si , T i]∈V N ( si ­departure nodes) 




Before   we   proceed   to   the   definition   of     E N ,   we   define   an   auxiliary   function 
NDG
N
s ,T1  for  GN , station s and time  T 1  that will give us a means of referring to 
the s­departure node most closely after the time  T 1 :








{d [s ,T 2]∈V N } ,  otherwise
2) We define the set of edges  E N  of  GN  as follows:
For each line   l k=〈 s1 ,T 1 ,... , sn , T n〉∈L ,  and for each   3≤in   and   si   such that 
s i≠si1  we add the following edges to  E N :
– d [s1, T 1] , a[ s2, T 2, k ]∈E N (first departure edge for line k) 
– d [si , T i ] , a [s i1 , T i1 , k ]∈EN   (other departure edges) 
– a [s i−1 , T i−1 , k ] , NDG N si−1 , T i−1∈EN (change edges) 
– a [s i−1 , T i−1 , k ] , a [si1 ,T i1 , k ]∈E N (continuation edges) 
Furthermore, for each station  s∈St  and for each departure node  d s ,T ∈V N , we add 
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the following edge to  E N :
– d [s ,T ] , NDG N s ,T1∈EN ,  (wait edges) 
3) We define the weight function  wG  on the edges from 2).
Let   ℝ∋P≥0   be   a   change   penalty.  For   each   line   l k=〈 s1 ,T 1 ,... , sn , T n〉∈L , 
s i≠si1  and for each  3≤in  and  si  such that  s i≠s i1  we define  wG  as follows:
– (first departure edge for line k)  wGd [s1, T 1] , a [s2, T 2, k ]=wN cl k , 1
– (other departure edges)  wGd [si , T i] , a[ si1 ,T i1 , k ]=wN c lk ,i  .
– (change edges)  wGa[si−1 , T i−1 , k ] , d [si−1 , T i−1]=wN v T P , where 
d [s i−1 , T i−1]=NDGN s i−1 , T i−1 , and  T=T i−1⊖T i−1 .
– (continuation edges)  wGa[s i−1 , T i−1 , k ] , a [s i1 , T i1 , k ]= , 
=wN c l k , i−1wN c lk ,i .
For each station  s∈St  and for each departure node  d s ,T ∈V N , we define  wG  on 
the corresponding wait edge as follows:
– (wait   edges)     wGd [s ,T ] , d [s , T ]=wN v
T
 ,  where   d [s , T ]=NDG N s ,T  ,   and 
T=T ⊖T .
2.3.5  Shortest paths and cheapest connections
Our concern  now will  be   to   show  that   the  graph  representation of  a   transportation 
network is reasonable, that is, that a query for a cheapest connection in a transportation 
network N can be transformed into a shortest path query and that a shortest path found 
by   any   correct   algorithm  for   the   shortest   path  problem can  be   transformed   into   a 
connection   in  N  and  that   this  connection   is   a  cheapest  connection   for   the  cheapest 
connection query.  This last statement only holds when the change penalty parameter 
used in the construction of  GN   is zero, as the change penalty parameter may force the 
algorithm to prefer a connection with fewer changes over a one connection with smallest 
weight.
Let us  use  the notation from the previous section,   that   is,  we have a   transportation 
network   N=St , L , c ,   where   L={l1, ... , l z}   with   a   weight   function   wN ,   and   a 
transportation   graph   GN=V N ,E N      for  N  and   a   weight   function   wG   for   GN . 
Moreover,  we will  consider a cheapest connection query for  a set of origin stations 







T   ∣  r∈R} (source set)
and
T={a [d ,Y , k ]∈GN∣d∈D∧0≤Y1440∧l k∈L } (target set)
That is to say, S is a set of all earliest r­departure nodes after time  T  for all  r∈R , and 
T contains all d­arrival nodes for all  d ∈D .
Please note that we use the words  origin  (station)  and  destination  (station),  when we 
talk about cheapest connections, whereas we use the words  source  (node) and  target 
(node), whenever we talk about shortest paths.
Let   P=〈d [r ,T r ]=u1, ... , un=a [d , T d , k ]〉 ,   for   some   r∈R   and   some   d∈D   be   the 
shortest path found by algorithm A. First, let us show how we obtain a connection  CP  
from r to d based on P and then give a clarification on why this has to be the cheapest 




contains no sub­path  〈a [sh , T h , k ] , d [sh1 , T h1] , a [sh2 , T h2 , k ]〉 . In other words, we 
do not get off and get on the same train. For an illustration, see  Fig. 2.3.1, where we 
assume that A always prefers <n1, n3> over <n1, n2, n3>. This assumption is justified by 
the fact that we could always replace each sub­path  〈 n1, n2, n3 〉  with  〈n1, n3〉 , as it follows 
from the construction of  GN  that  w 〈n1, n3 〉 ≤w 〈n1, n2, n3 〉 .
It follows from the definition of  GN  that whenever there are two adjacent arrival nodes 
ui=a [si , T i , k ] ,  ui1=a [s i1 , T i1 , l ]  on P, we have (1) l = k since from each arrival 
node we can either reach a departure node or the next successor arrival node  for the  
same  line.  Moreover,  when  there   is  a  departure  node   ui=d [si , T i]   followed by  an 
arrival node  ui1=a [si1 , T i1 , k ]  on P then (2)  s i , T i  is also a direct predecessor of 
s i1 , T i1  on line k. Therefore we can obtain  CP  gradually by going through P from 
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the beginning to the end and for each sub­path   P  of  P, which for some  j≥1  has to 
have one of the following forms:
• P=〈d [sh , T h] , a[sh1 , T h1 , k ] ,... , a [sh j , T h j , k ] , d [sh j1 , T h j1]〉  
(not the last “fragment”), OR
• P=〈d [sh , T h] , a[sh1 , T h1 , k ] ,... , a [sh j , T h j , k ]〉 (the last “fragment”)
and for some  b≥1  we have 
a) d [sh , T h]=l k b , and
b) a [shm , T hm]=l k b2⋅m1  for all  0≤m≤ j ,




of   length   at   least   2,   and   for   every   two   immediately   consequent   lines 
S1=〈sh , T h ,... ,shk , T hk 〉 , and  S 2=〈 s j , T j ,... ,s jm , T jm〉 , we have  shk=s j , 
because all nodes in P, skipped after  S1 , but before  S 2  was added into  CP , had to be 
departure   nodes,   and   it   holds   that   any   two   subsequent   departure   nodes   d [s1, T1] , 
d [s2, T 2]  on any path have to belong to the same station, that is,  s1=s2 .
We   have   shown   that   from   a   shortest   path  P,   we   can   obtain   a   valid   connection 
CP=〈 l1, ... , l n〉  in N. Moreover, it is a connection from  r∈R  to  d∈D , which follows 
from the way  CP  was constructed, and the fact that the first node on P  is  d [dr , T r] , 
and the last node on P is   a [d , T d , k ] .
Furthermore, from the definition of  wG , it follows that  wGP=wCP , T r .
  Optimality of found connection
In this section, we propose ourselves to give some insight into why the connection  CP  
constructed   from  P  in  the   previous   section   has   to   be   a   solution   to   the   cheapest 
connection problem2.




d ∈D  such that  wN CP , T wN C , T  . We will construct a path  P  in  GN  from S to 
T, such that  w Pw  P  contradicting our assumption that P is a shortest path.
For the purposes of the construction, we define an auxiliary function  Dep  that for a 
given station  s∈St  and given relative times  T s ,  T e  (i.e.,  T s ,T e∈{0, 1, ... , 1339} ) will 
allow us to obtain a sequence of s­departure nodes before  T s  and after  T e :
Deps ,T s ,T e=〈d [ s ,T 1] ,... , d [ s ,T p] 〉 , where
1) for each  1≤ip  we have   d [s ,T i ] , d [s ,T i1]∈EN  and
2) for each  1≤ j≤p  we have  T j ⊖T s≤T e⊖T s  and
3) no node is repeated in the sequence  〈d [s ,T 1] ,... , d [s ,T p ]〉 .
To prove our claim, we start with an empty path and gradually add sequences of nodes 
to   P , each such a sequence corresponding to a line of  C, and we proceed from the 
beginning to the end of C. For  i=1,2, ... , n , we process the sequence  li , by adding  all 
the (departure) nodes from  Depli 1 . station ,T 'i , li1 .time  to the end of  P , where
T 'i=T s  for i = 1 and
T 'i=li−1∞ . time , for  2≤i≤n
After that, for each   1≤ j≤mi /2 ,  where   m i   is the length of the sequence   li ,  all the 
(arrival) nodes   a [ li2⋅j  . station , li2⋅j  .time , k ] ,  are added to  the end of   P .  This 
concludes the processing of line i.
At the end, we obtain a sequence   P   of nodes from  GN . It is a path in   GN , which 
follows from the construction of  GN  and the definition of  Deps ,T s ,T e . Moreover, 
it is a path from S  to  T. The first sequence added to   P  was   Depr ,T r , li 1 . time , 
whose first node is  NDGN r ,
T  . The last node on  P  is  a [d , X , y ] , as the last station 
of the last sequence of C is  d  (C is a connection from  r  to  d ).
Let us now analyse the weight of  P . For each line, we need to consider the cost of the 
waiting   time   preceding   the   change   to   the   corresponding   line   and   the   cost   of   the 
“travelling” on this line:
1) The cost for waiting time before line start:
wN v T ' , where   T '=li1 . time⊖T r   for  i  = 1, and   T '=li1 . time⊖ li−1∞ . time  
for  2≤i≤n .
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2) The cost of the “travelling” on this line is  wN li .
The cost of the waiting time at  r  and the waiting time between every two lines on C are 
counted and the cost of each line is counted. From the definition of  wN , it follows that 
wG P=wN C ,T r  .   Since   we   also   know   that   wGP=wN C P , T r ,   we   have 
wG P=wN C ,T r wN CP ,T r =wG P , a contradiction with our assumption that P 
is a shortest path from S to T.
2.3.6  Restricted timetables
There   is  one   important   thing   that  has  not  been  considered   in   the  definition  of   the 
transportation network. That thing is that there is no information in the transportation 
network   indicating   whether   a   given   line   actually   operates   on   a   given   day.   It   is   a 
ubiquitous practice  that  some  lines operate  just  during the weekdays,  others   just  on 






The Dijkstra's  Algorithm is  one of   the  best  known algorithms for   the single­source 
shortest path problem. There are many modifications of the algorithm and some of the 








– DECREASE­KEY(Q,  u,  key) – changes the key under which u  is stored in Q. For 








pair    Q ,u  , where  Q   is the queue after the removal of the node u with the smallest 
key).
The   search   is   initialized  by   inserting  s  into  Q,  setting  d[s]   to  0   and  d[u]   to     for 
u∈V ∖{ s} .





































maintaining a  tentative parent  p[v]  for each node  v,   initially set  to N/A (no parent). 
Whenever v is reached from u and d[v] is decreased, we also update the parent p[v] and 
set it to u. After the search has finished, we can traverse the path from s to v backwards 










2   d[v]    d[u] + w(u, v)
3   p[v]    u
4   if  v∈Q  then
5 Q   DECREASE­KEY( Q, v, d[v])
6   else
7 Q   INSERT( Q, v, d[v])
8 return Q
Fig. 3.1.3.: The RELAX function. u, v are nodes, w is a weight function, Q a priority 







4 Q    S
5 while Q       do
6 (Q, u)    EXTRACT­MIN(Q)
7 foreach (u, v) ∈ E do





node  s  to  any  node from a given set   T⊆V   by terminating after any node from  T  is 
settled.
3.1.1  Time complexity of the Dijkstra's Algorithm

















EXTRACT­MIN, respectively.  Thus,   the  time complexity of   the Dijkstra's  algorithm 
using the Fibonacci heap is O(n.log n + m).
3.1.2  Multi­Source Dijkstra's Algorithm
Now we present a  generalization of  the Dijkstra's  Algorithm which differs from the 
original version in that it finds the distances (and the corresponding shortest paths) from 
a given set   S⊆V  of nodes to all nodes in the graph. In other words, for each node 

























removed from  Q.  As  line 7 executes  in each  iteration of  the while  loop and 
decreases  size  of  Q  by  one,   it   is  enough  to  show  that  a  node cannot  be  an 
element of Q more than once during the execution of the loop by inspecting the 
last remaining operation, which changes the number of nodes in  Q. Line 10 is 






5 Q    S
6 while Q       do













never   reached   and   therefore  d[u] =    =   ( S,  u)  after   the   loop   terminates. 






can be shown that any node  v∈V   lying on a zero­weight shortest path is settled with 
d[v] = (S, u) = 0 before any node lying on a non zero­weight shortest path is settled. 
Namely this holds for each   s∈S   as it lies on a zero­weight path <s>. Therefore, we 
only deal with nodes  u∈V  such that (S, u) ≠ 0.
We will  proceed by contradiction.  Let us  assume that  u  is   the first  node for  which 












d[y] =  ( S, y) ≤  ( S, u) ≤ d[u] (3.2)
We also have d[u] ≤ d[y] for neither u nor y have been yet settled and u will be settled 
next.  Together  we  get  d[u]  = d[y]   and   from  (3.2)  we  get  (S,  u)  = d[u],    which 































modifications   of   the   Dijkstra's   Algorithm,   yielding   the   multi­source,   multi­target 
bidirectional Dijkstra's Algorithm. The modification is simple: just run the multi­source 




























bidirectional   terribly   slow   and   usually   the   unidirectional   multi­source   algorithm 
performs better.
3.2  A* (A­Star) Algorithm













where  g(u) is  the cost of path from  s  to  u  (i.e.,  g(u) =  w(<s,   ...,  u>)) and  h(u) is a 
heuristic function, which gives an estimate of the distance from u to a target node. h(u) 






A   heuristic   function  h(u)   is  consistent  if   for   every   edge   u , v ∈E   the   following 
property holds
hu ≤w u , v h v 
(recall triangle inequality) It says that an estimate of getting from u to a target node must 














































which   is,   again,   a   modification   of   the   Dijkstra's   Algorithm   applied   on   a  Highway 
hierarchy. We will describe the two algorithms in turn.
3.3.1  Definition of Highway Hierarchy
Definition  A  highway hierarchy  of graph  G  = (V,  E) consists of a sequence of level 
graphs G0 = (V0, E0), G1, ..., GL = (VL, EL), where
1) The level graph  G 0  for level 0 is defined as  G0=G .
2) The core  G '0  of the level graph  G 0  is defined as  G '0=G .
3) The level graph  Gl  for level l, for each  0l≤L , is a sub­graph of the core  G 'l−1  
of level l – 1. See below for details.




Definition For a node each node  u∈V  and a each level  0≤l≤L , we choose some non­








Definition For each node  u∈V  and each  0≤l≤L , we define the neighbourhood of a 
























i. for   each   u , v∈V   such   that   there   exists   a   path   from  u  to  v  in  G,   we   have
!∃P=〈u ,... , v 〉∈SP
G  (i.e., there exists exactly one path from u to v in SPG).





For each  0l≤L  we give a definition of  Gl=V l , E l :
Gl  =   (Vl,  El)   is  obtained  from   G 'l−1=V ' l−1 , E ' l−1   in   the   following way:   (1)  El  is 
Fig. 3.3.1.: Importance of canonical shortest paths. This figure illustrates what might happen if just 
any path were used during the construction of level graphs. The neighbourhood radii of all nodes is 
chosen   to   be   1,   so   N l

















} ,   and 
N l













obtained by taking just such edges (u, v) from  E 'l−1  that there exist   p , q∈V 'l−1  and a 
canonical  shortest path  <p, ..., u, v, ..., q> in   G 'l−1 ,  and the following properties are 
satisfied:   u∉N l

q    and   v∉N l

 p .  Notice   that   this  condition  tries   to  exploit   the 
mentioned property of road networks: for nodes p and q that are distant enough, we add 
the highway edge (u,  v),  because there  is  a shortest  path containing the edge (u,  v) 
between p and q. It is likely that this same edge will lie on the shortest paths between 
the nodes in the proximity of p and those in the proximity of q. (2) Vl contains exactly 
the nodes u and v for each edge (u, v) added to El:  u∈V l⇒∃v∈V l−1 ' : u , v∈E l .
  Definition of  G 'l
For each  0l≤L , we give a definition of  G 'l=V 'l , E 'l :
Let Bl be a set of nodes. We call the nodes from Bl the bypassable nodes. We define the 
set   of   edges   S l⊆V l×V l   (called   the  shortcut   edges)  in   the   following   way:   Let 
u , v∈V l /B l ,  b1 , ... , bn∈B l  and P = <u, b1, ..., bn, v> be a path in Gl. Then  u , v∈S l  
and we define the weight of the edge (u, v) as the weight of the path P: w(u, v) = w(P).
We are now poised to define the core of level l: Gl' = (Vl',  El'), where  V l '=V l /Bl  and 
E l '=V l '×V l '∩El∪S l .
An   additional   requirement   on   the   neighbourhood   radii   will   be   needed:   for   each 














In this section,   lu , v  will denote the distance from u to v in  Gl ' .
  Neighbourhood radii
For each  0≤lL  and each  u∈V l '  and a parameter nl, we determine the node radius 
for u in the following way: let  u n l∈V 'l  be a node such that it has the  n l ­th smallest 




u=u ,u nl .  This  can be achieved by 
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running the Dijkstra's algorithm from every node  u∈V l '  and counting the number of 





u=d [ v ] .









v=∞  for each node  v∈V .
  Fast construction of a level graph
We   assume   that   Gl '   has   already   been   created   and   will   describe   how   Gl1   is 
constructed. For each node  u∈V l '  two phases are performed. First, a Dijkstra search is 
executed   in   Gl '   from node  u  and   a   shortest   path   tree   is   built   (a  modification  of 
Dijkstra's algorithm that   always finds canonical shortest paths has to be used; see [6] 
for such a modification). Second, paths in the shortest path tree are traversed backwards 
and for each edge on each path it is considered whether it should be added to  V l1 . So 
let us assume that   u∈V l ' . A more detailed description on how both these phases are 
performed on u follows.












shortest   path   from  u  to  z  found   by   the   Dijkstra's   Algorithm   for   node  z,   where 
P=〈u , v , ... , w , x , y , ... , z 〉 , and   l v , x ≤rl

v  l v , y  . When a node z  is settled 
then z's state can be set to passive if  y≠z , and   lw , zr l

 z  . See Fig. 3.3.2 for an 
illustration.









To obtain the core  Gl '  of a graph  Gl , we have to determine the set of bypassable nodes 




the   same   reason.   Besides,   smaller   neighbourhood   radii   can   be   used   without 
compromising   the   shrinking   of   the   level   graphs.   Nevertheless,   the   selection   of 
bypassable   nodes   should   be   done   carefully   as   the   addition   of   shortcut   edges   may 
increase the average degree of the graph considerably.
The iterative algorithm proposed in [7] is the following: a queue of prospect bypassable 
nodes is maintained, initially containing all nodes from  V l . At each iteration, a node u 






It's   time to  introduce the search algorithm for highway hierarchies. We are going to 



























u −we  , where  D∈{ ,}  
denotes the current search direction. In that case, we call u the entrance point to the new 






The second restriction, restriction 2, is that after we settle a node  u∈V l '  in the core of 
level l, and are about to relax an edge (u, v), such that  v∈B l , we skip relaxing the edge. 
















First,   we   go   through   some   performance   improvements   that   can   be   applied   to   the 
algorithms.










timetables.   In   this   chapter,   we   see   how   restricted   timetables   can   be   handled   by   a 
modification to the search algorithm.
For this chapter, we consider a transportation network  N=St , L , c , a corresponding 
transportation graph  G N=V N , EN  , a cheapest connection query for a set of (origin) 




















version  of   the  Dijkstra's  and   the  A* algorithms.   It   also  applies   to   the  bidirectional 
versions of the two algorithms but only makes sense for the forward search.
Let us consider the following situation during the Dijkstra's Algorithm: we are about to 







are sure  that any node reachable from  v  can also be reached from a node  u  with a 
smaller  distance. This leads us to the following general rule:
Let  T s  denote the time portion of the distance with which a node  a [s , T 2, x ]  is about 
to be reached. Then we can skip reaching the node   a [s ,T 2, x ]   if there exists a node 
d [s ,T 1]  such that the following two properties hold:
1) TPDd [s , T 1]≤T s
2) d [a [s ,T 2, x ]]≥d [d [s ,T 1]]wN v  T  , where 



















with time­distance 40, then the nodes directly reachable from  v  (w  and  x) can both be 
reached via  u with a smaller distance then if they were reached via v. Namely, w can be 
reached with the time­distance of 35, and x can be reached with the time­distance of 60, 











as  T  contains  all d­arrival nodes for all   d∈D ) it turns out (and is backed up by the 
results in the next chapter) to be better not to use the bidirectional search whatsoever 
and use the unidirectional search instead. Nevertheless, we have to deal with this issue 
for   the   sake   of   the   search   in   highway   hierarchies,   where   a   bidirectional   search   is 
indispensable.













edges   are   displayed   next   to   the   corresponding   edges.   Then 
d [v ]=30≥405−30=d [u ]wN v
T














search   and   let   lu



















that   the   forward   search   has   enough   time   to   settle   the   nodes   that   were   not   settled 
appropriately in the backward search.
Note that it is crucial that any node v that is skipped according to the presented criterion 





So   far,   we   have   seen   modifications   that   dealt   with   the   performance   of   the   search 
algorithms.  Now we   turn   to  modifications   that   have   to   do  with   the  quality   of   the 
corresponding connections, rather than with the speed of the algorithms.







Definition  Let   u∈V N   be   a   node   such   that   a   tentative   shortest   path 
P=〈d [r ,T r ]=u1, ... , un〉  has been already found by the Dijkstra's Algorithm. The time  
gap at origin for a node u  is defined as   TPDuk  , where either   k=n , or   1≤kn , 


































ordered pair  k  = (d,  T), where  d  is the original key (i.e., the tentative distance of the 
node), and   T  is the time gap at origin for the node.  For keys  k1  = (d1,  T1) and  k2  = 
(d2, T2), we define the operator  k 1k 2  used by the queue as follows:

















3   d[v]    d[u] + w(u, v)
4   p[v]    u
5   if  u∈S  then
6     og[u]   og[ u] + (v.time ⊖ u.time)
7   else
8     og[u]   og[ u]
9   if  v∈Q  then
10 Q   DECREASE­KEY( Q, v, d[v])
11   else








In this case, we maintain  a set of lines  LS [u]   for each reached node u. The RELAX 
function performs an update whenever the new distance is smaller then the old one, or 
whenever the distances are equal and  the cardinality of the new set of lines is  greater  
than   the  old  one.   In   addition,  whenever  we  perform an  update   of   an   arrival   node 
a [s ,T , k ]   reached from a node  q, we also update  LS:   LS [a [s ,T , k ]] LS [q]∪{k }  
and whenever we perform an update of a departure node  d [s ,T ]  reached from a node 
















1) A key of   the priority  queue will  be  a  3­tuple   (d,  LS,  TGO),  where  d  is   the 
tentative distance, LS is the set of trains and TGO is the time gap at origin.  For 
keys  k1  =   (d1,  LS1,  TGO1)  and k2  =  (d2,  LS2,  TGO2),  we define  the operator 
k 1k 2  as follows






modifications  introduced so  far.  The major difference  is   in   that   these  modifications 











For  each  node  u  we maintain   the  weight   d i[u]   of   the  prospect   shortest  path  with 
exactly  i  changes.  When we are about  to relax an edge  e  =  (u,  v),   lying on a path 
P=〈u1, u2, ... , un , u , v 〉 , we actually relax the edge e if the following criterion (1) holds:
1) changes P≤M
2) for every k such that  0≤k≤changes P   we have that  d j[u]w u , v dk [v ] , 
where  j=changes 〈u1, u2, ... , un , u〉  .
In other words, we relax e if we do not exceed the maximum number of changes (1) and 





– Initialization: for all   u∈S  and for all  i > 0, set   d0[u]0 ,  d i[u]∞ . Moreover, 
for all   v∈V N∖S   and for all   i≥0 , set   d i[v ]∞ . Similarly, for all   u∈S , insert 
d0[u] , u ,0   into Q (see below for details on Q).
– Queue Q contains additional information about each node: the number of changes a 
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node was reached with when it was added to  Q, i.e.,  Q  contains tuples (key,  u,  i), 
where  i  is the number of changes.  Q  remains prioritized by  key, i.e., the distance 
from S.
– We maintain a set of lines   LS i[u ] ,  which contains all   the lines on the tentative 
shortest path corresponding to  d i[u] . For all  u∈V N , and for all  i≥0 ,  LS i[u ]   is 
initially set to  ∅ . See below for details on how  LS i[u ]  is updated.




j ,             if v is a departure node, or v=a [s ,T , k ] is an arrival
node such that  k∈LS j [u ]
j1 ,        otherwise
If the above criterion (1) holds for e then we set  d i[v ] d j[u]w u , v  and insert 
d i[v ] , v , i   into Q (or decrease key if a tuple (d, v, i) already exists in Q for some 
d i[v ]d ).
– If the criterion (1) holds for  e=u , v∈E N , where  v=a[ s ,T , k ] , we perform the 
following update of  LS i[v] :   LS i[v ]LS i[u ]∪{k } .
In addition, we have to maintain predecessors for each prospect  shortest  path going 
through each node so that we can reconstruct the path found. Therefore for a node u and 
some i, we store the predecessor  pi [u]  of u on a path with i changes.







meeting  given   criteria.   An   easy  modification   of   the   search   algorithm  would   be   to 
discard every departure and every continuation edge not meeting the given criteria. This 
could   be   achieved  by   not   calling   the  RELAX   function  on   every   such   edge   (for   a 
definition of departure and continuation edges, please refer to chapter 2).





















dep_ time k , s , DT =min{DT '∣DT '≥DT ∧Op k , s , DT '=true } .







2 T    dep_time(k, s, dt[u]) ­ dt[u]




7   d[v]    d[u] + W
8   p[v]    u
9   dt[v]    dt[u] + (v.time ⊖ u.time)
10   if  v∈Q  then
11 Q   DECREASE­KEY( Q, v, d[v])
12   else
13 Q   INSERT( Q, v, d[v])
14 return Q
Fig.  4.4.1.: The RELAX function modification for restricted timetables. 







































The connection length  is   the only value that directly reflects  the “difficulty” of  the 
query. The connection length can be therefore used to roughly classify the queries and 




For   each   algorithm,   two   test   runs   were   performed:   one   on   a   transportation   graph 
representing a train network of the Czech Republic and one on a randomly generated 
graph  G=E , V   (see next section for more details).
The sequence of queries for each test run was of length N = 10 001, where each of the N 
queries   was   generated   randomly.   More   precisely,   each   query   was   concocted   by 


















   for each   1≤in  was added  and an additional edge   un , u1  was added to  G, 
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thus creating a circle in  G. Each of the additional  m  –  n  (i.e., 248 471) edges   ui , u j   
were added by iteratively choosing a random pair of distinct nodes  u i , u j∈V , such that 
ui , u j   is not yet a member of E.
For each node   ui , coordinates    xi , yi   were chosen randomly from a range of natural 
numbers and the weight of an edge   w ui , u j  was calculated as the euclidean distance 




the   average   standard  deviation  of   the   connection   length  derived   from   the   standard 
deviations of connection lengths of all the algorithms was 6.75.
















































































0­42 55.33 13 786 15 455 29 514 27.64 6 636
43­59 109.6 26 001 28 464 55 792 49.72 2 186
≥ 60 159.98 37 046 39 896 79 576 71.63 1 091
N/A 159.32 34 340 34 340 74 134 N/A 88

















0­18  866.70 85 313 118 763 173 291  15.88 4 838
19­26 1 569.40 153 791 186 346 312 341  21.13 5 026
≥ 27 2 006.85 198 501 218 349 403 069  27.96 137






















0­42 290.38 50 303 54 863 102 875 28.36 6 143
43­59 441.13 75 431 81 053 154 256 49.76 2 494
≥ 60 577.73 97 953 104 026 200 344 72.87 1 276
N/A 1 174.18 201 249 201 249 413 360 N/A 88

















0­18  17.67 2 279 4 564 4 627  15.88 4 837
19­26  33.22 3 985 7 863 8 086  21.13 5027
≥ 27  99.45 10 456 18 675 21 212  27.96 137































0­42 39.26 8 994 10 136 19 246 27.65 6 402
43­59 90.94 19 817 21 706 42 473 49.87 2 304
≥ 60 137.5 29 240 31 642 62 710 72.75 1 207
N/A 173.69 34 706 34 706 74 881 N/A 88

















0­42 135.51 27 823 29 903 57 099 27.57 7 480
43­59 268.18 53 020 55 998 108 721 49.17 1 899
≥ 60 309.68 60 872 64 118 124 850 68.58 534
N/A 634.02 118 290 118 290 241 098 N/A 88


















0­42 28.15 4 530 4 626 8 981 21.67 1 096
43­59 42.57 7 085 7 189 14 072 48.74 86
≥ 60 38.36 6 754 6 850 13 420 64.73 11
N/A 36.95 6 604 6 604 13 028 N/A 8 808

















0­18  560.24 56 106 85 143 113 977 15.88 4 839
19­26 1 188.49 117 047 153 904 237 736 21.13 5 025
≥ 27 1 726.49 171 413 198 738 348 108 27.96 137





















0­42 253.86 41 273 45 086 84 504 28.81 5 913
43­59 428.58 67 438 72 609 138 178 49.91 2 575
≥ 60 590.37 91 512 97 194 187 438 72.77 1 425
N/A 1 268.37 208 921 208 921 428 854 N/A 88

















0­18 18.69 2 318 4 640 4 707 15.88 4833
19­26   33.71  3 915 7 722 7 944 21.12 5031
≥ 27  95.91  9 760 17 688 19 802 27.97 137




















0 241 263 N/A 489 734
1 224 150 147 212 729 200
2 75 606 38 716 334 615
3 36 837 11 640 212 554
4 25 191 3 874 157 463
Table 5.3.12.: Level sizes of the highway hierarchy. Number of nodes denotes the total 
number of nodes in a level (including bypassed nodes). Number of edges denotes the 




















0­42 69.42 5 861 9 987 34 001 28.59 5 816
43­59 96.41 7 898 12 417 54 313 49.98 2 598
≥ 60 125.11 10 336 14 616 75 041 73.58 1 499
N/A 60.24 5 439 5 579 39 461 N/A 88


















0­42 56.55 4 939 8 348 27 132 28.75 5 769
43­59 79.48 6 409 10 507 42 770 50.24 2 609
≥ 60 105.36 8 514 12 660 60 805 73.61 1 535
N/A 60.91 5 461 5 606 39 577 N/A 88



















Unidirectional Dijkstra 79.52 19 173 21 130 41 112 37.35
Bidirectional Dijkstra 372.64 64 015 68 991 130 935 38.3
Unidirectional A* 64.21 14 157 15 613 30 332 38.3
A* version 1 174.39 35 168 37 463 72 138 33.62
A* version 2 36.03 6 381 6 392 12 594 24.02
Bidirectional A* 355.98 56 686 61 080 116 108 40.61
HH Dijkstra 84.7 7 057 11 273 45 477 40.64





Algorithm\Connection length 0­42 43­59 ≥ 60 N/A overall
Unidirectional Dijkstra 55.33 109.6 159.98 159.32 79.52
Bidirectional Dijkstra 290.38 441.13 577.73 1 174.18 372.64
Unidirectional A* 39.26 90.94 137.5 173.69 64.21
A* version 1 135.51 268.18 309.68 634.02 174.39
A* version 2 28.15 42.57 38.36 36.95 36.03
Bidirectional A* 253.86 428.58 590.37 1 268.37 355.98
HH Dijkstra 69.42 96.41 125.11 60.24 84.7






Dijkstra's   algorithm   has   somewhat   lower   search   time   for   queries   that   yielded   no 
connection. The same can be said when comparing the bidirectional versions of these 
algorithms.











overall   figures may be a   little  misleading,  as   the highway hierarchy search actually 
outperformed all the other algorithms, when only the queries with resulting connection 
length greater than 42 were considered. The fact that the number of these queries was 








nodes  had   to   be   searched  before   a   second   change  was   forced   and   the   search   thus 



















Unidirectional Dijkstra 1 245.14 121 277 154 091 246 318 18.68
Bidirectional Dijkstra  26.61 3 248 6 416 6 593  18.68
Unidirectional A*  891.88  88 305 121 248 179 367 18.68





Algorithm\Path length 0­42 43­59 < 60 overall
Unidirectional Dijkstra  866.70 1 569.40 2 006.85 1 245.14
Bidirectional Dijkstra 17.67 33.22 99.45 26.61
Unidirectional A* 560.24 1 188.49 1 726.49 891.88













What   is   striking when  looking at   the   results   is   the  performance comparison  of   the 
















to   the   highway   hierarchy   search   and   therefore   could   be   applied   in   a   dynamic 
environment.
Our expectation  that   the  highway hierarchy search will  outperform dramatically   the 
other   algorithms   was   not   fulfilled.   Highway   hierarchy   search   even   had   an   overall 
performance worse than the one of A*. Given that highway hierarchies need additional 




up  by   the   test   results   where   the  highway   hierarchy   search  outperformed   the   other 
algorithms in queries with comparatively long connections.
The representation of the transportation network presented in chapter 2 allows us to 





































algorithms   described   in   this   work   and   the   source   codes   of   the   underlying   data 
structures.   All   the   source   code   was   written   by   myself,   with   the   exception   of   the 














description   of   the   algorithms'   implementations.   Therefore,   only   high­level   class 
diagrams are presented, along with brief descriptions of the classes and its methods. 
There are two main entities implemented: a Graph and a Searcher. A Graph represents a 






























GetInstance Returns   the   only   instance   of   this   class   (singleton   design 
pattern).
Table 2.: Public methods of expandedScheduleTransportGraph class.
expandedScheduleTransportBiGraph  is   an   implementation   of   the   transportation 




















SetLevelCount Sets   the   number   of   levels   of   this   highway   hierarchy,   and 
allocates any additional  memory,   if   the   level  count  is   to  be 
increased or frees up no longer used memory, if the level count 
is to be decreased.





















expandedBiGraphSearch  is   similar   to   expandedGraphSearch,   but   is   adjusted   for 
bidirectional searchers.





dijkstraBiSearch  is  an  implementation of   the bidirectional  version of   the Dijkstra's 
algorithm for transportation graphs.
astarBiSearch  is   an   implementation   of   the   bidirectional   version   of   the   A*   search 
algorithm for transportation graphs.
hhDijkstraSearch  is   an   implementation   of   the   Dijkstra's   algorithm   for   highway 
hierarchies.
hhAStarSearch  is   an   implementation   of   the   A*   search   algorithm   for   highway 
hierarchies.
