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Abstract
Directed strongly regular graphs were introduced by Duval in 1988. We give several non-
existence results, each excluding in2nite series of feasible parameter sets: We prove a result that
extends the absolute bound for strongly regular graphs, and we give a characterization of directed
strongly regular graphs whose adjacency matrix has rank 3 or 4. We also give some combinatorial
non-existence results and a construction of 2ve new directed strongly regular graphs.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The de2nition of strongly regular graphs was extended to directed graphs by Duval
[3] as follows. A directed strongly regular graph (DSRG) with parameters (n; k; ; ; t)
is a directed graph on n vertices such that every vertex has in-degree and out-degree
k and the number of paths of length two from a vertex x to a vertex y is t if x=y,
 if there is an edge directed from x to y (and possibly also an edge directed from y
to x) and  otherwise.
The parameters of a directed strongly regular graph satisfy the following equation:
k(k + ( − ))= t + (n− 1): (1)
The adjacency matrix, A of a directed strongly regular graph satis2es
A2= tI + A+ (J − I − A) and JA=AJ=kJ: (2)
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A DSRG with t=k is an (undirected) strongly regular graph. Duval [3] showed that
directed strongly regular graphs with t=0 are the doubly regular tournaments. It is
therefore usually assumed that 0¡t¡k.
Duval [3] proved that the adjacency matrix of a DSRG has integral eigenvalues
k¿= 12(−( − ) + d)¿= 12(−( − )− d); (3)
for some positive integer d, where d2=( − )2 + 4(t − ). The multiplicities are
1;−k + (n− 1)
−  ;
k + (n− 1)
−  ; (4)
respectively. This means that the integrality condition for strongly regular graphs ex-
tends to DSRGs. Duval also proved that the parameters satisfy the following inequali-
ties:
06¡t; 0¡6t; −2(k − t − 1)6 − 62(k − t):
Parameter sets satisfying these conditions from Duval’s paper are called feasible. Re-
cently, three feasible parameter sets have been excluded: Klin et al. [12] proved non-
existence for (n; k; ; ; t)=(14; 5; 2; 1; 4), Fiedler et al. [5] excluded the case (16; 6; 3;
1; 3), and (32; 6; 1; 1; 5) was excluded in [11].
In this paper, we exclude some in2nite series of parameter sets.
Section 2 contains some preliminaries needed in Section 3, where we prove that if
the eigenvalues of A other that k are  and ,  =∈{0;−1} and the multiplicity of  is
m then n6 12m(m+ 3). This result is known for undirected strongly regular graphs as
the absolute bound.
If =0 then the rank of A is m + 1 and if =−1 then the rank of J − I − A is
m + 1. In Section 4, we prove that if the adjacency matrix of a DSRG has rank at
most 4 then the parameter set of the DSRG is either (6s; 2s; s; 0; s), (8s; 4s; 3s; s; 3s),
(6s; 3s; 2s; s; 2s), or (12s; 3s; s; 0; s), for some positive integer s.
In Section 5, a combinatorial proof shows that the parameters of a DSRG satisfy
(k − t)( − k + t)6t. Some cases with equality in this inequality are also excluded.
In Section 6, we give a table of the 19 feasible parameter set with 20¡n626.
Two of these parameter sets are ruled out in this paper. In 2ve cases a new graph is
constructed. Two cases are still open.
2. Matrix algebra of a DSRG
Let A be the set of matrices spanned by {I; A; J}. By Eq. (2), A is closed under
matrix multiplication (and matrix multiplication is commutative in A). Another basis
of A is the set {I; A; J − I − A}.
It also follows from Eq. (2) that J=A2 + ( − )A+ ( − t)I and (A− kI)J=0.
Thus, the minimal polynomial of A is (x− k)(x2 + (− )x+ (− t)). Since a square
matrix can be diagonalized if and only if its minimal polynomial has no multiple roots,
it follows that the matrix A can be diagonalized.
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We can therefore de2ne E, for ∈{k; ; }, to be the matrix of the projection
on the eigenspace of the eigenvalue  of A with nullspace spanned by the other two
eigenspaces. Then, since an eigenvector of eigenvalues k or ∈{; } is an eigenvector
of J with eigenvalue n or 0, respectively, Ek is the orthogonal projection 1=n J , i.e.,
J=nEk :
Since A can be diagonalized,
I=Ek + E + E
and
A=kEk + E + E:
For B=J − I − A,
B=(n− k − 1)Ek − (1 + )E − (1 + )E:
From these equations we 2nd that
Ek=
1
n
I +
1
n
A+
1
n
B;
E=
k + n − 
n( − ) I +
k − n− 
n( − ) A+
k − 
n( − )B;
E=
k + n− 
n(− ) I +
k − n− 
n(− ) A+
k − 
n(− )B:
The matrix algebra A is closed under the Schur–Hadamard product (coordinatewise
multiplication) ◦ since
I ◦ I= I; A◦A=A; B◦B=B;
I ◦A= I ◦B=A◦ I=A◦B=B◦ I=B◦A=0 (5)
and since ◦ is linear.
For ; ∈{k; ; }, we can compute the product E ◦E by 2rst substituting linear
combinations of I; A; B for E and E, then computing the product using Eq. (5) and
2nally substituting linear combinations of Ek , E and E for I; A and B. We see that
there exist rational numbers q!, for ; ; !∈{k; ; } such that
E ◦E= 1n (q
k
Ek + q

E + q

E):
In particular, we 2nd that for {; }={; },
q=
n(+ 2)− 2(− )(k − )
(− )2 ;
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qk=
nk − k2 + 2k+ n2 − 2
(− )2 ; (6)
q=
n(1 + )
(− )2 : (7)
Thus the algebra A is similar to the Bose–Mesner algebra of an association scheme,
see [1], but A is not a Bose–Mesner algebra, as A∈A but AT =∈A.
3. The absolute bound
In this section, we show that the proof of the absolute bound for strongly regular
graphs by Neumaier [13] extends to directed strongly regular graphs.
The proof is based on the following lemma by Neumaier.
Lemma 1 (Neumaier [13]). Let M be any matrix of rank r. Then M ◦M has rank
at most 12 r(r + 1).
Proof. Let m1; : : : ;mr be linearly independent rows of M . Any row of M can be
written as m=
∑
i imi, for some 1; : : : ; r∈R. The corresponding row of M ◦M is∑
i
∑
j ijmi ◦mj. Thus the row space of M ◦M is spanned by r vectors of the form
mi ◦mi and ( r2 ) vectors of the form mi ◦mj=mj ◦mi, i = j, and so M has rank at most
r + ( r2 )=
1
2 r(r + 1).
Theorem 2. Let G be a directed strongly regular graph. Let m be the multiplicity
of an eigenvalue  = k. Suppose that the eigenvalue  of A di7erent from k and 
satis8es  ∈{0;−1}. Then n6 12m(m+ 3). If q =0 then n6 12m(m+ 1).
Proof. The matrices Ek , E and E have rank 1, m and n− m− 1, respectively.
Since  is an integer, either ¿1 or 6−2. If 6−2 then nk−k2+2k+n2−
2¿||(||(n−1)−2k)¿2(n−1)−2k¿0. Thus, in both cases it follows from Eqs. (6)
and (7) that q¿0 and q
k
¿0. This means that the rank of 1=n(q
k
Ek+q

E+q

E)
is at least n− m.
Thus rank E ◦E¿n− m.
By Lemma 1, rank E ◦E6 12m(m+ 1), and so n− m6 12m(m+ 1).
If q = 0 then 1=n(qkEk + qE + qE) has rank n and so n=rank E ◦E6
1
2m(m+ 1).
This theorem excludes the existence of DSRGs with
(n; k; ; ; t)=(49; 15; 6; 1; 12); (64; 17; 6; 0; 13); (66; 25; 12; 5; 20); : : : :
The inequalities of the absolute bound are not valid if the other eigenvalue  is 0 or
−1, as q=0 in that case. We note that 0 is an eigenvalue of a DSRG if and only if
−1 is an eigenvalue of the complementary DSRG (with matrix B=J − I − A).
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For (undirected) strongly regular graphs the so-called Krein parameters q! are non-
negative (see Bannai and Ito [1]).
For directed strongly regular graphs the parameter qk is usually negative, q

 and
q may be negative if 0 or −1 is an eigenvalue. But it may be that q and q
are always non-negative if 0 and −1 are not eigenvalues (i.e. if for some parameter
set the Krein parameter is negative then no DSRG exists with these parameters). The
2rst feasible parameter set for which q is negative but 0 and −1 are not eigenvalues
is (n; k; ; ; t)=(30; 7; 2; 0; 5). This parameter set is excluded in Section 5. The next
two parameter sets for which q is negative but 0 and −1 are not eigenvalues are
(39; 10; 3; 1; 6) and (40; 6; 1; 0; 3).
4. Rank of a DSRG
4.1. Results on low rank DSRGs
If 0 is an eigenvalue of multiplicity m then the rank of the adjacency matrix is
n − m. In this section, we show that if the rank of the adjacency matrix of a DSRG
is at most 4 then the parameters of the DSRG belong to one of four in2nite families.
We also give some uniqueness results for DSRGs of low rank.
Fiedler et al. [5] proved the 2rst result on DSRGs with low rank. They showed that
there are no DSRGs with parameters (16; 6; 3; 1; 3). The rank in this case would have
been 4.
The study of DSRGs with adjacency matrix A of rank r in this section is based on
a development of ideas from [5]. There is an r× n submatrix of A with the same row
space as A, and so it contains j=(1; : : : ; 1). A combinatorial analysis of this submatrix
(in Lemma 7) gives a short list of possible values of k=n.
Theorem 3. Suppose that (n; k; ; ; t) are the parameters of a DSRG with t¡k whose
adjacency matrix has rank at most 4.
Then either the adjacency matrix has rank 3 and then
(n; k; ; ; t)=(6s; 2s; s; 0; s) or (n; k; ; ; t)=(8s; 4s; 3s; s; 3s)
or else the adjacency matrix has rank 4 and then
(n; k; ; ; t)=(6s; 3s; 2s; s; 2s) or (n; k; ; ; t)=(12s; 3s; s; 0; s)
for some positive integer s.
The rank 3 part of this theorem was proved independently by Godsil, Hobart and
Martin [8].
The following parameter sets for which the rank would have been 3 is ruled out by
this theorem (for any positive integer s):
(25s; 10s; 6s; s; 6s); (27s; 12s; 8s; 2s; 8s); (96s; 40s; 25s; 5s; 25s); : : : :
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For rank 4 the existence of DSRGs with the following parameter sets are excluded:
(16s; 6s; 3s; s; 3s); (25s; 15s; 12s; 7s; 12s); (27s; 9s; 4s; s; 4s);
(48s; 30s; 25s; 15s; 25s); (49s; 21s; 12s; 5s; 12s); : : : :
Since there exist DSRGs with parameters (6; 2; 1; 0; 1); (8; 4; 3; 1; 3); (6; 3; 2; 1; 2) and
(12; 3; 1; 0; 1), all parameter sets in Theorem 3 can be realized by using the prod-
uct construction of Theorem 7.1 in Duval [3]. In fact, we prove that the graphs with
these parameters are unique except in the case (6m; 3m; 2m;m; 2m).
Theorem 4. There exists a unique DSRG with parameters (8m; 4m; 3m;m; 3m), for
every positive integer m.
For m=1 this result was 2rst proved by Hammersley [7, p. 50]. He proved unique-
ness of the complementary DSRG with parameters (8; 3; 1; 1; 2). There are several ways
to construct this graph, see [2].
In his work on directed Moore graphs, Gimbert [6] proved that DSRGs with (n; k; ;
; t)= (k(k + 1); k; 1; 0; 1) are unique. His proof can be extended to the following.
Theorem 5. For any positive integers m and t there is a unique DSRG with (n; k; ;
; t)= (m(m− 1)t; (m− 1)t; t; 0; t).
DSRGs with these parameters were constructed by Duval [3, Theorem 8.3].
4.2. Lemmas and proofs
Gimbert’s proof of uniqueness is based on the notion of linegraph of a directed
graph. Suppose that H is a directed graph. Then the linegraph L of H is the graph,
whose vertices are the edges of H , such L has a directed edge from e to f if there is
a vertex v in H , so that in H , v is incident with e and f and e is directed into v and
f is directed out of v.
Lemma 6 (Gimbert [6]). A regular directed graph G of degree d¿1 and order n is
a linegraph i7 the rank of its adjacency matrix A is equal to n=d.
The proof of Theorem 3 is based on the following lemmas.
Lemma 7. Let M be an r × n {0; 1}-matrix with constant row sum k. Suppose that
j=(1; : : : ; 1) belong to the row space of M .
• If r=1 then k=n.
• If r=2 then k=n∈{1; 12}.
• If r=3 then k=n∈{1; 12 ; 13 ; 23}.
If k= 12n then j is a sum of two rows of M .
• If r=4 then k=n∈{1; 12 ; 13 ; 23 ; 14 ; 34 ; 25 ; 35}.
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If k= 25n then the rows of M can be permuted such that the columns are the
columns of the following matrix, each repeated n=5 times:


1 1 0 0 0
0 0 1 1 0
0 0 1 0 1
0 0 0 1 1


:
If k= 35n then the rows of M can be permuted such that the columns are the
columns of the following matrix, each repeated n=5 times:


1 1 1 0 0
1 1 0 1 0
1 1 0 0 1
0 0 1 1 1


:
If k= 13n then j is spanned by three of the rows.
Lemma 8. Let M be as in Lemma 7. If M has a column consisting of 1’s then n=k.
If k¡n then J −M also is an r× n constant row sum {0; 1} matrix with j in its row
space.
Proof. Let v1; : : : ; vr be the rows of M . There exist 1; : : : ; r∈R such that j=
∑
i ivi.
By taking dot product with j we get n= j · j=∑i i(vi · j)=∑i ik. Thus ∑i i=n=k.
If M has a column consisting of 1’s then
∑
i i=1, and so n=k=1.
If k¡n then
∑
i i =1 and then
∑
i
i
(
∑
l l)− 1
(j− vi)= j:
Proof of Lemma 7. Let v1; : : : ; vr be the rows of M . Let 1; : : : ; r∈R be such that
j=
∑
ivi. Then M cannot have any column consisting of 0’s. By Lemma 8, we may
also assume that M has no columns consisting of 1’s, since otherwise n=k. This
proves the case r=1.
Suppose that ‘=0 for some ‘. Then the matrix M ′ obtained from M by deleting
row ‘ is an r− 1× n {0; 1}-matrix with constant row sum k. Using induction on r we
get that k=n belong to a set, which is a subset of the possible values of k=n for r × n
matrices.
Thus, we may assume that i =0 for all i.
Suppose that r=2: Let the number of columns
[
1
0
]
,
[
0
1
]
of M be b1 and b2,
respectively. Then k=b1=b2 and n=b1 + b2=2k.
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Suppose that r=3: The number of columns of each type is denoted as follows:
b1 b2 b3 c1 c2 c3
1 1 0 1 0 0
1 0 1 0 1 0
0 1 1 0 0 1
Suppose that bi¿0 for some i, say b1¿0. Then 1+2=1. Since i =0 this implies that
1 =1 and 2 =1 and so c1=c2=0. If c3¿0 then (by the same argument) b2=b3=0,
and so b1=c3=k and n=b1 + c3=2k, and j is sum of the 2rst and the third row.
If c3=0 then b1 + b2=k; b1 + b3=k; b2 + b3=k. By adding these equations we get
3k=2b1 + 2b2 + 2b3=2n.
We may now assume that b1=b2=b3=0. Then c1=c2=c3=k and n=c1 + c2 +
c3=3k.
Suppose that r=4: The number of columns of each type is denoted as follows:
b1 b2 b3 b4 c1 c2 c3 c4 c5 c6 d1 d2 d3 d4
1 1 1 0 1 1 1 0 0 0 1 0 0 0
1 1 0 1 1 0 0 1 1 0 0 1 0 0
1 0 1 1 0 1 0 1 0 1 0 0 1 0
0 1 1 1 0 0 1 0 1 1 0 0 0 1
If bi=di=0 for all i then k=c1 + c2 + c3=c1 + c4 + c5=c2 + c4 + c6=c3 + c5 + c6
and 2n=2c1 + · · ·+ 2c6=4k.
If c1¿0 and c6¿0 then bi=di=0 for all i. So we may assume that either c1=0 or
c6=0 and by symmetry either c2=0 or c5=0, and either c3=0 or c4=0.
Suppose that two of the numbers ci are positive, say c1¿0 and c2¿0. Then b1=b2 =
b3=d1=d2=d3=c5=c6=0. If also c4¿0 then b4=c3=0 and k=d4=c1 + c2=c1 +
c4=c2 + c4 and n=c1 + c2 + c4 + d4= 12 (k + k + k) + k=
5
2k and M has the required
structure. We may therefore assume that c4=0. If c3¿0 then d4=0 and k=c1 + c2 +
c3=b4 + c1=b4 + c2=b4 + c3 implies that c1=c2=c3=k=3, b4=2k=3, n=b4 + c1 +
c2 + c3= 53k and M has the required structure. If c3=0 then k=c1 + c2=b4 + c1=b4 +
c2=b4 + d4 implies that c1=c2= 12k and b4=d4=
1
2k. Thus, 4=1, 2 + 3 + 4=1,
1 + 2=1 + 3=1 and so 2=3=0, a contradiction.
Suppose that c1¿0. Then we may assume that c2= · · · =c6=b1=b2=d1=d2=0. If
c1=k then b3=b4=0, d3=d4=k and n=c1+d3+d4=3k and j is a linear combination
of three rows. We may therefore assume c1¡k. k=b3 + c1=b4 + c1 implies that
b3=b4¿0. k=b3 + b4 + d3=b3 + b4 + d4 implies that d3=d4. If d3=d4=0 then j
is a linear combination of three rows and k= 23n. If d3=d4¿0 then 3=4=1 so
1=2=−1 and then 1 + 2 =1, a contradiction.
We may therefore assume that c1= · · · =c6=0. If all the numbers di are positive
then i=1 for all i and bi=0 for all i, and so n=d1 + d2 + d3 + d4=4k.
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If d1; d2; d3 are positive but d4=0 then 1=2=3=1 so b1=0. k=b2 + b3 +
d1=b2 + b4 + d2=b3 + b4 + d3=b2 + b3 + b4 implies that b4=d1, b3=d2, b2=d3,
n=b2 + b3 + b4 + d1 + d2 + d3=2k.
We may now assume that at most two of the numbers di are positive.
Suppose that d1¿0, d2¿0 and d3=d4=0. k=b1+b3+b4=b2+b3+b4 implies that
b1=b2. If they are both positive then, since 1=2=1, 3=4=−1 and so b3=b4=0.
So k=b1+b2+d1=b1=b2, a contradiction. Thus b1=b2=0 and so M has two identical
rows.
We may therefore assume that at most one number di is positive. Suppose that
d1¿0, d2=d3=d4=0. From the row sums we see that b1=b2=b3. Since we may
assume that M does not have two identical rows, b1=b2=b3¿0, and so 2=3=4.
Since k=b1 + b2 + b3 + d1=b1 + b2 + b4, b4¿0, and so 2=3=4= 13 , but then
1=1 + 2 + 3=1 + 13 +
1
3 , a contradiction.
Finally, we may assume that d1=d2=d3=d4=0. Then k=b1 + b2 + b3=b1 + b2 +
b4=b1 + b3 + b4=b2 + b3 + b4 and 3n=3b1 + 3b2 + 3b3 + 3b4=4k.
Proof of Theorem 3. It follows from Eq. (3) that a DSRG has eigenvalue =0 if and
only if d= − . Since d2=( − )2 + 4(t − ), this is equivalent to t=.
If =0 then the rank of the adjacency matrix is the sum of the multiplicities of k
and , i.e. the rank is 1 + (k + (n− 1))=(− )=1 + k=d, by Eq. (4).
Let A be the adjacency matrix of a DSRG. The sum of the rows in A is kj. Thus j
belongs to the row space of A. If the rank of A is r then let {v1; : : : ; vr} be a subset
of the set of rows of A that forms a basis of the row space.
Since k=n is impossible in a DSRG, it follows from Lemma 7 that the rank of A
is at least 2. Suppose that A has rank 2. Then 1+ k=d=2, i.e. k=d and by Lemma 7,
n=2k. Since d= −  and 6k, =k. Thus, t==k and the graph is undirected
and it is a complete bipartite graph. This case is not considered in Theorem 3.
Suppose that the rank of A is r=3. Then 1 + k=d=3, i.e. k=2d and d=−  and
t=. By inserting these equations in Eq. (1) we get
3d=
n
k
:
From Lemma 7 we get that r=3 implies that k=n∈{1; 12 ; 13 ; 23}.
We investigate each case:
n=k: This is not possible.
n=2k: Then 3d=2. Since d is even write d=2m. Then t==3m; =− d=m;
k=2d=4m; n=2k=8m.
n=3k: Then 3d=3, and so t==d; = − d=0; k=2d; n=3k=6d.
n= 32k: Then 3d=
3
2, i.e. t==2d and k=2d. But then t=k and so the graph is
an undirected complete 3-partite graph.
Suppose next that the rank of A is 4. Then we have k=3d, d=− , t= and by
Eq. (1),
4d=
n
k
:
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From Lemma 7 we know that k=n∈{1; 12 ; 13 ; 23 ; 14 ; 34 ; 25 ; 35}.
We investigate each case.
n=k is not possible.
n=2k: In this case 4d=2, i.e. t==2d; = − d=d; k=3d; n=6d.
n=3k: In this case 4d=3. We write d=3m. Then t==4m; = − d=m;
k=3d=9m; n=27m. From Lemma 7 we know that j is a linear combination of three
of the vectors {v1; : : : ; v4}
The types of columns of the 4 × n submatrix of basis vectors and the number of
columns of each type is (rows may be permuted)
a k − a b k − b c k − c
1 1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 1
1 0 1 0 1 0
where a + b + c=k. Since A has rank 4, a; b; c¡k and we may assume that a; b¿0.
Since the sum of all rows in A is kj there must be a row v=
∑
ivi with a 1 in the
second type of column and 0 in the 2rst type. We have 1=1, 4=−1. Then 2=1.
The number of 1’s in v is at least (k−a)+(k−b)¿k. Since we have equality, a+b=k,
i.e., c=0. We see that every row of A is either v; v1; v2; v4, or v3 (modulo permutation
of columns). There is a set of k=9m identical columns of A, i.e., there is a set W of
9m vertices in the graph and a set N of 9m vertices so that for every vertex x∈W the
set of in-neighbours of x is N . Since no vertex is its own in-neighbour, W and N are
disjoint. This also means that a vertex in W does not have an out-neighbour in W .
Since t=4m every vertex in W has 4m out-neighbours in N and 5m out-neighbours
in the complement of W ∪N which consists of 9m vertices. Thus any two vertices in
W have a common out-neighbour.
Since there are only 2ve distinct rows in A, the vertex set of the graph can be
partitioned in 2ve sets so that two vertices have equal out-neighbour sets if and only
if they belong to the same set.
Since every pair of vertices in W have a common out-neighbour, it follows from
the structure of v; v1; v2; v4 and v3 that at most two of these 2ve sets intersect W . Thus,
there is a subset W ′⊂W , where |W ′|¿4m, so that every vertex in W ′ has the same
out-neighbour set. In particular, there is a vertex z∈N , such that every vertex in W ′
is both in- and out-neighbour of z. Thus, t¿|W ′|¿4m, a contradiction.
Thus n=3k is not possible.
n= 32k: Then 4d=
3
2. We write d=3s. Then t==8s; =− d=5s; k=3d=9s.
From Theorem 2.4 in Duval [3] we have − 62(k − t). In this case we get 3s62s,
a contradiction.
n=4k: In this case 4d=4, i.e., t==d; = − d=0; k=3d; n=12d.
n= 43k: Then 4d=
4
3, i.e., t==3d and k=3d. Thus, we have an undirected com-
plete 4-partite graph.
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n= 52k: Then 4d=
5
2. Thus 5 |d. Since n= 52k= 152 d, d is even. We write d=10m.
Then t==16m; = − d=6m; k=30m; n=75m.
We know from Lemma 7 that the adjacency matrix has a set of 25n=30m identical
columns. It is also easy to see that every row in A is equal to one of the four basis
vectors.
Thus we have a subset W of the vertex set such that every vertex in W has in-
neighbour set N , where |W |= |N |=30m and W and N are disjoint.
Two vertices in W each have k=30m out-neighbours in the complement of W ,
which has cardinality 45m, and so they have a common out-neighbour.
Therefore we can partition W into at most three sets W =W1∪W2∪W3 so that all the
vertices in Wi have the same set of out-neighbours, for i=1; 2; 3. We may assume that
|W1|¿|W2|¿|W3|. Since any vertex in W has t=16m out-neighbours in N , any two
vertices in W have a common out-neighbour in N . Thus there is a vertex z in N such
that every vertex in W1∪W2 is both in- and out-neighbour of z. Thus t¿|W1∪W2|¿20m,
a contradiction.
n= 53k: In this case 4d=
5
3. Since 5 |d we write d=5m. Then t==12m; =−
d=7m; k=15m; n=25m.
From Lemma 7 we know that there is a set of 10m identical columns in A. This
corresponds to a set W of 10m vertices that are not joined by any edge. Thus every
vertex in W is both in- and out-neighbour of each of the k=15m vertices in the
complement of W . Thus t=15m, a contradiction.
Proof of Theorem 4. Suppose that G is a DSRG with parameters (8m; 4m; 3m;m; 3m)
and with vertex set V and adjacency matrix A. Then A has rank 3. Let {v1; v2; v3} be
a set of linearly independent rows of A. By Lemma 7, the types of columns and the
number of columns of each type in the matrix with rows v1; v2; v3 are
a k − a k − a a
1 1 0 0
0 0 1 1
1 0 1 0
for some number a. Clearly, 0¡a¡k. Then the only other {0; 1}-vector with k 1’s
spanned by v1; v2; v3 is v4=v1 + v2 − v3. There are also only four diMerent columns
in A.
We can therefore partition V into four sets, such that two vertices have equal in-
neighbour sets if and only if they belong to the same set.
Let W be one these four sets. Then W is an independent set. Let x and y be any two
vertices in W . Since x and y are non-adjacent and they have out-degree 4m= 12n, they
have a common out-neighbour, Since any pair of vertices in W has a common out-
neighbour, it follows from the structure of v1; : : : ; v4 that W can be partitioned into at
most two sets, such that any two vertices in the same set have the same out-neighbour
set.
It follows that V can be partitioned into at most eight sets V1; : : : ; V8, such that any
two vertices in the same set have equal adjacencies.
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Consider a set Vi and x∈Vi. Let y be a vertex such that y→ x but not x→y.
Then x and y have common out-neighbour z, since x and y have degree 12n. Then
for every vertex x′∈Vi, there is a path y→ x′→ z. Thus |Vi|6=m. It follows that
|V1|= · · · = |V8|=m. Let H be the graph obtained by contracting each set Vi to a vertex.
Then H is the unique (8; 4; 3; 1; 3) DSRG. And G is the unique DSRG on 8m vertices
obtained from H by applying Duval’s Theorem 7.1.
Lemma 9. Let H be a digraph without isolated vertices and let G be the linegraph
of H . Then G is a DSRG if and only if for some constant t, there are exactly t
edges x→y for every pair x; y of vertices in H . And then the parameters of G are
(n; k; ; ; t)=(m(m− 1)t; (m− 1)t; t; 0; t).
Proof. Suppose that G is a DSRG. Suppose that x→y in H . Since the vertex in G
corresponding to this edge, has t adjacent vertices (adjacent in both directions), there
are exactly t edges y→ x and also exactly t edges x→y.
Since H has no isolated vertex this implies that every vertex has both in- and out-
neighbours.
Let x and y be two vertices in H . There exist vertices v and u such that u→ x and
y→ v (these four vertices need not be diMerent). In G there is no edge from the vertex
a corresponding to u→ x to the vertex b corresponding to y→ v (since x =y). Since
there are  paths of length 2 directed from a to b, there are  edges x→y in H . Thus
= t and H is as described (as ¿0).
It follows easily that the linegraph of a graph H with these properties is a DSRG
with the required parameters.
Proof of Theorem 5. By Eq. (3), the eigenvalues of a DSRG with these parameters
are
=
1
2
(− + + d)=0
and
=
1
2
(− + − d)=−t;
since d2=( − )2 + 4(t − )= t2 implies that d= t.
By Eq. (4), the multiplicity of the eigenvalue =0 is −(k + (n − 1))=( − )=
−((m− 1)t − t(n− 1))=t=n−m. Thus the rank of the adjacency matrix is m=n=k. It
follows from Lemma 6 that the DSRG is a line digraph. The result follows from
Lemma 9.
5. Combinatorial bounds on parameters
Theorem 10. The parameters of a DSRG satisfy (k − t)( − (k − t))6t.
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Proof. Let G be a DSRG. Let x and y be vertices in G such that x→y but y → x.
Then there are  vertices z such that y→ z→ x. At least  − (k − t) of these ver-
tices z have x↔ z. Since y can be chosen in k − t ways (for x 2xed), there are
at least (k − t)( − (k − t)) edges y→ z, where z↔ x and x→y → x. For any 2xed
z there are at most  such edges. And the total number of such edges is at
most t.
The following parameter sets are excluded by this result:
(n; k; ; ; t)=(25m; 10m; 6m;m; 6m); (64; 17; 6; 0; 13); (88; 23; 8; 0; 17); : : :
(25m; 10m; 6m;m; 6m) was also excluded by Theorem 3.
If there is equality in Theorem 10 and =0 then the graph can be partitioned in
subgraphs with 3 vertices:
Theorem 11. If =0 and k= t +  then n is divisible by 3.
Proof. If =0 and k= t+ then we have equality in the above inequality. This means
that for any 2xed vertex x and for vertices y and w such that x→y → x, w→ x →w,
there is an edge y→w, but w →y as =0. Since this is also true with x replaced by
y or w, we see that there is a subgraph with vertices x=x1; : : : ; x; y1; : : : ; y; w1; : : : ; w
and edges xi→yj→wh→ xi for all i; j; h and no other edges. Since every vertex be-
longs to a unique such subgraph, n is divisible by 3.
This theorem excludes the existence of DSRGs with parameters (n; k; ; ; t)=(54; 13;
4; 0; 9); (78; 19; 6; 0; 13); (98; 16; 3; 0; 13); : : : :
If this restriction is satis2ed and =2 then the vertices of the graph can be partitioned
into copies of the unique DSRG with parameters (12; 4; 2; 0; 2):
Theorem 12. There exist no DSRGs with (n; k; ; ; t)=(30; 7; 2; 0; 5).
Proof. Suppose there exist such a graph. By the proof of the above theorem the vertices
can be partitioned in 2ve isomorphic subgraphs H1; : : : ; H5. Then every edge joining
two of these sets is undirected.
H1 has vertices vi; j ; i∈Z3; j∈Z2. The edges are vi; j→ vi+1; j′ , for i∈Z3; j; j′∈Z2.
If x =∈H1 is adjacent to at least two vertices in H1, then its neighbours in H1 are vi;0
and vi;1 for some i.
For each i, vi;0 and vi;1 have exactly two common neighbours outside H1. For i=1,
let x be one such vertex. We may assume that x∈H2.
The vertices of H2 are wi; j; i∈Z3; j∈Z2 and the edges are wi; j→wi−1; j′ , for i∈Z3;
j; j′∈Z2. We may choose notation so that x=w1;0.
Then since w1;0↔ v1;0→ v2;0 and w1;0↔ v1;1→ v2;0 we also have v2;0↔w2;0→w1;0
and v2;0↔w2;1→w1;0.
Similarly, w2;0↔ v2;1↔w2;1.
Then we also get v0;0↔w0;0↔ v0;1↔w0;1↔ v0;0 and v1;0↔w1;1↔ v1;1. Thus, the
union of H1 and H2 spans a subgraph which is a (12; 4; 2; 0; 2)-DSRG. H3; H4; H5 also
come in pairs; but their number is odd. Contradiction.
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This argument also proves that the vertices of a (192,19,2,0,17)-DSRG can be parti-
tioned in 16 subgraphs each of which is a (12,4,2,0,2)-DSRG. It is not known whether
such a DSRG exists (but it has a negative Krein parameter).
6. Table and constructions
Duval [3] gave a list of all feasible parameter sets with n620. The problem of
existence has now been solved in each of those cases by Duval [3], Klin et al. [12],
Fiedler et al. [5], and JNrgensen [10]. Brouwer [2] has a website with the details for
each of the parameter sets.
Further, we give a table of parameter sets with 20¡n626 and k¡n=2. Theorems 7.1
and 7.2 in Duval’s paper are product constructions based on smaller directed strongly
regular graphs.
The table contains 2ve new directed strongly regular graphs.
Theorem 13. In the group 〈x; y | x3=y7=1; yx=xy2〉 the set {y; y3; x; xy2; x2; x2y5}
generates a Cayley graph which is a DSRG with parameters (21; 6; 2; 1; 2).
Recently, Duval and Iourinski [4] have found a general construction Cayley graph
DSRG’s. The graph in Theorem 13 is a special case of this construction. Another
general construction of DSRG’s was recently found by Godsil, Hobart and Martin, see
[2]. This construction also gives a DSRG with parameters (21; 6; 2; 1; 2) as a special
case.
Theorem 14. In the symmetric group S4 the sets
{(3; 4); (2; 3); (2; 3; 4); (1; 2)(3; 4); (1; 2; 3; 4); (1; 3; 2); (1; 3; 4; 2); (1; 3; 4)};
{(3; 4); (2; 3); (1; 2; 3); (1; 2; 4; 3); (1; 3; 2); (1; 3; 4); (1; 3)(2; 4); (1; 4; 3); (1; 4; 2; 3)}
and
{(3; 4); (2; 3); (2; 3; 4); (2; 4; 3); (1; 2); (1; 2; 3); (1; 2; 3; 4); (1; 4; 3; 2); (1; 4; 3); (1; 4)}
generate Cayley graphs which are DSRGs with parameters (24; 8; 3; 2; 3), (24; 9; 4; 2; 7)
and (24; 10; 4; 4; 8), respectively.
Theorem 15. The graph with vertices xi; yi, i∈Z13 and edges
xi→ xi+a; a∈{1; 2; 4; 9; 11; 12};
xi→yi+b; b∈{0; 1; 2; 3; 8};
yi→ xi+c; c∈{1; 4; 5; 6; 9};
yi→yi+d; d∈{3; 5; 6; 7; 8; 10}
is a DSRG with (n; k; ; ; t)=(26; 11; 5; 4; 7).
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Theorems 13–15 can be proved easily by hand, but the DSRGs were found by com-
puter search. The graphs in Theorems 13 and 14 were found by searching for Cayley
graph DSRGs. A similar search showed that a DSRG with parameters (24; 10; 5; 3; 5)
cannot be realized as a Cayley graph of any of the 15 groups of order 24.
The graph in Theorem 15 was found by searching for DSRGs with an automorphism
of order 13. The orbits of this automorphism each spans a Paley graph of order 13. A
similar search showed that there is no DRSG with parameters (22; 9; 4; 3; 6) and with
an automorphism of order 11.
If there exist a DSRG with parameters (24; 10; 5; 3; 5) then its adjacency matrix has
rank 6.
(n; k; ; ; t) Existence Reference=construction
(21; 6; 2; 1; 2) + Theorem 13
(21; 8; 3; 3; 4) + [12], Oag algebra of PG(2,2)
(22; 9; 4; 3; 6) ?
(22; 10; 5; 4; 5) + [3], Theorem 6.1
(24; 5; 1; 1; 2) + [11], DSRGs with =
(24; 6; 2; 0; 2) + [3], Theorem 7.1
(24; 7; 2; 2; 3) + [3], Theorem 7.2
(24; 8; 3; 2; 3) + Theorem 14
(24; 8; 4; 0; 4) + [3], Theorem 7.1
(24; 9; 4; 2; 7) + Theorem 14
(24; 10; 4; 4; 8) + Theorem 14
(24; 10; 5; 3; 5) ?
(24; 11; 3; 7; 8) + [3], Theorem 7.2
(24; 11; 4; 6; 7) + [3], Theorem 7.2
(24; 11; 5; 5; 6) + [9], Cayley graph of D12
(25; 9; 2; 5; 6) NO Theorem 3, complement has rank 4
(25; 10; 6; 1; 6) NO Theorem 3, rank 3 and Theorem 9
(26; 11; 5; 4; 7) + Theorem 15
(26; 12; 6; 5; 6) + [12], Cayley graph of D13
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