Abstract-Performance bounds for opportunistic networks have been derived in a number of recent papers for several key quantities, such as the expected delivery time of a unicast message, or the flooding time (a measure of how fast information spreads). However, to the best of our knowledge, none of the existing results is derived under a mobility model which is able to reproduce the power law+exponential tail dichotomy of the pairwise node intercontact time distribution which has been observed in traces of several real opportunistic networks. The contributions of this paper are two-fold: first, we present a simple pairwise contact modelVcalled the Home-MEG modelVfor opportunistic networks based on the observation made in previous work that pairs of nodes in the network tend to meet in very few, selected locations (home locations); this contact model is shown to be able to faithfully reproduce the power law+exponential tail dichotomy of intercontact time. Second, we use the Home-MEG model to analyze flooding time in opportunistic networks, presenting asymptotic bounds on flooding time that assume different initial conditions for the existence of opportunistic links. By comparing asymptotic bounds with the results of simulations performed using a realistic human mobility model, we demonstrate the capability of the proposed Home-MEG model to faithfully predict the speed of information spreading in large-scale opportunistic networks. Finally, our bounds provide some analytical evidences that the speed of information spreading in opportunistic networks can be much faster than that predicted by simple geometric mobility models.
A crucial aspect when attempting to analyze opportunistic network performance is mobility modeling. In fact, node mobility is a crucial communication means in opportunistic networks, and different assumptions about node mobility patterns might lead to different conclusions about network performance. Thus, credible conclusions about network performance for what concerns, e.g., flooding time, can be drawn only if the mobility model used in the analysis closely resembles mobility features observed in real-world mobility traces that are available in the literatureVsee, e.g., those collected in [6] . In particular, the mobility feature that most profoundly impacts opportunistic network performance is the intercontact time, defined as the time elapsing between two consecutive encounters of any two nodes A and B (see Section 3 for a formal definition).
It has recently been observed that the intercontact time distribution in real-world mobility traces displays a dichotomy: it initially obeys a power law, but it has an exponential tail for relatively large time values [15] . This so-called power law+exponential tail dichotomy of intercontact time distribution is now commonly accepted in the community as a distinguishing feature of human mobility. Another interesting finding of [15] is that the intercontact time between a pair of nodes in the network is positively correlated with the return time to some ''home locations''. In other words, a specific pair of nodes tends to repeatedly and quite regularly meet in a few selected locations within the movement area, which explains the exponential decay in the tail of the intercontact time distribution.
Recently, several mobility models aimed at reproducing the power law+exponential tail dichotomy of intercontact time have been introduced in the literature [1], [12] , [13] , [17] , [21] , [22] , most of which are based on the notion of home location first introduced in [15] . However, to our best knowledge, existing results on asymptotic performance bounds for opportunistic networks are based on much simpler models, which are not able to reproduce the power law+exponential tail dichotomy of intercontact time observed in [15] Vsee next section. Thus, the problem of analyzing opportunistic network performance based on a mobility model able to reproduce this dichotomy is still open. In this paper, for the first time, we present a theoretical analysis of opportunistic network performance based on a pair-wise contact model (which can be thought of as an abstract mobility model) able to reproduce the power law+exponential tail dichotomy of intercontact time, thus addressing the above mentioned open problem. More specifically, we first introduce a simple, Markovian model of communication opportunities between pair of nodes, based on the observation made in [15] that nodes tend to meet at few selected locations (homes), which explains the name of the modelVHome-Markovian Evolving Graph (Home-MEG, in short). Next, we validate the Home-MEG model against several real-world data traces, and show that it is able to closely reproduce the power law+exponential tail dichotomy of intercontact times. Finally, we use the Home-MEG model to derive theoretical performance bounds on flooding time in opportunistic networks as the size n of the network grows. The obtained asymptotic bounds are then validated against increasingly large mobility traces generated using a synthetic, yet realistic, mobility model [21] . As we shall see, our bounds suggest a radically different performance than that predicted by previous studies on flooding time based on geometric, random walk-like mobility models [4] , [5] , [23] , [24] : flooding might be very fast in opportunistic networks having dichotomic intercontact time.
Before ending this section, we want to comment about the importance of characterizing flooding performance in the asymptotic regime. The flooding time (or broadcast time) is defined as the time necessary for a node to deliver a packet to every other node in the network. Accurate estimation of the flooding time can help researchers and network designers answer questions such as: ''Which is the time needed for a warning message issued by a vehicle to reach every other vehicle in the network?'', or ''Which is the time needed for a virus generated by a node in a pocket switched network to propagate in the entire network?'', and so on. Our interest in asymptotic analysis stems from the fact that the number of nodes in opportunistic networks is likely to be very high: think about the number of vehicles forming a vehicular network in a large city, or the number of individuals forming a metropolitan-wide pocket switched network.
The rest of this paper is organized as follows. In Section 2, we survey related work and discuss our contributions. In Section 3, we introduce and validate the Home-MEG model by showing its good fit with some realworld contact traces. In Section 4, we analyze flooding time in opportunistic networks using the Home-MEG model. In Section 5, we present the results of simulation experiments we have performed to validate the accuracy of the theoretical performance bounds derived in Section 4. Finally, Section 6 concludes the paper.
RELATED WORK AND CONTRIBUTIONS
Several mobility models have been recently introduced in the literature with the purpose of faithfully reproducing features observed in human mobility traces [1] , [12] , [13] , [17] , [21] , [22] . In fact, it has been observed that well-known mobility models such as random-waypoint and random walks cannot be directly used to faithfully reproduce human mobility, especially for what concerns the observed power law+exponential tail dichotomy of intercontact time distribution [15] . However, these models can be modified to (explicitly or implicitly) account for some form of social relationships between individuals, so that features observed in real-world contact traces emerge also in the traces generated by the mobility model at hand. Unfortunately, all the recently introduced models of human mobility share the property of introducing a strong interdependency between movement patterns of nodes in the network (e.g., nodes with strong social ties tend to have quite similar mobility patterns), which renders the analysis of asymptotic opportunistic network performance based on these models extremely difficult.
As a matter of fact, existing opportunistic network performance analyses are based on much simpler mobility models, if not on more abstract models of pair-wise contacts in which node trajectories in a geographical domain are not modeled, but only possible pair-wise contact opportunities. For instance, in [10] , [18] , [25] , [28] , [30] the authors study unicast performance under the assumption of i.i.d., exponentially distributed intercontact times between any pair of nodes in the network. Similarly, in [2] the authors analyze unicast performance under the assumption of intercontact times distributed according to a power law, while the analysis of [11] is based on the assumption of a truncated power law to model intercontact times. Simple geometric, random-walk mobility models have been instead used to analyze flooding performance in opportunistic networksVsee [4] , [5] , [14] , [23] , [24] . Finally, [16] , [19] use the Lévy walk mobility model in the analysis.
Summarizing, we currently are in a situation in which there is a quite deep understanding of the main features of human mobility, and a good number of mobility models aimed at reproducing these features have been designed. On the other hand, existing analytical performance bounds for opportunistic networks have been derived based on much simpler mobility models, which are known not to be able to reproduce typical human mobility patterns. Thus, currently there is a gap between the state of knowledge in human mobility modeling, and what is known about opportunistic network performance bounds.
In this paper, we make a substantial step forward towards closing this gap by presenting, for the first time, asymptotic performance bounds for opportunistic networks based on a contact model which we show to be able to reproduce a salient feature of human mobility, namely, that pair-wise intercontact times display a power law+exponential tail dichotomy. More specifically, we present bounds on flooding time, which were previously derived only using simple geometric, random-walk mobility models which are known not to be able to reproduce the above described dichotomy. 1 Before ending this section, we want to outline that different mobility assumptions have a profound impact on the derived asymptotic performance bounds. For instance, considering unicast performance, denoting with E½T n the expected packet delivery time in a network with n nodes, we have that lim n!1 E½T n ¼ c, for some constant c 9 0, in case of exponentially distributed intercontact times [10] , [28] , [30] , while lim n!1 E½T n ¼ þ1 if intercontact times obey a power law with sufficiently low exponent [2] .
The bounds derived in this paper seem to suggest a similar impact of mobility assumptions on flooding performance. In fact, if we consider n nodes moving with random walk-like mobility over a square area of side L ¼ Qð ffiffiffi n p Þ with transmission range and node speed set to some positive constant, then the time needed to complete flooding is Wð ffiffiffi n p Þ, a lower bound which has been recently shown to be almost tight [23] , [24] . Thus, existing results suggest that flooding time grows unboundedly with n, at rate which is polynomial in n. On the contrary, our results suggest that, in a network with similar density as that considered in [23] , [24] , flooding time grows unboundedly with n, but with a rate which is logarithmic in nVfor a more detailed discussion on this important issue, see Section 4.
THE HOME-MEG MODEL: DEFINITIONS AND VALIDATION

The Home-MEG Model for a Single Link
When modeling asymptotic opportunistic network performance, at least the following two options can be undertaken to model intercontact times: 1) using a geometric mobility model defined in a specific geographic domain (e.g., random-walk in a unit square), and deducing pair-wise contact patterns based on node trajectories, coupled with a notion of transmission rangeVsee, e.g., [4] , [5] , [14] , [23] , [24] ; or 2) abstracting details of the underlying geographic domain and modelling directly intercontact time between nodesVsee, e.g., [2] , [10] , [11] , [25] , [28] , [30] . Both approaches have pros and cons. In the case of 1), pairwise contact traces are by construction consistent with a reference geometry and, under that respect, can be considered realistic. On the other hand, the analysis of asymptotic performance bounds under approach 1) is quite complex, due to the need of deriving contact traces from an underlying mobility model. As a matter of fact, this intrinsic complexity is the reason why existing analyses based on approach 1) are restricted to very simple underlying mobility models such as random waypoint and random walk, which are known not to be able to reproduce the power law+exponential tail dichotomy of intercontact time distribution typical of human mobility. Conversely, approach 2) is apt for asymptotic performance analysis, since pair-wise contact patterns are modeled directly instead of being derived from an underlying mobility model. On the other hand, contact patterns under approach 2) lack to refer to an underlying reference geometry, hence some aspects related to human mobility (e.g., the fact that when a node is in a certain region R of the movement domain, it can come into contact only with nodes that are located in R or in nearby locations) are not captured by contact models.
In this section, we introduce, to the best of our knowledge, the first contact model which: 1) is able to faithfully reproduce the power law+exponential tail dichotomy of intercontact time typical of human mobility, and 2) can be used to derive asymptotic performance bounds for opportunistic networks. Although we admit that, as described above, contact models do not capture all aspects of human mobility, based on 1) we claim that the model defined herein is realistic in the sense that, differently from the models used to derive existing asymptotic performance bounds [2] , [4] , [5] , [10] , [11] , [14] , [23] , [24] , [25] , [28] , [30] , it is able to reproduce the power law+exponential tail dichotomy of intercontact time observed in human mobility traces. As we will discuss in detail in Section 5, the Home-MEG model can be used to derive accurate performance bounds on the flooding time in large-scale opportunistic networks, despite some simplifying assumptions made in the analysis.
As the name suggests, to increase accuracy of the generated contact traces the Home-MEG model is based on the notion of home location introduced in [15] . A pictorial representation of the Home-MEG model is reported in Fig. 1 . The state transition diagram reported in the figure models probability of occurrence of a wireless link between a specific pair of nodes u; v in the network at discrete time t. We can interpret the state transition diagram reported in Fig. 1 as follows. The pair of nodes u; v can be in one of two states: Home state, corresponding to the situation in which both nodes u and v are at one of their home locations; and NonHome state, corresponding to the complementary situation in which one of the nodes (or both) are not in a home location. We recall that, according to [15] , any pair of nodes in an opportunistic network tend to repeatedly meet in a few locations (home locations), while meeting opportunities outside the home sites are occasional. To account for this, in the Home-MEG model the probability of establishing an instantaneous communication opportunity (i.e., a contact between u and v) at time t depends on the state of the pair: it is with 0 G G 1 when the pair is in state H, and it is with 0 G when the pair is in state NH. Finally, two further parameters of the model are the probability q of making a transition from Home to Non-Home state, and the probability p of making a transition from Non-Home to Home state. Summarizing, the model is fully characterized by four 1 . Although the authors of [15] introduce versions of random waypoint and random walk mobility able to reproduce the power law+exponential tail dichotomy, the mobility models used in the analyses of [4] , [5] , [14] , [23] , [24] are based on standard random waypoint/random walk models, which do not reproduce the intercontact time dichotomy. parameters: the state transition probabilities p and q, and the contact opportunity probabilities and .
The goal of the Home-MEG model is modeling communication opportunities or contacts between u and v, where a communication opportunity is intended here as an instantaneous event during which an arbitrarily large number of messages can be exchanged. This notion of communication opportunity is consistent with a scenario in which the time step considered for analyzing information propagation within the network is relatively large, and the amount of data to be transferred between nodes is small. For instance, we can think of time steps elapsing a few minutesVthis is consistent with all real-world data collected so far [15] ; if a communication opportunity occurs between u and v at time t 0 , it is very reasonable then to assume that all messages in the respective buffers can be exchanged well before the next time step t 1 .
Finally, notice that the Home-MEG model as defined here is similar to the Gilbert-Elliot model [8] , [9] of communication channel, which has been extensively used in the communication engineering community to estimate probability of bit error bursts on a channel.
Intercontact Time in the Home-MEG Model
The intercontact time distribution in the Home-MEG model can be derived recursively as followsVsee [20] , where the Gilbert-Elliot model is used. In the following, IC is the random variable corresponding to the number of time steps elapsing between two consecutive contact opportunities.
Let p H and p NH represent the stationary probabilities of finding the pair of nodes in state H and NH, respectively. It is easy to prove that
The probability P ðHjContactÞ (respectively, P ðNHjContactÞ) of finding the pair in state H (respectively, NH), conditioned on the event that a contact occurs can be computed applying Bayes' theorem P ðHjContactÞ ¼ P ðContactjHÞ Á P ðHÞ P ðContactÞ
The value of P ðIC ¼ kÞ, for any k ! 1, is recursively defined as follows:
Validation
Can we set the parameters of the Home-MEG model so that it fits real-world data traces? To answer this question, we have considered the six data traces used in [15] , selecting a few representative points from the corresponding complementary cumulative density function (ccdf) of the aggregate intercontact time distribution. The main features of the considered traces are reported in Table 1 (see [15] for more details on the data traces). We have then performed an iterative search on the four-dimensional parameter space of the Home-MEG model, aiming at minimizing the mean square error (in log scale) between the data trace of reference and the ccdf produced by the Home-MEG model. The resulting best fittings for the six traces are reported in Fig. 2 . As seen from the figure, the fitting is very good, and in particular the well-known power-law+exponential tail behavior of the aggregate intercontact time ccdf is well reproduced by the Home-MEG model. The relatively worse fit of the Home-MEG with the MIT Cell trace can be explained as follows. The MIT Cell trace is obtained from cellular network data, where two nodes are assumed to be in contact if registered with the same cell tower. Since the transmission range of a cell tower is a few kilometers, the spatial granularity of the MIT Cell trace is much coarser than that of traces generated with short range wireless devices (Bluetooth/WiFi), which have a transmission range in the order of tens of meters. The coarser spatial granularity of the MIT Cell trace is the likely reason of its relatively worse fit with the Home-MEG model, which is instead aimed at modeling short-range radio communication opportunities.
The values of the four model parameters corresponding to the best fit for the six traces are reported in Table 2 . In all cases, the time step in the Home-MEG model was set to 86.4 seconds. The table reports also the stationary probability p H of finding the system in HOME state (both nodes in one of their home locations), the ratio = of link occurrence probabilities in the HOME and Non-HOME states, and the sum p þ q of the probabilities of making a state transition. As seen from the table, despite the different values of the four parameters for the different data traces, some general conclusions about these values can be drawn, namely: 1) users spend most of the time in 
Notice that property 1) above is apparently in contradiction with recent characterizations of human mobility, according to which individuals tend to spend most of their time in a few locations [27] . However, we reiterate that, differently from most literature on human mobility models, the notion of home in the Home-MEG model refers to a pair of nodes, and is aimed at modeling the fact that the two nodes are simultaneously present in one of their meeting sites (home locations). Thus, the fact that a single node u spends most of the time in a few locations is not in contradiction with the fact that node u and, say, node v are only seldom co-located in one of their meeting sites.
Evolving Networks and Home-MEG Model
The Home-MEG model can be used to describe the evolution of a network of mobile nodes that can have pairwise interactions over time. For the purpose of analysis, we now formally re-state the Home-MEG model as a collection of independent Markov chains. Consider a time evolving graph G ¼ ð½n; E t Þ, where ½n is the (fixed) node set and E t is the time evolving edge set. Suppose every edge of the graph can be in four states fHC; HD; NC; NDg. In states HC and NC we say the edge exists (and the nodes are in Home and Non-Home states, respectively), while in states HD and ND we say the edge does not exist. The Markov chain over such a state space is given by the following transition matrix: (See equation (1) at bottom of the page). Such a chain is clearly ergodic (irreducible and aperiodic) and it is easy to verify that the following state distribution is stationary:
The Home-MEG model for a network of n nodes can now be formally defined as follows:
Definition 1 (Home-MEG). A Home-MEG model H ¼
Hðn; p; q; ; Þ on n nodes, where n 2 N þ and 0p; q; ; 1, is a sequence of random graphs H ¼ fG t ¼ ð½n; E t Þ : t 2 Ng such that the set of edges at time t is E t ¼ e 2 ½n 2 : X t ðeÞ 2 fHC; NCg where ffX t ðeÞg t2N : e 2 ½n 2 g is a family of independent Markov chains with transition matrix as in (1).
Depending on the specific assumptions, the initial set of edges E 0 , which is determined by the initial state of the Markov chains, can be arbitrary, or determined by the stationary distribution of the Markov chains (see below).
We stress again that the notion of Home state in the Home-MEG model is referred to a specific node pair, and that the nðn À 1Þ=2 identical Markov chains used to model all possible links in the network are independent. The above implies that, for instance, the transitive property does not hold. In other words, the fact that the pairs of nodes fu; vg and fu; wg are in Home state does not imply that also pair fv; wg is in Home state. Thus, Home state in the Home-MEG model must not be intended as a single popular location within the network where all the nodes regularly meet, but rather as an abstract location corresponding to the (few) physical locations where a specific pair of nodes regularly meet. Notice that the independence assumption in Definition 1 implies that meeting locations are assumed to be different for each pair of nodes. Admittedly, this is an approximation of reality, where meeting locations are likely to be shared by several pairs of nodes. However, in the previous section we have shown that, despite this approximation, the Home-MEG model is able to accurately reproduce the aggregate intercontact time distribution observed in several real-world traces. Furthermore, we will show in Section 5 that the simplifying assumptions made throughout the analysis, namely, that an opportunistic network with n nodes can be modeled by nðn À 1Þ=2 identical and independent Markov chains, do not impact the significance of the obtained asymptotic performance bounds.
FLOODING TIME OF HOME-MEGS
Let G be an evolving graph, the flooding process in G proceeds as follows: Start with one single informed node and, during the evolution of the graph, when a non-informed node gets in touch with an informed one, it collects the information. Let G ¼ fG t ¼ ð½n; E t Þ : t 2 Ng be an evolving graph and let s 2 ½n be a node.
Definition 2 (Flooding Process). The flooding process in G
with source s is the sequence fI t : t 2 Ng of sets of nodes defined recursively as follows . I 0 ¼ fsg (at the beginning only the source node is informed); . I tþ1 ¼ I t [ N tþ1 ðI t Þ (the neighbours of informed nodes become informed)
where N tþ1 ðI t Þ is the neighborhood of I t in graph G tþ1
Given an evolving graph G and a source node s 2 ½n, the completion time T ðG; sÞ of the flooding process is the first time step in which all nodes of the network are informed. The flooding time T ðGÞ is the maximum completion time over all possible choices of source s 2 ½n.
Upper and Lower Bounds Holding for Any Starting Edge Set
In the following theorem we give upper and lower bounds on the flooding time of Home-MEGs, without any specific assumption on the initial set of edges E 0 . Notice that this implies that the obtained bounds also holds over the transient phase of the Home-MEG. 
A Tighter Upper Bound for the Stationary Case (and Slow Changes)
In the previous subsection, we have provided upper and lower bounds on flooding time for the Home-MEG model. Notice that, while the upper bound stated in Theorem 3 is not based on any specific assumption about the initial edge set E 0 , it is not tight in general: when p þ q ( 1 and G Vwhich is the case in practical situations, recall the discussion at the end of the previous sectionVthen p þ ð1 À pÞ ( ð1 À qÞ þ q and the lower bound on the probability of the existence of an edge we used in Theorem 3 is too lose. Indeed, consider the following example: assume p ¼ q ¼ ¼ 1=n and ¼ 1=n 2 . Notice that p ¼ q means that, if E 0 is random according to the stationary distribution, edges are in Home location approximately half of the time. In this case we havê
and Theorem 3 gives an upper bound Oðn log nÞ. On the other hand, the probability of existence of an edge, if it was in Home location at previous time step, is
Hence, based on [3] , one would expect flooding time to be something like Oðlog nÞ in this case. In other words, in the proof of Theorem 3 we lower bounded the probability of existence of an edge in a given time step as the edge always was in Non-Home state at previous time step, and this is clearly a loose bound when the ''stationary'' expected fraction of edges in Home state is significant and ( . In order to obtain a tighter upper bound on the flooding time, 2 . In the following, we use w.h.p. to denote the fact that an event E n , depending on a parameter n, holds with probability PðE n Þ U 1 À ð1=nÞ, for every n sufficiently large. 
Observe that, according to (2), we have 4=L ¼ ðHCÞ.
Theorem 4.
Let H ¼ Hðn; p; q; ; Þ be a Home-MEG and assume that d 5L n er minf1=; 1=ð4qÞg. Then, if the initial edge set E 0 is random according to the stationary distribution , the flooding time T n ðHÞ is w.h.p.
The upper bound in Theorem 4 is not always applicable (see the condition on L and on E 0 ) and, in case of frequent changes between the Home and the Non-Home states (i.e., for large values of p and q), it can be much weaker than the upper bound of Theorem 3. For instance, for $ 1=n, $ 1=n 2=3 , p $ 1=n 4=3 , and q $ 1=n 2=3 , the bound of Theorem 4 is Qðn 1=3 log nÞ while the upper bound obtained by Theorem 3 is Oðlog nÞ.
On the other hand, the upper bound in Theorem 4 can be much tighter than that of Theorem 3 in the realistic scenarios described in Section 3. Indeed, we first observe that the assumption d 5L n er minf1=; 1=ð4qÞg is in accordance with the ''realistic'' assumptions on p; q; ; derived in Section 3: When p þ q ( 1, the assumption is satisfied for any p U q=n. More importantly, the above theorem has the following interesting consequence.
Corollary 5.
Consider an opportunistic network with n nodes, and assume pairwise link occurrences are modeled with the Home-MEG model, with parameters set as follows:
for some arbitrary constant 0 G G 1. Then, flooding in the network is w.h.p. completed in Oðlog nÞ time.
We observe that all conditions 1), 2), and 3) stated in Section 3.3 are met when the parameters of the Home-MEG model are set as in the statement of Corollary 5. Also, when the parameters of the Home-MEG model are set as above, the stationary expected edge density (i.e. the number of neighbors of a node) is 1, i.e., the network is well below the connectivity threshold of Oðlog nÞ (this is consistent with the opportunistic network setting). With similar parameter settings, Theorem 3 gives a bound on flooding time of Oðn log nÞ.
Our bound on flooding time for sparse Home-MEG leads to conclusions that largely depart from those arising from simple geometry mobility models. Indeed, in [4] , [5] , [23] , [24] , tight bounds on flooding time are derived based on the random walk model in which the mobility and transmission range of nodes can be fixed in a certain range.
Informally
the nodes mobility radius in one time step is OðRÞ. Under these conditions, the flooding time is shown to be Qð ffiffi n p R Þ. By setting the transmission range in such a way that the expected node degree is Qð1Þ (i.e. the same as in Corollary 5) the results of [14] , [23] , [24] yield a Qð ffiffiffi n p Þ bound on flooding time, which is exponentially larger than the bound obtained (Oðlog nÞ vs Oð ffiffiffi n p Þ) with the Home-MEG model (Corollary 5). It is important to observe that both existing bounds based on geometric mobility models and the bounds derived herein display both realistic as well as unrealistic features of the induced contact patterns between nodes, as already discussed in Section 3. In particular, geometric mobility models faithfully capture the fact that occurrence/disappearance of a link between a pair of nodes is governed by physical notions such as distance between nodes, transmission range, etc. On the other hand, the specific mobility models used in the existing flooding time analyses [4] , [5] , [23] , [24] are known to be unrealistic mainly because of two reasons: 1) the generated contact traces do not display the power law+exponential tail dichotomy of intercontact times, and 2) human and veichular mobility largely differs from basic random walks. The Home-MEG model used in our analysis tackles the issue of the intercontact time dichotomy, but it is an abstract contact model in which occurrence of links between nodes is not related with physical notions such as distance between nodes, transmission range, etc., thus it is not realistic in that respect. Despite this unrealistic aspect, the experimental results presented in Section 5 indicate that the Home-MEG model is a reasonable candidate to estimate flooding time in opportunistic networks, while theoretical analysis of this model suggests that flooding time in opportunistic networks might be much shorter than predicted by existing polynomial bounds obtained from simple geometric mobility models. We want to comment on the fact that the Home-MEG model parameters are assumed to be dependent on the number n of nodes in the network, and in particular decreasing with n. This assumption appears reasonable, since a single Markov chain in Home-MEG models the existence/non-existence of the link between a specific pair of nodes in the network. For instance, this assumption is in accordance with a scenario in which the number of nodes (each with a fixed transmission range) in the network grows, while the density of nodes per unit area remains unchanged (constant density networks). Finally, we emphasize that, differently from previous related work [14] , [23] , our theoretical analysis provides high concentration results on flooding time (the results hold with high probability rather than asymptotically almost surely 3 ) and the constants hidden by the asymptotic notation are rather small, say not larger than 10. Both these properties are clearly crucial when the goal is to apply theoretical results to realistic scenarios.
Proof of Theorem 4. The proof of the theorem can be found in the supplemental material available online.
3. An event E n holds a.a.s. if lim n!1 PðE n Þ ¼ 1.
DISCUSSION AND EXPERIMENTAL ANALYSIS
The analysis presented in the previous sections is based on a pair-wise contact model, namely, the Home-MEG model. Although we have shown in Section 3 that the intercontact time distribution resulting from the Home-MEG model can be made to fit the aggregate intercontact time distributions observed in some real-world traces, some questions regarding its suitability as a model to study flooding time in opportunistic networks remained unaddressed so far. In particular, it is not clear to what extent the following assumptions made to simplify mathematical derivations can impact the validity of the model:
1. the occurrence of a wireless link between any two nodes in the network is governed by the same stochastic process, as described by the Home-MEG model with certain parameters p; q; ; ; 2. the probabilities of link occurrences are independent of each other.
It is clear that both assumptions 1) and 2) are hardly satisfied in a practical scenario. In fact, the stochastic processes describing different links are likely to display different properties (since, e.g., friends meet more often than perfect strangers); furthermore, significant dependencies between link occurrence probabilities are likely to hold due to, e.g., co-location of several individuals in a busy location. We first notice that assumption 1) can be partially relaxed. In fact, the Home-MEG model can be generalized by allowing non-homogenous edge-probability parameters: parameters p, q, , and become functions of the specific node pair. In this way, different (still mutually independent) social contacts can be modeled. We emphasize that our analysis of the flooding time also works under this more general model, provided that the parameter ranges are bounded by some multiplicative factor. For instance, by assuming that for any possible link e ¼ ðu; vÞ, the probability parameter p e is arbitrarily chosen in a range ½p min ; p max where p max ¼ Oðp min Þ.
While, as discussed above, at least partially relaxing assumption 1) in the analysis is possible, completely removing assumptions 1) and 2) is not possible to preserve analytical tractability. To understand to what extent assumptions 1) and 2) above impact the validity of the theoretical results presented in this paper, we have performed extensive simulations of the flooding process using a realistic human mobility simulator and a real-world mobility trace.
Experiments with Synthetic Traces
For the synthetic traces, we have used a number of mobility traces generated using the small world in motion (SWIM) mobility model introduced in [21] , which are publicly available [26] . For a description of the simulation methodology, the reader is referred to the supplementary material available online.
The results of the experiments for the Infocom and the Cambridge SWIM traces are reported in Figs. 3 and 4 , respectively. The figures report also the upper and lower bounds as computed according to Theorem 3, where the value of the Home-MEG model parameters for the scenario at hand are taken from Table 2 . In Fig. 3 , we have also reported a thin line corresponding to the tighter upper bound stated in Theorem 4. 4 It is interesting to observe that the experimental results are always well within the analytical upper and lower bounds. Even more interestingly, the shape of the decreasing trend with n of the flooding time observed in the experiments closely resembles that of the derived analytical upper bound. We can then conclude that, despite some simplifying assumptions (namely, assumptions 1) and 2)), the Home-MEG model can be used to accurately predict flooding time in large scale opportunistic networks.
Experiments with a Real-World Trace
To further validate the accuracy of our theoretical analysis, we have performed experiments using a real-world mobility trace referring to more than 500 taxis moving in the city of San Francisco [7] . For a description of the trace and of the simulation methodology, the reader is referred to the supplementary material available online.
As seen from Fig. 5 , the information spreading times obtained with the real-world trace are well within the 4. The same bound is not reported for the Cambridge SWIM trace, since for the specific Home-MEG parameters corresponding to the Cambridge trace the bound stated in Theorem 4 is actually looser than that stated in Theorem 3.
upper and lower bounds stated in Theorem 3. It is interesting to observe that upper bound tends to approach real-world spreading time as n increases.
To conclude this section, we observe that our experimental validation of the Home-MEG model has been performed w.r.t. the aggregate intercontact time distribution yielded by some real data traces. In general, the use of aggregate data might be too rough since the contact-time may strongly depend on the specific pair of nodes. However, we observe that our study focuses on the speed of flooding, i.e., a global process that depends on the ''average'' behaviour of the dynamic network. So, we believe that our asymptotical bounds provide a first, good approximation of the expected flooding time.
CONCLUSION
In this paper, we have introduced a simple opportunistic link model which is able to faithfully reproduce the power law+exponential tail dichotomy of intercontact time typical of human mobility, and used this model to derive asymptotic bounds on flooding time in opportunistic networks. A major finding of our study is that flooding time in opportunistic networks might be much faster than what predicted by existing bounds based on simple geometric mobility models which are known not to be able to reproduce the above described dichotomy.
Our bounds on flooding timeVand, more specifically, the proof of Theorem 4, which breaks down the flooding process in phases of different durationVcould be very useful in estimating the propagation of proximity malware (i.e., malware propagated through Bluetooth/WiFi interfaces) in mobile networks [29] . For instance, it has been recently observed in [31] that MMS malware (i.e., malware propagated through sending MMSs) in cellular networks displays a slow start followed by an exponential propagation. Our results can be used to investigate whether a similar propagation pattern is displayed also in proximity malware.
A major avenue for further improving our results is introducing dependency between the Markov chains modeling the possible links in the network, in order to account for physical mobility constraints and/or social relationships between nodes. Deriving bounds on flooding time with dependent pair-wise links is a challenging task, which we are currently undertaking. 
