Grinding is a parts finishing process for advanced products and surfaces. However, continuous friction between the workpiece and the grinding wheel causes the latter to lose its sharpness, thus impairing the grinding results. This is when the dressing process is required, which consists of sharpening the worn grains of the grinding wheel. The dressing conditions strongly affect the performance of the grinding operation; hence, monitoring them throughout the process can increase its efficiency. The objective of this study was to estimate the wear of a single-point dresser using intelligent systems whose inputs were obtained by the digital processing of acoustic emission signals. Two intelligent systems, the multilayer perceptron and the Kohonen neural network, were compared in terms of their classifying ability. The harmonic content of the acoustic emission signal was found to be influenced by the condition of dresser, and when used to feed the neural networks it is possible to classify the condition of the tool under study.
Introduction
Grinding is one of the finishing processes most commonly employed in the manufacture of precision mechanical components. However, there is less technological mastery of this process than of conventional machining processes, although its function is to solve the quality and time problems of the entire manufacturing process [1] .
According to Linke [2] , the performance of this process depends mostly on how the grinding wheel is prepared to ensure that the dressing process will produce a suitable topography for the grinding wheel as well as the desired profile. The topography of the grinding wheel affects the roughness and surface layer of the workpiece through the number and shape of the cutting edges, the pore volume, and the wear behavior of the abrasive layer. The dressing process should promote a grinding process that is as consistent as possible, taking into account the wear of the grinding wheel.
According to Hassui and Diniz [3] , the dressing operation produces two effects: the macroeffect and microeffect. The macroeffect depends on the shape of the dressing tool, its dressing depth of cut and the dressing pass in which the operation is performed. This phenomenon determines the position in which the cutting edges of the abrasive grains are located. The microeffect is caused by the pullout of worn grains and the fracture of incompletely worn grains, where new cutting edges are generated by the dresser. The sharpness of the cutting edges depends on the dressing conditions and the friability of the abrasive grains.
Xue and Naghdy [4] state that point of the dressing tool is a factor that has a more significant effect on workpiece surface roughness than do other grinding parameters, such as wheel depth of cut and table speed. Monitoring the dressing parameters will result in more consistent surface roughness values in the grinding operation.
Because the dressing operation and many other precision manufacturing processes require very small forces and power consumption, conventional force and power sensors are unsuitable for monitoring these processes. For these precision operations, the use of acoustic sensors is more adequate because they are based on highly sensitive piezoelectric elements. The field of acoustic emission (AE) is related to the study and application of phenomena of generation, propagation and transduction of transient elastic stress waves. Generally, a physical phenomenon inside or on the surface of a structure causes a large transient variation in the stress state of the structure at that point. As a result, stress waves propagate through the structure, causing transient displacements. Thus, an acoustic sensor coupled to the structure can monitor these stress waves and produce an electrical signal that serves to monitor and control the process that generates the acoustic signal generator [5] .
The dressing operation is crucial to the grinding process, and knowledge about the wear conditions of the dressing tool is extremely important to optimize the process. Therefore, this study focused on the wear of the single-point dresser, based on an analysis of the harmonic content of the AE signal and a comparison of the classification results of two neural models.
Monitoring Grinding Processes
One of the greatest obstacles to achieving the complete automation of the machining process in integrated and flexible manufacturing systems is the development of what can be called non-human-assisted machining, i.e., a process in which the establishment of the moment for a tool change, the tool change itself, and changes in the operating parameters aimed at optimizing the process do not require human intervention. To this end, the development of a system for monitoring and controlling the process in real time is of crucial importance [6] [7] . Acoustic emission sensors have proved to be superior to other types of sensors used in grinding, mainly due to their stability at high temperatures, high sensitivity and high dynamic response. Therefore, several researchers have been using these sensors to monitor the dressing operation. Their main uses are in detecting the dresser/wheel contact, monitoring dressing depth, and diagnosing failures in the dressing operation [8] .
AE signals provide various types of information about the grinding and dressing process. However, stricter analyses may be obtained by processing these signals with the help of statistical parameters in order to obtain information that can correlate the signals with the phenomena under study.
Experimentation and Test Bench Setup
The test bench was developed to allow for the analysis of the dressing tool wear conditions, with simultaneous capturing of the raw acoustic emission signal by a data acquisition system.
The tests were performed for the dressing operation of a conventional type 38A220KVS aluminum oxide grinding wheel with dimensions of 355.6 x 12.7 x 127 mm manufactured by NORTON. The operating parameters presented in Table 1 were controlled carefully to ensure the same conditions for all the dressers. An evaluation was made of the wear of a diamond tip single-point dresser (chemical vapor deposition -CVD). Measurements of the diamond tip were taken every 20 grinding passes in each test, using a microscope under 10 to 100 X magnification. Figure 1 shows side and front views of the diamond tip with different degrees of wear observed during the test.
The acoustic emission sensor was attached to the dresser holder and the signal was collected at a frequency of two million samples per second, using a Yokogawa DL850 oscilloscope. At the end of the tests, the signals were processed digitally. 
Study of the Frequency Spectrum of the AE Signal for Tool Wear
To determine whether the AE signals and the wear condition of the dresser were correlated, an analysis was first made of the frequency spectrum of these signals in different stages of wear. The frequency spectrum was determined by applying the fast Fourier transform (FFT), using 2048 samples to calculate the acoustic signal emitted mid-way through the dressing pass.
In Figure 2 , note that the AE signal exhibits different characteristics in the frequency domain, according to the wear condition. Based on this analysis, it was decided to perform a study of the energy of the AE signal in different frequency bands in order to obtain information about the wear of the dressing tool. Nine frequency bands were considered, and after filtering the raw AE signal out of these bands, the RMS value corresponding to that pass in the test was calculated. The digital filter implemented in Matlab was a 10 th order Butterworth band-pass filter.
This study proved to be very promising in characterizing the condition of the tool. Figure 3 
This same figure shows that the tool at half life (blue line) presents more significant amplitudes than the new tool, ranging from 20 to 170 k* Volts, and that its acoustic activity is concentrated between the frequencies of 12 and 33 kHz. Lastly, an analysis of the curve of the worn tool reveals a certain degree of similarity with the curve of the half-life tool, but with lower amplitudes. The most severe wear condition shows more significant deviation values, indicating a considerable variation between the signals of consecutive passes, which demonstrates instability of the tool in this condition. 
Tool Wear Classification Process
In manufacturing, intelligent systems can be compared to a qualified operator who uses his knowledge to operate the machine tool. These systems therefore require high precision accurate sensors, low implementation costs, and efficient computational tools that can reproduce the operator's decision-making process. Monitoring and controlling the machining operation requires knowledge of the mathematical model of the process, which is based on the physics of the system's interactions. However, due to the complexity of the interactions that occur in the process, it is extremely difficult to obtain highly precise models. Thus, light computational methods such as artificial neural networks (ANNs) and genetic algorithms can be used to model the process, based on collected data. The advantage of this approach lies in the ability to relate the outputs and inputs, despite imprecise, insufficient or uncertain data [9] .
Multilayer Perceptron (MLP) Neural Network
In the MLP network the neurons perform a biased weighted sum of their inputs and pass this activation level over a transfer function to make available their output, and they are organized in a layered feedforward topology. Therefore, the network has a simple interpretation as a form of input-output model, having the weights and thresholds (biases) the free parameters of the model. This type of network can model functions of almost arbitrary complexity, with the number of layers, and the number of units in each layer, determining the function complexity [10] .
Kohonen Neural Network
Kohonen neural networks correspond to self-organizing maps (SOM), which form a class of ANNs where neighboring neurons in a neural network compete through mutual interactions to be activated; thus, a neuron or set of neurons adapt to detect specific patterns. In this case, the learning process is called unsupervised. It is a viable alternative to traditional ANN architectures [11] .
According to Haykin [10] , in a self-organizing map, the neurons are placed at the nodes of a lattice that is usually one or two dimensional. Higher dimensional maps are also possible, but not as common. The training process is based on a competitive learning method in which the lattice's output neurons compete to be activated. The activated neuron is called a winner-takes-all neuron or simply a winning neuron. All the neurons in the lattice should be exposed to a sufficient number of patterns to ensure the quality of the self-organizing map. Therefore, the neurons become selectively tuned to various input patterns or classes of input patterns in the course of a competitive learning process.
Neural Models and Results

Neural Models
Since the performance of ANNs varies considerably according to the parameters that define the network architecture and the training function, a study was conducted to obtain the best neural network configuration for classifying the wear conditions. For the MLP, the learning rate, the number of neurons and the number of hidden layers were varied. In the Kohonen neural network, different map sizes were tested by varying the number of neurons.
The input layer of neural models is composed of the RMS values of the nine frequency bands, and the output layer has three variables that represent the condition of the tool (new dresser, N; half-life dresser, HL; worn dresser, W). The wear condition is identified through the activation, value 1, of one of these outputs while the other outputs are disabled, value 0.
The neural networks were trained using 1500 patterns, comprising 500 patterns for each wear condition. To evaluate the repeatability of the configuration, each network was trained and evaluated five times for each set of parameters.
To train the MLP, bands representing the values 0 and 1 were defined. Thus, values between -0.50 and 0.50 represent the output 0, while values within the interval of 0.51 and 1.50 represent the output 1. The best result obtained for the MLP network was with the configuration shown in Table 2 ; an average training time of 20 seconds was achieved for this condition. A map with dimensions of 12 x 12 with a total of 144 neurons in the output layer was used for the Kohonen network. The large number of neurons, added to the unsupervised learning process, gives this network a higher computational cost than that of the MLP network. For this configuration, the average training time was 40 seconds. Table 3 describes the configuration parameters of the Kohonen network. Figure 5 illustrates the confusion matrix obtained for the best configuration of the Kohonen network. Note that only one of the 165 patterns presented to the network for evaluation was classified incorrectly, i.e., a new dresser was classified as a half-life one. This network also accurately discriminated the most severe wear condition. Thus, it is a good indicator of the point at which the dresser loses its effectiveness in the dressing operation.
Results of the Kohonen eural etwork N N
The network also yielded good results in terms of classifying the test data, obtaining an accuracy rate of 98.5% for the new dresser condition, while for the other wear states its accuracy rate was 100%, with an overall error of only 0.6%. 
Conclusion
Based on the study of the frequency spectrum of the AE signal, it was found that, according to the wear of the dresser, the acoustic activity undergoes changes in different frequency ranges. Analyzing the energy in these AE signals for these frequency ranges, it was possible to obtain characteristic curves for each wear condition of the tool. These curves were used to feed two ANN models in order to classify the dresser's condition during the dressing operation. An analysis of the best results of each model indicated that the Kohonen neural network provided a better response in the pattern classification task, but its computational training cost was very high compared to the MLP model.
