Trajectory planning is an essential part of systems controlling autonomous entities such as vehicles or robots. It requires not only finding spatial curves but also that dynamic properties of the vehicles (such as speed limits for certain maneuvers) must be followed. In this paper, we present an approach for augmenting existing path planning methods to support basic dynamic constraints, concretely speed limit constraints. We apply this approach to the well known A* and state-of-the-art Theta* and Lazy Theta* path planning algorithms. We use a concept of trajectory planning based on a modular architecture in which spatial and dynamic parts can be easily implemented. This concept allows dynamic aspects to be processed during planning. Existing systems based on a similar concept usually add dynamics (velocity) into spatial curves in a post-processing step which might be inappropriate when the curves do not follow the dynamics. Many existing trajectory planning approaches, especially in mobile robotics, encode dynamic aspects directly in the representation (e.g. in the form of regular lattices) which requires a precise knowledge of the environmental and dynamic properties of particular autonomous entities making designing and implementing such trajectory planning approaches quite difficult. The concept of trajectory planning we implemented might not be as precise but the modular architecture makes the design and implementation easier because we can use (modified) well known path planning methods and define models of dynamics of autonomous entities separately. This seems to be appropriate for simulations used in feasibility studies for some complex autonomous systems or in computer games etc. Our basic implementation of the augmented A*, Theta* and Lazy Theta* algorithms is also experimentally evaluated. We compare i) the augmented and basic A*, Theta* and Lazy Theta* algorithms and ii) optimizing of augmented Theta* and Lazy Theta* for distance (the trajectory length) and duration (time needed to move through the trajectory).
Introduction
Automated planning [13] belongs to one of the important research fields of Artificial Intelligence (AI). Path planning, a well known and thoroughly studied sub-field of AI planning, deals with finding paths, usually in form of polygonal chains, connecting given positions in an environment while avoiding obstacles. Trajectory planning, on the other hand, deals also with dynamic aspects such as speed since a trajectory incorporates a time dimension (i.e., position of a moving entity with respect to time). Besides spatial constraints such as avoiding obstacles a trajectory must also follow dynamic constraints (e.g. move slowly enough to pass a curve segment with high curvature) given by a particular entity. Trajectory planning is thus a crucial part of systems controlling mobile autonomous vehicles or robots. Even though trajectory planning is a part of AI planning, using general planning techniques is not appropriate in this case. It is more suitable to extend existing path planing techniques for trajectory planning because trajectory planning can be understood as a superset of path planning.
Informally, trajectory planning consists of two main areas. First, it is necessary to produce a spatial curve, a 'path', which is a result of path planning methods. Second, each point of the curve is provided with a velocity vector, which represents current speed and direction. Solutions ('paths') of the path planning problems can have many forms. The well known form is a polygonal chain, which usually results from grid based path planning [33] . Since the polygonal chain might not look realistic we might use the polygonal chain as a control polygon for computing spline curves or replace the 'faults' by arcs. On the other hand, if regular lattices are used [28] , the solution is a chain of maneuvers forming the lattice. Augmenting 'paths' with velocities forms trajectories. Trajectories must follow physical and entity constraints. For instance, as a physical constraint we consider continuity of trajectory and its first derivative (velocity). As an entity constraint we may consider maximum trajectory curvature for the current speed of the entity.
Trajectory planning has many practical applications such as AgentFly [30] , a system for Air Traffic Control. Another state-of-the-art system deals with trajectory planning for autonomous helicopters [32] . However, such systems do not reflect the dynamics of autonomous vehicles (such as speed limits for certain maneuvers) directly in the planning procedure because at first they produce paths (by some of the path planning methods mentioned in the following section) and then in a post-processing step they add dynamics such as velocities to produce trajectories. Such an approach, however, might not work if a path does not follow dynamics (e.g. speed of the vehicle is too high to perform a certain maneuver etc.). Moreover, such an approach might not support optimization for duration needed by a vehicle to move from starting to ending point (it may happen that longer trajectories can be passed through faster).
In this paper we present an approach which extends the current path planning methods to consider simple dynamic constraints such as speed limit constraints. We pick up on [7] (initial ideas have been introduced in [8] ) where ideas of augmenting A* and Theta* algorithms to handle autonomous entities' dynamics such as speed limit constraints have been presented in an ad-hoc way. Our approach will be presented on the well-known A* [14] and state-of-the-art Theta* [23, 9] and Lazy Theta* [25] algorithms used for path planning, however, we believe that our approach can be used with other techniques (e.g RRTs) as well. Even though it seems to be sufficient to encode speed and direction as new dimensions such an approach usually causes a huge growth of the state space which must be searched. Considering intervals of speed values rather than single speed values is a promising way for reducing the search space. Two approaches, called lite and full versions, compromising between completeness and efficiency will be discussed. The lite versions are expected to explore about the same number of nodes as basic path planning methods which is quite efficient but generally incomplete. The full versions are expected to be complete but the number of explored nodes is much higher which affects efficiency in a negative way. We use a modular architecture as a concept for implementing trajectory planning methods. It seems to be reasonable to have a four modules: representation of the environment (e.g. grids), planning method (e.g. augmented Theta*), trajectory representation (e.g. shape of the trajectory) and model of dynamics (e.g. speed limit constraints). Straightforwardly, if we plan trajectories for different entities, then only the model of dynamic should be implemented differently for each entity. For experimental purposes we implemented a very simplified model of the environment and entities' dynamics where the environment representation is based upon hexagonal or 'honeycomb'-like grids, trajectories are constructed from sequences of lines and arcs and the model of dynamics is based on basic laws of physics (e.g. uniformly accelerated motion or dependency between curvature and maximum speed).
Moreover, we extend Augmented Theta* and Lazy* Theta* (lite versions) in terms of ability to plan from/to any position, direction and interval of speed values (i.e., positions and directions are not restricted by grid). In trajectory planning optimization might be done not only for distance (i.e., the trajectory length) but also for duration (i.e., time needed for a vehicle to pass the trajectory through). Besides theoretical studies of the proposed augmented path planning methods we also provide experimental evaluation of the augmented methods, where we compare i) the augmented methods with the basic methods (velocity is added in a post-processing step) and ii) trajectory optimization for distance and duration. Furthermore, the results are thoroughly discussed showing the reasonability and justification of our approach.
The paper is organized as follows. Section 2 discusses related works in the area of path and trajectory planning. Section 3 presents existing and well known path planning algorithms. Section 4 introduces the trajectory planning terminology we use in this paper. Section 5 describes our concept of trajectory planning systems which is followed by Section 6 describing how the A*-like path planning algorithms are augmented to support the concept. Furthermore, a basic implementation of the concept is described in Section 7. Finally, we provide an experimental evaluation of our concept in Section 8. Section 9 concludes this paper and discusses some future research possibilities.
Related Works
Path and Trajectory planning is a widely studied field of AI. Many techniques and concepts have already been proposed and developed. In many cases the core consideration is how the (continuous) environment is discretized to define a graph. After that the well-known graph search algorithm A* [14] is applied.
One of the oldest techniques for path planning is based on Visibility Graphs [20] . Visibility Graphs are structures whose nodes are, besides starting and ending point, all corners of obstacles. Edges connect the nodes if and only if there is a line-of-sight between them. Paths found by this approach are optimal (shortest) in continuous 2D space. However, it has been showed that in continuous 3D space this approach does not produce optimal solutions [6] .
Continuous space can be also discretized by regular geometric tessellations (usually square or hexagonal) where each cell is either blocked or free. In other words, we deal with path planning on grids [33] . The biggest advantage of this approach is its simplicity. Grids work well in environments with a smaller number of smaller obstacles. However, if obstacles are larger, then the path planning process might become harder because often it is necessary to explore a larger area. Despite some shortcomings this technique is very popular, especially in the game industry.
Besides grids the environment can be discretized by using so called Delaunay triangulation [10] . Triangulation [26] is well-known in computer graphics. There is a parallel between the triangulation approach and Visibility Graphs. All corners of (polygonal) obstacles are also connected by lines (if there is a line-of-sight) but these lines is used for delimiting triangles. Then, the Triangle graph, in which we look for paths, is defined in such a way that nodes are triangles and edges connect nodes representing adjacent triangles. The path might connect centroids of triangles (centers of triangles' inscribed circles) which does not produce optimal paths. Note that connecting centers of triangles' circumcircles forms Voronoi diagram. The approach [10] therefore connects points on triangle edges and optimality is ensures by maximum possible underestimating cost and heuristic values during the search.
In robotics it seems to be useful to use a regular lattice discretization [28] . Lattices better correspond with maneuverability of autonomous entities (vehicles), therefore paths (trajectories) produced by these approaches can be very precise. Another approach [29] addresses path planning for car-like vehicles, where trajectories must follow a continuous curvature constraint because the vehicle cannot reorient its wheel direction instantly. Attention is also given to path (motion) planning of multi-body entities [2] . As a multi-body entity we can understand, for instance, a car with a trailer.
Motion planning had an important role in the DARPA Urban Challenge [11] by utilizing a trajectory planning approach [15] for wheeled mobile robots based on numerical optimization which considers also effects of terrain and robots' dynamics. A trajectory planning approach in multi-vehicle and dynamic environment (e.g. moving obstacles) which is also based on numerical optimization is provided in [1] . SIPP [27] is a path (trajectory) planning method for environments with moving obstacles. SIPP is based on the A* algorithm [14] which in contrary to similar approaches introduces safe intervals, time periods for configurations without any collisions. Using safe intervals can basically eliminate the necessity for considering time as an additional dimension. Anytime version of SIPP has been recently introduced in [22] .
As mentioned before a basic and well known technique is an application of the A* algorithm [14] over a graph created by one of the above approaches. However, paths found by the A* usually look unrealistic, especially in grid based path planning since only centers of adjacent (or diagonally adjacent) cells in the grid can be connected. To provide more realistic paths it is necessary to connect also more distant (non-adjacent) cells. This idea has been presented in [3] where paths found by the A* are 'smoothed' (i.e., more distant cells are directly connected) in a post-processing step by iterative checking whether a node can be connected by line (i.e., the line does not intersect any obstacle) with its grand-predecessor. A state-of-the-art path planning technique Theta* [23, 9] incorporates the previously mentioned idea directly in the search. I.e., it checks in the node expansion phase whether a neighbor of the expanded node can be connected by line with a predecessor of the expanded node. Lazy Theta* [25] , contrary to Theta*, postpones line-of-sight checks until they are necessary. Both Theta* and Lazy Theta* will be described more thoroughly later in the text. The Field D* algorithm [12] which is also not restricted on connecting only adjacent cells but according to results published in [23] is usually slower than (Lazy) Theta*. Anytime D* [19] is an anytime and incremental search algorithm, a variant of the A* algorithm. The advantage of this approach is that the algorithm is iteratively improving the found solution as well as re-plans if necessary. Phi* [24] is an incremental variant of Theta* allowing re-planning if necessary.
It is good to mention that some of the recent works in this area use Rapidly-exploring Random Trees (RRT) [5] (most recently [31] ) which are often more efficient but less optimal than the above methods. RRTs are constructed in such a way that a (random) position in space is added by connecting it to the closest position which is already in the tree. RRTs are usually used as a component that can be used for splitting a path planning task into smaller ones (then common path planning techniques are applied). The Probabilistic Roadmap planning method [17] is based on a similar idea but when a (random) position is added it is tested whether it can be connected to nearby positions (often more than one). A combination of both (RRTs and Probabilistic Roadmaps) can be found in [32] . The RRT* algorithm [16] overcomes the issue with less optimal solutions, which is the main shortcoming of RRTs. RRT* follows the asymptotic optimality property, which guarantees convergence to optimal solutions (paths). RRT* is an anytime algorithm, i.e., it can provide a feasible solution quickly and then improve it. Also it has been empirically showed that RRT* does not require significantly more computational time than RRTs. RRT* has been successfully applied in time-optimal trajectory planning for racing cars.
Path Planning
As mentioned before many concepts deal with the representation of (continuous) space as a graph-like structure and then by applying (informed) search methods (such as A*) on the structure to refine a solution (path).
Representation
There are many possibilities for representing the discretized environment (e.g. grids, regular lattices, triangulations etc.), though all of them can be encoded by graphs. Our terminology is therefore based on the graph theory [21] .
A directed graph ⟨N, E⟩ is a structure where N is a set of nodes (in literature also denoted as vertices) and E is a set of edges connecting the nodes (i.e. E ⊆ N × N ). In path planning nodes usually stand for positions in the space and edges determine whether it is possible to directly transit between these positions. For instance, if the environment is represented by a grid, then the underlying graph is defined in such a way that nodes stand for free grid cells (obstacle-free cells) and edges are between nodes representing adjacent cells in the grid.
A path p = ⟨s 0 , . . . , s k ⟩ is a sequence of nodes (s 0 , . . . , s k ∈ N ) such that for all
In path planning, we look for spatial curves (hereinafter referred also as 'paths'). Finding a path from a given initial node to a given goal node in the graph representing the environment is sufficient for determining the 'path', solution of a path planning problem. For instance, if a path is found, then the 'path' is a polygonal chain connecting corresponding cells of the grid. Our following notation is derived from [23, 25] . Let next be a mapping N → 2 N defined in the following way:
In a plain text, next(s) represents a set of nodes directly accessible from a node s. For instance, next(s) contains all nodes referring to free cells adjacent to the cell corresponding with the node s. Hereinafter, we denote a node from next(s) as a neighbor of s. Let p = Algorithm ⟨s 0 , . . . , s k ⟩ be a path, then parentp is a (partial) mapping N → N defined in the following way:
In a plain text, parentp(s) refers to a node preceding a node s on a path p. For example, parentp(s) refers to a node corresponding with a cell from which the entity following a path p came to the cell corresponding with the node s. Hereinafter parent(s) (without specifying a path) is used when a (partial) path is obvious for the context. For informed searches we have to define functions g :
represents an actual cost of the partial path from the initial node to s, h(s) represents a heuristic estimation of the cost from s to the goal node and c(s, s ′ ) represents an actual cost of the transition from s to s ′ .
A*
A* [14] is probably the best-known algorithm for informed search in graph-like structures. Algorithm 1 shows the skeleton of the A* and A*-like algorithms (it is same for the A*, Theta* and Lazy Theta* algorithms). Algorithm . Procedure SetN ode (Line 7, in square brackets) remains empty at this stage. If s is a goal node then we proceed to solution extraction (Algorithm 2), which is straightforward since we keep information about (partial) paths via parent(s). Otherwise, s is added to close (Line 11) and its neighbors in next(s) are processed (Lines [12] [13] [14] [15] [16] [17] [18] [19] [20] . If a node s ′ ∈ next(s) is in close, then it has already been expanded and hence we do not need to consider it once again. If s ′ is already in open but we have found a path to it with smaller cost, then we update g(s ′ ) and parent(s ′ ) according to this path (see ComputeCost procedure in Algorithm 2). If s ′ is not in open, then s ′ is added to open (Line 8, Algorithm 2).
Theta*
Theta* [23, 9] is a variant of A* which focuses on path planning. Theta* allows direct connection of non-adjacent nodes in the underlying graph. not paths from the graph theory point of view because it allows connecting more distant nodes but 'paths' are usually shorter and more realistic than 'paths' produced by A*. In [3] , a check whether a node s can be directly connected by a line (a line-of-sight check) with a 'grandparent' of s (parent(parent(s))) is iteratively performed in a post-processing step (after a path has been found by A*). In Theta* (see Algorithm 3 together with the skeleton -Algorithm 1), this idea has been applied directly in the search procedure. U pdateN ode and ExtractSolution procedures remain the same as in Algorithm 2. If we keep only Lines 8-11 in ComputeCost procedure, then we obtain the A* algorithm. A successful line-of-sight check (LOS) (Line 2), therefore, allows non-adjacent nodes to be connected. In general, LOS can be understood as a binary relation between nodes. LOS can be computed in advance and we could obtain a graph on which we could apply the A* algorithm to find a path. However, computing LOS between all the nodes might be very expensive. Theta*, therefore, works in a same way as the A* but retrospectively checks whether s and parent(parent(s)) can be directly connected, which means bypassing parent(s).
LOS can be implemented in two ways. First, a variant of the well known Bresenham's algorithm [4] can be applied (we test whether the line intersects any blocked cells). Second, if we use common geometric objects for obstacle representation, then it is possible to check whether the line intersects any of the objects. The first approach is faster in general, however, the second approach provides more realistic trajectories (the first one often avoids obstacles in rather unrealistic distances).
Lazy Theta*
Lazy Theta* [25] is a variant of Theta* designed for reducing unnecessary LOS checks. In Algorithm 4 it can be seen that in ComputeCost procedure it is optimistically assumed that LOS is successful. After a node is selected from open the SetN ode procedure (Line 7, Algorithm 1) verifies the assumption (the LOS check). If the assumption is incorrect then the situation must be reverted to the 'A*-like' situation, i.e., by finding an already visited node s ′ placed next to s (a possible parent of s) through which we reach s in minimum cost (Line 3, Algorithm 4). Such a node must exist since at least one neighbor of s must have been visited prior to visiting s. Since s ′ has already been visited, a partial 'path' from the initial node to s ′ is feasible. s ′ is directly connected with s in the underlying graph. Hence, the new 'path' from the initial node to s is feasible as well.
Additional Remarks
All the algorithms presented here output sequences of nodes determining a 'path'. 'Paths', for instance, in forms of polygonal chains, must follow given constraints such as avoiding obstacles. Soundness of path planning methods requires that every 'path' follows the given constraints. Completeness of path planning methods can be determined in more ways. In general if a method is complete then the following must hold.
1. a complete method is sound (correct) 2. a method terminates (in a finite time) for every input 3. a method returns a solution if one exists or no solution if not In path planning condition 3 can be understood in two main ways. First, we look for a 'path' in a continuous space. Second, we look for a 'path' in a discretized space. Obviously, if a space is discretized, then some 'paths' existing in a continuous space might not be found. For example, it may happen that some narrow passage between obstacles is blocked because of space discretization. Therefore, completeness of path planning methods can be determined in continuous or discretized space. For our purpose we focus on completeness in discretized space because it depends only on a method's ability to find a path in the underlying graph, which represents the environment.
It is well known that the A* algorithm is complete (if performed on a finite graph). Therefore, if the environment is represented by a graph then the path planning method using the A* to search in it is complete. The Theta* algorithm is complete as well which has been recently proven in [9] . For Lazy Theta*, soundness and completeness have not yet been formally proven. The Lazy Theta* algorithm is based on the A* and Theta* which are complete. Postponing LOS checks until it is necessary is the main difference between Lazy Theta* and Theta*. Reverting to the 'A* situation' after an unsuccessful LOS check (the SetN ode procedure, Algorithm 4) is the only issue which might affect completeness of Lazy Theta*.
Optimality can be understood in two ways, in the same way as completeness. First, a real optimum means the shortest 'path' in the continuous space. Second, a graph optimum means the shortest 'path' in the given graph representing the environment. For A* we are able to find the graph optimum if we use admissible heuristics. If we use Visibility Graphs to represent the environment, then we can also obtain the real optimum. In [25] it is proved that for square and cubical grids (diagonally placed cells are also considered as adjacent) the graph optima are worse than the real optima by at most ∼ 8% and ∼ 13% respectively. Theta* provides 'paths' that are closer to the real optima. As the authors of [23] claim Theta* does not ensure the real optimum. 'Paths' found by the Lazy Theta* can be slightly longer than the 'paths' found by the Theta*. This can be fixed by re-inserting the node (if LOS fails in the SetN ode procedure) to open and continuing the main loop (Lines 5-21 of Algorithm 1). Such an approach is called Lazy Theta*-R and can be found in [25] .
In [23, 25] empirical evaluation has shown the following. 'Paths' found by Theta* are shorter by ∼ 5% in 2D and by ∼ 8% in 3D that the 'paths' found by A*. 'Paths' found by the Lazy Theta are less than 0.1% longer than the 'paths' found by the Theta*. A* provides solutions in about half the time of Theta*. Lazy theta* provides solutions about 30 − 50% faster than Theta*. In fact, Lazy Theta*-R provides solutions at the same quality ('path' length) and almost the same running time as Theta*.
Configuration Space
Definitions and notions presented in this subsection mainly draw from [18] . We consider A as an entity moving in a physical space (environment) W which is represented as a subset of the Euclidean space R D (D = 2 or 3). For simplification it is assumed in further text that an entity (A) is a point mass.
The following definition introduces the notions of basic and dynamic configuration and corresponding configuration spaces, which are familiar in Mechanics rather than in AI. Configuration and configuration space can be understood in a similar way as state and state space, well known terms in AI.
Definition 1 A basic configuration q bas of an entity A is a specification of the position of A with respect to an environment W . A basic configuration space of A C bas is a set of all possible basic configurations of A. A dynamic configuration q dyn of an entity A is a specification of the position and velocity (velocity is later decomposed into direction and speed value) of A with respect to an environment W . A dynamic configuration space of A C dyn is a set of all possible dynamic configurations of A.
Note that the above definition of basic configurations differs from the definition of configurations presented in [18] by omitting entity attitude because as mentioned before entities are assumed to be point masses. On the other hand, a dynamic configuration must incorporate a direction and a speed value, forming a velocity vector describing the dynamic component.
Remark 1 Hereinafter, a term configuration (resp. configuration space) stated without adjective (i.e., basic or dynamic) is used for an abstraction and can be replaced by terms basic or dynamic configuration (resp. basic or dynamic configuration space).
Remark 2 Let q be a configuration. Then, pos(q) refers to the position of q, dir(q) is a unit vector referring to the direction of q and spd(q) refers to the speed value of q. Note that spd(q) · dir(q) refers to the velocity of q, which takes place only if q is a dynamic configuration, therefore dir(q) and spd(q) are undefined if q is a basic configuration.
The following definition introduces a configuration transition system which is inspired by a well-known (unlabeled) state transition system.
We say that T has the transition ⟨q,
Obviously, a configuration transition system can be represented by a (directed) graph. Hence, a term path in a configuration transition system which is defined below is inspired by the Graph theory [21] rather than [18] .
Definition 3 Let T = ⟨C, T, I, G⟩ be a configuration transition system. A path p = ⟨q 0 , . . . qn⟩ in T is a sequence of configurations such that ∀i ∈ {0, . . . n} :
Path planning problems as known in the AI community can be directly represented by corresponding basic configuration transition systems where solution paths in the systems are in fact solutions to the corresponding problems -usually the configurations are connected by lines (see Section 3). In trajectory planning, however, solution paths in dynamic configuration transition systems provide only insights into how solutions (trajectories) might look. Trajectory and trajectory planning problem are defined as follows. 
In the definition above a set of constraints Z is used in an abstract manner. A good example of one kind of constraint is obstacles. Obstacles stand for sets of sub-spaces (subenvironments) which no entity can pass through. Solution trajectories, therefore, must not intersect any obstacle at all. Another kind of constraint is dynamic constraints (e.g. speed limits, acceleration limits etc.) which are tailored to particular entities.
Configuration transition systems can be represented by graphs where we can apply the A* or (Lazy) Theta* algorithms on (see Section 3). In path planning we use basic configuration transition systems while in trajectory planning we can use dynamic configuration transition systems. However, the number of configurations in a dynamic configuration space is much higher than the number of configurations in a basic configuration space. Therefore, we introduce an extension of the path planning methods to support trajectory planning while trying to keep complexity on the similar level as in path planning.
Concept of a Trajectory Planning System
In this section we present the general concept of a trajectory planning system in an abstract manner as a component model. This concept can be understood as an online processing of entities' dynamics where dynamics properties are not directly encoded in the environment representation (offline processing) but are being verified during the search. A (basic) implementation of the proposed concept is discussed later in the text. The concept (see Figure 1 ) comes from a need for a modular architecture where each module/component has its own functionality. The Planning Method component incorporates an underlying planning procedure (such as Theta*) which must be augmented in terms of communicating with other components. Nodes the planning procedure deals with refer to sets of dynamic configurations having some properties in common (e.g. position and/or direction) rather than considering single ones. Determining neighbor nodes in the node expansion phase is maintained by the Environment Representation component representing (discretized) environments such as grids or lattices. This point is the same as in path planning, though in trajectory planning the dynamic part (e.g. speed) has yet to be determined. Speed in nodes is represented by intervals of speed values rather than single speed values (scalars). Verifying whether expanded nodes follow dynamic properties of the entity and eventually determining intervals of speed values of expanded nodes is done as follows. The Trajectory Representation component provides (spatial) curves ('paths') referring to a given sequence of nodes (a partial path) and the Model of Dynamics component determines dynamic properties of a particular entity with respect to a given curve ('path') such as a speed limit constraint (SLC), which is an interval of speed values an entity must follow prior to starting moving through the curve, and an interval of speed values the entity may have when exiting the curve. Particular components are described in detail in the following subsections.
Environment Representation
The purpose of the Environment Representation component is, roughly, to offer us an interface which allows the Planning Method component to navigate through the (discretized) environment and the Trajectory Representation component to create curves (spatial parts of trajectories). The component is responsible for mapping between nodes and configuration space. Bijection of the mapping (i.e., a single node represents a single configuration and vice versa) is not required which means that a single node might represent a set of (dynamic) configurations. A set of (dynamic) configurations represented by a node s is denoted as conf (s). This can be useful because it can make the planning process much more efficient. Therefore, we extend the definitions of the functions pos, dir, spd also for nodes as follows (s is a node):
It is reasonable that for every node s |pos(s)| = |dir(s)| = 1, i.e., s refers only to one position and direction, and spd(s) forms an interval of values.
In our terminology the Environment Representation component provides the function next (see Section 3.1) which determines neighbors of nodes. This component also provides node comparison (e.g. if a node is already presented in the close list or it is a goal node) and LOS (for the (Lazy) Theta* algorithm).
Trajectory Representation
The Trajectory Representation component is designed to provide curves referring to particular sequences of nodes (configurations). So, the component must implement a procedure makeCurve which from a given sequence of nodes generates a curve (e.g. spline) which must follow all spatial constraints such as avoiding obstacles. Generally speaking, there are many different possibilities of implementing the makeCurve procedure. Generated curves are passed to the Model of Dynamics component which according to curves' properties (e.g. curvature, slope) determines ranges of possible velocities (curves accompanied with velocities form trajectories). Hence, determining of curves' properties should be computationally easy. Also, adding a new node into the sequence should not lead to generating a completely different curve. Assembling curves from segments, 'primitive' curves, referring to pairs of successive nodes in the sequence, therefore, seems to be an efficient approach (it is discussed in Section 7.2) because we need to compute only one segment after a new node is added to the sequence, which is in the node expansion phase of the planning method.
Model of Dynamics
The Model of Dynamics component addresses dynamic properties of entities such as autonomous vehicles, and possibly environmental properties such as terrain type. Clearly, there is a correlation between the shape of the curve and dynamic properties of particular entities.
More specifically, the Model of Dynamics serves mainly for two purposes. From a curve (or a curve segment) given by the Trajectory Representation component the component must implement a getSLC procedure which is able to provide a speed limit constraint (SLC), i.e., an interval of speed values that the entity must follow prior starting moving through the curve (or curve segment). The component must also implement reachableSpd procedure which given an interval of speed values of the entity starting moving through the curve provides an interval of 'reachable' speed values, i.e., the values that the entity can move at the end of the curve (i.e., when the entity leaves the curve). Basically, reachableSpd considers bounds of the intervals in the sense of determining maximum possible deceleration from the lower bound of the initial interval and maximum possible acceleration from the upper bound of the initial interval. For solution trajectory extraction purposes (explained in Section 6) the component must implement reachableSpd −1 procedure which returns the largest inverse of the reachableSpd procedure, i.e.:
Algorithm 5 Verify procedure -verifies whether it is possible to transit from s to s ′ . If so then updates speed values in Considering the dynamic part brings additional constraints such as SLCs. In the node expansion phase (s is being expanded) a new node s ′ is selected from next(s). Since we have only a spatial information about s ′ (i.e. pos(s ′ ) and dir(s ′ )) we have to determine whether the dynamic part is compatible with the spatial part and, eventually, compute a dynamic information about s ′ (i.e., spd(s ′ )). It must be implemented within a verify procedure. Incompatibility of the spatial and dynamic part occurs when SLC is an empty interval (the curve from s to s ′ is impassable for a given entity) or disjoint with an interval of speed values in s (SLC is incompatible with required speed values on the beginning of the curve). Straightforwardly, the verify procedure must be called after s ′ is selected from next(s). If the verify check fails s ′ is not added to open as a successor of s thus we prevent to explore an inconsistent sequence of nodes.
Augmenting A*-like Algorithms
This section discusses the main contribution of this paper, that is, augmenting basic A*-like algorithms (see Section 3) to handle dynamic constraints such as speed limit constraints. This idea was introduced in [7] where augmenting A* and Theta* algorithms to support SLCs is presented in an ad-hoc way. Here, we lay the idea on the concept (see Section 5) and present the augmentation of the A*-like algorithms in a formal way including theoretical studies about soundness of augmented A*-like algorithms and completeness of the full version of augmented A*.
The idea is based on maintaining intervals of speed values which are achievable by a given entity with respect to a (partial) 'path'. The advantage of this approach is that using intervals of speed values rather than single speed values is in reducing the necessity for handing speed as an additional dimension. An analogy can be found in SIPP [27] where safe intervals (no collision with a moving obstacle threatens in the safe interval) rather than single time-stamps have been used to reduce the search space.
Intervals of speed values are maintained as follows. For example, a vehicle goes 80km/h in the initial situation. The vehicle continues going straight ahead and after some distance its speed may range from 40km/h to 100km/h depending on whether the vehicle was decelerating or accelerating (maximum deceleration leads towards 40km/h while maximum acceleration leads towards 100km/h). Then, the vehicle might perform a turn maneuver which can be safely done if the speed of the entity is at most 50km/h, so the SLC is ⟨0, 50⟩. At this point the speed of the vehicle ranges from 40km/h to 50km/h. After performing the turn maneuver the speed of the vehicle may range from 20km/h (maximum deceleration from minimum speed during the maneuver) to 60km/h (maximum acceleration from maximum speed during the maneuver). The following paragraph presents this idea in a formal way.
As indicated in the previous section a trajectory planning method such as augmented A* or (Lazy) Theta* considers also dynamic aspects (e.g. speed) during the search. The skeleton of the augmented A*-like algorithms is the same as for the basic ones (see Algorithm 1). The main difference between basic and augmented algorithms is in the node expansion phase where a node s, a neighbor s ′ from next(s) is selected. At this point we know the position and direction of s ′ , i.e., pos(s ′ ) and dir(s ′ ) (the direction of s ′ depends on the position of both s and s ′ and thus dir(s ′ ) is determined by normalizing pos(s ′ ) − pos(s)). spd(s ′ ) is unknown at this point. Then, we have to verify whether transiting from s to s ′ follows also dynamic properties and if so, then we have to determine spd(s ′ ). The implementation of the verify procedure is depicted in Algorithm 5. At first, makeCurve(s, s ′ ) is executed to produce a curve segment curve(s, s ′ ) between s and s ′ (we use an approach of assembling curves from curve segments, see Section 5.2). With curve(s, s ′ ) we can determine SLC(s, s ′ ), a SLC related to this curve segment. Together with spd(s) which stands for a interval of speed values an entity can achieve in s (if the entity is moving through the partial 'path' from an initial node to s) we can determine an interval of speed values (denoted as tmpspd) the entity can enter the curve segment curve(s, s ′ ). Straightforwardly, it is an intersection of spd(s) and SLC(s, s ′ ) (i.e., tmpspd = spd(s) ∩ SLC(s, s ′ )). If tmpspd is empty, then the entity cannot transit from s to s ′ at the moment and thus the verify check fails (s ′ will not be then inserted to open). Otherwise tmpspd is an interval of speed values the entity can have when entering the curve segment curve(s, s ′ ). Then, spd(s ′ ) is computed as a interval of speed values the entity can achieve when leaving the curve segment curve(s, s ′ ) and thus the verify check succeeds (s ′ will be then inserted to open).
Applying SLCs may cause 'gaps' in intervals of speed values throughout the sequence of nodes. For instance, if a vehicle can go between 10 and 100 km/h at some point and then it is about to perform a maneuver where the maximum speed is limited to 50 km/h, then verify succeeds but cuts the interval to ⟨10, 50⟩ km/h before calling ReachableSpd. In a symbolic way, spd(s) = ⟨10, 100⟩, SLC(s, s ′ ) = ⟨0, 50⟩ and spd(s ′ ) = ReachableSpd(curve(s, s ′ ), ⟨10, 50⟩). Therefore, the entity cannot go more than 50 km/h in s if it is about to move to s ′ even though the maximum reachable speed in s is 100 km/h. Therefore, during the solution extraction phase we have to iteratively back-propagate the intervals of speed values as follows:
spd(parent(s)) = spd(parent(s)) ∩ ReachableSpd −1 (curve(parent(s), s), spd(s)) Algorithm 6 Augmented A* algorithm 1 Knowing an interval of speed values in each node gives an insight into how speed can develop through the trajectory (see Section 7.6 for imagination) which can be used, for instance, for energy consumption optimization.
However, exact speed values (scalars rather than intervals) are needed to produce a (solution) trajectory. We can refine them from the (back-propagated) intervals, for instance, by selecting a maximum value in the each interval. In general, the exact speed values are refined as follows (v(s) denotes a (single) speed value in s):
Knowing the exact speed values on the beginning and end of each curve segment is sufficient for the Model of Dynamics component which is able to interpolate the speed values throughout curve segments (e.g. by using the physical law of uniformly accelerated motion) to provide solution trajectories.
Maintaining open and close in the A*-like algorithms raises a question pointing to checking whether some node is already present in open or close. In [7] two approaches were discussed as to how nodes can be distinguished, called full and lite versions. The lite and full versions compromise between completeness and complexity of the trajectory planning process. As discussed in [7] the lite version is expected to have similar complexity to basic path planning (no speed involved) at the cost of losing completeness since it may discard some alternatives leading towards solution (see Section 8.4) . Hereinafter, the basic version denote an approach where a (non-augmented) path planning algorithm is used and dynamics (velocity) is added in a post-processing step. The theoretical aspects such as soundness and completeness of the augmented A*-like algorithms are discussed in Section 6.4.
Augmented A*
Algorithm 6 depicts the augmented A* algorithm. The algorithm differs from the basic (non-augmented) A* by using the verify procedure (Line 2), described in Algorithm 5 and discussed in the previous paragraphs. Clearly, if verify(s, s ′ ) fails, then it is impossible to 
6.2
Augmented Theta* Algorithm 7 shows the augmented Theta* (note that U pdateN ode procedure is the same as in (basic) A*, i.e., Algorithm 2). LOS check (Line 2) must be followed by the verify check because the curve segment directly going from parent(s) to s ′ is different than the curve segments going from parent(s) to s ′ via s. LOS in fact refers to spatial constraints (if parent(s) and s ′ can be connected by a curve segment which avoid obstacles) while verify check refers to dynamic constraints (an entity can move though the curve segment). If one of the tests fails, then the entity cannot directly transit from parent(s) to s ′ and thus we have to determine (the verify check) whether the entity can transit from s to its neighbor s ′ which is the same situation as in augmented A*. 6.3 Augmented Lazy Theta* Algorithm 8 shows the augmented Lazy Theta* (note that U pdateN ode procedure is the same as in (basic) A*, i.e., Algorithm 2). As stated before Lazy Theta* uses a lazy evaluation paradigm to postpone LOS checks until it is necessary to perform them. Augmented Lazy Theta* uses lazy evaluation paradigm also for the verify check. This means that when s ′ is a neighbor of the currently expanded node s it is initially assumed that the LOS(parent(s), s ′ ) and verify(parent(s), s ′ ) checks are successful. LOS and verify checks are performed just after s ′ is selected from open (SetN ode procedure). If one of the checks fails, then the initial assumption was incorrect, thus s is set as parent(s ′ ) (we revert to the 'A*-like situation') in the same way as in the basic Lazy Theta* algorithm (see Algorithm 4) . Then, verify(s, s ′ ) is performed. If this also fails, then s ′ is currently unreachable and another node must be selected from open (Line 5 of the skeleton algorithm, see Algorithm 1). 
Theoretical Aspects
Soundness is determined by an ability of a trajectory planning method to provide solutions (trajectories) respecting all constraints in given problems (e.g. not crossing obstacles or having an appropriate speed value in every point). Completeness of trajectory planning methods can be understood in several different ways (as discussed in Section 3.5). Here completeness depends on underlying (dynamic) configuration transition systems in terms of finding solution paths between initial and goal configurations or proving their non-existence. Note that soundness is a necessary condition for completeness (as mentioned in Section 3.5).
As discussed in Section 3.5 the (basic) A* algorithm (used for path planning) is sound and complete. Therefore, if dynamic properties of entities such as speed are directly considered in the representation (i.e., we use A* to search for a solution path in a dynamic configuration transition system) then completeness (and soundness as well) remains valid. The other option, which some of the existing approaches apply, is adding dynamic properties such as speed in a post-processing step. However, if the spatial curve, the 'path', is provided by a path planning method, then it might not follow the dynamic constraints and thus the solution trajectory cannot be provided. The augmented A* algorithm, on the other hand, considers dynamic constraints (e.g. SLCs) during search and discards alternatives where dynamic constraints are violated. The formal proof of soundness of the augmented A* follows. Without loss of generality we assume correctness of implementation of the Environment Representation, Trajectory Representation and Model of Dynamics components.
Theorem 1 Augmented A* is sound.
Proof To prove soundness of augmented A* we focus on the U pdateN ode procedure (Alg. 6) because the rest of the method is the same as (basic) A*. The U pdateN ode procedure is called for every newly opened node (the node is not present in close list). The key part of the U pdateN ode procedure is the verify check (Line 2) which is described in Algorithm 5. Every newly opened node must pass the verify check otherwise the node is not added to open. verify(s, s ′ ) firstly provides a curve (from s to s ′ ) and then taking into account curve properties provides SLC(s, s ′ ). If the interval of speed values in s (spd(s)) is disjoint to SLC(s, s ′ ), then the entity cannot transit (directly) from s to s ′ and the verify check fails. Otherwise it is possible to transit from s to s ′ . Then, spd(s ′ ) must be computed which is done by applying the ReachableSpd procedure provided by the Model of Dynamics component (we also assume correctness of the ReachableSpd procedure). The proof of the validity of spd(s) (for every opened node) is done by induction. Firstly, spd(s init ) is valid (it is given in a problem description). In s the speed of the entity can reach only values from the interval spd(s). Before transiting from s to s ′ the speed of the entity must follow SLC(s, s ′ ) as a necessary precondition for the transition. Therefore, if it is possible to transit from s to a node s ′ through a curve curve(s, s ′ ), then at the beginning of curve(s, s ′ ) the speed of the given entity is determined as an intersection of spd(s) and SLC(s, s ′ ). Since spd(s) stands for an interval of speed values the entity have in s (beginning of curve(s, s ′ )) and SLC(s, s ′ ) stands for an interval of speed values the entity must follow to successfully pass through curve(s, s ′ ), then intersection of these intervals stands for a necessary condition for the entity to start moving through curve(s, s ′ ). spd(s ′ ) (i.e., the interval of speed values valid at the end of curve(s, s ′ )) is then computed by the ReachableSpd procedure, which is assumed to be correct.
Soundness (correctness) of back-propagation of the speed values is also proved by induction. Let v(s) denote an actual speed value in s (according to notation used at the beginning of this section). Selecting v(s goal ) from spd(s goal ) ∩ {spd(q) | q ∈ G} (G is a set of goal dynamic configurations) does not cause inconsistency. Then, an actual speed in each node is computed iteratively until s init is reached as follows: v(parent(s)) ∈ spd(parent(s)) ∩ ReachableSpd −1 (curve(parent(s), s), v(s)) v(s) is sound from assumption. Then ReachableSpd −1 (curve(parent(s), s), v(s)) provides an interval of speed values in parent(s) from which v(s) is reachable by moving through curve(parent(s), s). spd(parent(s)) consists of an interval of speed values reachable from s init by passing all curve segments from s init to s (see the previous paragraph). Therefore, selecting an actual speed value v(parent(s)) from the intersection of both the intervals is consistent. The intersection of the intervals cannot be an empty set because every speed value from spd(s) has its support in spd(parent(s)) (i.e., ∀v(parent(s)) ∈ spd(parent(s))∃v(s) ∈ spd(s) : v(s) ∈ ReachableSpd(curve(parent(s), s), v(parent(s))).
In summary, an obtained trajectory in a solution trajectory and hence the augmented A* algorithm is sound.
This proof shows that the augmented A* algorithm expands only nodes which are consistent with dynamic constraints (besides spatial constraints), and keep updating intervals of speed values in nodes with respect to a partial 'path' leading from an initial node to them. The augmented A* algorithm therefore avoids exploring alternatives not following dynamic constraints during search in contrast of the basic A* algorithm where dynamic constraints are not considered during the search and therefore infeasible alternatives might be considered during the search. It might results in situations where solution 'paths' are not compatible with dynamic constraints. Augmented A*, on the other hand, is able to overcome this issue (fully in case of the full version of augmented A*) which is empirically showed in Section 8.
Remark 3 Analogously to proving soundness of augmented A* we show that augmented
Theta* is sound as well. We have to focus on the 'LOS part' (Lines 2-6, Algorithm 7). The rest of the algorithm is the same as augmented A*. LOS(parent(s), s ′ ) (s is being expanded) is followed by verify(parent(s), s ′ ). The LOS check succeeds if a curve segment connecting parent(s) and s ′ follows spatial constraints (e.g. does not cross any obstacle). The verify procedure checks if the curve segment follows dynamic constraints (i.e. SLCs) and eventually update an interval of speed values spd(s ′ ) (it is done analogously to the augmented A* case).
Augmented Lazy Theta* (Algorithm 8) in contrast to augmented Theta* considers that when the node is opened both LOS and verify are assumed to be successful. This assumption is tested after the node is selected for expansion (Line 2). If either of the checks fails, then we find a node s ′ which is a neighbor of s, present in close and having the smallest cost (Line 3). It reverts the situation back to the 'A* case'. verify must be called again for s ′ (which is now parent(s)) and s. If verify fails, then s is unreachable in this step and cannot be expanded (i.e., another node is selected for expansion). In fact in the Lazy Theta* case we postpone the checks (LOS, verify) from the node expansion phase to the node selection phase. It is analogous to augmented Theta* since by postponing the LOS and verify) checks soundness is not affected.
Completeness of trajectory planning can be understood in several ways (similarly to path planning, see Section 3.5). Firstly, it refers to a possibility to find a solution trajectory in continuous space if it exists. Secondly, it refers to a possibility to find a solution path in a dynamic configuration transition system (from which a solution trajectory can be extracted) if it exists. We will consider the second way of understanding completeness of trajectory planning. Since augmented A* considers sets of configurations in a single step we have to prove that it does not miss important configurations which are part of a solution path. The idea of proving completeness of augmented A* is therefore based on the fact that if a given problem is solvable then there is always a node s in open consisting a configuration which is a part of some solution path. Certainly, it also depends on how nodes are distinguished (which is used for testing whether the node is already in open or close) and we will prove in the following theorem that the full version of augmented A* is complete. Proof Augmented A* is sound (as already proven), therefore a solution found by augmented A* is valid. It is well known that (basic) A* is complete. If there exist a solution path in the underlying graph (transition system), then prior to the node expansion phase (Line 5, Algorithm 1) there is always a node in open which is a part of a solution path. Augmented A* works upon a dynamic configuration transition system, however, instead of single configurations it considers sets of configurations (note that nodes in this case stand for sets of configurations). We have to prove if a given trajectory planning problem is solvable that prior to the node expansion phase there is a node s in open such that there is a configuration in conf (s) which is a part of a solution path. We can prove this by induction. Clearly, the initial node contains a configuration with is a part of all solution paths. We therefore assume that after selecting a node s for expansion consisting a configuration being a part of a solution path (s is removed from open) at least one of its neighbor added to open consists of a configuration being a part of the solution path. next provides a set of all neighbor nodes of s and the verify procedure provides them with intervals of speed values. Hence, we can deduce that these neighbor nodes cover all configurations reachable from conf (s) by a single transition. Hence, there exists a newly opened node s ′ , a neighbor of s, being a part of the solution path. Each newly opened node is checked for the presence in the close or open list (Line 13 and 14) . We know that the full versions are using the rule ∃s ′′ and s ′′ is removed we might discard a node consisting a configuration that is a part of a solution path. Summarized, if a given trajectory planning problem is solvable, then prior to the node expansion (Line 5, Algorithm 1) there is a node in open consisting a configuration which is a part of the solution path in the underlying dynamic configuration transition system.
If the trajectory planning problem is not solvable then similarly to basic A* the augmented A* algorithm terminates in a finite time if the underlying dynamic configuration transition system is finite as well.
Hence, the full version of augmented A* is complete. Remark 5 Lite versions are clearly incomplete. By a simple consideration we can see that when a node s is selected, then we actually work only with conf(s) but assume that we have already explored all the possible configurations which can be positioned in pos(s). Clearly, we can then miss some configurations which are necessary to explore to find a solution.
For practical reasons it is necessary to discuss the running time of trajectory planners. This correlates (not absolutely) with the number of nodes which are considered during the planning process (i.e., nodes added to open). We raise a hypothesis, which is empirically checked (see Section 8), referring to the number of nodes considered by basic and lite versions.
Hypothesis Without loss of generality we assume that the cost and heuristic functions are the same for both basic and lite versions. The number of nodes considered by basic and lite versions is roughly the same (±10%) for an arbitrary trajectory planning problem.
Even though the hypothesis is presented in an informal manner it says that lite versions should be able to provide solutions in a similar running time to basic versions (no matter which planning method is used). This hypothesis reflects the fact that nodes are distinguished in the same way for both versions. Although there are some differences between the versions the expected solutions (trajectories or 'paths') are similar, therefore explored space should be similar as well.
However, considering full versions we have to take into account also direction and interval of speed values. For instance, if we enter a cell in a different direction than before, then it is considered as a different node thus it must be counted. Therefore, we expect that full versions consider c|dir| times more nodes than basic (or lite) versions (c is a factor representing an average number of considered intervals of speed values). However, full versions of augmented Theta* and Lazy Theta* seem to be unusable because |dir| is very large (some experimental results have been already presented in [7] ). 
Implementation
In the previous section we introduced augmented A*, Theta* and Lazy Theta* algorithms which implement the Planner component. This section addresses implementation details of the other components. Moreover, we discuss implementing the heuristic function (h) which is used to optimize either trajectory length, or duration needed by an entity to pass through the trajectory.
Environment Representation Component
Path (trajectory) planning algorithms usually work upon grids which somehow discretize continuous space. Commonly, grids are made from regular geometric tessellations. We use hexagonal grids where we also consider 'diagonally' placed cells as adjacent (see Figure 2 ). To add a 3rd dimension we have to form a honeycomb-like structure where an entity can navigate through 'flight levels'. The distribution of 'flight levels' is regular and correlated with the density of the grid (in our case distance between adjacent 'flight levels' is a half of distance between adjacent hexagonal cells).
Obstacles stand for objects or zones which must not be crossed by any trajectory. An obstacle can be defined by a set of cells which are set as blocked (we cannot open a node referring to a blocked cell). A more suitable method for representing obstacles is to use geometric objects such as circles, polygons (2D) or cylinders, cuboids, spheres (3D) etc. With geometric representations of obstacles we simply have that the cell must be blocked if it intersects any obstacle (see Figure 3 ). Fig. 4 A sample turn maneuver. The thick line emphasize a part of a trajectory. α stands for a turn angle, d stands for a distance between adjacent cells and r stands for a turn radius.
The underlying (dynamic) configuration space can be defined in the following way. Configurations are positioned only in centers of free cells. For A* the configurations consider directions pointing to adjacent cells only (i.e., 12 possible directions) while for (Lazy) Theta* directions can point to any other 'visible' cell (the number of possible directions is finite if the number of cells in the grid is finite). In our implementation, speed values are discrete and range from given minimum to maximum speed values (given by the specific Model of Dynamics component).
Trajectory Representation Component
In our implementation we focus on the simplest possible trajectory representation. Polygonal chains are simple enough but it must be possible to change direction in a smooth way. Therefore, we use two types of atomic curve segments which are used for constructing partial curves connecting configurations. The first type is represented by (straight) lines which are used for moving between the grid cells (Straight Maneuvers). The second type is represented by arcs which are used for smooth changes of directions (Turn Maneuvers).
In 2D, the situation is easy to imagine. A sample Turn Maneuver is depicted in Figure 4 . Turn angle α can be easily determined because the change in direction is known. Even though α is known there is still an infinite number of possible Turn Maneuvers. It is reasonable to keep the whole Turn Maneuver within the cell because we can be sure that the curve representing the Turn Maneuver does not cross any obstacle (the cell is not blocked). On the other hand, it is reasonable to have a turn radius as large as possible to keep the curvature as small as possible. If d stands for a distance between (non-diagonal) adjacent cells, then the Turn Maneuver must start (and end) a distance of d/2 from the cell center. d/2 is a radius of hexagon's inscribed circle and therefore the arc representing the Turn Maneuver stays within the hexagon cell. Center of Turn Maneuver's circle is in the point of intersection of perpendiculars to Straight Maneuvers' lines led in d/2 distance from the hexagon center.
A turn radius r can be determined analytically if we know α and d in the following way:
Determining the turn radius, which is a reciprocal of Turn Maneuver's curvature, is sufficient for the Model of Dynamics which determines SLCs (see Section 7.3). Note that trajectories often do not cross centers of cells, i.e., the corresponding configurations (e.g. Figure 4 ), but this does not violate the conditions for trajectories to be solution trajectories. In 3D, the situation can be handled similarly (in fact we generalize the 2D case). The arc lies in the plane defined by two lines referring to preceding and succeeding Straight Maneuvers. Besides the curvature of Turn Maneuvers a slope change can be taken into account as well.
Model of Dynamics Component
We consider only two kinds of atomic curve segments -Straight and Turn Maneuvers (as stated in the previous subsection). It is only possible to adjust speed (accelerate or decelerate) during Straight Maneuvers. The rate of acceleration or deceleration must also be constant in any one Straight Maneuver. Practically, during a trajectory extraction phase a Straight Maneuver which connects more distant cells (Theta* or Lazy Theta* is used) is split into (at most) 3 parts (Straight Maneuvers). The first part ensures accelerating to maximum speed, the second part serves for moving at maximum speed and the third part ensures the deceleration required to fulfill, for instance, a SLC for the following Turn Maneuver. Depending on the actual situation some of the parts might be omitted (e.g. we are already moving at maximum speed at the beginning or we must begin to decelerate before reaching maximum speed etc.).
For Turn Maneuvers we model the physical law which requires the minimum turn radius to vary as the square of the speed (i.e., r ∝ v 2 ). If v tunit stands for the maximum speed for a Turn Maneuver whose turn radius is 1 (unit), then the maximum speed for a Turn Maneuver v tmax whose turn radius is r is:
In 3D we also need to model slopes and slope changes. Constant slopes are Straight Maneuvers and slope changes are Turn Maneuvers. A constant positive (ascending) slope causes an entity's rate of acceleration to decrease (the second derivative of its speed is negative) while a negative slope causes the entity's rate od acceleration to increase.
We do not model acceleration changes on changing slopes (v ′′ = 0) but we prohibit Turn Maneuvers with a slope change above a given threshold.
Heuristics
There are two main options how trajectories can be optimized -on distance or duration. Obviously, in basic path planning the shortest 'path' means the fastest 'path' (we are moving in constant speed). However, if dynamic properties are incorporated, then the shortest trajectory may differ from the fastest one because some maneuvers on the shortest trajectory may require to be performed in significantly lower speed.
Optimization on distance can be done in the same way for both the basic and augmented (A*-like) algorithms. An actual cost of a partial trajectory from the initial configuration to a node s g(s) is computed as a real length of the partial trajectory, i.e., an ordered sequence of atomic curve segments. A cost between nodes s and s ′ c(s, s ′ ) is computed analogously, i.e., the length of atomic curve segments connecting s and s ′ . A heuristic estimation of the distance from a node s to the goal configuration h(s) is computed as the Cartesian distance between position of s (pos(s)) and the position of the goal configuration. Obviously, such a heuristics is admissible because the real distance cannot be shorter than the Cartesian distance.
Optimization on duration is applicable only for augmented algorithms because the basic ones cannot deal with time. An actual cost of a partial trajectory from the initial node to s g(s) is computed as a time in which the partial trajectory can be passed. However, during the search we only have sequences of atomic curve segments, so it is necessary to extract (partial) trajectories from them (by calling ExtractSolution(s)). c(s, s ′ ) is computed similarly for Theta*. In Lazy Theta* we do not know the exact interval of speed values in s ′ (spd(s ′ )) because verify has not yet been called and we only assume (optimistically) that transiting from parent(s) to s ′ is possible. Thus spd(s ′ ) can be estimated by calling the M akeCurve and ReachableSpd procedures. Therefore a cost function c(parent(s), s ′ ) is computed as a minimum time needed for transiting from parent(s) to s ′ but SLC is not taken into account which may underestimate the actual cost.
A heuristic estimation of the distance from s to the goal node h(s) can be computed as a time necessary to move directly from position in s directly towards the goal configuration at maximum possible speed (i.e., the Cartesian distance from s to the goal is divided by maximum entity speed). Obviously, the heuristics is also admissible.
Of course, we can optimize for a different metrics than distance and duration. A useful metric can be, for instance, energy (fuel) consumption. Optimizing energy consumption is very useful in reducing costs and also reducing pollution. To preserve an optimal (or nearly optimal) energy consumption the entity should not change its speed often but also should not move at maximum speed. Optimizing for energy consumption, we believe, might have very similar aspects as optimizing for duration. Another example of a metric can be minimizing risks which an entity undergoes during moving from initial to goal configuration. For instance, the entity could get stuck in mud, fall from the cliff edge etc. An optimal trajectory in this case should avoid such places even though its length or duration needed to pass through it might be much higher. The cost may depend on the distance the entity passes through in the 'risky' environment (e.g. mud) or how many 'risky' maneuvers the entity does. From this perspective providing an informative (and admissible) heuristic is needed.
Planning from/to arbitrary position, direction and speed
Discretization of continuous space provided by grids improves efficiency of the trajectory (path) planning process. However, it certainly limits starting and ending conditions such as positions which must be related to centers of grid cells. Ability to plan a trajectory from or to arbitrary position (in continuous space), direction and speed value (or the interval) is desirable, especially for real-world applications. In fact we have to extend the configuration space by configurations representing initial and goal situations. The basic idea for modifying the algorithms to support this rests in adding 'dummy' cells -one for the initial and one for the goal situation. Cells intersecting 'dummy' cells can be considered as adjacent (to the 'dummy' cells). Defining the adjacency relation is sufficient for basic (path planning) algorithms (we do not have to change the pseudo-code).
However, for augmented algorithms it is not that simple. It may happen that if the initial speed of the entity is high, then none of cells adjacent to the initial 'dummy' cell is reachable (i.e., SLCs are violated) because the entity must perform a 'sharp' Turn Maneuver (with a small turn radius). In this case all (augmented) algorithms terminate without finding any solution. For (augmented) Theta* and Lazy Theta* there is a way to handle this sort of issue. From the initial direction and initial (minimum) speed it is possible to estimate which cell may be reachable from the initial 'dummy' cell. In fact the expansion of the initial node (s start ) might not refer to nodes positioned in adjacent cells but to nodes positioned in cells a 'reasonable' distance from the starting position (following the initial direction). A 'reasonable' distance can be determined, for instance, as a distance needed by an entity to slow-down to fulfill SLC for Turn Maneuver in angle π/6. While s start is being expanded, then the ComputeCost procedure (Theta*, see Algorithm 7) is modified in such a way that if the test in Line 2 fails (s start is used instead of parent(s)), then we proceed to the next node (Line 12 of Algorithm 1). Analogously, the SetN ode procedure (Lazy Theta*, see Algorithm 8) is modified, i.e., if the test (Line 2) succeeds, then we select another node from open (Line 5 of Algorithm 1).
In every iteration, when a node s is selected from open, reachability of s goal is tested. That is, performing LOS(s, s goal ) followed by verify(s, s goal ). If both the checks succeed, then we can directly connect s and s goal , otherwise we cannot. If we optimize for distance and spd(s goal ) is not disjoint with the goal (interval of) speed values, then we can directly proceed to the solution extraction phase. If we optimize for duration, we add s goal to open (or replace the old one if the cost is smaller) and continue (Line 5 of Algorithm 1). Therefore, the solution extraction phase begins after s goal is selected from open. Note that the verify procedure must also be modified for this case. The curve, which is generated (Line 2 of Algorithm 5), consists of three atomic curve segments in the following order: Turn Maneuver for changing direction towards the goal 'dummy' cell, Straight Maneuver for moving towards the goal 'dummy' cell and Turn Maneuver for changing direction towards the goal configuration. The last maneuver is omitted if direction is not specified in the goal situation. some distance. To incorporate entity size or safety range (i.e., a minimum possible distance from an obstacle) the geometric objects representing obstacles must be 'inflated' (e.g. if an obstacle is represented by a circle, then we must increase its radius by the safety range).
Example

Experimental Evaluation
In this section, we present an experimental evaluation where we compare how augmenting the A*, Theta* and Lazy Theta* algorithms affect the trajectory planning process.
Setup
For evaluation purposes we implemented the proposed methods for trajectory planning (augmented A*, Theta* and Lazy Theta*) in JAVA SE 6. The implementation has not been optimized for performance, therefore there might be space for improvement. All the benchmarks were performed on Core2Duo 1.86 GHz, 2 GB RAM, Windows 7. We used two scenarios for the evaluation. Firstly, a 2D scenario was built upon an area of size 1000x1000 units and is discretized into a hexagonal grid where the distance between adjacent cells is 10 units (making a grid of size approx. 100x100 cells). The Model of Dynamics for the 2D scenario, which follows the general rules described in Section 7.3, has the following properties (speed values are provided in units per second, acceleration values are provided in units per second squared): maximum speed is 50, maximum acceleration is 2.0, minimum acceleration (i.e, maximum deceleration) is -2.5 and maximum speed for a unit Turn Maneuver (v tunit ) is 5.0. Secondly, a 3D scenario was built upon an area of size 1000x1000x50 units which is discretized into a honeycomb-like grid where the distance between adjacent cells is 10 units and between adjacent 'flight levels' is 5 units (making a grid of size approx. 100x100x10 cells). The Model of Dynamics for the 3D scenario, which follows the general rules described in Section 7.3 (similarly to the 2D case), has the following properties: maximum speed is 100, maximum acceleration is 7.0, minimum acceleration (e.g, maximum deceleration) is -8.5, maximum speed for a unit Turn Maneuver (v tunit ) is 10.0 and minimum pitch radius (slope change) is 20 units. We randomly generated 100 way-points and then we plan trajectories between each pair (giving us up to 4950 planning problems -some of them are (trivially) unsolvable, because some points lie in the blocked cells). We have three 'maps' (∼ 10%, ∼ 20% and ∼ 30% cells blocked). We also randomly generated initial and goal direction and initial speed and maximum goal speed for every point. For every planning problem we set a timeout of 5s (5000ms). Note that we have only one set of points for all scenarios (in 2D we just omit the z-coordinate) and for all 'maps'. Table 1 shows the performance of the basic (pure path planning) and augmented A*, Theta* and Lazy Theta* algorithms. The basic versions are supplemented by a post-processing step which assigns dynamics to 'paths' (spatial curves) -outputs of the (basic) A*-like algorithms. For augmented A* we considered both lite and full versions. For Theta* and Lazy Theta* we considered only lite versions because the full ones are (apart from a few exceptions) unsolvable in reasonable time. Initial configurations are specified by a (cell) position and speed value and goal configurations are specified by a (cell) position and interval of speed values (initial or goal directions are not specified).
Basic vs. Augmented Methods
Columns are named in a self-explanatory way but some items should be clarified. Nodes are counted in such a way that we count every node which is about to be inserted into open. Distance stands for a trajectory length. Duration stands for a time the entity needs to pass Table 1 The performance of basic and augmented A*-like algorithms in the 2D scenario.
through the trajectory, i.e., a span of the time interval on which the trajectory is defined. To compare basic and augmented A*-like algorithms (columns 'vs bas') we used the following normalization. Let SP be a set of problems solvable (within timeout) by both an augmented and the corresponding basic algorithm. Let x basi (resp. xaug i ) be a quantity (such as running time, nodes etc.) connected with the i-th problem and the basic (resp. augmented) algorithm. Then, the normalization is: ∑
The results are discussed in detail later. Tables 2, 3 show the performance of the augmented Theta* and Lazy Theta* algorithms. We compare how these algorithms behave if we optimize either for trajectory distance or duration. Initial configurations are specified by a position (not necessarily in the cell center), direction and speed value and goal configurations are specified by a position (not necessarily in the cell center), direction and interval of speed values. In contrast to the previous case the algorithms are modified according to Section 7.5 (for instance, we test reachability of the goal every time we select a node for expansion). The tables are organized in a similar way to the previous case but instead of comparing to the basic versions we are comparing to distance optimization. The normalization formula is constructed analogously to the previous case.
Distance vs. Duration Optimization
Results are also later discussed in detail. Table 3 The performance of augmented Theta* and Lazy Theta* optimized for either distance or duration in the 3D scenario.
Discussion
The comparison of the basic and augmented A*-like algorithms (Table 1) shows the following. In several cases the basic algorithms (dynamics is added in a post-processing step) were not able to find a solution trajectory although the augmented algorithms were. It happened more often in the A* case, that is because the smallest turn angle is π/6 (in a hexagonal grid with 'diagonal' moves) thus the maximum speed for this Turn maneuver is quite low. There is a correlation between the number of obstacles and the number of 'unsolvable' problems by the basic versions. We have observed that the main reason why problems are 'unsolvable' by the basic versions is a high initial speed and an early 'sharp' Turn Maneuver. This means that the entity is not able to slow-down to perform the Turn maneuver. Note that initial and goal directions are not specified in this case, which helps the basic versions. Taking a closer look at the results (Table 1) we can see that the hypothesis formulated in Section 6.4 is justified. The number of considered nodes was almost the same for the basic and lite versions, in the A* case it was about 2% less in the lite versions. Running time of the lite versions was slightly higher (up to 8%) than running time of the corresponding basic versions. This is caused by higher overheads connected with computation of intervals of speed values and de- termining SLCs. It is worth mentioning that the running time of the lite version of augmented Lazy Theta* is almost the same as the corresponding (basic) Lazy Theta*. We believe that postponing these overheads along with LOS checks which results in a significant decrease of these overheads (in fact we have to determine SLCs and compute spd(s) only for nodes that are to be inserted into close rather than into open). Full versions of augmented A* have, as we expected, about 65-75 times higher running time than the corresponding basic versions. This is also in a correlation with the number of considered nodes which is about 40 times higher. We can see that in our case (hexagonal grid with 'diagonal' moves) the number of directions is 12. We can estimate the average number of different intervals of speed values for every considered node (c, see Section 6.4) to be 3-4. However, this estimation is inaccurate and very dependent on a particular model of dynamics. In Theta* and Lazy Theta* case the number of directions is very high thus running time of the full versions might be extremely high (see [7] ). Trajectories found by the lite versions do not differ much from trajectories found by the basic versions since the differences between trajectory lengths and duration is marginal (fractions of promile). Comparing the full versions of augmented A* with the corresponding basic versions we can see that trajectory lengths are slightly shorter (2-3 promiles), however, durations are about 5% higher for the full versions. This is due to a different strategy for distinguishing nodes which often results in trajectories that contain more Turn maneuvers. Even though distances (lengths of trajectories) are not (or very slightly) affected, durations are longer because Turn maneuvers can be performed only at reduced speed. The lite versions were able to solve more problems than the basic versions at only a small price. However, incompleteness of the lite version is their major shortcoming. As discussed in Section 6.4 solutions might be lost because of comparing only positions of nodes, therefore we might discard some essential configurations. In some cases we have to reenter a cell as illustrated in Figure 7 . A dash-lined trajectory must be considered if the initial speed (in WP1) is too high, therefore we are unable to perform a 'normal' Turn maneuver. In general if we have visited such a position (cell) once, then we will not visit it again regardless of differences of other conditions (direction, interval of speed values). Encouragingly we have only observed a small number of such lite version 'unsolvable' problems. However, if such an 'unsolvable' problem occurs, then one option is to try to solve it by the full version of augmented A*, which has been proven to be complete in Section 6.4. Main disadvantage of this approach is quite low performance as well as rather unrealistic trajectories. Another option, which is still an open problem, rests in detecting positions (cells) that must be reentered or revisited.
Comparisons of the results of using a different optimization strategy (for distance or duration) are present in Tables 2 (for the 2D scenario) and 3 (for the 3D scenario). We used the lite versions of Theta* and Lazy Theta*. Initial configurations in this case have arbitrary positions (not necessarily in cell centers), directions and speed values. Goal configurations in this case have also arbitrary positions, directions and intervals of speed values. Note that in this case using the basic versions is quite impractical because in many cases the first Turn maneuver, which goes from the initial configuration, has too small turn radius thus it does not follow the dynamic properties of the entity. The results showed that we are able to reduce trajectory durations (if we optimize for it) by about 15 − 18% while trajectory lengths increase by about 2 − 5%. However, optimization for duration turned out to be significantly much slower than optimization for distance. There are several aspects influencing this. Firstly, the cost of nodes (g) depends on time needed to pass through a partial trajectory (from the initial to the current node). Obviously, it is possible for longer (partial) trajectories to have lower cost than shorter ones. In our case the cost rises in correlation with the number and 'sharpness' of Turn maneuvers which means that 'straight' trajectories are preferred. It is also obvious that the number of considered nodes rises when the (partial) trajectories become longer. It gives us an insight why the number of considered nodes must be higher. The heuristic function (h), on the other hand, is directly dependent on a Cartesian distance from the current (set of) configurations to the goal configurations (see Section 7.4). Thus, the heuristic does not affect the number of considered nodes. Secondly, if we optimize for distance we can 'jump' directly to the goal when it becomes reachable (see Section 7.5). On the other hand, if we optimize for duration and even if the goal is reachable we cannot directly 'jump' to it. The results show that if the number of obstacles rises then the difference between considered nodes (and running time as well) decreases. This is because having more obstacles decreases a chance of 'jumping' towards the goal. The third aspect affects only running time. It is obvious that computing the cost (g) is more time consuming because we have to produce a partial trajectory (i.e., assign velocity to the sequence of curve segments) in every iteration. Addressing these aspects offers potential improvements of the planning process (optimizing for duration). The first and most important aspect can be addressed by developing more sophisticated (admissible) heuristics that avoid the exploration of a large number of unpromising nodes. This is also related to the second aspect because with more sophisticated heuristics we will be able to reveal earlier whether 'jumping' towards the goal is feasible with respect to duration optimization.
Comparing the results of our methods in 2D and 3D scenarios (using a different model of dynamics) showed that there is a correlation between the number of considered nodes and grid size in the distance optimization case. In the duration optimization case the number of considered nodes is significantly higher. Therefore, we can see that particular model of dynamics has a much greater effect on planning optimized for duration.
Conclusions
We used the concept of trajectory planning which is designed as a modular architecture allowing independent and easy implementation of spatial and dynamic parts. Because spatial aspects can be addressed by path planning methods, which are very popular, we showed, in this paper, how these path planning methods, namely A*, Theta* and Lazy Theta*, can be augmented to support such a concept of trajectory planning. In contrast to some existing approaches, which after finding a 'path' (a curve) by path planning methods add dynamics (speed and time) to obtain a trajectory in a post-processing step, our approach handles dynamic properties (such as SLCs) during the search. We presented lite and full versions of the augmented algorithms which differ in how they distinguish nodes. The lite version of augmented Lazy Theta* especially achieved very good and promising results. Overall, the lite versions were able to solve more problems than the basic versions (non-augmented path planning methods) at the cost of a small increase in running time. Moreover, we formally proved the completeness of the full version of augmented A*. However, experiments showed that the full version is significantly slower (as we expected) than the corresponding lite (or basic) version.
In this paper we also presented how we can extend augmented Theta* and Lazy Theta* algorithms to plan trajectories from and to arbitrary positions, directions and (intervals of) speed value(s). We investigated how this approach behaves when we optimize for distance (length of a solution trajectory) or duration (a time span a solution trajectory is defined on). Performance of planning optimized for duration was significantly lower than performance of planning optimized for distance. We identified aspects which cause this drop of performance. Addressing these aspects will be a part of our future work.
Future research should consist of proposing more sophisticated heuristics for trajectory planning optimized for duration (or, for instance, energy consumption). Such a heuristic should be able to reduce the number of considered nodes, which will address some of the aspects we discussed earlier in this paper. Another open problem we discussed in this paper concerns incompleteness of the lite versions of augmented (A*-like) algorithms. The problem rests in detecting positions (cells) that may be reentered or revisited, because if we have visited such a position (cell) once, then we cannot visit it again regardless of differences of conditions (direction, interval of speed values).
In summary, the trajectory planning concept introduced here has shown its usefulness despite its very basic implementation of Trajectory Representation and Model of Dynamics components. We believe that results of our work will be applied in simulations of complex autonomous systems which can be used as feasibility studies for real-world applications.
