Dynamic algorithms for shortest paths in planar graphs  by Feuerstein, Esteban & Marchetti-Spaccamela, Alberto
Theoretical Computer Science 116 (1993) 359-371 
Elsevier 
359 
Dynamic algorithms for shortest 
paths in planar graphs* 
Esteban Feuerstein** and Albert0 Marchetti-Spaccamela*** 
Uniwrsitir rii Romu Lu Sapirnx, Dipurtimerlto di hformuiica e Sistemisiicu, Viu Salariu 113, 00198 
Roma, Ital> 
Communicated by G. Ausiello 
Received April 1991 
Revised November 199 1 
Feuerstein. E. and A. Marchetti-Spaccamela. Dynamic algorithms for shortest paths in planar 
graphs, Theoretical Computer Science 116 (1993) 3599371. 
We propose data structures for maintaining shortest paths in planar graphs in which the weight of 
an edge is modified. Our data structures allow us to compute, after an update, the shortest-path tree 
rooted at an arbitrary query node in time O(n Jlog log n) and to perform an update in O((log r~)~). 
Our data structure can be applied also to the problem of maintaining the maximum flow problem in 
an s-t planar network. 
As far as the all-pairs shortest-path problem is concerned, we are interested in computing the 
shortest distances between 4 pairs of nodes. We show how to obtain an o(n’) algorithm for 
computing the shortest path between 4 pairs of nodes whenever q=o(n2). We also consider the 
dynamic version of the problem in which we allow the modification of the weight of an edge. 
1. Introduction 
In the last years there has been considerable research interest in the area of dynamic 
algorithms for graph problems. The aim is to design data structures that support 
operations that allow one to modify the graph in addition to answer several types of 
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queries. The goal is to compute the new solution in the modified graph without having 
to recompute it from scratch. Dynamic algorithms are both of theoretical and 
of practical interest in several applications areas such as high-level languages for 
incremental computations, incremental data flow analysis, interactive network design 
as well as many other interactive applications [19, 18, 17,2]. 
Finding shortest paths has been a fundamental and well-studied problem in 
computer science for a long time. In the particular case of planar graphs, Frederickson 
[9], using the separator theorem for planar graphs of Lipton and Tarjan [14] and 
a new data structure, the topology-based heap, achieves the best algorithm known up 
to date for the single-source versicn of the problem with a running time of 
O(n&). As for the all-pairs version of the problem, in the same paper an 0(n2) 
algorithm is proposed. If we allow a succinct encoding of the shortest-path informa- 
tion, this result has been improved to O(np), where p is the minimum cardinality of 
a subset of the faces that cover all vertices of the graph [lo]. Moreover, if we are not 
interested in knowing the distance between all pairs of nodes, but only q of them, then 
it is possible to achieve a running time of O(n log y1+ p2 + q log n) [6]. Note that in the 
worst case p is O(n). 
There have been several papers that consider shortest-path problems in dynamic 
graphs under insertions and/or deletions of edges [16, 81. We observe that the 
running times of the proposed algorithms are not satisfactory: in fact, the deletion of 
an edge has the same complexity as running the best off-line algorithm from scratch; 
in the case of insertion of new edges, the running time for the insertion of m edges is 
O(j~n’). In the particular case of insertions of new edges with integer edge cost 
Ausiello et al. [l] improve this bound by an order of magnitude in the amortized 
sense. If we restrict ourselves to planar graphs, we observe that data structures have 
been proposed for incremental planarity test [3,4], minimum spanning tree [7], and 
connectivity [4], but no dynamic data structures have been proposed for the shortest- 
path problem. 
In this work, we propose data structures for maintaining shortest paths in planar 
graphs in which the weight of an edge is modified. Particularly, our data structures 
and algorithms allow one to compute, after an update, the shortest-path tree rooted at 
an arbitrary query node in time O(nde) and to perform an update in 
O((log n)“). 
As far as the all-pairs shortest-path problem is concerned, we are interested in 
computing the shortest distances between q pairs of nodes where q is o(n*). We 
consider two different versions of the problem. Firstly, we study the static version 
obtaining an o(n2) algorithm for computing the shortest path between q pairs of nodes 
whenever q=o(n2); this compares favourably with the best off-line algorithm for 
computing the all-pairs shortest path if we are interested in computing only a subset 
of the O(n2) possible pairs. The running time depends on 4. Secondly, we extend 
this result to the dynamic version, in which we allow an update operation that 
modifies the weight of an edge. Also in this case, we obtain different bounds, 
depending upon 4. 
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As a final application of our results, we observe that our data structure can be 
applied also to the problem of maintaining the maximum flow problem in an s-t 
planar network. 
2. Preliminaries 
We refer to [15] for basic definitions and algorithms concerning shortest-path 
problems and planar graphs. 
In [9], fast algorithms are proposed for solving single-source and all-pairs shortest- 
path problems in planar graphs. In this section we will describe briefly the techniques 
used in that work. The algorithms are based on a topological division of the planar 
graph into regions. A region contains two types of vertices: boundary vertices and 
interior vertices. An interior vertex is contained in exactly one region and is adjacent 
only to vertices contained in that region, while a boundary vertex is shared among at 
least two (and at most three) regions. To achieve this, the initial planar graph is 
transformed into a planar graph with no vertex having degree greater than 3. 
A well-known transformation in graph theory [12] that consists in replacing each 
node with degree greater than 3 by a cycle with cost 0 may be used to do this. We are 
interested in topological divisions with a small number of boundary vertices. 
Definition 2.1 (Frederickson [9]). Given a planar graph with n vertices and an integer 
r, a suitable r-division of the graph is a division in 8(n/r) regions, each with 
O(r) vertices and O(J) b oundary vertices such that (i) each boundary vertex 
belongs to at most 3 regions and (ii) each region that is not connected consists of 
connected components all of which share boundary vertices with exactly the same set 
of either one or two connected regions. 
Clearly, the total number of boundary vertices in a suitable r-division is @(n/Jr); 
moreover, if we define a boundary set to be a maximal set of boundary vertices, then 
the number of boundary sets that are obtained in a suitable r-division is O(n/r). In 
Fig. 1, a planar graph and a suitable r-division are shown. 
Lipton and Tarjan [14], showed how to find in linear time a set of O(6) nodes 
that separates the remaining nodes of the graph in two not connected components. 
Frederickson showed how repeated applications of the separator procedure proposed 
by Lipton and Tarjan to the subgraphs obtained allows to obtain a suitable r-division. 
Fact 2.2 (Frederickson [9]). There exists a O(nm algorithm that divides the 
graph in a suitable r-division. 
The single-source algorithm proposed by Frederickson [lo] works as follows: first, 
shortest paths between all pairs of boundary vertices within each region are found. 
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Fig. I. A graph and a witable division 
Using Dijkstra’s algorithm, this costs O(nJr log r). Then the single-source shortest- 
path tree between all boundary vertices is computed (main thrust). Finally, a nzop-up 
phase is performed within each region, that consists in extending the shortest paths to 
every interior vertex. Dijkstra’s algorithm is also used for the second and third steps, 
with the addition of a special data structure, a topologJ4ased heap that allows one 
to perform the second step in O(n +(n/$) log n). Letting r=log n/log log ~1, the total 
complexity of the algorithm is O(n,/G Je) time. 
The topology-based heap is a heap with the boundary vertices in the leaves and 
with vertices from any boundary set being in consecutive leaves. A topology-based 
heap allows one to perform the following operations: initialize, deletemin and batched 
update. A batched update is an operation that updates (according to Dijkstra’s 
algorithm) the values associated with all vertices of a boundary set. 
Fact 2.3 (Frederickson [9]). Let an n-vertex planar graph be divided in a suitable 
r-division. Using the mssociated topology-based keup, the running time qf the main thrust 
of the algorithm is O(n +(n/&) log n). 
A slightly more complicated algorithm, based on recursively dividing each region 
with a faster division algorithm, is proposed, that achieves the same results in 
O(n*) time. 
Frederickson [9] also proposes another algorithm that achieves a bound of O(n’) 
for the all-pairs shortest-path problem. The result is based on the following fact. 
Fact 2.4 (Frederickson [9]). G’ lven an n-vertex planar graph, it is possible to peTform 
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an O(n log n) preprocessing in such a way as to compute each single source shortest path 
tree in O(n). 
3. Dynamic single-source shortest path 
In this section we are interested in implementing the following two operations on 
a weighted planar graph: 
l update (i, j, w): modify the weight of the edge between nodes i and j, assigning to it 
the value w, w 3 0. 
l shortest-path(s): return the shortest distances from s to all other nodes. 
Later in this section we will show how to modify shortest-path(s) to obtain the 
shortest-path tree rooted at s. 
The data structure we propose for the problem maintains a suitable r-division of the 
graph (the value of r will be determined later). Besides, we maintain the all-pairs 
shortest distances between boundary vertices within each region. Since the total 
number of boundary vertices is O(n/$), the space requirement of this data structure 
is O(n). The shortest-path query can be answered with the following algorithm. 
Algorithm for shortest-path(s) 
(1) 
(2) 
(3) 
(4) 
Ifs is an interior vertex, compute the shortest distances from s to all the vertices 
of its region; 
compute the shortest distances from s to all boundary vertices (main thrust); 
compute the shortest distances from boundary to interior vertices in every 
region (mop-up); 
If s is an interior vertex then, for every other interior vertex of its region, 
compare the label corresponding to it by step(l) with the one corresponding to 
step (3) and choose the smaller. 
The correctness of the algorithm is trivial. As far as the running time is concerned, 
step (1) will take O(ra), as we will run Frederickson’s algorithm within the 
region containing s. For step (2), we will use Frederickson’s topology-based heap, 
starting the search from the set of boundary vertices of the region containing s in the 
case that s is an interior vertex, or in s itself otherwise. By Fact 2.3, this step will take 
O(n +(n/fi) log n). For step (3), we will run Frederickson’s algorithm in all regions, 
with the heap initialized with the distances from s to each boundary vertex of the 
region. This will cost O(r&) for each of the @(n/r) regions, O(na) in total. 
Step (4) will cost O(r). Letting r =(log n)‘, we get an algorithm that allows us to query 
for the shortest distances from an arbitrary node in O(nJE) time. 
As for the update operation, it will consist in modifying the values of the all-pairs 
shortest distances among boundary vertices for the (at most 3) regions in which the 
edge is included. We could do this by running Frederickson’s single-source shortest- 
path algorithm for each of the O(J) b oundary vertices of these regions, with 
a running time of 0( (log n)3 JG). 
It is possible to improve this bound by observing that we have to re-compute a set 
of shortest-path trees after a modification of an edge’s weight, within a single region. 
To this aim, we can use the algorithm presented above, that allows one to answer each 
query in O(n,,&&&) time, insead of Frederickson’s O(n &) time, provided 
that an appropriate division of the graph in regions and a certain preprocessing has 
been previously done. Consequently, we will divide each region (of size O(r)) in 
a suitable r’-division, with the additional fact that all “level-one” boundary vertices 
will automatically be considered also as “level-two” boundary vertices. Note that the 
total number of boundary vertices in each region is O($+P/,,~). In order to 
implement an update operation, we have to re-compute all-pairs shortest distances 
between all boundary vertices within the regions in which the arc is included. As we 
have these regions divided in subregions, the update operation can be performed as 
follows. 
Algorithm for update (i, j, w) 
(1) Compute all-pairs shortest distances between level-two boundary vertices of the 
subregion that includes the modified arc; 
(2) Compute the all-pairs shortest distances between all level-one boundary 
vertices of the regions that include the modified arc. 
Note that, in step (2), no mop-up is needed since we are interested only in boundary 
vertices. Step (1) can be done using Frederickson’s algorithm O(fi) times, or even 
Dijkstra’s, with a total cost of O($r’Jlogr’) or 0(,,6r logr’), depending upon 
which algorithm is chosen. As for step (2), it can be done by running O(d) times the 
main-thrust phase within the region; by Fact 2.3, this costs O($(V+(Y/$) log r)). If 
we let r’ = (log r)* then the time complexity of update is 0( (log H)~). 
A preprocessing phase needs to be done, that consists, besides the division of the 
graph in regions and subregions, in computing all-pairs shortest distances between the 
boundary vertices of eaery subregion and every region. By Fact 2.2, the division can be 
performed in O(n&) time. As for the second part of the preprocessing, for each 
subregion of size r’, we need to compute single-source shortest path within the region. 
Applying Frederickson’s algorithm, this costs O(r’m) for each node; by observ- 
ing that the total number of level-two boundary vertices is O(n/$) and that each 
one of them is part of at most a constant number of subregions, we have a cost of 
O(nJ;‘m). The total number of level-one boundary vertices is O(n/$). At 
most three single-source calculations in regions of size O(r) must be done for each, 
which by Fact 2.3, will require O((n/~~)(r+(r/fi)log r)) time. This term clearly 
dominates the other one, and, hence, with the values chosen for r and r’, this yields 
a total preprocessing time of O(n logn). 
We have proved the following theorem. 
Theorem 3.1. There exists a data structure that allows one to maintain shortest 
distancesfiom arbitrary sources on an n-vertex planar graph with nonnegative edge costs 
under the modification of an edge’s weight with costs O((log n)3) for update and 
O(nJe)for the query. A preprocessing phase is needed with cost O(n log n). The 
space requirement is O(n). 
It is easy to modify the data structure so as to be able to answer not only the 
shortest distances but also the shortest-paths tree without additional cost in the 
running times of our algorithms. However, the space requirement will be of O(n log n), 
as it is sufficient to maintain, for each boundary vertex, the shortest-paths tree in the 
region. Since each tree requires O(r) space, and there are O(n/&) boundary vertices 
in total, the total space needed is of O(nfi). Since r=(logn)2, the claim follows. 
Corollary 3.2. There exists a data structure that allows one to maintain single-source 
shortest-path trees rooted at arbitrary nodes on an n-vertex planar graph with non- 
negative edge costs under the modification of an edge’s weight with costs 0((logn)3) for 
update and O(nJe) for the query. A preprocessing phase is needed with cost 
O(n log n). The space requirement is O(n log n). 
In some applications, we want only to maintain the distance between a source s and 
a query node t; that is, we consider the query dist(s, t). In this case, the mop-up need 
not be done in all the regions but only in that containing t. This fact is not crucial in 
the off-line algorithm, but it is so in the on-line version, since the mop-up phase is not 
dominant anymore. More precisely, in the third step of the algorithm for shortest- 
path(s) described earlier, the mop up needs to be done only for t’s region; hence, letting 
r=(log n)‘, we have that the second step becomes dominating, yielding a linear 
algorithm. 
Theorem 3.3. There exists a data structure that allows one to maintain one-pair shortest 
distance for arbitrary nodes on an n-vertex planar graph with nonnegative edge costs 
under the modification of an edge weight with costs O((log n)3) for the modification and 
O(n) for the query. A preprocessing phase is needed with cost O(nlogn). The space 
requirement is O(n). 
Analogous to the single-source case, it is possible to have not only the shortest 
distance between two nodes but also the shortest path between them without any 
additional cost in what refers to running time, but with an increment in the space 
complexity, which in this case, is of O(nlogn). 
Corollary 3.4. There exists a data structure that allows one to maintain one-pair 
shortest path for arbitrary nodes on an n-vertex planar graph with nonnegative edge 
costs under the modification of an edge weight with costs O((log n)3)for the modijication 
and O(n) for the query. A preprocessing phase is needed with cost O(n log n). The space 
requirement is O(n log n). 
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Our data structure can also be used to maintain dynamically a maximum flow in an 
s-t planar network, or just its value, which correspond, respectively, to the shortest 
distances from every node to the root s’ and the shortest s’-t’ distance in the dual 
network, as described in [13,9]. 
Corollary 3.5. (i) A masimum,~ow in an s-t planar network can be maintained dynam- 
ically under the modijcation of an edye’s weight in O(ndG) time. 
(ii) The value of a maximum flow in an s-t planar network can be maintuined 
dynamicully under the modification of an edye’s weight in O(n) time. 
In both cases u preprocessiny phuse is needed, with cost O(nlogn). The space 
requirement is O(n)for both cases. 
4. Not-all-pairs shortest paths 
In this section we consider the all-pairs shortest-path problem in a planar graph in 
the case when we are not interested in all the (n2 - n)/2 shortest distances but only in 
q=q(n) queries of the form dist(i,j), asking for the distance and/or the path between 
two nodes i and j. 
As an example, suppose q = O(n). In this case, running the best-known algorithm for 
the all-pairs shortest-paths problem will take 0(n2) to compute the shortest paths 
between all possible pairs of nodes [9]. Therefore, total time for O(n) queries will be 
O(n2). If, instead, we use the best algorithm known for the single-source problem, it 
will not do better, because, in the worst case, it will be necessary to compute one 
single-source problem for every query. The total cost for O(n) queries will be 
0(n2&). 
In general, a trivial solution can distinguish between two cases: if q<n then it is 
convenient to perform the O(nlogn) preprocessing and then answer each query in 
O(n); otherwise, it is convenient to compute all-pairs shortest paths. In the following, 
we improve these bounds by proposing different strategies to follow, depending upon 
the value of q. 
Case 1: q<n “2 For small values of q (up to n1:2 ), the algorithm initially performs 
the O(n log n) preprocessing proposed by Frederickson, that allows one to compute 
a single-source shortest path tree in O(n). Therefore, the total cost of q queries is 
0( qn + n log n). 
Case 2: nl” <q <n. If q is greater than n”‘, we decrease the cost of each query, 
while increasing the preprocessing cost. Namely, we find a suitable r-division of the 
graph with 8(n/r) regions of size O(r) with O(4) boundary vertices each (for 
a suitable value of r depending upon q). We also perform the O(n log n) preprocessing 
that allows one to answer each single-source computation in O(n) and in O(r) within 
each region. Finally, we compute the shortest-path tree rooted at each boundary 
vertex. 
Preprocessing for case 2 
(1) Find a suitable r-division of the graph; 
(2) process the graph so that each single-source computation will take O(n); 
(3) process each region so +’ each following single-source computation within 
a region will take O(r); 
(4) compute single-source shortest-paths trees rooted at each boundary vertex. 
By Facts 2.2 and 2.4, steps (1) and (2) will take O(n log n) and step (3) O(n log r). Step 
(4) will consist in a single-source computation for each boundary vertex of the graph; 
since there are O(n/J) boundary vertices and each single-source computation will 
cost O(n), the execution time of step (4) is O(n’/$). Therefore, the total cost of the 
preprocessing is O(n log n + n2/J). 
This preprocessing allows one to answer each query as follows (d(x, y) denotes the 
shortest distance between x and y already computed). 
dist(i, j) for case 2 
(1) Either i or j is a boundary vertex: the distance between them is already known 
and, hence, no computation is needed; 
(2) neither i nor j is a boundary vertex and they lie in diflerent regions: 
dist(i, j)=min {d(i, b)+d(b, j)}, 
where b is a boundary vertex of i’s region(s); 
(3) neither i nor j is a boundary vertex and they lie in the same region: compute the 
shortest distance d(i, j) between i and j limited to the region. Let 
dist(i, j)=min(d(i, j), min(d(i, b)+d(b, j)}), 
where b is a boundary vertex of i’s region. 
The time complexity of dist (i, j) for case 2 is O(r). In fact, the complexity of step (2) is 
O(J), as i belongs to at most 3 regions, and each of these regions contains at most 
O(J) boundary vertices. The complexity of step (3) is O(r), as we need to compute 
a single-source shortest path within a region of O(r) vertices. 
Hence, the total time to perform q queries, q d n, is O(n log n + n2/$ + qr). 
Case 3: q > n. In this case we can further reduce the cost of query while increasing 
the preprocessing cost. Namely, we change step (3) of the preprocessing performed in 
the previous case to the following step. 
(3’) Compute all-pairs shortest-path distances within each region of the suitable 
r-division. 
Since the cost of step (3’) is O(r2) for each region, the preprocessing cost becomes 
O(n log n + nr + 2/J). 
With this modification, the algorithm for computing dist(i,j) can be simplified by 
replacing step (3) by the following step. 
(3’) Neitker i nor j is u boundary vertex and they are in the same region: 
&st(i,j)=min(d(i, j), min jd(i, h)+d(b,j))). 
Therefore, the cost of each query becomes O(J) and the total time to perform 
q queries is O(n log II + nr + n2/JF + 44). 
It is easy to show that q=n determines the optimal choice between the two 
strategies. Moreover, choosing the value of r so as to minimize the total running time 
yields the following theorem. 
Theorem 4.1. Tkere esists an alyoritkm that allows one to compute the shortest path 
between q pairs of vertices on an n-oertex planar graph, with the ,followiny time 
complexities: 
(1) if q<n’“, tke runnirly time is O(nq + n log n); 
(2) fn’:2 <q <n, tke runnimq time is O(n4’3q1:3); 
(3) (i) ifn<q<n4’3, tke running time is 0(nsi3); 
(ii) ifn4’” <q < n’, the running] time is O(n&). 
Proof. The correctness of the algorithm follows from the above discussion. The time 
complexity for case 1 is obvious. Case 2 follows by letting r=n4’3/q2”3. In case 3 we 
use the modified versions of preprocessiny and dist with r = n213 (case 3(i)) and r = n2/q 
(case 3(ii)). 
Theorem 4.1 depicts different algorithms to use, depending upon the value of q. In 
our example the total cost for answering n queries is O(n5’3). 
Note that q must be known in advance, as it determines not only the strategy to 
follow but also the optimal number of regions in which the graph has to be divided. In 
fact, the analysis of the algorithm must take into account the preprocessing costs that 
depend on the value of q. 
However, if we do not know in advance the value of q, it is possible to modify the 
algorithm while maintaining the same time bounds as described in Theorem 4.1. This 
can be achieved by an algorithm that processes the queries in phases. During a phase, 
the algorithm changes neither the strategy nor the division of the graph. Each phase 
starts with a preprocessing based on the optimal strategy and the optimal value of r 
for the number of queries processed until that moment. In order to minimize the total 
processing cost, we limit the number of phases as follows. We start a new phase either 
when q reaches a threshold value at which the strategy of the algorithm must change 
or when the value of q doubles. Therefore, if we process q queries, there are O(logq) 
phases. 
In this way, for each query, we always use the optimal strategy with a division of the 
graph in a number of regions that is at least one half of the optimal number. Note that 
under this condition the running time for answering a query differs from the optimal 
one by a constant factor. If we consider the preprocessing required to answer 
q queries, then it is possible to show that, for any given value of q, the total cost 
incurred for the O(log q) preprocessing phases is only a constant factor more than the 
preprocessing cost required by Theorem 4.1 (when we know the value of q in advance). 
This implies that the running time of the modified algorithm is a constant factor 
away from the total cost required to answer the previous queries. Therefore, the 
result stated in Theorem 4.1 holds even though we do not know in advance the 
value of 4. 
5. Dynamic all-pairs shortest path 
In this section we extend the results of Section 4 to the all-pairs shortest-path 
problem in a planar graph in which the weights of the edges can be modified by calling 
the procedure update(i, j, w), that sets the weight of edge (i, j) to w. 
As in Section 4, when we perform an all-pairs shortest-paths computation after 
a graph modification, we are not necessarily interested in all the (n’ - n)/2 shortest 
distances but only in 4 =q(n) queries of the form dist(i, j), asking for the distance 
between two nodes i and j. The data structures that are proposed are the same as for 
the not-all-pairs shortest-path problem and use different strategies depending on the 
value of q. 
The main difference is that, in this case, it is sufficient to maintain the data 
structures after each updatr and it is not necessary to compute them from scratch. This 
influences the threshold values that are used to optimize the running times. 
Case 1: q<n”2. For small values of q (up to n 1’2) the algorithm performs only the 
O(n log n) preprocessing proposed by Frederickson’that allows to compute a single- 
source shortest-path tree in O(n). Clearly, the total cost of one update and q queries 
is O(n log n + qn). 
Case 2: rrl” <q<n4j5. If q is greater than n112, we decrease the cost of each query, 
while increasing the update cost using the same data structures proposed in the 
previous section for case 2. In this way, we are able to answer each query in O(r). The 
cost of updating is the same as the cost of the preprocessing of Section 4. Therefore, 
the total time to perform one update and q queries is O(n log n + n”/$ + qr). 
Case 3: n4’5 cq6n2. In this case, we can further reduce the cost of query while 
increasing the cost of each update cost using the same data structures proposed in 
Section 4 for case 3. In this way, we are able to answer each query in O(4). 
To maintain the data structures, after each update(i, j, w) operation, it suffices to 
compute all-pairs shortest paths within the regions of the suitable r-division that 
contain either i or j and the single-source shortest-path trees rooted at each boundary 
vertex. Since each vertex is contained in a constant number of regions, the cost of 
update is O(n log n + rz + n2/J) r and the total time to perform one update and 
q queries is O(n logn+r2 +n’/JF+q$). 
Choosing the values of Y that minimize the total running times, we obtain the 
following theorem. 
Theorem 5.1. There exists an algorithm that allows one to compute shortest distances 
between q pairs sf vertices on an n-vertex planar graph, after the mod$cation of an 
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Fig. 2. Performance of algorithms for not-all-pairs and dynamic all-pairs shortest paths. 
edge’s weight with the .following time complexities (complesske): 
(1) 
(2) 
(3) 
If‘ q<n”‘, the running time is O(nlog n+qn) and the preprocessing cost is 
O(n log n); 
lf Ill:2 <q<n415, the running time is 0(n4’3q’13) and the preprocessing cost is 
O(n 
4/3ql/3); 
(i) if n4/5<q<n6/5, 
b(n ), 
the running time is 0(n8j5) and the preprocessing cost is 
915 
(ii) !j” n6’5<q<n2, the running time is O(& n and the preprocessing cost is ) 
0(n3/q + n&). 
Proof. In case 1, the preprocessing costs O(n log n), and then each query takes O(n). In 
case 2, we let r = n4j3/q2j3. In case 3, we let r = n4/5 (case 3(i)) and r = n2/q (case 3(ii)). It 
is easy to see that the values of r chosen are optimal for each case. 
The results obtained are summarized in Fig. 2, where we compare the time com- 
plexity of the algorithms described in Sections 4 and 5 with respect to the trivial 
solution. Namely, we assume q = nil and we represent the exponents (/I) of the running 
times of the algorithms as a function of x. 
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