Abstract. The exact values of the sub-Gaussian norms of Bernoulli random variables and binary random variables are found. Exponential bounds for the distributions of sums of centered binary random variables are studied for both cases of independent and dependent random variables. These bounds improve some known results.
Introduction
The aim of this paper is to find the exact values of sub-Gaussian norms for centered Bernoulli and binary random variables. It is assumed below that all the random variables are defined on the same probability space {Ω, F, P}.
A random variable ξ is called sub-Gaussian if there exists a number a ∈ [0, ∞) such that Sub-Gaussian random variables are introduced by Kahane [16] . Properties and applications of sub-Gaussian random variables are studied by many authors (see, for example, [1-4, 7-9, 13, 16, 17] ).
Sub-Gaussian random variables ξ are centered, that is, E ξ = 0, and are such that
The sub-Gaussian standard τ (ξ) is a norm (called the sub-Gaussian norm). The family of all sub-Gaussian random variables Sub (Ω) is a Banach space with respect to the norm τ (ξ) (see [1] [2] [3] ). If τ 2 (ξ) = E ξ 2 , then ξ is called a strongly sub-Gaussian random variable.
An important property of the sub-Gaussian norm is that the norm of a sum of independent random variables does not exceed the sum of norms of the individual terms, that is,
for independent sub-Gaussian random variables ξ 1 , . . . , ξ n . The distributions of sub-Gaussian random variables admit exponential bounds; see [2, 3, 9, 16, 17] . If ξ ∈ Sub (Ω), then
for all x > 0.
Here and in what follows we agree that exp − 1 0 = 0. Every centered Gaussian random variable is sub-Gaussian and the square of its subGaussian norms is equal to the variance. It is known (see [3, 9] ) that if ξ is a centered random variable and P{|ξ| ≤ c} = 1, where c > 0, then ξ is sub-Gaussian and τ (ξ) ≤ c. In general, the exact values of the sub-Gaussian norms are not known and the evaluation of the norm may be a challenging problem even in the simplest cases.
In Section 2 below, the sub-Gaussian norm is found for centered Bernoulli random variables. Then the sub-Gaussian norm is evaluated in Section 3 for centered binary random variables, that is, for random variables assuming two values. Using these results, we obtain the exact values of the sub-Gaussian characteristics of empirical distribution functions in Section 4 and exponential bounds for distributions of sums of binary random variables in Section 5 (for both cases, independent and dependent random variables). Exponential bounds for distributions of Bernoulli random variables are considered in Section 6. The bounds obtained for sums of Bernoulli and binary random variables are sharper in some cases than the well-known Bernstein [5] and Hoeffding [14] inequalities. In Section 7, we establish sufficient conditions for an infinite series of centered binary random variables to be sub-Gaussian.
Main result
Let β(p) denote a Bernoulli random variable, that is, a random variable assuming the values 1 and 0 with probabilities p ∈ [0, 1] and q = 1 − p, respectively. Along with β(p) we consider a centered Bernoulli random variable with parameter p: 
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. We obtain some properties of the function K defined by equality (4) 
,
where
the entropy of the Bernoulli random variable β(p) and where H (p) is the derivative of the function H(p).
The positivity of the function K in the interval (0, 1) follows from definition (4) . The continuity of the function K for p ∈ (0, 1) \ { 1 2 } is clear from the definition (4). Now we check that K is continuous at the points p = 0, p = 1, and p = Further, by the Cauchy-Bunyakovskiȋ inequality,
This together with bound (9) implies that K (p) < 0 for all p ∈ (1/2, 1) and K (p) > 0 for all p ∈ (0, 1/2). Hence the function K decreases in the interval Taking into account equality (4), we prove property (5) and, moreover,
The second derivative of the function K in the set (0, 1) \ 1 2 is given by
According to bound (10),
Thus the continuous function K is convex in the intervals 0, Finally, let p ∈ (0,
whence property (6) follows. In turn, relation (7) follows from (6) . Finally, property (8) follows from equality (4), since H (p) = ln q − ln p for all p ∈ (0, 1).
Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. For every p ∈ [0, 1], the random variable β (0) (p) is centered and bounded, whence we conclude that β (0) (p) ∈ Sub(Ω) (see [3, 9] ). Note that
It is well known that τ 2 β (0) (
2 (see, for example, [3, 16, 17] ). Thus equality (3) holds for p = 1 2 , as well. It remains to prove equality (3) for p
for any sub-Gaussian random variable ξ, we conclude that
Therefore Theorem 2.1 follows if
Hence it remains to show that
The latter property is equivalent to (13) h
To prove inequality (13) , consider the derivatives of the function h p . A straightforward computation yields
The latter equality implies that
This proves the following properties of the function h:
(A) h p increases in the interval (−∞, ln(q/p)); (B) h p decreases in the interval (ln(q/p), ∞); (C) h p attains the maximum at λ = ln (q/p).
Moreover, relations (9) and (10) imply that
Below we list some properties of the derivative h p :
The cases p ∈ 0, (14), (15), properties (A)-(C), and continuity of the function h p imply (D) the equality h p (λ) = 0 holds for at most two points λ 1 and λ 2 such that Moreover, we derive from properties (E)-(G) and equalities (17)- (18) 
Properties (A)-(D) imply four more properties of the function h
Finally, using properties (E), (F), and (H) together with equalities (16)- (17) we obtain
show that the function h p has local maximums in the interval 2 ln q p , 0 at the points λ = 0 and λ = 2 ln(q/p) and a local minimum at the point λ = ln q p . Hence the function h p attains its maximal value at the points λ = 0 and λ = 2 ln q p . This implies that inequalities (13) and (12) hold for all λ ∈ R. Therefore if p ∈ ( 
we deduce from the above case that equality (11) holds for p ∈ (0, 1 2 ), too. The proof of Theorem 2.1 is complete.
The sub-Gaussian norm of a binary random variable
The result obtained in the preceding section for centered Bernoulli random variables allows us to find the exact values of sub-Gaussian norms of centered binary random variables. 
where K is the function defined in (4).
where β (0) (p) is a centered Bernoulli random variable with parameter p. Thus
Now Theorem 2.1 implies equality (21).
Remark 3.1. Let X be the same binary random variable as in Theorem 3.1. Then
Relations (21) and (9) imply that the equality
. This means that a centered binary random variable X −E X is strictly sub-Gaussian only in those three exceptional cases. Moreover, relations (5) and (10) show that τ
. This inequality becomes an equality only if p = 
The following result shows that inequality (1) becomes an equality for identically distributed sub-Gaussian random variables. Let ξ 1 , . . . , ξ n be independent sub-Gaussian random variables being identically distributed with ξ. Then
Lemma 3.1.
whence (26) follows. Since τ is a norm, equalities (27) follow from (26). Consider some corollaries to Theorem 3.1 and Lemma 3.1. 
. . , n, be independent identically distributed Bernoulli random variables with parameter
p ∈ [0, 1]. Then τ 2 n j=1 (β j (p) − p) = nK(p), τ 2 1 √ n n j=1 (β j (p) − p) = K(p), and τ 2 1 n n j=1 β j (p) − p = K(p) n .
Sub-Gaussian characteristics of empirical distribution functions
Let η j , j = 1, . . . , n, be independent random variables being identically distributed with a random variable η whose distribution function is F (t) = P{η < t}, t ∈ R. We treat the centered empirical distribution function
as a stochastic process depending on a parameter t ∈ R. Since 1{η j < t} is a Bernoulli random variable with parameter p(t) = F (t) and increments 1{η j < t}−1{η j < s}, s < t, also are Bernoulli random variables with parameter p(t, s) = F (t) − F (s), Corollary 3.2 and property (K7) of Lemma 2.1 imply the following result. 
. , n, be independent identically distributed random variables with the distribution function F (t), t ∈ R. Then
and
In addition, if the distribution function F is continuous, then
In particular, if
. , n, are independent random variables uniformly distributed in the interval
as (t − s) → 0 for all n ≥ 1. 
Exponential bounds for distributions of sums of binary random variables
and let the function K be defined by (4) .
(ii) if random variables X j , j = 1, . . . , n, are independent, then inequalities (28) hold for all x > 0 with
Proof. Statement (i) follows from inequalities (1) and (23). In turn, statement (ii) follows from inequalities (1) and (25).
. . , n, we conclude that
The Hoeffding inequality is one of the well-known exponential bounds for sums of independent bounded random variables (see [14] ). According to the Hoeffding inequality
for all x > 0, where X j , j = 1, . . . , n, are independent random variables bounded from below and from above, that is, they are such that
Since K(p) < 
and let the function K be defined in (4) . Then (i) for all x > 0, inequalities (28) hold with
(ii) if random variables β j (p j ), j = 1, . . . , n, are independent, then (28) holds for all x > 0 with
Next we consider a corollary of Theorem 6.1 for identically distributed Bernoulli random variables.
. , n, be identically distributed Bernoulli random variables,
and let the function K be defined by (4) . Then (i) for all x > 0,
In particular,
for all x > 0; (ii) if random variables β j (p), j = 1, . . . , n, are independent, then
for all x > 0; in particular,
Example 6.1. Let β j (p), j = 1, . . . , n, be identically distributed Bernoulli random variables and let p ∈ (0, 1 2 ). Then (i) for all x > 0,
(ii) if random variables β j (p ), j = 1, . . . , n, are independent, then
for all x > 0. Note that the latter result coincides with a corresponding Hoeffding inequality obtained in the paper [14] .
The bounds in Theorems 5.1 and 6.1 correspond to the well-known large deviation inequalities if random variables are independent and identically distributed (see, for example, [14, 15] ). Note however that the bounds in Theorems 5.1 and 6.1 are sometimes less precise than the large deviation inequalities. On the other hand, our bounds in Theorems 5.1 and 6.1 provide additional information about the deviations if the random variables are dependent or independent but nonidentically distributed.
Every sequence of n Bernoulli trials with the success probability p j corresponds to a sequence of Bernoulli random variables β j (p j ), j = 1, . . . , n, whose sum n j=1 β j (p j ) equals the total number of successes in n Bernoulli trials. Note that the Bernoulli trials are dependent (independent) if and only if the corresponding Bernoulli random variables are dependent (independent). The inequalities in Theorem 6.1 written in terms of Bernoulli trials provide the exponential bounds for the distribution of the total number of successes for independent or dependent Bernoulli trials as well as in the homogeneous or nonhomogeneous case and correspond to some known estimates; see [5, 6, 10, 11, 15] .
Series of binary random variables
The following result contains sufficient conditions for an infinite series of centered binary random variables to be sub-Gaussian. (4) .
then the series 
∞ is a sub-Gaussian random variable such that
for all x > 0;
(ii) if the random variables (X j , j ≥ 1) are independent and
Proof. Using condition (30) we deduce from Theorem 3.1 that
Thus both series
Since τ is a norm in the space Sub (Ω) and since Sub (Ω) is a Banach space with respect to this norm, the series ∞ j=1 (X j − E X j ) converges in the space Sub (Ω) and its sum S To prove statement (ii) assume that the random variables X j , j ≥ 1, are independent. Note that condition (32) implies
Thus the series ∞ j=1 (X j −E X j ) converges almost surely. Moreover, relation (25) implies that
for all n, m ≥ 1. Therefore condition (32) implies that the sequence of partial sums of the series 
(ii) condition (32) holds if and only if
moreover,
where α > 1. Then 
In what follows we consider an infinite non-homogeneous sequence of independent Bernoulli trials with success probabilities p j , j ≥ 1. We assume that the series ∞ j=1 p j diverges but the series ∞ j=1 (β j (p j )−p j ) converges almost surely and in the space Sub (Ω). Such models naturally appear as a result of "small perturbations" of some degenerate sequences of Bernoulli trials which we are going to describe below.
Let a "nonrandom" sequence of Bernoulli trials correspond to the success probabilities p j , j ≥ 1, and let (34) p j = 1 or p j = 0 for all j ≥ 1. This means that the results of Bernoulli trials are nonrandom and the number of successes in n trials is a nonrandom variable
Further let
that is, V n → ∞ as n → ∞. It is possible (but it is not always the case) that
Assume that, after "small perturbations", the success probabilities p j , j ≥ 1, transform into p j , j ≥ 1, such that
As a result, one observes the random variables S n = n j=1 β j (p j ) instead of the deterministic sequence of successes V n , n ≥ 1. The following result shows that if the perturbations δ j , j ≥ 1, are small, then the error Z n = V n − S n , n ≥ 1, becomes sub-Gaussian. (35) hold. Let the function K be defined by (4) . Then (i) if
then the sequence Z n = V n − S n , n ≥ 1, converges to the limit
∞ , where
is the deterministic component of the limit and where
is the random component of the limit such that the series in (37) converges almost surely and in the space Sub (Ω). Moreover, 
2 (p j ) (see (9) ), the convergence of either of the two series
implies the convergence of the series ∞ j=1 δ j . The proof of Corollary 7.2 is complete.
Concluding remarks
The exact values of the sub-Gaussian norms of Bernoulli and binary random variables are obtained in this paper. These allow us to find the exact values of the sub-Gaussian norms for sums of independent identically distributed binary random variables and for the centered empirical distribution function and its increments. Using these results, exponential bounds are established for the distributions of sums of centered binary random variables (in particular, for sums of Bernoulli random variables). The exponential bounds are valid for both cases of independent and dependent random variables and generalize some known inequalities. The results of this paper can be useful for studies of asymptotic properties of sums and infinite series of binary random variables.
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