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L’Homme a soif de connaître son avenir et de comprendre ce qui l’entoure. À cette fin,de nombreux instruments de mesure ont été inventés. Actuellement, ces instrumentsdevenus très précis génèrent de grandes quantités de données. Pour mieux appréhen-
der le monde qui l’entoure, l’Homme utilise ces données pour modéliser son environnement.
En analysant les modèles et en simulant leur évolution, il devient possible de comprendre des
phénomènes et systèmes complexes ou d’en inventer de nouveaux, et même de prévoir leurs
possibles évolutions.
Cependant, les instruments de mesure, très précis, peuvent générer quotidiennement de
grandes masses de données. Les modèles deviennent également de plus en plus complexes
et prennent en compte un nombre de paramètres sans cesse grandissant. Simuler l’évolu-
tion de tels modèles demande donc une puissance de calcul et de stockage de plus en plus
grande. Par exemple, en Californie, dans le cadre du projet TeraShake [127], la simulation
de tremblements de terre servant à prévoir les conséquences de secousses dans cette région
doit prendre en compte une masse considérable d’informations sur la topologie et la struc-
ture des terrains ainsi que sur les forces physiques entrant en jeu. Ce genre de simulation
manipule de gigantesques quantités de données : au sein du projet TeraShake, les simula-
tions prennent en entrée des centaines de gigaoctets et génèrent des résultats de l’ordre de
plusieurs dizaines de téraoctets. Les chercheurs ont donc besoin d’un instrument pouvant
stocker et exploiter une masse d’information considérable.
Face à cette demande croissante de puissance, les grilles de calcul apparaissent de plus
en plus comme la solution de demain. En effet, ces architectures permettent d’additionner les
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ressources matérielles pour former un ensemble offrant une capacité de stockage et de calcul
virtuellement infinie.
Cependant une grille de calcul est un instrument particulièrement complexe car il est
composé de milliers de machines souvent hétérogènes et réparties géographiquement dans
des institutions qui mettent en commun leurs ressources. De plus, de nouvelles ressources
peuvent être ajoutées à tout moment, de même que des ressources présentes peuvent dispa-
raître (pannes, arrêts volontaires). Par conséquent, les concepteurs d’application s’appuient
sur des services logiciels permettant de simplifier l’exploitation des grilles de calcul, d’abstraire
une partie de cette complexité et de masquer partiellement l’hétérogénéité des ressources
utilisées.
Les dix dernières années ont ainsi vu naître des services dédiés à certains de ces aspects.
Il existe notamment des services permettant de déployer des applications sur une grille, de
rechercher des ressources disponibles (matérielles ou logicielles), etc. Pourtant la conception
d’applications distribuées pour les grilles de calcul reste complexe. En effet, le partage de
données reste un problème difficile : si les applications sont distribuées, c’est également le cas
des données auxquelles elles accèdent. Celles-ci se trouvent souvent répliquées sur plusieurs
machines et le concepteur d’application doit prendre en compte ces multiples copies : il
doit pouvoir les localiser, les transférer et maintenir leur cohérence alors que de multiples
processus répartis dans la grille sont susceptibles de les modifier. Cette tâche est d’autant
plus dure si l’on considère que les fautes et déconnexions de machines sont courantes dans
les grilles de calcul et qu’elles peuvent entraîner une perte de données : si toutes les machines
qui stockent une même donnée tombent en panne ou se déconnectent, la donnée n’est plus
accessible.
1.1 Objectifs de la thèse
Cette thèse s’inscrit dans le cadre de la conception du service de partage de données pour
la grille JUXMEM [129] (pour l’anglais juxtaposed memory). Ce service est développé au sein
de l’équipe PARIS [123], dans le cadre du projet Grid Data Service (GDS [111]) de l’ACI Masse
de Données, qui a débuté en 2003. JUXMEM se propose de répondre aux besoins mentionnés
ci-dessus. En particulier son objectif est d’offrir les propriétés suivantes.
Persistance. Le stockage au sein de la grille doit être persistant, c’est-à-dire qu’une donnée
dont la gestion est confiée à un service de gestion de données doit rester disponible
au cours du temps. Les grilles de calcul étant des systèmes dynamiques composés de
machines susceptibles de tomber en panne ou de se déconnecter, assurer la persistance
des données implique la mise en place de mécanismes de tolérance aux fautes.
Localisation et transfert transparents. Les problèmes liés à la localisation des données ainsi
qu’à leur transfert peuvent être traités au sein du service de gestion de données pour la
grille. Ceci a pour but de simplifier le partage de données au niveau des applications.
Ainsi, les applications peuvent accéder aux données partagées via des identificateurs
globaux qui rendent transparents la localisation et le transfert des données.
Cohérence. La cohérence des données partagées répliquées doit être préservée. Ceci peut
être réalisé par la mise en place de mécanismes de synchronisation afin de traiter les
mises à jour concurrentes ainsi que par des mécanismes de propagations des mises
à jour entre les copies d’une même donnée. Là encore, il est nécessaire de prendre
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en compte la nature dynamique des grilles, les différentes copies d’une donnée étant
susceptibles de disparaître à tout moment.
Dans ce contexte, cette thèse s’intéresse particulièrement aux problèmes liés à la tolérance
aux fautes et à la gestion de la cohérence des données. Nous proposons des solutions pour
gérer conjointement ces deux problèmes. La section suivante détaille nos contributions.
1.2 Contributions et publications
Architecture découplée générique. Les problèmes liés à la tolérance aux fautes et ceux
liés à la gestion de la cohérence des données sont en étroite relation. Aussi avons-
nous conçu une architecture en couches permettant de découpler ces deux probléma-
tiques [ADM06]. Cette architecture permet de mettre en œuvre des protocoles de cohé-
rence indépendamment des mécanismes de tolérance aux fautes et réciproquement. De
plus, sa mise en œuvre permet l’instanciation de différentes combinaisons protocoles de
cohérence/mécanismes de tolérance aux fautes, offrant ainsi aux applications utilisatrices
du service le choix de la combinaison la mieux adaptée.
Protocoles de cohérences hiérarchiques. Les grilles de calcul présentent une architecture
particulière : nous verrons au chapitre suivant qu’elles ont souvent des topologies
réseaux hiérarchiques. Les protocoles de cohérence classiques sont mal adaptés à de
telles architectures (ils sont généralement peu performants). Nous proposons une ap-
proche hiérarchique qui permet d’adapter de nombreux protocoles de cohérence exis-
tants aux grilles de calcul [ADM06, ACM06, ACM06b].
Mécanismes de réplication hiérarchiques. Les mécanismes de réplication étudiés dans la
littérature reposent souvent sur des synchronisations entre les différents acteurs or
certains liens réseau des grilles de calcul présentent des latences élevées rendant ces
synchronisations très coûteuses en terme de performance. De même que pour les pro-
tocoles de cohérence, nous proposons une approche hiérarchique pour les mécanismes
de réplication [ADM06]. Cette approche consiste à exploiter la structure hiérarchique
des réseaux des grilles pour offrir des mécanismes adaptés aux grilles de calcul.
Mécanismes de points de reprise pour les grilles. Les applications distribuées s’exécutant
sur les grilles de calcul peuvent avoir des temps d’exécution longs, de l’ordre de plu-
sieurs jours, voire plusieurs semaines. Si une ressource sur laquelle s’exécute une par-
tie d’une application tombe en panne, il peut être intéressant de reprendre l’exécution
de l’application au niveau d’un état préalablement sauvegardé, et non de la relancer
complètement l’application. Nous proposons dans [MMB04a] et [MMB04b] des méca-
nismes hiérarchiques de sauvegarde de points de reprise pour les grilles. Ces méca-
nismes peuvent être employés par les applications utilisant notre service de partage de
données.
Réseau logique malléable. Après avoir étudié une approche hiérarchique pour la gestion
des groupes de réplication au sein des grilles, nous nous sommes intéressés à une
approche permettant de viser une plus grande échelle. Cette approche, présentée en
annexe, se base sur des mécanismes probabilistes offrant une maintenance plus ai-
sée, mais des garanties restreintes. Nous avons introduit le concept de réseau logique
malléable [MMAG06]. Il s’agit d’un réseau logique pair-à-pair qui peut s’adapter aux
applications afin de mettre en place des mécanismes de réplication efficaces.
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a grid data-sharing service. In V. Getov, D. Laforenza, and A. Reinefeld, editors,
Future Generation Grids, CoreGRID series, pages 133–152. Springer, 2006.
Conférences internationales avec comité de lecture
[MMAG06] Sébastien Monnet, Ramsés Morales, Gabriel Antoniu, and Indranil Gupta.
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Distributed Systems 2006 (SRDS 2006), pages 355–364, Leeds, UK, October 2006.
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cations. In 6th IEEE/ACM International Symposium on Cluster Computing and the
Grid (CCGrid 2006), pages 552–555, Singapore, May 2006.
[MB06] Sébastien Monnet and Marin Bertier. Using failure injection mechanisms to ex-
periment and evaluate a grid failure detector. In Workshop on Computational Grids
and Clusters (WCGC 2006), Rio de Janeiro, Brazil, July 2006. Held in conjunction
with VECPAR’06. Selected for publication in the post-conference book.
[ACM06b] Gabriel Antoniu, Loïc Cudennec, and Sébastien Monnet. A practical evaluation
of a data consistency protocol for efficient visualization in grid applications. In
International Workshop on High-Performance Data Management in Grid Environment
(HPDGrid 2006), Rio de Janeiro, Brazil, July 2006. Held in conjunction with VEC-
PAR’06. Selected for publication in the post-conference book.
[ABJM04] Gabriel Antoniu, Luc Bougé, Mathieu Jan, and Sébastien Monnet. Large-scale
deployment in P2P experiments using the JXTA distributed framework. In Euro-
Par 2004 : Parallel Processing, number 3149 in Lect. Notes in Comp. Science, pages
1038–1047, Pisa, Italy, August 2004. Springer-Verlag.
[MMB04a] Sébastien Monnet, Christine Morin, and Ramamurthy Badrinath. A hierarchical
checkpointing protocol for parallel applications in cluster federations. In 9th
IEEE Workshop on Fault-Tolerant Parallel Distributed and Network-Centric Systems,
page 211, Santa Fe, New Mexico, April 2004. Held in conjunction with IPDPS
2004, IEEE.
[ADM04] Gabriel Antoniu, Jean-François Deverge, and Sébastien Monnet. Building fault-
tolerant consistency protocols for an adaptive grid data-sharing service. In Proc.
ACM Workshop on Adaptive Grid Middleware (AGridM 2004), Antibes Juan-les-
Pins, France, September 2004. Available as INRIA Research Report RR-5309.
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[MMB04b] Sébastien Monnet, Christine Morin, and Ramamurthy Badrinath. Hybrid check-
poi nting for parallel applications in cluster federations. In 4th IEEE/ACM Inter-
national Symposium on Cluster Computing and the Grid (CCGrid 2004), Chicago, IL,
USA, April 2004. Poster, electronic version.
Conférences nationales avec comité de lecture
[CM05] Loïc Cudennec and Sébastien Monnet. Extension du modèle de cohérence à l’en-
trée pour la visualisation dans les applications de couplage de code sur grilles.
In Actes des Journées francophones sur la Cohérence des Données en Univers Réparti,
Paris, November 2005.
[DM05] Jean-François Deverge and Sébastien Monnet. Cohérence et volatilité dans un
service de partage de données dans les grilles de calcul. In Actes des Rencontres
francophones du parallélisme (RenPar 16), pages 47–55, Le Croisic, April 2005.
1.3 Organisation du manuscrit
Dans la première partie de ce manuscrit, nous présentons le contexte de nos travaux et
les travaux existants.
– Le chapitre 2 présente le cadre dans lequel se situe notre travail. Il décrit les grilles
de calcul ainsi que les contraintes imposées par ces architectures et les applications de
couplage de codes visées par notre service de partage de données.
– Le chapitre 3 donne la définition et la description des différents types de faute qui
peuvent survenir dans les grilles de calcul. Il propose également un aperçu de l’état de
l’art des mécanismes de tolérance aux fautes.
– Le chapitre 4 définit la cohérence des données et propose un tour d’horizon de la gestion
de la cohérence des données dans les grappes de calculateurs, les bases de données et
les systèmes pair-à-pair.
La deuxième partie présente notre contribution pour la gestion conjointe de la tolérance
aux fautes et de la cohérence des données au sein d’un service de partage de données pour
la grille.
– Nous commençons par une étude de cas au chapitre 5 afin de mettre en évidence les
problématiques de tolérance aux fautes et de gestion de la cohérence des données dans
les grilles. Une solution est esquissée sur un exemple.
– Le chapitre 6 décrit notre architecture logicielle permettant de gérer conjointement les
aspects liés à la tolérance aux fautes et ceux liés à la gestion de la cohérence des don-
nées.
– Au chapitre 7, nous généralisons les idées de solutions présentées au chapitre 5 et
proposons une méthode pour rendre des protocoles de cohérence existants tolérants
aux fautes et adaptés aux grilles de calcul.
Dans la troisième partie, nous présentons des éléments de mise en œuvre de nos travaux
ainsi qu’une évaluation des solutions proposées.
– La mise en œuvre de l’architecture présentée au chapitre 6 ainsi qu’un exemple de
protocole hiérarchique tolérant aux fautes sont présentés au chapitre 8.
– Le chapitre 9 décrit une évaluation de notre contribution.
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Le chapitre 10 conclut ce manuscrit et présente les perspectives offertes par nos travaux.
Enfin, une annexe propose une approche alternative permettant la gestion de données
partagées en environnement volatil, à l’échelle des systèmes pair-à-pair. Il correspond à un
travail effectué lors d’une collaboration et sort du cadre proprement dit du service de partage
de données pour la grille.
7Première partie
Contexte d’étude : gestion des données
dans les grilles de calcul
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Les grilles de calcul sont de plus en plus utilisées, aussi bien dans le monde de la re-
cherche que dans celui de l’industrie. Il s’agit en effet d’un instrument puissant, permettant
de traiter des problèmes difficiles faisant appel à de nombreuses données de taille impor-
tante. Cependant, la conception d’applications pour ce type de système est complexe. Les
applications sont composées de processus distribués géographiquement s’exécutant sur les
nœuds appartenant aux grilles. Lors de l’exécution d’une application distribuée, les proces-
sus qui la composent coopèrent notamment en partageant des données. Nous allons mon-
trer que la gestion des données partagées entre plusieurs processus au sein d’une grille de
calcul représente un facteur limitant dans la conception d’applications pour la grille. Les
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données partagées doivent en effet pouvoir être localisées, transférées et modifiées de ma-
nière concurrente par de multiples processus. Cette tâche est d’autant plus complexe que les
nœuds d’une grille de calcul peuvent tomber en panne ou se déconnecter.
Dans ce chapitre, nous décrivons le cadre de notre travail : le partage de données pour
les applications distribuées s’exécutant sur des grilles de calcul. Dans un premier temps,
nous présentons notre vision des architectures de type grille de calcul et en donnons une
définition (section 2.1). Les besoins en terme de partage de données ne sont pas les mêmes
pour tous les types d’applications distribuées. Dans notre étude, nous nous concentrons sur
un type d’application distribuée particulier : les applications de couplage de codes. Nous
présentons en détail ce type d’application à la section 2.2. Ensuite, nous proposons un aperçu
des mécanismes actuellement utilisés pour le partage de données au sein des grilles et mettons
en évidence leurs limites. Dans ce manuscrit, nous nous intéressons plus particulièrement
aux problèmes liés à la gestion de la cohérence des données en présence de fautes, c’est
pourquoi ces problèmes sont mis en évidence dans la section 2.4. Enfin, la section 2.5 conclut
ce chapitre sur une discussion autour de la gestion de la cohérence des données partagées et
la tolérance aux fautes dans les environnements de type grille.
2.1 Les grilles de calcul
L’objectif de cette section est de définir ce que nous entendons par “grille de calcul”. La
recherche autour des grilles de calcul est très intense, il existe de multiples approches. Nous
allons ici présenter notre approche des grilles de calcul.
2.1.1 Historique et définition
Le mot “grille” vient de l’anglais grid qui a été choisi par analogie avec le système de
distribution d’électricité américain (electric power grid), ce terme été répandu en 1998 par
l’ouvrage de Ian Foster et Carl Kesselman [70]. En effet, une grille peut être vue comme un
instrument qui fournit de la puissance de calcul et/ou de la capacité de stockage de la même
manière que le réseau électrique fournit de la puissance électrique. La vision des inventeurs
de ce terme est qu’il sera possible, à terme, de se “brancher” sur une grille informatique pour
obtenir de la puissance de calcul et/ou de stockage de données sans savoir ni où ni comment
cette puissance est fournie, à l’image de ce qui se passe pour l’électricité.
L’analogie avec le système de distribution d’électricité permet de cerner la vision d’une
grille d’un point de vue utilisateur. Notre travail se situe au sein même des grilles, nous
avons donc besoin de définir comment cette puissance est fournie.
Nous commençons par définir ce qu’est un site d’une grille, pour cela nous reprenons la
définition de [74].
Définition 2.1 : site — Un site est un ensemble de ressources informatiques localisées géogra-
phiquement dans une même organisation (campus universitaire, centre de calcul, entreprise ou
chez un individu) et qui forment un domaine d’administration autonome, uniforme et coor-
donné.
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Les ressources informatiques sont aussi bien des liens réseau (câbles, routeurs ou switchs)
des machines (simples PC ou calculateurs parallèles) ou des éléments logiciels. Nous pou-
vons maintenant définir une grille informatique.
Définition 2.2 : grille informatique — Une grille informatique mutualise un ensemble de
ressources informatiques géographiquement distribuées dans différents sites.
Il est important de noter que les grilles informatiques sont, par nature, dynamiques : 1) les
sites peuvent quitter ou rejoindre la grille à tout moment ; 2) de même, au sein de chaque
site, de nouvelles ressources peuvent être ajoutées, d’autres peuvent tomber en panne ou
être déconnectées.
Il existe différents types de grille informatique. On distingue notamment les grilles de
données et les grilles de calcul.
Les grilles de données (data grid) sont principalement utilisées pour le stockage de
grandes masses de données. Elles sont généralement composées de ressources offrant
une grande capacité de stockage, en mémoire et sur disque.
Les grilles de calcul (computational grid) sont dédiées aux calculs intensifs. Une grande
importance est alors donnée à la puissance des processeurs des nœuds qui la com-
posent.
Dans ce manuscrit, bien que nous nous intéressions à la gestion de données dans les grilles,
nous parlons de grilles de calcul. En effet, nous nous focalisons sur la gestion de données
partagées par des applications scientifiques distribuées effectuant des calculs sur des grilles
de calcul.
2.1.2 Les fédérations de grappes
Les ressources mises en commun par les sites étant souvent des grappes de calculateurs,
nous allons nous concentrer sur un type particulier de grille : les fédérations de grappes.
Définition 2.3 : grappe de calculateurs — Une grappe de calculateurs est un ensemble de
nœuds (typiquement des PC) interconnectés par un réseau à très faible latence et à haut
débit de type SAN (System Area Network) ou LAN (Local Area Network). Généralement, les
nœuds d’une grappe se situent dans une même pièce et sont reliés entre eux par des switchs.
Lorsque les ressources partagées par tous les sites d’une grille sont des grappes de calcu-
lateurs, on obtient une fédération de grappes. On remarque que la topologie réseau de cette
architecture, représentée sur la figure 2.1, est hiérarchique : tous les nœuds d’un site sont
interconnectés entre eux, alors que les différents sites sont généralement connectés par un
seul lien réseau. De plus, les liens réseau reliant les nœuds d’une grappe (en traits pleins sur
la figure) ont de très faibles latences1 comparés aux liens réseau reliant les sites entre eux (en
pointillés sur la figure) .
1Au sein d’une grappe, il n’y a pas de routeur, le seul équipement à traverser entre deux nœuds est un switch.





FIG. 2.1 – Un cas particulier de grilles : les fédérations de grappes.
2.1.3 Un exemple de grille : Grid’5000
En France, un important projet de grille de calcul a été lancé en 2003 : le projet
Grid’5000 [113, 26]. Son but est de fédérer des grappes de calculateurs réparties dans 9 diffé-
rents sites géographiques en France : Bordeaux, Grenoble, Lille, Lyon, Nancy, Orsay, Rennes,
Sophia-Antipolis et Toulouse. La figure 2.2 représente les 9 sites interconnectés par le réseau
Renater [125] (correspondant aux traits reliant les sites sur la carte de la figure 2.2). Ce ré-
seau est en cours de transition2 et va offrir un débit de 10 Gb/s pour des latences allant
de 3 à 14 ms3. À terme, Grid’5000 devrait comporter 5000 processeurs répartis dans ces
9 sites. Au sein des sites, les nœuds sont interconnectés par des réseaux à très faible latence
comme Myrinet [119] (pour lequel la latence entre deux nœuds est de l’ordre de 2 µs). Il y
a donc un rapport de latence de l’ordre d’un facteur 10.000 entre les liens intergrappe et les
liens intragrappe.
Ce type de grille de calcul correspond à ce que nous visons : c’est sur cette plate-forme
que nous avons expérimenté nos contributions. Dans le monde, il existe de nombreux autres
projets de grille comme TeraGrid aux États Unis [126] ou EUROGRID en Europe [109].
2Actuellement, certains liens offrent des débits de 10 Gb/s et d’autres des débits de 1 Gb/secondes, ces
derniers sont en cours de remplacement.
3La variation est essentiellement due à la distance géographique.
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FIG. 2.2 – Carte des sites du projet Grid’5000.
2.2 Les applications de couplage de codes
Nous venons de définir les grilles de calcul et plus particulièrement les fédérations de
grappes de calculateurs. Les applications s’exécutant sur ce type d’architecture sont distri-
buées : elles sont décomposées en sous-tâches, appelées processus, qui s’exécutent sur des
nœuds de la grille. Les applications distribuées, composées de multiples processus, peuvent
donc effectuer des tâches en parallèle : c’est ce qui permet d’obtenir une grande puissance
de calcul. Lors de l’exécution de l’application, ces processus vont accéder aux données de
l’application. Certaines données seront donc partagées par plusieurs processus. Nous nous
concentrons sur un type particulier d’applications pour lesquelles les grilles sont bien adap-
tées : les applications de couplage de codes.
2.2.1 Description
Une application dite “de couplage de codes” est une application distribuée particulière.
Elle est composée de plusieurs codes éventuellement parallèles qui coopèrent à une même
fin. Les échanges entre les nœuds hébergeant une application de couplage de codes pré-
sentent par conséquent une structure hiérarchique : ils seront plus fréquents entre les nœuds
hébergeant un même code qu’entre les nœuds hébergeant deux codes différents, faiblement
couplés.
Les applications de couplage de codes présentent donc une topologie de partage de don-
nées hiérarchique à deux niveaux : au niveau des codes parallèles et au niveau de l’applica-
tion composée des codes parallèles.
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FIG. 2.3 – Une application de couplage de codes : des codes parallèles qui interagissent.
2.2.2 Exemple d’application
La figure 2.3 illustre un exemple d’application de couplage de codes. Cette application
consiste en la simulation d’un satellite. Un tel objet fait intervenir plusieurs physiques telles
que la thermodynamique, l’optique ou encore la mécanique. Chacune de ces physiques peut
être simulée par un code parallèle au sein d’une grappe, et de temps en temps, l’état global
de la simulation représentant le satellite dans son ensemble peut être mis à jour au sein des
différents codes parallèles. Les applications de couplage de codes font intervenir plusieurs
codes de simulation numérique (souvent parallèles) s’exécutant chacun sur une grappe de
calculateurs et échangeant de temps en temps des informations (via des données partagées
par exemple) afin de simuler un système complexe.
L’application HydroGrid [128] est un autre exemple concret. Son but est de simuler des
transferts de fluides et de transport de solutés dans des milieux géologiques souterrains. Ces
simulations ont pour but d’appréhender des phénomènes liés à la contamination des aqui-
fères par des polluants, l’intrusion d’eau salée dans les aquifères ou le stockage profond de
déchets nucléaires. Ces problèmes font appel à différents phénomènes physico-chimiques,
chacun d’entre eux étant simulé par un code spécifique. Les différents codes, s’exécutant
chacun au sein d’une institution (notamment pour des raisons de disponibilités de biblio-
thèques logicielles) sont couplés entre eux. Un exemple d’application représenté par la fi-
gure 2.4 simule l’intrusion d’eau salée. Elle fait intervenir deux codes parallèles, écoulement
et transport, et un code séquentiel : contrôleur. Chacun des codes parallèles s’exécute afin de
simuler l’écoulement d’une part et le transport d’autre part. De plus, comme illustré sur la
figure 2.4, les deux codes parallèles s’échangent itérativement des matrices contenant des vi-
tesses, pressions, densités et concentrations afin de simuler l’intrusion d’eau salée dans son
ensemble. Le code contrôleur échange des données scalaires avec chacun des codes parallèles












FIG. 2.4 – Échanges entre différents codes pour la simulation d’intrusion d’eau salée.
afin de piloter la simulation.
2.2.3 Les grilles de calcul : une solution pour les applications de couplage de
codes
Nous avons remarqué à la section 2.1 que les grilles de calcul, et en particulier les fédéra-
tions de grappes, présentaient une topologie réseau hiérarchique avec des liens à très faible
latence au sein des grappes et des liens à plus forte latence entre les grappes. Les applications
de couplage de codes décrites à la section précédente présentent également une structure
hiérarchique. Les codes parallèles font intervenir en général de nombreuses communica-
tions et peuvent tirer avantage d’un réseau à haute performance. Les communications entre
les différents codes parallèles sont moins fréquentes et peuvent se satisfaire de plus grandes
latences. De plus, il est fréquent qu’un code parallèle doive s’exécuter dans une grappe de
calcul particulière. Cela peut être dû à la présence de bibliothèques logicielles disponibles au
sein d’une seule grappe, ou à des contraintes d’accès à des données sécurisées placées dans
une grappe particulière.
Par conséquent, les architectures de type grille de calcul sont particulièrement bien adap-
tées pour l’exécution d’applications de couplage de codes. En effet, en plaçant les proces-
sus d’un même code parallèle d’une application de couplage de codes au sein d’une même
grappe de calculateurs4, comme représenté sur la figure 2.5, ces processus qui partagent de
nombreuses données bénéficieront des réseaux haute performance présents au sein de la
grappe. Les différents codes parallèles étant faiblement couplés, les liens intergrappe, à plus
forte latence, seront utilisés moins fréquemment.
4Ce positionnement des différents processus est d’autant plus naturel que les différentes institutions qui
collaborent ont en général chacune une spécialité.




Application de couplage de codes
FIG. 2.5 – Les fédérations de grappes : une solution naturelle pour les applications de cou-
plage de codes.
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2.3 Approches pour le partage de données dans les grilles
Les applications de couplage de codes décrites à la section précédente peuvent partager
des données. Nous avons vu au chapitre 1 que la quantité de données peut être très impor-
tante dans la cas d’applications comme TeraShake [127]. De plus, lorsque ces données sont
partagées, elles peuvent être accédées de manière concurrente par plusieurs processus ap-
plicatifs. Nous dressons ici un panorama des systèmes existants pour le partage de données
dans les grilles de calcul et nous montrons leurs limites.
2.3.1 Le partage de données dans les grilles de calcul
Dans les grilles de calcul, le partage de données est complexe. Cela est principalement
dû à : 1) la grande échelle, et 2) la nature dynamique des grilles de calcul. Ces deux carac-
téristiques rendent impossible une connaissance globale de la plate-forme car le nombre de
nœuds peut être très important, et de plus, les nœuds sont susceptibles de quitter ou de re-
joindre la grille à tout instant. Cela rend difficile la localisation des nœuds hébergeant une
copie d’une donnée partagée. En plus du problème de localisation de la donnée, pour lequel
de nombreux travaux existent [96, 118], se pose celui du transfert de la donnée : quelle copie
transférer s’il en existe plusieurs, quel protocole utiliser, quel chemin réseau emprunter, etc.
2.3.2 Systèmes existants
Depuis l’avènement des grilles de calcul, de nombreux travaux de recherche se sont inté-
ressés aux problèmes posés par le partage des données pour les applications. Des solutions
ont été proposées pour faciliter la localisation des données, pour améliorer et faciliter l’accès
aux données et leur transfert, et également pour le stockage des données.
Localisation des données : utilisation de catalogues. Globus [112] est l’environnement
de gestion de grille le plus utilisé. Il consiste en une collection de bibliothèques logicielles
et d’outils en ligne de commande permettant d’exploiter les grilles informatiques. Pour la
localisation des données, Globus s’appuie sur la notion de catalogue. Les catalogues sont gé-
néralement implémentés au-dessus de systèmes existants comme Lightweight Directory Ac-
cess Protocol (LDAP [59]) ou de systèmes de gestion de bases de données. Un service de
catalogues de méta-données (Metadata Catalog Service, MCS) est utilisé pour stocker des in-
formations décrivant les données. Pour la localisation des copies des données répliquées,
Globus propose un catalogue de copies (Globus Replica Catalog, GRC) et un service de locali-
sation des copies (Replica Location Service, RLS [96]). Cependant, la gestion de ces catalogues
reste manuelle : les applications doivent y enregistrer explicitement chaque nouvelle copie
de la donnée. De plus, ces services n’offrent qu’une aide à la localisation et ne gèrent pas
la cohérence des différentes copies. Cette solution a été utilisée par le projet européen Data-
Grid [44].
Il existe dans la littérature d’autres projets exploitant l’approche de catalogues de copies
pour faciliter la localisation de données. On peut citer le Metadata Catalog (MCAT) [118]
utilisé au sein du Storage Resource Broker (SRB) de la grille de donnée du centre de calcul de
San Diego [91]. SRB offre une interface de programmation uniforme sur un ensemble de
18 Chapitre 2 – Les données dans les grilles de calcul
ressources de stockage hétérogènes. Cependant, là encore, la gestion des différentes copies
et de leur cohérence reste à la charge de l’application.
Dans les projets basés sur l’utilisation de catalogues, la gestion de ces catalogues n’est
pas automatisée et la cohérence des données partagées n’est pas gérée. Aussi, cette solu-
tion est bien adaptée pour des données peu fréquemment modifiées, ou en lecture seule. Il
existe de nombreux catalogues référençant des données non modifiables : BIRN [7] qui réfé-
rence des données biomédicales, DPOSS [43] qui est un catalogue de données d’astronomie,
GAMESS [110] qui est dédié aux chimistes, etc.
Accès aux données et transferts. Globus propose des mécanismes d’accès aux données :
Globus Access to Secondary Storage [19] (GASS). Ce système permet aux processus applicatifs
d’accéder aux données distantes de manière transparente, c’est-à-dire comme si elles étaient
présentes localement sur les machines sur lesquelles ils exécutent. GASS agit donc comme
un cache local. Cependant, pour accéder aux données, l’application doit appeler des primi-
tives spécifiques (de type ouvrir/fermer) avant et après les accès. Ces primitives permettent
au système d’effectuer les transferts de données nécessaires. Ce type de mécanisme s’appa-
rente aux mécanismes mis en place par les protocoles de cohérence des systèmes à mémoire
virtuellement partagée (MVP) que nous décrivons dans la section 4.1.
Le projet Storage Resource Broker (SRB [91]) se focalise également sur les accès aux don-
nées. Il a pour but d’offrir un accès uniforme à différents systèmes de stockage, qu’il s’agisse
de bases de données, de systèmes d’archivage ou de systèmes de gestion de fichiers. SRB
fournit une interface de programmation permettant aux applications d’accéder aux données
stockées par ces différents systèmes. De plus, nous avons vu au paragraphe précédent que
SRB utilise des catalogues de méta-données pour localiser les données. Cela permet d’offrir
aux applications un accès transparent et uniforme à des données présentes dans des sys-
tèmes de stockage hétérogènes.
Pour le transfert des données, l’environnement Globus propose un protocole : Grid File
Transfer Protocol [1] (GridFTP), ainsi que des bibliothèques l’implémentant. GridFTP enrichit
le protocole classique File Transfer Protocol (FTP) afin de l’adapter aux grilles. Il offre en effet
un moyen de transfert de données efficace, sécurisé et fiable. GridFTP propose des fonction-
nalités telles que : 1) les transferts parallèles, afin d’augmenter le débit ; 2) des mécanismes
de reprise en cas d’erreur, afin de tolérer des fautes ; et 3) des mécanismes d’authentification
ou encore la vérification de l’intégrité des données, afin de fiabiliser les transferts. Ces fonc-
tionnalités sont absentes des protocoles classiques de transfert de données comme FTP ou
HTTP.
Les fonctionnalités apportées par GridFTP le rendent bien adapté aux grilles informa-
tiques. Cependant, lors de l’utilisation d’un outil utilisant le protocole GridFTP, le déclen-
chement des transferts des données, ainsi que la localisation de la source et de la cible de ces
transferts restent à la charge des applications. Il n’y a également aucune gestion de cohérence
de données répliquées.
Stockage. Le projet Internet Backplane Protocol (IBP) [11] de l’université du Tennessee se
focalise sur le problème du stockage de données à grande échelle (Internet). Ce projet met
en œuvre un réseau de stockage sur des nœuds répartis dans le monde. Cette approche
s’inspire des réseaux logistiques (Logistical Network [13, 12, 14]). Dans de tels réseaux, les
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données transitent entre les nœuds source et destination via des nœuds intermédiaires en
utilisant souvent des techniques d’ordonnancement de transfert. IBP permet ainsi de gérer
un ensemble de nœuds, appelés serveurs de stockages, répartis sur Internet. Il propose une
interface de programmation qui permet d’allouer des tampons sur un ensemble de serveurs.
Les clients peuvent lire et écrire des données dans ces tampons. Ils peuvent également effec-
tuer des transferts et des copies entre différents serveurs de stockage.
IBP n’offre que des garanties du type “au mieux” (best effort), à l’image d’IP (Internet Pro-
tocol). Comme précédemment, le déclenchement des transferts et la gestion de la cohérence
des données restent à la charge des applications.
Les systèmes pair-à-pair. Certains systèmes pair-à-pair comme OceanStore [73], Ivy [85],
ou Pastis [23] proposent des solutions pour le partage de fichiers modifiables à grande
échelle. Ces systèmes sont décrits en détail à la section 4.2. Ils utilisent des mécanismes pair-
à-pair pour localiser, transférer et stocker les données. Nous verrons au chapitre 4 que ces
systèmes visent des échelles plus grandes que celles des grilles de calcul et offrent une ges-
tion de la cohérence très relâchée.
2.3.3 Limites
Les solutions que nous venons de décrire permettent aux applications de partager des
données sur les grilles de calcul. Cependant, les applications doivent gérer elles-mêmes ce
partage. En effet, même si des solutions ont été proposées pour faciliter la localisation, l’ac-
cès, le transfert et le stockage des données, leur utilisation ne permet pas un partage de
données modifiables transparent pour les applications. C’est en effet l’application qui doit
initier explicitement la localisation et le transfert des données partagées.
Cette gestion explicite du partage de données par les applications pose un réel problème,
surtout en ce qui concerne la gestion de la cohérence des données. Lorsqu’un processus ac-
cède à une donnée, il va la localiser, puis la transférer ou la copier sur le nœud sur lequel il
s’exécute, ce qui engendre de multiples copies de la donnée. Un effet positif est de créer de
multiples copies d’une même donnée, permettant ainsi des accès en parallèle sur une même
donnée partagée. Mais que se passe-t-il lorsque l’une des copies d’une donnée partagée est
modifiée par un processus ? Plusieurs solutions s’offrent alors au programmeur de l’appli-
cation : invalider les copies rendues obsolètes par la mise à jour, propager les mises à jour en
mettant en place un mécanisme de verrouillage pour prévenir les modifications qui pour-
raient intervenir avant la propagation des mises à jour, etc. Ces mécanismes sont difficiles
à mettre en œuvre, d’autant plus dans un environnement dynamique et à grande échelle
comme les grilles de calcul.
Des fautes pouvant survenir à tout moment au sein des grilles de calcul, les applica-
tions ne peuvent pas faire l’hypothèse qu’un nœud restera disponible tout au long de leur
exécution pour fournir les données qu’il gère. Par conséquent, les applications doivent soit
1) s’assurer en permanence qu’il existe dans le système plusieurs exemplaires à jour de la
donnée afin que celle-ci reste disponible (réplication active) ; soit 2) effectuer des sauvegardes
régulières et être en mesure de retourner en arrière5. La présence de multiples copies d’une
5Les mécanismes de tolérance aux fautes basés sur la réplication ou sur la sauvegarde de points de reprise
sont détaillés au chapitre suivant.
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donnée permet de tolérer des fautes mais repose le problème de la gestion de leur cohérence.
Malgré l’aide apportée par les éléments existants décrits à la section 2.3.2, cette gestion
explicite de la cohérence de données partagées en présence de fautes est un des facteurs
limitant lors de la conception d’applications pour les grilles de calcul. Ce qui serait souhai-
table, c’est l’externalisation de la gestion du partage de données afin de pouvoir n’utiliser
qu’un seul et même service partagé par toutes les applications. Les concepteurs d’applica-
tion pourraient alors se concentrer sur l’application elle-même en déléguant la gestion du
partage de données, de la cohérence et de la tolérance aux fautes à ce service.
Il existe, notamment dans le cadre des systèmes à mémoire virtuellement partagée, des
travaux permettant de partager des données de manière transparente, c’est-à-dire sans avoir
à connaître la localisation des données, ni la façon dont elles sont transférées ou dont la co-
hérence est maintenue. Ces systèmes sont décrits en détail à la section 4.1. Nous verrons
cependant que leur approche ne peut pas s’appliquer directement sur une architecture dy-
namique à grande échelle.
2.4 Problèmes induits par la dynamicité de la grille
Les grilles de calcul sont des systèmes à grande échelle, dynamiques. La nature dynamique
des grilles est à la fois un atout, et un défi. Un atout car elle permet d’ajouter des ressources
au fur et à mesure de leur disponibilité ou d’en retirer pour effectuer des opérations de
maintenance par exemple. Un défi, car pour le concepteur système cette nature dynamique
soulève de nombreux problèmes.
Causes. Les causes de la nature dynamique des grilles de calcul sont multiples. La pre-
mière est directement liée à une caractéristique des grilles : la grande échelle. Plus le
nombre de nœuds est grand, plus la probabilité d’occurrence d’une panne est importante.
Par exemple, si le temps moyen interfaute (ou MTBF pour l’anglais Mean Time Between
Failures) d’un nœud est d’une semaine et que l’on considère une grille de 10.000 nœuds,
on peut prévoir qu’il y aura approximativement6 une panne de nœud toutes les minutes
(7 jours∗24 heures∗60 minutes
10.000
= 1 minute) dans le système !
Définition 2.4 : temps moyen interfaute (mean time between failures) — Le temps moyen
interfaute (MTBF) est le temps moyen qui s’écoule entre deux occurrences de fautes dans un
système donné.
La dynamicité peut également être induite par les administrateurs de la grille de calcul.
Ils peuvent avoir à redémarrer un ou plusieurs nœuds, à en connecter de nouveaux, voire
à déconnecter totalement le site de leur institution de la grille. Cette dynamicité peut avoir
les mêmes conséquences que les pannes. Cependant, il est généralement possible de traiter
ces cas de manière plus efficace. En effet, ces interventions peuvent être prévues et les dé-
connexions peuvent donc être faites “proprement” (en prévenant les autres sites ou nœuds).
6Approximativement car il faut alors faire l’hypothèse que les pannes sont indépendantes les unes des autres,
ce qui n’est pas toujours le cas, et que chaque nœud en panne est remplacé afin de conserver 10.000 nœuds en
permanence dans le système.
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Notons toutefois qu’un système qui tolère les pannes tolérera également les déconnexions
volontaires.
Enfin, les équipements réseaux comme des routeurs, des serveurs de noms ou des ser-
veurs de fichiers peuvent également tomber en pannes, rendant ainsi des nœuds temporai-
rement inaccessibles.
Conséquences. Du fait de la nature dynamique des grilles de calcul, il n’est plus possible
d’avoir une connaissance globale du système car il est susceptible d’évoluer à tout mo-
ment. Cela implique de mettre en place des mécanismes de découverte et de surveillance
afin d’avoir une vue approximative, partielle du système. Cette vue doit être rafraîchie pour
prendre en compte les changements (ajout ou retrait de nouveaux nœuds ou de nouveaux
sites).
Leslie Lamport a définit les systèmes distribués ainsi :
A distributed system is one in which the failure of a computer you didn’t even know existed can
render your own computer unusable.
Dans un cadre général, quand on prend en compte la nature dynamique d’un système
distribué, on ne peut plus émettre l’hypothèse qu’un nœud puisse rester indéfiniment fonc-
tionnel. Lorsqu’un nœud s’arrête (à cause d’une panne ou d’un arrêt volontaire), il ne joue
plus son rôle dans le système. En particulier, les données qu’il stockait ne sont plus acces-
sibles, les chemins réseau qui passaient par lui sont coupés, les nœuds qui communiquaient
avec lui risquent d’être bloqués, etc. Il est donc nécessaire de prendre des précautions afin
que le système puisse continuer d’évoluer malgré la dynamicité.
Il n’existe pas de solution générique pour faire face à tout degré de dynamicité. Les so-
lutions “classiques” consistent en l’utilisation de redondance (au niveau des liens réseau
afin d’avoir plusieurs routes possibles, au niveau des données afin de pouvoir conserver
une copie dans le système, etc.) ou de sauvegardes périodiques. Ces mécanismes sont des
mécanismes de tolérance aux fautes, certains d’entre eux sont détaillés dans ce manuscrit.
2.5 Tolérance aux fautes et gestion de la cohérence dans les grilles
Dans ce chapitre, nous avons décrit les architectures de type grille de calcul ainsi que les
applications distribuées qui les exploitent. Les grilles de calculs sont particulièrement bien
adaptées aux applications de type couplage de codes. Ces architectures étant dynamiques
et à grande échelle, le partage de données par les applications est un problème difficile à
résoudre. De plus, bien que de nombreux outils pour localiser les données ou les transférer
existent, la gestion du partage et de la cohérence de ces données restent aujourd’hui à la
charge de l’application.
Dans ce contexte, il semble important d’offrir aux applications la possibilité d’accéder
aux données de manière transparente, c’est-à-dire sans avoir à gérer les problèmes liés à la
localisation, au transfert, à la cohérence des données ou à la nature dynamique de la grille.
Le chapitre suivant présente un panorama des mécanismes permettant de faire face aux
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Dans le chapitre précédent, nous avons présenté les architectures de type grille de calcul
ainsi que les applications de couplage de code qui les utilisent. Nous avons souligné que
ces architectures ont une nature dynamique, c’est-à-dire que des nœuds ou des groupes de
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nœuds (l’ensemble des nœuds d’une grappe par exemple), sont susceptibles de rejoindre ou
de quitter la grille de calcul à tout moment.
Dans ce chapitre, nous allons nous intéresser aux approches permettant de faire face à
une partie de cette nature dynamique : les approches dites de “tolérance aux fautes”. La
tolérance des fautes est la partie la plus difficile dans la gestion de la dynamicité1 : il s’agit
de tolérer les départs intempestifs de nœuds ou de groupes de nœuds de la grille.
Tout d’abord, nous allons décrire la notion de faute et détailler quels types de faute il
est judicieux de tolérer dans les grilles de calcul (section 3.1). La tolérance aux fautes exige
comme prérequis des informations sur les occurrences de fautes dans le système. Elle néces-
site la mise en œuvre des mécanismes de surveillance du système que nous avons évoqués
à la section 2.4 du chapitre précédent. La section 3.2 décrit les principes de la détection de
fautes et met l’accent sur des détecteurs de fautes adaptés aux architectures de type grille
de calcul. Les sections 3.3 et 3.4 décrivent les deux principales familles d’approches utilisées
pour faire face aux fautes : les approches basées sur la réplication (section 3.3) et celles basées
sur les points de reprises des applications (section 3.4). Enfin, nous concluons ce chapitre par
une analyse portant sur l’adaptation de ces approches aux grilles de calcul.
3.1 Notion de faute
Il existe différents types de faute [77]. Toutes n’ont pas les mêmes conséquences et toutes
ne sont pas susceptibles de se produire au sein d’une grille. Nous commençons par décrire
ce qu’est une faute, puis nous donnons une classification des différents types de faute en
analysant celles auxquelles il faut faire face au sein d’une grille de calcul.
3.1.1 Défaillances, erreurs et fautes
Définition 3.1 : défaillance (failure) — Un élément2 est dit défaillant lorsqu’il ne se comporte
pas conformément à sa spécification. Une défaillance est souvent appelée “panne”.
Définition 3.2 : erreur (error) — Une erreur est un état anormal d’un élément, susceptible
de causer une défaillance, mais cette dernière n’est pas encore déclarée.
Définition 3.3 : faute (fault) — Une faute peut être une action, un événement ou une cir-
constance qui peut entraîner une erreur.
On remarque qu’il y a des relations de causalités entre les fautes, les erreurs et les dé-
faillances. Par exemple, pour un serveur de fichier, débrancher la carte réseau peut être une
action constituant une faute. Cette faute a pour conséquence l’erreur : le serveur de fichiers
n’est plus accessible. Si un client essaye d’accéder à un fichier du serveur via le réseau, cela
sera impossible. Le serveur de fichier n’est donc plus conforme à sa spécification, il s’agit
donc d’une défaillance.
La figure 3.1 illustre la chaîne de dépendances entre les fautes, les erreurs et les dé-
faillances.
1Afin de gérer complètement la dynamicité, il est nécessaire de prendre en compte également les arrivées de
nouveaux nœuds.
2Ici, un élément peut être un composant d’un système ou un système dans son ensemble.
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DéfaillanceFaute Erreur
FIG. 3.1 – Dépendances entre fautes, erreurs et défaillances.
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FIG. 3.2 – Exemple de défaillance du service de partage de données causée par la défaillance
d’un nœud.
Par ailleurs, selon le niveau auquel un système est observé, une défaillance d’un élément
du système peut être à l’origine d’une erreur d’un autre élément et donc constituer une faute
pour cet autre élément. Par exemple, dans un service de partage de données pour la grille, la
défaillance d’un nœud hébergeant la seule et unique copie d’une donnée constitue une faute
pour le service. Cette faute entraîne une erreur pour le service : la donnée est alors perdue.
Lorsque le service de partage de données ne satisfera pas une requête concernant la donnée
perdue, le service de partage de données sera défaillant. Ceci est illustré par la figure 3.2.
Dans ce manuscrit, notre but est de tolérer les fautes qui surviennent au sein du service,
ceci afin d’assurer que son comportement soit conforme à sa spécification, c’est-à-dire que le
service ne soit pas défaillant. Les fautes du service étant les défaillances de ses composants,
tolérer les fautes du service est équivalent à tolérer les défaillances de ses composants.
Nous parlerons donc de fautes et de défaillances selon le niveau auquel nous nous si-
tuons, mais cela correspondra toujours aux défaillances des composants (nœuds, liens ré-
seau). Sur la figure 3.2, cela correspond à la case grisée représentant une faute du service de
partage de données/une défaillance d’un nœud.
3.1.2 Types de défaillance
Les composants des grilles de calcul, les nœuds et les liens réseau, sont susceptibles d’être
défaillants. Il existe plusieurs types de défaillance. Les trois principales familles sont : les
défaillances franches, les défaillances par omission et les défaillances byzantines.
Définition 3.4 : défaillance franche ou crash (fail-stop) — Le composant se comporte
conformément à sa spécification jusqu’à ce qu’il subisse une défaillance franche. À partir
de celle-ci, il cesse définitivement toute activité.
Définition 3.5 : défaillance par omission (omission failure) — Le composant cesse momen-
tanément son activité puis reprend son activité normale.
Typiquement, cela peut correspondre à une perte de message.




FIG. 3.3 – Imbrication des types de défaillance.
Définition 3.6 : défaillance byzantine (byzantine failure) — Un composant présentant ce
type de défaillance agit de manière complètement imprévisible pour l’observateur extérieur.
C’est le type de défaillance le plus général, aucune hypothèse ne peut être faite sur le com-
portement d’un composant byzantin. L’étude de ce type de défaillance est très utile pour la
conception d’un système sécurisé : un système tolérant un ou plusieurs composants présen-
tant un comportement byzantin tolère alors n’importe quel comportement de la part de ces
composants, notamment des comportements malicieux.
Ces différents types de défaillance sont imbriqués les uns dans les autres, comme illustré
par la figure 3.3. En effet, si un système peut tolérer que des composants agissent de manière
totalement imprévisible (défaillance byzantine), il peut alors également tolérer un compo-
sant qui agit selon sa spécification mais qui omet des parties de son activité (défaillance par
omission). De même, la défaillance franche est un cas particulier de défaillance par omis-
sion : l’omission concerne alors tout ce qui se passe après la défaillance.
3.1.3 Quel modèle de fautes pour les grilles de calcul ?
Dans les grilles de calcul, les composants sont les nœuds et les liens réseau. Rappelons
que la défaillance d’un de ses composants est une faute pour le service. Plus le type de
faute à tolérer est général, plus les mécanismes de tolérance aux fautes pour y faire face
sont complexes et coûteux en terme de performance : tolérer les défaillances byzantines sera
ainsi plus coûteux que de tolérer les défaillances franches. Il est donc nécessaire d’évaluer
3.1 – Notion de faute 27
les possibilités d’occurrence de défaillances pour les différents types. En effet, il ne serait pas
judicieux de mettre en place de coûteux mécanismes servant à tolérer des défaillances peu
probables.
Défaillances franches dans les grilles de calcul. Le grand nombre de nœuds présents
dans une grille de calcul implique une éventualité non négligeable de pannes (défaillances
franches) de ces nœuds. Des pannes simultanées sont également envisageables. Lors d’une
panne électrique dans une institution, toutes les ressources partagées par cette institution
risquent de subir des défaillances franches simultanément, on parle alors de défaillances
corrélées.
Défaillances par omission dans les grilles de calcul. La présence de certains équipements
réseau tels des routeurs, notamment entre les différentes institutions composant une grille
de calcul, rend possibles certaines défaillances par omission. Lorsque le réseau est conges-
tionné, les routeurs ignorent en effet volontairement des messages pour limiter la congestion.
Des pertes de messages peuvent également avoir lieu lorsqu’un nœud reçoit des paquets
réseau plus vite qu’il ne peut les traiter (rappelons que les ressources d’une grille de cal-
cul sont hétérogènes). Nous limitons donc les défaillances par omission dans les grilles aux
pertes de messages. Nous considérons que les canaux de communication sont équitables (voir
ci-dessous).
Définition 3.7 : canaux de communication équitables (fair lossy channels) — Si un proces-
sus correct p envoie un message m une infinité de fois à un processus correct q via un canal
équitable, alors q reçoit ultimement (eventually) le message m.
Moins formellement, des messages peuvent être perdus mais, en les réémettant, ils finissent
par arriver. Il est donc possible de transformer des canaux équitables en canaux fiables en
mettant en œuvre des mécanismes de réémission.
Défaillances byzantines dans les grilles de calcul. Les grilles de calcul sont le résultat
de la mise en commun des ressources d’instituts qui s’accordent mutuellement une certaine
confiance et qui mettent en place des mécanismes coordonnés de contrôle d’accès. Les grilles
de calcul sont par conséquent des environnement relativement clos et sécurisé. Nous avons
choisi de ne pas traiter dans notre travail les problèmes liés à la sécurité. Si les applications
qui s’exécutent sur les grilles sont correctement implémentées, il est peu probable, dans tel
environnement, que des composants se comportent de manière imprévisible. Il ne semble
donc pas nécessaire de mettre en œuvre des mécanismes pour tolérer les défaillances byzan-
tines. De plus, la tolérance des défaillances byzantines requiert la mise en place de méca-
nismes réellement coûteux, engendrant de nombreuses communications.
Lors de la mise en place de mécanismes de tolérance aux défaillances, il est nécessaire
de prendre en compte aussi bien les coûts des différents mécanismes de tolérance aux dé-
faillances que les possibilités d’occurrence des différents types de défaillance. Au sein des
grilles de calcul, il semble judicieux d’offrir des mécanismes permettant de supporter des dé-
faillances de type franche ainsi que des pertes de messages. En effet, ces défaillances sont très
courantes. En revanche, des mécanismes coûteux permettant de supporter des défaillances
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byzantines ne doivent être mis en place que lorsque cela est vraiment nécessaire. Nous avons
fait le choix de ne pas prendre les défaillances byzantines en compte.
3.1.4 Comment faire face aux fautes ?
Si des fautes peuvent survenir, il est alors nécessaire de les prendre en compte et de
mettre en œuvre des mécanismes permettant de les gérer pour permettre aux applications
de continuer leur exécution.
Il est possible de relancer une application en cas de faute. Cependant, cette technique
devient de moins en moins efficace au fur et à mesure que le temps moyen entre les fautes
(MTBF pour Mean Time Between Failures) se rapproche du temps d’exécution. Pour des ap-
plications dont la durée d’exécution est longue (en heures, en jours, voire en semaines) il
devient presque impossible de terminer l’exécution.
Dans le cas d’un service pour la grille, le temps d’exécution des applications est très va-
riable et souvent imprévisible. Le service ne doit donc pas s’arrêter à l’occurrence d’une faute
et il doit rester conforme à sa spécification. Par exemple, un service offrant un stockage per-
sistant de données doit conserver les données y compris en présence de fautes, inévitables
sur une grille.
Prendre en compte les fautes de manière à maintenir les services et à permettre aux ap-
plications de s’exécuter entièrement exige la mise en place de mécanismes de surveillance
du système afin de pouvoir détecter les défaillances de ses composants. La détection des
défaillances est un problème complexe qui a fait l’objet de nombreux travaux de recherche,
la section suivante traite de ce problème.
Pour la tolérance aux fautes, les mécanismes à mettre en place peuvent se classifier en
deux grandes familles : 1) la prévention des fautes, et 2) la réaction aux fautes. Les méca-
nismes de prévention des fautes sont en général nécessaires au fonctionnement des méca-
nismes de réaction aux fautes.
Prévention des fautes. Le système est préparé à subir une ou plusieurs fautes par la création
de sauvegardes (comme des points de reprise pour les applications, voir section 3.4)
ou par l’utilisation de la redondance (via des mécanismes de réplication comme ceux
détaillés à la section 3.3).
Réaction aux fautes. En cas de faute, le système réagit et s’adapte en s’appuyant sur les
sauvegardes ou la redondance présente afin de rester opérationnel.
3.2 Détection de défaillances
La détection des défaillances dans un système est un problème complexe. Cette com-
plexité vient de l’asynchronisme des systèmes.
Définition 3.8 : système asynchrone — Un système asynchrone est un système pour lequel
il n’est fait aucune hypothèse temporelle sur les temps de transmission des messages ou sur
les temps de calcul des processeurs.
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Fischer, Lynch et Paterson ont prouvé [49] que dans un tel système sans hypothèse tem-
porelle, en présence de fautes, il est impossible d’obtenir un consensus de manière détermi-
niste entre plusieurs nœuds. En effet, lorsqu’un nœud ne communique plus avec les autres,
il est impossible de déterminer s’il est défaillant ou s’il est simplement “lent” et que ses
messages seront reçus plus tard. Il est donc impossible de mettre en œuvre un service de
détection de défaillances fiable sans faire plus d’hypothèses sur le système. Dans [32], Chan-
dra et Toueg ont proposé la notion de détecteurs non fiables de défaillances (unreliable failure
detectors).
3.2.1 Principes généraux
Du point de vue de l’utilisateur, le service de détection de défaillances permet de s’abs-
traire des hypothèses temporelles. En effet, Chandra et Toueg ont proposé de concevoir un
système sans hypothèses temporelles mais utilisant un oracle (un service de détection de dé-
faillances) dont le rôle est de signaler, sur chaque nœud, les nœuds “suspects” susceptibles d’être
défaillants [32]. De nombreux algorithmes, comme les algorithmes permettant d’établir un
consensus entre plusieurs nœuds, peuvent s’exécuter avec de telles listes de suspects [32].
En revanche, au niveau du service de détection, il est nécessaire de faire des hypothèses
temporelles. La notion de systèmes partiellement synchrones (partial synchrony) est décrite
dans [45]. Un système partiellement synchrone est un système asynchrone vérifiant cer-
taines hypothèses temporelles, comme l’existence de bornes temporelles sur les temps de
calcul et/ou sur les temps de transmission de messages. Les systèmes réels sont rarement
totalement synchrones, ni totalement asynchrones. Au sein grilles de calcul notamment, les
temps de calcul ainsi que les temps de transmission des messages sont bornés, mais les
bornes sont ne sont pas connues avec précision.
Fausses suspicions. Au sein des systèmes partiellement synchrones, les bornes tempo-
relles exactes ne sont pas connues. Il n’est donc pas possible de déterminer de façon cer-
taine la défaillance d’un nœud. C’est pourquoi les détecteurs de défaillances sont dits “non-
fiables”. Ils ne fournissent pas des listes de nœuds défaillants, mais des listes de nœuds
suspectés d’être défaillants. Il est donc possible qu’un nœud défaillant ne soit pas suspecté
durant un certain temps ou qu’un nœud non-défaillant soit suspecté à tort. Ce dernier cas
s’appelle une fausse suspicion.
Pour le système utilisateur du service de détection, les fausses suspicions peuvent avoir
de lourdes conséquences : il faut alors gérer la présence d’un nœud que l’on a considéré
pendant un certain temps comme en panne. Le nœud faussement suspecté n’est plus à jour
par rapport au reste du système qui l’avait considéré comme absent. Il est donc nécessaire
dans ces cas-là de réparer le système, ce qui peut s’avérer délicat selon le rôle que joue le
nœud suspecté.
3.2.2 Classification des détecteurs de défaillances
La mesure de la qualité d’un détecteur de défaillances dépend de l’utilisation qui en est
faite. En effet, tous les détecteurs de défaillances ne sont pas comparables. Les deux prin-
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cipaux critères de qualité pour des détecteurs de défaillances sont : 1) la complétude, et 2) la
justesse.
Définition 3.9 : complétude (completeness) — Un nœud défaillant doit être détecté comme
étant défaillant.
Définition 3.10 : justesse (accuracy) — Un nœud non-défaillant (correct) ne doit pas être
considéré comme étant défaillant.
La complétude se dérive en deux catégories : 1) forte : ultimement3, tous les processus
corrects suspecteront tous les nœuds défaillants de façon permanente ; 2) faible : ultimement,
chaque nœud défaillant est suspecté par au moins un processus correct.
De même, la justesse se dérive en quatre catégories : 1) forte, les nœuds corrects ne sont
jamais suspectés (c’est-à-dire qu’il n’y a pas de fausses suspicions) ; 2) faible, il existe au moins
un nœud correct qui n’est jamais suspecté ; 3) ultimement forte ; et 4) ultimement faible.
Ces critères permettent de répartir les détecteurs de défaillances en 8 grandes classes ré-
sumées par le tableau ci-dessous. Ces différentes classes de détecteurs ne sont pas toutes
comparables entre elles. Selon la classe visée, la réalisation d’un détecteur de défaillance
nécessite : 1) un plus ou moins grand nombre de messages, et 2) des hypothèses sur le syn-
chronisme du système plus ou moins fortes, par exemple la conception d’un détecteur de
défaillance parfait (P) impose de formuler de fortes hypothèses de synchronisme sur le sys-
tème.
Justesse Justesse Justesse Justesse
forte faible ultimement forte ultimement faible
Complétude Parfait Fort Ultimement parfait Ultimement fort
forte P S ♦P ♦S
Complétude Faible Ultimement faible
faible Q W ♦Q ♦W
Sur le plan pratique, [36] propose d’évaluer les détecteurs de défaillances en prenant
également en compte le temps de détection ainsi que le nombre et la durée des fausses sus-
picions.
3.2.3 Mise en œuvre de détecteurs de défaillances
Il existe deux grandes techniques pour la mise en œuvre de détecteurs de défaillances :
celle basée sur des échanges périodiques de messages de vie, et celle basée sur des allers-
retours “ping/pong”.
Échanges de messages de vie (heartbeats). Chaque nœud envoie périodiquement un mes-
sage de vie à tous les autres et attend donc, à chaque période, un message de vie de cha-
cun d’entre eux. Lorsqu’un nœud ne reçoit pas de message de vie d’un autre nœud,
il le considère comme suspect. De nombreux projets de recherche se sont concentrés
3Ici ultimement signifie “il existe un moment à partir duquel...” (eventually).
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sur la fiabilisation de la suspicion, en prenant en compte le nombre de fausses suspi-
cions ou la variation de latence dans l’arrivée des messages de vie d’un nœud particu-
lier [36, 42, 62, 55]. Cette technique a été employée pour mettre en œuvre les détecteurs
de défaillances présentés dans [17]. Le principal inconvénient de cette technique ré-
side dans l’utilisation de communications de type “tous-vers-tous”, qui ne sont pas
adaptées à l’échelle des grilles de calcul, en raison du grand nombre de nœuds.
Messages “ping/pong”. De manière périodique ou à la demande, les nœuds envoient un
message “ping” à tous les autres nœuds ou à une partie d’entre eux. Cette tech-
nique peut permettre une détection plus ciblée : elle permet de ne surveiller qu’un
sous-ensemble des nœuds. En revanche, pour obtenir autant d’informations qu’avec la
technique d’échange de messages de vie, deux fois plus de messages sont nécessaires
(chaque message de vie “pong” étant réclamé explicitement par un message “ping”).
Le système de composition de groupe à grande échelle SWIM (pour Scalable Weakly-
consistent Infection-style process group Membership [41]) utilise ce type de mécanisme
pour détecter les nœuds défaillants.
3.2.4 Passage à l’échelle
Les détecteurs de défaillances imposant que chaque nœud surveille directement tous les
autres nœuds ne sont pas adaptés à l’échelle des grilles de calcul. Nous distinguons trois ap-
proches pour le passage à l’échelle des détecteurs de défaillances : l’approche hiérarchique,
l’approche basée sur un anneau logique et l’approche probabiliste.
Approche hiérarchique. Les auteurs de [17] proposent une version hiérarchique de détec-
teurs de défaillances utilisant des échanges de messages de vie [18, 16]. L’ensemble
des nœuds est partitionné en sous-ensembles et les échanges de messages de vie de
type “tous-vers-tous” sont restreints à chaque sous-ensemble. Chaque sous-ensemble
choisit un représentant et les différents représentants des sous-ensembles s’échangent
des messages de vie. Cette approche permet d’obtenir des détecteurs de défaillances
adaptés aux systèmes à grande échelle comme les grilles.
Approche basée sur un anneau logique. L’utilisation d’un anneau logique déterminant les
schémas d’échanges de messages de vie et de propagation de l’information est pro-
posée par [78]. De même que pour l’approche hiérarchique, cela permet de limiter
le nombre de messages de vie émis sur le réseau et d’offrir de bonnes propriétés de
passage à l’échelle.
Approche probabiliste. Une autre approche permettant de concevoir des détecteurs de dé-
faillances pour les systèmes à grande échelle est l’utilisation de techniques probabi-
listes. Dans SWIM [41], les nœuds envoient des messages de type “ping” périodi-
quement à un ensemble aléatoire de nœuds. De plus, les messages “ping” et “pong”
contiennent les informations sur les nœuds suspects permettant ainsi de propager les
détections.
Les mécanismes probabilistes n’utilisent pas de notion de représentant ni de topologie
spécifique. Leur maintenance est donc plus aisée, ce qui les rend bien adaptés aux systèmes
à très grande échelle. En revanche, les défaillances sont détectées avec une forte probabilité
mais non avec certitude. À l’opposé, les détecteurs basés sur une approche hiérarchique
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ou s’appuyant sur une topologie en anneau offrent une bonne réactivité. De plus les détec-
teurs hiérarchiques présentés dans [18, 16] s’adaptent bien à la topologie des fédérations de
grappes. Ils nous semblent donc les mieux adaptés aux grilles de calcul.
3.3 Techniques de réplication
La détection des défaillances est un prérequis pour la tolérance aux fautes. En cas de
faute, le système doit avoir prévu des moyens de permettre aux services de continuer son
fonctionnement. La réplication consiste à conserver en permanence dans le système plu-
sieurs copies. Ainsi, en cas de fautes, les copies restantes peuvent continuer à assurer le
service.
Pour mettre en place des mécanismes de réplication, il est nécessaire de pouvoir : 1) gérer
des groupes de nœuds qui hébergent les différentes copies, et 2) mettre en place des com-
munications de groupe afin d’assurer les mises à jour des différentes copies. Ces deux points
sont liés car il est possible de gérer des groupes à l’aide de mécanismes de communication
de groupe.
3.3.1 Gestion des groupes de copies
La gestion des groupes de copies se fait par des protocoles de composition de groupe aussi
appelés protocoles d’appartenance (group membership en anglais). Le rôle de ces protocoles est
de gérer des listes de membres de groupes. Ils permettent à de nouveaux nœuds de rejoindre
un groupe, ou à des nœuds membres d’un groupe de le quitter. Ils peuvent utiliser des
mécanismes de détection de défaillances afin d’évincer un nœud défaillant de son groupe.
Au sein d’un groupe, chaque nœud possède une liste des membres de ce groupe. Un proto-
cole de composition de groupe fait évoluer ces listes au gré des arrivées et départs de nœuds.
Ces listes doivent rester cohérentes entre elles, c’est pourquoi le protocole “harmonise” les
listes des différents membres, on parle de “vue” du groupe. Cette harmonisation est ren-
due nécessaire par la dynamicité des groupes de copies. Un départ (volontaire ou dû à une
défaillance) ou une arrivée de nœud doit être reflété sur chacun des autres membres, cela
correspond à un changement de “vue”. De nombreux travaux de recherche [37, 54, 30, 82]
associent donc la composition de groupes aux problèmes d’accord dans les systèmes distri-
bués. En effet, le problème de composition de groupe peut être résolu en mettant en place
des mécanismes permettant aux membres de se mettre d’accord sur la composition de leur
groupe. Un protocole de composition de groupe basé sur des mécanismes d’accord géné-
riques est décrit dans [54]. Une pile de protocoles est proposée par [82]. Au sein de cette pile,
un protocole de consensus est utilisé pour gérer la composition des groupes.
Une notion de composition de groupe existe également dans le domaine des systèmes
pair-à-pair [41]. Il s’agit alors de construire des réseaux logiques au-dessus des réseaux
physiques, en reliant les pairs appartenant à un même groupe. Cependant, la gestion de ces
groupes est faite “au mieux” (best effort) et n’offre en général pas les garanties qui seront
nécessaires à la gestion de données modifiables partagées par des applications scientifiques,
par exemple la possibilité de réaliser une diffusion efficace et fiable.
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FIG. 3.4 – Différents types de mécanisme de réplication.
3.3.2 Propagation des mises à jour
Lorsqu’une entité est répliquée, la mise à jour d’une copie doit être propagée aux autres
copies. Il est donc nécessaire de mettre en œuvre des mécanismes de communication de
groupe au sein des groupes de copies. Selon la fréquence des mises à jour, des hypothèses
sur la fiabilité du système et des contraintes sur les garanties de fraîcheur des copies, les
besoins en terme de communication de groupe sont très variables. Aussi, existe-t-il de nom-
breuses approches permettant d’appliquer des mises à jour à un ensemble de copies. On
distingue notamment la réplication active, la réplication passive et la réplication semi-active. Cer-
tains systèmes (comme DARX [81], une plate-forme pour des applications multi-agent) pro-
posent différents mécanismes de réplication afin de pouvoir s’adapter au cas d’utilisation.
La figure 3.4 illustre ces différents types de mécanisme de réplication.
Réplication active. Toutes les copies reçoivent et traitent les messages de manière concur-
rente (partie a de la figure 3.4). Avec ce type de réplication, les mises à jour sont en-
voyées à toutes les copies par le nœud effectuant la mise à jour. Ce dernier attend
ensuite des acquittements des copies mises à jour. Cette technique implique que pour
communiquer avec un groupe il est nécessaire de connaître (ou de pouvoir localiser)
l’ensemble des membres du groupe.
Réplication passive. La réplication passive (partie b de la figure 3.4) est une technique op-
timiste car seule une copie est mise à jour. Depuis cette copie (appelée copie primaire)
les mises à jour sont propagées périodiquement aux autres membres du groupe. Pour
communiquer avec le groupe il suffit alors de communiquer avec la copie primaire.
La mise à jour peut être perdue si le nœud hébergeant la copie primaire subit une
défaillance avant de la transmettre aux copies de sauvegarde.
Réplication semi-active. Dans le cas de la réplication semi-active (partie c de la figure 3.4),
les mises à jour ne sont envoyées qu’à une copie. Cette dernière met à jour l’ensemble
du groupe avant de retourner un acquittement au nœud initiateur de la mise à jour.
Les garanties offertes ici sont les mêmes qu’avec la réplication active mais il suffit de
connaître la copie primaire du groupe pour pouvoir envoyer une mise à jour. C’est en
revanche la technique qui induit le plus de latence lors des mises à jour (4 phases de
communication contre 2 pour les autres types de réplication).
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Mises à jour concurrentes. Dans le cadre général, plusieurs nœuds peuvent envoyer des
mises à jour à un groupe de copies de manière concurrente. Afin de conserver la cohérence
des différentes copies, il est nécessaire que ces mises à jour soient appliquées dans le même
ordre sur chacune des copies. Ceci peut être réalisé à l’aide de mécanismes de diffusion
atomique.
Définition 3.11 : diffusion atomique — La propriété de diffusion atomique au sein d’un
groupe assure que chaque membre du groupe prend en considération les mêmes messages,
dans le même ordre.
De nombreuses approches pour concevoir des protocoles de communication de groupe
offrant la propriété de diffusion atomique sont présentées dans [46]. La diffusion atomiques
peut être réalisée par l’utilisation d’un nœud sérialisateur par lequel toutes les mises à jour
transitent. Ce nœud joue alors un rôle critique et doit pouvoir être remplacer en cas de
défaillance. Une approche alternative [82, 53] consiste à utiliser des mécanismes d’accord
au sein des groupes pour déterminer l’ordre dans lequel les messages doivent être pris en
compte. Dans ce cas, des échanges de messages supplémentaires permettent aux nœuds ré-
cepteurs de la diffusion de s’accorder sur l’ordre de prise en compte des messages diffusés.
3.3.3 Utilisation de groupes de copies
Les groupes de copies (et donc la réplication) sont utilisés dans de nombreux sys-
tèmes [81, 105, 20, 101], afin de fiabiliser des données, des fichiers ou encore des processus.
La plate-forme pour applications multi-agent DARX [81] utilise la réplication afin de fia-
biliser des agents logiciels. Ce système propose différents mécanismes de réplication
(active, passive et semi-active). Il propose d’adapter le mécanisme de réplication ainsi
que le nombre de copies en fonction : 1) des agents répliqués, et 2) de l’estimation du
niveau de risque de fautes.
Le système de fichier LegionFS [105] repose sur la réplication offerte dans Legion [34] afin
de proposer un système de fichiers fiable dont le but est de permettre la collaboration à
grande échelle. Les données des fichiers sont répliquées afin d’assurer leur persistance
au sein du système. Les mécanismes de réplication utilisés peuvent être spécifiés par
l’utilisateur.
Horus [101] et Isis [20] sont des systèmes offrant des mécanismes de communication de
groupe permettant de mettre en place des mécanismes de réplication. De nombreuses
applications sont construites au-dessus de ces systèmes. Par exemple, des applications
financières et de courtage utilisent le système Isis.
Les chapitres 6 et 7 détaillent notre utilisation de la réplication afin de fiabiliser un service
de partage de données.
3.4 Sauvegarde de points de reprise
Les approches basées sur la réplication sont bien adaptées à la tolérance aux fautes pour
préserver des données. Elles nécessitent en revanche l’utilisation d’un grand nombre de
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nœuds et sont difficiles à mettre en place lorsqu’il s’agit de répliquer des processus appli-
catifs communicants et non nécessairement déterministes. Dans ce cas, des solutions basées
sur des sauvegardes de points de reprise semblent plus judicieuses.
3.4.1 Principe de base
Un point de reprise pour un processus applicatif est un ensemble d’éléments (l’état de la
mémoire par exemple) permettant de relancer ce processus en cas de défaillance d’un nœud.
Il peut être établi de manière incrémentale : seules les données modifiées depuis le dernier
point de reprise sont alors sauvegardées. Certains systèmes permettent la duplication de
processus (fork), ce qui autorise la création du point de reprise en arrière-plan, sans bloquer
le processus.
Dans le cas d’une application distribuée composée de plusieurs processus, un point de
reprise est composé d’un ensemble de points de reprise des processus de l’application. Les
communications interprocessus entraînent alors des dépendances. Afin d’exprimer ces dé-
pendances, Leslie Lamport a défini la relation de causalité entre deux événements (happened
before) [76]. Au sein d’un même processus, un événement en précède un autre s’il se produit
avant dans le temps. Pour deux processus communicants, l’émission d’un message par un
processus précède la réception de ce message par son destinataire. Par ailleurs, la relation de
causalité est transitive. Une exécution répartie peut donc être vue comme un treillis d’événe-
ments. La principale difficulté rencontrée lors de la mise en place de mécanismes de points
de reprise pour une application distribuée consiste à trouver un ensemble valide d’états,
c’est-à-dire sans dépendance entre les états qui le composent. Cet ensemble est appelé un état
global cohérent.
Le calcul d’un état global cohérent a donné lieu à de nombreuses recherches. Une solu-
tion élégante a été proposée par K.M. Chandy et L. Lamport [33]. Cette solution utilise un
système de “marqueurs” envoyés par le nœud initiateur du calcul de l’état global cohérent
puis retransmis par les nœuds le recevant (après avoir sauvegardé leur état local). En sup-
posant les canaux de communication FIFO (First In First Out, “premier entré, premier sor-
ti”), les marqueurs permettent aux processus de journaliser les messages reçus des nœuds
n’ayant pas encore transmis de marqueur. Cette technique ajoute cependant des données
aux messages lors de la création d’un point de reprise. De plus, elle nécessite la journalisa-
tion de messages reçus. En effet, dans l’état restauré, certains messages ont été envoyés mais
non reçus. Le processus destinataire doit donc les “rejouer”. Le système de tolérance aux
fautes décrit dans [93] utilise un procédé semblable à celui-ci. Dans ce dernier, les processus
confirment le point de reprise au processus initiateur qui envoie une confirmation à tous les
processus lorsque la définition du point de reprise est complète.
Dans les solutions proposées pour les modèles de sauvegarde/reprise, on distingue deux
grandes familles. La première famille, pessimiste, consiste à calculer un état global cohérent
lors de la sauvegarde du point de reprise. Ce type de technique est dit “coordonné”. En
effet, cela consiste à synchroniser les processus lors de la sauvegarde. Les protocoles de la
deuxième famille, optimiste, ne calculent l’état global cohérent que lors de la reprise après
une défaillance. Les points de reprise sont sauvegardés pour chacun des processus indépen-
damment les uns des autres. Cela évite le surcoût dû à la synchronisation mais rend les tech-
niques de reprise plus complexes. La grande diversité des solutions proposées s’explique par
l’hétérogénéité des systèmes qui vont les exploiter : par exemple, certaines sont conçues pour
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des systèmes à très grande échelle [22], dans lesquels une synchronisation des processus se-
rait très coûteuse (voir impraticable), d’autres sont adaptées aux grappes de calculateurs à
petite échelle utilisant un réseau à très haut débit et faible latence [100, 9, 39, 93, 69, 84].
3.4.2 Points de reprise coordonnés
Établir un point de reprise coordonné consiste à synchroniser les processus lors de la
sauvegarde des états locaux afin de garantir que l’état global obtenu à l’aide de l’ensemble
de ces états locaux soit cohérent. Une ligne de recouvrement est ainsi créée lors de l’établis-
sement du point de reprise. De ce fait, l’application peut être relancée en relançant chacun
des processus (ou seulement les fautifs si un système de journalisation est mis en place) au
niveau de son dernier point de reprise : aucun autre calcul supplémentaire n’est nécessaire.
On remarque qu’il suffit alors de conserver le dernier point de reprise de chaque processus.
En effet, tous les états sauvegardés antérieurement deviennent obsolètes. En revanche cette
technique présente un inconvénient majeur : elle nécessite la synchronisation de tous les pro-
cessus, ce qui engendre un surcoût qui peut être élevé, surtout dans des systèmes à grande
échelle.
Il existe de nombreuses améliorations possibles pour limiter le surcoût dû à la synchro-
nisation des processus [83, 47]. En premier lieu, il n’est pas nécessaire que tous les processus
se synchronisent. En effet, seuls les processus ayant des dépendances doivent le faire. Koo et
Toueg [71] proposent un algorithme ne synchronisant qu’un nombre minimal de processus.
Ensuite, la quantité de données à sauvegarder peut être grandement diminuée en utilisant
une technique de points de reprise incrémentale. Les auteurs de [93] proposent d’utiliser les
services de GENESIS, un système pour les grappes de PC fournissant un modèle de mémoire
partagée, afin de ne bloquer les processus que si cela est nécessaire (c’est-à-dire si leur exé-
cution n’entraîne pas de dépendances, comme l’envoi de messages). Une autre optimisation
consiste à profiter des barrières de synchronisation de l’application pour effectuer les points
de reprise. Des mécanismes implémentés sur TreadMarks [3] sauvegardent des points de
reprise coordonnés (entre autres), et profitent de la synchronisation du système lors du lan-
cement d’un “ramasse miettes” pour effectuer ce type de point de reprise [39]. Une solution
apportée dans [84] pour les systèmes à mémoire virtuellement partagée exploite la répli-
cation des données inhérente à ces systèmes pour la sauvegarde des points de reprise. La
présence de répliques sur différents sites permet de minimiser les transferts de données. De
plus, le fait que les données soient conservées dans la mémoire de plusieurs nœuds et non
sur disque permet des accès rapides aux données de reprise. De surcroît, les données utiles
pour la tolérance aux fautes peuvent être exploitées par le système de mémoire partagée ce
qui permet de compenser en partie le surcoût dû aux mécanismes de tolérance aux fautes.
3.4.3 Points de reprise non-coordonnés
Points de reprise indépendants. Contrairement aux points de reprise coordonnés, les
points de reprise indépendants ne nécessitent pas de synchronisation interprocessus au mo-
ment de la sauvegarde des points de reprise. Les processus sauvegardent leur état de temps
en temps de manière indépendante, le surcoût dû à la synchronisation est ainsi évité. De
plus, chaque processus peut ainsi choisir un moment propice à la sauvegarde de son état,
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par exemple quand il y a peu de données à sauvegarder. Ceci rend cette technique inté-
ressante lors des exécutions sans faute. Cependant, les états sauvegardés n’appartenant pas
nécessairement à un état global cohérent, le nombre d’états à conserver pour la reprise peut
être très important introduisant ainsi un surcoût en terme d’espace de stockage. La mise en
place d’un “ramasse-miettes” est également nécessaire pour supprimer les états devenus in-
utiles. De plus, afin d’éviter des successions de retours en arrière, appelées effet domino, des
mécanismes de journalisation doivent être mis en place, apportant également un surcoût y
compris lors des exécutions sans faute. Enfin, la reprise après faute est complexifiée car il
faut calculer la ligne de recouvrement, c’est-à-dire jusqu’où les processus doivent revenir en
arrière afin de redémarrer sur un état global cohérent.
Points de reprise induits par les communications. La technique des points de reprise in-
duits par les communications peut être vue comme une variante de celle des points de re-
prise indépendants [47]. Il s’agit de sauvegarder des points de reprise indépendants comme
décrit ci-dessus, mais, afin de limiter l’ampleur du retour en arrière potentiel, les processus
sont contraints de temps en temps de sauvegarder leur état. En effet, si l’on force un pro-
cessus à sauvegarder son état à chaque réception de message, cela élimine l’effet domino.
Cependant, cet avantage est acquis au prix de nombreux points de reprise inutiles. Des so-
lutions permettent de limiter ce nombre grâce à l’utilisation de données supplémentaires
portées par les messages de l’application, par exemple des graphes ou parties de graphes de
dépendances.
Alors que les mécanismes de réplication vus à la section 3.3 sont bien adaptées pour amé-
liorer la disponibilité des données, les mécanismes de sauvegarde de points de reprises sont
plus adaptés pour la tolérance aux fautes des applications. Nous proposons à la section 7.4
des mécanismes de sauvegarde de points de reprises hiérarchiques hybrides, alliant des sau-
vegardes de points de reprises coordonnés au sein des sites des grilles et des sauvegardes
de points de reprise induits par les communications entre les sites. Ces mécanismes peuvent
être mis en place afin de tolérer les défaillances des clients du service de partage de données.
3.5 Tolérance aux fautes dans les grilles : vers une approche hiérar-
chique
La nature dynamique des grilles de calcul est en grande partie due à la présence de
fautes. Ces fautes sont essentiellement les défaillances franches des nœuds qui la composent.
Il existe de nombreux travaux de recherche, aussi bien sur la détection que sur la tolérance de
ce type de défaillance. Nous avons notamment vu des approches basées sur des techniques
de réplication et sur des mécanismes de points de reprise. Cependant, ces études ont sou-
vent été menées de manière théorique ou dans des systèmes distribués à petite échelle. De
plus, à l’exception de [18], ces études ne prennent généralement pas en compte la topologie
réseau des grilles de calcul. Aussi, de nombreuses solutions proposées reposent-elles sur des
synchronisations entre groupes de nœuds. Dès lors que l’on souhaite adapter ce type de so-
lution aux grilles de calcul, il semble judicieux de prendre en compte la topologie du réseau
utilisé. En effet la différence de latence, d’un facteur 10.000, entre les réseaux internes des
grappes de calculateurs et celle des réseaux externes reliant ces grappes entre elles rend les
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synchronisations intragrappe bien moins coûteuses que les synchronisations faisant inter-
venir des nœuds localisés dans des grappes différentes. Le chapitre 7 décrit notre approche
hiérarchique pour la gestion de la tolérance aux fautes, prenant en compte cette différence.
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Les applications distribuées permettent de faire des opérations en parallèle sur plusieurs
nœuds. Pour ce faire, les données partagées accédées par différents nœuds se retrouvent
souvent dupliquées afin de permettre des accès en parallèle et de limiter le nombre de trans-
ferts. Dans le chapitre 2, nous avons montré que cette gestion de la cohérence devenait un
facteur limitant lors de la conception d’applications pour les grilles de calcul. Nous propo-
sons donc d’externaliser cette gestion vers de notre service de partage de données. Ainsi,
toute application qui utilisera notre service de partage de données en bénéficiera.
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Dans ce chapitre, nous nous focalisons sur la gestion de la cohérence de données. Nous
présentons dans la section 4.1 les approches qui ont été conçues pour les systèmes à mémoire
virtuellement partagée (MVP). Ces approches présentent l’intérêt d’offrir des modèles de
cohérence efficaces, adaptés au calcul à haute performance et donc aux applications que
nous visons, les applications de couplage de codes décrites à la section 2.2. En revanche,
elles ne prennent généralement en compte ni les aspects liés à la grande échelle, ni ceux liés
à la présence de fautes. Des solutions prenant en compte ces aspects ont été développées
dans le cadre des systèmes pair-à-pair (P2P) décrits dans la section 4.2. Enfin, nous décrirons
la gestion de la cohérence au sein des systèmes de bases de données répliquées dans la
section 4.3.
4.1 Modèles et protocoles de cohérence dans les systèmes à mé-
moire virtuellement partagée
Les systèmes à mémoire virtuellement partagée ont été conçus pour des architectures de type
grappe de calculateurs. Ils ont pour but d’offrir l’illusion d’une mémoire unique avec un seul
espace d’adressage. Les systèmes à mémoire virtuellement partagée permettent ainsi de pro-
grammer des applications distribuées pour des grappes de calculateurs de la même manière
que l’on programme les calculateurs multi-processeurs à mémoire partagée. La gestion de la
mémoire est totalement déléguée au système et les programmeurs d’applications accèdent à
la mémoire sans avoir à localiser ou à transférer explicitement les données.
4.1.1 Notion de cohérence
Un système à mémoire virtuellement partagée est responsable de la gestion de la cohé-
rence des données. Le système propose aux programmeurs un modèle de cohérence. Le modèle
de cohérence décrit la manière dont la cohérence des différentes copies des données est gé-
rée. C’est le modèle de cohérence qui va déterminer comment les mises à jour d’une donnée
par un processus seront visibles par les autres processus.
Les modèles de cohérence sont mis en œuvre par des protocoles de cohérence. Il existe de nom-
breux modèles de cohérence. Tous n’offrent pas les même performances et n’imposent pas
les mêmes contraintes aux programmeurs d’applications. Nous distinguons deux grandes
familles de modèles1 : les modèles à cohérence forte et les modèles à cohérence relâchée (ou
faible). Cette classification discrimine les modèles de cohérence en fonction des contraintes
qu’ils imposent aux programmeurs : les modèles de cohérence imposant aux applications
l’utilisation d’opérations autres que les opérations d’accès aux données (comme des opéra-
tions de synchronisation) sont des modèles de cohérence relâchée, ils sont également appelés
modèles de cohérence avec synchronisation, les autres sont des modèles de cohérence forte,
ou modèles de cohérence sans synchronisation.
1Il existe d’autres manières de classifier les modèles de cohérence, celle choisie correspond à notre vision.
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4.1.2 Modèles de cohérence forte
Les modèles de cohérence forte n’impliquent pas l’utilisation d’opérations spécifiques.
Les applications accèdent aux données et le système gère les transferts et copies de manière
complètement transparente. Les modèles de cohérence forte se distinguent les uns des autres
par les garanties offertes en terme de cohérence de données.
Cohérence stricte (atomic consistency). La cohérence stricte correspond à l’intuition natu-
relle de la notion de cohérence. Dans ce modèle, toute lecture retournera la dernière
valeur qui a été écrite. C’est le modèle de cohérence qui est généralement mis en œuvre
au niveau des unités de gestion mémoire dans les systèmes mono-processeurs. La mise
en œuvre d’un tel modèle au sein d’une MVP s’avère cependant très coûteuse : lors de
chaque accès à la mémoire partagée, une synchronisation globale est nécessaire afin de
satisfaire les garanties.
Cohérence séquentielle (sequential consistency). La cohérence séquentielle a été formali-
sée par Leslie Lamport en 1979 [75]. Ce modèle est moins restrictif, il garantit que
chaque processus “voit” toutes les opérations dans le même ordre, mais il ne garantit
pas qu’une lecture retournera la dernière valeur affectée par une écriture. Avec ce mo-
dèle de cohérence, le résultat de toutes les exécutions est le même que si les opérations
de tous les processus avaient été exécutées dans un ordre séquentiel donné dans lequel
toutes les opérations de chaque processus suivent l’ordre du programme. Les premiers
systèmes à mémoire virtuellement partagée utilisent ce modèle de cohérence.
Cohérence causale (causal consistency). Le modèle de cohérence causale [60] relâche les
contraintes par rapport au modèle de cohérence séquentiel. Il n’est en effet pas toujours
nécessaire d’obtenir un ordre total unique vu par chacun des processus. Ce modèle se
base sur la relation de causalité (happened before) décrite dans [76] pour déterminer
l’ordre des écritures. La relation happened before permet de lier entre eux certains événe-
ments par un ordre partiel bien défini et de relâcher les contraintes sur les événements
indépendants. La plus grande partie des applications tolèrent en effet que deux écri-
tures indépendantes ne soient pas vues dans le même ordre par tous les processus.
4.1.3 Modèles de cohérence relâchée
Les modèles de cohérence relâchée imposent aux programmeurs l’utilisation de primi-
tives supplémentaires, généralement des primitives de synchronisation. Les informations
fournies par ces primitives permettent aux protocoles de cohérence implémentant ces mo-
dèles d’être plus efficaces en diminuant le nombre de messages sur le réseau. Aussi, ces mo-
dèles sont souvent utilisés par les applications de calcul scientifique à haute performance.
Nous présentons ici différents modèles de cohérence relâchée.
Cohérence faible (weak consistency). Ce modèle propose deux types d’accès : les accès or-
dinaires (lectures/écritures) et les accès de synchronisation (accès aux objets de synchro-
nisation). Les écritures ne sont pas propagées lors des accès ordinaires. En revanche,
lors des accès de synchronisation, toutes les informations sont mises à jour. Le modèle
garantit que l’ensemble de la mémoire est cohérent à chaque point de synchronisation,
c’est-à-dire : 1) que les toutes les modification locales sont propagées aux autres pro-
cessus ; et 2) que toutes les modifications des autres processus sont visibles localement.
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Cohérence à la libération (release consistency). Le modèle de cohérence à la libération
améliore le modèle de cohérence faible en relâchant les garanties de cohérence : contrai-
rement au modèle de cohérence faible, l’ensemble de la mémoire n’est pas nécessairement
cohérent à chaque opération de synchronisation. Avec ce modèle, deux types d’accès
de synchronisation sont distingués : acquire et release. Ces deux opérations permettent
de délimiter une section critique au sein de laquelle une partie de la mémoire partagée
sera accédée. Ainsi, lors d’un accès de type acquire placé en entrée de section critique, le
modèle garantit que toute les écritures des autres processus sont visibles localement ;
et lors d’un accès de type release en sortie de section critique, le modèle garantit que
toutes les écritures locales sont propagées aux autres processus.
Cohérence à la libération paresseuse (lazy release consistency). La cohérence à la libéra-
tion paresseuse relâche encore plus les contraintes et réduit encore le nombre de com-
munications. Le modèle de cohérence à la libération propage toutes les écritures lo-
cales lors des accès synchronisés de type release. Or certaines de ces propagations sont
inutiles car les processus concernés n’effectuerons pas nécessairement des accès aux
données mises à jour. La cohérence à la libération paresseuse réduit encore le nombre
de communications en ne propageant les écritures qu’aux processus qui déclarent leur
intention d’accéder aux données, en effectuant un accès synchronisé de type acquire.
Cette cohérence a été implémentée dans le système à MVP TreadMarks [3]. Une im-
plémentation consiste à confier la gestion des accès aux données à un nœud particulier.
Cette technique s’appelle : “home-based lazy release consistency” (HLRC) [107].
Cohérence à l’entrée (entry consistency). Le système à MVP Midway [15] a introduit le mo-
dèle de cohérence à l’entrée. Ce modèle associe à chaque variable partagée un objet de
synchronisation spécifique. Cette association variable/objet de synchronisation per-
met de ne transférer que les mises à jour des variables nécessaires, et non plus de toute
la mémoire. De plus, il est alors possible d’avoir des écritures concurrentes sur des
variables différentes. Le modèle de cohérence à l’entrée introduit également une nou-
velle opération de synchronisation : acquire_read. Le modèle différencie ainsi les accès
en mode exclusif (acquire) des accès en mode non-exclusif (acquire_read). Cette distinc-
tion permet d’autoriser des lectures concurrentes d’une même variable. Cependant, les
lectures concurrentes à des écritures ne sont pas possibles.
Cohérence de portée (scope consistency). Le modèles de cohérence de portée [61] est
proche du modèle de cohérence à l’entrée. Le modèle de cohérence à l’entrée impose au
programmeur d’associer explicitement un verrou à chaque donnée. Le modèle de co-
hérence de portée quant à lui utilise les opérations de synchronisation déjà présentes
dans le programme. Dans ce cas, l’association verrou/donnée est réalisée implicite-
ment par analyse du programme.
4.1.4 Approches pour la localisation des données
Un protocole de cohérence mettant en œuvre un modèle de cohérence doit pouvoir loca-
liser les données. La localisation d’une donnée revient à trouver le nœud stockant la copie
la plus à jour2, c’est-à-dire celui hébergeant le processus ayant effectué la dernière écriture.
Ce nœud est appelé propriétaire de la donnée. On appelle nœud gestionnaire d’une donnée le
2Ou satisfait un critère de fraîcheur propre au modèle de cohérence.
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nœud qui est chargé de localiser son propriétaire. On distingue des gestionnaires distribués
et des gestionnaires centralisés.
4.1.4.1 Gestionnaires centralisés
Dans le cas d’un gestionnaire centralisé, toutes les requêtes d’accès à une donnée, les
lectures comme les écritures, sont adressées au nœud gestionnaire, choisi. Ce nœud est res-
ponsable de la gestion de l’ensemble des données.
Cette gestion centralisée est bien adaptée à de petites architectures possédant des réseaux
d’interconnexion performants comme les grappes de calculateurs. En revanche, elle présente
des limites en terme de passage à l’échelle. Au sein des systèmes à grande échelle, les latences
des communications entre les nœuds peuvent être grandes. Lorsque des nœuds “éloignés”
en terme de latence du nœud gestionnaire accèdent à une donnée partagée, les échanges
réseau entre ces différents nœuds risquent de ralentir l’application dans son ensemble.
En plus des limites liées au passage à l’échelle, ces protocoles sont sensibles aux fautes.
Si le nœud gestionnaire tombe en panne, l’ensemble des données partagées devient inacces-
sible.
4.1.4.2 Gestionnaires distribués
Les approches basées sur un gestionnaire distribué permettent une décentralisation du
gestionnaire. Nous distinguons trois types de gestionnaire distribué : 1) gestionnaire distribué
fixe, 2) gestionnaire distribué à diffusion, et 3) gestionnaire distribué dynamique.
Gestionnaire distribué fixe. Cette approche permet un meilleur équilibrage de charge grâce
à l’utilisation de plusieurs nœuds gestionnaires. Chaque nœud gestionnaire est respon-
sable d’un sous-ensemble des données partagées. Cette approche ne résout cependant
en rien les problèmes liés au passage à l’échelle et à la tolérance aux fautes mentionnés
ci-dessus.
Gestionnaire distribué à diffusion. Cette approche consiste à diffuser les requêtes de lo-
calisation à tous les nœuds du système. Le gestionnaire se trouve donc distribué sur
l’ensemble des nœuds. Ceci implique de nombreuses diffusions globales, ce qui est très
coûteux en terme de communication. Cette approche est conçue pour des systèmes de
petite taille et devient impraticable dès que la taille du système augmente. En revanche
la localisation des données reste possible en cas de fautes.
Gestionnaire distribué dynamique. Cette approche a été proposée par Li et Hudak [79].
Elle reprend le principe de celle du gestionnaire distribué fixe, à ceci près que tous les
nœuds gèrent la localisation de toutes les données. Cependant, cette localisation n’est
pas exacte : les nœuds connaissent seulement un propriétaire probable. En cas de chan-
gement de propriétaire d’une donnée lors d’un accès en écriture, l’ancien propriétaire
transmet la donnée au nouveau et le considère comme le nouveau propriétaire pro-
bable. Il pourra ainsi lui retransmettre les requêtes d’accès à la donnée. Ce mécanisme
permet de mettre en place un chaînage afin de pouvoir systématiquement retrouver la
donnée. Ces mécanismes sophistiqués permettent une localisation efficace des données
au sein des systèmes à MVP s’exécutant sur des grappes de calculateurs. En revanche,
là encore, les problèmes liés au passage à l’échelle ainsi qu’à la tolérance aux fautes
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ne sont pas résolus. Au contraire, le mécanisme de chaînage accentue des problèmes.
Le chemin réseau à emprunter pour suivre le chaînage peut exploiter des liens à forte
latence. De plus, la localisation d’une donnée devient impossible dès qu’un maillon de
la chaîne, c’est-à-dire un nœud, est en panne.
4.2 Modèles et protocoles de cohérence dans les systèmes pair-à-
pair
Les protocoles de cohérence pour les MVP, conçus pour des grappes de calculateurs,
font implicitement l’hypothèse que la taille du système est restreinte (quelques centaines de
nœuds au maximum) et que les fautes sont exceptionnelles. Il est vrai cependant que certains
systèmes à mémoire virtuellement partagée prennent en compte les défaillances franches de
nœuds [69, 67, 9]. En revanche, les systèmes pair-à-pair ont démontré d’excellentes proprié-
tés de passage à l’échelle et de tolérance aux fautes. Des systèmes comme KaZaA [116],
Gnutella [86] ou eDonkey [108] réunissent des millions de nœuds qui se connectent et se
déconnectent avec une fréquence élevée.
Cependant, la majeure partie de ces systèmes [116, 86, 108] est dédiée à des applica-
tions de partage de fichiers et ne gère que des données non modifiables, c’est-à-dire en lecture
seule. Il s’agit généralement d’une gestion “au mieux” (best effort en anglais). Ils ne pro-
posent par conséquent aucun support pour la gestion de la cohérence des données. Récem-
ment, quelques systèmes pair-à-pair proposant la gestion de données modifiables ont vu le
jour [73, 85, 23, 40]. Nous les décrivons brièvement dans cette section.
4.2.1 Les systèmes pair-à-pair
Les systèmes pair-à-pair sont par nature complètement distribués. Dans ces systèmes,
chaque pair peut être à la fois client et serveur. Plus généralement, chaque pair peut même
jouer l’ensemble des rôles existants dans le système. Il en résulte que les communications
au sein de ces systèmes sont bien distribuées et qu’ils sont très bien adaptés aux grandes
échelles. De plus, ces systèmes présentent une bonne tolérance à la volatilité (connexions et
déconnexions de nœuds).
Afin de pouvoir s’exécuter à très grande échelle, les systèmes pair-à-pair reposent sur la
notion de réseau logique (overlay en anglais). Un réseau logique pair-à-pair définit les “liai-
sons” logiques entre les différents pairs du système, c’est-à-dire quel pair “connaît” quel
pair. Ceci permet à chaque pair de n’avoir à gérer qu’une vision partielle du système, et non
le système dans sa totalité. C’est principalement cette vision partielle qui confère aux sys-
tèmes pair-à-pair leurs propriétés de passage à l’échelle et de tolérance à la dynamicité.
Les systèmes pair-à-pair sont généralement classés en deux familles en fonction du ré-
seau logique qu’ils utilisent : nous distinguons les systèmes pair-à-pair non-structurés des
systèmes pair-à-pair structurés.
Systèmes pair-à-pair non-structurés. Au sein des systèmes pair-à-pair non-structurés,
chaque pair connaît un sous-ensemble de pairs. Ce sous-ensemble est généralement
déterminé de manière aléatoire mais il existe cependant de nombreux travaux de
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recherche visant à rapprocher au sein du réseau logique les pairs ayant des affini-
tés [102, 95, 57, 103] ou à prendre en compte la distance en latence entre les pairs [41].
Ces réseaux logiques permettent en général de supporter une grande dynamicité. Gnu-
tella [86] est basé sur un tel réseau.
Systèmes pair-à-pair structurés. Les systèmes pair-à-pair structurés s’appuient sur une
structure distribuée, en général une table de hachage (DHT pour l’anglais Distribu-
ted Hash Table). Chaque pair se voit attribuer un identifiant résultat de l’application
d’une fonction de hachage sur son adresse IP (par exemple SHA1 ou MD5). Les pairs
peuvent ainsi être classés selon leur identifiant au sein d’une table de hachage distri-
buée. Chaque pair possède alors un index contenant un certain nombre d’autres pairs
répartis sur la DHT. Le contenu de cet index varie selon l’implémentation. En utilisant
cette approche, des systèmes pair-à-pair comme Chord [99], Pastry [94] ou Tapes-
try [106] obtiennent une couche de routage très performante.
Systèmes pair-à-pair hybrides. Certains systèmes pair-à-pair s’inspirent à la fois des sys-
tèmes structurés et des systèmes non-structurés. Des systèmes comme KaZaA [116]
utilisent la notion de “super-pair” : les pairs “classiques” sont liés à des super-pairs
qui eux-même sont reliés entre eux. Les implémentations actuelles de la spécification
JXTA [115] proposent une table de hachage distribuée entre les super-pairs appelés
pairs de rendez-vous.
4.2.2 Approches pour la localisation des données
Les systèmes pair-à-pair utilisent le réseau logique sous-jacent pour la localisation des
données et le routage.
Les systèmes non-structurés utilisent des mécanismes d’inondation pour localiser les don-
nées. Pour cela, un pair envoie une requête à chacun de ses voisins dans le réseau logique
puis chacun des voisins la retransmet à chacun de ses voisins, et ainsi de suite. Des méca-
nismes sont généralement mis en place pour limiter l’inondation : le nombre de retransmis-
sions est limité ; de plus, à chaque retransmission, le nombre de voisins à contacter peut être
réduit grâce à des filtres de Bloom. Enfin de nombreux travaux de recherche visent à accélé-
rer la localisation des données conservant en cache les résultats des recherches antérieures.
Les mécanismes de recherche des systèmes non-structurés offrent une localisation incertaine :
des données présentes dans le système peuvent ne pas être trouvées lors d’une recherche.
Les systèmes structurés attribuent des identifiants aux données dans le même espace que
celui des identifiants des nœuds. Le pair dont l’identifiant est numériquement le plus proche
de celui d’une donnée est responsable de cette donnée. Cela signifie qu’il connaît l’emplace-
ment de cette donnée, à l’image des nœuds gestionnaires des MVP. Ainsi, la localisation
d’une donnée revient à acheminer une requête vers le pair dont l’identifiant est le plus
proche. La DHT au sein de laquelle sont répartis les pair permet de le faire de manière ef-
ficace, généralement en log(n) sauts logiques3, où n est le nombre de pairs dans le système.
De surcroît, la localisation dans ces systèmes est certaine.
3Un saut logique correspond au chemin physique séparant deux voisins dans le réseau logique.
46 Chapitre 4 – Approches pour la gestion de la cohérence de données









FIG. 4.1 – Communications au sein du systèmes Oceanstore.
4.2.3 Cohérence des données dans les systèmes pair-à-pair
La majorité des systèmes pair-à-pair sont conçus pour partager des fichiers en lecture
seule [116, 86, 108]. Dans ce cas-là, les problèmes de cohérence des données sont inexistants :
les données sont placées et répliquées dans le système puis ne sont jamais modifiées. La
principale problématique à laquelle font face ces systèmes consiste donc en la recherche de
données présentes dans le système.
Toutefois, certains systèmes pair-à-pair comme OceanStore [73], Ivy [85] et Pastis [23]
s’intéressent au partage de données modifiables. Ce sont trois systèmes de gestion de fi-
chiers.
OceanStore [73] est illustré sur la figure 4.1. Il permet de partager des données modifiables.
Ce système utilise un ensemble de pairs jouant un rôle particulier appelé primary tier. Il
est responsable de la gestion des modifications apportées aux données. C’est le primary
tier qui reçoit les requêtes de modification. Il est en charge de la résolution des conflits
en décidant de l’ordre d’application des modifications. Cette décision est ensuite trans-
mise à l’ensemble des pairs possédant une copie. L’ensemble de pairs composant le
primary tier est supposé stable et possédant un bon réseau d’interconnexion. Ce sys-
tème se rapproche donc du modèle client/serveur où le serveur est mis en œuvre par
un ensemble de pairs particuliers.
Ivy [85] est un système exploitant la notion de journaux (logs) pour permettre à plusieurs
nœuds d’effectuer des écritures concurrentes. Comme l’illustre la figure 4.2, chaque
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FIG. 4.2 – Ivy utilise un journal par utilisateur pour stocker les écritures.
utilisateur possède un journal dans lequel il écrit les modifications apportées à chaque
donnée partagée. Ivy, basé sur Chord, utilise la DHT pour stocker les journaux des
différents utilisateurs. La lecture d’un fichier nécessite donc le parcours de multiples
journaux. De plus, dès qu’un fichier est partagé par plusieurs utilisateurs, des conflits
peuvent apparaître. Ivy propose des outils permettant leur résolution manuelle. Le
modèle de cohérence implémenté par ce système est de type relâché.
Pastis [23] est conçu comme un véritable système de gestion de fichiers. Il s’appuie sur la
notion de descripteur de fichiers (en anglais i-node). Les descripteurs de fichiers sont
stockés dans une DHT (PAST) sous forme de blocs modifiables ; ces blocs sont appe-
lés UCB pour l’anglais User Certificate Block. Ils contiennent en effet des données per-
mettant de vérifier l’intégrité du bloc ainsi que son propriétaire. Les descripteurs de
fichiers contiennent des pointeurs sur des blocs de contenu : les CHB pour l’anglais
Content Hash Block. Les CHB sont des blocs non-modifiables. Les modifications de fi-
chiers entraînent donc des suppressions/ajouts de CHB et des modifications d’UCB.
La figure 4.3 illustre les relations entre ces différents blocs. Le système Pastis met en
œuvre des mécanismes complexes de signature afin d’assurer l’intégrité et l’authenti-
cité des fichiers. Il propose deux modèles de cohérence relâchée : 1) le modèle close-to-
open, dans lequel que les écritures ne sont propagées qu’après la fermeture du fichier
et les écritures distantes ne sont visibles qu’à l’ouverture du fichier ; et 2) le modèle
plus relâché read your writes qui garantit que chaque lecture reflète toutes les écritures
locales précédentes.
48 Chapitre 4 – Approches pour la gestion de la cohérence de données
Les clés représentent des identifiants permettant la localisation au sein de la DHT. 
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FIG. 4.3 – Le système de fichier Pastis.
Bien que ces systèmes pair-à-pair permettent le partage de fichiers modifiables à grande
échelle, ils ont été conçus comme des systèmes de gestion de fichiers et proposent des mo-
dèles de cohérence très relâchés qui ne conviennent généralement pas pour le partage des
données des applications de calcul scientifique.
4.3 Modèles et protocoles de cohérence dans les bases de données
La gestion des données dans les bases de données s’éloigne quelque peu des approches
décrites jusqu’ici. Cette différence est principalement due au fait que les systèmes de gestion de
bases de données (SGBD) prennent en compte le type des données ainsi que des dépendances
interdonnée. On rencontre cependant les mêmes problématiques liées à la cohérence des
données : présence de multiples copies pour améliorer la localité des accès, propagation des
mises à jour, accès concurrents aux données, etc.
4.3.1 Particularité des données
Au sein des systèmes de bases de données, les données sont réparties dans des tables
et chaque ligne d’une table forme un ensemble d’attributs appelé tuple. Un schéma relationnel
décrit les tables ainsi que les relations entre les données. Il existe des dépendances intratuple,
c’est-à-dire entre les attributs d’un même tuple, appelées dépendances fonctionnelles (df ) et des
dépendances entre les attributs de tables différentes appelées dépendances d’inclusion (di).
Définition 4.1 : dépendance fonctionnelle — Il y a une dépendance fonctionnelle lorsque la
valeur d’un attribut (ou d’un groupe d’attributs) détermine de façon unique celle d’autres
attributs.
Définition 4.2 : dépendance d’inclusion — Il y a une dépendance d’inclusion lorsque les
valeurs d’un attribut d’une table doivent appartenir à l’ensemble des valeurs d’un attribut
d’une autre table.
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La gestion de la cohérence au sein des systèmes de bases de données intervient à deux
niveaux : 1) entre les données (les attributs), ce qui est spécifique aux bases de données ; et
2) entre les copies des données répliquées.
Cohérence interdonnée. Le premier niveau, spécifique aux bases de données, vient de la
gestion des dépendances interdonnée par les systèmes de gestion de bases de don-
nées. Les SGBD utilisant des schémas relationnels pour décrire les relations entre les
données doivent prendre en compte les dépendances entre les différentes données. En
conséquence, la mise à jour d’une donnée doit se faire de manière cohérente avec celles
qui lui sont liées. Il peut donc être nécessaire de mettre à jour de manière atomique un
ensemble de données. On parle alors de transaction.
Cohérence de données répliquées. De la même manière que pour les systèmes à mémoire
virtuellement partagée ou les systèmes pair-à-pair, les systèmes de bases de données
utilisent la réplication afin d’améliorer les performances des accès aux données. Elle
favorise en effet la localité des accès d’une part, et la répartition de la charge d’autre
part. Des mécanismes pour propager les mises à jour entre les multiples copies sont
alors nécessaires.
Les deux sous-sections suivantes détaillent ces deux niveaux de cohérence.
4.3.2 Notion de transaction
La cohérence interdonnée est assurée par la notion de transaction. Nous reprenons la
définition donnée dans [88].
Définition 4.3 : transaction — Une transaction est une suite d’opérations d’écritures ou de
lectures sur des données qui se termine en étant soit validée, soit abandonnée.
Les transactions doivent présenter les propriétés suivantes : 1) atomicité, 2) cohérence, 3)
isolation, et 4) durabilité.
Atomicité. Une transaction doit permettre de mettre à jour de manière atomique un en-
semble de données dépendantes les unes des autres.
Cohérence. La base de donnée doit restée cohérente après une transaction.
Isolation. Une transaction n’a pas d’effet visible tant qu’elle n’a pas été validée.
Durabilité. Une transaction validée verra ses effets perdurer.
Ces propriétés sont généralement appelées “ACID” pour Atomicité, Cohérence, Isolation et
Durabilité. Cependant, les SGBD peuvent relâcher la propriété d’isolation afin d’améliorer
le parallélisme et donc les performances des accès (transactions optimistes). Dans ces cas-
là, certains accès peuvent être effectués sur des données dont la valeur est obsolète, ou non
encore validée. Ces données peuvent d’ailleurs ne jamais être validées et on parle alors de
divergence de transaction. Autoriser les divergences des transactions en écriture peut s’avé-
rer très dangereux, les dépendances interdonnée pouvant se retrouver non-satisfaites et la
base de donnée serait alors dans un état corrompu. En revanche, certaines transactions de
lecture peuvent se satisfaire de données “légèrement” obsolètes. Dans ce cas, il est possible
d’améliorer fortement les performances [88] en relâchant les contraintes sur la fraîcheur des
données lues.
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4.3.3 Cohérence de données répliquées : divergence et réconciliation
Lors de l’utilisation des bases de données, les requêtes d’accès aux données peuvent être
coûteuses : elles nécessitent souvent le parcours de tables entières. La réplication des don-
nées permet dans ce cas non seulement d’améliorer la localité des accès, mais également
de répartir la charge engendrée par les requêtes entre plusieurs nœuds. Les mécanismes de
réplication responsables de la propagation des mises à jour entre les différentes copies se
déclinent en plusieurs catégories. On distingue la réplication synchrone et la réplication asyn-
chrone. Cette dernière catégorie se décline en deux sous-catégories, la réplication asynchrone
optimiste et la réplication asynchrone pessimiste. Ces différentes catégories de réplication sont
décrites ci-dessous.
Réplication synchrone. Ces mécanismes sont similaires à ceux vus à la section 3.3.2, il s’agit
en général de réplication semi-active. Toute modification se fait avec des propriétés
d’atomicité, toutes les copies d’une même donnée sont isolées afin de valider chaque
modification [35]. Les transactions ne sont donc validées que lorsque que toutes les
copies sont cohérentes.
Réplication asynchrone optimiste. Ces mécanismes diffèrent la propagation des mises à
jour. Des modifications concurrentes peuvent avoir lieu sur des copies différentes.
Dans ces cas-là, il est nécessaire de réconcilier les copies, généralement en réordon-
nançant et ré-exécutant les transactions ou en abandonnant l’une (ou certaines) d’entre
elles. Les réconciliations étant très coûteuses, ce type de réplication est généralement
utilisé lorsqu’il est possible de faire l’hypothèse que les cas de conflits sont rares [2, 52].
Réplication asynchrone pessimiste. La réplication asynchrone pessimiste garantit la cohé-
rence des copies en ordonnançant les transactions a priori afin d’éviter les conflits [87].
Ce type de réplication peut mener à des copies temporairement divergentes, le temps
de la propagation des mises à jour, mais ne nécessite pas la mise en place de méca-
nismes de réconciliation : les différentes copies évoluent de la même manière et donc
convergent ultimement.
Les systèmes de gestion de bases de données répliquées font face à une double problé-
matique de cohérence de données. Ils doivent non seulement prendre en compte les diffé-
rentes copies de chaque donnée, mais également maintenir la cohérence interne de la base
de données. Nous proposons au chapitre 8 un mécanisme permettant des lectures relâchées
à rapprocher du relâchement induit par les techniques de réplication asynchrone pessimiste.
4.4 Cohérence de données dans les grilles : vers une approche hié-
rarchique
Comme présenté dans les sections précédentes, la gestion de la cohérence de données
a fait l’objet de recherches dans différents domaines. Dans chacun de ces domaines, des
solutions spécifiques ont été proposées. Le tableau ci-dessous résume les caractéristiques
des solutions décrites dans ce manuscrit.
Les systèmes à mémoire virtuellement partagée, conçus pour des applications scienti-
fiques à haute performance et à petite échelle (en général quelques dizaines, et au maximum
quelques centaines de nœuds), offrent la propriété de transparence et permettent la mise
4.4 – Cohérence de données dans les grilles : vers une approche hiérarchique 51
Systèmes Systèmes Bases de
à MVP P2P données répliquées
Passage à l’échelle Non Très bon Bon
Tolérance aux fautes Non Très bonne Bonne
Modèles et protocoles Nombreux Exceptionnels Spécifiques
de cohérence (lecture seule en général) aux bases de données
en œuvre de nombreux modèles et protocoles de cohérence. En revanche, ils ne prennent
généralement pas les fautes en compte, ou considèrent alors qu’elles sont exceptionnelles.
Les systèmes pair-à-pair, quant à eux, présentent des mécanismes permettant un bon sup-
port de la volatilité et s’adaptent bien aux architectures à grande échelle, mais offrent peu
de mécanismes pour la gestion de la cohérence des données modifiables. Enfin, des travaux
de recherche dans le cadre des bases de données proposent des mécanismes variés de répli-
cation ainsi que des solutions élégantes permettant de réconcilier des données divergentes.
Cependant la gestion des données par les SGBD est très spécifique et ne s’adapte pas direc-
tement aux applications scientifiques que nous visons.
Dans le cadre des grilles de calcul, il semble important d’offrir : 1) les propriétés de pas-
sage à l’échelle ; 2) des modèles et protocoles de cohérence pour des applications scienti-
fiques distribuées ; et également 3) un support pour la volatilité. Bien que dans le cadre des
grilles de calcul la volatilité soit bien moins importante que dans le cadre des systèmes pair-
à-pair, les déconnexions de nœuds ne peuvent plus être considérées comme des exceptions
comme c’est le cas pour les systèmes à mémoire virtuellement partagée. Dans la partie sui-
vante, nous décrivons notre contribution qui consiste à offrir une gestion de la cohérence
tolérante aux fautes, en s’inspirant à la fois des mécanismes de gestion de la cohérence des
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Dans le chapitre 4, nous avons vu qu’il existait plusieurs approches pour la gestion du
partage de données. Nous nous intéressons plus particulièrement au partage de données
pour des applications de type calcul scientifique, comme les applications de couplage de
code décrites à la section 2.2.
Les modèles de cohérence étudiés dans le cadre des systèmes à mémoire virtuellement
partagée (MVP) ont été conçus puis optimisés pour ce type d’application. C’est en effet gé-
néralement pour des applications scientifiques (par exemple des simulations numériques
distribuées) qui s’exécutent au sein des grappes de calculateurs que les systèmes à mémoire
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virtuellement partagée ont été conçus. Pour cette raison, dans ce chapitre, nous prenons un
exemple particulier de protocole de cohérence développé dans le cadre des MVP. Le proto-
cole choisi implémente le modèle de cohérence à l’entrée et a été proposé par les auteurs du
système à mémoire virtuellement partagée Midway [15].
Nous allons montrer que ce modèle convient bien aux applications visées. Cependant,
les protocoles utilisés dans les systèmes MVP pour implémenter ce modèle de cohérence
présentent des limites lorsque l’on essaie de les appliquer directement à une architecture de
type grille, comme celle décrite à la section 2.1. Ces limites sont liées d’une part au passage à
l’échelle des protocoles de cohérence et d’autre part à la nature dynamique des grilles de calcul.
Sur cet exemple, nous esquissons des idées de solutions pour faire face à ces limites.
Ces solutions permettent d’adapter le protocole de cohérence aux architectures à grande échelle
et dynamiques, que sont les grilles de calcul. Les chapitres suivants décrivent comment ces
solutions ont été généralisées et intégrées lors de la conception du service de partage de
données sur grille JUXMEM (pour Juxtaposed Memory).
5.1 Le partage de données
Dans un premier temps, nous décrivons notre vision du partage de données afin de
mieux cerner les besoins. Les applications distribuées auxquelles nous nous intéressons sont
les applications de type couplage de codes décrites à la section 2.2. Les processus de ces
applications communiquent en partageant des données. Ce partage peut être géré soit de
manière explicite, c’est-à-dire par l’application elle-même, soit par un système de partage de
données extérieur à l’application, comme par exemple les systèmes MVP vus à la section 4.1
ou les systèmes pair-à-pair vus à la section 4.2. Nous n’étudions ici que le cas où le partage
de données se fait via un système extérieur à l’application. En effet, nous avons montré dans
la section 2.3 qu’il était préférable d’éviter la gestion explicite du partage de données par les
applications, ceci devenant un facteur limitant lors du développement d’applications distri-
buées à grande échelle. Il nous faut commencer par définir ce qu’est une donnée partagée.
Donnée partagée. Une donnée partagée est un espace mémoire auquel peuvent accéder
plusieurs processus d’une même application distribuée. Cela peut être une page mémoire,
une variable, etc. Nous considérons dans ce manuscrit qu’une donnée partagée est une va-
riable partagée, accédée par différents processus d’une application distribuée.
Accès à une donnée partagée. Lors de leur exécution, les processus ont besoin d’accéder
aux variables partagées. Les accès à une variable partagée peuvent être de deux types : en
lecture ou en écriture. Les lectures correspondent à une simple consultation de la valeur de
la variable partagée. Les écritures quant à elles entraînent une mise à jour de la valeur de la
variable.
Dans une application distribuée, les variables partagées permettent aux processus de
prendre en compte les calculs effectués par les autres processus de l’application. La percep-
tion de ces variables par chacun des processus doit donc rester cohérente. Certaines ques-
tions se posent alors concernant la définition de la cohérence.
– Autorise-t-on les écritures concurrentes ?
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– Quelle est la valeur finalement attribuée à la donnée en cas d’écritures concurrentes ?
– Autorise-t-on les lectures concurrentes à une écriture ?
– Quelle est la valeur retournée par une lecture d’une donnée lorsque qu’il y a une écri-
ture concurrente ?
– Autorise-t-on les lectures concurrentes ?
Les applications qui partagent les données doivent savoir quelles garanties sont offertes
en terme de cohérence. Par exemple : la valeur retournée par une lecture prend-elle toujours
en compte toutes les écritures qui ont été effectuées auparavant ? Ou encore : un processus
est-il seul à accéder à la donnée pendant une période de temps donnée ? Souvent, un proces-
sus doit pouvoir effectuer une lecture et une écriture sur une donnée partagée de manière
atomique. Ce sera le cas notamment si un processus doit incrémenter la valeur d’une va-
riable : x := x + 1. Pour rester cohérente, la valeur de la donnée ne doit pas être modifiée
(c’est-à-dire qu’il ne doit pas y avoir d’écriture) entre la lecture (partie droite de l’affectation)
et l’écriture (affectation).
Un contrat avec les applications. Les garanties de cohérence font l’objet d’un contrat entre
les applications distribuées et le système qui gère le partage de données. Comme détaillé au
chapitre 4, ce contrat est appelé modèle de cohérence. Dans ce chapitre, nous nous concentrons
sur un exemple de protocole de cohérence implémentant le modèle de cohérence à l’entrée
introduit par le système à mémoire virtuellement partagée Midway [15]. Ce modèle permet
d’offrir des accès aux données performants, il convient particulièrement aux applications de
calcul scientifique.
5.2 Un exemple de protocole non tolérant aux fautes
Les études de la cohérence des données dans les systèmes à mémoire virtuellement par-
tagée ont montré que les modèles de cohérence relâchée pouvaient être implémentés par
des protocoles efficaces. En revanche, les garanties de cohérence des données sont plus res-
treintes. Par exemple, les applications accédant aux données partagées doivent utiliser des
opérations de synchronisation comme acquire ou release. L’opération acquire permet de s’assu-
rer que les accès à la donnée qui suivront respecteront les garanties de cohérence. L’opération
release permet quant à elle de garantir la propagation, éventuellement paresseuse, des mises
à jours locales dans le système. Comme décrit dans la section 4.1.2, ceci est vrai pour des
modèles comme la cohérence à la libération [51], la cohérence à l’entrée [15] et la cohérence
de portée [61].
5.2.1 Le modèle de cohérence à l’entrée
Nous choisissons le modèle de cohérence à l’entrée pour cet exemple. Il présente la particu-
larité d’associer explicitement un objet de synchronisation spécifique à chaque donnée. Cette
particularité permet un gain de performance au niveau du protocole de cohérence. En effet,
lorsqu’un processus entre en section critique1 pour accéder à une donnée, par exemple pour
1Une section critique correspond à une portion de code manipulant des ressources communes ne devant être
accédées que par un seul processus à la fois.
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lire la valeur de la donnée avant de la mettre à jour, il doit le faire via l’objet de synchroni-
sation associé à cette donnée. Ainsi, sur un nœud, le protocole de cohérence n’a à garantir
que la cohérence des données accédées au sein de la section critique associée. Cela permet
d’éviter des mises à jour non nécessaires : seuls les processus qui déclarent qu’ils vont accé-
der aux données seront concernés. De plus ne seront mises à jour que les données qui seront
effectivement accédées.
Afin d’utiliser le modèle de cohérence à l’entrée, les programmeurs d’applications
doivent respecter deux contraintes. Premièrement, chaque donnée partagée doit être asso-
ciée à un objet de synchronisation spécifique. Deuxièmement, les accès non-exclusifs ou en
lecture seule (c’est-à-dire sans mise à jour de la valeur de la donnée) doivent être distingués
des accès exclusifs (c’est-à-dire avec mise à jour de la valeur de la donnée). La distinction entre
les deux types d’accès est faite en utilisant des primitives différentes : acquire_read pour en-
trer dans une section de code où l’on effectue des accès non-exclusifs, et acquire pour entrer
dans une section critique comprenant des accès de type exclusif. Ceci permet au protocole de
cohérence d’autoriser des accès concurrents en lecture : plusieurs processus peuvent accéder
en lecture, de manière concurrente, à une même donnée.
5.2.2 Un protocole basé sur une copie de référence
Comme point de départ pour cet exemple, nous choisissons un protocole implémentant
le modèle de cohérence à l’entrée. Le protocole choisi est fondé sur la notion de copie de ré-
férence (home based) associée à chaque donnée partagée. Le nœud sur lequel l’unique copie
de référence est placée (home node) est également responsable de la gestion de l’objet de syn-
chronisation associé à la donnée.
Lorsqu’un processus accède à la donnée, il le déclare en verrouillant l’objet de synchroni-
sation par l’intermédiaire d’une des primitives de synchronisation : acquire ou acquire_read.
Lors de l’appel à l’une de ces primitives, la copie locale, située sur le même nœud que le
processus, est mise à jour si nécessaire. De la même manière, lorsque le processus quitte la
section au sein de laquelle il accédait à la donnée, il relâche l’objet de synchronisation par
l’intermédiaire de la primitive release. Si la donnée a été modifiée par le processus durant la
section critique, les mises à jour locales sont alors propagées à la copie de référence.
Il apparaît donc que de nombreuses communications sont nécessaires entre les nœuds
sur lesquels s’exécutent les processus accédant à une donnée partagée et le nœud hébergeant
la copie de référence associée à cette donnée. La figure 5.1 illustre les communications qui ont
lieu entre le nœud hébergeant la copie de référence et celui sur lequel s’exécute un processus
accédant à la donnée, appelé aussi nœud client.
5.2.3 Fonctionnement du protocole de cohérence
La figure 5.1 illustre le fonctionnement du protocole de cohérence lorsque les interac-
tions sont limitées à un seul client. Il n’y a donc pas, dans cet exemple, de mise en attente au
niveau du nœud hébergeant la copie de référence entre la réception d’une requête de syn-
chronisation et l’envoi de l’autorisation d’accès : l’attente du processus client est limitée à la
somme des temps de communications et du temps de traitement de la requête. Cependant,
le protocole de cohérence gère aussi l’accès à une donnée partagée accédée par de multiples
processus potentiellement de manière concurrente. Lorsque plusieurs processus accèdent
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Envoi de la donnée d















FIG. 5.1 – Communications entre un nœud client et un nœud hébergeant une copie de réfé-
rence pour une donnée d.
de manière concurrente à la donnée le protocole met en attente certains processus afin de
garantir la cohérence des accès.
Ce comportement est représenté par l’automate à états de la figure 5.2 qui décrit le fonc-
tionnement simplifié du protocole de cohérence au niveau de la copie de référence. Cet au-
tomate est composé de trois états principaux : NO_LOCK, ON_LOCK et ON_LOCK_R. Ils
correspondent respectivement aux cas où : 1) l’objet de synchronisation associé à la donnée
est libre ; 2) un processus a acquis l’objet de synchronisation en mode exclusif ; et 3) un ou
plusieurs processus ont acquis l’objet de synchronisation en mode non-exclusif. En plus de
ces trois états principaux, le protocole de cohérence gère trois listes : 1) L (pour Lock) qui
contient les identifiants des processus en attente pour un accès exclusif à la donnée ; 2) LR
(pour Lock Read) qui contient les identifiants des processus en attente pour un accès non-
exclusif ; et 3) OLR (pour On Lock Read) qui contient les identifiants des processus possédant
l’objet de synchronisation en mode non-exclusif. On remarque notamment que le protocole
ne permet un accès exclusif qu’à un seul processus client à un moment donné. En effet,
quand il se trouve dans l’état ON_LOCK, il ne redistribue pas cet accès et il ne sort de cet état
qu’à la réception d’un message de relâchement de l’objet de synchronisation.
L’automate à états représenté par la figure 5.3 décrit le fonctionnement du protocole de
cohérence au niveau du nœud client. A ce niveau, le protocole ne gère pas de liste. En effet,
pour une donnée, le client ne communique qu’avec la copie de référence associée. Il est
intéressant de remarquer que certains états (ceux grisés sur la figure) sont bloquants pour
l’application. Cela permet par exemple de garantir que le processus possède bien l’objet de
synchronisation associé et que la copie locale de la donnée soit bien mise à jour avant de
laisser l’application accéder à la donnée.
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FIG. 5.2 – Automate à états représentant le protocole de cohérence au niveau de la copie de
référence.
















FIG. 5.3 – Automate à états représentant le protocole de cohérence au niveau du nœud client.
Les états non grisés ne bloquent pas l’application alors que les états grisés correspondent à
des primitives synchrones.
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Le protocole décrit ici n’est pas adapté à une architecture de type grille : 1) il est centralisé
autour du nœud hébergeant la copie de référence et ne prend pas en compte la topologie
réseau des grilles ; 2) il ne prend pas en compte la possibilité d’apparition de fautes. Les
sections suivantes détaillent ces limites et proposent des solutions pour y faire face.
5.3 Un protocole de cohérence hiérarchique
5.3.1 Limites d’un protocole “plat”
Comme l’illustrent les automates représentés par les figures 5.3 et 5.2, de multiples clients
sont susceptibles d’accéder à une même donnée partagée. Les différents processus accédant
à une même donnée partagée peuvent être situés dans des grappes différentes.
Si l’on se réfère à l’architecture de grille considérée comme une fédération de grappes
présentée dans la section 2.1, les liens intergrappe présentent des latences réseau bien plus
élevées que les liens intragrappe. Il en résulte que les processus clients qui s’exécutent sur un
nœud situé dans une grappe différente de celle où se situe le nœud hébergeant la copie de
référence bénéficieront d’accès bien moins performants que ceux s’exécutant sur des nœuds
situés dans la même grappe.
Le point central qu’est la copie de référence constitue donc une limite à l’efficacité du
protocole. La figure 5.4 illustre les communications entre deux processus clients, situés dans
des grappes différentes, accédant à une donnée partagée. Le protocole ne fait aucune diffé-
rence entre l’utilisation des liens intragrappe entre le client A et le nœud hébergeant la copie
de référence et les liens intergrappe entre le client B et le nœud hébergeant la copie de ré-
férence. De plus, comme le montre l’automate 5.3, certains états du protocole de cohérence
sont bloquants. Cela implique que la dégradation de performance concernera l’application
distribuée toute entière, y compris les processus s’exécutant sur des nœuds situés dans la
même grappe que la copie de référence, comme illustré par la figure 5.4.
5.3.2 Solution : un protocole hiérarchique
De manière à améliorer l’efficacité du protocole de cohérence, une approche consiste à
minimiser les communications entre les grappes. Cette idée a été utilisée dans certains systèmes
à mémoire virtuellement partagée et elle a conduit à la conception de protocoles de cohérence
hiérarchiques. Dans Clustered Lazy Release Consistency (CLRC [6]), des caches locaux sont créés
dans chaque grappe afin d’optimiser la localité des accès consécutifs à la donnée. Les auteurs
de [5] proposent d’appliquer une approche hiérarchique à la gestion distribuée d’objets de
synchronisation en réordonnançant les requêtes de verrouillage (par exemple acquire) : les
requêtes provenant de la grappe courante sont servies avant les requêtes distantes.
En nous inspirant de ces deux contributions, nous construisons une version hiérarchique
du protocole de cohérence décrit à la section 5.5. Cette version, illustrée par la figure 5.5, est
inspirée par le protocole de synchronisation hiérarchique décrit dans [5]. L’idée est d’utili-
ser une hiérarchie à deux niveaux de copies de référence. Au sein de chaque grappe dans
laquelle la donnée est accédée, une copie de référence locale est placée sur un nœud res-
ponsable des accès locaux, c’est-à-dire provenant d’un nœud de la même grappe. Une copie
de référence globale est responsable des accès effectués par les copies de références locales.
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FIG. 5.4 – Fonctionnement du protocole de cohérence à l’entrée pour une donnée accédée
dans des grappes différentes.
64 Chapitre 5 – Étude de cas
Lien WAN
Grappe BGrappe A









FIG. 5.5 – Version hiérarchique du protocole de cohérence.
Lorsqu’un client accède à la donnée, il doit d’abord acquérir l’objet de synchronisation cor-
respondant auprès du nœud hébergeant la copie de référence locale. S’il possède l’objet de
synchronisation, il peut autoriser l’accès. Si ce n’est pas le cas, une demande d’acquisition
est envoyée au nœud hébergeant la copie de référence globale.
La copie de référence globale ne sert donc que les accès des copies de référence locales qui
distribuent ensuite les accès au sein de leur grappe. Cependant, afin de minimiser les com-
munications entre les grappes, à plus forte latence, les copies de références locales servent en
priorité les demandes d’accès des clients de leur grappe par rapport aux requêtes distantes
provenant des autres copies de référence locales et transmises via la copie de référence glo-
bale. Cette règle, a priori, peut aboutir à une situation de famine ; aussi une limite est-elle
imposée sur le nombre maximal de redistributions locales de l’objet de synchronisation qui
peuvent être effectuées par le nœud hébergeant une copie de référence locale. Cela permet
d’assurer que les requêtes distantes seront ultimement satisfaites.
L’automate du protocole de cohérence au niveau des copies de référence locales est une
combinaison des deux automates de la version non hiérarchique du protocole de cohérence.
Les copies de référence locales jouent en effet le rôle de copie de référence vis-à-vis des clients
locaux, et le rôle de client vis-à-vis de la copie de référence globale. L’automate de la copie
de référence globale est identique à celui de la copie de référence unique présenté lors de
la description de la version non hiérarchique du protocole de cohérence (figure 5.2). Cela
est dû au fait que la copie de référence globale de la version hiérarchique joue, vis-à-vis des
copies de référence locales, le même rôle que la copie de référence du protocole en version
non hiérarchique jouait vis-à-vis des clients.
De même, au niveau du client, l’automate est identique à celui de la version non hiérar-
chique (voir figure 5.3). En effet, du point de vue du client, la hiérarchisation du protocole est
transparente : tout se passe comme si la copie de référence locale, à laquelle il accède, était la
seule copie de référence du système. Le nouveau rôle créé par la hiérarchisation du protocole
de cohérence est celui de copie de référence locale, qui, en jouant le rôle d’intermédiaire, permet
de limiter l’utilisation des liens réseau à forte latence entre les grappes et ainsi d’améliorer
les performances globales des accès à la donnée partagée. La copie de référence globale peut
être localisée au sein de l’une des grappes contenant des nœuds accédant à la donnée, ou
dans une grappe tierce. La question de la localisation de la copie globale est discutée plus en
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détails dans le chapitre 7.
Cette version du protocole de cohérence est donc mieux adaptée aux grilles de calcul.
Cependant, nous avons vu à la section 2.1 que la possibilité d’occurrence de fautes dans les
grilles de calcul n’est pas négligeable. Dans la section suivante, nous montrons comment il
est possible de rendre le protocole de cohérence tolérant aux fautes.
5.4 Un protocole de cohérence tolérant aux fautes
5.4.1 Nécessité de tolérer les fautes
Le protocole de cohérence à l’entrée que nous avons décrit à la section 5.2 a été mis au
point pour des systèmes à mémoire virtuellement partagée. Ces systèmes s’exécutant géné-
ralement sur des grappes de calculateurs dédiés de taille restreinte (quelques dizaines, voire
quelques centaines de nœuds), les fautes y sont considérées comme exceptionnelles. De ce
fait, lors de la conception de ce protocole, le nœud hébergeant la copie de référence peut être
considéré comme stable (c’est-à-dire correct ou non fautif ). Or nous visons l’échelle de la grille
et la gestion de nombreuses données partagées, ce qui implique que de nombreux nœuds
(des milliers) soient impliqués dans la gestion des données. À cette échelle, comme expliqué
dans la section 2.1, les fautes ne peuvent plus être considérées comme exceptionnelles : elle
sont partie intégrante des propriétés de la grille. Il n’est donc plus possible de considérer qu’un
nœud hébergeant une copie de référence pour une donnée soit stable. En effet, étant donné
le nombre de données que nous allons gérer au sein de la grille, le nombre de copies de ré-
férence sera suffisamment important pour que l’apparition d’une faute sur un des nœuds
jouant ce rôle pour une donnée particulière soit un événement non négligeable.
Nous reprenons ici le protocole non hiérarchique et non tolérant aux fautes décrit à la sec-
tion 5.2. Le rôle de copie de référence peut être considéré comme critique car chaque donnée
partagée se voit associer une seule et unique copie de référence. Si le nœud hébergeant cette
copie de référence est fautif, alors la donnée associée est perdue et les clients ne peuvent plus
y accéder. Assurer la persistance de la copie de référence dans le système permet d’assurer
la persistance de la donnée en cas de fautes.
Modèle de faute. Nous nous intéressons aux deux types de faute qui doivent être pris
en compte dans les environnements de type grille : 1) les pannes franches (ou crashs)2 ; et
2) les pertes de messages (canaux de communication non fiables). Ces types de faute sont
représentatifs dans le cas des grilles de calcul comme expliqué dans la section 3.1.1.
Modèle de temps. Nous considérons que des bornes sur les temps de communications et
les temps de calculs existent, mais ne sont pas connues. Nos algorithmes sont donc conçus
pour un environnement partiellement asynchrone et utilisent des informations provenant
d’un service de détection de fautes. Un tel service fournit sur chaque nœud une liste de
nœuds suspectés d’être fautifs. Cette hypothèse d’asynchronisme est classique dans les sys-
tèmes distribués tolérants aux fautes. Elle est également réaliste dans le cas des grilles de
calcul (voir section 2.1).
2Les nœuds qui rejoignent le système après une faute sont traités comme de nouveaux nœuds
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5.4.2 Utilisation de techniques de réplication
Afin qu’une copie de référence puisse rester disponible en présence de pannes franches
de nœuds, nous nous appuyons sur les solutions basées sur la réplication présentées à la
section 3.3. Répliquer la copie de référence associée à une donnée permet d’assurer sa per-
sistance en présence de fautes. Le nombre de fautes (de type panne franche) tolérées dépend
de : 1) la technique de réplication employée ; et 2) du degré de réplication (le nombre de
copies).
Afin de tolérer les fautes nous proposons donc de remplacer la copie de référence unique
par un groupe de copies de références. Nous allons donc répliquer, sur différents nœuds du
groupe, non seulement la donnée mais également le protocole de cohérence (l’automate à
états). Afin que les automates et la valeur de la donnée évoluent de la même manière sur
chacun des automates, les algorithmes utilisés doivent assurer la diffusion atomique des mes-
sages au sein du groupe. Ces mécanismes sont coûteux mais permettent d’offrir de bonnes
garanties de tolérance aux fautes. L’architecture que nous proposons au chapitre suivant
permet de choisir le type de réplication et donc le compromis coût/garanties de la tolérance
aux fautes.
Pour réaliser la réplication de la copie de référence décrite ci-dessus, nous utilisons des
concepts étudiés dans le cadre des systèmes distribués tolérants aux fautes.
Protocole de composition de groupe. Un protocole de composition de groupe (group member-
ship en anglais) [37] permet de gérer un ensemble (un groupe) de nœuds ayant un
intérêt commun. Chaque nœud appartenant à un groupe maintient à jour la liste de
membres de ce groupe. La composition de ces listes évolue quand de nouveaux nœuds
joignent ou quittent le groupe, lors d’une panne franche par exemple. Les protocoles de
composition de groupe ont pour objectif de maintenir la cohérence de ces différentes
listes en les synchronisant. Entre deux synchronisations, les mêmes ensembles de mes-
sages doivent être pris en compte par chacun des membres du groupe. Dans notre cas,
nous utilisons ce type de protocole pour gérer les groupes de nœuds hébergeant les
copies de référence des données.
Diffusion atomique. Dans la version tolérante aux fautes du protocole de cohérence, la co-
pie de référence associée à une donnée est représentée par un groupe de nœuds. Étant
donné que des nœuds peuvent être fautifs, nous utilisons un mécanisme de réplica-
tion pessimiste afin d’assurer qu’une copie à jour reste disponible dans le système.
Chaque mise à jour entraîne donc une mise à jour de tous les membres du groupe. Afin
de réaliser cela, tous les messages envoyés à un groupe doivent être pris en compte
dans le même ordre par chacun des membres du groupe. Les membres du groupe s’ac-
cordent sur l’ordre de distribution des messages en utilisant un protocole “classique”
de consensus, comme celui décrit dans [32].
Protocole de consensus. Un protocole de consensus permet à un groupe de nœuds poten-
tiellement fautifs de s’accorder sur une valeur commune : chaque nœud propose une
valeur et le protocole de consensus assure que : 1) ultimement, tous les nœuds non
fautifs déciderons d’une valeur de manière déterministe ; 2) la valeur décidée est l’une
des valeurs proposée ; et 3) la valeur décidée est la même pour tous les nœuds non fau-
tifs. Dans notre cas, la décision porte sur l’ordre dans lequel les messages doivent être
pris en compte. Le problème du consensus dans les systèmes asynchrones peut être














FIG. 5.6 – Architecture en couches pour l’implémentation du protocole de composition et de
communication de groupe.
résolu grâce à des détecteurs de fautes non fiables [32], comme ceux présentés dans la
section 3.2.
Pour réaliser une version tolérante aux fautes du protocole de cohérence présenté à la
section 5.2, nous combinons des blocs de base implémentant les concepts décrits ci-dessus.
La combinaison en couches illustrée par la figure 5.6 est inspirée par [82]. La mise en œuvre
de l’architecture illustrée par la figure 5.6 pour répliquer la copie de référence associée à une
donnée permet de supporter bn−1
2
c fautes simultanées, où n est le nombre de nœuds sur
lesquels la copie de référence est répliquée. Cette limite est imposée par notre mise en œuvre
du protocole de consensus proposé par Chandra et Toueg [32].
Notons que le protocole de cohérence reste inchangé aussi bien pour les clients que pour
la copie de référence. Les clients utilisent une couche de communication de groupe pour
communiquer avec la copie de référence répliquée, de la même manière qu’ils le faisaient
lorsque cette dernière n’était hébergée que par un seul nœud. Le protocole de communica-
tion de groupe permet à chaque nœud hébergeant un réplicat de la copie de référence de
s’abstraire de la réplication : chacun d’entre eux s’exécute comme s’il hébergeait la seule co-
pie de référence. Les automates du protocole de cohérence sont donc les mêmes que dans la
version non tolérante aux fautes présentée à la section 5.2 (figures 5.2 et 5.3).
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5.5 Vers un protocole hiérarchique tolérant aux fautes
La section 5.3 a montré comment hiérarchiser le protocole de cohérence présenté à la
section 5.2 afin que celui-ci prenne en compte la topologie réseau des grilles de calcul pour
améliorer les performances des accès aux données partagées. Ensuite, la section 5.4 explique
comment, en utilisant des concepts connus des systèmes distribués tolérants aux fautes, il
est possible de rendre ce protocole tolérant aux fautes en répliquant les copies de référence.
L’étape finale est de coupler les deux solutions présentées dans les deux précédentes
sections afin d’obtenir un protocole de cohérence à la fois hiérarchique et tolérant aux fautes.
Cela permet de s’abstraire des limites du protocole de cohérence d’origine : 1) les problèmes
liés au passage à l’échelle, et 2) le manque de support pour la tolérance aux fautes.
Une première idée pour combiner ces deux solutions consiste à utiliser les mécanismes
de réplication décrits à la section 5.4 afin de rendre tolérante aux fautes la copie de référence
globale du protocole de cohérence hiérarchique décrit à la section 5.3. Cependant, la faute
d’un nœud hébergeant une copie de référence locale (susceptible de posséder l’objet de syn-
chronisation et la dernière version de la donnée) doit également être tolérée. Il convient donc
d’utiliser les mécanismes de réplication pour chacune des copies de référence (les copies lo-
cales et la copie globale).
Les mécanismes de tolérance aux fautes (comme la réplication) sont coûteux. Afin de
limiter ce coût, il est important de limiter le nombre de nœuds que ces mécanismes font
intervenir et de prendre en compte la nature des liens réseau utilisés (intergrappe ou intra-
grappe). Aussi, le couplage entre le protocole de cohérence et les mécanismes de tolérance
aux fautes est un problème non trivial. Cette difficulté est encore augmentée si l’on souhaite
concevoir une architecture permettant la mise en place de plusieurs protocoles de cohérence
et de plusieurs mécanismes de tolérance aux fautes.
Le chapitre suivant décrit notre architecture logicielle permettant une gestion conjointe
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Dans les chapitres 3 et 4, nous avons vu que plusieurs approches ont été proposées sé-
parément, aussi bien pour la gestion de la tolérance aux fautes que pour la gestion de la
cohérence des données. Dans le chapitre 5, nous avons montré sur un exemple des solutions
pour adapter certaines de ces approches à la grille.
Dans le cadre d’un service de partage de données pour les grilles de calcul, il est néces-
saire d’offrir un support pour la tolérance aux fautes et pour la gestion de la cohérence des
données.
Ce chapitre décrit une architecture dont le but est de permettre une gestion conjointe de
la tolérance aux fautes et de la cohérence des données au sein d’un service de partage de
données pour la grille. Avant de détailler notre solution, nous décrivons le cadre dans lequel
s’inscrit notre contribution : le service de partage de données JUXMEM. Notre approche pour
faire face aux problèmes liés au passage à l’échelle sera abordée dans le chapitre suivant.
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6.1 Cadre : le service de partage de données JUXMEM
Comme nous l’avons vu à la section 2.2, les applications scientifiques utilisent des quanti-
tés de données distribuées de plus en plus grandes. La gestion de la localisation, du transfert
et de la cohérence de ces données est devenue un facteur limitant lors de la conception de
telles applications. Or il n’existe actuellement aucun système permettant un partage de don-
nées modifiables offrant un accès transparent et des garanties de cohérence pour les grilles
de calculs. Ces besoins ainsi que les lacunes des mécanismes de partage de données pour les
grilles existants sont détaillés dans la section 2.3. Une nouvelle approche consiste à externali-
ser la gestion des données partagées par les applications s’exécutant sur la grille. Le concept
de service de partage de données pour la grille a été introduit par [4], la section suivante en
donne notre vision.
6.1.1 Notion de service de partage de données pour la grille
Au vu des problèmes soulevés par la section 2.3, il apparaît que les propriétés recherchées
pour le partage de données pour les grilles de calcul sont : 1) la persistance des données, 2) la
cohérence des données, et 3) la transparence d’accès aux données.
Persistance des données. Les données partagées entre différentes entités doivent être per-
sistantes. En effet, dans un système distribué, les opérations peuvent être asynchrones.
Cela implique qu’une donnée utilisée par une entité d’une application distribuée
pourra être utilisée à nouveau, plus tard, par une autre entité. La donnée, ainsi que
les éventuelles modifications qui lui ont été apportées, doit rester disponible au cours
du temps, jusqu’à ce quelle soit explicitement supprimée. Or, dans un environnement
de type grille, les occurrences de fautes sont courantes. Le service de partage de don-
nées doit donc mettre en place des mécanismes de tolérance aux fautes afin d’assurer
que les données ne seront pas perdues en cas de fautes.
Considérons l’exemple de DIET (pour Distributed Interactive Engineering Toolbox [28])
qui est une plate-forme de calcul développée à l’ENS Lyon au sein du projet de re-
cherche GRAAL. Une donnée (une matrice par exemple) utilisée ou produite par un
calcul peut être utilisée à nouveau par des calculs qui s’exécuteront plus tard. Entre
temps, la donnée doit persister (rester disponible) dans le système afin de permettre
aux calculs ultérieurs utilisant cette donnée de s’exécuter correctement. Si le service de
partage de données n’offre pas cette propriété, c’est aux clients que revient le rôle de
conserver les données, de se les transmettre et donc de maintenir la cohérence entre les
différentes copies ainsi créées.
Cohérence de données. Une donnée partagée va, par définition, être accédée par de mul-
tiples entités d’une application distribuée et ce à la fois en lecture et en écriture (les
écritures peuvent notamment être concurrentes). Un service de partage de données
pour la grille doit prendre en compte cette possibilité et mettre en œuvre des proto-
coles de cohérence implémentant des modèles de cohérence, à l’image de ce qui a été
fait dans les systèmes à mémoire virtuellement partagée (voir section 4.1). Cela signi-
fie que le service doit assurer la cohérence des différentes copies de chaque donnée
partagée par les clients (ordonner et propager les mises à jour, mettre en attente les
processus lorsque cela est nécessaire, etc.).
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Accès transparent. Un des facteurs limitant dans le développement d’applications scienti-
fiques distribuées à l’échelle de la grille est la gestion explicite de la localisation et
du transfert des données (et par conséquence, de leur cohérence). À l’image de ce qui
existe dans les systèmes à mémoire virtuellement partagée et dans les systèmes pair-
à-pair (P2P pour l’anglais peer-to-peer), un service de partage de donnée pour la grille
se doit d’offrir un accès transparent aux données, par exemple en associant à chaque
donnée un identifiant global unique. Cet identifiant peut être utilisé pour accéder à la
donnée par chacune des entités de l’application sans avoir à connaître la localisation
de la donnée, ni le mode de transfert utilisé.
À la frontière entre deux mondes. L’architecture physique visée par notre service de par-
tage de données est celle des grilles de calcul et plus particulièrement celle des fédérations de
grappes. Nous visons donc une échelle de l’ordre de quelques milliers de nœuds regroupés
en grappes interconnectées. Il est intéressant de noter que cette architecture se situe à la fron-
tière entre deux mondes : celui des systèmes à mémoire virtuellement partagée (MVP) d’une
part et celui des systèmes pair-à-pair d’autre part. Ceci vaut en terme d’échelle, de volatilité,
de degré de confiance et d’homogénéité, comme résumé sur le tableau 6.1. En effet, l’échelle
que nous visons se situe entre les échelles généralement visées par ces deux mondes. De
même le degré de volatilité, considéré comme nul dans les MVP et comme très élevé dans
les systèmes pair-à-pair, est dans notre cas intermédiaire. Les nœuds sur lesquels s’exécute
notre service font partie de grappes de calculateurs dédiés et sont moins volatiles que ceux
considérés dans les systèmes pair-à-pair. En revanche, l’échelle visée implique tout de même
un certain degré de volatilité, comme expliqué dans la section 3.1. Le degré de confiance (et
par conséquence le niveau de contrôle des ressources) se situe également à mi-chemin : une
fédération de grappe correspond généralement à la mise en commun de ressources entre
différentes institutions qui se font confiance.
Les principales différences avec les systèmes à mémoire virtuellement partagée sont :
1) la présence de fautes, et 2) la structure hiérarchique du réseau. Ceci implique qu’il n’est
plus possible de considérer des nœuds comme étant stables ni de supposer l’existence d’une
connaissance globale de la plate-forme.
La principale différence avec les systèmes pair-à-pair classiques de partage de fichiers
en lecture seule est que les données gérées par notre service de partage sont modifiables. Ce
dernier point induit une grande complexité. En effet, il ne s’agit plus seulement de stocker
de multiples copies en lecture seule puis de pouvoir en localiser au moins une. Il devient
nécessaire de gérer la cohérence de ces données, c’est-à-dire de toutes les copies de chaque
donnée.
Nous ne cherchons pas à concevoir un système pair-à-pair pour la grille, ni un système
à MVP passant à l’échelle. Notre service de partage de données se situe au niveau intermé-
diaire. Il s’agit d’un service de grille s’inspirant :
1. des MVP pour leurs modèles et protocoles de cohérence de données ;
2. des systèmes pair-à-pair pour leurs propriétés de passage à l’échelle, notamment en
terme de support de la volatilité et de localisation des ressources.
Dans la conception de notre service de partage de données pour la grille, nous avons ex-
ploité l’aspect hiérarchique des fédérations de grappes afin de faire le lien entre les deux
mondes. Nous nous sommes également appuyés sur des résultats théoriques provenant de
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Modifiables Modifiables Non modifiables
Applications
typiques
Calcul numérique Calcul numérique et
stockage de données
Partage et stockage de
fichiers
TAB. 6.1 – Caractéristiques d’un service de partage de données inspiré des MVP et du P2P.
la recherche sur les systèmes distribués tolérants aux fautes, notamment pour la conception
de mécanismes de réplications.
6.1.2 Architecture générale
L’architecture générale de notre service de partage de données pour la grille JUXMEM a
été conçue en collaboration avec Mathieu Jan [64], dans le cadre de nos travaux de doctorat
au sein de l’équipe PARIS de l’IRISA.
Une architecture hiérarchique. JUXMEM utilise la notion de groupes de pairs afin de
prendre en compte l’architecture physique sous-jacente. Ceci est illustré par la figure 6.1.
L’architecture visée étant de type fédération de grappes, les pairs localisés dans une même
grappe sont regroupés dans un groupe cluster. Il y a par conséquent autant de groupes clus-
ter que de grappes utilisées au sein de la fédération. L’ensemble des groupes cluster forme
un groupe de plus haut niveau appelé le groupe JUXMEM. Ce groupe rassemble tous les
pairs participant au service. JUXMEM présente donc une architecture hiérarchique à deux
niveaux : le niveau global et le niveau local (aussi appelé niveau grappe).
Rôles des pairs JUXMEM. Les pairs, entités constituantes des groupes, peuvent avoir à
jouer différents rôles. Nous en distinguons trois : 1) les pairs gestionnaires qui jouent notam-
ment le rôle de pairs de rendez-vous du réseau logique pair-à-pair basé sur JXTA [115] ; 2)
les pairs fournisseurs sur lesquels les copies des données gérées par le service vont effecti-
vement être stockées ; et 3) les pairs clients qui ont la capacité d’accéder aux données. C’est
exclusivement avec ces derniers que les applications utilisant JUXMEM interagissent. Étant
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FIG. 6.1 – JUXMEM : une proposition d’architecture pour un service de partage de données
pour la grille.
dans un monde pair-à-pair, un pair peut jouer un ou plusieurs rôles simultanément. Par
exemple, un pair peut jouer à la fois le rôle de gestionnaire et de fournisseur de données. Par
la suite, à des fins de clarté, nous ne considérerons que les cas où chaque pair ne joue qu’un
seul rôle ; de plus nous considérons que chaque nœud physique héberge un seul pair1.
Les groupes data. Nous allons nous intéresser plus particulièrement aux pairs de type
fournisseur qui seront les membres des groupes data. Un groupe data est associé à chaque
donnée gérée par JUXMEM. Il est constitué de l’ensemble des pairs fournisseurs possé-
dant une copie de cette même donnée. Comme l’illustre la figure 6.1, un groupe data peut
s’étendre sur plusieurs groupes cluster. Ces groupes ne sont pas des groupes au même sens
que les groupes cluster ou le groupe JUXMEM. En effet, les garanties requises pour la gestion
de la cohérence des copies d’une même donnée nécessite une gestion spécifique des groupes
data pour assurer justement la gestion conjointe de la tolérance aux fautes et de la cohérence
des données au sein de ces groupes. La description détaillée de la gestion de ces groupes
constitue donc le coeur de ce manuscrit.
Principe d’utilisation de JUXMEM. Les groupes data jouent un rôle important dans l’utili-
sation de JUXMEM. Les applications utilisant JUXMEM sont liées à un client JUXMEM : chaque
processus applicatif accédant à des données partagées interagit avec un pair client JUXMEM
s’exécutant sur le même nœud. Lorsqu’un espace de stockage est alloué dans JUXMEM, un
1Dans la réalité un nœud peut héberger plusieurs pairs jouant chacun plusieurs rôles.
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ensemble de pairs fournisseurs est sélectionné afin de former un nouveau groupe data. Par
la suite, les accès (en lecture ou écriture) à la donnée présente dans l’espace de stockage im-
pliquent des interactions entre le pair client et le groupe de pairs fournisseurs (c’est-à-dire le
groupe data). La gestion des groupes data ainsi que les interactions entre ces groupes et les
pairs clients sont détaillées par la suite.
6.1.3 Le noyau JuxMem
Dans la section suivante, nous allons décrire notre architecture logicielle pour la gestion
des groupe data. Celle-ci s’appuie sur le noyau du système JUXMEM appelé juk. La réalisation
de juk a été effectuée dans le cadre du doctorat de Mathieu Jan [64]. C’est le noyau qui
gère notamment le groupe JUXMEM et les groupes cluster. Il est également responsable des
interactions avec les applications.
Ce noyau sert de base aux mécanismes de tolérance aux fautes et de cohérence de
données. Il offre aux couches supérieures la notion de pairs identifiés par des identifiants
uniques2, des mécanismes de communication, de stockage et de publication/recherche. Ces
différents mécanismes s’appuient sur JXTA [115]. Au niveau des couches supérieures dé-
crites dans ce manuscrit, ce noyau permet de s’abstraire complètement de JXTA. Son inter-
face est détaillée ci-dessous.
Communication. Le noyau permet d’envoyer des messages d’un pair à un autre selon le
modèle point-à-point. Afin de pouvoir recevoir des messages, les algorithmes doivent
enregistrer auprès du noyau une fonction et une étiquette associée (simple chaîne de
caractères). La fonction sera appelée lors de l’arrivée d’un message étiqueté avec l’éti-
quette associée. Pour envoyer un message, il faut fournir l’identifiant du pair desti-
nataire ainsi que l’étiquette (send(identiant, message, etiquette)). La couche de com-
munication gère la localisation du pair destinataire. Il est important de noter que cette
couche est asynchrone et non-fiable : la méthode d’envoi de message rendra la main
(non bloquante) sans garantir que le message envoyé sera reçu par le pair destinataire.
Nous faisons cependant l’hypothèse qu’elle est équitable (voir section 3.1) : un message
ré-émis suffisamment souvent finira par être reçu.
Stockage. C’est également le noyau qui gère le stockage physique sur le nœud (en mémoire
ou sur disque) en offrant des primitives comme malloc pour allouer de l’espace sur le
nœud, data_to_message pour placer la copie de la donnée stockée sur le nœud dans
un message, data_from_message pour stocker sur le nœud une donnée reçue dans
le corps d’un message. Les algorithmes de réplication ainsi que ceux de cohérence
n’auront donc pas à se préoccuper du stockage effectif de la donnée.
Publication/recherche. Les fonctionnalités de publication/recherche offertes permettent de
publier des annonces et d’en rechercher. La publication/recherche s’effectue au sein
d’un groupe. Il est ainsi possible d’effectuer une publication ou une recherche soit au
niveau d’un groupe cluster (locale), soit au niveau du groupe juxmem (globale). Ceci
peut être par exemple exploité pour retrouver les copies d’une donnée. C’est également
2L’unicité des identifiants n’est pas totalement garantie. Une fonction de hachage génère des identifiants qui
ont une très grande probabilité d’être uniques. Par la suite, nous faisons l’hypothèse habituelle que la propriété
d’unicité des identifiants est vérifiée.
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cette possibilité de recherche locale ou globale qui nous permet de prendre en compte la
hiérarchie physique sous-jacente.
Recherche de pairs fournisseurs. Le noyau offre également un mécanisme de recherche
particulier qui est utilisé lors de l’allocation. Chaque pair de type fournisseur, lors de
son initialisation, publie la quantité de mémoire disponible qu’il offre. Il est par la suite
possible de rechercher des pairs JUXMEM fournisseurs pouvant allouer une quantité de
mémoire donnée. Cette recherche peut être paramétrée plus finement : il est en effet
possible de stipuler que l’on souhaite trouver des pairs fournisseurs présents dans le
groupe cluster dans lequel se trouve le pair (généralement de type client) ayant lancé la
requête d’allocation, ou, au contraire, situés dans d’autres groupes cluster. Il est égale-
ment possible de rechercher des fournisseurs situés dans un nombre donné de groupes
cluster distincts. Le noyau n’effectue pas les requêtes d’allocation proprement dites, il
cherche des identifiants de pairs fournisseurs satisfaisant la requête et retourne la liste
des identifiants trouvés. C’est le protocole de cohérence côté client qui, lors de son ini-
tialisation, envoie les requêtes d’allocation aux pairs fournisseurs retournés afin de créer
un nouveau groupe data.
Interface avec les applications. Le noyau JUXMEM est également responsable des interac-
tions avec les applications utilisant le service de partage de données. C’est lui qui ap-
pelle les primitives des protocoles de cohérence lorsque l’application accède à la don-
née.
La figure 6.2 illustre l’architecture logicielle de JUXMEM. Notre contribution, décrite en
détail dans les sections suivantes, se situe entre la partie du noyau responsable des interac-
tions avec les applications et celle offrant les primitives de base décrites ci-dessus.
6.2 Proposition : une architecture en couches
Au-dessus du noyau JUXMEM présenté ci-dessus, nous proposons une architecture en
couches dont le rôle est d’assurer la persistance des données en présence de fautes ainsi
que leur cohérence. Cette architecture est présente au niveau des pairs de type fournisseur
et au niveau des pairs de type client. En effet, le rôle de l’architecture logicielle présentée
ci-dessous est la gestion des groupes data et les interactions entre les groupes data et les
pairs client JUXMEM. L’ensemble des couches est conçu pour gérer une donnée partagée, il
peut donc être instancié sur un pair fournisseur autant de fois que le nombre de données
différentes stockées par ce dernier (le nombre de groupes data auxquels il appartient). De
même, sur les pairs de type client, ces couches sont instanciées autant de fois que le nombre
de données partagées auxquelles accède le client.
6.2.1 Un double besoin de réplication
Notre architecture doit gérer à la fois la tolérance aux fautes et la cohérence des données.
Pour la tolérance aux fautes, la réplication permet d’améliorer la disponibilité des données.
Dans le cas des protocoles de cohérence, la réplication est employée afin d’améliorer la loca-
lité des données.
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Gestion de la cohérence et de la tolérance
Notre contribution : 
Interface JuxMem





FIG. 6.2 – Le noyau du système JUXMEM et notre contribution.
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Couche de communication de groupe




FIG. 6.3 – Une architecture en couches pour la gestion conjointe de la tolérance aux fautes et
la cohérence des données.
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La réplication employée pour améliorer la disponibilité. De nombreux mécanismes de
tolérance aux fautes utilisent la réplication [98] pour supporter les défaillances des nœuds.
Ainsi malgré la défaillance d’un des nœuds hébergeant une copie d’une donnée, cette don-
née reste disponible grâce à l’existence des autres copies. Plusieurs techniques de réplication
ont été étudiées et sont décrites en détail en section 3.3. Ces techniques présentent de diffé-
rents compromis entre l’efficacité et les garanties.
La réplication employée pour améliorer la localité. Dans le cadre de la mise en œuvre
de protocoles de cohérence, la réplication des données est utilisée pour améliorer les perfor-
mances des accès aux données. De nombreux protocoles de cohérence utilisent la réplication
afin de pouvoir placer des copies des données proches des processus qui y accèdent (voir
chapitre 4). Elle permet à plusieurs processus de lire une même donnée concurremment en
n’utilisant que des accès locaux. Cependant, lors de la mise à jour d’une donnée, le proto-
cole doit actualiser ou invalider les autres copies de la donnée présentes dans le système de
manière à maintenir la cohérence des différentes copies.
Dans les systèmes distribués, la réplication peut être employée à la fois à des fins de
localité et de disponibilité. La question est de faire ou non la distinction entre les deux types de
copies : celles créées pour améliorer la disponibilité et celles créées pour améliorer la localité.
Il existe donc deux grandes familles de solutions : 1) une gestion découplée, et 2) une gestion
intégrée.
Une gestion découplée. Il s’agit ici de faire une distinction stricte entre les copies créées
pour la tolérance aux fautes et celles créées par le protocole de cohérence. Cette sé-
paration permet un développement et une maintenance plus aisés mais sous-utilise le
potentiel : le protocole de cohérence n’a pas connaissance des copies créées pour la
tolérance aux fautes, ce qui implique qu’il ne peut pas les exploiter et réciproquement.
En revanche, avec cette solution, il est possible d’ajouter un protocole de cohérence
sans avoir à se préoccuper des problèmes liés à la tolérance aux fautes. De même, de
nouveaux mécanismes de réplication à des fins de tolérance aux fautes peuvent être
mis en place sans avoir à tenir compte du protocole de cohérence.
Une gestion intégrée. Cette approche consiste à gérer au même niveau les problèmes de la
disponibilité et de la cohérence des données, aucune distinction n’est faite entre les
différentes copies. Un seul ensemble de copies pour une donnée sert alors à la fois à
améliorer sa localité et sa disponibilité. Par exemple, une copie créée sous le contrôle du
protocole de cohérence à des fins de localité peut servir de sauvegarde en cas de fautes.
De même, des copies créées par les mécanismes de tolérance aux fautes peuvent être
utilisées par le protocole de cohérence. Notamment employée pour la conception de
systèmes à MVP tolérants aux fautes, cette approche a pour principal avantage de per-
mettre la mise en œuvre de protocoles efficaces [68] au prix d’un fonctionnement plus
complexe. Le principal inconvénient de cette solution est que la maintenance et l’évo-
lution du code sont délicates. La mise en place d’un nouveau protocole de cohérence,
par exemple, nécessite de prendre en compte finement les mécanismes de tolérance
aux fautes manipulant eux aussi les copies.
Nous souhaitons privilégier une gestion découplée afin de pouvoir : 1) implanter faci-
lement de nouveaux protocoles de cohérence et aussi pouvoir répondre aux exigences d’un
grand nombre d’applications ; 2) implanter de nouveaux mécanismes de réplication et aussi
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pouvoir offrir divers compromis garanties offertes/performances ; et 3) avoir la possibilité de
comparer des protocoles de cohérence en utilisant les mêmes mécanismes de tolérance aux
fautes, ou de comparer différents mécanismes de tolérance aux fautes en mesurant les perfor-
mances d’un même protocole de cohérence. Cependant, nous souhaitons également profiter
des copies présentes au sein du système, que cela soit au niveau des protocoles de cohérence
ou au niveau des mécanismes de tolérance aux fautes.
Malgré notre architecture découplée, nous verrons que certaines copies créées par le pro-
tocole de cohérence peuvent être exploitées par les mécanismes de tolérance aux fautes. De
même certaines copies créées par les mécanismes de réplication à des fins de tolérance aux
fautes peuvent être utilisées par le protocole de cohérence si elles se trouvent “bien” placées
par rapport à un processus applicatif utilisateur.
Par exemple, au sein d’un groupe cluster, les mécanismes de tolérance aux fautes peuvent
décider de créer une copie dans un groupe cluster distant afin de garantir la persistance de la
donnée en cas de défaillance du groupe cluster entier. Cette défaillance peut être provoquée
par exemple par une panne de courant de la grappe, les groupes cluster logiques représentant
des grappes physiques. Un pair client situé justement dans le groupe cluster distant dans
lequel a été répliquée la donnée pourra utiliser, via le protocole de cohérence, cette copie qui
lui est proche.
Pour offrir ces propriétés, nous proposons l’architecture en couches représentée par la
figure 6.3, et décrite ci-dessous.
6.2.2 La couche de communication de groupe
Cette couche est directement en relation avec le noyau JUXMEM. Son rôle est d’offrir un
mécanisme de réplication fiable. Elle s’appuie à la fois sur les primitives de communication
et celles de publication/recherche du noyau JUXMEM. Les primitives de communication
sont utilisées pour échanger les messages entre les différents acteurs, pairs clients et pairs
fournisseurs ; les primitives de publication/recherche, quant à elles, sont utilisées à des fins
de localisation, par exemple pour retrouver les pairs fournisseurs.
Cette couche est composée de deux modules logiciels : un qui s’exécute sur les pairs
de type fournisseur, et un qui s’exécute sur les pairs de type client. Côté fournisseur, cette
couche est responsable de la gestion de la composition de groupe. Elle peut, par exemple,
être instanciée par la pile logicielle présentée dans le chapitre précédent en section 5.4. Un
groupe se voit attribuer un identifiant unique semblable à ceux donnés aux pairs, et c’est cet
identifiant qui permet au client de communiquer avec le groupe. Côté client, cette couche
offre une interface qui permet de communiquer avec un groupe de pairs de la même ma-
nière que l’on communiquerait avec un seul pair. La composition du groupe, c’est-à-dire le
nombre et l’identité de chaque pair membre, est cachée aux couches supérieures côté client.
L’interface offerte par cette couche permet donc aux pairs clients de communiquer avec un
groupe de pairs, en l’occurrence un groupe de fournisseurs, de manière transparente, comme
s’il n’y avait qu’un seul pair.
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6.2.3 La couche d’adaptation aux fautes
La couche d’adaptation aux fautes offre la possibilité d’avoir des groupes auto-
organisants. Cette couche est située juste au-dessus de la couche de communication de groupe
et elle utilise des détecteurs de fautes du type décrit à la section 3.2.4 (réductibles à des dé-
tecteurs de fautes de classe ♦P ). Son rôle est de gérer l’adaptation aux fautes du groupe.
Lorsque l’un des membres du groupe est suspecté d’être défaillant par les détecteurs de
fautes, cette couche va réagir en fonction 1) du rôle joué par le membre fautif (tous les
membres d’un groupe ne jouent pas nécessairement le même rôle, voir chapitre 8) ; et 2) de la
politique d’adaptation. Par exemple, il existe des mécanismes de communication de groupe
basés sur la notion de leader ; si le leader est suspecté d’être fautif, une élection sera déclen-
chée afin de le remplacer. Les politiques d’adaptation peuvent être variées. Elles peuvent
simplement consister à remplacer la copie suspecte afin de conserver un degré de réplica-
tion constant, mais elles peuvent également être plus complexes et par exemple tenir compte
d’une estimation du Mean Time Between Failures (MTBF) courant afin de décider ou non de
remplacer la copie suspecte. La couche d’adaptation aux fautes n’est présente que sur les
pairs de type fournisseur.
Les couches vues jusqu’ici permettent la gestion de groupes de pairs qui vont recevoir
les mêmes messages. Ceci nous offre des groupes de copies qui vont pouvoir être considérés
comme stables sous certaines conditions de fautes. Les conditions varient selon l’implémen-
tation de ces couches, et nous verrons au chapitre 8 qu’il en existe plusieurs. Ces groupes
sont appelés par la suite des groupes auto-organisants ou SOG (pour l’anglais Self-Organizing
Group). En effet, grâce à la couche d’adaptation aux fautes, les SOG vont continuer d’exister
en présence de fautes, en se réorganisant.
6.2.4 Les protocoles de cohérence
Nous avons montré qu’il existe pour les systèmes à mémoire virtuellement partagée de
nombreux modèles de cohérence implémentés par des protocoles de cohérence (voir sec-
tion 4.1). À l’image du protocole de cohérence pris comme exemple dans notre étude de
cas au chapitre 5, ces protocoles reposent souvent sur des entités implicitement supposées
stables (comme un gestionnaire de page par exemple). Nous proposons de généraliser la
solution vue à la section 5.4 et d’utiliser ces protocoles dans notre service de partage de don-
nées pour la grille en implémentant les entités supposées stables grâce à des groupes de
copies auto-organisants (SOG). En effet, ces groupes peuvent être considérés comme stables
si certaines conditions sont remplies. Nous avons vu que ces conditions varient selon l’im-
plémentation choisie pour la couche de communication de groupe et selon la cardinalité du
groupe. Par exemple pour notre étude de cas de la section 5.4, un nœud responsable d’une
copie de référence est implémenté par un groupe auto-organisant. Ainsi l’automate repré-
sentant l’état du protocole de cohérence (objet de synchronisation, état des listes d’attentes,
etc.) se trouve répliqué sur un ensemble de pairs. La pile logicielle proposée dans la sec-
tion 5.4 pour mettre en œuvre la réplication permet de supporter bn−1
2
c fautes simultanées
au sein d’un groupe, où n est la cardinalité du groupe.
Sur les pairs de type fournisseur, cette couche se situe au-dessus de la couche de commu-
nication de groupe. Elle se trouve donc répliquée. Cependant, cette réplication est invisible à
ce niveau : pour chaque copie tout se passe comme si elle était le seul et unique exemplaire.
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La couche de communication de groupe permet aux différentes copies de traiter les mêmes
messages, dans le même ordre ; les copies évoluent donc de la même façon.
Sur les pairs de type client, le protocole de cohérence est en relation avec l’application
par l’intermédiaire de la couche du noyau JUXMEM responsable des interactions avec l’ap-
plication. Elle interagit avec les pairs fournisseurs (c’est-à-dire le groupe data) en utilisant la
couche de communication de groupe.
6.3 Interactions entre le protocole de cohérence et les mécanismes
de tolérance aux fautes
L’architecture décrite ci-dessus permet une gestion conjointe de la tolérance aux fautes et
du protocole de cohérence. Cette architecture est découplée, permettant ainsi de séparer les
problèmes liés à la tolérance aux fautes de ceux liés à la cohérence des données. Cependant,
il apparaît que les connaissances du système ne sont pas les mêmes au sein des différentes
couches. Au niveau du protocole de cohérence, la connaissance de l’architecture physique
sous-jacente est très limitée. En effet, c’est au niveau des mécanismes de composition de
groupe que l’on connaît individuellement les différents nœuds hébergeant une copie. En
revanche, c’est le protocole de cohérence qui possède la meilleure connaissance de l’applica-
tion car c’est à ce niveau que l’on prend en compte les différents pairs qui accèdent ou vont
accéder à la donnée. Nous souhaitons donc que ces deux couches interagissent afin d’utili-
ser au mieux le potentiel offert par les ressources physiques utilisées par exemple lors de la
création d’une nouvelle copie.
Création d’une nouvelle copie. En cas de faute, les mécanismes de réplication peuvent
avoir à remplacer une copie suspectée. De même, l’intervention d’un nouvel utilisateur (pair
accédant à la donnée) peut nécessiter la mise en place d’une nouvelle copie, voire d’un nou-
veau groupe de copies par le protocole de cohérence. Selon le cas, la création d’une nouvelle
copie peut donc être décidée soit par les mécanismes de tolérance aux fautes, soit sous le
contrôle du protocole de cohérence afin d’améliorer la localité pour un nouvel utilisateur.
Dans tous les cas, les mécanismes de réplication doivent en être informés. En effet, c’est
à leur niveau que sont gérées les différentes copies. En revanche, le protocole de cohérence,
plus proche de l’application, possédant notamment des listes d’attentes sur des verrous, est
plus à même de choisir le pair devant héberger la nouvelle copie.
De plus, la création d’une nouvelle copie nécessite un transfert d’état du protocole de
cohérence. En effet, le nouveau pair doit recevoir une copie de la donnée mais également
l’état complet du protocole de cohérence : par exemple, un numéro de version attribué à
la donnée, l’état de la donnée (verrouillée ou non), une ou plusieurs listes d’attente sur la
donnée, etc.
Nous avons donc introduit une couche intermédiaire, appelée couche de jonction, respon-
sable des interactions entre la couche contenant le protocole de cohérence et celles respon-
sables de la tolérance aux fautes (SOG). C’est à ce niveau que l’on peut ajuster le degré d’in-
teraction entre les deux. Le rôle de cette couche est décrit plus en détail au chapitre 8.
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6.4 Vers une approche générique
Notre service de partage de données pour la grille, JUXMEM, doit être utilisable par un
grand nombre d’applications, sur des plates-formes physiques potentiellement variées.
Cela implique que les différentes données gérées par JUXMEM doivent pouvoir être gé-
rées selon différents compromis. En effet, les schémas d’accès aux données peuvent varier
d’une donnée à l’autre, et certaines données sont plus critiques que d’autres.
Schémas d’accès aux données. JUXMEM est appelé à stocker différents types de données
dont certaines ne seront accédées qu’en lecture. Par exemple, une matrice générée par un
instrument de mesure sera en général stockée puis utilisée comme donnée d’entrée de nom-
breux calculs, mais non modifiée.
En revanche, d’autres données seront accédées presque uniquement en écriture, comme
des points de reprises sauvegardés par exemple. Ces derniers sont remplacés au fur et à me-
sure qu’ils deviennent obsolètes et ne sont accédés en lecture qu’en cas de retour en arrière
de l’application qui les a générés, ce qui est généralement peu fréquent.
La majorité des données n’ont pas des schémas d’accès aussi simples. Elles sont accédées
aussi bien en lecture qu’en écriture. Les accès peuvent également être concurrents. Il est
alors important de mettre à la disposition des applications des protocoles de cohérence leur
permettant de faire de manière efficaces les accès aux données.
Selon le schémas d’accès aux données d’une application, certains modèles et protocoles
de cohérence seront plus efficaces que d’autres. Par exemple, dans le cas du modèle de cohé-
rence à l’entrée décrit dans la section 5.2, l’association d’un objet de synchronisation à chaque
donnée partagée afin de mettre en place des accès exclusifs à la donnée n’est d’aucune utilité
pour le partage d’une donnée en lecture seule.
De plus, les applications sont toutes implémentées en supposant un certain modèle de
cohérence. JUXMEM doit donc offrir une palette de protocoles de cohérence implémentant
les divers modèles supposés par les applications qui vont l’utiliser. Cela permet de limiter
l’impact de l’utilisation de notre service de partage de données au niveau du code des ap-
plications car l’implémentation des accès aux données peut varier selon le modèle de cohé-
rence. Mais cela permet également de conserver le modèle de cohérence initialement choisi
par les concepteurs des applications.
Criticité des données. Les données se différencient également par leur niveau de criticité.
En effet, certaines données peuvent être considérées comme très critiques alors que d’autres
peuvent éventuellement être perdues, par exemple parce qu’il est facile de les régénérer.
Des données générées par un instrument de mesure, par exemple, ne doivent pas être
perdues. En effet, leur régénération peut s’avérer très coûteuse, voire impossible.
En revanche certaines données sont des données temporaires qui sont générées à partir
d’algorithmes simples, comme le résultat du découpage d’une matrice. Si une sous-matrice
est perdue, elle pourra facilement être régénérée par l’algorithme de découpage.
De ce fait, il nous semble important de prendre en compte le niveau de criticité des don-
nées : garantir la persistance d’une donnée a un coût en termes de performance d’accès. Plus
les hypothèses sur les fautes sont pessimistes, plus le coût des mécanismes de réplication
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répercuté sur les temps d’accès à la donnée va être important. L’application doit pouvoir
choisir le compromis niveau de risque/performance qu’elle accepte pour chaque donnée gérée
par le service.
Des blocs interchangeables. JUXMEM doit s’adapter aux exigences des applications en
termes de performance et de garantie ainsi qu’aux contraintes physiques, notamment en
terme de probabilité d’occurrence de fautes, pour chacune des données gérées par le service.
Chacune des couches décrites ci-dessus doit donc présenter plusieurs implémentations.
Cela signifie que les interfaces entre les couches doivent supporter un grand nombre
de combinaisons protocoles de cohérence/mécanismes de tolérance aux fautes. De plus, le
choix de la combinaison optimale doit pouvoir être fait pour chaque donnée. Des méca-
nismes d’instantiation dynamiques ont donc été mis en place.
Ces interfaces, ainsi que cette architecture en couches, permettent de pouvoir implémen-
ter facilement de nouveaux protocoles de cohérence, de nouveaux mécanismes de réplica-
tion, et d’expérimenter les différentes combinaisons. De plus cela permet aux applications
de pouvoir elles-mêmes, pour chaque donnée partagée, choisir le compromis qui convient
le mieux en fonction du niveau de risque estimé ainsi que des performances attendues. Des
valeurs par défaut sont bien entendu fournies de manière à permettre une utilisation aisée.
La conception du cœur des couches doit prendre en compte les contraintes imposées par
l’architecture physique des grilles de calcul afin d’offrir aux applications des temps d’accès
aux données partagées performants. C’est l’objet du chapitre suivant.
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Chapitre 7
Gestion hiérarchique de la réplication
et de la cohérence des données
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Le chapitre précédent décrit notre proposition d’architecture en couches pour une ges-
tion conjointe de la tolérance aux fautes et de la cohérence des données. Le principal but de
cette architecture est de faciliter la mise en œuvre de nouveaux protocoles de cohérence ainsi
que de nouveaux mécanismes de tolérance aux fautes.
Lors de la mise en œuvre de protocoles de cohérence et de mécanismes de tolérance aux
fautes il est important de prendre en compte les caractéristiques physiques des grilles de
calcul pour offrir des accès performants aux données partagées.
Ce chapitre décrit comment il est possible concevoir les couches de notre architecture
de manière à construire des protocoles de cohérence et des mécanismes de tolérance aux
fautes prenant en compte les caractéristiques des grilles. Nous généralisons ici les solutions
abordées au chapitre 5 pour faire face aux problèmes liés au passage à l’échelle : nous proposons
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une approche hiérarchique pour la conception des différentes couches décrites au chapitre
précédent.
7.1 Gestion hiérarchique de la cohérence
Au chapitre 5, nous avons montré sur un exemple de protocole de cohérence qu’une
conception hiérarchique du protocole permet d’adapter ce protocole à la topologie réseau de
la grille telle que décrite à la section 2.1. Nous généralisons ici cette solution.
7.1.1 Limites d’un protocole non-hiérarchique
Lorsque l’on étudie les protocoles de cohérence existants, par exemple dans le cadre des
mémoires virtuellement partagées, on s’aperçoit qu’ils ne conviennent pas à la topologie
des grilles de calcul. En effet, la plupart d’entre eux se base sur une topologie supposée
plate. De plus, comme détaillé dans la section 4.1, de nombreux protocoles exploitent les
notions de gestionnaire de donnée, de copie de référence d’une donnée, etc. Il en résulte que chaque
accès à une donnée nécessite des communications avec un nœud particulier (avec le nœud
hébergeant la copie de référence dans l’exemple du chapitre 5).
Au sein d’une architecture de type grille, tous les liens réseau ne présentent pas les
mêmes caractéristiques. Si l’on reprend la description des grilles de calcul vues comme des
fédérations de grappes du chapitre 2.1, on peut observer une différence notable (de l’ordre
d’un facteur 1.000, voire 10.000) entre la latence des liens au sein d’une grappe et celle des
liens reliant les grappes entre elles. Par exemple, au sein de grappes équipées de réseaux de
type Myrinet [119], la latence entre deux nœuds sera de l’ordre de 2 µs, alors que la latence
entre deux nœuds situés dans chacune de ces grappes sera de l’ordre de quelques dizaines de
millièmes de secondes si l’on utilise un réseau comme Renater [125] voire plusieurs centaines
de millièmes de secondes si elles sont reliées par Internet. De plus, dans le cas de grappes re-
liées par un réseau tel Internet, cette différence concerne également le débit des liens réseau
et non seulement la latence.
Nous avons vu au chapitre 5 que si des nœuds géographiquement éloignés partagent
une même donnée, de nombreuses communications vont utiliser des liens “longue distance”
(intergrappe). Un protocole de cohérence non-hiérarchique risque d’être inefficace
Étant donné la topologie réseau, il nous semble judicieux d’adapter le protocole de cohé-
rence afin de tenir compte de la structure hiérarchique sous-jacente. En effet il est souhaitable
de limiter l’utilisation des liens intergrappe à plus forte latence.
7.1.2 Une vision hiérarchique
Il est difficile d’envisager une application scientifique à très grande échelle impliquant
plusieurs milliers de processus pour laquelle chaque processus communique indifférem-
ment avec n’importe quel autre processus. Dans le cas des applications de couplage de
codes auxquelles nous nous intéressons (voir section 2.2), l’ensemble des processus impli-
qués est partitionnable naturellement en sous-groupes. Les processus membres d’un même
sous-groupe exécutent généralement un code parallèle et les différents codes s’exécutant sur
les différents sous-groupes sont couplés, c’est-à-dire qu’ils échangent de temps en temps des
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informations. Il en résulte qu’il existe de nombreuses communications aux sein de chaque
sous-groupe dans lesquels les processus sont fortement liés et seulement quelques-unes
entre les sous-groupes coopérants.
Déploiement des applications. Lors du déploiement de telles applications, à des fins d’ef-
ficacité, il est judicieux de placer les processus appartement à un même groupe sur des
nœuds proches les uns des autres. Ici, la distance se mesure en latence réseau entre les nœuds.
Typiquement chaque groupe de processus d’une application de type couplage de codes va être
placé sur une même grappe. Ainsi, les entités fortement liées (c’est-à-dire partageant de nom-
breuses données) vont bénéficier de communications efficaces alors que les liens reliant entre
eux les différents groupes de nœuds, sur lesquels s’exécutent les groupes de l’application de
couplage de code, présenteront généralement des latences plus élevées (voir section 2.2).
7.1.3 Des protocoles de cohérence hiérarchiques
Lors de notre étude de cas, au chapitre 5, nous avons montré les faiblesses d’un exemple
de protocole de cohérence plat. En nous inspirant de Clustered Lazy Release Consistency
(CLRC [6]) qui propose d’améliorer la localité en créant des caches locaux et de [5] qui
propose une approche hiérarchique pour la gestion distribuée d’objets de synchronisation,
nous avons proposé une solution. Elle consiste à hiérarchiser le protocole de cohérence afin
d’améliorer ses performances en limitant l’utilisation des liens intergrappe. À cette fin nous
avons introduit la notion de copie de référence locale.
Le protocole de cohérence étudié dans le chapitre 5 présente une caractéristique com-
mune à de nombreux protocoles de cohérence : un nœud joue un rôle central et est respon-
sable des accès à la donnée. Cette caractéristique se retrouve au niveau de tous les proto-
coles dits home-based ou ceux utilisant un gestionnaire de page. Notre solution décrite sur un
exemple au chapitre 5 est généralisable à tous les protocoles présentant cette caractéristique.
Le principal intérêt de la construction hiérarchique du protocole de cohérence est de per-
mettre une différenciation des accès selon les grappes et ainsi de pouvoir favoriser certains
accès. Par exemple si une donnée est partagée par plusieurs processus répartis dans des
grappes différentes, le protocole de cohérence va chercher à favoriser les accès locaux par
rapport aux accès externes (provenant d’une autre grappe). Cela va permettre de limiter le
cas où la donnée est accédée dans une grappe A, puis dans une grappe B pour revenir à la
grappe A et ainsi de suite. Dans les cas où cela est possible, les accès se feront ainsi d’abord
dans la grappe A puis dans la grappe B, limitant ainsi l’utilisation des liens intergrappe dont
la latence est coûteuse pour propager les mises à jour de la donnée partagée.
Cependant, il est possible qu’au niveau applicatif, ces “allers-retours” de la dernière ver-
sion de la donnée soient obligatoires. Dans ce cas ils se feront naturellement grâce aux syn-
chronisations présentes au niveau applicatif. De plus, afin d’éviter une famine, il est néces-
saire de borner le nombre de fois où les accès locaux sont privilégiés. Sinon, il serait possible
qu’une grappe (ou un ensemble de nœuds au sein d’une grappe) soit bloquée et il en résulte-
rait une séquentialisation de l’application dont le coût pourrait être supérieur au gain offert
par la hiérarchisation du protocole de cohérence.
Il existe un deuxième avantage offert par la hiérarchisation du protocole de cohérence.
Cela permet d’avoir une vision restreinte : même si une donnée est accédée par de très nom-
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FIG. 7.1 – Un protocole de cohérence hiérarchique.
breux nœuds, une copie de référence locale n’interagira qu’avec un sous-ensemble limité, l’en-
semble des nœuds de la grappe partageant la donnée associée à la copie de référence. De
même, la copie de référence globale d’une donnée ne sera accédée que par les copies de ré-
férences locales de cette donnée situées dans les grappe dans lesquelles se s’exécutent des
clients partageant cette donnée. La hiérarchie permet donc de limiter le nombre de clients
potentiels d’une copie de référence, locale ou globale. Il en résulte une diminution des accès
sur les copies de référence ainsi qu’une réduction de la taille des listes d’attente. Cela permet
un meilleur passage à l’échelle du protocole de cohérence.
De la même manière que nous avons introduit la notion de copie de référence locale à la
section 5.3, il est possible de généraliser en introduisant la notion de représentant local. Nous
avons remarqué dans la section 4.1 que de nombreux protocoles de cohérence sont fondés
sur des entités fixes jouant un rôle central, les nœuds gestionnaires par exemple. Les repré-
sentants locaux peuvent jouer ce rôle vis-à-vis des clients situés dans le même groupe cluster.
Au sein de chaque groupe cluster contenant des nœuds partageant une donnée d, le proto-
cole de cohérence place un représentant local pour cette donnée d (une copie de référence locale
par exemple). Chaque fois que le protocole de cohérence s’exécutant sur un nœud client doit
accéder à l’entité jouant le rôle central du protocole, il contacte le représentant local pour
cette donnée au sein de sa grappe. Ainsi, les protocoles de cohérence client n’ont pas de vi-
sion hiérarchique. De leur point de vue, tout se passe comme si le représentant local auquel
ils accèdent était l’entité jouant le rôle central du protocole de cohérence.
Cependant les données peuvent être partagées par des nœuds n’appartenant pas à une
même grappe. Les modifications des uns doivent pouvoir être vues par tous les autres. Aussi
pour chaque donnée partagée, le protocole de cohérence doit également gérer la cohérence
entre les différents représentants locaux répartis dans plusieurs grappes d’une fédération.
Nous aboutissons à un protocole de cohérence hiérarchique à deux niveaux illustré par la
figure 7.1. Au niveau local, les nœuds d’une même grappe accèdent à une donnée partagée
via un représentant local situé dans cette même grappe. Au niveau global, les représentants
locaux accèdent à un représentant global qui joue le rôle central du protocole de cohérence
vis-à-vis des représentants locaux. Les représentants locaux se comportent comme des clients
vis-à-vis du représentant global.
Ainsi lorsqu’un nœud a besoin d’accéder à une donnée partagée, il contacte le représen-
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tant local qui peut soit permettre l’accès directement, soit avoir à contacter le représentant
global afin de se mettre à jour ou de demander un accès exclusif à la donnée par exemple.
La hiérarchisation du protocole permet d’améliorer les performances des accès aux don-
nées partagées sur les architectures de type grille cependant cela ne permet pas de supporter
les fautes. En effet, la faute d’un nœud jouant le rôle de représentant (local ou global) du pro-
tocole de cohérence peut entraîner la perte de la donnée1. La section suivante présente des
mécanismes de tolérance aux fautes adaptés à la grille et aux protocoles de cohérence hiérar-
chiques décrits dans cette section.
7.2 Gestion hiérarchique de la tolérance aux fautes
De même que pour la gestion de la cohérence des données, les mécanismes de tolérance
aux fautes doivent prendre en compte les différences de latence entre les liens intergrappe et
intragrappe. Nous proposons donc une approche hiérarchique pour la gestion de la tolérance
aux fautes. Nous utilisons les détecteurs de fautes basés sur une approche hiérarchique qui
ont été conçus au cours de la thèse de Marin Bertier [16]. Ces détecteurs sont décrits dans
la section 3.2.4. Nous avons également mis en place des mécanismes de réplication hiérar-
chiques.
7.2.1 Détecteurs de fautes basés sur une approche hiérarchique
Les mécanismes de tolérance aux fautes que nous avons conçus utilisent des détecteurs
de fautes. Ils sont en effet nécessaires aussi bien pour la prévention des fautes (la réplication)
que pour la réaction aux fautes (rôle de la couche d’adaptation aux fautes).
Accord. Les mécanismes de prévention de fautes comme la réplication peuvent utiliser des
algorithmes d’accord afin d’offrir les garanties nécessaires en cas de fautes, comme permettre
une mise à jour atomique de plusieurs copies pour qu’il reste des copies à jour en cas de
fautes. Les détecteurs de fautes permettent de résoudre des problèmes d’accord en présence
de fautes.
Attente infinie. De manière plus générale, les détecteurs de fautes permettent d’éviter d’at-
tendre infiniment la réponse d’un nœud fautif. Par exemple, nous avons vu au chapitre 5 que
les mécanismes de réplication peuvent utiliser des algorithmes de consensus. Ces derniers
doivent être prévenus en cas de fautes afin de pouvoir prendre une décision sans attendre
les nœuds fautifs.
Réaction/adaptation aux fautes. Il est nécessaire de prendre en compte les fautes qui sur-
viennent et de réagir afin de pouvoir supporter de nouvelles fautes dans le futur. C’est le rôle
joué par la couche d’adaptation aux fautes, permettant de mettre en place les groupes auto-
organisants. À cette fin, les détecteurs vont permettre de signaler aux algorithmes d’adapta-
tion aux fautes qu’un nœud est suspecté d’être défaillant.
1Nous considérons ici que la perte de la dernière version de la donnée, qui peut être détenue par un des
représentants locaux, est équivalente à la perte de la donnée.
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Les détecteurs de fautes utilisés permettent d’enregistrer une fonction qui sera appelée
en cas de suspicion. Lors de l’enregistrement de cette fonction il est possible de stipuler le
niveau de qualité de service que l’on souhaite en terme de compromis entre la réactivité des
détecteurs et le taux de fausses détections (suspicion d’un nœud non fautif).
Parmi les caractéristiques de ces détecteurs de fautes, celles qui nous intéressent particu-
lièrement sont :
– le passage à l’échelle,
– l’adaptabilité,
– le paramétrage du niveau de qualité de service.
Le passage à l’échelle. Comme détaillé au chapitre 3.2.4, ces détecteurs sont hiérarchiques
et s’adaptent donc très bien à une architecture de type grille. D’autant mieux à une fé-
dération de grappes. Ces détecteurs sont basés sur des mécanismes d’émissions régu-
lières de messages de vie. En associant les groupes locaux des détecteurs aux groupes
cluster JUXMEM comme illustré par la figure 7.2, on obtient des échanges de messages
de vies de type “tous-vers-tous” aux sein de chaque groupe cluster et des échanges de
messages de vie entre représentant de grappes.
L’adaptabilité. Les architectures de type grille sont dynamiques par nature. La charge des
différents nœuds, des passerelles, des switches peut varier au cours du temps. Cela
est notamment dû au fait que les grilles de calcul sont généralement multi-utilisateur.
Les détecteurs de fautes utilisés prennent en compte ces variations dans le calcul des
estimations des prochaines arrivées de messages de vie et offrent donc une bonne pré-
cision.
Le paramétrage du niveau de qualité de service. Les détecteurs de fautes vont être utilisés
à de multiples niveaux de notre architecture en couche. Notamment 1) au niveau des
mécanismes de réplication, pour de leur éviter d’attendre indéfiniment des messages
de nœuds fautifs ; et 2) au niveau de la couche d’adaptation aux fautes, afin de réagir
en cas de faute (en remplaçant les nœuds fautifs par exemple). Ces différents cas d’uti-
lisation ne nécessitent pas les mêmes niveaux de qualité de service de la part des détec-
teurs. En effet, au niveau des couches basses, il va être important d’avoir une détection
de faute réactive pour permettre à un algorithme de consensus de progresser. Ici, un
cas de fausse détection n’est pas critique. En revanche au niveau des couches hautes,
comme par exemple la couche d’adaptation aux fautes, la réactivité semble moins im-
portante que le risque de fausse détection. Une détection de faute remontée à ce niveau
va effectivement déclencher un lourd processus de réparation. Dans le cas où la poli-
tique d’adaptation est de conserver le degré de réplication, cela va automatiquement
déclencher la recherche d’un nœud remplaçant ainsi que l’insertion de ce nœud dans
le groupe de copies et l’initialisation de cette nouvelle copie (transfert d’état)2. Nous
utilisons donc la possibilité de régler la qualité de service des détecteurs de fautes afin
d’avoir à chaque niveau une détection adaptée.
Les détecteurs de fautes proposent un service de détection à deux niveaux : local et glo-
bal. La détection au niveau global se fait par l’intermédiaire de mandataires sélectionnés au
sein de chaque groupe local.
2Un exemple de mécanisme de réparation est donné au chapitre 9.
7.2 – Gestion hiérarchique de la tolérance aux fautes 91
Gestionnaire / mandataire








FIG. 7.2 – Correspondance entre les groupes de détection de fautes et les groupes cluster
JUXMEM.
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Notre architecture a été conçue de manière à pouvoir intégrer les détecteurs de fautes
en faisant correspondre les groupes locaux des détecteurs avec les groupes cluster de JUX-
MEM. Dans chaque groupe local/groupe cluster le mandataire initial est le pair gestionnaire
du groupe cluster. La figure 7.2 illustre cette correspondance. Nous allons voir dans la suite
de cette section que cette correspondance permet de ne gérer, au niveau de chaque groupe
cluster, que les défaillances des pairs situés au sein du même groupe cluster ; et au niveau
du groupe JUXMEM, de ne gérer que les défaillances des groupes cluster (c’est-à-dire les dé-
faillances de grappes).
7.2.2 Protocole hiérarchique de composition de groupe
Il existe de multiples travaux sur les mécanismes de composition de groupe, il sont dé-
crits à la section 3.3. Cependant, la gestion de ces groupes se base généralement sur des
mécanismes utilisant des synchronisations globales. La taille de ces groupes doit donc être
restreinte. De plus, il est préférable que les délais de communication entre les membres d’un
même groupe soient courts car si les temps de synchronisation se rapprochent des temps
interfaute, les synchronisations vont souvent échouer.
Les mécanismes de composition de groupe pair-à-pair passent à l’échelle tout en relâ-
chant les contraintes. Ils n’offrent généralement pas de garanties : ils sont dits “best effort”.
Or, pour la réplication des entités des protocoles de cohérence, il est nécessaire d’offrir des
garanties. Sans cela, différentes copies du protocole de cohérence évolueraient de manière
différente, aboutissant à une incohérence au niveau du partage de donnée, par exemple la
lecture d’une valeur obsolète.
Le groupe que nous souhaitons gérer est le le groupe data, qui s’étend potentiellement
sur plusieurs grappes. Nous souhaitons également pouvoir offrir des garanties strictes d’un
point de vue tolérance aux fautes et cohérence de données. Nous proposons donc une solu-
tion permettant d’allier passage à l’échelle et garanties pour la réplication des entités du proto-
cole de cohérence.
Une hiérarchie imposée. Le but de la réplication est de ne pas perdre la donnée ni l’état
du protocole de cohérence, y compris en cas de fautes. Le chapitre 5 décrit comment il est
possible d’atteindre ce but sur un exemple de protocole de cohérence à l’entrée en mettant en
place des mécanismes pour répliquer la copie de référence. Cette solution est généralisable à
tous les protocoles présentant la caractéristique d’avoir un nœud jouant un rôle central (voir
section 7.1.3).
Dans le cas d’un protocole de cohérence hiérarchique, comme décrit à la section 7.1.3, il
est nécessaire également de répliquer des représentants locaux. En effet, un représentant local
peut être à un moment donné le seul à héberger la dernière version de la donnée (dans le cas
par exemple où un accès en écriture vient de se produire dans la grappe dans laquelle il se
situe).
Les entités que nous souhaitons répliquer sont les entités critiques du protocole de cohé-
rence : chaque représentant local et le représentant global de chaque donnée.
Au sein d’une grappe, les algorithmes de réplication peuvent bénéficier d’un réseau per-
formant présentant une faible latence et un haut débit. Les mécanismes de réplication ba-
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sés sur des synchronisations globales, comme ceux utilisés dans l’exemple du chapitre 5,
semblent donc appropriés pour la réplication des représentants locaux.
Le représentant global (la copie de référence globale dans l’exemple du chapitre 5) est
une entité particulièrement critique. C’est notamment à ce niveau que les accès aux grappes
sont distribués. En cas de perte de cette entité, les représentants locaux associés se retrou-
veraient bloqués ainsi que leurs clients. De plus, pour chaque donnée il est nécessaire de
tolérer la faute d’une grappe complète car ce genre de faute est possible au sein d’une grille
de calcul, comme expliqué à la section 2.4. Il est donc nécessaire que le représentant global
du protocole de cohérence soit répliqué sur plusieurs grappes. Afin de limiter le nombre de
nœuds impliqués dans la gestion de chaque donnée, la copie de référence globale est repré-
sentée par l’ensemble des pairs fournisseurs fournissant une copie de la donnée au sein du
groupe JUXMEM.
Définition 7.1 : local data group — (LDG). Un LDG est un groupe de pairs de type four-
nisseur situés dans un même groupe cluster et possédant une copie d’une même donnée. Il
est le représentant local du protocole de cohérence gérant la donnée au sein du groupe cluster
dans lequel il se trouve (par exemple, la copie de référence locale pour un protocole de cohé-
rence home-based). Il correspond à l’intersection du groupe data d’une donnée et d’un groupe
cluster.
Définition 7.2 : global data group — (GDG). Un GDG est un groupe dont les membres sont
les LDG représentant une même donnée.
Chaque donnée partagée allouée au sein de JUXMEM se voit donc associer un GDG conte-
nant un ou plusieurs LDG. Le protocole de cohérence hiérarchique est implanté au-dessus
de la hiérarchie LDG/GDG comme illustré par la figure 7.3. Si une donnée n’est accédée que
dans un seul groupe cluster, l’unique LDG associé est confondu avec le GDG. Il est égale-
ment possible dans ce cas de placer des copies dans un autre groupe cluster, créant ainsi un
deuxième LDG afin de pouvoir tolérer la panne de la grappe.
7.2.3 Propagation des messages
Nous venons de voir que nous utilisons les groupes pour répliquer des entités des proto-
coles de cohérence. Les protocoles de cohérence s’exécutant sur les clients doivent pouvoir
communiquer avec ces entités. En effet, cela est nécessaire lors des accès à la donnée, comme
c’est le cas pour le protocole de cohérence décrit au chapitre 5.
Les pairs de type client communiquent avec le LDG présent dans leur grappe. De même,
les LDG (représentants locaux des protocoles de cohérence) communiquent avec le GDG
(le représentant global du protocole de cohérence). Par exemple lorsqu’un client souhaite
obtenir un accès à la donnée alors que cet accès est déjà autorisé dans un groupe cluster
différent, cela va engendrer des communications : 1) entre le client et son LDG3 ; et 2) entre
les LDG et le GDG afin que l’autorisation d’accéder à la donnée puisse changer de groupe
cluster. Ces communications sont détaillées ci-dessous.
3Son LDG représente le LDG situé dans le même groupe cluster.
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FIG. 7.3 – Réplication des entités critiques du protocole de cohérence hiérarchique.
Communication avec un LDG. Le protocole de cohérence client communique avec le LDG
à travers la couche de communication de groupe client. Cette dernière est en charge de lo-
caliser4 le LDG. Selon l’implémentation, il peut s’agir de localiser un représentant non fautif
du groupe, plusieurs membres ou tous les membre du LDG. Quand le LDG est localisé, le
message est envoyé. S’il s’agit d’une communication de groupe, la couche de jonction ajoute
l’étiquette GRP_COMM et le message est transmis à tous les membres du LDG en utilisant
un mécanisme de diffusion atomique. Dans le cas contraire, un seul membre est contacté.
C’est le cas pour des opérations n’impliquant pas de mise à jour de l’état du protocole de
cohérence des données.
Communication avec un GDG. Le protocole de cohérence serveur de niveau local (LDG)
communique avec le protocole de cohérence de niveau global (GDG) de la même manière
que les clients le font avec les LDG. Ceci implique que sur chaque pair de type fournisseur
et pour chaque donnée stockée, sont instanciés :
1. les couches de communication de groupe ;
2. le protocole de cohérence local représentant le LDG ;
3. le protocole de cohérence global représentant le GDG.
Lorsqu’un message est envoyé au GDG, par exemple une demande d’accès exclusif (ver-
rouillage), le message est retransmis à l’ensemble de ses membres (c’est-à-dire les LDG). Les
LDG recevant le message le retransmettent à l’ensemble de leur membres (les pairs fournis-
seurs). Cependant, il ne s’agit là pas d’un simple mécanisme de diffusion hiérarchique. En
effet de manière à maintenir la cohérence des copies, les messages impliquant une mise à
jour (ici une mise à jour de la liste d’attente pour un accès exclusif) doivent être ordonnés. Il
ne faut pas que des mises à jour concurrentes soient appliquées dans des ordres différents.
Cela permet d’assurer que l’accès exclusif ne sera accordée qu’à un seul client à la fois. Le
4Ici localiser signifie trouver un identifiant. La localisation au sens réseau (adresse IP, port) est effectuée par
les mécanismes JXTA via le noyau JUXMEM.
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FIG. 7.4 – Architecture en couches hiérarchique.
chapitre 8 détaille des mécanismes permettant de garantir une diffusion atomique au sein des
GDG et LDG.
7.3 Un exemple de scénario
Nous illustrons ici le fonctionnement des différentes couches présentées au chapitre 6
implémentées de manière hiérarchique (figure 7.4). Un exemple détaillé de mise en œuvre
se trouve au chapitre 8.
Fonctionnement sans fautes.
Un client alloue une donnée, le noyau JUXMEM instancie le protocole de cohérence client
en lui transmettant la liste des fournisseurs qu’il a sélectionnés. Avant de s’instancier,
le protocole client envoie des messages contenant des requêtes d’allocation aux pairs
fournisseurs contenant une liste de listes de fournisseurs (une liste par groupe clus-
ter). À la réception de cette requête les pairs fournisseurs instancient les protocoles
de cohérence de niveau LDG et GDG, la couche de jonction et la couche de groupe
auto-organisant pour cette donnée. Lorsque les différentes couches sont instanciées et
prêtes à fonctionner, elles publient des annonces à la fois dans leur groupe cluster et
dans le groupe JUXMEM. Ces annonces permettront aux clients de faire l’association
groupe data /donnée. Elles contiennent en effet l’identifiant de la donnée ainsi que
l’identifiant (ou les identifiants selon le type de réplication utilisé) à utiliser pour com-
muniquer avec le groupe. Pour finir, un acquittement est retourné au client. Lorsque
le client a reçu les acquittements de la part des fournisseurs, les couches de jonction
et de communication de groupe clientes sont instanciées, puis l’appel à la méthode
96 Chapitre 7 – Gestion hiérarchique de la réplication et de la cohérence des données
d’allocation se termine en retournant l’identifiant de la donnée5.
Par la suite, le protocole de cohérence client interagit avec le protocole de cohérence de ni-
veau LDG via la couche de communication de groupe. De même, le protocole de cohé-
rence de niveau LDG communique avec le protocole de cohérence de niveau GDG via
la couche de communication de groupe.
Afin de partager la donnée avec d’autres clients, l’identifiant de la donnée doit être connu.
L’architecture en couches client peut donc également être instanciée sans qu’il y ait in-
teraction avec des pairs fournisseurs. Dans ce cas, la couche client de communication
de groupe est responsable de localiser le LDG avec lequel elle doit communiquer. Pour
cela elle recherche les annonces publiées par les groupes auto-organisants (SOG pour
Self-Organizing Group) dans le groupe cluster ce qui lui permet de trouver le LDG pré-
sent dans le même groupe cluster. Si la recherche échoue, une nouvelle recherche est
effectuée au niveau du groupe JUXMEM afin de trouver le GDG.
Rôle de l’interface entre protocole de cohérence et couche de tolérance aux fautes. Lors-
qu’il est nécessaire de créer une nouvelle copie, pour conserver le degré de réplication après
l’occurrence d’une faute par exemple, une interaction entre les couches de communication
de groupe et celles du protocole de cohérence est nécessaire afin d’initialiser cette nouvelle
copie. Mais le rôle de cette interface n’est pas limité à cela. C’est à ce niveau que l’on peut no-
tamment optimiser les performances : on souhaite d’une part que la réplication soit invisible
au niveau des protocoles de cohérence et d’autre part que les mécanismes de communication
de groupe soient indépendants du protocole de cohérence. La couche de jonction au niveau
du client est responsable de déterminer si un message doit être envoyé au groupe ou à un
seul de ses membres. En effet, certains messages des protocoles de cohérence ne nécessitent
pas de modification de l’état du protocole de cohérence côté fournisseur et peuvent donc
être traités par n’importe quel membre du groupe. Ce cas est détaillé dans l’exemple décrit
au chapitre 8. Ainsi, la couche de jonction permet d’éviter des communication de groupe
coûteuses et inutiles.
Gestion des fautes. Notre vision hiérarchique permet de distinguer deux types de faute :
les pannes franches de nœuds au sein d’un groupe cluster, et les pannes franches de grappes
(groupes cluster). Cela permet de ne pas se préoccuper au sein d’un groupe cluster des dé-
faillances de nœuds pouvant intervenir au sein des autres groupes cluster du groupe JUX-
MEM. En cas de suspicion de la part des détecteurs de fautes côté fournisseur, la suspicion
est remontée au niveau de la couche d’adaptation aux fautes. Elle est filtrée (seules les dé-
faillances des membres du groupe sont pertinentes à ce niveau) puis prise en compte. La
prise en compte peut consister en la création d’une nouvelle copie en cas de faute d’un pair
fournisseur ou en l’allocation d’un nouveau LDG en cas de faute d’une grappe entière. De
nouvelles publications d’annonces sont également faites afin de signaler la nouvelle situa-
tion. Coté client, au niveau de la couche de communication de groupe, lorsqu’un délai de
garde signale que le groupe contacté ne répond plus, une nouvelle recherche permet de
mettre à jour l’association identifiant de la donnée/localisation du LDG. En effet, au gré des oc-
currences de fautes et des créations de nouvelles copies, les groupes sont susceptibles de se
5De même que pour les identifiants de nœuds et de GDG LDG, l’identifiant de la donnée est générée au
niveau JXTA et est considéré comme étant unique.
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“déplacer” sur les nœuds physiques. Ainsi les fautes sont invisibles au niveau des couches
supérieures.
Gestion des fausses suspicions. Sans faire d’hypothèse de synchronisme, il n’est jamais
possible d’être sûr qu’un nœud a subit une faute : il est peut-être simplement très lent [49].
Aussi les informations remontées par les détecteurs de fautes ne sont que des suspicions. Il
est possible qu’un nœud soit suspecté d’être fautif alors qu’il ne l’est pas. C’est ce que l’on
appelle, une fausse suspicion. Dans les cas où un fournisseur membre d’un groupe est sus-
pecté, tous les groupes auxquels il appartient (un groupe par donnée stockée) pour lesquels
au moins un des membres va le suspecter6 vont le considérer comme fautif et l’éliminer
des listes de membres et éventuellement le remplacer. S’il s’agit d’une fausse suspicion, cela
signifie que le nœud suspect continue de s’exécuter et ceci indépendamment du reste du
groupe dont il a été évincé. Une telle situation peut mener à une incohérence : pour chaque
donnée stockée par ce fournisseur suspect, l’état du protocole de cohérence ainsi que la don-
née stockée, n’évoluent plus comme le reste du groupe d’origine. Pour remédier à cela deux
solutions sont possibles : la réparation ou le “suicide”. La réparation consiste à réintégrer le
fournisseur faussement suspecté au sein du groupe. C’est une solution compliquée et coû-
teuse : le fournisseur peut appartenir à de nombreux groupes et qui plus est de nouvelles
suspicions peuvent survenir lors du processus de réparation. Il est donc plus simple et moins
coûteux d’utiliser le suicide, c’est-à-dire considérer le nœud faussement suspecté comme
réellement fautif, car les différents groupes suspectant le fournisseur ont déjà déclenché le
processus d’adaptation aux fautes. En revanche, le suicide ne concerne que les architectures
en couches instanciées pour les données pour lesquelles le fournisseur a été suspecté. En ef-
fet, il est possible que le fournisseur participe encore activement à des groupes par lesquels il
n’a pas été suspecté. Un avantage de cette politique est que si le nœud sur lequel s’exécute le
fournisseur a été suspecté, c’est peut-être parce qu’il est surchargé. Le suicide pour certains
groupes va alors permettre d’alléger la charge du nœud suspect.
Défaillances des clients. Nous ne traitons pas ici des défaillances des clients. En effet si
un client JUXMEM est défaillant, le processus client applicatif associé l’est également : ils
s’exécutent sur le même nœud et nous considérons les défaillances de type panne franche
(voir section 3.1.1). Les politiques de réaction aux défaillances des clients vont dépendre
des mécanismes de tolérance aux fautes de l’application. L’application peut-elle continuer
son exécution alors qu’un processus s’arrête ? Si c’est le cas, le protocole de cohérence doit
évincer ce client des utilisateurs potentiels de la donnée et si nécessaire régénérer l’objet de
synchronisation détenu par ce client. Cependant, que se passe-t-il en cas de fausse suspicion
d’un client si un objet de synchronisation a été redistribué à tort ? La réponse à ces questions
est difficile, elle dépend notamment du degré d’interaction entre le service de partage de
données et les applications.
Supporter les défaillances des clients nécessite une interaction très poussée entre le ser-
vice de partage de données et les applications. De plus, cela exige que les applications elles-
mêmes supportent les fautes car les clients du service de partage de données sont les pro-
cessus de l’application distribuée. Il existe de nombreux mécanismes qui permettent aux
6Dans la pratique, les communications intragrappe des détecteurs de fautes étant basées sur IP-multicast, un
nœud suspecté par un membre le sera “très vite” par tous les membres.
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applications distribuées de tolérer les fautes, ils sont détaillées dans la section 3.4. Cepen-
dant ils sont généralement conçus soit pour des grappes de calculateurs et ne passent pas
à l’échelle [47], soit pour une très grande échelle (Internet) et ne tirent pas avantage de la
topologie hiérarchique des grilles de calcul [22]. Dans la section suivante nous présentons
un mécanisme de sauvegarde de points de reprise pour applications parallèles hiérarchiques
(comme les applications de couplage de code), adapté aux fédérations de grappes et en par-
ticuliers à notre service de partage de données JUXMEM. Un tel mécanisme permet la gestion
des défaillances des clients.
7.4 Mécanismes complémentaires
Les défaillances des clients ne peuvent pas être prises en compte par le service de par-
tage de données sans mécanismes complémentaires. En effet, les processus de l’application
distribuée s’exécutent sur les nœuds clients, et en cas de faute, le processus fautif peut être
relancé à partir d’un état précédemment sauvegardé. Mais, il existe des dépendances entre
ces processus. Lorsqu’un processus retourne en arrière dans un état sauvegardé, il est néces-
saire de prendre en compte ces dépendances afin d’éviter les incohérences qui peuvent être
introduites par les messages qu’il va ré-émettre, ou ceux qu’il avait déjà reçus et qu’il risque
d’attendre indéfiniment. La solution consiste à sauvegarder un état global cohérent, un point
de reprise, c’est-à-dire un ensemble composé des états locaux de tous les processus applicatifs
tels qu’il n’existe pas de dépendance entre ces états. La section 3.4 présente plusieurs travaux
de recherche sur la sauvegarde d’états globaux cohérents.
Le service de partage de données peut servir à sauvegarder les points de reprise. Il doit
collaborer avec le mécanisme de sauvegarde de point de reprise afin que, en cas de retour
en arrière de l’application distribuée, les données partagées et les états des protocoles de
cohérence puissent être eux aussi restaurés pour éviter une incohérence.
Cette coopération permet de mettre en place au niveau du service de partage de données
des mécanismes de réplication très optimistes : en cas de perte de la dernière version de la
donnée, il devient possible d’effectuer un retour arrière dans un état cohérent pour lequel il
existe une sauvegarde de la donnée perdue.
Des mécanismes de sauvegarde de points de reprises hiérarchiques. Malgré le grand
nombre de mécanismes de points de reprises, il en existe très peu qui soient adaptés à la
grille. En effet, ils sont en général conçus soit pour des petites échelles et impliquent des
synchronisations globales qui ne sont pas adaptées aux grilles de calcul, soit pour des très
grandes échelles et ne permettent pas de tirer avantage des réseaux haute performance pré-
sents au sein des grappes.
Nous avons donc conçu un protocole de points de reprise pour les applications parallèles
s’exécutant sur des grilles de calcul. Ce protocole utilise une technique hiérarchique hybride,
mettant en place des sauvegardes de points de reprise coordonnées au sein des grappes, in-
duites par les communications entre les grappes. Au niveau intergrappe, les grappes sont vues
comme des “super-nœuds” par le protocole de sauvegarde de points de reprise induit par
les communications. Cela est rendu possible par le protocole de sauvegarde de points de re-
prise intragrappe qui sauve des points de reprises cohérents grâce à une synchronisation des
processus s’exécutant au sein de la grappe. La suite de cette section détaille ce mécanisme.
7.4 – Mécanismes complémentaires 99
Points de reprise coordonnés au sein des grappes. Au sein d’une grappe de calculateurs,
un mécanisme de sauvegarde de points de reprise coordonnés semble être raisonnable. En
effet le surcoût induit par une synchronisation est relativement faible grâce aux perfor-
mances des réseaux de type SAN (System Area Network, réseau à faible latence et débit élevé).
Périodiquement, un des nœuds de la grappe devient l’initiateur d’un point de reprise coor-
donné intragrappe. Il envoie à tous les nœuds de la grappe une requête d’établissement de
point de reprise. Lorsqu’un nœud reçoit une telle requête il sauvegarde son état local. Une
fois que l’état local est sauvegardé sur un espace de stockage stable (par exemple le ser-
vice de partage de données pour la grille JUXMEM) il envoie un acquittement à l’émetteur.
Lorsque l’initiateur a reçu un acquittement de la part de tous les autres nœuds de sa grappe,
il valide son propre état local et envoie un message de validation à tous les autres nœuds afin
qu’ils fassent de même. Il est possible que deux nœuds décident de déclencher la sauvegarde
d’un point de reprise coordonné de manière concurrente. Dans ce cas, l’identifiant unique
du nœud est utilisé pour déterminer lequel est considéré comme l’initiateur. Ces points de
reprise sont estampillés et sauvegardés en mémoire stable.
Points de reprise induits par les communications entre les grappes. Les latences inter-
grappe pouvant être élevées, un mécanisme de points de reprise coordonné impliquant une
synchronisation globale sur la grille n’est pas satisfaisant. Les points de reprise coordonnés
décrits au paragraphe précédent sont sauvegardés pour chaque grappe de manière indé-
pendante. Nous avons vu à la section 3.4 que dans le cas de points de reprise indépendant,
il pouvait y avoir un effet domino (important retour en arrière des processus à la recherche
d’un état global cohérent). L’effet domino peut être éliminé en forçant la sauvegarde de cer-
tains points de reprise lors des communications en fonction d’informations ajoutées aux
messages. Ce sont en effet les communications qui impliquent des dépendances : dans un
état global cohérent, tout message reçu doit avoir été émis. Lors d’une communication in-
tergrappe, la grappe dans laquelle se situe le nœud récepteur peut être conduite à la sau-
vegarde d’un point de reprise coordonné. Les techniques de points de reprise induits par
les communications ont été classifiées dans [80]. Cette classification tient essentiellement
compte du nombre de points de reprise forcés “inutiles”. Forcer un point de reprise avant
chaque réception de message, par exemple, empêche bien l’effet domino mais ajoute un sur-
coût important et inutile. Nous nous intéressons donc aux conditions permettant de prendre
un nombre minimum de points de reprise forcés. Nous proposons d’utiliser un vecteur de
dépendance directe (Direct Dependancy Vector ou DDV) comme décrit dans [8] afin de dé-
tecter les dépendances entre les grappes et de forcer la sauvegarde de points de reprise de
manière appropriée. Nous proposons également de journaliser les messages en transit. La
gestion des DDV implique que chaque grappe gère un numéro de séquence pour estampiller
ses points de reprise, ce numéro est incrémenté chaque fois qu’un point de reprise est établi.
Le DDV d’une grappe est un vecteur dont chaque entrée est le dernier numéro de séquence
de la grappe voisine correspondante. Ce numéro de séquence (noté SN) est ajouté à chaque
message intergrappe. Lors de la réception d’un message provenant d’une autre grappe, le
numéro de séquence qu’il contient est comparé avec l’entrée du DDV correspondante. S’il
est supérieur, un point de reprise est forcé avant de prendre le message en compte.
Retour en arrière des applications. Quand un nœud de type client dans une grappe est
fautif (panne franche), les nœuds clients de la même application s’exécutant dans la même
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grappe effectuent un retour arrière et alertent les nœuds clients des autres grappes. Lors-
qu’un nœud client reçoit une telle alerte (contenant le numéro de séquence du point de
reprise restauré sur le site émetteur) le DDV est utilisé afin de calculer s’il est nécessaire
d’effectuer un retour en arrière dans la grappe réceptrice : c’est le cas si et seulement si elle
possède un point de reprise pour lequel l’entrée du DDV correspondant au site ayant envoyé
l’alerte est supérieure ou égale au numéro de séquence reçu.
Un tel mécanisme, ainsi que sa coopération avec le service de partage de données, est
complexe a mettre en œuvre, mais c’est à ce prix que les défaillances des clients peuvent être
prisent en compte.
7.5 La hiérarchie : une solution générique pour les grilles ?
Dans ce chapitre nous avons montré comment de nombreux protocoles de cohérence
peuvent être adaptés aux grilles en les concevant de manière hiérarchique. Nous avons éga-
lement décrit notre hiérarchie de groupes auto-organisants permettant de mettre en place
des mécanismes de réplication adaptés aux grilles. Enfin nous avons étudié comment il est
possible de mettre en place des mécanismes de sauvegarde de points de reprise pour les
applications distribuées s’exécutant sur les grilles en employant une technique hiérarchique.
Le point commun entre ces différentes solutions réside dans leur conception hiérarchique.
Pour chacune de ses solutions, la motivation d’une conception hiérarchique est la même :
limiter l’utilisation des liens intergrappe à forte latence et tirer profit des réseaux haute per-
formance au sein des grappes. En effet, si l’on considère les grilles comme des fédérations de
grappes, la topologie du réseau d’interconnexion (décrite dans la section 2.1) est clairement
hiérarchique.
Limites de l’approche hiérarchique. Bien qu’il semble que les approches hiérarchiques
soient bien adaptées aux grilles, elles présentent certains inconvénients.
En premier lieu, toutes les grilles de calcul ne sont pas des fédérations de grappes, comme
expliqué dans la section 2.1 et leur topologie n’est alors pas aussi simple. Il est alors possible
de généraliser notre solution en utilisant des approches mettant en place des hiérarchies à
plus de deux niveaux. De telles solutions seraient cependant très complexes.
En deuxième lieu, la mise en place de solutions hiérarchiques s’avère complexe. Il est né-
cessaire de 1) détecter la hiérarchie physique, 2) faire correspondre la hiérarchie logicielle
avec la hiérarchie physique, et surtout 3) maintenir les mécanismes hiérarchiques en pré-
sence de fautes.
Enfin, une approche hiérarchique implique souvent un plus grand nombre de sauts dans
le réseau. Sur l’exemple du protocole de cohérence hiérarchique du chapitre 5 on observe
en effet que dans certains cas le client communique avec la copie de référence locale qui
contacte la copie de référence globale avant de répondre au client. Dans le cas de la version
non hiérarchique les communications sont restreintes à celles entre le client et la copie de ré-
férence globale. Il apparaît donc qu’une approche hiérarchique réduit la durée moyenne des
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L’architecture en couches permettant une gestion conjointe de la tolérance aux fautes et
de la cohérence des données présentée dans le chapitre 6 a été mise en œuvre au sein du
service de partage de données JUXMEM [129]. Une mise en œuvre de protocoles de cohé-
rence hiérarchiques tolérants aux fautes suivant le modèle décrit au chapitre 7 a également
été réalisée au sein de cette architecture.
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Deux thèses (celle de Mathieu Jan et celle-ci) ainsi que trois stages de master recherche
deuxième année ont contribué au développement du service de partage de données JUX-
MEM. Le prototype mettant en œuvre JUXMEM correspond à plus de 16 700 lignes de code
Java et plus de 13 500 lignes de code C, dont environ 7 300 lignes de code Java et 6 100 lignes
de code C pour la gestion de la cohérence des données et de la tolérance aux fautes.
Dans ce chapitre, nous nous focalisons sur la mise en œuvre de notre contribution. La
section 8.1 décrit la mise en œuvre de l’architecture en couches présentée dans le chapitre 6 et
les sections 8.2 et 8.3 présentent respectivement un exemple de mise en œuvre d’un protocole
de cohérence et un exemple de mise en œuvre de la couche de tolérance aux fautes au sein
de cette architecture. Enfin dans la section 8.4, nous nous intéressons à une extension du
protocole de cohérence présenté dans la section 8.2 offrant aux applications la possibilité
d’effectuer des observations efficaces d’une donnée partagée.
8.1 Mise en œuvre de l’architecture en couches
Le rôle de l’architecture en couches est de découpler la gestion de la tolérance aux fautes
de la gestion de la cohérence des données. Cela permet d’une part de pouvoir se concentrer
sur un problème unique lors de la mise en œuvre des différentes couches et d’autre part
d’offrir différentes implémentations de chacune des couches. Grâce à ce dernier point, notre
prototype peut offrir aux applications le choix parmi un éventail de combinaisons.
8.1.1 Architecture logicielle générale
Pour clarifier notre présentation, nous considérons que chaque nœud physique héberge
un seul pair JUXMEM. Nous considérons également que chaque pair JUXMEM ne joue qu’un
seul rôle au sein de la plate-forme, c’est-à-dire que chaque pair est soit client, soit fournis-
seur, soit gestionnaire1. Ces différents rôles sont décrits en détail dans la section 6.1. Les
pairs clients sont liés aux processus applicatifs et permettent d’accéder aux données par-
tagées présentes au sein du service JUXMEM. Les pairs fournisseurs sont quant à eux res-
ponsables du stockage des copies des données partagées. Toujours à des fins de clarté, nous
nous focalisons ici sur une seule donnée, même si les clients peuvent accéder à plusieurs
données partagées, et que les fournisseurs peuvent stocker des copies de plusieurs données
différentes.
Instantiation des couches sur les pairs JUXMEM. Pour chaque donnée partagée à laquelle
il accède, un client doit instancier la partie client du protocole de cohérence choisi ainsi
qu’une couche de tolérance aux fautes, c’est-à-dire la pile logicielle représentée par la fi-
gure 8.1. Le rôle de chacune des couches de cette pile logicielle est décrit au chapitre 6. Le
protocole de cohérence utilise la couche de tolérance aux fautes via la couche de jonction afin
de communiquer avec la copie de référence répliquée sur des pairs fournisseurs.
Chaque donnée stockée au sein du service JUXMEM est répliquée, c’est-à-dire qu’elle est
présente en plusieurs exemplaires. Nous avons décrit au chapitre 7 notre architecture hiérar-
chique pour la réplication et la gestion de la cohérence. Chaque donnée fait donc intervenir
1Notre implémentation permet cependant d’exécuter plusieurs pairs sur un même nœud physique, et chaque
pair peut jouer chacun des rôles, simultanément, ou à tour de rôle.
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Protocole de cohérence (client)
Couche de jonction
Client SOG
(couche de tolérance aux fautes)
FIG. 8.1 – Pile logicielle instanciée sur les pairs clients pour chaque donnée partagée à la-
quelle le client accède.
plusieurs pairs fournisseurs. Les pair fournisseurs hébergeant des copies d’une même don-
née et appartenant à une même grappe (groupe cluster JUXMEM) forment un Local Data Group
(LDG) qui est responsable d’une copie de référence locale. L’ensemble des LDG forme le Glo-
bal Data Group (GDG) qui est responsable de la copie de référence globale (voir chapitre 7).
Le LDG est un groupe dont les membres sont eux-mêmes des groupes, c’est donc un groupe
de groupes. Chaque pair fournisseur hébergeant une copie d’une donnée appartient à un
LDG et chaque LDG appartient à un GDG. Pour chaque donnée, les deux piles logicielles
représentées par la figure 8.2 doivent être instanciées sur tous les pairs fournisseurs qui en
hébergent une copie. Un exemple de groupe hiérarchique de fournisseurs formant un GDG
comprenant deux LDG est illustré par la figure 8.3.
(copie de référence locale)
Couche de communication de groupe
Couche d’adaptation aux fautes
Couche de jonction
Groupe auto−organisant (SOG) global
Protocole de cohérence niveau GDG
Couche de communication de groupe
Couche d’adaptation aux fautes
Couche de jonction
Protocole de cohérence niveau LDG
Groupe auto−organisant (SOG) local
GDG LDG
(copie de référence globale)
FIG. 8.2 – Piles logicielle instanciée sur les pairs fournisseurs pour chaque donnée qu’ils
hébergent.
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FIG. 8.3 – Aperçu de l’architecture logicielle : un client et un GDG composé de deux LDG
eux-mêmes composés de 2 à 3 pairs fournisseurs.
8.1.2 Les protocoles de cohérence
Les processus applicatifs utilisent l’interface de JUXMEM lors des accès aux données par-
tagées. Cette dernière utilise alors l’interface offerte par les protocoles de cohérence2, repré-
sentée par le listing 8.1.
Listing 8.1 – Interface des protocoles de cohérence des clients JUXMEM.
1 ...
2 /* l’objet peer est Øutilis pour Øaccder aux fonctions du noyau JuxMem */
3 Jxta_id* cp_alloc(JuxMem_peer* peer, Jxta_vector* local_provider_ids,
4 Jxta_vector* remote_provider_ids,
5 Jxta_id** provider_comm_id, long size,
6 int cp_type, int sog_type);
7 consistency_protocol* consistency_protocol_open(JuxMem_peer* peer,
8 Jxta_id* data_id,
9 Jxta_id* provider_comm_id,
10 long size, char* localkey,
11 void* attributes);
12 /* self Øreprsent le protocole de Øcohrence */
2Pour une donnée particulière, un seul protocole de cohérence est employé. Cependant, pour un même client,
des protocoles de cohérence différents peuvent être utilisés pour des données différentes.
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13 void consistency_protocol_close(consistency_protocol* self);
14 int cp_flush(consistency_protocol* self, void* ptr, size_t size,
15 Jxta_message_element* msg_element_localkey);
16 int cp_acquire(consistency_protocol* self, void* ptr, size_t size,
17 Jxta_message_element* msg_element_localkey);
18 int cp_release(consistency_protocol* self, void* ptr, size_t size,
19 Jxta_message_element* msg_element_localkey);
20 int cp_acquire_read(consistency_protocol* self, void* ptr, size_t size,
21 Jxta_message_element* msg_element_localkey);
22 int cp_get_state(consistency_protocol* self);
23 ...
Les protocoles de cohérence doivent donc définir ces différentes primitives. Les primitives
cp_acquire et cp_acquire_read sont appelées avant chaque entrée dans une section de code
contenant des accès à la donnée : cp_acquire lorsque les accès sont en lecture/écriture et cp_
acquire_read lorsqu’ils sont en lecture seule. La primitive cp_release est appelée à la sortie
des sections de code contenant des accès à la donnée. Les autres primitives sont utilisées par
l’interface de JUXMEM pour propager les écritures à la copie de référence locale (cp_ush)
ou pour connaître l’état du protocole de cohérence (cp_get_state). Pour mettre en œuvre ces
primitives, les protocoles de cohérence utilisent les fonctions de l’interface de la couche de
jonction dont un extrait est présenté dans le listing 8.2.
Listing 8.2 – Interface de communication offerte par la couche de jonction.
1 ...
2 /* self Øreprsente ici la couche de jonction */
3 int send_lock_request(client_grp_comm* self, Jxta_message* message);
4 int send_lock_read_request(client_grp_comm* self, Jxta_message* message);
5 int send_unlock_request(client_grp_comm* self, Jxta_message* message);
6 int send_unlock_read_request(client_grp_comm* self, Jxta_message* message);
7 int send_read_request(client_grp_comm* self, Jxta_message* message);
8 int send_update_request(client_grp_comm* self, Jxta_message* message);
9 int send_reset_ack(client_grp_comm* self, Jxta_message* message);
10 int set_cp_handler(client_grp_comm* self, consistency_protocol* cp);
11 ...
Il est intéressant de remarquer que ces fonctions ne prennent pas en paramètre l’iden-
tifiant du destinataire du message. En effet, le destinataire est un groupe de copies dont
les membres sont susceptibles de changer au cours du temps, lors d’occurrences de fautes.
L’identifiant du groupe est inconnu au niveau de cette couche. La localisation du groupe
et les communications avec ce groupe sont donc à la charge de la couche de tolérance aux
fautes dont un exemple de mise en œuvre est décrit à la section 8.3. Il n’est par conséquent
pas nécessaire de connaître ni la localisation, ni la composition du LDG/GDG au niveau du
protocole de cohérence.
Le protocole de cohérence client doit également définir la manière dont il réagit aux
réponses du LDG. Pour ce faire, il doit mettre en œuvre les fonctions du listing 8.3 appelées
par la couche de jonction lors de la réception d’un message de ce dernier.
Listing 8.3 – Fonctions du protocole de cohérence client appelées lors de la réception d’un
message de la copie de référence locale.
1 ...
2 /* self Øreprsente ici le protocole de Øcohrence */
3 void recv_lock_ack(consistency_protocol* self, Jxta_id* sender,
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4 Jxta_message* message);
5 void recv_lock_read_ack(consistency_protocol* self, Jxta_id* sender,
6 Jxta_message* message);
7 void recv_unlock_ack(consistency_protocol* self, Jxta_id* sender,
8 Jxta_message* message);
9 void recv_unlock_read_ack(consistency_protocol* self, Jxta_id* sender,
10 Jxta_message* message);
11 void recv_update_ack(consistency_protocol* self, Jxta_id* sender,
12 Jxta_message* message);
13 void recv_read_ack(consistency_protocol* self, Jxta_id* sender,
14 Jxta_message* message);
15 void recv_reset_request(consistency_protocol* self, Jxta_id* sender,
16 Jxta_message* message);
17 ...
La partie des protocoles de cohérence mise en œuvre au niveau de la copie de référence
locale, sur les pairs fournisseurs doit implémenter les fonctions miroirs (recv_∗ pour chacun
des send_∗) qui seront appelées par la couche de jonction. Elle utilise de plus une interface
semblable à celle du listing 8.2 afin d’émettre des requêtes à la copie de référence globale.
De la même manière, la copie de référence globale doit implémenter les fonctions recv_∗
pour chacune des requêtes émises par les copies de référence locales. À ce niveau égale-
ment, la couche de jonction propose des fonctions du type send_∗ permettant à la copie de
référence globale de répondre aux requêtes des copies de référence locales.
Au niveau de l’implémentation d’un protocole de cohérence, la tolérance aux fautes est
rendue invisible grâce à ces interfaces. En effet, le protocole de cohérence utilise les fonctions
send_∗ et recv_∗ de la couche de jonction, masquant la localisation et la composition des
groupes pour les communications entre les clients, les copies de références locales et la copie
de référence globale. Ces trois entités d’un protocole de cohérence implémentent le protocole
de cohérence hiérarchique en mettant en œuvre des automates à états semblables à ceux
présentés dans le chapitre 5. Un exemple de mise en œuvre est donnée à la section 8.2.
8.1.3 Les mécanismes de tolérance aux fautes
La couche de tolérance aux fautes est responsable de la mise en œuvre des groupes auto-
organisants (SOG, pour l’anglais Self-Organizing Group). La partie instanciée du côté client
est responsable de la localisation et de la communication avec le LDG présent dans la même
grappe, voire de l’instanciation d’un nouveau LDG s’il n’en existe pas au sein de la grappe
du client. C’est à ce niveau que l’identifiant du groupe est conservé. La partie instanciée
au niveau LDG des pairs fournisseurs est responsable de la réplication au sein des LDG,
de l’auto-organisation des LDG, ainsi que de la localisation et des communications avec le
GDG. Enfin, la partie instanciée au niveau GDG des pairs fournisseurs est responsable de
la réplication au niveau global (c’est-à-dire interLDG), ainsi que de l’auto-organisation du
GDG qui peut entraîner l’ajout et/ou le retrait de LDG.
Localisation et communication. L’interface de communication offerte à la couche de jonc-
tion est simple : elle permet à cette dernière d’envoyer des messages à un groupe et d’en-
registrer une fonction permettant de recevoir et de traiter les messages envoyés au groupe.
Ces fonctions sont données dans le listing ci-dessous.
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Listing 8.4 – Interface de communication offerte par la couche de tolérance aux fautes à la
couche de jonction.
1 ...
2 int grp_send(sog_client_stub* self, Jxta_message* message);
3 int set_msg_evt_handler(sog_client_stub* self, client_grp_comm* handler);
4 ...
En plus de ces fonctions, des étiquettes ajoutées aux messages permettent à la couche de
jonction d’influer sur le comportement de la couche de tolérance aux fautes. Par exemple,
si l’étiquette GRP_COMM est ajoutée par la couche de jonction, le message sera distribué
aux membres du groupe en utilisant un mécanisme de diffusion atomique. Cette étiquette
est donc ajoutée à chacun des messages modifiant l’état du protocole de cohérence (requête
de verrouillage, de déverrouillage ou de mise à jour de la donnée). Ceci assure que tous les
membres d’un même groupe appliqueront les mêmes mises à jour, et ce dans le même ordre. En
revanche, en l’absence de cette étiquette, le message ne sera transmis qu’à l’un des membres
du groupe. Une requête de lecture de la donnée d’un client à son LDG n’engendrera ainsi
pas de communication de groupe, mais seulement une communication entre le client et un
des pairs fournisseurs appartenant au LDG associé présent dans la même grappe. L’ajout
ou non de cette étiquette se décide au niveau de la couche de jonction afin de préserver la
transparence de la réplication au niveau du protocole de cohérence.
Les groupes auto-organisants utilisent les interfaces de publication/recherche et de com-
munication du noyau JUXMEM présentée à la section 6.1.3. L’interface de publication/
recherche permet de localiser les groupes grâce à l’identifiant de la donnée : les clients
doivent pouvoir localiser le LDG présent au sein de leur grappe et les LDG doivent pou-
voir localiser le GDG. L’interface de communication du noyau permet au SOG d’enregistrer
une fonction qui sera appelée chaque fois qu’un message concernant la donnée pour laquelle
il a été instancié est reçu.
Auto-organisation des groupes. Les SOG s’enregistrent également auprès du service
hiérarchique de détection de fautes dont l’intégration au service de partage de don-
nées JUXMEM est présentée à la section 7.2.1. En cas de faute détectée, la fonction
int repair(Jxta_id* faulty_peer_id) est appelée. Cette fonction a pour rôle : 1) d’évincer
le fournisseur fautif des listes de membres auxquelles il appartient ; 2) de décider si le four-
nisseur doit être remplacé ou non ; 3) de le remplacer si cela est nécessaire ; et 4) de mettre
à jour les informations publiées afin que le groupe reste localisable par l’intermédiaire de
l’interface de publication/recherche du noyau.
8.2 Mise en œuvre d’un protocole de cohérence hiérarchique
Pour mettre en œuvre un protocole de cohérence hiérarchique au sein de notre architec-
ture en couche, il est nécessaire de mettre en œuvre différentes entités : 1) la partie client, 2)
la copie de référence locale, et 3) la copie de référence globale. Nous reprenons ici l’exemple
du chapitre 5 implémentant le modèle de cohérence à l’entrée (décrit au chapitre 4).
















FIG. 8.4 – Automate à états représentant le protocole de cohérence à l’entrée au niveau du
client. Les états non grisés ne bloquent pas l’application alors que les états grisés corres-
pondent à des primitives synchrones.
8.2.1 Mise en œuvre sur le client
La partie client du protocole de cohérence doit mettre en œuvre à la fois l’interface pré-
sentée à JUXMEM, illustrée par le listing 8.1, et l’interface susceptible d’être appelée par la
couche de jonction présentée sur le listing 8.3.
Un exemple de mise en œuvre consiste à conserver un état (possession ou non du verrou
en écriture/en lecture, témoin de modification de la donnée, version de la donnée présente
localement, etc.) et, lorsque l’une des fonctions est appelée, effectuer une action puis mettre
l’état à jour. L’action dépend de l’état ainsi que de la fonction appelée. Cela permet de mettre
en place un automate à états (figure 8.4).
Certaines actions (ou transitions de l’automate à états) nécessitent des communications
avec la copie de référence locale. Celles-ci sont réalisées via l’interface de communication de
la couche de jonction présentée par le listing 8.2. Le listing 8.5 ci-dessous montre un exemple
d’implémentation de la fonction appelée lorsqu’un client souhaite acquérir le verrou per-
mettant un accès exclusif à la donnée.
Listing 8.5 – Code simplifié de l’acquisition d’un verrou exclusif par le protocole de cohé-
rence client.
1 int ec_acquire(consistency_protocol* self, void *ptr, size_t size,
2 Jxta_message_element* msg_element_localkey)
3 {
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4 ...
5 if (self->impl->state == NO_LOCK) {
6 msg = jxta_message_new();
7 /* le Ønumro de version est Øajout au message */
8 status = consistency_version_to_msg(self->impl->data_version, msg);
9 /* la Œrequte est Øenvoye à la couche de jonction */
10 send_lock_request(self->impl->comm, msg);
11 ...




16 /* la Ødonne contenue dans l’acquitement est ØØØrcupre */
17 juxmem_to_user_memory_from_message(self->impl->peer,
18 self->impl->data_id,
19 ptr, size, obj);
20 ...
21 /* lØ’tat est mis à jour */




Si le protocole est dans l’état NO_LOCK (ligne 5), une requête d’obtention de verrou
est émise au LDG (ligne 10) via la couche de jonction, puis un acquittement du LDG est
attendu (lignes 13 et 14) avant de mettre la donnée et l’état à jour (lignes 17 et 22). Les autres
transitions sont implémentées selon le même principe.
L’automate à états représenté par la figure 8.4 montre que, lors de la mise en œuvre du
protocole de cohérence à l’entrée sur le client, il n’est pas nécessaire d’avoir connaissance
ni de la réplication, ni de la mise en œuvre hiérarchique du protocole de cohérence. Nous
avons remarqué à la section précédente que la couche jonction rendait la réplication transpa-
rente au niveau du protocole de cohérence. Cela permet notamment de pouvoir remplacer
facilement la couche de tolérance aux fautes et de conserver le protocole de cohérence intact.
La hiérarchie est également transparente pour le protocole de cohérence sur le client : tout se
passe comme si la copie de référence locale à laquelle il accède était la seule et unique copie
de référence.
8.2.2 Mise en œuvre sur les fournisseurs
Nous avons mentionné à la section 8.1 que notre implémentation hiérarchique exige que
chaque fournisseur possédant une copie d’une donnée instancie à la fois la partie du proto-
cole de cohérence implémentant la copie de référence locale et celle implémentant la copie
de référence globale.
Copie de référence locale. La mise en œuvre d’une copie de référence locale nécessite l’im-
plémentation des fonctions susceptibles d’être appelées par la partie communication de la
couche de jonction, c’est-à-dire les fonctions correspondant à la réception de messages d’un
client ou de la copie de référence globale.
Une copie de référence locale se comporte comme un automate à états, semblable à celui
représentant le comportement de la copie de référence du protocole de cohérence à l’entrée
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présenté au chapitre 5. De même que pour la partie client du protocole de cohérence, sa
réalisation peut être effectuée en maintenant un état et en effectuant des actions chaque fois
qu’un message provenant de la copie de cohérence globale ou d’un client est reçu. Dans
le cas de la copie de référence locale, l’état de l’automate est cependant plus complexe, il
contient notamment l’identifiant du client possédant le verrou, et les listes suivantes : 1) une
liste de clients en attente du verrou exclusif (L pour Lock) ; 2) une liste de clients en attente du
verrou en lecture (LR pour Lock Read) ; 3) une liste de clients possédant le verrou en lecture
(OLR pour On Lock Read).
L’interface de communication de la couche de jonction permet à la copie de référence
locale d’envoyer des messages aux clients (par exemple des acquittements de requêtes de
demandes de verrous) ou à la copie de référence globale (par exemple une demande de
verrou).
Copie de référence globale. La mise en œuvre d’une copie de référence globale s’effectue
en implémentant les fonctions susceptibles d’être appelées par la couche de jonction. Elles
correspondent à l’arrivée de différents types de message émis par une copie de référence
locale.
Dans notre mise en œuvre du protocole de cohérence à l’entrée, la copie de référence
globale se comporte comme une copie de référence locale à deux différences près : 1) la
copie de référence globale communique avec des copies de référence locales, et non avec des
clients ; et 2) la copie de référence globale étant au dernier niveau de la hiérarchie, elle ne
communique pas avec un niveau supérieur.
8.2.3 Fonctionnement
La figure 8.5 illustre le fonctionnement du protocole de cohérence hiérarchique. Deux
clients accèdent à une même donnée partagée via leur copie de référence locale. On remarque
que certaines actions ne font intervenir que la partie client du protocole de cohérence (1a).
Cela peut être par exemple la lecture d’une donnée présente localement. D’autres actions,
comme l’acquisition d’un verrou, font intervenir la copie de référence locale (1b et 2b). Il est
possible que la copie de référence locale doive contacter la copie de référence globale pour
satisfaire certaines requêtes (1c, 2c, 3c et 4c). Cela peut être le cas lors d’une demande de
verrou par le client (1c), si la copie de référence locale ne possède pas ce verrou. Dans ce cas,
elle le demande à la copie de référence globale (2c) qui soit le possède, soit attend qu’une
autre copie de référence locale le libère. Quand le verrou est en possession de la copie de
référence globale, elle le retourne à la copie de référence locale (3c) qui le transmet à son tour
au client qui en avait fait la demande (4c).
Pour cet exemple, nous n’avons pas pris en compte la réplication engendrée par les mé-
canismes de tolérance aux fautes. La copie de référence globale peut se situer sur le même
nœud que l’une des copies de référence locales, ou sur un nœud différent au sein d’une des
deux grappes ou encore dans une grappe tierce. Avec notre mise en œuvre de groupes hié-
rarchiques, détaillée à la section suivante, la copie de référence globale est répliquée sur tous
les nœuds du système hébergeant une copie de référence locale.



















FIG. 8.5 – Fonctionnement du protocole de cohérence hiérarchique.
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FIG. 8.6 – Correspondance entre les copies de référence locales/globale et des groupes auto-
organisants LDG/GDG.
8.3 Mise en œuvre des groupes auto-organisants
Les copies de références locales et globales sont répliquées. Chaque LDG héberge une
copie de référence locale répliquée, et chaque GDG héberge une copie de référence globale
répliquée. La figure 8.6 illustre cette correspondance. Le rôle des groupes auto-organisants,
ou SOG, est d’assurer la persistance des copies de référence en présence de fautes.
8.3.1 Mise en place de la réplication
Les groupes de copies sont initialement créés lors de l’allocation d’une nouvelle don-
née au sein de JUXMEM. Les messages envoyés aux groupes sont alors traités de manière à
conserver les différentes copies cohérentes.
Allocation. Lorsqu’un processus applicatif souhaite allouer de l’espace pour une donnée
au sein de JUXMEM, il doit fournir le degré de réplication souhaité : dans combien de grappes
la donnée doit être présente, et, dans chacune de ces grappes, combien il doit y avoir de
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copies de la donnée. Il est possible de demander à ce qu’il n’y ait qu’une copie dans la
grappe du processus, dans ce cas aucune garantie de tolérance aux fautes n’est offerte.
Le noyau JUXMEM cherche alors autant de pairs fournisseurs que nécessaire. Les méca-
nismes mettant en œuvre cette recherche sont détaillés dans [64]. Quand les pairs fournis-
seurs ont été trouvés, avant d’instancier la pile logicielle coté client, des requêtes d’alloca-
tion sont envoyées à chacun des fournisseurs sélectionnés. Chaque requête contient la liste
des fournisseurs sélectionnés sous forme d’une liste contenant les listes des fournisseurs
de chaque groupe. Ces listes sont utilisées pour initialiser les listes de membres des groupes.
Dans la mise en œuvre présentée ici, un nœud appelé nœud sérialisateur ordonnance les mes-
sages pour son groupe. À l’initialisation, pour chaque groupe, le fournisseur apparaissant en
premier sur la liste reçue est considéré comme nœud sérialisateur.
Quand les piles logicielles ont été instanciées sur les fournisseurs, ceux-ci retournent des
acquittements au client ayant effectué la requête d’allocation. Le client reste bloqué dans
l’attente de tous les acquittements3. Quand tous les acquittements attendus ont été reçus, la
pile logicielle client pour cette donnée est instanciée et le processus applicatif ayant appelé
la primitive d’allocation est débloqué.
Communication de groupe. Conserver la cohérence des différentes copies d’un groupe
alors que des accès concurrents sont effectués nécessite d’ordonnancer les accès. En effet,
si toutes les copies sont modifiées par les mêmes actions, et ce dans le même ordre, elles
évolueront toutes de la même manière.
La diffusion atomique des messages définie à la section 3.3.2 garantit que tous les mes-
sages envoyés à un groupe seront pris en compte par chacun des membres de ce groupe dans
le même ordre. Plusieurs implémentations de la diffusion atomique existent. Au chapitre 5,
nous avons décrit un mécanisme de diffusion atomique s’appuyant sur un algorithme de
consensus utilisé pour décider de l’ordre de prise en compte des messages. Nous présentons
ici une autre mise en œuvre consistant à utiliser un nœud sérialisateur qui a la responsabilité
de déterminer cet ordre pour les autres nœuds en numérotant tous les messages de diffusion.
Ainsi, pour chaque groupe, un nœud sérialisateur est choisi. Tous les messages destinés
au groupe lui sont adressés. Il a en charge de les diffuser au groupe de manière à ce que
chacun des membres les traitent dans le même ordre. Avant d’acquitter le message à l’émet-
teur, le nœud sérialisateur attend qu’une majorité des membres de son groupe en ait ac-
quitté la diffusion. En cas de défaillance du nœud sérialisateur, au moins la moitié des autres
membres ont une copie à jour. De plus, dans notre mise en œuvre, les listes de membres sont
ordonnées de la même manière sur chacun des membres4 : cela permet de choisir le prochain
membre non-défaillant dans la liste comme nouveau nœud sérialisateur. Le nouveau nœud
sérialisateur diffuse alors un message pour récupérer les numéros de version de chaque co-
pie afin de pouvoir re-propager la ou les mises à jour nécessaires. Durant un changement
de nœud sérialisateur, le groupe est inaccessible. Quand les éventuelles mises à jour néces-
saires ont été propagées, le nœud sérialisateur publie son identifiant rendant ainsi le groupe
à nouveau accessible.
3Un mécanisme de délai de garde est utilisé afin de supporter les fautes lors de l’allocation.
4À l’allocation elles sont initialisées dans le même ordre, et chaque ajout/retrait s’effectue via une diffusion
atomique.
































FIG. 8.7 – Diffusion des messages envoyés aux GDG.
La figure 8.7 représente la diffusion au sein des GDG. Les membres de ces groupes sont
eux-mêmes des groupes : les LDG. Le mécanisme de diffusion des messages au sein des
GDG est le même que celui des LDG, la diffusion au sein d’un GDG est donc hiérarchique.
1. Le nœud sérialisateur du GDG (qui est le nœud sérialisateur du LDG sérialisateur du
GDG) diffuse les messages à tous ses membres, c’est-à-dire les LDG, donc les nœuds
sérialisateurs des LDG (2) ;
2. les nœuds sérialisateurs des LDG diffusent les messages à leurs membres (3) et at-
tendent des acquittements, comme décrit ci-dessus (4) ;
3. les nœuds sérialisateurs des LDG acquittent les messages dès qu’ils ont reçus suffisam-
ment d’acquittements (5) ;
4. le GDG peut alors considérer le message comme diffusé, et l’acquitter (6).
8.3.2 Auto-organisation des groupes
En cas de faute, les groupes doivent se ré-organiser afin de pouvoir continuer à assu-
rer les mêmes garanties de tolérance aux fautes. De nouveaux fournisseurs peuvent alors
remplacer les fournisseurs défaillants.
Comme expliqué à la section 8.1.3, les groupes sont prévenus des fautes par l’intermé-
diaire de détecteurs de fautes. Lorsqu’une faute est détectée, le nœud sérialisateur (ou le
nouveau nœud sérialisateur en cas de défaillance du nœud sérialisateur lui-même) diffuse de
manière atomique la décision d’évincer le nœud fautif à tout le groupe. Cela permet d’as-
surer le changement de “vue”. Une recherche est ensuite lancée afin de remplacer le four-
nisseur défaillant. Entre temps, le groupe continue son fonctionnement avec un membre en
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moins. Quand le nouveau fournisseur est trouvé, le nœud sérialisateur gèle les communica-
tions du groupe le temps d’introduire le nouveau membre. Les requêtes arrivant sont alors
mises en attente sur chacun des membres du groupe, le temps que la réparation se termine.
Celle-ci comprend le transfert de l’état du protocole de cohérence ainsi que de la donnée sur
le nouveau membre, et la diffusion de la nouvelle liste de membres à l’ensemble du groupe.
Il est ainsi possible de tolérer un très grand nombre de fautes, supérieur à la taille initiale
des groupes, à condition que les occurrences de fautes ne soient pas trop fréquentes et que
les groupes aient le temps de se reconfigurer.
8.4 Un protocole étendu pour une visualisation efficace
L’architecture en couches que nous avons définie permet au service JUXMEM de proposer
plusieurs protocoles de cohérence ainsi que plusieurs mécanismes de tolérance aux fautes.
Les clients peuvent alors sélectionner la combinaison de leur choix pour chaque donnée
partagée.
Afin d’illustrer ceci, nous présentons ici un nouveau protocole de cohérence, qui consti-
tue une extension de celui présenté à la section 8.2. Ce protocole a été conçu et mis en œuvre
en collaboration avec Loïc Cudennec lors de son stage de master recherche que nous avons
co-encadré. Le but de ce nouveau protocole est de permettre l’observation des données par-
tagées en cours d’exécution de l’application les utilisant.
Les application scientifiques s’exécutant sur les grilles de calcul peuvent durer des jours,
voire des semaines, et il n’est pas souhaitable d’en attendre la fin pour vérifier que tout s’est
bien passé. Des données peuvent être partagées entre les codes afin de renseigner sur l’état
d’avancement du calcul. L’observation d’un calcul doit s’effectuer avec des temps d’accès
courts tout en causant le moins d’interactions possibles avec les autres sites pour minimiser
les perturbations.
Plus spécifiquement, nous nous intéressons à l’observation des données intermédiaires
dans une application à base de couplage de codes. Nous proposons donc une extension
du protocole de cohérence présenté à la section 8.2 qui introduit la possibilité d’effectuer
des lectures en parallèle d’une écriture en relâchant les garanties de cohérence pour ces lec-
tures d’un genre particulier (détaillées ci-dessous). Ceci est possible si l’observateur accepte
d’exploiter des données dont la version est considérée comme ancienne. Cette extension du
protocole a pour conséquence une extension du modèle de cohérence utilisé. Une mise en
œuvre de cette stratégie a été effectuée au sein du service JUXMEM.
8.4.1 La lecture relâchée
Le scénario considéré met en œuvre un nœud observateur dont le rôle est de lire la don-
née partagée avec des temps d’accès courts sans pour autant dégrader les performances des
nœuds effectuant les calculs. La première idée consiste à utiliser des copies de la donnée
éventuellement anciennes, détenues par le client ou son LDG. Cette stratégie permet d’ex-
ploiter des données déjà présentes sur le client ou très proches en terme de distance réseau
(au sein de la même grappe). La deuxième idée vise à diminuer les temps d’attente liés à la
contention imposée par le protocole de cohérence en ne prenant plus le verrou en lecture.
Une conséquence directe est d’autoriser ces lectures d’un genre particulier en même temps
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que les écritures. Nous appelons ces opérations des lectures relâchées, et la primitive associée
rlxRead. Le modèle de cohérence à l’entrée ne garantit qu’une donnée soit à jour que lors de
l’acquisition de son verrou. Dans ce modèle, pour un observateur qui n’acquiert pas le ver-
rou, le fait d’utiliser la donnée contenue dans son propre cache ou celle disponible sur son
LDG ne peut garantir que la donnée soit à jour. L’approche que nous considérons propose
d’autoriser ce type de lecture non-synchronisée tout en contrôlant la fraîcheur de la donnée.
Ceci est possible en bornant l’écart entre la version retournée et la version la plus récente.
Ainsi pour chaque lecture relâchée, l’application spécifie le nombre de versions de retard
autorisées avant qu’une donnée ne soit considérée comme périmée.
8.4.2 Fenêtre de lecture
Pour exprimer le retard entre la version la plus récente et celle retournée par la lecture
relâchée, nous introduisons deux paramètres qui prennent en compte les deux niveaux de
hiérarchie du protocole de cohérence.
– La constante D, propre à chaque donnée, exprime le nombre de fois que le LDG peut
transmettre successivement le verrou en écriture, sans effectuer de mise à jour du GDG.
Si D = 0 alors le LDG doit propager les modifications après chaque relâchement du
verrou en écriture. Dans ce cas, tous les LDG ont la même version de la donnée.
– Le paramètre w est spécifié par le client lors de chaque appel à la primitive de lecture
relâchée rlxRead. C’est la taille de la fenêtre de lecture. Il exprime l’écart toléré entre la
version la plus récente et celle retournée par la lecture relâchée au niveau des LDGs.
Les distances D et w sont positives ou nulles et respectent le fait que w soit supérieur ou égal
à D. La différence w −D correspond à la distance maximale entre la version détenue par le
LDG du client et celle retournée par la lecture relâchée. A titre d’exemple, si D = 3 alors un
LDG pourra distribuer successivement le verrou en écriture au plus 3 fois sans propager les
modifications à tous les membres du GDG. Si w = 4, la version de la donnée lue par un client
effectuant une lecture relâchée retourne soit la dernière version de la donnée détenue par son
LDG, soit la version précédente. La notion de dernière version fait référence à la dernière
version propagée par le LDG ayant le verrou en écriture, c’est-à-dire qu’elle peut déjà être
ancienne de D versions.
8.4.3 Analyse de la sémantique des paramètres
Considérer w = D implique que le client lise la même version que celle détenue par
son LDG. Notons que fixer D = 0 et w = 0 ne revient pas pour autant à effectuer une lec-
ture avec prise du verrou et ce, pour deux raisons. 1) lors de la lecture relâchée, le verrou
en écriture peut de nouveau être distribué et la donnée être en cours de modification. Ceci
n’est pas autorisé dans le modèle de cohérence à l’entrée. 2) Entre le moment où le LDG ré-
pond à une requête de lecture relâchée et celui où le client utilise effectivement la donnée, un
nombre non contrôlé de versions a pu être produit. Cette approche convient à des applica-
tions de type visualisation mais n’offre pas de garanties strictes sur la fraîcheur des données,
le contrôle de la fraîcheur est fait “au mieux” (best effort).
Lorsqu’un LDG (dont la version de la donnée est notée VLDG) reçoit une demande de
lecture relâchée (de fenêtre w) de la part d’un client C (dont la version de la donnée est Vc),
la formule permettant de décider si le client peut utiliser sa version de la donnée (Vc) est :
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Vc ≥ VLDG − (w − D). L’utilisation de la donnée détenue par le client réduit le coût réseau
de la lecture. Dans le cas contraire, la donnée du LDG est transférée au client. La lecture
relâchée donne lieu à une extension du modèle de cohérence : le modèle de cohérence à
l’entrée y est toujours respecté et garantit d’accéder à la version la plus récente de la donnée
lorsque le verrou est acquis. La lecture relâchée apporte des garanties supplémentaires là où
la cohérence à l’entrée n’en donne pas. Ainsi la lecture d’une valeur sans la prise du verrou
n’est-elle plus complètement incontrôlée.
Les évaluations de performances que nous avons menées (voir 9.2.3) montrent que l’ex-
tension proposée ici permet d’améliorer significativement les latences des accès lors des ob-
servations d’une donnée partagée tout améliorant dans une moindre mesure celles des accès
des nœuds effectuant les calculs.
8.5 Analyse
La plate-forme logicielle JUXMEM est un prototype de recherche en cours de mise en
œuvre, une thèse étant en cours sur l’évolution de JUXMEM. Grâce à notre architecture logi-
cielle, cette plate-forme permet la mise en place aisée de nouveaux protocoles de cohérence
et de nouveaux mécanismes de tolérance aux fautes. Elle peut donc être utilisée comme une
plate-forme expérimentale pour tester de nouveaux mécanismes et les comparer entre eux.
Dans ce chapitre nous avons donné un aperçu de la mise en œuvre de l’architecture en
couches et de la manière dont il est possible de mettre en œuvre de nouveaux protocoles de
cohérence et de nouveaux mécanismes de tolérance aux fautes. En utilisant l’implémentation
actuelle, il est possible pour une application de choisir différents protocoles de cohérences
pour des données différentes, la cohérence à l’entrée ou la cohérence à l’entrée étendue par
exemple. Dans le chapitre suivant, nous montrons une évaluation comparative de ces deux
protocoles dans le cas particulier de la visualisation d’une donnée partagée.
La description des mécanismes de diffusion utilisés pour la réplication des copies de ré-
férence met en évidence le coût, en terme de latence, que peuvent avoir de tels mécanismes.
Les mécanismes de tolérance aux fautes risquent donc de ralentir l’application. Cependant,
en présence de fautes, ces mécanismes lui permettent de continuer son exécution. Il semble
important de trouver le bon compromis entre le coût des mécanismes utilisés et le risque
d’apparition de fautes durant l’exécution de l’application. C’est pourquoi notre prototype
permet de choisir les mécanismes utilisés ainsi que le degré de réplication. Le chapitre sui-
vant apporte un début de réponse à la recherche de ce compromis en donnant une évaluation
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Nos approches pour la gestion conjointe de la tolérance aux fautes et de la cohérence des
données au sein des grilles de calcul présentées dans ce manuscrit ont fait l’objet d’une mise
en œuvre dont un aperçu est donné au chapitre 8.
Dans ce chapitre, nous donnons une évaluation de cette mise en œuvre. Dans un premier
temps nous discutons de notre méthodologie d’expérimentation. En effet, l’évaluation de
systèmes tolérants aux fautes pose certains problèmes, comme la difficulté d’effectuer des
mesures reproductibles en présence de fautes.
Nous présentons dans la section 9.2 une évaluation de notre contribution au sein de la
plate-forme JUXMEM. Nous mesurons notamment le coût engendré par les mécanismes de
tolérance aux fautes en absence de fautes, mais aussi le gain réalisé grâce à notre approche
hiérarchique pour la mise en place de protocoles de cohérence tolérants aux fautes. Une
évaluation comparative de deux protocoles de cohérence illustre l’intérêt d’une plate-forme
multi-protocole. Enfin, nous mesurons le surcoût engendré en cas d’occurrences de fautes.
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9.1 Méthodologie d’expérimentation
Il existe de multiples méthodes permettant d’évaluer des systèmes : les preuves for-
melles, les simulations et enfin les expérimentations. Ces méthodes ne présentent pas toutes
les mêmes avantages et inconvénients.
Preuves formelles et simulations. Ces deux méthodes présentent l’inconvénient d’évaluer
un modèle du système et non le système lui-même1. Les modèles de systèmes sont une simpli-
fication des systèmes réels et leur évaluation ne donne qu’une idée du comportement du
système réel. En revanche, les preuves formelles permettent souvent de prendre en compte
tous les cas, ce qui est rarement le cas pour les simulations ou les expérimentations sur les
systèmes réels. Les simulations quant à elles présentent l’avantage non négligeable de pou-
voir être réalisées assez rapidement.
9.1.1 Expérimentations sur architectures réelles
Les expérimentations de systèmes sur des architectures réelles permettent d’évaluer le
comportement du système dans des conditions réelles. De plus, elles permettent aux dé-
veloppeurs de mettre au point les systèmes et de les optimiser. Ce type d’évaluation est
néanmoins plus difficile et plus long à mettre en œuvre. Dans le cas des expérimentations
sur des plates-formes distribuées telles que les grilles de calcul, il est généralement néces-
saire d’utiliser des outils de réservation de ressources (nœuds), de déployer le système sur
les nœuds obtenus, de lancer le système et enfin de récupérer les résultats répartis sur l’en-
semble des nœuds utilisés. Dans ce contexte, expérimenter des mécanismes de tolérance aux
fautes ajoute à la difficulté : il devient alors nécessaire de pouvoir contrôler les fautes afin
d’évaluer les mécanismes mis en place pour y faire face. Nous avons expérimenté notre ser-
vice de partage de données pour la grille JUXMEM sur la plate-forme Grid’5000 [113, 26].
Pour ce faire, nous avons utilisé des prototypes de recherche pour les réservations de nœuds
(OAR [121] et OARGRID [122]) ainsi que pour le déploiement (ADAGE [74]).
OAR et OARGRID. OAR est un outil de gestion de ressources fondé sur MySQL [120]. Il
permet de réserver des nœuds et de lancer des exécutions au sein d’une grappe. Cet
outil est présent sur chacune des grappes de Grid’5000. OARGRID utilise OAR sur
plusieurs grappes afin d’offrir une gestion de ressources au niveau de la grille.
ADAGE est un outil de déploiement générique d’applications distribuées et/ou parallèles
s’exécutant sur les grilles de calcul. ADAGE dispose d’un greffon (en anglais plugin)
pour le déploiement d’applications basées sur JXTA [64].
Nous avons mis en œuvre un outil d’injection de fautes permettant d’évaluer la réaction
aux fautes de notre mise en œuvre. Cet outil est présenté à la section suivante.
1Même si certains simulateurs permettent d’exécuter le code du système à expérimenter, l’architecture maté-
rielle utilisée est modélisée et simulée.
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9.1.2 Injection de fautes de type panne franche
L’évaluation des mécanismes de tolérance aux fautes requiert des expérimentations en
présence de fautes. En effet, des exécutions sans fautes permettent uniquement de mesurer le
surcoût éventuel que ces mécanismes engendrent. Notre but est donc de pouvoir engendrer
et contrôler les fautes survenant dans le système.
Nous considérons que la plate-forme de test est stable (sans fautes). En cas de faute réelle
(non contrôlée/injectée), le test est considéré comme avorté et doit être relancé. Nous avons
mis au point un outil permettant d’injecter des défaillances franches de nœuds. Les proprié-
tés offertes par cet outil sont la reproductibilité, la précision et le passage à l’échelle.
Reproductibilité. Comparer des mécanismes de tolérance aux fautes dans des conditions
similaires nécessite de pouvoir également reproduire les conditions de fautes. Il semble
donc judicieux qu’un injecteur de fautes offre la propriété de reproductibilité. Cela
peut également permettre d’effectuer de multiples fois le même test afin d’obtenir une
valeur moyenne, un écart-type, etc.
Notre outil calcule un calendrier de fautes avant le déploiement du système. Ce calen-
drier peut ainsi être utilisé de multiples fois par la suite.
Précision. Au sein d’un système distribué, tous les nœuds ne jouent pas nécessairement le
même rôle. Nous avons notamment décrit notre mécanisme de réplication basé sur un
nœud sérialisateur au chapitre 8. La défaillance d’un nœud sérialisateur n’est pas gé-
rée de la même manière que la défaillance d’un nœud non-sérialisateur : la première
entraîne notamment le choix d’un nouveau nœud sérialisateur pour le groupe de ré-
plication. Un injecteur de fautes doit pouvoir permettre de déterminer finement quels
nœuds vont être défaillants et quand.
Notre outil est intégré dans l’environnement de test JDF (JXTA Distributed Frame-
work [114]) qui utilise la notion de profil (représentant des nœuds ou groupes de
nœuds) afin de décrire efficacement l’ensemble des nœuds intervenant lors du test.
Nous avons étendu le langage de description de cet environnement afin de permettre la
description de dépendances, entre profils. Cela offre la possibilité d’injecter des fautes
corrélées. Par exemple tous les nœuds d’un même profil peuvent être défaillant simul-
tanément. Le calendrier calculé peut ensuite être raffiné nœud par nœud.
Passage à l’échelle. Définir une date de défaillance pour chaque nœud, un par un, peut
s’avérer long lorsque le nombre de nœuds est grand. Afin de pouvoir générer un calen-
drier de fautes pour de nombreux nœuds, notre injecteur de fautes peut s’appuyer sur
des distributions statistiques, typiquement, une distribution exponentielle paramétrée
par un temps interfaute moyen (MTBF pour Mean Time Between Failures). Notons que
l’utilisation d’une telle distribution ne nuit en rien à la propriété de reproductibilité :
le calendrier est calculé en utilisant la distribution puis peut être utilisé à volonté.
Plus de détails sur notre outil d’injection de fautes peuvent être trouvés
dans [MB06] et [ABJM04].
9.2 Expérimentations avec JUXMEM
L’ensemble des expérimentations décrites ci-dessous a été réalisé sur la plate-forme
Grid’5000 [113, 26], notamment sur les grappes de Nancy (G1), Orsay (G2) et Rennes (G3).
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Dans l’ensemble de ces grappes, les machines utilisées sont équipées de bi-processeurs Op-
teron d’AMD cadencés à 2,0 GHz, munis de 2 Go de mémoire vive et exécutant la version
2.6 du noyau Linux. Le réseau utilisé au sein de chacune de ces grappe est Gigabit Ether-
net. Les grappes sont reliées entre elles par le réseau Renater [125]. Les latences entre ces
différentes grappes sont représentées par le tableau 9.1.
Rennes - Nancy Rennes - Orsay Nancy - Orsay
6 µs 4.5 µs 3 µs
TAB. 9.1 – Latence entre les grappes utilisées.
Toutes les expérimentations ont été réalisées avec la version C de JUXMEM à l’exception
de celles de la section 9.2.3 qui ont été réalisées avec la version Java pour des raisons de dis-
ponibilité de code. Pour ces expérimentations, chaque nœud héberge un seul pair JUXMEM.
Bien que JUXMEM soit un service prévu pour être utilisé par des applications partageant de
nombreuses données sur de nombreux nœuds, pour toutes les évaluations présentées ici,
nous observons le comportement de JUXMEM au niveau d’une donnée partagée. Le nombre
de nœuds intervenant dans les expérimentations est donc limité.
9.2.1 Coût dû à la réplication
Le but de cette première série d’expérimentations est d’évaluer le surcoût dû à la tolé-
rance aux fautes tel qu’observé par les applications (les clients JUXMEM). Nous mesurons
donc les coûts des accès à une donnée partagée pour différents degrés de réplication et dif-
férentes tailles de données. Le type de réplication utilisé est semi-actif, il correspond à celui
fondé sur un nœud sérialisateur décrit au chapitre précédent.
Description. Nous utilisons ici 3 grappes dans lesquelles nous créons 3 groupes cluster
JUXMEM. Chacun des groupes cluster contient 1 pair gestionnaire et 7 pairs fournisseurs. Le
groupe cluster correspondant à la grappe G3 localisée à Rennes héberge de plus 1 pair client.
Afin d’éviter le “bruit” qui serait introduit dans nos mesures par des attentes sur des verrous,
ce pair est le seul a accéder à la donnée, séquentiellement, alternant lectures et écritures. Afin
que les lectures engendrent les transferts de données, ce client projette (map) 2 fois la donnée
dans sa mémoire locale : une fois pour les lectures et une fois pour les écritures. Tout se
passe donc comme s’il y avait 2 clients parfaitement synchronisés effectuant des lectures et
écritures à tour de rôle.
Une lecture correspond à la prise du verrou en lecture (acquire_read), la récupération de
la valeur de la donnée et à la libération du verrou (release). Une écriture correspond à la
prise du verrou en écriture (acquire), à l’écriture de la donnée (memset) et à la libération du
verrou avec propagation de la donnée (release).
Nous mesurons les performances des lectures et écritures avec des données de taille
comprise entre 1 ko et 64 Mo (1 Mo dans la majorité des cas) en faisant varier la taille
du GDG (Global Data Group) de 1 à 3 LDG (Local Data Group), et la taille des LDG
de 1 à 7 fournisseurs (figures 9.1, 9.2, 9.3, 9.4, 9.5 et 9.6). Chaque courbe représente
les latences pour un degré de réplication, noté sous la forme “nombre de grappes” ×
“nombre de fournisseurs par grappe”.

























FIG. 9.1 – Latences des opérations de lecture en fonction de la taille de la donnée et du


























FIG. 9.2 – Latences des opérations de lecture en fonction de la taille de la donnée et du
nombre de fournisseurs répartis dans 2 grappes.
Lectures. Les figures 9.1, 9.2 et 9.3 présentent les latences des lectures d’une donnée ré-
pliquée dans respectivement 1, 2 et 3 grappes. Ces figures montrent que le surcoût de la
réplication au sein des grappes (LDG) sur les opérations de lecture de données de grande
taille est restreint : il est inférieur à 3% dès que la taille de la donnée dépasse 1 Mo. Pour
les données de petites taille, ce surcoût est toutefois important : 4 ms pour une donnée de
1 ko. Ces résultats s’expliquent par le fait que les opérations de lecture ne font intervenir
les mécanismes de réplication que pour les opérations de synchronisation acquire_read et
release. La donnée est transférée à partir d’un seul nœud fournisseur. Aussi, plus la donnée
est grande, plus le surcoût introduit par la réplication lors des opérations de synchronisa-
tion est négligeable par rapport au temps de transfert de la donnée du fournisseur au client.
En revanche pour les données de petite taille, le coût engendré par les échanges entre les


























FIG. 9.3 – Latences des opérations de lecture en fonction de la taille de la donnée et du
nombre de fournisseurs répartis dans 3 grappes.
fournisseurs lors des opérations de synchronisation est non négligeable. Les opérations de
synchronisation acquire_read et release engendrent des communications de groupe comme

























FIG. 9.4 – Latences des opérations d’écriture en fonction de la taille de la donnée et du
nombre de fournisseurs dans une grappe.
Écritures. Les figures 9.4, 9.5 et 9.6 présentent les latences des écritures d’une donnée ré-
pliquée dans respectivement 1, 2 et 3 grappes. Pour les opérations d’écriture, le coût de la
réplication au sein d’une grappe est élevé : le simple ajout d’une copie fait plus que doubler
les temps d’écriture de la donnée (figure 9.4, courbes 1×1 et 1×2). Ce surcoût est essentielle-
ment dû au temps de transfert de la donnée sur le deuxième fournisseur et à l’attente de son
acquittement : la donnée est d’abord transférée du client vers le fournisseur jouant le rôle de































FIG. 9.5 – Latences des opérations d’écriture en fonction de la taille de la donnée et du


























FIG. 9.6 – Latences des opérations d’écriture en fonction de la taille de la donnée et du
nombre de fournisseurs répartis dans 3 grappes.
sérialisateur, puis de ce premier fournisseur vers le deuxième. En revanche, l’ajout de copies
supplémentaires est bien moins coûteux. Le nœud sérialisateur n’attend pas d’acquittement
de tous les membres, mais seulement d’une majorité d’entre eux. Ainsi, dans le cas 1 × 3, un
acquittement peut-être retourné au client avant que la donnée n’est été transférée complè-
tement sur le troisième fournisseur. Lors de nos expérimentations, nous avons observé une
différence de l’ordre de 5% pour des données de 1 Mo entre l’utilisation de n et de n + 1
fournisseurs, pour n > 1.
Les figures 9.5 et 9.6 montrent que le surcoût de la réplication intragrappe est négligeable
par rapport au surcoût de la réplication intergrappe. En effet, les mécanismes de réplication
intergrappe utilisent les liens réseau reliant les grappes entre elles. Ces liens ont une latence
bien plus élevée que ceux présents au sein des grappes. Cependant, la série d’expérimenta-
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tion suivante montre l’intérêt de la présence de copies de la donnée dans chaque grappe où
des clients sont susceptibles d’y accéder.
9.2.2 Bénéfice de l’approche hiérarchique
Notre approche hiérarchique présentée au chapitre 7 permet de limiter l’utilisation des
liens réseau intergrappe au profit des liens réseau intragrappe de plus faible latence. Elle per-
met à chaque client d’avoir accès à une copie de référence locale située dans la même grappe.
Le but de cette série d’expérimentations est d’évaluer le bénéfice d’une telle approche. Pour
réaliser ces tests, nous faisons correspondre un groupe cluster JUXMEM à l’ensemble des trois
grappes afin de masquer la hiérarchie de la grille au niveau de notre architecture en couches.
Intérêt des copies de référence locales. Cette expérimentation à pour but de mettre en
évidence l’intérêt de la présence d’une copie de référence locale dans la grappe d’un client
accédant à la donnée hébergée par cette copie. Nous supprimons donc les fournisseurs situés
dans la même grappe que le client (G3) et mesurons le coût des lectures et écritures du client
lorsque le GDG ne contient qu’un LDG lui même composé d’un seul fournisseur. Le client
accède donc à une copie de référence non répliquée et non hiérarchique située dans une
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FIG. 9.7 – Latences des opérations faisant intervenir un fournisseur distant en fonction de la
taille de la donnée.
Si l’on compare ces résultats avec ceux obtenus lors de la série de test précédente lors-
qu’un fournisseur unique (cas 1 × 1) présent dans la grappe G3 hébergeait la copie de réfé-
rence, on s’aperçoit que la latence des accès aussi bien en lecture qu’en écriture est augmen-
tée. Le tableau 9.2.2 reprend les temps de lecture et d’écriture pour ces deux cas. Les latences
des écritures et celles des lectures étant semblables dans les deux cas, nous présentons ici
une moyenne.
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Taille de la donnée en ko 1 4 16 64 256 1024
Temps moyen d’accès en ms (cas local) 1.72 1.80 2.02 3.01 4.72 13.54
Temps moyen d’accès en ms (cas distant) 25.12 25.13 44.76 52.04 58.74 88.35
TAB. 9.2 – Comparaison des temps d’accès lorsque la copie de référence est locale (1× 1) ou
distante.
Cette différence est due à l’augmentation de la latence réseau entre le client et le four-
nisseur hébergeant la copie de référence (6 ms entre Rennes et Nancy hébergeant respec-
tivement G3 et G1). Les opérations de lecture ou d’écriture requièrent 2 échanges entre le
client et la copie de référence : 1) une requête et son acquittement pour la prise de verrou ;
et 2) une requête et son acquittement pour la libération du verrou (la donnée est encapsulée
dans les requêtes et/ou acquittements lorsque cela est nécessaire). Ces 4 échanges sur un
lien réseau de latence 6 ms impliquent une latence des opérations au moins supérieure à
6 ms ∗ 4 = 24 ms.
Si l’on ajoute une copie de référence locale dans la grappe du client en conservant la copie
présente dans la grappe distante et en utilisant notre approche hiérarchique, on obtient les
résultats du cas 2× 1 (figures 9.2 et 9.5), rappelés dans le tableau 9.2.2.
Taille de la donnée en ko 1 4 16 64 256 1024
Lectures en ms (cas 2× 1) 18.29 18.36 26.31 31.69 38.00 50.58
Écritures en ms (cas 2× 1) 38.29 41.47 50.21 55.55 61.63 95.25
Temps moyen d’accès en ms (cas distant) 25.12 25.13 44.76 52.04 58.74 88.35
TAB. 9.3 – Comparaisons des temps d’accès lorsqu’il y a un seul fournisseur distant ou un
fournisseur distant et un local.
En plaçant une copie de référence locale proche du client, en utilisant notre approche
hiérarchique, les performances des lectures se retrouvent améliorées au détriment de celles
des écritures. La copie de référence locale permet en effet des lectures de la donnée sur un
fournisseur proche en terme de latence, cependant la mise en service des mécanismes de
réplication entre les deux grappes, par la présence de deux copies de la donnée, ralentie
légèrement les écritures. En effet, chaque écriture entraîne ici une mise à jour de la copie
distante. Notons que la présence de plusieurs copies de référence permet par ailleurs d’offrir
de meilleures garanties de tolérance aux fautes.
Intérêt des groupes hiérarchiques. Le but de cette série d’expériences est de mettre en évi-
dence l’intérêt de l’approche hiérarchique des groupes. Nous mesurons le coût des accès à
une donnée partagée par plusieurs clients, répartis dans 2 sites différents : 2 s’exécutent dans
la grappe G1 à Nancy et 2 s’exécutent dans la grappe G3 localisée à Rennes. Chacun de ces
clients effectue des itérations au sein desquelles il lit la donnée partagée, opère une phase
de calcul puis modifie complètement la donnée partagée. Lors de ces mesures la donnée est
répliquée sur 6 fournisseurs, 3 dans G1 et 3 dans G3. Nous observons alors deux cas : 1) avec
hiérarchie, c’est-à-dire que G1 et G3 hébergent chacune un LDG formé de 3 fournisseurs
et composant un GDG ; et 2) sans hiérarchie, c’est-à-dire que l’ensemble des 6 fournisseurs
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forme un unique LDG. Pour ce deuxième cas nous “cachons” la topologie physique en confi-
gurant nos tests de manière à ne créer qu’un seul groupe cluster composé de l’ensemble des





































FIG. 9.8 – Quatre clients répartis dans deux grappes accèdent à une données répliquée sur
six fournisseurs.
La figure 9.9 présente les latences des lectures et des écritures dans les 2 cas, en fonc-
tion de la taille de la donnée. Les latences données sont les moyennes des temps d’accès de
chacun des clients. Ces résultats montrent que dans le cas où l’on utilise pas l’approche hié-
rarchique, les latences des opérations d’écriture et de lecture sont nettement détériorées par
rapport au cas où l’on utilise cette approche. Cette détérioration des performances provient :
1) de la réplication “à plat” entre les deux grappes ; et 2) de la distance entre certains clients
et le fournisseur jouant le rôle de sérialisateur. La réplication “à plat” est moins performante
car le nœud sérialisateur du LDG attend qu’une majorité de ses membres ait acquitté la dif-
fusion. Dans le cas présent il attend 3 acquittements, donc au moins un en provenance d’un
fournisseur présent dans la deuxième grappe. De plus la moitié des clients sont situés dans
une grappe différente de celle contenant le fournisseur sérialisateur. Les accès à la donnée
par ces clients vont donc engendrer des communications à plus forte latence et détériorer les
performances, comme nous l’avons remarqué lors du test précédent. Au vu de ces résultats,
l’approche hiérarchique pour la conception de protocoles de cohérence tolérants aux fautes
semble bien adaptée aux architectures de type fédération de grappes.






















Taille de la donnée
Lectures (cas hiérarchique)Écritures (cas hiérarchique)
Lectures (cas non−hiérarchique)
 20
FIG. 9.9 – Comparaison des latences des opérations avec et sans notre approche hiérarchique.
9.2.3 Évaluations multi-protocole
JUXMEM est une plate-forme multi-protocole, c’est-à-dire qu’il est possible à l’exécution
de choisir entre différents protocoles de cohérence ou mécanismes de tolérance aux fautes, et
ceci pour chaque donnée partagée. Les expérimentations présentées ici ont pour but d’illus-
trer le bénéfice qu’il est possible de tirer de cette possibilité. Ces expérimentations ont été
effectuées avec la version Java de JUXMEM pour laquelle ces deux protocoles sont dispo-
nibles. Pour ces expérimentations, nous avons utilisé les grappes du projet Grid’5000 locali-
sées à Orsay (G2), Rennes (G3) et Toulouse (G4).
Nous reprenons le protocole de cohérence à l’entrée, présenté dans la section 8.2 et le
protocole étendu pour une visualisation efficace présenté dans la section 8.4. Le but de ces
expérimentations est d’évaluer les bénéfices apportés par l’extension du modèle de cohé-
rence à l’entrée. Une évaluation détaillée de cette extension est présentée dans [ACM06b],
nous présentons ici celles mettant en évidence les bénéfices de cette extension pour les opé-
rations d’observations de données partagées.
Description. Nous considérons une application synthétique de type couplage de codes
s’exécutant sur deux grappes différentes : une à Rennes et une à Toulouse. Au sein de la
grappe G3 (Rennes), un client met à jour la valeur d’une donnée partagée de manière itéra-
tive. La grappe G4 (Toulouse) héberge un client effectuant des opérations de lecture de cette
même donnée. Au sein de la troisième grappe localisée à Orsay, un processus observateur est
en charge d’observer l’évolution de la valeur de la donnée partagée. Comme nous l’avons
souligné à la section 8.4, l’observateur ne requiert pas nécessairement les mêmes garanties
de cohérence que les processus de l’application-même : il peut se contenter de versions légè-
rement obsolètes de la donnée. Pour réaliser ce test nous avons utilisé 3 copies de la donnée :
une copie dans chacune des grappes.
La figure 9.10 présente les latences des opérations d’observation effectuées par l’observa-
teur localisé à Orsay. Pour 3 tailles de données, les latences des observations sont mesurées
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FIG. 9.10 – Comparaison de deux protocoles de cohérence lors d’opérations d’observation.
avec le protocole implémentant la cohérence à l’entrée et avec le protocole implémentant
l’extension du modèle de cohérence à l’entrée présentée à la section 8.4. Les paramètres w
(nombre maximal de versions de retard acceptées par l’observateur) et D (nombre maximal
de redistribution du verrou dans une grappe sans mise à jour de la donnée dans les autres
grappes) sont tous deux égal à 0. Comme détaillé à la section 8.4 cela signifie que que le client
observe la version de la donnée détenue par son LDG au moment où il effectue la requête, et
que le LDG est mis à jour chaque fois qu’un verrou en écriture est relâché dans le système.
Les latences des opérations rlxRead du protocole étendu sont 4 à 6 fois plus rapides que les
observations du protocole sans extension, utilisant les opérations acquire_read et release.
Ce gain en performance s’explique par le fait que les opérations rlxRead ne sont jamais blo-
quées par les prises de verrou des autres clients, la donnée peut être observée alors que des
écritures sont en cours. De plus, lors de ces expériences, nous avons mesuré un gain pou-
vant atteindre 30% sur les opérations effectuées par les clients de l’application. L’opération
rlxRead ne nécessite en effet pas de prise de verrou et ne bloque donc jamais les opérations
des clients des autres grappes. En revanche le verrou est indisponible pour les autres clients
entre les opérations acquire_read et release.
Des évaluation plus détaillées [ACM06b] montrent qu’il est encore possible d’améliorer
les performances des observations en relâchant les paramètres D et w, c’est-à-dire en accep-
tant des valeurs plus anciennes de la donnée.
9.2.4 Impact des fautes sur les performances
Au chapitre 8, nous avons décrit le comportement des SOG (groupes auto-organisants)
face aux fautes. Il faut noter qu’au moment de l’occurrence d’une faute, les performances ne
sont pas dégradées : le groupe continue à être disponible avec les membres restants. Quand
une faute est détectée, un nouveau fournisseur est recherché. C’est seulement lorsque le
nouveau fournisseur a été trouvé que le groupe “gèle” ses communications et que les per-
formances des accès se trouvent affectées.
L’objectif des ces expérimentations est d’évaluer : 1) le temps pendant lequel un groupe
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est en sous-nombre après l’occurrence d’une faute ; et 2) le temps pendant lequel un groupe
gèle ses communications.
Description. Nous mesurons trois temps : 1) le temps de détection d’une faute ; 2) le temps
de recherche d’un nouveau fournisseur ; et 3) le temps de gel du groupe, c’est-à-dire le temps
de réparation qui consiste à mettre à jour l’état du nouveau fournisseur (comprenant le trans-
fert de la donnée) et les listes de membres de l’ensemble du groupe. Ce troisième temps
correspond à la durée durant laquelle le groupe ne répondra pas aux messages qui lui sont
envoyés (il sont stockés sur le nœud sérialisateur en attente de la fin de la réparation). La
somme de ces trois temps représente la durée de vulnérabilité du groupe : temps pendant
lequel le groupe possède un nombre de membres restreint.
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FIG. 9.11 – Temps de détection en fonction de l’intervalle entre les messages de vie.
Détection de fautes. Nous avons évalué le détecteur de fautes hiérarchique [16] présenté
à la section 3.2 grâce à notre outil d’injection de fautes. Le temps de détection est évalué sur
64 nœuds uniformément répartis dans 4 grappes du projet Grid’5000 : Rennes, Lyon, Gre-
noble et Sophia Antipolis. Pour cette expérimentation nous avons utilisé la version Java de
JUXMEM. Le temps de détection d’une faute dépend du réglage du détecteur. Le principal
paramètre est l’intervalle séparant l’émission de deux messages de vies. La figure 9.11 pré-
sente les temps de détection au sein d’une grappe en fonction de cet intervalle. Il sont en
moyenne égaux à la moitié du temps écoulé entre deux message de vie. Nous avons égale-
ment utilisé la possibilité d’injecter des fautes corrélées afin d’évaluer la détection de fautes
entre les grappes. Nous obtenons des résultats similaires. La figure 9.11 peut être utilisée
pour choisir le bon compromis entre vitesse de détection et nombre de messages utilisés.
Une description approfondie de ces expérimentations ainsi que des résultats détaillés
sont présenté dans [MB06].
Recherche d’un nouveau fournisseur. Les expérimentions ont été effectuées au sein de la
grappe de Rennes, en utilisant la version C de JUXMEM. La configuration utilisée met en
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œuvre un gestionnaire, 4 fournisseurs et un client. Le client alloue une donnée répliquée
sur trois fournisseurs, après un laps de temps, un des fournisseurs est considéré comme
défaillant, il est remplacé par un appel à la fonction int repair(Jxta_id *faulty_peer_id),
fonction normalement appelée par le détecteur de fautes.
Pour la recherche du nouveau fournisseur, nous nous appuyons sur le noyau de JUX-
MEM. Les mécanismes mis en œuvre lors de cette recherche sont détaillés dans [64]. Afin
de trouver un fournisseur différent de ceux déjà présent dans le groupe, nous recherchons
4 fournisseurs. Lors de nos expérimentations nous avons mesuré un temps de recherche de
4.6 ms. Ce temps est indépendant de la taille de la donnée.
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FIG. 9.12 – Temps de gel d’un groupe lors de l’insertion d’un nouveau membre.
Insertion du nouveau fournisseur dans le groupe. Pour mesurer le temps d’insertion du
nouveau fournisseur dans le groupe, nous reprenons la configuration du test précédent. La
figure 9.12 présente les temps d’insertion d’un nouveau fournisseur dans un groupe de 2
fournisseurs en fonction de la taille de la donnée. Ce temps comprend l’envoi de la donnée
et de l’état du protocole de cohérence au nouveau membre, ainsi que l’envoi de la nouvelle
liste de membres à l’ensemble des membres du groupe. Le protocole de cohérence reste gelé
jusqu’à réception des acquittements des membres du nouveau groupe. On remarque que ce
temps est directement lié au temps de transfert de la donnée, donc à sa taille.
9.3 Discussion
Les évaluations présentées ici montrent que les mécanismes de tolérance aux fautes ont
un coût important lorsque l’on considère une donnée accédée au sein d’une seule grappe.
Cependant, elles ont également montré que lorsque des clients situés dans des grappes dif-
férentes accèdent à une même donnée partagée, la présence d’une copie de référence locale
dans chaque grappe pouvait améliorer significativement les performances des accès des dif-
férents clients. De plus dans ces cas-là, la réplication les copies de référence locales au sein
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de leur grappe présente un coût relativement bas.
Les expérimentations comparant une approche non-hiérarchique avec notre approche
hiérarchique mettent en évidence l’intérêt de l’approche hiérarchique pour les performances
des accès aux données partagées sur les grilles de type fédération de grappes.
Enfin, JUXMEM est une plate-forme multi-protocole permettant notamment de comparer
différents protocoles de cohérence. Ainsi, nous avons pu évaluer les bénéfices apportés par









Les travaux présentés dans ce manuscrit s’inscrivent dans le contexte des grilles de cal-
cul. Les grilles de calcul s’imposent comme une solution très intéressante face à la demande
croissante de puissance de stockage et de calcul des applications scientifiques. Elles per-
mettent en effet d’agréger des ressources informatiques afin d’additionner leur espace de
stockage et leur puissance de calcul. Pour obtenir une grille plus puissante, il “suffit” donc
d’ajouter des ressources, c’est-à-dire des nœuds, des grappes de nœuds ou des calculateurs
parallèles. La vision ultime est que l’utilisation de la puissance offerte par toutes ces res-
sources agrégées sera à terme aussi simple que l’utilisation de la puissance électrique fournie
en branchant une prise.
Toutefois, les grilles de calcul ne sont pas encore arrivées à ce niveau de maturité. À ce
jour, l’utilisation d’une grille reste complexe et réservée à des spécialistes. Les principales
difficultés proviennent de la nature même des grilles de calcul : ce sont des architectures
hétérogènes, à grande échelle et dynamiques.
Hétérogénéité. Les grilles permettent d’agréger des ressources de différentes organisations,
mais ces ressources ne sont généralement pas homogènes. Les nœuds peuvent avoir
des architectures matérielles différentes (par exemple 32 bits/64 bits), les systèmes
d’exploitation des nœuds ainsi que les différentes bibliothèques logicielles ou outils
disponibles peuvent varier. Enfin, les équipements réseaux sont eux également très
hétérogènes (Ethernet, Gigabit-Ethernet, Myrinet, etc.). Cette hétérogénéité rend com-
plexe l’utilisation des grilles de calcul.
Grande échelle. Le nombre de ressources composant une grille de calcul peut s’avérer
très grand, Les projets actuels de grilles de calculs comme Grid’5000 [113, 26], Te-
raGrid [126] ou EUROGRID [109] sont composés de milliers voire de dizaines de
milliers de nœuds. De surcroît, ces ressources sont distribuées géographiquement à
l’échelle de pays, voire de continents.
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Dynamicité. Cette difficulté découle en partie de la grande échelle. Plus le nombre de res-
sources utilisées est grand, plus la possibilité d’occurrence de fautes est importante. À
l’échelle des grilles de calcul, les fautes sont donc fréquentes. De plus, la complexité
des réseaux utilisés peut aboutir à des fautes mettant en péril la connectivité, une grille
pouvant alors se retrouver partitionnée. Une partie de la dynamicité est engendrée par
des opérations de maintenance sur des nœuds ou sur l’ensemble des ressources d’une
organisation.
Ces propriétés rendent difficile la mise en œuvre et le déploiement d’applications sur les
grilles de calcul. De nombreux travaux de recherche ont proposé des solutions permettant
de faire face à une partie de ces difficultés et de d’autres sont encore en cours. Des projets
comme Globus [112] proposent un ensemble d’outils facilitant l’exploitation des grilles,
notamment pour la découverte et la localisation de ressources, le transfert de données et
le déploiement d’applications. Cependant, la conception d’applications pour les grilles de
calcul reste complexe.
Même si des solutions ont été apportées pour les transferts de données (GridFTP [1])
ou leur stockage (Internet Backplane Protocol, IBP [11]). Nous avons vu au chapitre 2 que
les solutions existantes ne permettaient pas d’offrir aux applications un service fournissant
un accès transparent aux données partagées en garantissant à la fois leur persistance et leur
cohérence.
Contributions
Notre travail se situe dans le cadre du service de partage de données JUXMEM. Ce ser-
vice offre aux applications la possibilité de partager des données de manière transparente.
Il gère de manière transparente le stockage persistant, la localisation, le transfert et la cohérence
des données. La conception du service de partage de données JUXMEM s’inspire à la fois de
solutions proposées 1) dans le cadre des systèmes pair-à-pair (P2P) pour la localisation des
ressources et des données ; 2) dans le cadre des systèmes à mémoire virtuellement partagée
(MVP) pour les modèles et protocoles de cohérence ; et 3) dans le cadre des systèmes distri-
bués tolérants aux fautes pour la conception de nos mécanismes garantissant la persistance
des données.
Le service de partage de données JUXMEM a fait l’objet d’un dépôt à l’Agence pour la
Protection des Programmes (APP) et est disponible en téléchargement [129].
Au sein de ce service, nous nous somme focalisés sur la gestion de la cohérence des don-
nées et le support pour la tolérance aux fautes. Nous proposons une architecture permettant
une gestion conjointe de la cohérence des données et de la tolérance aux fautes. Les solu-
tions proposées suivent une approche hiérarchique afin de s’adapter aux grilles de calcul. La
section 9.2.2 montre les bénéfices qu’offre une telle approche.
Gestion conjointe de la cohérence des données et la tolérance aux fautes. Nous propo-
sons une architecture logicielle en couches permettant de découpler la gestion de la
cohérence des données de celle de la tolérance aux fautes. Des interfaces générales ont
été mises en place entre ces couches.
Nous avons montré au chapitre 8 que cette approche permet de concevoir des pro-
tocoles de cohérence sans avoir à prendre en compte les mécanismes de tolérance
aux fautes sous-jacents. Il est ainsi possible d’utiliser différentes mises en œuvre des
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couches de tolérance aux fautes avec une même mise en œuvre de protocole de cohé-
rence1.
Pour chaque donnée partagée, il est possible de choisir la mise en œuvre de la couche
de tolérance aux fautes ainsi que le protocole de cohérence utilisé. Le choix s’effectue
à l’allocation de chaque donnée. Cet aspect multi-protocole permet aux applications
de choisir la combinaison la mieux adaptée pour chaque donnée. Nous avons illus-
tré à la section 9.2.3 l’intérêt d’offrir une telle possibilité dans le cas particulier de la
visualisation d’une donnée partagée.
Approche hiérarchique pour la gestion de la cohérence. De nombreux protocoles de cohé-
rence sont basés sur la notion de copie de référence ou utilisent un nœud jouant un rôle
particulier, comme un nœud gestionnaire d’une donnée, chargé de localiser la copie à
jour. Ces protocoles sont mal adaptés à la topologie réseau hiérarchique intraorganisa-
tion/interorganisation des grilles de calcul : si des clients accèdent à une donnée dont
la copie de référence est située au sein d’une organisation différente, les liens interor-
ganisation vont être utilisés pour chaque accès à la copie de référence. Notre approche
consiste à placer un représentant local de la copie de référence d’une donnée au sein
de chaque organisation dans laquelle se trouvent des clients accédant à cette donnée.
Ces représentants locaux, appelés copies de référence locales, agissent comme des caches
et permettent de réduire l’utilisation des liens interorganisation. La présence des co-
pies de référence locales apporte des bénéfices significatifs lors des accès aux données
(section 9.2.2).
Approche hiérarchique pour la gestion de la tolérance aux fautes. Les copies de référence
locales et globales des protocoles de cohérence représentent des entités critiques qu’il
semble judicieux de préserver. Nous proposons des groupes auto-organisants hiérar-
chiques : chaque copie de référence locale au sein d’une organisation est répliquée sur
un groupe de fournisseurs appelé Local Data Group (LDG) ; la copie de référence globale
est répliquée dans un groupe dont les membres sont les copies de référence locales, ce
groupe est appelé Global Data Group (GDG). Chaque donnée se voit ainsi associer un
GDG comprenant plusieurs LDG eux-mêmes composés de nœuds fournisseurs héber-
geant une copie de la donnée.
En annexe, nous présentons une approche probabiliste visant une plus grande échelle
ainsi qu’une plus forte dynamicité. Cette approche met en œuvre un réseau logique pair-
pair malléable.
Réseau logique pair-à-pair malléable. Nous nous sommes intéressé à la réplication dans
des environnements de type pair-à-pair. Les mécanismes de réplication nécessitent
l’utilisation de communication de groupe, notamment la diffusion. Dans les systèmes
pair-à-pair, les communications suivent les chemins entre les pair voisins dans le ré-
seau logique. Le réseau logique que nous proposons est malléable, c’est-à-dire qu’il
rapproche les pairs appartenant à un même groupe. Cela permet d’améliorer les com-
munications entre ces pairs et par conséquent d’améliorer les diffusions au sein des
groupes.
1Ceci suppose cependant que la mise en œuvre de la couche de tolérance aux fautes offre des propriétés de
diffusions atomiques.
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Perspectives
Les travaux que nous avons présentés dans ce manuscrit débouchent sur des perspec-
tives présentées ci-dessous.
Équilibrage de charge
Dans la version actuelle, les protocoles de cohérence client accèdent aux données par
l’intermédiaire de la copie de référence locale. Les requêtes modifiant l’état de cette copie
de référence sont diffusées sur chaque nœud du LDG sur lequel cette copie est répliquée.
Les requêtes ne modifiant pas l’état sont transmises à un seul membre de ce groupe. De
plus, de manière à masquer la réplication du côté client, nous avons choisi que les clients
ne connaissent qu’un représentant du groupe. En cas de défaillance de celui-ci, un nouveau
représentant est recherché.
Une nouvelle approche pourrait consister à permettre au client de connaître tous les
membres du groupe (LDG) ou seulement un sous-ensemble. Il deviendrait ainsi possible
de mettre en place des politiques d’équilibrage de charge lors des requêtes ne modifiant
pas l’état de la copie de référence locale. Plusieurs clients pourraient par exemple récupérer
une copie de la donnée en parallèle sur des nœuds fournisseurs différents. Grâce à cette ap-
proche, les copies mises en place par les mécanismes de réplication à des fins de tolérance
aux fautes pourraient être exploitées pour améliorer les performances des lectures.
Utilisation de codes correcteurs
Les mécanismes de tolérance aux fautes présentés dans ce manuscrit répliquent chaque
donnée dans son intégralité sur plusieurs nœuds fournisseurs afin de pourvoir supporter la
perte de certains d’entre eux. Ces mécanismes sont cependant coûteux en terme d’espace de
stockage, d’autant plus pour les données de grande taille.
Nous n’avons pas exploré des mécanismes de tolérance aux fautes utilisant des codes
correcteurs. Un code correcteur est une technique de codage fondée la redondance d’infor-
mation et utilisée afin de pouvoir corriger des défaillances des transmission de données mais
aussi des supports de stockage. Au sein d’un service de partage de données pour la grille,
cela consisterait à découper les données en blocs, à calculer des blocs de redondance et à
répartir les différents blocs sur plusieurs fournisseurs.
Les codes correcteurs peuvent ainsi offrir un bon équilibrage de charge, notamment lors
des lectures. Cependant, chaque écriture implique le calcul des nouveaux blocs de redon-
dance. Il serait intéressant de mener une étude comparative de ces deux types d’approche.
Notons que l’utilisation de codes correcteurs pour le stockage de la donnée n’est pas
incompatible avec l’utilisation de nos mécanismes de réplication qui serviraient alors à ré-
pliquer l’état du protocole de cohérence (identité du détenteur du verrou, listes d’attentes,
etc.) alors que les codes correcteurs pourraient être utilisés pour le stockage de la donnée
proprement dite.
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Tolérance aux fautes adaptative
Actuellement, les clients du service de partage de données JUXMEM doivent préciser
eux-mêmes les mécanismes de tolérance aux fautes à utiliser, ainsi que le degré de réplica-
tion. De plus, la couche d’adaptation aux fautes ne possède qu’une politique : remplacer les
fournisseurs défaillants. Le degré de réplication d’une donnée ne varie donc jamais.
Le type de mécanisme de tolérance aux fautes à utiliser ainsi que le degré de réplication
devraient pouvoir être déterminés en fonction du niveau de criticité de la donnée et du
degré de risque. L’application pourrait alors fournir un niveau de criticité de la donnée en
fonction des garanties souhaitées en terme de tolérance aux fautes. Par exemple le niveau de
criticité pourrait être : “très critique, ne doit pas être perdue”, “critique”, “non critique”, etc.
Le degré de risque peut être estimé par un module d’observation du système, par exemple en
prenant en compte les fautes survenues récemment, la température des machines, la charge
réseau, etc. Ce degré de risque étant susceptible de changer au cours du temps, la couche
d’adaptation aux fautes pourrait dans certains cas décider de ne pas remplacer un nœud
défaillants, ou au contraire de le remplacer par plusieurs nœuds en prévision de pannes
futures.
Défaillances des clients
Dans notre travail, nous nous sommes focalisés sur les fautes du service de partage de
données, c’est-à-dire sur les défaillances des nœuds hébergeant les données, les nœuds four-
nisseurs. Pour tolérer les défaillances des nœuds clients, nous avons proposé de mettre en
œuvre des mécanismes de points de reprise hiérarchiques. L’intégration des deux solutions
n’est pas triviale. Si les applications utilisant le service de partage de données sont suscep-
tibles d’effectuer des retours en arrière au niveau d’un point de reprise sauvegardé, le service
doit être en mesure de restaurer l’état du protocole de cohérence ainsi que la version de la
donnée qui correspond au moment de la sauvegarde du point de reprise. Ceci implique que
le service conserve plusieurs versions de la donnée et soit informé des sauvegardes de points
de reprise.
Le service de partage de donnée peut en revanche tirer avantage de la possibilité de
retour en arrière des applications : des mécanismes de réplication optimistes peuvent être
mis en place et le service peut alors forcer un retour en arrière de l’application en cas de
perte de la dernière version de la donnée.
Vers les fédérations de grilles
De nombreux projets de grilles sont réalisés à travers le monde. De plus en plus d’initia-
tives visant à relier des grilles entre elles voient le jour. On peut donc penser qu’il existera,
d’ici quelques années, des fédérations de grilles. Notre approche hiérarchique pour la gestion
de la cohérence des données et de la tolérance aux fautes a été conçue pour une hiérarchie
à deux niveaux : intraorganisation et interorganisation. Il semble raisonnable de penser que
deux grilles seront interconnectées, ajoutant ainsi un niveau de hiérarchie dans la topolo-
gie réseau. Une approche basée sur une hiérarchie à deux niveaux sera alors insuffisante.
Ce cas peut également se présenter au sein d’une grille si l’une des organisations est com-
posée de deux sous-organisations possédant chacune une grappe de calculateurs. Il semble
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intéressant de généraliser notre approche hiérarchique à deux niveaux en une approche hié-
rarchique à n niveaux.
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Nous présentons ici un travail effectué dans le cadre d’une collaboration avec Indranil
Gupta et Ramsés Morales de l’université de l’Illinois à Urbana-Champaign (University of
Illinois at Urbana-Champaign ou UIUC) aux États-Unis. Dans le cadre de cette collaboration,
j’ai effectué un séjour d’un mois à Urbana et nous avons reçu à Rennes Ramsés Morales
durant un mois ainsi que Indranil Gupta durant 15 jours. Le travail présenté ici sort donc du
cadre du service de partage de données pour la grille JUXMEM.
Jusque-là, nous nous sommes intéressé à la gestion de la tolérance aux fautes et de la
cohérence des données dans un cadre très précis (JUXMEM) pour une architecture physique
de type grille et des applications scientifiques. Ceci implique de nombreuses contraintes,
comme la présence d’un protocole de cohérence de données offrant des garanties de cohé-
rence aux applications scientifiques. Il existe des cadres dans lesquels les besoins des appli-
cations en terme de garantie et de performance ne sont pas aussi forts. C’est notamment le
cas des applications pair-à-pair collaboratives. En revanche, pour ces dernières, supporter
la volatilité des nœuds est crucial, les nœuds n’étant plus forcément des calculateurs dé-
diés mais des ordinateurs personnels par exemple. Nous avons donc étudié comment offrir
à ce type d’application la possibilité d’avoir des mécanismes de communication de groupe
efficaces à partir du réseau logique pair-à-pair.
Les réseaux logiques pair-à-pair permettent aux applications distribuées de s’exécuter
à grande échelle de manière complètement distribuée et tolérante aux fautes. Cependant
la plupart des réseaux logiques présentés dans la littérature, structurés et non-structurés,
sont inflexibles du point de vue de l’application. En d’autres termes, l’application n’a pas
de contrôle sur la structure du réseau logique qu’elle utilise. Nous proposons le concept
d’un réseau logique malléable et la conception du premier réseau logique malléable que
nous appelons MOVE (pour l’anglais Malleable Overlay). Les caractéristiques des schémas de
communications d’une application distribuée utilisant MOVE peuvent influencer la struc-
ture même du réseau logique. Ceci avec un double but : 1) optimiser les performances des
applications en adaptant le réseau logique, tout en 2) conservant les propriétés de passage à
l’échelle et de tolérance aux fautes des réseaux logiques pair-à-pair. Cette influence peut être
spécifiée explicitement par l’application ou glanée par nos algorithmes. En plus de gérer des
listes de voisins (constituant le réseau) MOVE propose des algorithmes de découverte de
ressources, de propagation des mises à jour et de résistance à la volatilité. Quand l’applica-
tion a peu de besoins de communication, la plupart des liens du réseau logique conservent
leur configuration par défaut ; par contre, quand les schémas de communication de l’appli-
cation deviennent plus exigeants, le réseau logique s’adapte de lui-même en favorisant les
liens entre les entités communicantes.
A.1 Prise en compte des applications au niveau d’un réseau lo-
gique pair-à-pair
A.1.1 Un réseau logique malléable
Il existe deux grandes familles de réseaux logiques pair-à-pair : les réseaux dits structu-
rés, fondés sur des tables de hachage distribuées, comme Pastry et Chord [94, 99] et ceux dits
non-structurés, construits sur des protocoles épidémiques ou d’inondation, comme Freenet,
Gnutella, KaZaA [38, 86, 116]. Ces réseaux logiques pair-à-pair sont bien adaptés à la vola-
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tilité, arrivées et départs de nœuds, et supportent également les grandes échelles de l’ordre
de millions de nœuds.
Cependant, les réseaux logiques structurés ou non structurés, présentent l’inconvénient
d’être inflexibles du point de vue des applications. Les règles et invariants qui servent au
choix et au maintien des nœuds voisins dans le réseau logique sont dictés de manière rigide :
par exemple le choix des voisins est souvent guidé par le résultat d’une fonction de hachage.
Ceci implique que les développeurs d’applications distribuées pair-à-pair doivent soit se
contenter du réseau logique proposé, soit en concevoir un dédié à leur application.
Afin de répondre à ce problème, nous proposons le concept de réseau logique malléable.
Définition A.1 : réseau logique malléable. — Un réseau logique malléable est défini comme
un réseau logique pair-à-pair au sein duquel les caractéristiques des applications distribuées
l’utilisant peuvent influencer la structure même du réseau logique.
Le double but poursuivi par un réseau logique malléable est : 1) optimiser les perfor-
mances des applications utilisatrices à partir du réseau logique, tout en 2) conservant les
propriétés de passage à l’échelle et de tolérance à la volatilité de l’approche réseau logique
pair-à-pair.
Afin de réaliser et d’évaluer le concept de réseau logique malléable, nous avons construit
un réseau logique malléable spécifique que nous avons appelé MOVE. MOVE combine des
éléments d’un réseau logique non structuré avec les caractéristiques des applications. La
structure et le comportement du réseau sont influencés à la fois par le réseau logique non
structuré sous-jacent et par les caractéristiques des applications. Cette influence peut être
1) explicitement spécifiée par les applications, ou 2) due aux caractéristiques détectées auto-
matiquement par nos algorithmes.
Dans les réseaux logiques pair-à-pair, chaque nœud maintient une liste de nœuds voisins.
L’ensemble de ces listes détermine la relation qui connaît qui. Les listes de nœuds voisins ne
contiennent pas tous les nœuds du système mais seulement quelques-uns [41, 27, 99]. MOVE
propose des algorithmes pour la maintenance des listes de voisins, la propagation de mises
à jour, et la résistance à la volatilité. Lorsque les applications ont peu de communications, le
réseau logique maintenu par MOVE ressemble à un réseau logique non-structuré classique.
Par contre, au fur et à mesure que les caractéristiques des applications sont détectables, il
s’adapte à l’application tout en conservant une partie de sa structure par défaut.
Les applications pair-à-pair collaboratives, comme un tableau blanc distribué, un service
de conférence audio et vidéo, un service de gestion de données répliquées ou une plate-
forme de jeux distribuée sont des applications motivantes pour un réseau logique pair-à-
pair comme MOVE. En effet, elles présentent le point commun de reposer sur une notion
de groupe applicatif. Chaque processus applicatif appartient à un ou plusieurs groupes et in-
teragit avec les autres processus des mêmes groupes. Par exemple, les membres d’un même
groupe peuvent partager un état qui doit être mis à jour (le tableau blanc, le tableau de jeu,
les copies d’une donnée répliquée, etc.). Prendre en compte cette notion de groupe au ni-
veau du réseau logique permet de faire profiter toute application de cette optimisation sans
qu’elle ait à le prendre en compte de manière spécifique.
MOVE permet à de telles applications reposant sur la notion de groupe d’influencer le ré-
seau logique qui peut être utilisé conjointement par de multiples applications collaboratives.
Le but du réseau logique MOVE est triple.





FIG. A.1 – Une plate-forme de jeux collaborative.
La connectivité. Le diamètre du graphe du réseau logique doit rester petit afin de permettre
aux requêtes d’être propagées rapidement.
Mises à jour. Les mises à jour au sein des groupes applicatifs doivent être efficaces.
Tolérance à la volatilité. Le réseau doit conserver ses propriétés en présence de volatilité.
L’idée de départ de notre approche est de maintenir sur chaque nœud des listes de voisins
qui par défaut ne contiennent que des liens non-applicatifs, c’est-à-dire des voisins choisis
aléatoirement. Ensuite, lorsque des groupes applicatifs se forment, certains des voisins non-
applicatifs sont automatiquement remplacés par des voisins qui se situent dans le même
groupe applicatif. Un voisin non-applicatif peut soit devenir un voisin applicatif si les voisins
appartiennent au même groupe ou être remplacé par un voisin applicatif.
A.1.2 Exemples de scénarios
Considérons la plate-forme de jeux collaborative à grande échelle représentée par la fi-
gure A.1 comme exemple d’application. Des dizaines de milliers de nœuds répartis sur tout
Internet peuvent participer à cette application. Pour des raisons de performances la taille
des listes de voisins sur chaque nœud doit être bornée. En effet, chaque entrée dans ces listes
correspond à un voisin qui doit être surveillé et dont l’état doit être maintenu à jour. Par
conséquence, chaque nœud n’a qu’une vision partielle de la plate-forme complète. Ceci ne
doit pas avoir un impact négatif sur les propriétés recherchées par l’application comme la
connectivité, l’efficacité de la propagation des mises à jour et la tolérance à la volatilité.
Connectivité. Un réseau logique est dit connecté s’il existe un chemin (succession d’arêtes
ou liens) entre chaque paire de nœuds. Cette propriété est très importante car elle apporte la
garantie que tout nœud peut communiquer avec tout autre nœud dans le réseau.
Un nœud particulier, par exemple le noir sur la figure A.1, peut avoir à rechercher une
partie de jeu spécifique au sein de la plate-forme, par exemple le jeu A. Seulement un sous-
ensemble des nœuds participe à ce jeu, disons quelques dizaines. Il est tout à fait possible
qu’aucun des voisins contenus dans la liste de voisins du nœud noir ne participe à cette
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partie-là. Il faut que l’ensemble de la plate-forme de jeu soit connectée afin de donner un
moyen à tout nœud d’atteindre n’importe quel autre nœud, éventuellement via un long che-
min. La recherche d’un nœud participant au jeu A dépend de l’application : dans la pratique,
cela peut consister à visiter une page sur Internet, à consulter un outil de recherche spécialisé
ou encore a envoyer une recherche de type inondation à travers le réseau logique.
À des fins de performance, le diamètre du réseau doit être aussi petit que possible même
si les listes de voisins sont partielles. Notons cependant qu’il suffit à un nouveau joueur de
localiser un des joueurs d’une partie pour être en mesure de joindre tous les autres nœuds
de la partie.
Mises à jour efficaces. Au cours d’une partie de jeu, les joueurs possèdent chacun la ré-
plique d’un objet représentant l’état courant de la partie : selon l’application, cela peut être
un tableau blanc, une donnée répliquée, etc. Chaque fois qu’un joueur joue, il met à jour
sa réplique de l’objet. Afin que les autres joueurs puissent jouer, ils doivent voir les modi-
fications apportées par le joueur qui vient de jouer. Pour cela, les mises à jour doivent être
propagées de manière efficace au sein d’un groupe applicatif, par exemple le jeu A ou le
jeu B sur la figure A.1. Au niveau du réseau logique, le moyen d’optimiser la vitesse de pro-
pagation de ces mises à jour est de limiter le nombre de sauts dans le réseau logique entre
deux nœuds appartenant au même groupe applicatif.
Tolérance à la volatilité. Parmi plusieurs milliers de nœuds répartis à travers Internet, il
est très probable que quelques-uns subissent une faute ou se retrouvent déconnectés [97].
Au niveau de la plate-forme entière, cela ne doit pas mener à rompre la connectivité du
réseau logique.
Au niveau des groupes applicatifs, de tels événements ne doivent pas stopper les com-
munications : les nœuds restants doivent restés connectés entre eux. D’autre part, le départ
soudain d’un nœud peut supprimer quelques chemins dans le graphe du groupe applicatif
ce qui implique que le diamètre du graphe du groupe risque d’augmenter. Cependant, les
mécanismes de propagation des mises à jours doivent rester efficaces.
A.2 Conception d’un réseau logique pair-à-pair malléable
Le premier but d’un réseau logique est de connecter entre eux les différents nœuds. La
première propriété à remplir est donc la connectivité du réseau. De plus, nous avons souli-
gné, dans la section précédente, l’importance de fournir un support pour des propagations
de mise à jour efficaces au sein des groupes applicatifs. Ceci peut être favorisé en intro-
duisant un peu de regroupement (clustering) au sein du réseau logique. Il est nécessaire de
préserver à la fois la connectivité et le regroupement lorsque l’on prend en compte la nature
dynamique de l’environnement.
Propriétés des graphes aléatoires. Les graphes aléatoires présentent de bonnes propriétés en
terme de connectivité et de distribution de degrés [48, 10]. Par exemple, si chaque sommet
d’un graphe aléatoire de taille N (N grand) a au moins log(N) sommets voisins choisis aléa-
toirement (selon une distribution uniforme) alors le graphe aléatoire aura une très grande















FIG. A.2 – La liste de voisins sur chaque nœud.
probabilité d’être connexe [21]. L’estimation de la taille (N ) d’un système distribué, à grande
échelle, dynamique a fait l’objet de recherches [72]. Cependant, nous visons des échelles de
quelques milliers à quelques dizaines de milliers de nœuds, aussi pouvons-nous prendre une
borne supérieure : 50 liens par nœuds, par exemple, laissent une grande marge de sécurité
pour connecter théoriquement jusqu’à 5×1021 nœuds. Les graphes aléatoires présentent éga-
lement une bonne distribution des degrés. Un réseau logique basé sur un graphe aléatoire
peut bénéficier de cela pour offrir une bonne distribution de charge. Pour toutes ces raisons,
les algorithmes de MOVE essayent de conserver une partie du réseau logique proche d’un
graphe aléatoire.
Les nœuds maintiennent des listes de voisins composées de structures contenant notam-
ment l’identifiant de chaque voisin. Nous appelons ces structures “liens” car elles repré-
sentent les liens logique reliant deux voisins entre eux. Pour chaque nœud, une limite supé-
rieure (l) est imposée sur la taille de la liste de voisins. Cette limite est d’abord initialisée en
fonction d’une estimation de la taille du réseau (elle doit être supérieure au logarithme du
nombre de nœuds présents dans le réseau). Ensuite, pendant l’exécution, cette limite peut
être repoussée si les ressources physiques du nœud le permettent.
Les listes de voisins sont composées de deux types de lien : les liens non-applicatifs et les
liens applicatifs. La figure A.2 représente la liste de voisins d’un nœud.
Liens non-applicatifs. Les liens non-applicatifs sont responsables de maintenir le réseau lo-
gique global proche d’un graphe aléatoire avec un faible degré de regroupement (clustering
degree en anglais). Si l’application est dans un état qui ne nécessite pas de regroupement, par
exemple lors de son initialisation, les listes de voisins ne vont contenir que des liens de type
non-applicatif. Rappelons que les nœuds n’ont pas besoin d’une connaissance globale et que
le nombre de liens non-applicatifs peut varier d’un nœud à l’autre, par exemple en fonction
de leur ressources.
Liens applicatifs. Afin de regrouper ensemble les nœuds qui appartiennent à un groupe i,
chaque membre du groupe i crée ki liens applicatifs vers d’autres membres du groupe i choisis
de manière aléatoire. Ce regroupement favorisera les propagations de mises à jour entre les







FIG. A.3 – Mécanisme de connexion.
applicatif. Le paramètre ki est déterminé par l’application et il doit être au moins dlog(Ri)e,
où Ri est le nombre de membres du groupe i. Le but est de créer un graphe fortement
connecté spécifique au groupe i, c’est-à-dire avec une petite longueur de chemin caracté-
ristique (characteristic path length). La longueur de chemin caractéristique d’un groupe est la
moyenne des longueurs de plus court chemin entre chaque paire de nœuds du groupe.
Politique de remplacement. Quand un lien applicatif pour le groupe i pointant sur le
nœud n doit être créé, il sera ajouté à la liste de voisins selon quatre manières différentes.
1. Si la liste de voisins n’a pas atteint la limite supérieure l, et qu’il n’existe pas déjà de
lien non-applicatif pointant vers n, un nouveau lien sera ajouté à la liste.
2. Si la limite supérieure de la liste de voisins a été atteinte mais que le nœud a suffisam-
ment de ressources disponibles pour maintenir une liste de voisins plus grande, il peut
augmenter la limite supérieure l afin de pouvoir ajouter le lien.
3. Si le nœud ne peut pas augmenter la taille de sa liste, dans ce cas un lien non-applicatif
choisi aléatoirement sera supprimé et le lien applicatif ajouté.
4. Enfin, s’il existe un lien non-applicatif pointant vers n, dans ce cas il est transformé en
lien applicatif.
A.2.1 Conserver la connectivité du réseau
Le compromis entre les bonnes propriétés des graphes aléatoires et celles apportées en
favorisant le regroupement de nœuds peut être réglé en ajustant certains paramètres. Le
premier est la taille maximale de la liste de voisins l sur chaque nœud, qui est maintenue
comme expliqué ci-dessus. La deuxième est ki, qui limite le nombre de liens applicatifs qui
participent au groupe i. Si l −
∑
i
ki est suffisamment grand (en pratique quelques dizaines
pour l’échelle que nous visons), c’est-à-dire que la liste de voisins contient suffisamment de
liens non-applicatifs, les bonnes propriétés des graphes aléatoires sont maintenues malgré
les regroupements de nœuds créés en prenant l’application en compte. D’une autre côté, il
est important de remarquer que
∑
i
ki peut-être plus grand que le nombre de liens applica-
tifs. Cela est dû au fait que certains liens applicatifs peuvent être partagés par de multiples
groupes quand les intersections des groupes sont non vides.
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Un nouveau nœud se connecte sur le réseau logique (par exemple le nœud noir sur la
figure A.3) en contactant un des membres du réseau. Si le nœud qui reçoit la requête de
connexion a suffisamment d’espace libre dans sa liste de voisins, il va répondre en envoyant
sa liste de voisins courante et ajoutera un lien non-applicatif pointant sur le nouveau nœud.
Si la taille de sa liste de voisins a atteint la limite supérieure (ce qui est le cas pour les nœuds
A et B sur la figure A.3), la requête de connexion est retransmise à un voisin choisi aléatoi-
rement. La retransmission de la requête de connexion est associée à une durée de vie maxi-
mum en nombre de saut (Time To Live ou TTL). Si tous les nœuds qui reçoivent la requête de
connexion ont une liste de voisins pleine, le TTL va atteindre 0 et le dernier nœud ayant reçu
la requête de connexion sera forcé d’ajouter un lien non-applicatif vers le nouveau nœud
(en remplaçant un lien non-applicatif). Le nœud acceptant la requête répond en envoyant
sa liste de voisins (le nœud C sur la figure A.3). Le nouveau nœud utilise ensuite la liste de
voisins reçue pour créer sa propre liste.
Le protocole de détection de fautes est basé sur les protocoles de SWIM (pour Scalable
Weakly-consistent Infection-style process group Membership [41]). Le temps est divisé en pé-
riodes de durée T secondes. Chaque nœud envoie à chaque période un message “ping”
à l’un de ses voisins. Le nœud cible est choisi en parcourant un tableau représentant une
permutation aléatoire de la liste de voisins. Chaque fois que le tableau est parcouru com-
plètement, une nouvelle permutation aléatoire est calculée. Le nœud attend une réponse au
message “ping” avec un délai de garde de t (< T ) secondes. Si la réponse n’est pas reçue
à temps, un message “ping” indirect est envoyé à y nœuds. Ces y nœuds vont envoyer un
message “ping” au nœud initialement sélectionné et s’ils reçoivent une réponse, cette der-
nière est retransmise au nœud initiateur du message “ping”. Les messages “ping” indirects
peuvent permettre de contourner des problèmes réseaux temporaires. En revanche, si au-
cune réponse n’est reçue avant la fin de la prochaine période du protocole, le nœud cible est
suspecté d’être défaillant. Au début de chaque période, tous les nœuds qui ont été suspectés
sont supprimés de la liste de voisins.
De manière à obtenir un réseau logique avec un faible coefficient de regroupement et
une bonne distribution des degrés entrant sur les nœuds, toutes les U périodes de protocole
chaque nœud vérifie si la liste de ses liens non-applicatifs a été modifiée. S’il n’y a pas eu
de modifications après U périodes, il envoie un message de connexion à un nœud choisi
aléatoirement. Avec la liste de voisins reçue en réponse, le nœud va essayer de remplacer
une fraction2 choisie aléatoirement de sa liste de voisins. Remarquons que plus U est petit,
plus le remplacement sera significatif et plus vite le réseau logique tendra vers un coefficient
de regroupement faible et stable.
A.2.2 Communication de groupe
Comme expliqué précédemment, quand un nouveau lien applicatif est créé, il en résulte
une suppression d’un lien non-applicatif excepté si le nœud a suffisamment de ressources
pour agrandir la taille de sa liste de voisins. De cette manière, nous gardons sur chaque nœud
presque constant le coût de la maintenance des listes de voisin. De plus, un lien applicatif
peut être partagé. Par exemple, considérons un nœud a qui appartient au groupes i et j.











FIG. A.4 – Le mécanisme de marche aléatoire.
Si le nœud b se connecte aux groupes i et j, un seul lien applicatif est créé avec le nœud a
sachant que ce lien est partagé. Un compte du nombre de partages est tenu à jour pour les
liens partagés.
Marche aléatoire pour les liens applicatifs. Afin de faire face à la nature dynamique de
l’infrastructure et pour éviter des topologies pathologiques (chaîne, anneau, étoile, etc.) qui
peuvent être induites par les occurrences de fautes, il est important de rafraîchir les liens
périodiquement. C’est également utile afin de garantir un court chemin entre deux nœuds
d’un groupe donné. Ajouter O(n) liens non-applicatifs à un graphe possédant n sommets
réduit le diamètre du graphe à O(log(n)) [21, 104]. Ce résultat ne s’applique qu’à des graphes
bidirectionnels. Aussi nous imposons que tous les liens applicatifs soient bidirectionnels.
Quand un lien est créé de a à b, b ajoute également un lien vers a. Si le nœud b supprime
le lien alors le nœud a le supprime également. Quand un lien applicatif est partagé, il est
maintenu tant que le nombre de partages est strictement positif. Quand un lien applicatif
cesse d’être utilisé en tant que tel, il se transforme en lien non-applicatif.
Le graphe est rafraîchi périodiquement par l’exécution des points suivants par chaque
nœud d’un groupe applicatif :
1. lancer une marche aléatoire pour découvrir un nouveau voisin. La marche aléatoire ne
traverse pas plus de TTL nœuds en utilisant les liens applicatifs associés au groupe ;
2. supprimer un ancien lien quand le nouveau est créé.
Bien que le délai de garde entre chaque marche aléatoire soit un paramètre de l’application,
il est important de noter que les nœuds appartenant à un groupe ne sont pas synchronisés.
A.3 Évaluation du réseau logique pair-à-pair MOVE
Nous avons utilisé un simulateur à événements discrets décrit à la section A.3.1 afin
d’évaluer notre réseau pair-à-pair malléable.
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A.3.1 Simulation par événements discrets
Afin d’évaluer le réseau pair-à-pair malléable MOVE (pour l’anglais Malleable OVEerlay),
nous avons choisi de mettre en œuvre un simulateur à événements discrets : MOVESIM. Ce
simulateur comprend 5000 lignes de code Java.
Réalisme du simulateur. MOVESIM peut prendre en paramètre des topologies réseaux gé-
nérées par GT-ITM [25], un générateur reconnu pour sa capacité de produire des topologies
réalistes. Des traces d’applications peuvent également être prises en compte. Ces deux points
permettent d’augmenter le réalisme du modèle simulé et ainsi de rendre les simulations plus
fidèles à la réalité.
But du simulateur. Le but est de simuler le comportement d’un réseau logique pair-à-
pair. Nous nous focalisons sur la gestion des listes de voisins. Le but est de “rapprocher”
les nœuds susceptibles d’avoir de nombreuses communications en réduisant le nombre de
“sauts” qui les séparent. Les groupes de nœuds communicant fréquemment sont appelés
groupes applicatifs. Ce simulateur reproduit donc le comportement de chacun des nœuds
en exécutant nos algorithmes de gestion de listes de voisins. En sortie, une trace d’exécution
est générée ainsi que les matrices représentant les liens entre les nœuds pour chacun des
groupes applicatifs gérés par le réseau malléable. Cela permet d’évaluer la connectivité de
chaque groupe applicatif, en présence ou non de fautes.
Fonctionnement. À l’initialisation : 1) une matrice décrivant les latences/débits réseau
entre les nœuds est créée à partir de la topologie ; 2) une matrice contenant l’état initial de
chacun des nœuds est également calculée ; et 3) des fichiers de configuration et des fichiers de
traces sont utilisés pour générer les événements applicatifs. Ces événements correspondent
aux arrivées et aux départs de nœuds dans le réseau pair-à-pair, aux créations par des nœuds
de groupes applicatifs, aux arrivées et aux départs de nœuds de groupes applicatifs, aux dif-
fusions de messages au sein des groupes applicatifs, et aux déclenchements de délais de
garde. Tous ces événements sont composés : 1) d’une action à exécuter, 2) de l’identifiant du
nœud devant exécuter l’action, et 3) d’une date d’exécution. Ils sont insérés dans une file
d’événements triée selon la date.
Le simulateur itère ensuite en traitant un événement de la file à chaque itération. Pour
chaque événement, le traitement est le suivant.
1. La date de simulation est avancée à la date de l’événement courant.
2. Le simulateur charge l’état du nœud contenu dans l’événement.
3. L’action de l’événement est exécutée.
Chaque action exécutée peut modifier l’état du nœud (sa liste de voisins par exemple) et
générer de nouveaux événements dans la file. Les événements générés en cours d’exécution
sont des réceptions de messages ou des déclenchements de délais de garde.
Quand le temps alloué à la simulation s’est écoulé3, les listes de voisins sont analysées
afin de calculer les matrices de voisinage et les longueurs de chemin caractéristiques de chaque
groupe applicatif.
3La durée de simulation est donnée en paramètre.
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L’ensemble des évaluations présentées ici ont été réalisées avec ce simulateur à événe-
ments discrets. Le but de ces simulations est d’illustrer comment le réseau logique MOVE
s’adapte aux applications, de mesurer la connectivité entre les nœuds appartenant à un même
groupe applicatif, et enfin d’évaluer la résistance du réseau logique face aux fautes.
Les simulations effectuées avec moins de 2000 nœuds utilisent des topologies générées
par le générateur GT-ITM, celles utilisant 2000 nœuds sont réalisées avec une topologie plate,
c’est-à-dire une latence et un débit identique entre chaque nœud.
A.3.2 Adaptation du réseau logique.
Pour analyser comment le réseau logique réagit face aux besoins des applications, nous
lançons des simulations sur un réseau de 520 nœuds en variant le nombre de groupes créés
par les applications. Le paramètre k, correspondant au nombre de liens applicatifs qu’un
nœud essaye de conserver pour chaque groupe, est fixé à 5 pour chacun des groupes sur cha-
cun des membres. Nous observons sur la figure A.5 que le nombre de liens total ne change
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FIG. A.5 – Nombre de liens applicatifs et non-applicatifs dans le réseau logique en fonction
du nombre de groupes.
pas mais que les liens non-applicatifs sont progressivement remplacés par des liens applica-
tifs. MOVE est donc bien un réseau malléable qui adapte sa structure aux applications.
A.3.3 Partage de liens applicatifs.
La transformation de liens non-applicatifs en liens applicatifs illustrée à la section pré-
cédente augmente le coefficient de groupement du réseau. Les liens non-applicatifs sont
responsables du maintient du réseau global, c’est-à-dire de la connectivité entre les nœuds
indépendamment de leur appartenance à un groupe applicatif. Afin de conserver un nombre
maximal de liens non-applicatifs, les liens applicatifs sont partagés lorsque les intersections
des groupes sont non-vides. Nous simulons un réseau de 520 nœuds dans lequel nous créons
60 groupes applicatifs de taille 100 et de paramètre k égal à 5. À des fin de lisibilité, seuls
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100 nœuds sont illustrés sur la figure A.6. Chaque point de l’axe des abscisses représente un























FIG. A.6 – Nombre de liens applicatifs sur chaque nœud.
A.3.4 Connectivité au sein des groupes.
Le but premier de notre approche est de permettre aux nœuds communiquant fréquem-
ment d’être proches au sein du réseau logique. Afin d’évaluer cette connectivité nous simu-
lons un réseau de 2000 nœuds au sein duquel sont créés 50 groupes dont les tailles corres-
pondent à des slices4 de PlanetLab [124]. Pour chaque groupe, le paramètre k est égal au



























FIG. A.7 – Longueur de chemin caractéristique pour 50 Groupes PlanetLab.
caractéristique en fonction de la taille des groupes. Ici, cette longueur reste limitée, elle reste
inférieure à 3.5 pour des groupes de 400 membres. Des simulations effectuées avec des tailles
de groupes aléatoires donnent des résultats équivalents.
4une slice correspond à un ensemble de nœuds virtuels utilisé par une application ou un service.
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A.3.5 Tolérance aux fautes.
Malgré les groupements de nœuds réalisés pour améliorer les communications des appli-
cations, le réseau logique doit rester connecté. Pour évaluer la tolérance à un grand nombre
de fautes simultanées, nous avons configuré les nœuds pour être défaillants (défaillance
franche, ou crash) avec une probabilité p après 2 heures de temps de simulation. Les simula-
tions ont été effectuées sur un réseau de 2000 nœuds comprenant 50 groupes dont les tailles
sont distribuées exponentiellement, et dont les paramètres k sont égaux aux logarithmes des
tailles. Avec cette configuration, le réseau logique reste connecté tant que la probabilité p est
inférieure à 0.5, il supporte donc bien un grand nombre de fautes simultanées.
D’autres évaluations de MOVE sont présentées dans [MMAG06].
A.4 Analyse
Le réseau logique est très important pour les applications qui l’utilisent. Toutes leur com-
munications seront acheminées par lui. Il nous semble donc important que ce réseau prenne
en compte les besoins des applications en terme de communication.
Au cours de cette collaboration, nous avons conçu le réseau logique MOVE que les ap-
plications peuvent influencer afin qu’il s’adapte aux schémas de communications et ainsi
obtenir des communications performantes.
L’évaluation de ce réseau logique montre notamment qu’il est possible d’améliorer les
communications au sein des groupes applicatifs tout en offrant une bonne tolérance à la
volatilité.
Il est intéressant de remarquer que l’on peu utiliser la notion de groupes applicatifs dé-
crite dans cette annexe pour implémenter des groupes de réplication d’une donnée. Alors
que JUXMEM offre des modèles de cohérence forte en s’appuyant sur la hiérarchie, MOVE
peut offrir des modèles de cohérence plus relâchés en se basant sur une approche proba-
biliste. Il est difficile de dire qu’une approche est meilleure que l’autre, en effet il semble
qu’une approche de type MOVE peut viser une échelle un peu plus grande sur des réseaux
de performance moindre, cependant le prix à payer est un relâchement des contraintes de
cohérence des données, les applications visées ne sont donc pas les mêmes.
JUXMEM est adapté à des applications de type scientifique (comme du calcul matriciel),
sur des grilles de calcul. MOVE semble plus adapté à des applications collaboratives sur un
réseau de type Internet.
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Les applications scientifiques d’aujourd’hui, telles les simulations de grands
phénomènes naturels, requièrent une grande puissance de calcul ainsi qu’une importante
capacité de stockage. Les grilles de calcul apparaissent comme une solution permettant
d’atteindre cette puissance par la mise en commun de ressources de différentes organisa-
tions. Ces architectures présentent en revanche des caractéristiques rendant leur program-
mation complexe: elles sont dynamiques, hétérogènes, réparties à grande échelle.
Cette thèse s’intéresse aux problématiques liées à la conception d’un service de partage
de données pour les grilles de calcul. L’objectif est de permettre un accès transparent aux don-
nées, en automatisant la localisation, le transfert, la gestion de la persistance et de la cohérence
des données partagées.
Nous nous sommes plus particulièrement concentrés sur la gestion de la cohérence et de la
persistance des données en environnement dynamique. Dans un tel contexte, assurer la per-
sistance nécessite la mise en place de mécanismes de tolérance aux fautes. Nous proposons
une approche pour gérer conjointement ces deux aspects via une architecture logicielle multi-
protocole permettant de coupler différents protocoles de cohérence avec différents mécan-
ismes de tolérance aux fautes.
Nous proposons une conception hiérarchique de cette architecture, adaptée à la topologie
réseau des grilles de calcul. Ces contributions ont été mises en œuvre au sein du service
de partage de données pour grilles JUXMEM. Les expérimentations menées sur la grille
expérimentale Grid’5000 montrent que notre conception hiérarchique permet d’améliorer
les performances des accès aux données partagées.
