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Abstract
This paper investigates the soft covering lemma under both the relative entropy and the total variation distance as the measures
of deviation. The exact order of the expected deviation of the random i.i.d. code for the soft covering problem problem, is
determined. The proof technique used in this paper significantly differs from the previous techniques for deriving exact exponent
of the soft covering lemma. The achievability of the exact order follows from applying the change of measure trick (which has
been broadly used in the large deviation) to the known one-shot bounds in the literature. For the ensemble converse, some new
inequalities of independent interest derived and then the change of measure trick is applied again. The exact order of the total
variation distance is similar to the exact order of the error probability, thus it adds another duality between the channel coding and
soft covering. Finally, The results of this paper are valid for any memoryless channels, not only channels with finite alphabets.
I. INTRODUCTION
There exist two commonly used different (but dual) approaches for the investigating of the error exponent in the literature,
which are closely related to the approaches used in the theory of large deviation [1], [2];
1) The first one is based on the method of types. This approach is closely related to Sanov’s approach1 in the large deviation
(LD) theory. A comprehensive exposition of this approach for the basic problems can be found in [3].
2) Gallager’s approach [4], which is similar in its spirit to the Cràmer approach in the LD.
While Sanov’s method is more general than the Cramer’s one, the latter has the advantage of being strong enough to find
the exact order of the desired probability (such as the probability of deviating from the zero of the sum of independent r.v.’s).
This observation was made by Bahadur and Rao, see [1]. In the same way, the exact order of random coding bound has been
recently derived in [5], [6], using an approach related to Bahadur-Rao.
Soft covering lemma (also known as channel resolvability) [7]–[9] is another basic problem which has many applications
such as secrecy problems, simulation of channels, etc. Further, it is somehow the dual to the channel coding problem. Recently,
the exact exponent of the soft covering lemma under different measures of closeness has been derived in [10]–[12]. Although
the techniques used in these papers are different, all are based on the method of types and thus the results are limited to
channels with finite alphabets. This motivates us to investigate other techniques similar to those used by Gallager and Cramer.
Fortunately, such approach gives us a new proof which is not only a different proof of the exact exponent that is valid for any
channel with some regularity condition, but leads to the exact order of the soft covering lemma.
The outline of the paper is as follows: after stating the problem in section II, we first present a one-shot upper bound for
soft covering problem using the total variation distance in Subsection III-A, then we present our main results on the exact
order of soft covering lemma using both the total variation distance and relative entropy in the rest of Section III. Section IV
is devoted to the ensemble converse proof of the results, while Section V is devoted to the achievability proof.
II. NOTATIONS AND DEFINITIONS
We follow closely the notation of Verdú’s book, [13], with the exception of using Boldface letters to denote vectors (e.g.
x = (x1, · · · , xn)). Throughout the the paper, the base of the log and exp is e. Also, we use the asymptotic notations such as
O(.),Θ(.),Ω(.) in the paper.
Definition 1 Relative information. Given two measures P and Q on the same probability space such that P ≪ Q, the relative
information ıP ||Q is defined as
ıP‖Q(x) = log
dP
dQ
(x).
Definition 2 Information density. Given a joint distribution PXY , the information density is defined as ıX;Y (x, y) ,
ıPXY ||PX×PY (x, y). Throughout of the paper, we usually omit the subscript, whenever it is clear from the context.
1The general Sanov’s approach is applicable to any random variable. Here by Sanov, we mean the approach used for discrete random variables which is
also based on the method of types.
1Definition 3 For two distributions P and Q such that P ≪ Q, the relative entropy and the total variation (TV) distance are
defined as follows,
D(P ||Q) := E[ıP ||Q(X)] (1)
‖P −Q‖ := E[[exp(ıP ||Q(X))− 1]+] =
1
2
E[| exp(ıP ||Q(X))− 1|] (2)
where X ∼ P , X ∼ Q and [x]+ , max{0, x}.
Definition 4 Given PXY , the α-mutual information Iα(X ;Y ) [13] is defined by
Iα(X ;Y ) =
α
α− 1 logE[E
1
α [exp(αıX;Y (X ; Y˜ ))|Y˜ ]],
where (X, Y˜ ) ∼ PXPY .
A. Problem Statement
Let C = {X(k)}Mk=1 be a random codebook, in which its codewords are generated according to PX . Given a channel PY |X ,
the output distribution PY induced by selecting uniformly an index k from [1 : M] and then transmitting X(k) through the
channel, is
PY (.) :=
1
M
M∑
k=1
PY |X(.|X(k)).
We are interested to evaluate the closeness of the induced distribution PY to PY , where PX → PY |X → PY . We use the
relative entropy and total variation distance to measure the closeness.
III. EXACT SOFT COVERING ORDER
A. Gallager Type one-shot upper bound on TV-distance
We begin the investigation of soft covering problem by stating a Gallager type upper bound on the TV-distance in the
one-shot regime.
Theorem 1 The TV-distance between the induced distribution PY and the desired distribution PY , is upper bounded by
E[‖PY − PY ‖] ≤ 3
2
min
0≤ρ≤ 12
M
−ρ. exp
(
ρI 1
1−ρ
(X ;Y )
)
(3)
Remark 1 The one-shot bound (3) readily implies that the exact exponent of the soft covering lemma for the i.i.d. codebook
[12, Theorem 1] and for the constant-composition codebook [12, Theorem 2] is achievable, respectively. This follows by,
• i.i.d. codebook. In this case, the codewords are drawn from P⊗nX and the channel PY n|Xn =
∏
PY |X is memoryless. In
this setting the assertion of [12, Theorem 1] follows from the identity I 1
1−ρ
(X;Y) = nI 1
1−ρ
(X ;Y ).
• Constant composition codebook. In this case, the codewords are drawn uniformly from the set of all x with the same type
PX , where PX is an n-type. In this setting, the assertion [12, Theorem 2] follows from the inequality I 1
1−ρ
(X;Y) ≤
nIc 1
1−ρ
(X ;Y ), where the Csiszar’s α-mutual information Icα(X ;Y ) is defined as
Icα(X ;Y ) = inf
QY
E[Dα(PY |X=X′ ||QY )]
where X ′ ∼ PX .
Moreover, this exponent is achievable for any memoryless channel (not only the finite discrete memoryless one) with the
assumption that the r.h.s. of (3) is finite.
Remark 2 In a recent work [14] , Mojahedian, et. al. consider wiretap channel PY Z|X and derive a lower bound bound on
the exponent of the TV-distance between the joint distribution PMZ of message M and eavesdropper’s observation Z and the
product distribution PMPZ in term of Csiszar-α-mutual information Iα(X ;Z) (with the same exponent as (3) for the channel
PZ|X ), using a completely different proof.
Remark 3 Duality between Gallager’s bound for channel coding and the exponent of the soft covering. The expression of (3)
is the same as the Gallager’s one [15, Eq. 78] for the channel coding with the exception that ρ is replaced by −ρ.
2Proof: The proof follows from the one-shot bound in [8, Corollary VII.2] with a simple modification. The [8, inequality
(106)] asserts that
E[‖PY − PY ‖] ≤ P[Fc]
+
1
2
E
[√
M−1E[exp(ı(X ;Y ))1{(X,Y ) ∈ F}|Y ]
]
(4)
where (X,Y ) ∼ PXY and F is an arbitrary event2. For any 0 ≤ λ ≤ 1, define
F :=
{
(x, y) : exp(ı(x; y))
≤ (ME[exp(λı(X ;Y ))|Y = y]) 11+λ , κλ
}
(5)
For a given Y = y, we have
P[Fc|Y = y] ≤ M− λ1+λE 11+λ [exp(λı(X ;Y ))|Y = y] (6)
where the inequality follows from the Markov inequality. Next, consider√
M−1E[exp(ı(X ;Y ))|Y = y]1{(X,Y ) ∈ F}
≤
√
M−1κ1−λλ E[exp(λı(X ;Y ))|Y = y] (7)
= M−
λ
1+λE
1
1+λ [exp(λı(X ;Y ))|Y = y] (8)
where we used the definition of F and κλ. Observe that
E[exp(λı(X ;Y ))|Y = y] = E[exp((1 + λ)ı(X ; y))]
by change of measure argument. Using this fact, substituting (6) and (8) in (4) and setting ρ = λ1+λ imply (3).
B. Exact order of Soft covering under relative entropy
In the rest of the paper, we consider the soft covering problem for the memoryless channel PY |X in the n-shot regime,
with the codebook C consisting of Mn = exp(nR) codewords such that the codewords are generated according to the i.i.d.
distribution P⊗nX :=
∏n
k=1 PX . Here we denote the induced distribution with PY n .
Theorem 2 Suppose that R > I(X ;Y ) > 0. Further, assume that the moment generating function of ı(X ;Y ) is finite in the
neighborhood of origin, that is E[exp(τı(X ;Y )] <∞ in the neighborhood of origin. Let
τ∗ = arg max
0≤τ≤1
τR − logE[exp(τıX;Y (X ;Y ))]. (9)
Then
E
[
D(PY n ||P⊗nY )
]
=
{
Θ
(
exp(−nτ∗R)√
n
E
n[exp(τ∗ı(X ;Y ))]
)
τ∗ < 1
Θ (exp(−nR)En[exp(ı(X ;Y ))]) τ∗ = 1
(10)
C. Exact order of Soft covering under TV distance
Definition 5 A channel PY |X is said singular, if Var[ı(X ;Y )|Y ] = 0, almost surly w.r.t. PY .3 Otherwise, the channel is
non-singular.
Theorem 3 Suppose that R > I(X ;Y ) > 0 and E[exp(τı(X ;Y )] <∞ in the neighborhood of origin. Let
ρ∗ = arg max
0≤ρ≤ 12
ρ(R− I 1
1−ρ
(X ;Y )) (11)
To state the exact order, we should distinguish between singular and non-singular channels. We have
E
[‖PY n − P⊗nY ‖]
=
{
Θ
(
n−
β∗
2 exp(−nρ∗(R− I 1
1−ρ∗
(X ;Y ))
)
ρ∗ < 12
Θ
(
exp(−n2 (R− I2(X ;Y ))
)
ρ∗ = 12
(12)
2Cuff [8] only considered specific event F that gives a simple upper bound on the second term in (4). However the analysis is valid for any event F .
3For the discrete channel, this definition is equivalent to the definition of singular channel in [5, Definition 1].
3where β∗ = 1− ρ∗, for the non-singular channels and β∗ = 1 for the singular channels.
Remark 4 Duality. Again, the expression of the (12) is similar to the expression of the exact order of random coding bound
for the channel coding [5], except that ρ is replaced by −ρ. While the expressions are similar, the proofs are quite different.
IV. EXACT ANALYSIS FOR ENSEMBLE CONVERSE
In this section, we present the ensemble converse proof of the Theorem 2 and Theorem 3. The proof is divided to four
main steps. To make the analysis concise, we utilize the idea of Poissonizating the problem, which have been used in [12]
to eliminate the correlation between weakly dependent r.v’s. Using the concentration of the Poisson r.v. around its mean, we
show that the exact order of the relative entropy and TV-distance after Poissonization is the same the main problems for the
fixed rate. So it suffices to find the exact oreder of the Poissonizated problem. To evaluate the exact order of Poissonizated
problem, we use the thinning property of certain Poisson random sum to find lower bounds on the desired parameters. Next,
we further lower bounded bounds in terms of moments of certain r.v. We present these steps in parallel for both the relative
entropy and TV-distance. Then, we continue the analysis separately for these two cases, although the main trick is the same.
We use the change of measure trick in the same way as the one used in the converse proof of the Bahadur-Rao [1] theorem
(i.e. the exact order of the probability of the deviating of a sum from the mean) to find the exact order.
A. Poissonization
By Poissonization, we assume that the number of codewords is not fixed, but is a Poisson random variable, with the mean
close to the size of the codebook. More precisely, we assume that the Poisson-codebook is {X(k)}k∈N, where the codewords
are generated according to P⊗nX . Further, we assume that M is a Poisson r.v. with mean µn = 2 exp(nR).
Let Lm and Vm be the average of the relative entropy and the TV distance, respectively, when the number of codewords is
m, that is
Lm = E
[
D
(
P
(m)
Y ||P⊗nY
)]
(13)
Vm = E
[∥∥∥P(m)Y − P⊗nY ∥∥∥] (14)
where P
(m)
Y (.) :=
1
m
∑m
k=1 PY|X (.|X (k)). We will show that E[LM ] is a good approximation for Lexp(nR). Also E[VM ] is a
good approximation for Vexp(nR). More precisely, we have,
Lemma 1
Lexp(nR) ≥ E [LM ]− nI (X ;Y ) εµn1
2
(15)
Vexp(nR) ≥ E [VM ]− εµn1
2
(16)
where ε 1
2
=
√
2e−
1
2 < 1.
Proof: By Lemma 10 in the Appendix B , the sequence {Lm} is a decreasing sequence of m. Further L1 =
E[D(PY|X=X1 ||PY)] = nI(X ;Y ), because X1 ∼ P⊗nX . Thus,
E [LM ] ≤ L1P[M < exp(nR)] + Lexp(nR)P[M ≥ exp(nR)] (17)
≤ nI (X ;Y ) εµn1
2
+ Lexp(nR). (18)
where the last inequality follows from [16, Theorem 5.4].
Similarly, the sequence {Vm} is decreasing by Lemma 10, thus
E [VM ] ≤ V1P[M < exp(nR)] + Vexp(nR)P[M ≥ exp(nR)] (19)
≤ εµn1
2
+ Vexp(nR). (20)
where we have used V1 ≤ 1.
Let T be a random variable defined by4
T =
1
µn
M∑
k=1
exp (ı (X(k);Y)) . (21)
4It is worthy to note that the randomness in T comes from the randomness of the codebook, poisson r.v. M and the r.v. Y ∼ P⊗n
Y
.
4Lemma 2
E [LM ] ≥ 1
2
E [T logT ]− 1
2µn
(
1 + L2µnµnε
µn
3
2
)
(22)
=
1
2
E [T logT ]−O (exp(−nR)) (23)
where ε 3
2
= e
.5
1.51.5 < 1.
Lemma 3
E [VM ] ≥ 1
4
E
[∣∣∣T − 1∣∣∣]− 1
4
√
µn
− 1
2
εµn3
2
(24)
=
1
4
E
[∣∣∣T − 1∣∣∣]−O(exp(−nR
2
)
)
. (25)
The proofs are Lemma 2 and Lemma 3 are provided in the Appendix C and Appendix D, respectively. Comparing Lemma 1
with Lemmas 2 and 3, we get
Corollary 1
Lexp(nR) ≥
1
2
E [T logT ]−O (exp(−nR)) , (26)
Vexp(nR) ≥
1
4
E
[∣∣∣T − 1∣∣∣]−O(exp(−nR
2
)
)
. (27)
B. Negligibility of the O-terms in the Corollary 1
We show that the O-terms in (26) and (27) are negligible with respect to the exact expressions (10) and (12), respectively.
Thus, it is only required to prove the exact expressions are lower bounds for the expectation terms in the Corollary 1.
Observe that the exact exponent in the exact order (10) is
max
0≤τ≤1
τR − logE[exp(τıX;Y (X ;Y ))] ≤ max
0≤τ≤1
τ(R − I(X ;Y )) (28)
< R (29)
where we used the Jensen inequality for the concave function log x and the assumption I(X ;Y ) > 0. Thus the O-term
O (exp(−nR)) is negligible w.r.t. the exact order (10).
Similarly, the exact exponent in the exact order (12) is
max
0≤ρ≤ 12
ρ(R− I 1
1−ρ
(X ;Y )) ≤ max
0≤ρ≤ 12
ρ(R− I(X ;Y )) < R
2
, (30)
where we used the fact that Is(X ;Y ) is an increasing function of s.
C. Lower bounding using Tinning property of Poisson random sum
Let F be an arbitrary event. To obtain a lower bound on E[T logT ] (for the TV- case, E[|T − 1|]), we split T to two parts
T1 and T2 defined below,
T1 =
1
µn
M∑
k=1
exp (ı (X(k);Y))1 {(X (k) ,Y) ∈ F} (31)
T2 =
1
µn
M∑
k=1
exp (ı (X(k);Y)) 1{(X (k) ,Y) /∈ F} (32)
It is clear that T = T1 + T2. Further conditioned on any instance Y = y, the random variables Uk := exp (ı (X(k);Y))
are i.i.d. So the tinning property of the Poisson random sum
∑M
k=1 Uk, (which is proved in the Appendix G) shows that T1
and T2 are independent given Y = y.
Moreover,
E[T |Y = y] = 1
µn
E
[
E
[
M∑
k=1
exp(ı(Xk;y))
] ∣∣∣M] = 1
µn
E [ME [exp(ı(X1;y))]] =
E[M ]
µn
= 1.
5Thus using the Jensen inequality for the convex function f(x) = x log x, we have
E[T logT |Y] = E[(T1 + T2) log(T1 + T2)|Y] (33)
≥ E
[
(T1 + E[T2|Y]) log(T1 + E[T2|Y])|Y
]
(34)
= E
[
(T1 + 1− E[T1|Y]) log(T1 + 1− E[T1|Y])|Y
]
. (35)
Similarly the Jensen inequality for the convex function f(x) = |x− 1| implies
E
[
|T − 1|
∣∣∣Y] ≥ E[|T1 − E[T1|Y]|∣∣∣Y]. (36)
D. Useful bounds on E[U logU ] and E[|U − E[U ]|] in terms of the moments and their consequences
The following lemma, which is of independent interest, plays the key role in proving the converse for the relative entropy.
Its proof is given in the Appendix A.
Lemma 4 For a positive random variable U with E[U ] = 1, we have
E [U logU ] ≥
E
[
(U − 1)2
]2
2E
[
(U − 1)2
]
+
2
3
E
[
(U − 1)3
] . (37)
Also, the following lemma is the TV-counterpart of the previous lemma.
Lemma 5 For any positive random variable U , we have
E
[∣∣U − E[U ]∣∣] ≥
√√√√√√E
[
(U − E[U ])2
]3
E
[
(U − E[U ])4
] . (38)
Proof: For any r.v. V , we have
E[|V |] 23E[V 4] 13 ≥ E[V 2] (39)
where we have used the Holder inequality. Setting V ← U − E[U ] and rearranging (39) yield (38).
Using Lemma 4, we prove the following lemma in the Appendix E-A.
Lemma 6 For any event F ,
E[T logT ] ≥1
4
min
{
1
µn
E [exp(ı(X;Y)1{X,Y) ∈ F}]
, 3
E [exp(ı(X;Y)1{X,Y) ∈ F}]2
E [exp(2ı(X;Y)1{X,Y) ∈ F}]
}
(40)
where (X,Y) ∼ P⊗nXY .
Also, using Lemma 5, we prove the following lemma in the Appendix E-B.
Lemma 7 For any event F ,
E
[∣∣T − 1∣∣] ≥ E√√√√√ 1E [exp(3ı(X;Y)1{X,Y) ∈ F}|Y]
E [exp(ı(X;Y)1{X,Y) ∈ F}|Y]3 + 3µnE [exp(ı(X;Y)1{X,Y) ∈ F}|Y]
−1
(41)
where (X,Y) ∼ P⊗nXY .
6E. Large deviation type analysis for Relative entropy
To evaluate the bound in Lemma 6, we use the change of measure trick in the same spirit as the one used in the large
deviation for proving Cramer theorem and its extension by Bahadur-Rao, see [1].
Define the tilted distribution PX∗Y∗ via the following Radon-Nikodym derivative,
dPX∗Y∗
dPXY
(x, y) :=
exp(τ∗ı(x; y))
E[exp(τ∗ı(X ;Y ))]
,
exp(τ∗ı(x; y))
S
(42)
where τ∗ was defined in (9). We consider the cases τ∗ < 1 and τ∗ = 1, separately.
Case I: τ∗ < 1. Differentiating the function inside (9) and equalling it to zero gives,
R =
E[ıX;Y (X ;Y ) exp(τ
∗ıX;Y (X ;Y ))]
E[exp(τ∗ıX;Y (X ;Y ))]
= E[ıX;Y (X∗;Y∗)] (43)
Now set,
F := {(x,y) : nE[ıX;Y (X∗;Y∗)] ≤ ıX;Y(x;y)
≤ nE[ıX;Y (X∗;Y∗)] +A} (44)
Here we choose the positive constant A large enough such that P[(X∗,Y∗) ∈ F ] ≥ C√n for some positive constant C, where
(X∗,Y∗) ∼ P⊗nX∗Y∗ . The existence of such A is guaranteed by the application of Berry-Essen CLT to the r.v. ıX;Y(X∗;Y∗) =∑n
i=1 ıX;Y (X∗,i;Y∗,i). Then for τ
∗ < 1 , we have,
E [exp(ı(X;Y))1{X,Y) ∈ F}]
= SnE [exp((1 − τ∗)ı(X∗;Y∗))1{X∗,Y∗) ∈ F}] (45)
≥ Sn exp(n(1− τ∗)E[ıX;Y (X∗;Y∗)])
P [(X∗,Y∗) ∈ F ] (46)
= Sn exp(n(1− τ∗)R)P [(X∗,Y∗) ∈ F ] (47)
where (45) follows by change of measure using the definition of PX∗Y∗ and (46) follows from the definition of the event F .
Similarly we have,
E [exp(2ı(X;Y))1{X,Y) ∈ F}]
= SnE [exp((2 − τ∗)ı(X∗;Y∗))1{X∗,Y∗) ∈ F}] (48)
≤ Sn exp((2− τ∗)(nR +A))P [(X∗,Y∗) ∈ F ] (49)
Substituting (47) and (49) Lemma (6), implies that for some C1 > 0,
E[T logT ] ≥ C1Sn exp(−nτ∗R)P[(X∗,Y∗) ∈ F ] (50)
= Ω
(
exp(−nτ∗R)√
n
E
n[exp(τ∗ı(X ;Y ))]
)
(51)
Putting this in (26) concludes the converse proof of Theorem 2.
Case II: τ∗ = 1. Lemma 13 in the Appendix H implies
R ≥ E[ıX;Y (X ;Y ) exp(ıX;Y (X ;Y ))]
E[exp(ıX;Y (X ;Y ))]
= E[ıX;Y (X∗;Y∗)] (52)
where PX∗Y∗ is defined by (42) with τ
∗ = 1. Now set,
F := {(x,y) : ıX;Y(x;y) ≤ nE[ıX;Y (X∗;Y∗)]} (53)
We have,
E [exp(ı(X;Y))1{(X,Y) ∈ F}] = SnE [1{X∗,Y∗) ∈ F}] (54)
= SnP [(X∗,Y∗) ∈ F ] (55)
where (54) follows by change of measure using the definition of PX∗Y∗ .
Similarly we have,
E [exp(2ı(X;Y))1{X,Y) ∈ F}]
= SnE [exp(ı(X∗;Y∗))1{X∗,Y∗) ∈ F}] (56)
≤ Sn exp(nE[ıX;Y (X∗;Y∗)])P [(X∗,Y∗) ∈ F ] (57)
7Substituting (55) and (57) in Lemma (6), yields
E[T logT ] ≥ 1
4
min
{
1
µn
E [exp(ı(X;Y)1{X,Y) ∈ F}] , 3E [exp(ı(X;Y)1{X,Y) ∈ F}]
2
E [exp(2ı(X;Y)1{X,Y) ∈ F}]
}
(58)
≥ P [(X∗,Y∗) ∈ F ]
4
Snmin
{
1
2
exp(−nR), 3 exp(−nE[ıX;Y (X∗;Y∗)])
}
(59)
≥
(
1
16
+O
(
1√
n
))
Sn exp(−nR) (60)
where the last inequality follows from (52) and the Berry-Esseen approximation P[(X∗,Y∗) ∈ F ] = 12 + O(n−
1
2 ). Putting
this in (26) concludes the converse proof of Theorem 2.
F. Large deviation type analysis for TV-distance
To evaluate the bound in Lemma 7, we use again the change of measure trick, although it is more involved w.r.t. the one
used for the relative entropty.
Define the tilted conditional distribution PX|Y and distribution PY via the following Radon-Nikodym derivatives,
dPX|Y
dPX|Y
(x, y) :=
exp
(
ρ∗
1−ρ∗ ı(x; y)
)
E
[
exp
(
ρ∗
1−ρ∗ ı(X ;Y )
)
|Y = y
] (61)
dPY
dPY
(y) :=
E
1−ρ∗
[
exp( ρ
∗
1−ρ∗ ı(X ;Y ))|Y = y
]
E
[
E1−ρ∗
[
exp( ρ
∗
1−ρ∗ ı(X ;Y ))|Y
]] , (62)
where ρ∗ was defined in (11). Also, for brevity let
S := E
[
E
1−ρ∗
[
exp(
ρ∗
1− ρ∗ ı(X ;Y ))|Y
]]
= exp
(
ρ∗I 1
1−ρ∗
(X ;Y )
)
, (63)
where (X,Y ) ∼ PXY .
We consider the cases ρ∗ < 12 and ρ
∗ = 1, separately.
Case I: ρ∗ < 12 . By Corollary 3 in Appendix H , R and ρ
∗ satisfy the following identity,
R =
1
1− ρ∗E[ıX;Y (X;Y )] − E
[
logE
[
exp(
ρ∗
1− ρ∗ ı(X ;Y ))|Y = Y
]]
(64)
= E[Z] (65)
where the r.v. Z is defined through,
Z :=
1
1− ρ∗ ıX;Y (X;Y )− logE
[
exp(
ρ∗
1− ρ∗ ı(X ;Y ))|Y = Y
]
. (66)
Also for k = 1, · · · , n, let
Zk :=
1
1− ρ∗ ıX;Y (Xk;Y k)− logE
[
exp(
ρ∗
1− ρ∗ ı(X ;Y ))|Y = Y k
]
, (67)
where (X1, Y 1), · · · , (Xn, Y n) are i.i.d and drawn from PX,Y . Now, we compute the expressions appeared in Lemma 7 in
terms of Z1, · · · , Zn. First, consider
E[exp(ı(X;Y))1{(X,Y) ∈ F}|Y = y] = E
[
exp(
ρ∗
1− ρ∗ ı(X;Y))
∣∣∣Y = y]
E
[
exp(
1− 2ρ∗
1− ρ∗ ıX;Y(X;Y))1{(X,Y) ∈ F}
∣∣∣Y = y] (68)
= E2(1−ρ
∗)
[
exp(
ρ∗
1− ρ∗ ı(X;Y))
∣∣∣Y = y]
E[exp((1 − 2ρ∗)
n∑
k=1
Zk)1{(X,Y) ∈ F}|Y = y], (69)
8where (204) follows by change of measure and (205) follows from the definition of Zk. Similarly, we have
E[exp(3ı(X;Y))1{(X,Y) ∈ F}|Y = y] = E[exp( ρ
∗
1− ρ∗ ı(X;Y))|Y = y]
E[exp(
3− 4ρ∗
1− ρ∗ ıX;Y(X;Y))1{(X,Y) ∈ F}|Y = y] (70)
= E4(1−ρ
∗)[exp(
ρ∗
1− ρ∗ ı(X;Y))|Y = y]
E[exp((3 − 4ρ∗)
n∑
k=1
Zk)1{(X,Y) ∈ F}|Y = y]. (71)
Using (69) and (71), the lower bound in Lemma 7 simplifies as follows,
E
(E [exp(3ı(X;Y)1{X,Y) ∈ F}|Y]
E [exp(ı(X;Y)1{X,Y) ∈ F}|Y]3 + 3µnE [exp(ı(X;Y)1{X,Y) ∈ F}|Y]
−1
)− 12
= E
[
E
1−ρ∗ [exp(
ρ∗
1− ρ∗ ı(X;Y))|Y](
E[exp((3 − 4ρ∗)∑nk=1 Zk)1{(X,Y) ∈ F}|Y = Y]
E[exp((1− 2ρ∗)∑nk=1 Zk)1{(X,Y) ∈ F}|Y = Y]3
+
3µn
E[exp((1 − 2ρ∗)∑nk=1 Zk)1{(X,Y) ∈ F}|Y = Y]
)− 12 ]
(72)
= SnE
[(
E[exp((3 − 4ρ∗)∑nk=1 Zk)1{(X,Y) ∈ F}|Y]
E[exp((1 − 2ρ∗)∑nk=1 Zk)1{(X,Y) ∈ F}|Y]3
+
6Mn
E[exp((1 − 2ρ∗)∑nk=1 Zk)1{(X,Y) ∈ F}|Y]
)− 12 ]
(73)
= SnM−ρ
∗
n E
[(
E[exp((3− 4ρ∗)∑nk=1(Zk − E[Z]))1{(X,Y) ∈ F}|Y]
E[exp((1 − 2ρ∗)∑nk=1(Zk − E[Z]))1{(X,Y) ∈ F}|Y]3
+6E[exp((1− 2ρ∗)
n∑
k=1
(Zk − E[Z]))1{(X,Y) ∈ F}|Y]−1
)− 12]
(74)
where
• (69) and (71) yields (72)
• change of measure PY → PY implies (73). Also, here Mn := exp(nR).
• The identity R = E[Z] gives (74).
Now SnM−ρ
∗
n = exp(−nρ∗(R− I 1
1−ρ∗
(X ;Y ))), which is the exponent appeared in Theorem 3. So it is remained to bound
the expectation inside (74) to get the desired pre-factor. Let
P = E
[(
E[exp((3− 4ρ∗)∑nk=1(Zk − E[Z]))1{(X,Y) ∈ F}|Y]
E[exp((1 − 2ρ∗)∑nk=1(Zk − E[Z]))1{(X,Y) ∈ F}|Y]3
+6E[exp((1 − 2ρ∗)
n∑
k=1
(Zk − E[Z]))1{(X,Y) ∈ F}|Y]−1
)− 12]
, (75)
and set
F :=
{
−a ≤
n∑
k=1
(Zk − E[Z]) ≤ 0
}
. (76)
where a is a large enough fixed value, such that P[(X,Y ) ∈ F ] ≥ c√
n
for some c > 0. Then the pre-factor P can be
lower-bounded as follows,
P ≥ E
[(
K1
P[F|Y]2 +
K2
P[F|Y]
)− 12 ]
(77)
9≥ E
[(
K1 +K2
P[F|Y]2
)− 12]
(78)
=
1√
K1 +K2
P[F ] (79)
≥ C√
n
(80)
where K1 = exp(3(1 − 2ρ∗)a), K2 = 6 exp((1 − 2ρ∗)a) and C is a positive constant. Finally, (80) completes the converse
proof of Theorem 3 for the singular channels with τ∗ < 1.
Non-Singular channels:
The choice of F in (76) led to pre-factor scale 1√
n
which is optimal for the singular channels. However there is a gap
between it and the optimal pre-factor scale n−
1−ρ∗
2 for the non-singular channels. Here, we perturb the definition of F to get
the optimal pre-factor scale.
Let
F :=
{
−(a+ 1
2
logn) ≤
n∑
k=1
(Zk − E[Z]) ≤ −1
2
logn
}
(81)
and
G :=

y :
∣∣∣∣∣
n∑
k=1
E[Zk|Y k = yk]− nE[Z]
∣∣∣∣∣ ≤ √n∣∣∣∣∣
n∑
k=1
Var[Zk|Y k = yk]− nE[Var[Z|Y ]]
∣∣∣∣∣ ≤ 12nE[Var[Z|Y ]]∣∣∣∣∣
n∑
k=1
M3[Zk|Y k = yk]− nE[M3[Z|Y ]]
∣∣∣∣∣ ≤ 12nE[M3[Z|Y ]]

(82)
where for a r.v. X , M3[X ] , E[|X −E[X ]|3]. The key property of non-singular channel is that Z is not a function of Y , a.s.
PY . Since PY ≪≫ PY , it is not also a function of Y , a.s. PY . As a result, E[Var[Z|Y ]] and E[M3[Z|Y ]] are strictly positive.
Lemma 8 For large enough n,
1) There exists a constant C0 such that for any y ∈ G,
P
[F|Y = y] ≥ C0√
n
(83)
2) There exists a constant C1 such that
P[Y ∈ G] ≥ C1. (84)
The proof of this lemma is relegated to the Appendix F.
Using Lemma 8, the pre-factor P in (75) is lower-bounded as follows,
P ≥ E
[(
E[exp((3 − 4ρ∗)∑nk=1(Zk − E[Z]))1{(X,Y) ∈ F}|Y]
E[exp((1 − 2ρ∗)∑nk=1(Zk − E[Z]))1{(X,Y) ∈ F}|Y]3
+6E[exp((1 − 2ρ∗)
n∑
k=1
(Zk − E[Z]))1{(X,Y) ∈ F}|Y]−1
)− 12
1
{
Y ∈ G}] (85)
≥ E
(K1n−ρ∗
P[F|Y]2 +
K2n
1
2−ρ∗
P[F|Y]
)− 12
1
{
Y ∈ G}
 (86)
≥ n
− 1−ρ∗2√
K1C
−2
0 +K2C
−1
0
P
[
Y ∈ G] (87)
≥ C1√
K1C
−2
0 +K2C
−1
0
n−
1−ρ∗
2 (88)
where K1 and K2 were defined before, (86) follows from the definition of F , (87) follows from the first item of Lemma 8
and (88) follows from the second item of Lemma 8.
Putting (88) in (74), concludes the converse proof of Theorem 3 for the non-singular channels.
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Case II, ρ∗ = 12 .
It is shown in Appendix H that
R ≥ E[Z] (89)
where Z is defined by (66) with ρ∗ = 12 . Now set,
F :=
{
n∑
k=1
Zk ≤ nE[Z]
}
(90)
Then the lower-bound in Lemma 7 is lower-bounded as follows,
E
(E [exp(3ı(X;Y)1{X,Y) ∈ F}|Y]
E [exp(ı(X;Y)1{X,Y) ∈ F}|Y]3 + 3µnE [exp(ı(X;Y)1{X,Y) ∈ F}|Y]
−1
)− 12
= SnE
[(
E[exp(
∑n
k=1 Zk)1{(X,Y) ∈ F}|Y]
E[1{(X,Y) ∈ F}|Y]3 +
6Mn
E[1{(X,Y) ∈ F}|Y]
)− 12 ]
(91)
≥ SnE
[(
exp(nE[Z])
P[(X,Y) ∈ F|Y]2 +
6 exp(nR)
P[(X,Y) ∈ F|Y]
)− 12 ]
(92)
≥ 1√
7
S
n exp(−nR
2
)P[(X,Y) ∈ F ] (93)
≥ C exp
(n
2
(I2(X;Y ) −R)
)
(94)
where
• (91) follows from (73) (which is valid for any ρ∗) with ρ∗ = 12 ,
• The definition of F gives (92),
• R ≥ E[Z] yields (93),
• Berry-Essen approximation P[(X,Y) ∈ F ] = 12 +O( 1√n ) results in (94).
Finally, this concludes the converse proof for ρ∗ = 12 .
V. EXACT ANALYSIS FOR THE ACHIEVABILITY
A. Relative Entropy
The starting point in the achievability proof is the following well-known upper bound on the relative entropy, ( which is an
one-shot bound, see [17, Appendix IV] among many others),
E
[
D
(
PY||P⊗nY
)] ≤ E[log 1 +M−1n exp(ı(X;Y))] (95)
where Mn := exp(nR). We know proceed to get an almost exact computable expression for the r.h.s. of (95). To do this, we
prove the following general result,
Theorem 4 Let (V1, · · · , Vn) be i.i.d. r.v.’s with Vi ∼ PV and E[V ] < 0. Further, assume that V has finite moment generating
function in the neighborhood of the origin. Let
τ∗ = arg max
0≤τ≤1
logE[exp(τV )] (96)
Then, if τ∗ < 1, we have for some C > 0 which does not depend on n and depends only on τ∗,
E
[
log
(
1 + exp
(
n∑
k=1
Vk
))]
≤ C√
n
E
n[exp(τ∗V )] (97)
Remark 5 The previous technique [17] for bounding the l.h.s. of (95) gives an upper bound with the same exponent but
without the pre-factor 1√
n
.
Setting Vi ← (ıX;Y (Xi;Yi)−R), in Theorem 4 implies (notice that E[V ] = I(X ;Y )−R < 0),
E
[
D
(
PY||P⊗nY
)]
= O
(
exp(−nτ∗R)√
n
E
n[exp(τ∗ı(X ;Y ))]
)
where τ∗ was defined in (9). This completes the proof of the achievability for the case τ∗ < 1. The case τ∗ = 1 is follows
from the known result in [17].
11
Proof of Theorem 4: Define the tilted distribution PV via the following Radon-Nikodym derivative,
dPV
dPV
(v) :=
exp(τ∗v)
E[exp(τ∗V )]
,
exp(τ∗v)
T
(98)
if τ∗ < 1, then the following equation holds,
E
[
V
]
=
E[V exp(τ∗V )]
E[exp(τ∗V )]
=
d
dτ
logE[exp(τV )]
∣∣∣
τ∗
= 0.5 (99)
Now we can write,
E
[
log
(
1 + exp
(
n∑
k=1
Vk
))]
= TnE
[
exp(−τ∗
n∑
k=1
Vk) log
(
1 + exp
(
n∑
k=1
Vk
))]
(100)
where (V 1, · · · , V n) are i.i.d. and distributed according to PV . The equality follows by change of measure.
Let Sn =
1√
n
∑n
k=1 Vk and g(x) := exp (−τ∗x) log (1 + exp (x)). Then we have,
E
[
exp(−τ∗
n∑
k=1
Vk) log
(
1 + exp
(
n∑
k=1
Vk
))]
= E
[
exp
(−τ∗√nSn) log (1 + exp (√nSn))]
=
∫ ∞
−∞
g(
√
nx)dFSn(x) (101)
= g(∞)FSn(∞)− g(−∞)FSn(−∞)
−√n
∫ ∞
−∞
FSn(x)g
′(
√
nx)dx (102)
= −√n
∫ ∞
−∞
FSn(x)g
′(
√
nx)dx (103)
= − 1√
n
∫ ∞
−∞
√
nFSn
(
x√
n
)
g′(x)dx (104)
where (102) follows by integration by part and (103) is due to the fact that g vanishes at ±∞ (this is true, since 0 < τ∗ < 1).
Let σ2 := E
[
V
2
]
and ρ = E
[|V |3]. By the Berry-Esseen theorem [16, Theorem 9.8],
sup
x
|FYσ (x)− FSn(x)| ≤
3ρ
σ3
√
n
,
C1√
n
(105)
where FYσ (x) is the c.d.f. of a mean zero Gaussian random variable Yσ with variance σ
2. Hence∣∣∣∣∫ ∞−∞√nFSn
(
x√
n
)
g′(x)dx
∣∣∣∣ (106)
≤
∣∣∣∣∫ ∞−∞√nFYσ
(
x√
n
)
g′(x)dx
∣∣∣∣ + C1 ∫ ∞−∞ |g′(x)|dx (107)
=
∣∣∣∣∫ ∞−∞√n
(
FYσ
(
x√
n
)
− FY (0)
)
g′(x)dx
∣∣∣∣
+ C1
∫ ∞
−∞
|g′(x)|dx (108)
≤ K
∫ ∞
−∞
|xg′(x)|dx + C1
∫ ∞
−∞
|g′(x)|dx (109)
where (108) holds, since
∫∞
−∞ g
′(x)dx = 0 (because |g′| is integrable and again g vanishes at infinities). Here, K = 1√
2piσ2
is
the upper bound on F ′Yσ = fYσ . It is easy to verify that g
′(x) decays exponentially fast at ±∞. Thus both the integrals inside
(109) are convergent. In summary, we conclude that there exists a constant C depending only on the distribution PV , such that
E
[
exp
(−τ√nSn) log (1 + exp (√nSn))] ≤ C√
n
. (110)
5 It is worthy to mention that if E[V ] > 0, then any tilted distribution with the positive tilted parameter τ , has a positive mean. It follows from the convexity
of the function f(t) = logE[exp(τV )] and the fact that f ′(t) = E[Vτ ], where Vτ is a r.v. with the tilted distribution with the parameter τ .
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B. TV-distance
Theorem 1 implies achievability of the bound (12) without the pre-factor for any ρ∗. As a result, it yields the achievability
of the bound (12) for the case ρ∗ = 12 . So it is only required to investigate the case ρ
∗ < 12 .
As in the proof of Theorem 1, we start with the following n-shot version of the lower bound (4),
E[‖PY − P⊗nY ‖] ≤ P[Fc] +
1
2
E
[√
M
−1
n E[exp(ı(X;Y))1{(X,Y) ∈ F}|Y]
]
(111)
where Mn = exp(nR).
To compute this bound for the appropriate choice of F (will be determined later), we need the following lemma,
Lemma 9 ( [18, Lemma 47] ) Let (V1, · · · , Vn) be i.i.d. zero mean r.v.’s with Vi ∼ PV . Further, assume that V has finite
third moment T3 and non-zero variance σ
2. Then, for any A,
E
[
exp
(
−
n∑
k=1
Vk
)
1
{
n∑
k=1
Vk ≥ A
}]
≤ C√
n
exp(−A) (112)
where C = 2σ (
log 2√
2pi
+ 12T3σ2 ).
We investigate the non-singular channels and singular channels, separately.
1) Non-singular channels: Recall the definitions of PX|Y , PY , S, Z , Zk and ρ
∗ in the equations (61)—(67). Also, let
F :=
{
n∑
k=1
Zk ≤ −1
2
logn
}
(113)
We compute each term of (111) separately. First consider
P[(X,Y) ∈ Fc] = SnE
[
E
ρ∗ [exp(
ρ∗
1− ρ∗ ı(X;Y))|Y = Y]
E[exp(− ρ
∗
1− ρ∗ ıX;Y(X;Y))1{(X,Y) /∈ F}|Y]
]
(114)
= SnE
[
exp(−ρ∗
n∑
k=1
Zk)1
{
n∑
k=1
Zk ≥ nE[Z]− 1
2
logn
}]
(115)
= SnM−ρ
∗
n E
[
exp
(
−ρ∗
n∑
k=1
(Zk − E[Z])
)
1
{
n∑
k=1
(Zk − E[Z]) ≥ −1
2
logn
}]
(116)
≤ C1SnM−ρ
∗
n n
− 1−ρ∗2 (117)
where
• change of measure PXY → PXY implies (114),
• definitions of Zk and F gives (115),
• the identity R = E[Z] gives (116)
• Lemma 9 with Vk ← ρ∗(Zk − E[Z]) and A← − ρ
∗
2 logn yields (117).
Next consider the second term of (111),
E
[√
M
−1
n E[exp(ı(X;Y))1{(X,Y) ∈ F}|Y]
]
(118)
= E
[
M
− 12
n E
(1−ρ∗)
[
exp(
ρ∗
1− ρ∗ ı(X;Y))
∣∣∣Y]E 12 [exp((1− 2ρ∗) n∑
k=1
Zk)1{(X,Y) ∈ F}|Y = Y]
]
(119)
= SnM
− 12
n E

√√√√E[exp((1 − 2ρ∗) n∑
k=1
Zk)1
{
n∑
k=1
Zk ≤ nE[Z]− 1
2
logn
}∣∣∣∣∣Y
]  (120)
≤ SnM−
1
2
n
√√√√E[exp((1− 2ρ∗) n∑
k=1
Zk)1
{
n∑
k=1
Zk ≤ nE[Z]− 1
2
logn
}]
(121)
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= SnM−ρ
∗
n
√√√√E[exp((1 − 2ρ∗) n∑
k=1
(Zk − E[Z])
)
1
{
n∑
k=1
(Zk − E[Z]) ≤ −1
2
logn
}]
(122)
≤ C2SnM−ρ
∗
n n
− 1−ρ∗2 (123)
where
• putting (69) in (118) yields (119),
• change of measure PY → PY and the definitions of Zk and F , imply (120),
• Jensen inequality for the concave mapping x 7→ √x gives (121),
• the identity R = E[Z] gives (122),
• Lemma 9 with Vk ← −(1− 2ρ∗)(Zk − E[Z]) and A← 1−2ρ
∗
2 logn yields (123).
Finally putting (117) and (123) together gives the desired result for the non-singular channels.
2) Singular channel: The Definition of singular channel implies that ıX;Y (X ;Y ) is a function of Y , almost surely PY . For
brevity, let ıX;Y (x; y) := g(y). Then, the definitions of PY and S are reduced to
dPY
dPY
(y) :=
exp (ρ∗g(y))
E [exp (ρ∗g(Y ))]
(124)
S := E [exp (ρ∗g(Y ))]
Also, the identity (65) is reduced to,
R =
1
1− ρ∗E[ıX;Y (X;Y )]− E
[
logE[exp(
ρ∗
1− ρ∗ ı(X ;Y ))|Y = Y ]
]
(125)
= E[g(Y )] (126)
Set,
F := {y : ı(x;y) ≤ nE[g(Y )]} = {y : n∑
k=1
g(yk) ≤ nE[g(Y )]
}
,
where (Y 1, · · · , Y n) ∼ P⊗nY . Now, we compute the terms inside (111). First consider,
P[(X,Y) ∈ Fc] = P
[
n∑
k=1
g(Yk) ≥ nE[g(Y )]
]
(127)
= SnE
[
exp
(
−ρ∗
n∑
k=1
g(Y k)
)
1
{
n∑
k=1
g(Y k) ≥ nE[g(Y )]
}]
(128)
= SnM−ρ
∗
n E
[
exp
(
−ρ∗(
n∑
k=1
g(Y k))− nE[g(Y )]
)
1
{
n∑
k=1
g(Y k)) ≥ nE[g(Y )]
}]
(129)
≤ C1 S
nM−ρ
∗
n√
n
(130)
where
• change of measure PY → PY implies (128),
• the identity R = E[g(Y )] gives (129),
• Lemma 9 with Vk ← −ρ∗(g(Y k)− E[Y ]) and A = 0 yields (130).
Next, consider
E
[√
M
−1
n E[exp(ı(X;Y))1{(X,Y) ∈ F}|Y]
]
= E
[√
M
−1
n E[exp(ı(X;Y))1{ı(X;Y) ≤ nE[g(Y )]}|Y]
]
= E

√√√√M−1n exp( n∑
k=1
g(Yk)
)
1
{
n∑
k=1
g(Yk) ≤ nE[g(Y )]
}
= SnM
− 12
n E
[
exp
(
(
1
2
− ρ∗)
n∑
k=1
g(Y k)
)
1
{
n∑
k=1
g(Y k) ≤ nE[g(Y )]
}]
(131)
14
= SnM−ρ
∗
n E
[
exp
(
(
1
2
− ρ∗)
(
n∑
k=1
g(Y k)− E[g(Y )])
))
1
{
n∑
k=1
g(Y k) ≤ nE[g(Y )]
}]
(132)
≤ C2 S
nM−ρ
∗
n√
n
(133)
where
• change of measure PY → PY implies (131),
• the identity R = E[g(Y )] gives (132),
• Lemma 9 with Vk ← −(12 − ρ∗)(g(Y k)− E[Y ]) and A = 0 yields (133).
Finally putting (130) and (133) together gives the desired result for the singular channels.
APPENDIX A
PROOF OF LEMMA 4
Using the identity u logu+ 1− u = (u− 1)2 ∫ 10 1−t1+t(u−1)dt, we have
E [U logU ] = E [U logU + 1− U ] (134)
= E
[
(U − 1)2
∫ 1
0
1− t
1 + t (U − 1)dt
]
(135)
≥
(
E
[∫ 1
0
(U − 1)2 (1− t) dt
])2
E
[∫ 1
0
(1 + t (U − 1)) (U − 1)2 (1− t) dt
] (136)
=
1
4
E
[
(U − 1)2
]2
1
2
E
[
(U − 1)2
]
+
1
6
E
[
(U − 1)3
] (137)
where (136) follows from Cauchy-Schwarz inequality.
APPENDIX B
MONOTONICITY OF Lm AND Vm
We prove a more general result. Let f : R≥0 7→ R be a convex function with f(1) = 0 and Df (P ||Q) (defined below) is
the f -divergence between P and Q,
Df (P ||Q) := E
[
f
(
dP
dQ
(Z)
)]
where Z ∼ Q.
Let
L
(f)
m := E
[
Df
(
P
(m)
Y ||PY
)]
,
where P
(m)
Y (.) :=
1
m
∑m
k=1 PY |X(.|X(k)), in which (X1, · · · , Xm) ∼ PX ⊗ · · · ⊗ PX .
Lemma 10 L
(f)
m is a decreasing sequence of m.
Proof: Observe that
dP
(m)
Y
dPY
=
1
m
m∑
k=1
exp(ıX;Y (X(k);Y ))
Let
Zi :=
1
m− 1
∑
k 6=i
exp(ıX;Y (X(k);Y )).
Then, we have
dP
(m)
Y
dPY
=
1
m
m∑
i=1
Zi
Using this and the Jensen inequality for the convex function f , we get
L
(f)
m = E
[
Df
(
P
(m)
Y ||PY
)]
(138)
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= E(X1,··· ,Xm,Y )∼PX⊗···⊗PX⊗PY
[
f
(
dP
(m)
Y
dPY
(Y )
)]
(139)
= E
[
f
(
1
m
m∑
i=1
Zi
)]
(140)
≤ 1
m
m∑
i=1
E [f (Zi)] (141)
= E[f(Zm)] (142)
= E
[
f
(
dP
(m−1)
Y
dPY
(Y )
)]
(143)
= L
(f)
m−1 (144)
where (141) follows from Jensen inequality and (142) follows from symmetry.
APPENDIX C
PROOF OF LEMMA 2
Consider,
E [LM ] = E
[(
1
M
M∑
k=1
exp (ı (Xk;Y))
)
log
(
1
M
M∑
k=1
exp (ı (Xk;Y))
)]
(145)
≥ E
[(
1
M
M∑
k=1
exp (ı (Xk;Y))
)
log
(
1
M
M∑
k=1
exp (ı (Xk;Y))
)
1{M ≤ 2µn}
]
(146)
≥ 1
2µn
E
[(
M∑
k=1
exp (ı (Xk;Y))
)
log
(
1
M
M∑
k=1
exp (ı (Xk;Y))
)
1{M ≤ 2µn}
]
(147)
=
1
2µn
E
[(
M∑
k=1
exp (ı (Xk;Y))
)
log
(
1
M
M∑
k=1
exp (ı (Xk;Y))
)]
− 1
2µn
E
[(
M∑
k=1
exp (ı (Xk;Y))
)
log
(
1
M
M∑
k=1
exp (ı (Xk;Y))
)
1{M > 2µn}
]
(148)
=
1
2µn
E
[(
M∑
k=1
exp (ı (Xk;Y))
)
log
(
M∑
k=1
exp (ı (Xk;Y))
)]
− 1
2µn
E [M logM ]
− 1
2µn
E [MLM1{M > 2µn}] (149)
=
1
2µn
E
[(
M∑
k=1
exp (ı (Xk;Y))
)
log
(
M∑
k=1
exp (ı (Xk;Y))
)]
− 1
2
(
logµn +
1
µn
)
− 1
2µn
E [MLM1{M > 2µn}] (150)
=
1
2
E
[(
1
µn
M∑
k=1
exp (ı (Xk;Y))
)
log
(
1
µn
M∑
k=1
exp (ı (Xk;Y))
)]
− 1
2µn
− 1
2µn
E [MLM1{M > 2µn}] (151)
=
1
2
E
[(
1
µn
M∑
k=1
exp (ı (Xk;Y))
)
log
(
1
µn
M∑
k=1
exp (ı (Xk;Y))
)]
− 1
2µn
− 1
2µn
L⌈2µn⌉E [M1{M ≥ ⌈2µn⌉}] (152)
=
1
2
E
[(
1
µn
M∑
k=1
exp (ı (Xk;Y))
)
log
(
1
µn
M∑
k=1
exp (ı (Xk;Y))
)]
− 1
2µn
− 1
2
L⌈2µn⌉P [M ≥ 2µn − 1] (153)
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where
• Identity (145) follows from the definition of relative entropy and the definition of LM in (13),
• Equality (149) follows from the following identity,
E
[(
M∑
k=1
exp (ı (Xk;Y))
)
logM
]
= E
[
logME
[
M∑
k=1
exp (ı (Xk;Y))
∣∣∣M]]
= E [M logM ] (154)
, since E[exp(ı(Xk;Y))] = 1 for any k.
• Inequality (150) follows from the following inequality for the poisson r.v. M ,
E[M logM ] = E[M logµn] + E
[
M log
M
µn
]
≥ µn logµn + E
[
M
(
M
µn
− 1
)]
= µn logµn + 1 (155)
where we used the inequality log x ≤ x− 1, E[M2] = µ2n + µn and E[M ] = µn.
• Similar to (154), equality (151) follows from the following identity
E
[
1
µn
M∑
k=1
exp (ı (Xk;Y))
]
=
1
µn
E[M ] = 1
• (152) follows, because Lk is a decreasing sequence,
• Simple algebraic calculation for the Poisson r.v. M implies (153).
Finally, applying the following tail probability of the Poisson r.v. concludes the proof,
P[M ≥ 2µn − 1] ≤ P
[
M ≥ 3
2
µn
]
≤ εµn3
2
. (156)
APPENDIX D
PROOF OF LEMMA 3
The proof modifies the one given in [12].
Proof:
E [VM ] =
1
2
E
[∣∣∣∣∣ 1M
M∑
k=1
exp (ı (Xk;Y))− 1
∣∣∣∣∣
]
(157)
≥ 1
2
E
[∣∣∣∣∣ 1M
M∑
k=1
exp (ı (Xk;Y))− 1
∣∣∣∣∣1{M ≤ 2µn}
]
(158)
≥ 1
4µn
E
[∣∣∣∣∣
M∑
k=1
exp (ı (Xk;Y))−M
∣∣∣∣∣1{M ≤ 2µn}
]
(159)
=
1
4µn
E
[∣∣∣∣∣
M∑
k=1
exp (ı (Xk;Y))−M
∣∣∣∣∣
]
− 1
4µn
E
[∣∣∣∣∣
M∑
k=1
exp (ı (Xk;Y))−M
∣∣∣∣∣1{M > 2µn}
]
(160)
=
1
4µn
E
[∣∣∣∣∣
M∑
k=1
exp (ı (Xk;Y))− µn
∣∣∣∣∣
]
− 1
4µn
E [|M − µn|]− 1
2µn
E [MVM1{M > 2µn}] (161)
≥ 1
4µn
E
[∣∣∣∣∣
M∑
k=1
exp (ı (Xk;Y))− µn
∣∣∣∣∣
]
− 1
4
√
µn
− 1
2µn
E [M1{M > 2µn}] (162)
≥ 1
4
E
[∣∣∣∣∣ 1µn
M∑
k=1
exp (ı (Xk;Y))− 1
∣∣∣∣∣
]
− 1
4
√
µn
− 1
2
εµn3
2
(163)
where
• Identity (157) follows from the definition of relative entropy and the definition of VM in (14),
• Equality (161) follows from the triangle inequality and the following identity,
E
[∣∣∣∣∣
M∑
k=1
exp (ı (Xk;Y))−M
∣∣∣∣∣1{M > 2µn}
]
= E
[
E
[∣∣∣∣∣ 1M
M∑
k=1
exp (ı (Xk;Y))− 1
∣∣∣∣∣
∣∣∣∣∣M
]
M1{M > 2µn}
]
= 2E[MVM1{M > 2µn}] (164)
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• Inequality (162) follows from E[|X − E[X ]|] ≤ Var[X ] for any r.v. X , Var[M ] = µn and Vk ≤ 1 for any k.
• The inequality leading to (163) is currently proven in (153) and (156).
APPENDIX E
PROOFS OF THE LEMMA 4 AND LEMMA 5
A. Proof of Lemma 4
Write T1 =
∑M
k=1 Zk, where
Zk :=
1
µn
exp (ı (X(k);Y))1 {(X (k) ,Y) ∈ F} .
Utilizing Lemma 4 with U ← T1 + 1− E[T1|Y ] in (35), yields
E[T logT ] ≥ E
[
E
[
(T1 + 1− E[T1|Y]) log(T1 + 1− E[T1|Y])|Y
]]
(165)
≥ E
 E
[
(T1 − E[T1|Y])2 |Y
]2
2E
[
(T1 − E[T1|Y])2 |Y
]
+
2
3
E
[
(T1 − E[T1|Y])3 |Y
]
 (166)
= E
 µ2nE [Z21 |Y]2
2µnE [Z21 |Y] +
2
3
µnE [Z31 |Y]
 (167)
≥ µnE
[
Z21
]2
2(E [Z21 ] +
1
3
E [Z31 ])
(168)
≥ µn
4
min
{
E
[
Z21
]
, 3
E
[
Z21
]2
E [Z31 ])
}
(169)
where (167) is a result of simple algebraic calculations using the moments of the Poisson r.v.M and (168) follows by applying
the Jensen inequality to the jointly convex function f(x, y) := x
2
y .
Next consider,
E
[
Z21
]
=
1
µ2n
E [exp(2ı(X(1);Y)1{X(1),Y) ∈ F}]
=
1
µ2n
E [exp(ı(X;Y)1{X,Y) ∈ F}] ; (170)
E
[
Z31
]
=
1
µ3n
E [exp(3ı(X(1);Y)1{X(1),Y) ∈ F}]
=
1
µ3n
E [exp(2ı(X;Y)1{X,Y) ∈ F}] ; (171)
where the equalities (170) and (171) follow from change of measure, since (X(1),Y) ∼ P⊗nX P⊗nY . Substituting (170) and
(171) in (169) concludes the proof.
B. Proof of Lemma 5
Utilizing Lemma 5 with U ← T1 in (36), yields
E[|T − 1|] ≥ E
[
E
[
|T1 − E[T1|Y]|
∣∣∣Y]] (172)
≥ E
E
[
(T1 − E[T1|Y])2 |Y
]3
E
[
(T1 − E[T1|Y])4 |Y
]
 (173)
= E
[
µ3nE
[
Z21 |Y
]3
µnE [Z41 |Y] + 3µ2nE [Z21 |Y]2
]
(174)
where (174) is a result of simple algebraic calculations using the moments of the Poisson r.v. M . Next consider,
E
[
Z21 |Y
]
=
1
µ2n
E [exp(2ı(X(1);Y)1{X(1),Y) ∈ F}|Y]
18
=
1
µ2n
E [exp(ı(X;Y)1{X,Y) ∈ F}|Y] ; (175)
E
[
Z41 |Y
]
=
1
µ4n
E [exp(4ı(X(1);Y)1{X(1),Y) ∈ F}|Y]
=
1
µ4n
E [exp(3ı(X;Y)1{X,Y) ∈ F}|Y]; (176)
where the equalities (175) and (176) follows from change of measure, since (X(1),Y) ∼ P⊗nX P⊗nY . Substituting (175) and
(176) in (174) concludes the proof.
APPENDIX F
PROOF OF LEMMA 8
A. Proof of item 1:
Using the Berry-Essen theorem for the sum
∑n
k=1 Zk, we get the following approximation for any y ∈ G,
P
[F|Y = y] ≥ P [by ≤ N ≤ cy]− 6 ∑nk=1 M3[Zk|Y k = yk](∑n
k=1 Var[Zk|Y k = yk]
) 3
2
(177)
≥ P [by ≤ N ≤ cy]− d√
n
(178)
where N is the standard normal random variable,
by =
nE[Z]−∑nk=1 E[Zk|Y k = yk]− 12 logn− a√∑n
k=1 Var[Zk|Y k = yk]
, cy =
nE[Z]−∑nk=1 E[Zk|Y k = yk]− 12 logn√∑n
k=1 Var[Zk|Y k = yk]
,
and d = 9
√
8E[M3[Z|Y ]]
E[Var[Z|Y ]] 32
.
Observe that for large enough n
max{|by|, |cy|} ≤
√
2
E[Var[Z|Y ]]
(
1 +
.5 logn+ a√
n
)
≤ 2√
E[Var[Z|Y ]]
, κ.
Hence
P [by ≤ N ≤ cy] =
∫ cy
by
e−
x2
2√
2pi
dx ≥ (cy − by)e
−κ22√
2pi
≥ ae
−κ22√
3piE[Var[Z|Y ]]
.
1√
n
(179)
Putting (178) and (179) together yields that for large enough a,
P
[F|Y = y] ≥ C√
n
(180)
for some constant C.
B. Proof of item 2:
Using Chebyshev inequality, it is easy to show that the probability of violating the second constraint and the third constraint
of (82) is of order O
(
n−.5
)
. Further, the Berry-Essen theorem implies that the probability of deviating of order
√
n from the
mean is lower-bounded by some non-zero constant K . Thus for large enough n, the probability of G is lower bounded by K2 .
APPENDIX G
THINNING PROPERTY OF A RANDOM POISSON SUM
Let X1, X2, · · · be a sequence of i.i.d. random variables with the distribution PX and characteristic function ϕX(t) :=
E[exp(itX)], where X ∼ PX . Let M be a poisson r.v. with mean µ and independent of the sequence (X1, X2, · · · ). Further
let F ⊆ X be a measurable event w.r.t. to PX . The following lemma is related to the thinning property of Poisson random
process [19].
Lemma 11 Let U =
∑M
k=1Xk1{Xk ∈ F} and V =
∑M
k=1Xk1{Xk /∈ F}. Then U and V are independent.
Proof: Let ϕU,V (s, t) := E[exp(i(sU + tV ))], be the joint characteristic function of the pair (U, V ). It suffices to show
ϕU,V (s, t) = ϕU (s)ϕV (t), ∀(s, t) ∈ R2. (181)
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The characteristic function of the random sum U is given by (see [20, Equation 2.4, P. 504])
ϕU (s) = exp(µ(ϕX1{X∈F}(s)− 1)) (182)
Observe that
ϕX1{X∈F}(s) = E[exp(isX1{X ∈ F})] = P[X /∈ F ] + E[exp(isX)1{X ∈ F}] (183)
Hence,
ϕU (s) = exp
(
µ
(
E[exp(isX)1{X ∈ F}]− P[X ∈ F ])) (184)
Similarly,
ϕV (t) = exp
(
µ
(
E[exp(itX)1{X /∈ F}]− P[X /∈ F ])) (185)
Thus,
ϕU (s)ϕV (t) = exp
(
µ
(
E[exp(isX)1{X ∈ F}] + E[exp(itX)1{X /∈ F}]− 1)) (186)
Next consider,
ϕU,V (s, t) = E[exp(i(sU + tV ))] (187)
= E
[
exp
(
i
M∑
k=1
Xk(s1{Xk ∈ F}+ t1{Xk /∈ F})
)]
(188)
= exp
(
µ(ϕX(s1{X∈F}+t1{X/∈F})(1)− 1)
)
(189)
where we have used again the formula [20, Equation 2.4, P. 504] for the Poisson random sum
∑M
k=1Xk(s1{Xk ∈ F}+t1{Xk /∈
F}).
Now observe,
ϕX(s1{X∈F}+t1{X/∈F})(1) = E [exp(iX(s1{X ∈ F}+ t1{X /∈ F}))] (190)
= E [exp(isX)1{X ∈ F}] + E [exp(itX)1{X /∈ F}] (191)
Substituting (191) in (189) and comparing the result with (186) yield (181).
APPENDIX H
ON THE OPTIMUM VALUES τ∗ AND ρ∗
Lemma 12 The mapping G : [0, 1)→ R defined by
G(ρ) := logE
[
E
1−ρ
[
exp
(
ρ
1− ρıX;Y (X ;Y )
) ∣∣∣Y ]] (192)
where (X,Y ) ∼ PXY , is convex.
Proof: Let F (ρ) := E
[
E
1−ρ
[
exp
(
ρ
1−ρ ıX;Y (X ;Y )
) ∣∣∣Y ]]. It suffices to show that for any θ, α, β ∈ [0, 1],
F (θα+ θ¯β) ≤ F (α)θF (β)θ¯ , (193)
where θ¯ = 1− θ. The proof follows from repeatedly applying Jensen inequality, as follows,
F (α)θF (β)θ¯ = Eθ
[
E
1−α
[
exp
(
α
1− αıX;Y (X ;Y )
) ∣∣∣Y ]]Eθ¯ [E1−β [exp( β
1− β ıX;Y (X ;Y )
) ∣∣∣Y ]] (194)
≥ E
[
E
θ(1−α)
[
exp
(
α
1− αıX;Y (X ;Y )
) ∣∣∣Y ]Eθ¯(1−β) [exp( β
1− β ıX;Y (X ;Y )
) ∣∣∣Y ]] (195)
= E
[(
E
θ(1−α)
θ(1−α)+θ¯(1−β)
[
exp
(
α
1− αıX;Y (X ;Y )
) ∣∣∣Y ] (196)
E
θ¯(1−β)
θ(1−α)+θ¯(1−β)
[
exp
(
β
1− β ıX;Y (X ;Y )
) ∣∣∣Y ])θ(1−α)+θ¯(1−β)] (197)
≥ E
[(
E
[
exp
(
θα+ θ¯β
θ(1− α) + θ¯(1− β) ıX;Y (X ;Y )
) ∣∣∣Y ])θ(1−α)+θ¯(1−β)] (198)
= F (θα + θ¯β) (199)
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where (195) and (198) follow from the Holder inequality and the fact that the mapping x 7→ xθ(1−α)+θ¯(1−β) is increasing.
Corollary 2 The function H : [0, 1) 7→ R defined by
H(ρ) =
d
dρ
G(ρ) :=
1
F (ρ)
E
[{
E
1−ρ
[
exp
(
ρ
1− ρıX;Y (X ;Y )
) ∣∣∣Y ]} .− logE
[
exp
(
ρ
1− ρıX;Y (X ;Y )
) ∣∣∣Y ]+ 1
1− ρ .
E
[
ıX;Y (X ;Y ) exp
(
ρ
1−ρ ıX;Y (X ;Y )
) ∣∣∣Y ]
E
[
exp
(
ρ
1−ρ ıX;Y (X ;Y )
) ∣∣∣Y ]

 (200)
is increasing.
Let (Xρ, Yρ) be a pair of tilted random variables defined by the following pair of Radon-Nikodym derivatives,
dPXρ|Yρ
dPX|Y
(x, y) :=
exp
(
ρ
1−ρ ı(x; y)
)
E
[
exp
(
ρ
1−ρ ı(X ;Y )
)
|Y = y
] (201)
dPYρ
dPY
(y) :=
E
1−ρ
[
exp( ρ1−ρ ı(X ;Y ))|Y = y
]
E
[
E1−ρ
[
exp( ρ1−ρ ı(X ;Y ))|Y
]] . (202)
Also let Zρ be a r.v. defined by
Zρ :=
1
1− ρıX;Y (Xρ;Yρ)− logE
[
exp(
ρ
1 − ρı(X ;Y ))|Y = Yρ
]
(203)
Using these definitions, the r.h.s. of the derivative (200) can be simplified as follows,
1
F (ρ)
E
[{
E
1−ρ
[
exp
(
ρ
1− ρıX;Y (X ;Y )
) ∣∣∣Y ]} .− logE
[
exp
(
ρ
1− ρıX;Y (X ;Y )
) ∣∣∣Y ]+ 1
1− ρ .
E
[
ıX;Y (X ;Y ) exp
(
ρ
1−ρ ıX;Y (X ;Y )
) ∣∣∣Y ]
E
[
exp
(
ρ
1−ρ ıX;Y (X ;Y )
) ∣∣∣Y ]


=
1
F (ρ)
E
[{
E
1−ρ
[
exp
(
ρ
1− ρıX;Y (X ;Y )
) ∣∣∣Y ]} .{
− logE
[
exp
(
ρ
1− ρıX;Y (X ;Y )
) ∣∣∣Y ]+ 1
1− ρ .E
[
ıX;Y (Xρ;Yρ)
∣∣∣Yρ = Y ]}] (204)
=E
[
− logE
[
exp
(
ρ
1− ρıX;Y (X ;Y )
) ∣∣∣Y = Yρ]+ 1
1− ρ .E
[
ıX;Y (Xρ;Yρ)
∣∣∣Yρ]] (205)
=E[Zρ] (206)
where (204) and (205) follow from the change of measures PX|Y → PXρ|Yρ and PY → PYρ , respectively.
Now let R > I(X ;Y ) be a fixed number and define,
ρ∗ := arg max
0≤ρ≤ 12
ρ
(
R− I 1
1−ρ (X;Y )
)
= arg max
0≤ρ≤ 12
ρR−G(ρ) (207)
Since G is convex, the function f(ρ) := ρR−G(ρ) gets its maximum either at the end-points 0, 12 or an interior point ρ∗ of
the interval [0, 12 ] such that ρ
∗ = H(ρ∗) = E[Zρ∗ ]. Also ρ∗ 6= 0, because f ′(0) = R− I(X ;Y ) > 0. Therefore, if ρ∗ is not an
interior point, it should be ρ∗ = 12 and it happens, if R ≥ E[Z 12 ] due to the fact that E[Zρ] = H(ρ) is increasing. In summary,
we proved the following,
Corollary 3 We have,
ρ∗ =
{ 1
2 R ≥ E[Z 12 ]
t < 12 R = E[Zt]
(208)
A similar argument shows the following counterpart for the optimization in (9).
Lemma 13 We have
τ∗ =
{
1 R ≥ E[ıX;Y (X1;Y1)]
t < 1 R = E[ıX;Y (Xt;Yt)]
(209)
where (Xτ , Yτ ) is defined via the following Radon-Nikodym derivative,
dPXτYτ
dPXY
(x, y) :=
exp(τıX;Y (x; y))
E[exp(τıX;Y (X ;Y ))]
(210)
21
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