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The aim of this paper is to establish an explicit representation of
the Drazin inverse of a 2 × 2 block matrix M =
(
A B
C D
)
, where
A and D are square matrices, in terms of the Drazin inverses of A
and D. First, we give a formula for the Drazin inverse of M with
the blocks satisfying the conditions BC = 0, BDC = 0, and BD2 = 0.
Further, we derive representations of the Drazin inverse ofM under
less restrictive conditions than those found in the current literature.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The concept of Drazin inverse plays an important role in various ﬁelds like Markov chains, singular
differential and difference equations, iterativemethods, etc. (see [2]). LetA be an n × n complexmatrix.
We denote byN(A),R(A) and rank(A) the null space, the range and the rank of thematrixA, respectively.
The Drazin inverse [2] of A is the unique complex matrix AD satisfying the relations:
ADAAD = AD, AAD = ADA, Ak+1AD = Ak , (1.1)
where k = ind(A), called the index of A, is the smallest nonnegative integer such that rank
(
Ak+1
)
=
rank
(
Ak
)
. We will denote by Aπ = I − AAD the projection on N
(
Ak
)
along R
(
Ak
)
, where k = ind(A). In
the case ind(A) = 1, AD reduces to the group inverse of A, denoted by A#.
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This paper is concerned with the Drazin inverse of matrices partitioned as M =
(
A B
C D
)
where
A and D are assumed square matrices. A problem of great interest in this context is to establish an
explicit representation for the Drazin inverse ofM, in terms of AD and DD, with arbitrary blocks A,B,C
and D. It was posed as an open problem by Campbell andMeyer [2]. Unfortunately, at the present time
there is no known representation for MD with arbitrary blocks. However, a general formula for block
triangular matrices (either B = 0 or C = 0) was given by Meyer and Rose [10] and Hartwig and Shoaf
[7]. The expression [10] for block lower triangular matrices is as follows:
MD =
(
AD 0
0 DD
)
, (1.2)
where
0 =
(
DD
)2 r−1∑
i=0
(
DD
)i
CAiAπ + Dπ
s−1∑
i=0
DiC
(
AD
)i (
AD
)2 − DDCAD, (1.3)
r = ind(A) and s = ind(D).
Therefore, a challenge in this ﬁeld is to extend the Meyer and Rose formula (1.2) to the case B /=0.
Recently, some expressions for MD has been given under some conditions on the blocks, as we list
below:
(i) BC = 0,BD = 0 and DC = 0 (see [5]);
(ii) A = I and DC = 0 (see [3]);
(iii) BC = 0,DC = 0 (or BD = 0) and D is nilpotent (see [6]);
(iv) AAπB = 0,BCAAD = 0,CAπB = 0, and DCAAD = 0 (see [9]);
(v) DπC = C,BCAπ = 0,DCAπ = 0, and conditions involving the powers of AD and D (see [4]).
In this work, we provide explicit expressions for MD that extend the formula (1.2) under weaker
conditions that those adopted in [5,6].
The paper is organized as follows. Main results derived from our work are included in Section 2.
Several special cases are analyzed in Section 3. Finally an illustrative numerical example is considered.
2. Representations for the Drazin inverse of block matrices
Let M =
(
A B
C D
)
be a 2 × 2 block matrix. Throughout the paper, we assume A and D are square
matrices, not necessarily of the same size, with ind(A) = r and ind(D) = s. Before the main results, we
will introduce the sequence of matricesk which extend thematrix0 appearing in the formula (1.2)
for block triangular matrices. The following auxiliary lemma is concerned to some properties of the
sequence k that will be used in the next theorem.
Lemma 2.1. Let for all k  0
k =
(
DD
)2 r−1∑
i=0
(
DD
)i+k
CAiAπ + Dπ
s−1∑
i=0
DiC
(
AD
)i+k (
AD
)2 − k∑
i=0
(
DD
)i+1
C
(
AD
)k−i+1
. (2.1)
Then we have
(i) k = Dk+1 + C
(
AD
)k+2
.
(ii) k = k+1A +
(
DD
)k+2
C.
(iii) k+1 = DDk +0
(
AD
)k+1
.
If BC = 0, BDC = 0, and BD2 = 0, we have
(iv) Bk = 0.
(v) BDk = 0.
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Proof
(i) Let k  0. Starting from the expression (2.1) of k and rearranging the terms, we get
Dk+1=
r−1∑
i=0
(
DD
)i+k+2
CAiAπ + Dπ
s−1∑
i=1
DiC
(
AD
)i+k+2
−
k+1∑
i=1
(
DD
)i
C
(
AD
)k−i+2 − DDDC (AD)k+2
=
r−1∑
i=0
(
DD
)i+k+2
CAiAπ + Dπ
s−1∑
i=0
DiC
(
AD
)i+k+2
−
k∑
i=0
(
DD
)i+1
C
(
AD
)k−i+1 − C (AD)k+2
=k − C
(
AD
)k+2
.
(ii) It can be proved following similar steps to those in the property (i).
(iii) By the definition of matrices k , we can write
k+1 = DD
⎡
⎣r−1∑
i=0
(
DD
)i+k+2
CAiAπ −
k+1∑
i=1
(
DD
)i+1
C
(
AD
)k−i+2⎤⎦
+
⎡
⎣−DDCAD + Dπ s−1∑
i=0
DiC
(
AD
)i+1⎤⎦(AD)k+1 = DDk +0 (AD)k+1 .
(iv)–(v) By using the conditions BC = 0, BDC = 0, BD2 = 0, and considering Dπ = I − DDD, it is easy to
check the relations (iv) and (v). 
We now present the main result of this paper.
Theorem 2.2. Let M =
(
A B
C D
)
where A and D are square matrices with ind(A) = r and ind(D) = s. If we
assume
BC = 0, BDC = 0, and BD2 = 0,
then we have
MD =
⎛
⎜⎜⎝
AD
(
AD
)3 (
AB + BD)
0 DD +
(
DD
)3
CB +2
(
AB + BD)
⎞
⎟⎟⎠ , (2.2)
where k as in (2.1), and ind(M)  r + s + 2.
Proof. LetMD be deﬁned as in (2.2).Wewill prove that thismatrix veriﬁes the conditions of the Drazin
inverse given in (1.1). First, we prove thatMMD = MDM. Since BC = 0 and BD2 = 0, by using the Lemma
2.1 (iv) to simplify the expressions of the (1,1)-block and the (1,2)-block, we get
MMD =
⎛
⎝ AAD
(
AD
)2 (
AB + BD)
CAD + D0
(
MMD
)
22
⎞
⎠ ,
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where(
MMD
)
22
= DDD +
[
C
(
AD
)2 + (DD)2 C + D2A
]
B +
[
C
(
AD
)3 + D2
]
BD
and
MDM =
⎛
⎜⎜⎝
AAD
(
AD
)2 (
AB + BD)
0A + DDC DDD +0B +
[(
DD
)3
C +2A
]
BD
⎞
⎟⎟⎠ .
So, the identity is clear for the (1,1)-block ofMMD andMDM and the same for the (1,2)-block. Now,
by using suitably the properties (i) and (ii) of Lemma 2.1, we get the following relations:
CAD + D0 = 0A + DDC, (2.3)
C
(
AD
)2 + (DD)2 C + D2A = 0, (2.4)
C
(
AD
)3 + D2 = (DD)3 C +2A. (2.5)
From the identity (2.3), we get the same expression for the (2,1)-block inMMD and inMDM. By using
the identities (2.4) and (2.5), we have that the lower diagonal blocks in MMD and in MDM are equal.
Therefore we concludeMMD = MDM.
Next we will prove that
(
MD
)2
M = MD. First, we obtain the following expression for
(
MD
)k
,
(
MD
)k =
⎛
⎜⎜⎝
(
AD
)k (
AD
)k+2 (
AB + BD)
k−1
(
DD
)k + (DD)k+2 CB +k+1 (AB + BD)
⎞
⎟⎟⎠ , k  1. (2.6)
It follows by induction on integer k  1, from BD2 = 0 and the identities (iii), (iv) and (v) of Lemma
2.1. Thus, by using the expression (2.6) for k = 2 and the hypothesis of the theorem, we compute
(
MD
)2
M =
⎛
⎜⎜⎝
AD
(
AD
)3 (
AB + BD)
1A +
(
DD
)2
C DD +1B +
(
3A +
(
DD
)4
C
)
BD
⎞
⎟⎟⎠
=
⎛
⎜⎝A
D
(
AD
)3 (
AB + BD)
0 DD +2
(
AB + BD)+ (DD)3 CB
⎞
⎟⎠ = MD.
The last equality holds by property (ii) of Lemma 2.1.
Finally, we will prove that Mk+1MD = Mk for k  r + s + 2. It follows from the hypothesis of the
theorem, by induction on k  2, that
Mk =
⎛
⎜⎜⎝
Ak Ak−2
(
AB + BD)
k−1∑
i=0
DiCAk−i−1
k−3∑
i=0
Dk−i−3CAi
(
AB + BD)+ Dk−2 (CB + D2)
⎞
⎟⎟⎠ . (2.7)
Throughout thepaperwhenever the lower limit of a sum is greater than its upper limit, it is assumed
that the sumisequal0. Thus,wecomputeMk+1MD byusing theexpression (2.7) forMk+1. FromBD2 = 0
it deduces Bk = 0 (Lemma 2.1 (iv)) and BDk = 0 (Lemma 2.1 (v)), therefore it follows:
Mk+1MD =
⎛
⎝Ak+1AD Ak
(
AD
)2 (
AB + BD)
Z1 Z2
⎞
⎠ , (2.8)
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where
Z1 :=
k∑
i=0
DiCAk−iAD + Dk+10, (2.9)
Z2 :=
⎡
⎣ k∑
i=0
DiCAk−i
(
AD
)3 + Dk+12
⎤
⎦(AB + BD)+ Dk+1 (DD + (DD)3 CB) . (2.10)
Because k  r + 2
(
Ak+1AD = Ak ,Ak+1
(
AD
)3 = Ak−2) we observe that the (1,1)-block in Mk+1MD
and inMk (for k  r + 2) are equal and the same for (1,2)-block. So, we focus on the other blocks.
Now, by using the expression (1.3) for 0, we compute
Dk+10 =
r−1∑
i=0
Dk−1
(
DD
)i
CAiAπ − DkCAD =
k−1∑
i=0
Dk−1
(
DD
)i
CAiAπ − DkCAD, (2.11)
if k min{r, s + 1}.
The last two equalities hold because k  s + 1
(
Dk+1DD = Dk
)
and k  r
(
AkAπ = 0
)
. Now, substi-
tuting (2.11) in Z1 and rearranging terms suitably, we have
Z1 =
k∑
i=0
DiCAk−iAD + Dk+10 =
k−1∑
i=0
DiCAk−i−1 if k min
{
r, s + 1} ,
which is the expression of the (2,1)-block ofMk .
Finally, we analyze Z2 for k  r + s + 2. From (2.10), we can write
Z2 =
⎡
⎣ k∑
i=0
DiCAk−i
(
AD
)3 + Dk+12
⎤
⎦(AB + BD)+ Dk−2 (D2 + CB) . (2.12)
Now, by using the expression (2.1) for 2 and since k  r + s + 2, we get
k∑
i=0
DiCAk−i
(
AD
)3 + Dk+12
=
k∑
i=0
DiCAk−i
(
AD
)3 + r−1∑
i=0
Dk−i−3CAiAπ −
2∑
i=0
Dk−iC
(
AD
)3−i
=
k−3∑
i=0
Dk−i−3CAiAAD +
r−1∑
i=0
Dk−i−3CAiAπ
=
k−3∑
i=0
Dk−i−3CAi. (2.13)
Finally, by substituting the expression (2.13) in (2.12), we get that Z2 is equal to the lower diagonal
blockofMk . Soweconclude thatMk+1MD = Mk fork  r + s + 2and ind(M)  r + s + 2. This completes
the proof. 
We remark that in the previous result we provide an upper bound for the index of M. A complete
study of the index of a block triangular matrix is given in [1].
The following result is a straightforward application of the previous theorem.
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Corollary 2.3. Let M =
(
A B
C D
)
where A and D are square matrices with ind(A) = r and ind(D) = s. If
BC = 0 and BD = 0, then
MD =
⎛
⎝AD (AD)2 B
0 DD +1B
⎞
⎠ , (2.14)
where i, i = 0, 1, as in (2.1).
We remark that the above result extends the formula of Meyer and Rose (B = 0, [10]) and it recov-
ers the case BC = 0, BD = 0, and DC = 0 (given in [5]) and the case BC = 0, BD = 0, and D nilpotent
(considered in [6]).
In order to provide new representations for the Drazin inverse of M, we consider the following
additive result given in [8].
Lemma 2.4 [8]. Let P and Q be square complex matrices such that QP = 0. Then
(
P + Q )D = Pπ k−1∑
i=0
Pi
(
QD
)i
QD + PD
k−1∑
i=0
(
PD
)i
Q iQπ,
where max{ind(P), ind(Q )}  k  {ind(P) + ind(Q )}.
Theorem 2.5. Let M =
(
A B
C D
)
where A and D are square matrices with ind(A) = r and ind(D) = s. If
BDπC = 0, BDDD = 0, and DDπC = 0, then
MD =
⎛
⎜⎜⎜⎝
AD
s−1∑
i=0
(
AD
)i+2
BDi
0 DD +
s−1∑
i=0
i+1BDi
⎞
⎟⎟⎟⎠ ,
where, for k  0,
k =
r−1∑
i=0
(
DD
)i+k+2
CAiAπ + DπC
(
AD
)k+2 − k∑
i=0
(
DD
)i+1
C
(
AD
)k−i+1
. (2.15)
Proof. We splitM = P + Q , where
P :=
(
A BDπ
C D2DD
)
, Q :=
(
0 BDDD
0 DDπ
)
.
Since BDDD = 0 andDDπC = 0we haveQP = 0.Moreover,Q is s-nilpotent
(
Qk =
(
0 0
0 DkDπ
)
, k  1
)
and thus QD = 0 and Qπ = I. Then, from Lemma 2.4 it follows:
MD = (P + Q )D = PD s−1∑
i=0
(
PD
)i
Q i. (2.16)
On the other hand, since BDDD = 0 and BC = 0, we can observe that the matrix P is in the conditions
of Corollary 2.3. Then, by using the expression (2.6), we have
(
PD
)i =
⎛
⎜⎝
(
AD
)i (
AD
)i+1
BDπ
i−1
(
DD
)i +iBDπ
⎞
⎟⎠ , i  1,
wherei as in the statement of this theorem. Finally, by computing
(
PD
)i+1
Qi and substituting in the
formula (2.16), we get the ﬁnal representation forMD. 
As special case of the Theorem 2.5 we have the next corollary.
1902 E. Dopazo, M.F. Martínez-Serrano / Linear Algebra and its Applications 432 (2010) 1896–1904
Corollary 2.6. Let M =
(
A B
C D
)
be such that ind(D) = 1. If BC = 0 and BDD# = 0, then
MD =
⎛
⎝AD (AD)2 B
0 D# +1B
⎞
⎠ ,
wherek , k = 0, 1, as in (2.15).
Following the same strategy as in the proof of the preceding result, we derive a new representation
forMD.
Theorem 2.7. Let M =
(
A B
C D
)
where A and D are square matrices with ind(A) = r and ind(D) = s. If
BD = 0, DπCA = 0, and DπCB = 0, then
MD =
⎛
⎝AD + (AD)3 BC (AD)2 B
0 +2BC DD +1B
⎞
⎠ ,
where
k =
r−1∑
i=0
(
DD
)i+k+2
CAiAπ −
k∑
i=0
(
DD
)i+1
C
(
AD
)k−i+1
, k = 0, 1. (2.17)
Proof. We consider
P :=
(
A BDπ
DDDC D
)
, Q :=
(
0 BDDD
DπC 0
)
.
ThenM = P + Q . Since BD = 0,DπCA = 0, andDπCB = 0,we haveQP = 0.We also observe thatQ2 = 0.
Hence, applying the formula of Lemma 2.4, we can write
MD = (P + Q )D = PD + (PD)2 Q . (2.18)
Moreover, the matrix P is in the conditions of Corollary 2.3. Then we have the expression for PD
PD =
⎛
⎝AD (AD)2 B
0 DD +1B
⎞
⎠ ,
wherei as in (2.17). Now, by computing
(
PD
)2
Q and substituting in the formula (2.18), we conclude
the ﬁnal representation forMD. 
An immediate corollary follows from the previous theorem.
Corollary 2.8. Let M =
(
A B
C D
)
where A and D are square matrices with ind(A) = r and ind(D) = s. If
BD = 0 and DπC = 0, then
MD =
⎛
⎝AD
(
AD
)2
B
0 DD +1B
⎞
⎠ ,
wherek , k = 0, 1, as in (2.17).
3. Special cases. Numerical example
Special cases
We analyze some special cases for which we derive simpler representations for MD.
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(a) Case A be r-nilpotent. Thus, AD = 0,Aπ = I and the sequences of matrices appearing in (2.1), (2.15),
and (2.17) admit the following expression:
k = k =k =
r−1∑
i=0
(
DD
)i+k+2
CAi, k  0.
If we specialize the results of the preceding section, assuming A nilpotent, we obtain the following
representation forMD:
MD =
(
0 0
X1 X2
)
. (3.1)
Case (a1) If BC = 0, BDC = 0, and BD2 = 0, thenMD admits the expression (3.1) where
X1 = 0, X2 = DD +
(
DD
)3
CB +2
(
AB + BD) .
Case (a2) If BD = 0, DπCA = 0, and DπCB = 0, thenMD admits the expression (3.1) where
X1 =0 +2BC, X2 = DD +1B.
(b) CaseD be s-nilpotent. Then thematrices appearing in (2.1), (2.15), and (2.17) admit the expressions,
k =
s−1∑
i=0
DiC
(
AD
)k+i+2 = 0 (AD)k , k = C (AD)k+2 , k = 0, k  0.
Case (b1) If BC = 0, BDC = 0, and BD2 = 0, then
MD =
⎛
⎜⎝AD
(
AD
)3 (
AB + BD)
0 0
(
AD
)2 (
AB + BD)
⎞
⎟⎠ .
Case (b2) If BC = 0 and DC = 0, then
MD =
⎛
⎜⎜⎜⎝
AD
s−1∑
i=0
(
AD
)i+2
BDi
C
(
AD
)2
C
s−1∑
i=0
(
AD
)i+3
BDi
⎞
⎟⎟⎟⎠ .
Case (b3) If BD = 0, CA = 0, and CB = 0, then
MD =
⎛
⎝AD + (AD)3 BC (AD)2 B
0 0
⎞
⎠ .
We remark that if D is nilpotent, BC = 0 and BD = 0, by applying Corollary 2.3 or the expression
obtained in Case (b1) we get the representation given in [6, Lemma 2.2].
Numerical example
Now we present an illustrating example which cannot be derived from the conditions given in
[5,6,9]. However, we can apply the formula given in Theorem 2.2 to obtainMD.
LetM =
(
A B
C D
)
where
A =
(
1 2
0 0
)
, B =
(
0 0 0 3
0 0 0 4
)
, C =
⎛
⎜⎜⎝
1 0
0 1
0 0
0 0
⎞
⎟⎟⎠ , D =
⎛
⎜⎜⎝
1 1 −1 0
1 0 0 0
1 7 −2 1
0 0 0 0
⎞
⎟⎟⎠ .
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It can be checked that:
(i) DC /=0, soM does not satisfy the conditions given in [5, Theorem 5.3].
(ii) D is not nilpotent, thus it does not satisfy conditions given in [6, Lemma 2.2].
(iii) CAπB /=0, so it does not satisfy [9, Theorem 2.1].
On the other hand, we can observe that BC = 0, BDC = 0 and BD2 = 0. Thus, by applying Theorem 2.2
we obtain
MD =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 2 0 0 0 11
0 0 0 0 0 0
0 1 0 1 0 7
2/5 7/5 −2/5 1/5 1/5 39/5
7/5 17/5 −7/5 6/5 1/5 109/5
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
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