Abstract-This brief establishes easy-to-verify necessary and sufficient conditions for global asymptotic stability of a class of continuous time planar systems which are subject to state saturation nonlinearities on both its state variables.
I. INTRODUCTION
Recently there has been a surge of interest in a class of nonlinear systems-dynamical systems with saturation type nonlinearities [1] . Examples of systems involving saturation nonlinearities are actuators and sensors in control designs, digital filters implemented in finite wordlength format [1] ; electric power systems with hard-limits on power inputs, field voltages, and currents [2] ; mechanical systems with limits on position and speed, control systems having saturation on states; neural networks defined on hypercubes, etc. In such cases, a linear model cannot describe the global dynamics of the overall system. Our objective in this brief is to deal with a specific type of saturation problem, namely, the state saturation nonlinearities.
In most physical systems, the states are constrained to stay within a bounded set due to physical limitations of the devices or by protection equipment. The effects of saturation nonlinearities or system hardlimits are always significant in modeling physical systems and need to be considered for a better analysis. The qualitative behavior of large nonlinear systems subject to state saturation (under the name of state limits) was investigated in [2] and [3] motivated by the phenomena in power system models. In this brief, we have adopted the model developed in [2] for the case of a continuous time planar linear system subject to hard-limits on its states.
A set of sufficient conditions for the asymptotic stability of a general linear system with certain types of state saturations has been proposed in [1] . As observed in [1] , these conditions are conservative. The purpose of this brief is to establish both necessary and sufficient conditions for the global asymptotic stability of a planar linear system subject to state saturation nonlinearities. That is, we have developed conditions for characterizing the global asymptotic stability of the state constrained nonlinear system explicitly in terms of the parameters of the system matrix. The most interesting aspect of these results is the fact that they are easily verifiable necessary and sufficient conditions.
A conference paper version of the results in this brief can be seen in [5] . It has been pointed out to us recently 1 that a stability result Publisher Item Identifier S 1057-7122(98)06510-6. 1 During the conference presentation of [5] , the paper [6] was pointed out to us.
which is equivalent to Theorem 1 of this brief has been established independently in [6] .
The results in this brief provide insight into when a system with state limits can encounter global stability problems and what kind of problems are to be expected. For the continuous time secondorder planar system, we prove that there can be no stable or unstable limit cycles (induced by state saturation) when the state matrix is Hurwitzian, and the only global instability that arises is from the presence of multiple stable equilibria induced by the state limits. The main result is presented in Section III following a brief technical formulation in Section II of the system under consideration.
II. PROBLEM FORMULATION
Consider planar systems of the form 6: _ x1 = x (a11x1 + a12x2)
where the states x i are restricted to be within the state limits xmin xi xmax ; i= 1; 2
and x (1) denotes the state saturation operator defined as follows 
The saturation operator x (4) forces the state xi to stay within its lower and upper limits x min and x max , respectively at all times, and this can be justified as follows. Note that when a state xi reaches the lower limit xi = xmin along a trajectory, as long as the state derivative _ x i is negative, the trajectory is trying to move past the lower limit. Since the state is restricted to be within xmin by (3), the trajectory is prohibited from moving past x min by the saturation operator x which nullifies the derivative _ x i to be zero under these conditions [see (4) ]. On the other hand, once the state derivative _ xi is such that the trajectory can come off the limit by x i increasing above x min , the saturation operator returns the state derivative to be its normal value so that there is no longer a limiting action. Therefore along a trajectory of (1)-(2), a state x i "gets stuck" at the limiting value x min as long as the trajectory is trying to move x i below x min . In the power engineering context, such a limiting action is called "a nonwindup limit," while in the control community, the term state saturation appears to be more common.
A similar argument follows for the upper limit xmax where the derivative _ x i would be reset to zero by the saturation nonlinearity whenever the system tries to move above the state limit xi = xmax .
Therefore, the saturation operator x effectively prevents the system from moving past the state limits x min and x max along any trajectory of (1)- (2) . For convenience, we will denote our restricted state space to be I 2 , where I2 = f(x1; x2) 2 IR 2 : xmin xi xmax ; i = 1; 2g: (5) Dynamically the ODE (1)- (2) is rich because the functions x (1) are not locally Lipschitzian in the state space I2; in fact, typically x () is not continuous at some points on the boundary of the hypercube I 2 . The discontinuities result from the fact that saturation operators 1057-7122/98$10.00 © 1998 IEEE x abruptly reset the state velocity _ x i to be zero when the state limits are reached [see (4)]. Therefore the first task in analyzing the dynamics of (1)- (2) would be to establish the solution structure of (1)-(2) such as whether solutions exist from all initial conditions in the state space I2 and whether they are unique.
The recent paper [2] has analyzed the dynamics of general largescale systems of the form (1)-(2) in some detail, and the relevant results for our problem can be summarized from Theorem 17 in [2] as follows. Given any initial condition (x which satisfies (1)- (2); however, in negative time, neither existence nor uniqueness of solutions can be guaranteed [2] , [3] . In other words, it can be proved that the dynamics (1)- (2) admits a positive semiflow but not a flow in general [2] . For our purposes in this brief, the existence of the positive semi-flow for (1)- (2) is sufficient since we want to characterize the global attractivity properties of the origin in positive time.
Precisely, we want to derive conditions on the matrix elements aij in (1)- (2) which are both necessary and sufficient for the global attractivity of the origin in positive time. Note that since the dynamics 6 corresponds to a linear flow in the interior of our hypercube state space I2, global attractivity of the origin is equivalent to global asymptotic stability (say GAS in short) of the origin for 6. Moreover, we observe a trivial necessary condition for GAS (from the property of the linear flow in the interior of I2) that the matrix say A defined by the elements (a ij ; i = 1; 2; j = 1; 2) must be a Hurwitzian matrix so that the origin is locally attractive for the linear dynamics. However, we want to point out that the derivation of the conditions which are both necessary and sufficient for 6 is a difficult problem owing to the highly nonlinear nature of 6 (in fact the functions x (1)
are not even continuous functions).
The main result is presented in the next section which establishes the necessary and sufficient conditions for GAS of 6. To simplify the presentation of results, we will assume from herein that the upper and lower state limits x max and x min are +1 and 01, respectively, for both states x1 and x2. The results in the next section can be easily generalized to arbitrary choice of x max and x min even though the proofs are far more technical.
III. NECESSARY AND SUFFICIENT CONDITIONS FOR GLOBAL ASYMPTOTIC STABILITY The Theorem stated below identifies the parametric conditions on a ij when GAS is guaranteed. More interestingly the proof of the Theorem establishes that these algebraic conditions are also necessary. By inspection below, it is seen that the conditions for GAS of 6 as stated in the Theorem are quite straightforward and hence are easy to verify. The simplicity of the Theorem is somewhat misleading in this context since the conditions in the Theorem relate to the necessary and sufficient conditions for GAS of a nonlinear system 6 and the result is hence nontrivial. The proof summarized in the Appendix proceeds by exploiting the structure of the dynamics 6 established in [2] and by systematically applying Lyapunov theoretic arguments to 6 for different sets of parameter values aij. • the matrix A is a Hurwitz matrix; • the parameters aij do not satisfy any of the following inequalities: 1) 0 < a 21 a 22 and 0 > a 11 > a 12 2) 0 < 0a 21 a 22 and 0 < 0a 11 < a 12 3) 0 < a12 a11 and 0 > a22 > a21 4) 0 < 0a 12 a 11 and 0 < 0a 22 < a 21 :
In other words, along with the trivial necessary condition that A is Hurwitz, by imposing an additional set of conditions on aij [see (1) ], Theorem 1 establishes the GAS property in 6.
Moreover, it follows from the proof (see the Appendix) of Theorem 1 that the dynamics 6 admits multiple equilibrium points (recall that 6 is a nonlinear system) when the parameters a ij satisfy any of the conditions (1) even when the matrix A is a Hurwitz matrix. In other words, even when the origin of the linear dynamics restricted to the interior of the hypercube I 2 is exponentially stable (when A is Hurwitz), some trajectories of 6 can get trapped into "other" equilibrium points on the boundary of the hypercube I 2 , and these additional equilibrium points induced by the state saturation nonlinearity x then violate the GAS of the origin for 6.
Recall from classical control system theory that a very common stability problem encountered with saturation nonlinearity is that of the saturation induced oscillations or the existence of saturation related limit cycles. Interestingly, the proof of the Theorem 1 outlined in the Appendix also provides a powerful negative result in this direction. We can prove that as long as the matrix A is Hurwitzian, the dynamics 6 does not possess any limit cycle.
Proposition 1: There exist no limit cycles for 6 whenever the matrix A is a Hurwitz matrix. Note that when the matrix A is a not a Hurwitz matrix, it can indeed be proved that there exist state saturation related stable limit cycles as well as more complicated limit sets such as homoclinic orbits for the nonlinear dynamics 6 [3] . However, the proposition above proves a very useful result that the planar nonlinear system 6 contains no limit cycles (stable or unstable) whenever the matrix A is a Hurwitz matrix.
As a final remark, we note that results in this brief have been derived for the planar system by exploiting certain simplicity of the dynamics of 6 in the planar case. Accordingly stability analysis of state saturation in higher dimensional systems can be expected to be a much richer and a more complicated problem.
IV. CONCLUSIONS
This brief has established straightforward necessary and sufficient conditions for the global asymptotic stability of a class of continuous time planar linear systems which are subject to state saturation nonlinearities. These results provide insight into what types of stability phenomena can be induced by state saturation problems. Stability analysis of state saturation phenomena in higher dimensional systems promises to be an interesting and a challenging research problem.
APPENDIX PROOF OF THEOREM 1
As was discussed in Section III, the condition on the Hurwitz property of A is easily seen to be a necessary condition for the GAS property of 6. Moreover for our planar case, when A is Hurwitz, we must have a 11 +a 22 < 0 and a 11 a 22 0a 12 a 21 > 0. We first consider the case when the parameters aij are all nonzero and a division of the parameter space for nonzero matrix elements a ij is presented in Table I . The discussion on the remaining cases when some of the system parameters aij are zero is postponed briefly.
In Table I , the five Cases 1, 2, 4, 6, and 7 which are marked of the type "*" are the ones which need to be considered in detail in the proof of the theorem. Among the remaining 11 cases, the ones marked of the type "N.A.," that is, Cases 5, 8, 9, and 12-16, violate the Hurwitz property of the system matrix hence these are not relevant in the proof. Also Case 3 is equivalent to Case 2; Case 10 is equivalent to Case 7, and Case 11 is equivalent to Case 6, when x 1 is relabeled as x2 and vice versa. Therefore, without loss of generality, we can restrict our analysis to the five Cases 1, 2, 4, 6, and 7 marked by the type "*" in Table I . Further analysis of these five cases leads us to the necessary and sufficient conditions as stated in the theorem.
We pause next to discuss the cases when some of the system parameters are zero. After some analysis, we can conclude that the only nontrivial cases satisfying the Hurwitz condition of A with zero values for some of the a ij 's are:
Case I: a11 < 0; a12 < 0; a21 > 0; a22 = 0 and Case II: a11 < 0; a12 > 0; a21 < 0; a22 = 0
and their duals when x1 is renamed as x2 and x2 is renamed as x1 . We will see in the proof that the behavior for Case I is covered within the proof of Case 2 with the parameter a22 = 0. Similarly the behavior for Case II is included in the analysis of Case 7 with the parameter a 22 = 0. In other words, the global asymptotic stability in both these Cases I and II can be proved by using identical Lyapunov arguments as in Cases 2 and 7 hence these will not be discussed further. The proofs for Cases 1 and 2 are similar, hence we outline the proof for Case 2 only. We also provide a detailed analysis of Case 7 and the remaining two Cases 4 and 6 can be covered by similar arguments.
A. Analysis of Case 2
Let us relabel the parameters as follows: a 11 = 0b 11 ; a 12 = 0b 12 ; a 21 = b 21 ; a 22 = 0b 22 so that b ij = ja ij j. Qualitative representation of the respective vector fields in the phase plane I2 are shown in Fig. 1 for different parameter values. Let us first consider Fig. 1(a) , and let us focus on the trajectory behavior on the boundary of the hypercube first. Recall from the definition of 6 that on the boundary of I 2 , the state derivatives are governed by the saturation operator _ x i = x (f i ) where f i (x) = a i1 x 1 +a i2 x 2 . First consider initial conditions with x 2 = 1 and 01 < x 1 < 1; then the corresponding function f 2 (x) = a 21 x 1 +a 22 x 2 < 0; hence x (f2) = f2 < 0 and the trajectory from any initial condition x2 = 1 and 01 < x1 < 1 strictly leaves the boundary of I2 into the interior of the hypercube in positive time. A similar argument follows for the points on the lower x 2 boundary with x 2 = 01 and 01 < x 1 < 1 and all trajectories from the lower x 2 boundary also enter the interior in positive time. Such points on the limit boundary are denoted the inactive state limit points in [2] .
Next when we consider say the upper x1 state boundary x1 = 1, there exist two types of subboundaries; for 0b11=b12 < x2 < 1, the function f1 = a11x1 + a12x2 < 0, hence, the trajectories starting at these points enter the hypercube; on the other hand, for 01 < x 2 < 0b 11 =b 12 , the function f 1 > 0 which implies that _ x 1 = x (f 1 ) = 0 by the definition of the state saturation operator
x from (4). At these points with x 1 = 1 and 01 < x 2 < 0b 11 =b 12
[denoted by the bold locus in Fig. 1(a) ], the state saturation operator
x annihilates the state motion of x1 to be _ x1 = 0 so that x1 gets stuck at x1 = 1. Therefore, the trajectories reach the state limit boundary from the interior of the hypercube at these points [bold locus in Fig. 1(a) ] and such points are denoted active state limit points in [2] . The trajectory which originates near the active bold locus boundary points in Fig. 1(a) stay on the active boundary locally. The transition between active and inactive boundary points occurs at x 1 = 1 and x 2 = 0b 11 =b 12 where we can show that f 1 = a 11 x 1 + a 12 x 2 = 0. At this point, by computing the limiting second time derivative of the trajectory, it can be proved [2] that the trajectory structure is as shown in Fig. 1(a) . That is, there exists a trajectory of 6 which makes an order two contact with the limit boundary x1 = 1 at x2 = 0b11=b12 and the trajectory originating on the active bold locus of Fig. 1(a) near this point would leave the limit boundary back into the interior of the hypercube as t increases.
A precise development of these results on the solution structure of 6 near the state saturation boundaries has been developed in [2] for the general nonlinear formulation. In this subsection, we will utilize some of these results as relevant.
Summarizing the discussion from the previous two paragraphs, we observe that the "transition" points between active and inactive state limit points such as (1; 0b11=b12) and 01; b11=b12 in Fig. 1(a) are important in our phase plane analysis since these points identify where trajectories from the state saturated system on the boundary "re-enter" the interior of the hypercube, i.e., where the trajectories resume unsaturated state operation. In the following, we will need to analyze these points especially carefully. Fortunately in the planar formulation 6 of this brief, there exist only finitely many (at most four, in fact) such transition points, which considerably simplifies the analysis of global properties.
Let us resume the proof for our Case 2. For proving the global asymptotic stability of the origin for the phase portrait in Fig. 1(a) , (based on the qualitative phase portrait of Fig. 1(a) which has been established above), we claim that it is sufficient to show the convergence to origin of the trajectories starting from the transition points intersect with any of the active limit points on the bold locus of Fig. 1(a) . Therefore, by combining the positive time invariance of the level set of V (x 1 ) with the phase portrait structure of this case established in Fig. 1(a) , we conclude that the trajectory starting from x 1 or x 2 must stay in the interior of the hypercube for all positive time, and hence must converge to the origin. In case of Fig. 1(b) , by similar arguments, we can conclude that it is sufficient to show the convergence to origin of the trajectories starting from the four transition points (01; b 11 =b 12 ), (1; 0b 11 =b 12 ), (b22=b21; 1), and (0b22=b21; 01). This result can be proved by using the same Lyapunov function as above by carefully analyzing the level sets which pass through the transition points.
Next, for Fig. 1(c) , it is sufficient to show the convergence to origin of the trajectories from (b 22 =b 21 ; 1) and (0b 22 =b 21 ; 01) which again follows by using the same Lyapunov function as above. The subtype in Fig. 1(d) is trivial, and this completes the proof for Case 2.
B. Analysis of Case 7
Let us relabel the parameters as follows:
a 11 = 0b 11 ; a 12 = b 12 ; a 21 = 0b 21 ; a 22 = b 22
so that b ij 's denote the moduli of respective a ij 's as before. Qualitative representations of the vector fields in I2 for different parameter values are as shown in Fig. 2 and the proof of these plots is identical to the solution structure analysis on the boundary for Case 2. From Fig. 2 , it follows that Case 7(c) is definitely not globally asymptotically stable since there exist two unstable equilibrium points (61; 6b 21 =b 22 ) and two stable equilibrium points (61; 61) on the state limit boundary. To prove the necessary and sufficient conditions of Theorem 1, we need to prove that the remaining two types within Case 7, namely Case 7(a) and (b), are in fact globally asymptotically stable. These proofs follow similar arguments as in Case 2 by first establishing the structure of the phase portrait as shown in Fig. 2 and then using Lyapunov theoretic level set arguments to prove the convergence to origin of trajectories from the transition points. The proofs for the other three Cases 1, 4, and 6 can also be carried out in a similar manner. This completes the proof of the theorem. Note that in proving Theorem 1, we have analyzed in detail all the possible cases in the parameter space of a ij when the matrix A is Hurwitzian. By analyzing each of the subtypes [such as Case 7(c)] when the origin is not globally asymptotically stable, it can be proved from the respective phase portraits that there do not exist any limit cycles in the phase portrait for each of these case. Therefore, Proposition 1 on the absence of limit cycles directly follows from the structure of the phase portraits established in the proof of Theorem 1.
I. INTRODUCTION
In the implementation of digital filters, finite wordlengths can cause deterioration in their performance due to several effects. One important effect is the deviation of the implemented transfer function from the ideal one due to coefficients quantization errors. Others are roundoff noise due to rounding of the signals after arithmetic operations, and overflow oscillations due to finite dynamic range. These effects are usually studied using state-space description of the
