




Working Paper:  
 ESeC_WP002 
 






Published on-line:  
 2008 September 26 
 
Web site:  
 www.economicstatistics.eu/wp 
ESeC Scientific Committee 
Gian Carlo Blangiardo 
 University of Milano - Bicocca 
 
Paola Maddalena Chiodini 
 University of Milano - Bicocca 
 
Daniele Coin 
 Bank of Italy  
 
Giancarlo Manzi 
 MRC-Biostatistics Unit, UK 
 
Barbara Sena 
 University “St. Thomas” 
 
Flavio Verrecchia 





Ownership and Copyright 
 © ESeC  
 ESeC is a RoMEO green publisher  
 
 
Abstracted / Indexed in 
 RePEc  &  IDEAS  (USA) 
 EconPapers  (Sweden) 






   
 
 
ESEC-RUBIN M ISSING V ALUE 
I NTERPRETATION FOR A  
R EGIONAL B OTTOM-UP 




Antonio Anselmi  
 SAS Institute 
 
 
Paola Maddalena Chiodini 






Working Paper: ESeC_WP002 
Handle: RePEc:est:wpaper:002  
Authors: A. Anselmi, P.M. Chiodini, F. Verrecchia - Handle: RePEc:est:wpaper:002      Working Paper: ESeC_WP002_V20080926 - Published on-line: 2008 September 26 
 
  - 1 -
ESeC 
 
ESeC-Rubin Missing Value Interpretation for a  








Abstract: in letteratura, per l’imputazione dei dati mancanti nelle serie storiche, si fa riferimento a 
statistiche applicate all’intera serie analizzata (e.g. media di tutti i termini della serie), ottenendo una 
costante d’imputazione generalmente adeguata per una specifica serie. Se le serie sono n (n → ∞) è 
impossibile trovare un’unica funzione per le n costanti di imputazione dei missing.   
Obiettivo del lavoro è proporre un nuovo metodo di imputazione dei dati mancanti - ESeC-Rubin - per 
basi dati gerarchiche finalizzato alla modellistica temporale. In particolare, la ESeC-Rubin consente di 
ricostruire il dato mancante tenendo conto di una sequenza di metodi di imputazione e della naturale 
variabilità degli aggregati studiati. La metodologia proposta in questo lavoro trova ispirazione dalla 
teoria dei campioni dove non di rado si deve trovare la miglior soluzione possibile al problema del 
missing. In questo contesto la soluzione che si cerca di dare è quella di ricostruire il dato mancante 
tenendo conto della naturale variabilità del fenomeno allo studio (Rubin 1987, 1996; Hergoz e Rubin, 
1983; Rubin e Shenker, 1986). In effetti la letteratura in tal senso fornisce una gamma piuttosto 
articolata di strategie che possono di volta in volta essere utilizzate in quanto appare immediatamente 
evidente che la soluzione non può essere unica e generalizzata. 
Infine, si presenterà una applicazione della ESeC-Rubin su dati socio-economici di fonte Eurostat. 
L’applicazione prodotta con SAS Forecast Server consente di comparare i modelli (selezionati in 
automatico) a partire dalla base dati osservata con missing values e differenti tipologie di imputazione. 
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1. Introduzione 
Il “laboratorio culturale” da cui è nato il Rapporto ESeC 2007 su “La coesione 
economico-sociale nelle Regioni d’Europa” è naturalmente alimentato e trova 
ispirazione di ricerca nelle numerose problematiche empiriche comparative, di misura 
ed analisi a cui solo in parte metodologie ed applicazioni “tradizionali” sono in grado 
di dare adeguate risposte. L’obiettivo dei nuovi Rapporti ESeC è di comparare 
statistiche correnti delle regioni europee attraverso la selezione dei diversi modelli 
regionali per ogni variabile di analisi, attività che risulta possibile solo utilizzando 
sistemi di gestione e selezione automatica di modelli quale il SAS Forecast Server. 
Tuttavia, anche la più innovativa delle applicazioni per analisi previsionali 
gerarchiche può far parziale uso di tecniche tradizionali la cui applicazione 
sistematica non sempre risulta adeguata ai diversificati casi empirici. In particolare, 
rispetto al set di dati considerato la fase di imputazione dei dati mancanti diventa di 
interesse in quanto se da un lato non vi è la possibilità di studiare analiticamente ogni 
serie storica trovando il miglior metodo di imputazione, dall’altro l’utilizzo di un 
unico funzionale per tutte le serie storiche analizzate non sembra produrre risultati 
aderenti alle dinamiche osservate.  
La soluzione proposta in questo lavoro - ESeC-Rubin - si basa sull’uso sequenziale di 
vari metodi di imputazione sfruttando: l’informazione temporale, gli indici a base 




2.1. Il trattamento dei dati mancanti nell’ambito del campionamento 
Nell’ambito delle rilevazioni campionarie (di tipo censuario e non), di dati 
longitudinali come pure in altre applicazioni statistiche su dati reali, un problema di 
grande rilievo è costituito dai dati mancanti. I motivi per i quali si verificano tali 
assenze di registrazione del dato sono molteplici, di interesse per le finalità del lavoro 
è la loro classificazione al fine di poter definire la metodologia più adatta alla 
ricostruzione dell’informazione mancante. 
Little e Rubin (2002) hanno fornito tre definizioni di dato mancante ormai divenute di 
riferimento in letteratura: 
- dato mancante casualizzato (MAR missing at random); 
- dato mancante completamente casualizzato (MCAR missing completely at random;) 
- dato mancante non ignorabile. 
Nel primo caso si assume che la probabilità che il dato sia mancante dipenda dai dati 
osservati e non dai dati mancanti. In questo caso i valori mancanti possono essere 
ricostruiti sfruttando proprio tale collegamento con i dati osservati. 
Nel secondo caso invece, si assume che il dato mancante sia indipendente dagli altri 
dati osservati, ovvero il dato mancante è indipendente dai valori di qualsiasi variabile 
sia essa osservata o meno. In pratica si può ritenere che la mancata registrazione del 
dato sia da imputarsi a cause puramente accidentali. 
L’ultimo caso fa riferimento alla situazione più complessa in quanto si assume che i 
dati mancanti non dipendono da fattori accidentali e nemmeno sono ricostruibili  
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attraverso le relazioni funzionali che li possono legare ad altre variabili presenti nel 
data set. 
Si comprende immediatamente come il trattamento dei dati mancanti sia un tema 
particolarmente delicato che si presta a diverse soluzioni. Diversi i metodi di 
imputazione, alcuni dei quali raggruppabili idealmente tra gli “old Methods” (Schafer, 
Graham 2002). Fra le diverse soluzioni proposte in letteratura una prima consiste 
nell’eliminare il record contenente informazioni parziali o frammentate. Tale metodo 
può risultare poco adatto nel momento in cui i dati mancanti sono numerosi, in tal 
caso infatti si verrebbe a decurtare di molto la base dati (e.g. campione di dimensione 
troppo ridotta).  
Pertanto, è sicuramente più efficace provvedere alla ricostruzione del dato mancante 
ma per procedere in modo corretto è necessario in prima analisi capire (ove possibile) 
quale sia il meccanismo che ha portato alla mancata registrazione del dato.  
Concentrandoci ora sui differenti metodi di imputazione (A.A.V.V. 2004), validi 
tipicamente per indagini censuarie, i principali sono qui di seguito riportati. Si 
introdurranno per primi i metodi di imputazione singola. 
 
  Metodo della sostituzione 
Il dato mancante viene sostituito attraverso l’utilizzo di un’unità non presente 
originariamente nel campione ma che sia simile a quella mancante (e.g. non 
rispondenti nelle indagini sulla popolazione). È evidente che i dati così raccolti 
differiscono comunque da quelli originali quindi vanno trattati come dati imputati e 
non parte del campione. 
 
  Metodo della media non condizionale 
Si sostituisce il dato mancante con la media delle informazioni osservate (media 
campionaria) o con la moda (dati categoriali). Quello che si ottiene è un’informazione 
costante per tutti i dati che risultano essere mancanti. La tecnica pur essendo molto 
semplice non risulta essere completamente soddisfacente anche nel caso di MCAR, le 
stime dei parametri (e.g. varianza, correlazione, ecc.) risultano essere distorte. 
 
  Metodo della media condizionale (o metodo della regressione) 
Introdotto da Buck (1960) e ripreso da Little et al. (2002) consiste nello stimare la 
media e la matrice di covarianza basandosi sulle informazioni campionarie complete. 
Successivamente queste stime vengono utilizzate, caso per caso, per determinare la 
retta dei minimi quadrati (modello di regressione multipla) che permette di stimare i 
valori mancanti. Anche questa metodologia presenta un problema di sottostima della 
varianza ma di entità inferiore rispetto al caso della media non condizionale. 
 
  Metodo della regressione stocastica 
Una proposta alternativa al metodo precedentemente illustrato è quello della 
regressione stocastica. L’idea è semplice ci si propone di sostituire i dati mancanti 
sempre facendo ricorso alle informazioni ottenibili attraverso la regressione ma alla 
variabile risposta viene aggiunta una componente di errore: con varianza pari alla  
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varianza residua stimata. In questo modo si introduce una componente di aleatorietà al 
valore stimato attraverso la regressione. Nel caso usuale di dati distribuiti secondo la 
legge normale, il residuo si distribuirà secondo la medesima legge con media nulla e 
varianza pari a quella del residuo di regressione. 
 
  Metodo di imputazione Hot-Deck 
È una metodologia ampiamente utilizzata (vedere Bailar et al. 1978). Si impiegano le 
informazioni disponibili per stimare un valore plausibile per il dato mancante. Questa 
volta però non si procede con l’applicazione della media alle osservazioni ma si 
utilizza un dato ritenuto simile a quello mancante scelto fra i dati osservati. Per ogni 
dato mancante si individua un dato simile e per effettuare tale scelta si impiegano le 
variabili che sono state osservate. A tal fine le variabili vengono raggruppate in 
categorie (classi di imputazione). 
Se non si riesce a definire una corrispondenza si riduce l’insieme delle variabili 
riducendo di conseguenza il numero di categorie. Alternativamente si può cercare di 
definire una distanza basata sulle variabili osservate sia per i rispondenti che per i non 
rispondenti. Il dato che viene utilizzato al posto del dato mancante è quello che 
presenta una minor distanza dal dato mancante stesso. In pratica si distingue: 
- Hot-Deck con celle di aggiustamento: si costruiscono delle celle di aggiustamento 
definite a partire da variabili categoriali. I dati mancanti di una cella possono essere 
sostituiti con i dati presenti nella cella medesima. 
- Nearest Neighbour Hot-Deck: si definisce una metrica che permetta di misurare la 
distanza fra le unità in modo da poter scegliere fra i dati esistenti quello più 
prossimo a quello mancante e sostituirvelo. 
Appare ovvio che il problema principale di questa metodologia è la definizione della 
metrica che in alcuni contesti può avvenire in modo naturale (e.g. nel caso di 
osservazioni spaziali si può utilizzare la metrica Euclidea) ma nel caso di serie 
storiche la scelta della metrica può non essere altrettanto naturale.  
 
  Nearest-Neighbour interpolation 
È bene osservare innanzi tutto che la metodologia Nearest-Neighbour viene 
normalmente utilizzata quando i dati sono di tipo spaziale. Il metodo consiste 
nell’organizzare i dati raccolti in una matrice e nel sostituire i dati mancanti con la 
media dei valori più vicini a quello mancante. Una naturale estensione di tale 
approccio è che minore è la distanza fra il dato osservato ed il dato mancante 
maggiore sarà il peso che avrà in media. In tal modo anche i dati più lontani dal dato 
mancante possono essere utilizzati ma con un peso inferiore, in qualche modo legato 
alla loro distanza. Anche per questo caso si pone il problema della definizione di una 
metrica. 
 
  Metodo di imputazione Cold-Deck 
In questo caso il dato mancante viene sostituito con un valore costante ottenuto da una 
fonte di dati esterna (e.g. una indagine precedente). 
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  Imputazione multipla 
I metodi di imputazione multipla consentono di supplire al maggior difetto dei metodi 
di imputazione singola precedentemente introdotti. Infatti l’imputazione con un valore 
costante non potrà mai riprodurre la variabilità e l’aleatorietà tipica di un fenomeno. 
Questo porta ad una tendenziale sottostima della variabilità. Con il metodo 
dell’imputazione multipla, invece, si cerca di ovviare a tale problema attraverso la 
ricostruzione del dato mancante ottenuto come sintesi di differenti valori estratti da 
una distribuzione normale caratterizzata da indici di posizione e dispersione tipici del 
fenomeno osservato (la lettura suggerisce l’impiego di cinque valori). 
 
 
2.2 I numeri indice 
Nell’ambito dell’analisi statistico-economica la comparazione nel tempo degli 
aggregati socio-economici è di centrale interesse, in quanto le unità statistiche 
elementari che compongono tali aggregati variano nel tempo.  
A partire dai risultati della teoria assiomatica (vedere Martini 2001), dalla definizione 
di numero indice generalizzato gIN (vedere Verrecchia 2007, 2008), e dalla derivata 
definizione generale di numero indice elementare [1] si definiranno i numeri indice 
elementari a base fissa [2] e mobile [3]. Essendo il presente lavoro orientato 
all’imputazione dei dati mancanti, la definizione di tasso medio di variazione [4] sarà 
utile per la ricostruzione dei missing. 
 
Definizione 1. Numero indice elementare 
Sia (Ω, F) uno spazio misurabile, Ω un insieme chiamato spazio campionario, F una 
σ-algebra su Ω, ℘ una misura di probabilità su (Ω, F). Sia il vettore E. ∈ ℜ
+Z  il 
vettore di elementi elementari relativi a T+1 situazioni (con t = 0, 1, 2, …, T) e 
I
c
[b∩t] la funzione indicatrice dei co-presenti nelle due situazioni b e t  (dove per t si 
intende la situazione comparata e per b la situazione base). Siano e. e i
c
[b∩t] le 
determinazioni delle variabili aleatorie E. e I
c
[b∩t] . Sia (Eb, Et, I
c
[b∩t]) un vettore 
aleatorio definito su (Ω, F, ℘) a valori in ℜ





Una applicazione misurabile non negativa definita su F espressa come rapporto 
f(Eb,Et, I
c
[b∩t]) : F → [0;∞) [1] 
che trasforma le v.a. delle situazioni elementari in numeri ∈ ℜ
+Z  è detta numero 
indice elementare su (Ω, F). 
 
Definizione 2. Numero indice elementare a base fissa 
Con b = 0 la [1] è detta numero indice elementare a base fissa. 
 
Definizione 3. Numero indice elementare a base mobile 
Con b = t-1 la [1] è detta numero indice elementare a base mobile. 
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I numeri indici elementari sono numeri puri indipendenti dall’unità di misura e 
godono di alcune proprietà di interesse. Sia Z il numero di grandezze elementari 
rilevate in T+1 situazioni. Si ipotizzi b = t-1 e sia t-1ft, [z] = f(Et-1,z,Et,z, I
c
[t-1∩t],z) lo z-
esimo indice relativo alle z-esime grandezze elementari rilevate (con z = 1, 2, ..., Z) 
allora si può verificare che: 
i)  t-1 ft, [z]  ⋅  t ft-1, [z]  = 1    ovvero     t-1 ft, [z]  = 1 /  t ft-1, [z] ; 
ii)  t-1 ft, [z]  ⋅  t ft+n, [z]  = t-1 ft+n, [z] ; 
iii)  t-1ft, [z=r⋅s] = t-1ft, [z=r] ⋅ t-1ft, [z=s]   ovvero  t-1ft, [z=r/s] = t-1ft, [z=r] / t-1ft, [z=s]  .  
Risulta evidente che la ii. consente di concatenare una serie di indici a base mobile 
passando ad un indice a base fissa:  
0 f1, [z]   ⋅  1 f2, [z]   ⋅  ...   ⋅   t-1 ft, [z]  ⋅  t ft+1, [z]  = 0 ft+1, [z] 
 
È necessario osservare, in riferimento al significato economico
4 degli indici che 
affinché gli indici misurino univocamente l’intensità dei fattori legati alla dinamica 
temporale, risulta normalmente necessaria la soddisfazione di alcuni requisiti. Se tali 
requisiti  non fossero soddisfatti (e.g. modifica dei criteri e metodologie di 
rilevazione) si possono comunque ricostruire le serie mediante indici a catena oppure 
rendendo tecnicamente comparabili i termini delle serie oggetto di studio. 
 
Definizione 4. Indice CPGR (Compound Periodical Growth Rate) 
la variazione media di periodo tra t e b, definita dalla seguente espressione 
geometrica bft, [z] 
(t-b)-1
, è detta tasso medio di variazione (e nel caso annuale CAGR). 
 
Siano gli *e.  gli elementi mancanti costruiti attraverso la [4] e quindi derivati dagli 
eventi elementari rilevati. Si può verificare che: 
 
i)  *eb+1, [z] = eb [z] ⋅  b ft, [z] 
(t-b)-1
 
   ovvero che: 
 * et-1, [z]  ⋅  b ft, [z] 
(t-b)-1
= et, [z]  con  
*et-1, [z] = *et-2, [z] ⋅  b ft, [z] 
(t-b)-1
  con  
... con 




   e che se eb, [z]  = et, [z]  allora 
ii)  b ft, [z] 
(t-b)-1
 = 1  per ∀ t, b 
                                                 
4 Non è oggetto del presente lavoro la verifica del rispetto dei requisiti. Si utilizzeranno, pertanto, le 
serie storiche come da fornitura Eurostat, pur non escludendo la necessità di una ricostruzione delle 
serie qui utilizzate a scopo esemplificativo con altra finalità  
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iii)  et, [z]  = *et-1, [z]  = *et-2, [z]  = ... = *eb+1, [z] =  eb, [z] 
Dalla iii. si evince che nel caso di serie stazionaria in media l’applicazione del CPGR 
è sostanzialmente equivalente all’applicazione della media. 
 
 
2.3. L’approccio ESeC-Rubin 
L’ESeC-Rubin è legato ai contesti spazio-temporali in cui è possibile ipotizzare sia 
legami dimensionali, temporali e spaziali tra i dati (Fig. 1). Se da un lato la 
sostituzione di dati mancanti attraverso un unico funzionale (e.g. media relativa 
all’intervallo temporale) per le eterogenee serie storiche da analizzare risulta spesso 
inadeguato, dall’altro sarebbe teoricamente impossibile scegliere il miglior funzionale 
da applicare in modo costante ad ognuna delle migliaia di serie storiche. Non solo se 
sulle serie ricostruite si volessero applicare modelli previsivi, l’attribuzione di una 
funzione costante per ogni dato mancante in ogni specifica serie potrebbe portare a 
problemi, per esempio, nella predisposizione degli intervalli di confidenza. 
L’ESeC-Rubin si basa sull’utilizzo sequenziale di metodi di imputazione dei dati 
sfruttando i legami temporali e spaziali oltre al meccanismo generatore dei dati. La 
metodologia che viene proposta in questo lavoro si articola nel seguente modo: 
-  informazione  temporale. Si sfrutta il legame temporale applicando la CPGR 
(Compound Periodical Growth Rate) solo ai casi mancanti compresi tra due 
osservazioni temporali disponibili. 
- numeri puri. Si calcolano gli indici a base mobile sulle determinazioni delle 
singole serie (questo perchè in termini assoluti la metodologia non sarebbe 
applicabile a causa del fattore di scala dovuto alla eterogenea dimensione delle unità 
di base); 
- informazione gerarchica. Si considera l’informazione derivante dalla dinamica del 
gruppo e della gerarchia di appartenenza (e.g. territoriale). L’ipotesi è che i 
parametri empirici, per ogni t (tempo) considerato, siano i medesimi delle 
distribuzioni da cui sono stati generati i dati (e.g. calcolo della media e della 
deviazione standard degli indici a base mobile, al tempo t, delle determinazioni 
regionali afferenti alla stessa realtà nazionale): 
- si procede con l’estrazione casuale, dalle t distribuzioni ipotizzate normali
5, al fine 
di imputare gli indici a base mobile mancanti; 
- si impongono dei vincoli
6, per esempio sul segno o in termini di scarti dalla media, 
al fine di non ridare eccessiva variabilità alle serie storiche; 
- l’applicazione degli indici a base mobile alle determinazioni esistenti per imputare 
i missing value. 
Questa metodologia semplice ed intuitiva oltre ad utilizzare le informazioni temporali 
e strutturali disponibili, consente di specificare modelli della realtà che non producano 
previsioni indefinitamente costanti anche nel caso limite di una sola rilevazione 
relativa ad una specifica unità regionale.  
                                                 
5 Il lavoro in questa prima stesura si propone di mettere a fuoco la metodologia utilizzando, senza 
perdita di generalità, l’ipotesi di legge distributiva normale; in lavori successivi si intende verificare la 
validità della medesima anche in presenza di leggi distributive differenti. 
6 Attività prevista in prossimi approfondimenti della metodologia.  
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Fonte: Chiodini M.P., Verrecchia F., 2008  
 
 
2.4 Hierarchical forecasting  
Una strategia previsionale attuata su basi dati gerarchiche necessita dell’analisi delle 
differenti gerarchie e dei diversi livelli. 
La definizione della gerarchia di analisi pone un primo problema, laddove non sia 
univoca ma frutto dell’incrocio di più gerarchie. Si pensi ad esempio ad una gerarchia 
che prevede sia una spaccatura geografica, sia una spaccatura di prodotto. Si potrebbe 
ripartire il totale prima per zona territoriale e poi per prodotto, o viceversa prima per 
prodotto e poi per zona territoriale, oppure ancora fare un mix delle due gerarchie (ad 
esempio, prima una suddivisione per nazione, poi per prodotto e poi per dettaglio 
territoriale di ogni nazione). 
Una volta definita la gerarchia, si pone un secondo problema, ossia quello della 
riconciliazione delle previsioni. L’approccio tradizionale è di tipo “bottom-up”, dove 
le previsioni vengono generate al livello più basso e poi aggregate. I problemi inerenti 
a queste tecnica sono relativi alla mancanza dell’intervallo di confidenza nonché ad 
una perdita di accuratezza del dato in fase di aggregazione.  
SAS Forecast Server estende l’approccio tradizionale producendo le previsioni 
statistiche per ogni singolo livello della gerarchia e riconciliandole automaticamente, 
in modo tale che la previsione al livello più alto coincida con la somma delle singole 
previsioni generate al livello più basso della gerarchia. In tal modo viene sempre 
garantita la coerenza delle previsioni tra tutti i livelli. Più in particolare, la 
riconciliazione può essere realizzata secondo tre diverse tecniche: 
•  Bottom-up: le previsioni vengono generate al livello più basso della gerarchia; la 
previsione del livello superiore è ottenuta per aggregazione. Essendo stato stimato 
anche un modello per il livello superiore, è comunque possibile valutare gli 
scostamenti tra la previsione statistica e la previsione riconciliata al fine di 
identificare possibili andamenti anomali.  
•  Top-down: la previsione ottenuta al livello più alto della gerarchia viene ripartita 
tra i livelli sottostanti secondo diverse metodologie, la più diffusa delle quali 
prevede una suddivisione proporzionale alle previsioni statistiche generate a 
questo livello. Anche in questo caso è utile poter confrontare la previsione 
statistica con quella riconciliata. 
•  Middle-out: la previsione è generata ad un livello intermedio della gerarchia 
specificato dal ricercatore e la riconciliazione avviene a partire da quel livello 
verso l’alto (bottom-up) e verso il basso (top-down) contemporaneamente.  
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In generale, quindi, le previsioni gerarchiche determinano una proliferazione del 
numero di serie storiche da analizzare e modellare contemporaneamente. Risulta 
quindi indispensabile poter introdurre dei meccanismi automatici di diagnosi delle 
serie, di ricerca e stima dei modelli, nonché di gestione dei risultati. 
 
 
3. L’imputazione dei dati: una applicazione su dati Eurostat 
3.1 Media, CPGR e Stochastic-Imputation 
L’imputazione della media, considerata parte degli “old methods”, o di altri funzionali 
calcolati sull’intera serie da analizzare pone problematiche non superabili quando 
l’imputazione riguarda in contemporanea migliaia di serie storiche. L’applicazione 
qui presentata riguarda la disoccupazione europea (fonte Eurostat) dove i dati 
registrati contemplano un numero elevato di missing value (vedere ad esempio Tab. 
1). Nel caso di serie non stazionarie in media l’imputazione della media è una 
contraddizione in termini (medesima contraddizione si avrebbe per altri funzionali su 
altre serie). Nell’imputare automaticamente la media si possono quindi osservare dei 
casi limite come per il Tirol (Tab. 2): con la media (3200 unità) si imputano dati del 
50% superiori agli estremi dell’intervallo 1999-2003.  
La CPGR invece consente un’imputazione dei missing di una serie storica che si basa 
sul tasso medio annuale di crescita tra due termini noti. Ad esempio, riprendendo il 
caso del Tirol (Tab. 3), per la disoccupazione 15-24, anni si hanno missing values tra 
il 2000 e il 2002. Con la CPGR i dati imputati sono prossimi (ed interni) ai termini 
estremi osservati oltre che non pari ad una costante. La CPGR utilizzabile per 
l’imputazione tra termini della serie, tuttavia, non è applicabile quando il missing 
value è all’inizio o alla fine della serie osservata.  
L’obiettivo della Stochastic-Imputation - in questa sezione utilizzato per ogni 
tipologia di dato - è quello di imputare i casi mancanti agli estremi delle serie storica. 
La variabilità dei dati imputati è necessaria per la successiva fase di specificazione dei 
modelli. Ad esempio, per la regione Kärnten l’imputazione della media porterebbe 
alla specificazione di un modello costante quando invece i dati osservati non sono 
stazionari in media (Tab. 8 e Fig. 4). 
La ESeC-Rubin si propone quindi di intervenire su quei termini non imputabili 
attraverso la CPGR con l’utilizzo sequenziale di differenti tecniche previste per le 
differenti tipologie di dato (i.e. CPGR, Stochastic-Imputation).  
 
Tabella 1. Disoccupazione (in centinaia), 1999-2006 
         1999  2000  2001  2002  2003  2004  2005  2006 
DISOCCUPAZIONE TOTALE 15-24 
Austria AT33  Tirol  20      21 39 44 36 
Belgium  BE31  Prov. Brabant Wallon  28      29 30 35 32 
Belgium BE34  Prov.  Luxembourg    25       28 30 
Spain ES23  La  Rioja  26  26       24 24 
Netherlands NL23  Flevoland  16  17    24 30 41 36 34 
Netherlands NL34  Zeeland  27  21      17 19   
DISOCCUPAZIONE FEMMINILE 
Austria AT11  Burgenland  26    24 27 26 37 44 37 
Austria AT34  Vorarlberg  29    22 20 38 40 54 47 
Spain  ES63  Ciudad Autónoma de Ceuta  35  45       34 34 
Spain  ES64  Ciudad Autónoma de Melilla  34  31      30 23 21 
Portugal PT15  Algarve  50     57 65 55 69 65 
DISOCCUPAZIONE TOTALE 
Spain  ES63  Ciudad Autónoma de Ceuta  77  79     26 29 64 62 
Spain  ES64  Ciudad Autónoma de Melilla  54  55        22 48 36 35 
Fonte. Stime ESeC su dati Eurostat. Note: 1. Per Austria, Belgium, Spain, Portugal, Netherlands con missing compresi entro altri 
termini della serie.  
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Tabella 2. Disoccupazione (in centinaia), con imputazione della media, 1999-2006 
        
1999  2000  2001  2002  2003  2004  2005  2006  MEDIA 
DISOCCUPAZIONE TOTALE 15-24 
Austria AT33  Tirol  20  32 32 32 21 39 44 36 32 
Belgium  BE31  Prov. Brabant Wallon  28  31 31 31 29 30 35 32 31 
Belgium BE34  Prov.  Luxembourg  28  25  28 28 28 28 28 30 28 
Spain ES23  La  Rioja  26  26  25 25 25 25 24 24 25 
Netherlands NL23  Flevoland  16  17  28  24 30 41 36 34 28 
Netherlands NL34  Zeeland  27  21  21 21 21 17 19 21 21 
DISOCCUPAZIONE FEMMINILE 
Austria AT11  Burgenland  26  32  24 27 26 37 44 37 32 
Austria AT34  Vorarlberg  29  36  22 20 38 40 54 47 36 
Spain  ES63  Ciudad Autónoma de Ceuta  35  45  37 37 37 37 34 34 37 
Spain  ES64  Ciudad Autónoma de Melilla  34  31  28 28 28 30 23 21 28 
Portugal PT15  Algarve  50  60 60 57 65 55 69 65 60 
DISOCCUPAZIONE TOTALE 
Spain  ES63  Ciudad Autónoma de Ceuta  77  79  56 56 26 29 64 62 56 
Spain  ES64  Ciudad Autónoma de Melilla  54  55  42 42 22 48 36 35 42 
Fonte. Stime ESeC su dati Eurostat. Note: 1. Per Austria, Belgium, Spain, Portugal, Netherlands con missing compresi entro altri 
termini della serie. 
 
Tabella 3. Disoccupazione (in centinaia), con imputazione CPGR, 1999-2006 
        
1999  2000  2001  2002  2003  2004  2005  2006 
DISOCCUPAZIONE TOTALE 15-24 
Austria AT33  Tirol  20  20 20 21 21 39 44 36 
Belgium  BE31  Prov. Brabant Wallon  28  28 28 29 29 30 35 32 
Belgium BE34  Prov.  Luxembourg    25  26 26 27 27 28 30 
Spain ES23  La  Rioja  26  26  26 25 25 24 24 24 
Netherlands NL23  Flevoland  16  17  20  24 30 41 36 34 
Netherlands NL34  Zeeland  27  21  20 19 18 17 19   
DISOCCUPAZIONE FEMMINILE 
Austria AT11  Burgenland  26  25  24 27 26 37 44 37 
Austria AT34  Vorarlberg  29  25  22 20 38 40 54 47 
Spain  ES63  Ciudad Autónoma de Ceuta  35  45  43 40 38 36 34 34 
Spain  ES64  Ciudad Autónoma de Melilla  34  31  31 30 30 30 23 21 
Portugal PT15  Algarve  50  52 55 57 65 55 69 65 
DISOCCUPAZIONE TOTALE 
Spain  ES63  Ciudad Autónoma de Ceuta  77  79  55 38 26 29 64 62 
Spain  ES64  Ciudad Autónoma de Melilla  54  55  41 30 22 48 36 35 
Fonte. Stime ESeC su dati Eurostat. Note: 1. Per Austria, Belgium, Spain, Portugal, Netherlands con missing compresi entro altri 
termini della serie. 
 
Tabella 4. Disoccupazione per la classe di età 15-24 (in centinaia), Austria,  1999-2006 
     
1999  2000  2001  2002  2003  2004  2005  2006 
AT12  Niederösterreich  36 37 51 53 58 91 94 86 
AT13  Wien  60  59  70  87 112 151 189 183 
AT21 Kärnten       24 33 40   
AT22  Steiermark  43 48 48 42 44 60 74 63 
AT31  Oberösterreich  51 49 50 51 59 89 76 64 
AT32 Salzburg      20      
AT33 Tirol  20     21 39 44 36 
AT34 Vorarlberg                    31    
Fonte. Stime ESeC su dati Eurostat. Note: 1. Per at11 - Burgenland (A) non si hanno dati. 
 
Tabella 5. Disoccupazione per la classe di età 15-24 (indici a base mobile), Austria,  2000-2006 






















AT12  Niederösterreich    102.8% 137.8% 103.9% 109.4% 156.9% 103.3%  91.5% 
AT13  Wien    98.3% 118.6% 124.3% 128.7% 134.8% 125.2%  96.8% 
AT21 Kärnten       137.5%  121.2%   
AT22  Steiermark    111.6% 100.0%  87.5% 104.8% 136.4% 123.3%  85.1% 
AT31  Oberösterreich    96.1% 102.0% 102.0% 115.7% 150.8%  85.4%  84.2% 
AT32 Salzburg           
AT33 Tirol        185.7%  112.8%  81.8% 
AT34 Vorarlberg                         
Fonte. Stime ESeC su dati Eurostat. Note: 1. Per at11 - Burgenland (A) non si hanno dati. 
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Tabella 6. Disoccupazione per la classe di età 15-24 (statistiche sugli indici), Austria,  2000-2006 
      1999  2000  2001  2002  2003  2004  2005  2006 
Osservazioni non missing  4 4 4 4 6 6 5 
Minimo    96% 100%  88% 105% 135%  85%  82% 
Massimo    112% 138% 124% 129% 186% 125%  97% 
Mediana    101% 110% 103% 113% 144% 117%  85% 
Media     102% 115% 104% 115% 150% 112%  88% 
Deviazione Standard    0.0687 0.1758 0.1513 0.1040 0.1947 0.1530 0.0614 
Varianza     0.0047 0.0309 0.0229 0.0108 0.0379 0.0234 0.0038 
Fonte. Stime ESeC su dati Eurostat. Note: 1. Per at11 - Burgenland (A) non si hanno dati. 
 
Figura 2. CDF teoriche degli indici a base mobile della disoccupazione per la classe di età 15-24, 





















Fonte. Stime ESeC. 
 
Tabella 7. Estrazione di numeri casuali delle rispettive distribuzioni normale (Media e STD degli 
indici nazionali), Austria,  2000-2006 






















AT12  Niederösterreich    102.8% 137.8% 103.9% 109.4% 156.9% 103.3%  91.5% 
AT13  Wien    98.3% 118.6% 124.3% 128.7% 134.8% 125.2%  96.8% 
AT21 Kärnten   115.4%  112.0%  98.9%  91.5% 137.5% 121.2%  85.8% 
AT22  Steiermark    111.6% 100.0%  87.5% 104.8% 136.4% 123.3%  85.1% 
AT31  Oberösterreich    96.1% 102.0% 102.0% 115.7% 150.8%  85.4%  84.2% 
AT32 Salzburg   105.5%  141.5%  118.3%  117.2% 147.2% 104.7%  90.6% 
AT33 Tirol    111.9%  87.6% 104.8% 110.4% 185.7% 112.8%  81.8% 
AT34 Vorarlberg      106.7% 149.5%  83.3% 102.4% 134.7% 119.4%  89.9% 
Fonte. Stime ESeC su dati Eurostat. Note: 1. Per at11 - Burgenland (A) non si hanno dati. 
 
Tabella 8. Disoccupazione per la classe di età 15-24 (in centinaia) - interpretazione missing value: 
Stochastic-Imputation, Austria,  1999-2006 
      1999  2000  2001  2002  2003  2004  2005  2006 
AT12  Niederösterreich  36 37 51 53 58 91 94 86 
AT13  Wien  60  59  70  87 112 151 189 183 
AT21 Kärnten  21 24 27 26 24 33 40 34 
AT22  Steiermark  43 48 48 42 44 60 74 63 
AT31  Oberösterreich  51 49 50 51 59 89 76 64 
AT32 Salzburg  11 12 17 20  23 34 36 33 
AT33 Tirol  20  22 20 21 21 39 44 36 
AT34 Vorarlberg  14 15 23 19 19 26 31  28 
AT  Austria  256  266  306  319  360  523  584  527 
Fonte. Stime ESeC su dati Eurostat. Note: 1. Per at11 - Burgenland (A) non si hanno dati. 
 
 
3.2 L’applicazione della ESeC-Rubin 
La ESeC-Rubin prevede l’utilizzo delle informazioni temporali e strutturali 
disponibili, sfruttando sia le diverse definizioni di dato mancante che la sequenzialità 
di tecniche di imputazione.  
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Il caso allo studio, come si è visto, fa riferimento a dati di disoccupazione regionale. 
Si tratta pertanto di serie storiche di lunghezza modesta dove si possono riscontrare 
situazioni limite di un solo dato osservato e dove i dati mancanti si possono, in 
generale, ritenere di tipo MAR. 
Stante la natura del problema la soluzione che normalmente viene utilizzata in simili 
contesti (ovvero la sostituzione del dato mancante tramite la media delle osservazioni, 
i.e.  metodo della media condizionale) appare poco adeguata. In effetti le serie 
storiche così ricostruire presenterebbero un grado di appiattimento eccessivo non 
giustificabile. È invece necessario che la serie storica riesca a presentare un certo 
grado di naturale variabilità. 
La proposta metodologica che si va a presentare prende pertanto spunto da quanto 
illustrato in precedenza. Si procede in modo sequenziale distinguendo i differenti tipi 
di incompletezza della serie storica e trattandoli in modo specifico. Il primo passo 
consiste nel verificare se la serie storica presenta delle incompletezze al suo interno 
(tra termini della serie). Questi tipi di incompletezza vengono gestiti in modo da 
rispettare il trend naturale osservato nei valori che si trovano agli estremi dei termini 
mancanti. Quindi, si ricostruiscono i dati mancanti supponendo pertanto che in quel 
periodo la serie storica abbia seguito un trend lineare, approccio tipico di un modello 
di regressione. Quanto illustrato è equivalente all’impiego della CPGR già presentata. 
Successivamente si vanno a ricostruire i dati mancanti che si trovano agli estremi 
della serie utilizzando un approccio alternativo dato che quello appena introdotto non 
è applicabile. 
L’ipotesi è che i parametri che caratterizzano la serie regionale in ogni istante 
temporale t siano i medesimi da cui originano i dati, ovvero i parametri che 
caratterizzano la nazione. Pertanto per ricostruire tali dati si procede campionando 
casualmente da una legge normale avente come media e come varianza i rispettivi 
valori determinati sui numeri indice nazionali
7 (definiti a partire dai numeri indice di 
tutte le regioni rilevate del periodo di osservazione). Questi valori permettono di 
ricostruire i dati mancanti in termini di numeri indice dai quali è poi possibile 
ricostruire il dato in unità originali. Si tratta pertanto dell’applicazione della 
Stochastic-Imputation illustrata nel paragrafo precedente per i soli dati non trattabili 
con la CPGR. 
Riprendendo l’esempio applicativo si osserva che una sola serie storica austriaca (il 
Tirol) presenta missing value tra due termini delle serie (Tab. 4). Pertanto, in questo 
caso senza ripercorrere le fasi già illustrate, si può ottenere il risultato 
dell’imputazione ESeC-Rubin semplicemente sostituendo in tabella 8 i dati del Tirol 
di tabella 3. Ponendo le imputazioni del Tirol con i diversi metodi nella medesima 
tabella (Tab. 9) si osserva che: 
-  in questo caso, per definizione la CPGR è uguale a la ESeC- Rubin; 
-  CPGR e Stochastic-Imputation non danno risultati cosi dissimili (e comunque 
le differenze non sono tali da creare significative variazioni in termini di 
forecasting); 
-  l’imputazione della media in presenza di una serie non stazionaria non è 
indicata soprattutto se lo scopo è previsivo. 
                                                 
7 Parametri nazionali e legge normale sono ipotesi di lavoro.  
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Nel caso di Kärnten, ad esempio, non essendo applicabile la CPGR la ESeC- Rubin 
coincide con la Stochastic-Imputation (Tab. 10). Anche in questo caso la media, 
specie con finalità di forecasting, non sembra adeguata. Per l’Austria non si 
evidenziano serie regionali con la presenza contemporanea delle due tipologie di 
missing. 
 
Tabella 9. Disoccupazione per la classe di età 15-24 (in centinaia) - interpretazione missing value: 
media, CPGR, Stochastic-Imputation (S-I), ESeC-Rubin (E-R), Tirol,  1999-2006 
      1999  2000  2001  2002  2003  2004  2005  2006 
Media Tirol  20  32 32 32 21 39 44 36 
CPGR Tirol  20  20 20 21 21 39 44 36 
S-I Tirol  20  22 20 21 21 39 44 36 
E-R Tirol  20  20 20 21 21 39 44 36 
Fonte. Stime ESeC su dati Eurostat. 
 
Tabella 10. Disoccupazione per la classe di età 15-24 (in centinaia) - interpretazione missing 
value: media, CPGR, Stochastic-Imputation (S-I), ESeC-Rubin (E-R), Kärnten,  1999-2006 
      1999  2000  2001  2002  2003  2004  2005  2006 
Media Kärnten  32 32 32 32 24 33 40 32 
CPGR Kärnten  . . . .  24 33 40  . 
S-I Kärnten  21 24 27 26 24 33 40 34 
E-R Kärnten  21 24 27 26 24 33 40 34 
Fonte. Stime ESeC su dati Eurostat. 
 
 
4. Il Forecasting su basi dati con imputazione dei missing 
4.1 Sistema informativo per la selezione automatica di modelli  
SAS Forecast Server (Fig. 3) genera automaticamente le previsioni statistiche per tutte 
le serie storiche oggetto di analisi. Se è stata specificata una gerarchia, anch’essa 
viene automaticamente riconciliata dal sistema in accordo con le opzioni impostate 
dall’utente. Lo strumento costruisce un modello scegliendo fra le famiglie 
Exponential Smoothing, ARIMAX, modelli a componenti non osservate (UCM) e 
modelli a domanda intermittente. Laddove fossero state definite delle variabili 
indipendenti o delle variabili evento, il sistema automaticamente determina quali 
variabili presentano una cross-correlazione con la variabile dipendente, identificando 
qual è la funzione di trasferimento più appropriata.  
Oltre ai modelli automatici messi a disposizione, è possibile includere una lista di 
modelli personalizzati che vengono presi in considerazione nel processo di selezione 
del miglior modello tra tutti quelli candidati. Il modello finale usato per la previsione 
di una data serie regionale, quindi, viene selezionato sulla base di una statistica di 
bontà di adattamento (e.g. MAPE).  
 










Base ETS Graph InTech  HPF 
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4.2 La specificazione dei modelli a partire da basi di dati trattate con diversi 
metodi di imputazione 
Si presenta una applicazione della Stochastic-Imputation anche con la finalità di 
osservare in termini comparati le differenze nella selezione automatica di modelli a 
partire dalla base dati osservata. A tal fine si utilizzerà la piattaforma SAS di Forecast 
per la specificazione di modelli inerenti alle serie storiche sulla disoccupazione 
europea:  
- senza considerare alcun metodo di imputazione di valori mancanti;  
- in cui i missing value siano interpretati attraverso il valor medio;  
- in cui i missing value siano interpretati con la Stochastic-Imputation. 
I risultati inerenti alle regioni austriache sono graficamente osservabili in Figura 4. In 
primo luogo si constata che la Stocastic-Imputation consente di specificare modelli 
della realtà che non producano previsioni indefinitamente costanti anche nel caso 
limite di una sola rilevazione per unità territoriale. Di interesse i risultati anche sotto il 
profilo della modellistica e delle bande di confidenza. In particolare, si constata che: 
- le statistiche di Fit per la selezione automatica dei modelli regionali sono sempre 
calcolabili solo su basi di dati imputate con la Stochastic-Imputation - rispetto a 
questa prospettiva i modelli stazionari in media la cui specificazione risulta dovuta 
ad unica rilevazione e successiva imputazione della medesima quale costante non 
sono considerati adeguate sintesi della realtà anche se il MAPE viene ad essere pari 
a zero (come nel caso della disoccupazione per la classe di età 15-24 nelle regioni 
austriache di Salzburg e di Vorarlberg); 
- anche per le bande di confidenza, per le quali valgono le considerazioni appena 
illustrate, risultano sempre rappresentabili solo con la Stochastic-Imputation; 
- i modelli automaticamente selezionati risultano non banali solo con la Stochastic-
Imputation. Emblematico in questo senso il caso relativo ai disoccupati (per la 
classe di età 15-24) della regione austriaca di Kärnten dove i primi e gli ultimi dati 
della serie sono missing value: l’imputazione del valor medio porta alla 
specificazione di un modello costante anche in presenza di una serie non stazionaria 
in media. 
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Figura 4. Disoccupazione per la classe di età 15-24 (in centinaia), Austria,  previsioni 2007-2008 
 
Missing value: missing  Missing value: average  Missing value: Stochastic-Imputation 
AT. Double (Brown) Exponential Smoothing. Mape: 13.43 
 
AT. Simple Exponential Smoothing. Mape: 8.78 
 
AT. Damped-Trend Linear Exponential Smoothing. Mape: 10.59 
 
AT12. Simple Exponential Smoothing. Mape: 11.42 
 
AT12. Simple Exponential Smoothing. Mape: 11.42 
 
AT12. Simple Exponential Smoothing. Mape: 11.42 
 
AT13. Double (Brown) Exponential Smoothing. Mape: 8.14 
 
AT13. Double (Brown) Exponential Smoothing. Mape: 8.14 
 
AT13. Double (Brown) Exponential Smoothing. Mape: 8.14 
 
AT21. Linear (Holt) Exponential Smoothing. Mape: 1.65 
 
AT21. Simple Exponential Smoothing. Mape: 6.99 
 
AT21. Damped-Trend Linear Exponential Smoothing. Mape: 10.0 
 
AT22. Simple Exponential Smoothing. Mape: 11.54 
 
AT22. Simple Exponential Smoothing. Mape: 11.54 
 
AT22. Simple Exponential Smoothing. Mape: 11.54 
 
AT31. Damped-Trend Linear Exponential Smoothing. Mape: 10.9 
 
AT31. Damped-Trend Linear Exponential Smoothing. Mape: 10.90 
 
AT31. Damped-Trend Linear Exponential Smoothing. Mape: 10.9 
 
AT32.   
 
AT32. SMLIN. Mape: 0.00  
 
AT32. Damped-Trend Linear Exponential Smoothing. Mape: 10.08   
 
AT33. Simple Exponential Smoothing. Mape: 16.91  
 
AT33. Linear (Holt) Exponential Smoothing. Mape: 19.14 
 




AT34. SMLIN. Mape: 0.00 
 
AT34. Damped-Trend Linear Exponential Smoothing. Mape: 10.88 
 
Fonte. Stime ESeC su dati Eurostat 
Note: 1. Per at11 - Burgenland (A) non si hanno dati. 2. at Austria; at12 Niederösterreich; at13 Wien; at21 Kärnten; at22 
Steiermark; at31 Oberösterreich; at32 Salzburg; at33 Tirol; at34 Vorarlberg.   
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5. Conclusioni 
L’applicazione della ESeC-Rubin e la comparazione con gli “old methods”, di cui si 
considera il caso della media condizionale, mostra in modo evidente le migliorie 
possibili, derivanti da un approccio multidisciplinare che sviluppa proposte 
metodologiche della teoria dei campioni e di quella dei numeri indice nell’ambito 
delle serie storiche economiche. Si tratta naturalmente di un primo lavoro con un 
benchmark che riprende una casistica empirica esemplificativa. 
L’evoluzione naturale di questa applicazione riguarda da un lato l’implementazione 
sulla parte stocastica attraverso la multiple imputation (Rubin 1996) e dall’altro la 
verifica della robustezza del metodo sia in termini di imputazione che di previsione 
(vedere, ad esempio, il metodo KDE in Verrecchia, Chiodini, Coin, Facchinetti, Nai 
Ruscone 2008).  
Sarà poi necessario sviluppare lo studio sulle ipotesi di normalità e sull’ancoraggio 
nazionale, attraverso la trasformazione dei dati (e.g. logaritmica), testando 
eventualmente variabili miscuglio e identificando altre modalità di definizione dei 
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