Abstract-An -symbol discrete Fourier transform ( -DFT) processor based on analog CMOS current mirrors that operate in the strong inversion region is presented. It is shown that transistor mismatch can be modeled as an input-referred noise source that can be used in system-level studies. Simulations of a radix-2, 256-symbol fast Fourier transform (FFT) show that the model produces equivalent results to those of a model that incorporates a mismatch term into each current mirror. It is shown that in general, high-radix FFT structures and specifically the full-radix DFT have reduced sensitivity to mismatch and a reduced number of current mirrors compared to radix-2 structures and have some key advantages in terms of transistor count with respect to comparable digital implementations. Simulations of an orthogonal frequency-division multiplexing system with forward error control coding, that take into account current mirror nonidealities such as mismatch, show that an analog DFT front end loses only 0.5 dB with respect to an ideal circuit.
I. INTRODUCTION AND BASIC CIRCUIT

E
VER since the discovery of capacity approaching forward error control codes such as low-density parity-check codes and turbo codes, and iterative decoding algorithms, there has been considerable effort put into energy-efficient, high-speed implementations of such decoders. Analog implementations of iterative decoders have been widely reported [1] - [12] , with promising results in terms of circuit complexity, power, and speed. A natural extension of analog decoding research is to attempt to integrate these decoders with other analog front-end processing blocks. The target application of this paper is a radio receiver and decoder that would operate with extremely low power levels such that energy scavenging methods [13] could provide sufficient power to operate the entire receiver. Such an analog receiver might well find application in ad hoc sensor networks or medical monitoring, where extremely low power consuming communications devices will be a necessity. In recent years, orthogonal frequency-division multiplexing (OFDM) has received considerable attention for high-speed wireless communication systems due to its effective transmission capability and robustness to frequency-selective channels when dealing with a wide range of channel impairments, such as impulse noise and severe multi-path fading [14] - [16] . A fast Fourier transform (FFT) processing block is required for OFDM receivers [17] , [18] . The communication system model shown in Fig. 1 , in which an OFDM transmission format is used with differential binary phase-shift keying (DBPSK) modulation and forward error control, is used in this paper in order to evaluate potential all-analog implementations of the FFT.
A. Analog Fourier Transform Circuits
Until now there has been limited research into analog implementations of the FFT. In [19] , an analog FFT circuit topology based on analog multipliers is reported. An analog current mode FFT circuit is presented in [20] that uses switching current delay flip-flop circuits that act as current memories. The analog FFT and discrete Fourier transform (DFT) designs presented in this work are based on analog current mirrors and hence the circuit complexity is lower than that of the previously reported circuits. The impact of transistor pair mismatch on system performance is mathematically modeled as an input-referred mismatch source. Compelling evidence is presented that higher radix FFT structures such as the full-radix DFT are more suitable for analog implementation than the regular radix-2 FFT. An earlier version of the circuits presented in this paper was reported in [21] , and an earlier chip implementation was published in [22] .
A DFT contains only two operations, namely, addition and multiplication with constants, as expressed by the following equation:
(1) where are complex inputs for different frequency channels in an OFDM communication system, is the number of points in the DFT, and is the number of outputs. The term can be expressed as a real and an imaginary constant on the unit circle as follows: (2) where and are weight factors (WFs) that are multiplied with the real and imaginary parts of the corresponding inputs . Considering differential signaling, all WFs have a value between 0 and 1. Therefore, a DFT only requires summation and scaling operations.
Digital designers typically implement the DFT using FFT structures because of a decrease in complexity from to . However, the radix-2 FFT structure is less preferable in the analog case, as discussed later in this paper. One advantage of using analog circuitry over comparable digital implementations is that the summation of currents in the analog domain is free; however, in the digital domain, addition requires many logic gates and incurs delay. Also, in analog designs the number of wires per input is only two; in digital implementations this number is dependent on quantization. In an analog FFT circuit, symbols can be represented as currents; if differential signaling is chosen, then a difference of two currents is proportional to the signal it represents.
B. Analog FFT Example
As mentioned earlier, the only required operations are addition and scaling, and these are achievable using current mirrors. Consider the radix-2, 8-FFT shown in Fig. 2 . In this diagram, the white bubbles represent a duplication of inputs, the black bubbles represent summation of inputs, the crossed bubbles represent scaling by a specified WF value, and the bubbles represent interchanging the negative/positive input signals if using differential signaling. All the bubbles can be implemented using only current mirrors, as shown in Figs. 3 and 4 . For white bubbles, the input is copied twice for the next addition step. For black bubbles, the corresponding inputs are tied together, relying on Kirchhoff's current law for summation. For WFs, the ratio of the output transistor of each mirror is chosen to realize the required scaling factor. Each complex signal requires four wires: two for the real part, represented using differential signaling where , and two for the imaginary part, again represented using differential signaling where . The actual implementation of copy and summing bubbles are shown in Figs. 3 and 4 . The number of transistors used in each FFT stage is explained in detail in [23] , and the results are summarized in Table I .
C. Paper Organization
This paper: 1) demonstrates the feasibility of an analog DFT processor; 2) analyzes its tolerance to current mirror nonlin- earities and mismatch in the context of an OFDM communication system with forward error control; and 3) demonstrates the superiority of a full-radix DFT processor over small-radix implementations, both in terms of implementation cost and tolerance to mismatch. The rest of the paper is organized as follows. In Section II, the nonidealities of current mirrors are modeled. A mathematical input-referred mismatch model is derived in Section III. In Section IV, results of a Monte Carlo simulation study that incorporates the mismatch model are presented. Finally, Section V concludes this paper.
II. CURRENT MIRROR FFT BUILDING BLOCK
This section investigates the nonideal behavior of the current mirror, which is the basic building block in analog DFT processors.
A. Current Mirror Model
The proposed analog FFT uses both NMOS and PMOS current mirrors. A current mirror's transfer characteristic is dependent on the value of drain-to-source voltage , at the output. To find the actual output of each mirror, an NMOS mirror with a PMOS diode-connected load and a PMOS mirror with an NMOS diode-connected load are simulated using BSIM3v3 models in a typical 180-nm CMOS technology. Such a model can be used since there is a diode-connected load as a next stage everywhere in the FFT. The versus dc transfer characteristic of the NMOS current mirror with a PMOS load is shown in Fig. 5 . By increasing the input current, decreases and increases, and the current mirror goes through three different operating regions.
From Fig. 5 , the actual mirror's outputs are slightly larger than its inputs. This is mostly due to different values of on each branch. In order to use the results in the system-level Matlab simulation of analog FFTs in Section IV, a linear curve was fitted to the circuit simulation values. The line for the PMOS mirror is slightly closer to the ideal mirror since a PMOS transistor has smaller mobility that causes less difference in the values of on the mirror branches.
B. Current Scaling
Since currents are copied and then summed at each FFT stage, the total current is doubled every time. This results in increased power consumption and nonlinearity. To cancel this the ratios of the output transistors of each current mirror participating in summation in every stage of FFT are scaled by a factor of , resulting in the same input/output current range at each stage. The current range can then be chosen to operate the transistors in the selected region of operation.
C. Temperature Effects
The behavior of a current mirror is largely insensitive to temperature, as long as both transistors operate at the same tempera-ture. Differences in temperature can be modeled as a mismatch term. Since Section III discusses the impact of transistor mismatch in analog FFTs, the topic of temperature sensitivity is not further discussed in this paper.
III. N-FFT MISMATCH MODEL
There are many considerations to take into account in analog design, such as device mismatch, body effect, and channel-length modulation. However, most of the error due to channel-length modulation and body effect is common mode. Thus, by using a fully differential circuit, these errors can be eliminated and only differential errors remain. Device mismatch is one such source of error. Since the FFT structure is based on current mirrors, mismatch is an important impairment that needs to be modeled.
As described shortly, mismatch in threshold voltage is modeled as an additive white Gaussian random variable. Also, to analyze the impact of mismatch over an entire -FFT block, the mismatch due to all interior current mirror nodes in the block is modeled as a signal-dependent additive input-referred mismatch source. The per-mirror model and the input-referred model produce comparable bit-error-rate (BER) simulation performance, as discussed later in Section IV.
A. Transistor Mismatch Model
This section explains the mismatch model for strong and weak inversion modes of operation. We note that the impact of mismatch is between the input and output transistors of a single current mirror; in other words a current mirror transfer function relies on having equal values. The PMOS load acts as an input node into a separate current mirror, whose mismatch can be evaluated separately. The PMOS load does not require matched or with the output of the previous current mirror. A separate issue is the one of finite impedances (channel-length modulation) of multiple current mirror outputs driving the same load. This can be accounted for in the sizing of transistors.
1) Mismatch for Strong Inversion:
variation is the dominant source of mismatch, compared to other sources like or [24] . variation can be modeled as a normally distributed random variable with zero mean and a unitless variance of [25] . Assuming a variation , transistor current in saturated strong inversion can be expressed as
The square term can be expanded, producing (4) The first term is the ideal current, and the second term is the dominant mismatch term since the last term can be ignored due to small variance of . Equation (4) can be rewritten as follows: (5) can be represented as where is a normal distributed random variable . Therefore (5) becomes (6) where is a normalizing factor in strong inversion equal to . Therefore, a normally distributed additive mismatch term for is obtained. A numerical example is now provided to highlight the impact of threshold voltage variance on . For mV in a 180-nm CMOS process technology, a reasonable threshold voltage variation value of mV is chosen, which corresponds to 10% of [26] . For a normal distribution, since 97% of outcomes fall within three standard deviations, it can be assumed that the maximum variation of is equal to . Therefore, the is % and is 0.001. The overall variance is equal to . By choosing the normalizing factor becomes 2 and . Hence, the worst-case variation due to the threshold voltage mismatch is equal to .
2) Mismatch for Weak Inversion:
For a transistor operating in weak inversion [27] with a threshold variation , the drain current is
where is the thermal voltage equal to , and is the threshold slope. Since is a normal distributed random variable, is a log-normal random variable, where , the subthreshold normalizing factor, is equal to for . For mV and mV, is about an order of magnitude higher than . Hence, it makes weak inversion operation much more sensitive to mismatch. This observation is confirmed in Section IV, where an -FFT that uses weak-inversion current mirrors with mismatch is simulated and is found to incur too much of a performance loss to be considered feasible.
B. N-FFT Input-Referred Mismatch Model
To model the mismatch due to interior current mirror nodes of the -FFT block as an additive input-referred mismatch source, the first step is to derive the output currents of the two-FFT block with mismatch shown in Fig. 6 . For example, is found to be equal to (8) with similar equations for the other outputs, and subscripts are according to a stage number, copy number, and input. The FFT mismatch at each output can be modeled as an external additive term. The above equation can be seen as an ideal FFT output plus an external mismatch term with double mismatch variance.
Similarly, the mismatch in the four-FFT pictured in Fig. 7 can be derived. The following equation is obtained, which has the same form as (8) (9) where is in general in the form of . The mismatch model for the four-FFT thus has the same structure as for the two-FFT, and the only differences are the coefficients in the model.
The input-referred mismatch variance for the 4-FFT can now be derived from the above equations. In general, for any there are four terms added together, which have the same mean and variance. Since the input signals are roughly in the same range, the total variance should be 4 times the variance of . Also itself has roughly twice the variance of each individual transistor, since the term is negligible. Thus the input variance of the mismatch model for the 4-FFT is roughly 8 times that of each transistor pair. This procedure can be repeated to find the overall variance of any larger FFT, as shown in Table. II.
The input-referred mismatch variance for an -FFT can be expressed as follows: (10) where is the number of stages in the butterfly structure, the first three is the average input factor for a current stage due to WFs used in eight-FFT and larger FFTs, the second factor 3 is the average input factor for previous stages due to WFs. The constant is the average value of WFs in every stage, which is equal to 0.7. For less than 4 the term should be 1 since there is no previous stage having WFs. Therefore, the mismatch of an entire -FFT can be modeled as a signal-dependent inputreferred mismatch source, as shown in Fig. 8 , which is a random vector with this equivalent variance. This input-referred noise vector is multiplied by the inputs and then added at the output of the ideal FFT without mismatch to provide the same output as an FFT having mismatch at each current mirror. Simulation results using both models (per-mirror and input-referred) are presented in Section IV.
From Table II , the input-referred mismatch variance is highly dependent on the number of stages and, e.g., for the 256-FFT the variance is in order of times the variance of a single transistor pair. To make the -FFT less sensitive to transistor mismatch, one idea is to decrease the number of stages in the FFT butterfly structure.
A higher radix FFT structure could be the solution. For instance, in a radix-4 FFT, four currents are summed at each stage rather than two. This change in the FFT diagram reduces the number of stages in half, meaning that only four stages are required for the 256-FFT. Also, a radix-16 FFT only needs two stages; perhaps the 256-FFT could even be realized in one single (full-radix) step, which essentially implements a full DFT. The input-referred mismatch variance for the radix-4 FFT, the radix-16 FFT, and full-radix DFT are provided in Table III .
It is clear that the DFT has the least variance, and its implementation is less sensitive to mismatch compared to other FFT structures. Using a DFT results in about 100 times less input-referred mismatch variance, the impact of which is discussed in Section IV. Also, from Table IV , the number of current mirrors decreases as the radix of the 256-FFT increases. Thus, there is a win-win scenario in terms of the circuit complexity and the mismatch sensitivity to implement an analog DFT processor.
C. Analog/Digital FFT Design Tradeoffs
The ease of implementation of a full-radix DFT using analog circuitry is due to the different cost structure for analog circuits than for digital ones. In a digital implementation, additions are costly. By sorting the inputs and using several stages the total number of additions can be minimized, thus obtaining the FFT structure. Increasing the number of stages does not increase the cost of copying signals in digital implementation, since bits are represented as voltages, and these can be tapped as many times as necessary. However in an analog FFT implementation, copying current signals is costly since the required current mirrors may incur losses due to mismatch. Furthermore, there is no cost for summations in analog design. Therefore, it is preferable to decrease the number of stages in order to decrease the number of current mirrors as well as the impact of corresponding mismatch. Clearly the low-radix FFT structure is not an ideal way to perform the DFT using analog circuitry.
Due to the large number of wires summing at one node, highradix FFT structures may have design limitations due to large capacitances and finite output impedances. However, the critical path delay of the receiver is most likely due to the error control decoder due to its iterative structure, hence the FFT is not the main area of concern. Also, a proper output impedance can be obtained by sizing the load transistors at each FFT stage.
To mitigate the mismatch sensitivity of an analog FFT processor, one idea is to increase the of transistors to decrease the normalizing factor , which is equal to . For fixed values of , increasing incurs extra power consumption.
D. Power Consumption
Using a 180-nm CMOS technology, the power consumption of the analog FFT for the worst-case, radix-2, 256-FFT, for bias currents equal to 100 nA in strong inversion with 1% mismatch, and 0.5 dB loss in BER performance for a coded system, is about 16 mW [23] , which is still remarkably less than that of a comparable digital FFT implementation, which is about 340 mW in [28] . For higher radix FFT structures, the power consumption decreases even further. For instance, the power consumption of the full-radix analog 256-DFT is about 1.6 mW, which is more than an order of magnitude less compared to that of the radix-2, 256-FFT above [23] . A digital implementation of a radix-4, 1024-FFT presented in [29] consumes 2.3 mW/MHz.
IV. SIMULATIONS AND SYSTEM PERFORMANCE
This section presents simulation results of the OFDM communication system model with forward error control shown in Fig. 1 , using Matlab and C programs to characterize the FFT/DFT blocks. Monte Carlo simulations were run over an additive white Gaussian noise channel, measuring the BER performance of the system versus signal-to-noise ratio . Unless otherwise specified, each data point was generated using bits.
A. Current Mirror Model for 256-FFT Simulations
The performance of the 256-FFT using the current mirror linear curve model provided in Section II-A is presented in Fig. 9 . This model is used at each current mirror, and the statistical simulation was run for different bias currents. The bias current range was varied from 100 pA to 100 nA based on the model shown in Fig. 5 . As it is clear in this figure, performance improves with increased bias current values. We also simulated bias currents up to 100 A, but the results were nearly ideal and were not plotted for the sake of clarity.
B. Mismatch Model Simulations
Both mismatch models provided in Section III are now simulated for a radix-2, 256-FFT, to show that the simulation results match. The first model is the FFT that has a mismatch component at each current mirror, the per-mirror model, and its results are shown as solid lines in Fig. 10 . The other model is the input-referred mismatch model shown as dashed lines in Fig. 10 . This model has the input-referred noise vector with an equivalent variance defined in (10), which is multiplied by the inputs and then added at the output of the ideal FFT. The simulation results show that the output of the input-referred mismatch model matches that of the FFT having mismatch at every current mirror.
C. Strong and Weak Inversion Mismatch Sensitivity
As shown in Fig. 11 , an eight-FFT operating in strong inversion (normal distribution of current outputs) with 1% mismatch does not lose significant BER performance; however, for weak inversion (log-normal distribution of current outputs) operation, the BER curve with only 0.2% mismatch is about at an SNR value of 10 dB, which means that weak inversion operation is too sensitive to mismatch for proper operation and thus it will not be further considered in this paper. Fig. 10 shows that the radix-2, 256-FFT is very sensitive to mismatch, losing about 4 dB at BER for 1% mismatch. To mitigate the impact of mismatch, a higher radix structure should be used to reduce the number of stages. Fig. 12 shows simulation results of radix-2, radix-4, radix-16 and full-radix structures. The simulation assumes 2% mismatch for every current mirror in each version of the 256-FFT. For the radix-2, 256-FFT simulation the performance degradation is unacceptable; however the radix-4 structure performance is far better, with a loss of 2 dB at BER; the full-radix DFT only loses 0.5 dB at BER of under . As shown in Table III , for a 256-FFT the ratio of the input-referred mismatch variance for the radix-2 and full-radix structures is equal to , which is more than two orders of magnitude. Based on the numerical example of (6) provided earlier, the square root of mismatch variance can be considered as a mismatch percentage. Therefore, for a 256-FFT, a radix-2 structure, and a full-radix structure with times the mismatch percentage of the radix-2 structure should have equivalent performance. Fig. 13 presents BER versus transistor pair mismatch simulations for the 256-FFT with radix-2, radix-4, radix-16, and full-radix structures, at fixed dB, for different mismatch values from 0% to 10%. This curve illustrates how system performance degrades with small increases in the transistor pair mismatch. Again we notice that the higher the radix, the better the system performance due to reduced overall mismatch.
D. High-Radix FFT Simulations
E. Coded System Performance
Fig. 14 presents the simulation of a 256-DFT with 5% mismatch concatenated with a turbo product code (TPC) as a forward error control mechanism and using BPSK modulation. Each data point was generated using bits. The decoder mitigates the mismatch loss compared to the performance of the uncoded system. The system only loses about 0.5 dB at a BER of , which can be reasonably considered as a system noise TPC. The decoder mitigates the mismatch loss, which is about 0.5 dB at a BER of 10 for 5% mismatch at every current mirror.
component in an analog OFDM receiver. It is generally recognized in the literature that 5%-10% mismatch is fairly straightforward to realize [24] - [26] .
V. CONCLUSION
A novel analog -FFT processor has been proposed, along with a mathematical model of its mismatch as an input-referred noise source. The mismatch model output closely matches the output of an -FFT having mismatch at each current mirror. It was shown that an analog front end operating in strong inversion significantly outperforms one operating in weak inversion. It was demonstrated that the higher the radix of -FFT, the lower its sensitivity is to mismatch. Therefore, the full-radix DFT is more appropriate than the radix-2 FFT for analog design. Finally, simulations demonstrated that for a receiver for an OFDM communication system concatenated with a forward error control code, an analog 256-DFT with 5% mismatch at each current mirror can be used, with a total system loss of only 0.5 dB at a BER of . The fact that 5% mismatch is easily achievable demonstrates that such an analog receiver system is feasible.
Future work will include the design, fabrication, and testing of a full system, and a study comparing the performance and silicon area of finite-precision digital implementations to analog implementations with mismatch. We foresee that the regular structure that consists only of current mirrors could make it feasible to exploit design automation tools to generate a compact layout.
