This article reviews prior work studying reaction kinetics in solution, with the goal of using this information to improve detailed kinetic modeling in the solvent phase.
Introduction
Predicting the rates of chemical reactions occurring in solution, particularly in the absence of experimental data, is a challenging task. However, common families of reactions occur in both the liquid-phase and gas-phase; for example, gas-phase combustion of hydrocarbon fuels will be dominated by hydrogen abstraction reactions, as will the low temperature, liquidphase oxidation of fuels by exposure to the atmosphere. Since these reaction types also occur in the gas phase and are sometimes better studied, it can be advantageous to modify these known gas phase reaction rates rather than predicting the solution phase kinetics directly.
One example of how presence of a solvent modifies effective reaction rate, k eff , is due to the solvent's physical diffusion limitation:
where k diff is the rate of diffusion and k int is the intrinsic rate of reaction, not accounting for diffusion. The rate of diffusion is proportional to the sum of the radii R and sum of the diffusivities D of the reacting species 5 :
where k B is the Boltzmann's constant, T is temperature, η is the solvent viscosity, and r A is the radius of chemical species A.
As diffusion corrections to modify gas-phase reaction rate are already known (see ref. 6 ), this review focuses on the intrinsic solvent effect on chemical reaction rates. As opposed to the physical diffusion effect, the intrinsic effect accounts for changes in the chemical environment of reactants and transition state, and modifies the reaction barrier (see Figure 1 Solvent effects on the reaction rate depend on both the nature of the solvent and the type of reaction occurring, and thus can be challenging to apply systematically. It is helpful to consider previous work in this field in order to understand and ultimately generalize solvent effects.
Towards this goal, sections 2 and 3 describe experimental and theoretical approaches, respectively, used to study intrinsic solvent effects. Section 4 then describes previous solvent effect discoveries organized by reaction family. Section 5 concludes with a perspective on how to best understand these solvent effects, and a suggestion to leverage data to generalize solvent effects for different types of chemical reactions.
Experimental techniques for determining reaction rates in liquids
To better understand kinetic solvent effects on chemical reactions, experiments aim to measure reaction rates in a variety of solvents. Experimentally determining reaction rates for radical reactions in solution can be difficult due to the short-lived nature of some radicals;
however, some methods have been developed over the last century and are commonly used for measuring these kinetics. In an early method pioneered by Briers and Chapman known as rotating sector, or the intermittent-illumination method (IIM), a sample is exposed to a constant intensity of light for intermittent periods of time, such that the amount of time spent in light and in the dark remains constant [8] [9] [10] . The average reaction rate, W M , can be calculated by:
where k p and k t are the propagation and termination rates, respectively, [M ] is the concentration of the compound under investigation, M , reacting with a radical, φ is the quantum yield of photoinitiation, I is the light intensity, and r is the ratio of time in the dark to time in the light 10 . This method has been applied to reactions in gas phase and solution, including polymerization and radical recombination [11] [12] [13] . This method, however, can only be used for some specific types of radical chain reactions, with one requirement being that they can be photochemically initiated 14 .
A very common method for measuring the reaction rate of radical reactions in both gas and liquid-phase is laser flash photolysis. In this method a sample is excited by a pulse from a laser, and radical species are monitored by measurement of their spectral absorption. The spectral absorption can be measured with electron spin resonance, in which the unpaired electron of the radical interacts with the nuclei in the molecule leading to a mapping of electron density 15 .
An indirect way of measuring the rate constants for radical-molecule reactions is the radical clock method, which uses a known unimolecular reaction rate and a measured product distribution to determine an unknown radical-molecule reaction rate 14 . For example,
Roschek and co-workers developed radical clocks for peroxyl radical reactions using the competition between a unimolecular rearrangement of a peroxyl radical (R 1 OO · −−→ R 2 OO, k R ) and a bimolecular H-atom transfer (ROO · + AH −−→ ROOH + A · , k H ) 16 . This concept is shown in Figure 2 . Jha and Pratt point out some limitations to the structure of the "clock" or initial molecule used, R 1 H 17 . If R 1 · is either persistent or highly stabilized, it cannot carry the chain reaction, and a large concentration of substrate is required. They describe a modification the radical clock method using peroxyesters, making it possible to study a wider range of reactions.
3 Computational chemistry methods for determining solvent effect
Computational chemistry provides an alternate approach to experiments for determining intrinsic kinetic solvent effects. Reaction rates k(T ) can be calculated directly using classical transition state theory 18 :
where k B represents the Boltzmann's constant, T is temperature, h is Planck's constant, R is the ideal gas constant, and ∆G ‡ is the difference in Gibbs free energy between transition state and reactant. Transition state theory requires the properties of the reactants and transition states of a reaction to be known or calculated using quantum chemistry, specifically by solving the Schrödinger equation for each of these chemical species:
whereĤ is the Hamiltonian operator, ψ is the system's wave function, and E is the total energy of a chemical species. Depending on the size of the system, E is not trivial to calculate and some approximations to the Schrödinger equation are made to be able to solve it numerically, to be discussed in Section 3.1
Once a species' energy is known, intrinsic solvent effect can then be determined. The differential solvation between reactants and transition states causes a energetic change between these two species, modifying ∆G ‡ when changing phases and thus affecting the reaction rate as indicated in equation (5) and illustrated in Fig. 1 . Several computational methods are commonly utilized for obtaining geometries of reactants and transition states, and their properties, i.e. electronic energies and frequencies.
Density functional theory
One popular set of methods used to solve the Schrödinger equation numerically is based on density functional theory (DFT), an approximation to the wave function that considers electron density rather than the exact position of electrons 19, 20 . DFT is used to obtain electronic structures of molecules, radicals, and activated complexes (transition states). The DFT method chosen has a significant impact on whether the species' geometries and energies are accurate, and it was previously found that the accuracy of density functionals for predicting barrier height is correlated with their accuracy for transition state geometries 21 . In addition, approximate functionals such as DFT predict the transition state energies too low because they incorrectly delocalize electrons 22 . However, when comparing both reactants and transition states in gas and liquid, this discrepancy matters less since it will be present in both phases, and some cancellation of error will occur. When DFT is used to compute solvent effects, comparison to experimental rates has shown that it provides a high enough level of theory to capture the desired effects 23,24 .
Solvation models
The next challenge to computational calculation of solvent effects is the representation of the solvent and how its presence affects the energy of chemical species. Computational methods for estimating solvation energies are reviewed in 25 and are depicted in Continuum solvation models represent solvation as a solute placed inside a cavity within an implicit solvent, which is modeled as a continuum with a constant property such as conductivity or dielectric constant ( Figure 3f ). The solute cavity can be shaped like a sphere or ellipsoid, or as in more modern methods, based upon a superposition of atom-centered spheres 26 . However, representing a solvent this way does not account for local solute-solvent interactions, and the assumption that the dielectric constant near the solute surface is equal to the bulk dielectric constant is inaccurate.
One such continuum solvation method is known as the Conductor-like Screening Model (COSMO), and allows the solute cavity to be arbitrarily shaped [27] [28] [29] . The method makes calculation of analytical gradients more efficient and geometry optimization can be done faster and more realistically 27 . COSMO-RS is an updating of COSMO for "real solvents", that is, without assumption of dielectric screening theory, which does not hold for very polar solvents 28, 29 . COSMO-RS relies on viewing molecular interactions locally, through pairwise interactions, rather than considering ensembles of molecules interacting electrostatically and through van der Waals forces.
The shells theory proposed by Pliego is an example of a hybrid implicit/explicit solvation method 30 . In this solvation treatment, the solvent shell closest to the solute (S 1 ), representing solute-solvent interaction, is treated either fully quantum mechanically, as in Figure 3e , or with molecular dynamics based on classical force fields, as in Figure 3d . The remaining solvent, S 2 , is treated with continuum solvation. When the number of solvent molecules in S 1 becomes infinite, this theory converges to the full discrete solvent representation. This approach is also known as the cluster-continuum model, mixed discrete-continuum model, or quasichemical theory 26 .
A recommended method for calculating liquid-phase energies is SMD 31 . It is a continuum method but takes into account contributions from the first solvation shell via paremetrization. This model, like its authors' other SM x methods, includes a term for non-electrostatic effects due to cavity formation, dispersion interactions, and solvent structure. The contribution is dependent upon the solvent-accessible surface area (SASA) of each solute atom. The main feature distinguishing SMD from the other SM x methods is that it utilizes a continuous charge density of the solute, rather than a discrete representation. In the Gaussian computational chemistry program 32 , the method is combined with the polarizable continuum method (PCM) 33 
Kinetic solvent effects within reaction families
Kinetic solvent effects are usually most generalizable within a particular type or family of reaction, and the following section will be organized accordingly. However, as will be shown
in several studies, the kinetic solvent effect can vary within a reaction family and across solvents.
Hydrogen abstraction
The two radicals, the reaction rate in the same solvent differs by over 10 6 . Any deviation from this behavior, as in tert-butyl alcohol, is thought to be due to the reaction being partially diffusion controlled. The reaction of α-tocopherol with tert-butoxyl was further investigated in four solvents; the rate constant decreased with increasing β H 2 value 39 , a measure of solvent basicity.
In solvents with both high dielectric constant and basicity, different behavior is observed, discovered in a study of the reaction between Trolox and Cl 3 COO· 40 . In these solvents, a mechanistic shift from hydrogen atom abstraction to electron transfer occurs. This electron transfer mechanism may also be accompanied by a solvent-assisted proton loss, known as sequential proton loss electron transfer (SPLET):
Thus, the electron transfer mechanism can account for rates which are higher than the :
Later, it was found that this single empirical equation could not describe an entire reaction family [43] [44] [45] . In solvents which support ionization, some hydrogen abstraction reactions, for example that of 2,2'-methylene-bis(4-methyl-6-tert-butylphenol) (BIS) with DPPH·, proceeded by the SPLET mechanism 45 . This led to a reaction which is zero-order in DPPH·.
Because this is not true for the reactions of all phenols with DPPH·, it was suggested that In some types of hydrogen abstraction reactions, the effect of changing the solvent is low. The reaction between ascorbate and 2,2,6,6-tetramethylpiperidine-1-oxyl radical was studied experimentally 49 . The mechanism was best explained by proton-coupled electron transfer (PCET) ( Figure 5 ), where an electron and proton are transferred simultaneously but between different sets of orbitals. This mechanism differs from SPLET, as the electron and proton are transferred in a single elementary step rather than sequentially. The solvent was varied between water and mixtures of water and dioxane, decreasing its polarity. The quantity investigated was the kinetic isotope effect (KIE), which is defined as the ratio of the rates of hydrogen abstraction in water and in D 2 O. KIE was found to only slightly increase with decreasing solvent polarity. Interestingly, hydrogen tunneling was suspected to take place in all solvents studied, because the experimental KIEs were larger than expected.
From these studies it has generally been understood that solvent effects on hydrogen Kinetic solvent effects on the addition of radicals to multiple bonds ( Figure 6 ) has mainly been investigated theoretically and has been extensively studied by the groups of Fouassier [51] [52] [53] and Radom [54] [55] [56] [57] . In one such study, when various radicals were added to methyl acrylate using DFT calculations with continuum solvation, the rate of reaction in various solvents correlated well with the dipole moment of the solvents; however, it was argued that a multipole approach was still needed 52 . Polar solvents still had a small effect on the rate if the charge transfer from the reactants to transition states, calculated using a Mulliken charge analysis 58 , was low. Wong and Radom performed calculations using the self-consistent isodensity polarizable continuum model (SCIPCM) 54, 59 . In the case of radicals with saturated substituents adding to alkenes with saturated substituents, addition of any solvent increases the reaction barrier. Solvent decreases the barrier in the unsaturated case. The higher the dielectric constant of the solvent, the greater this effect. Finally, Garcia et al. investigated the addition of several radicals to methyl aminoacrylate with DFT and found that for an unspecified solvent, barriers increase with solvation for electrophilic radicals (phenyl and trifluoromethyl) and decrease for nucleophilic radicals (methoxymethyl and methyl) 60 . From these studies, it can be concluded that the chemical nature of the radical has a larger effect on the rates than the polarity of the solvents in this reaction family. The β-scission (reverse reaction of radical addition to multiple bond) of tert-butoxyl radicals was investigated by Weber and Fischer 62 using electron spin resonance to measure rates.
Radical addition to multiple bonds

β-scission
They found that at 300 K, the rates in solution were at least ten times larger than the gas phase rates. This result was explained by a transition state effect, where the transition state is more polar than the radical and is thus more stabilized by interactions with polar and polarizable solvents. Furthermore, the β-scission of cumyloxyl radicals measured using laser flash photolysis also showed a rate increase with increasing solvent polarity 63 . The same effect was found for alkyloxyl radicals 64 . Bietti et al. also confirmed this effect and found that the solvent Dimroth-Reichardt parameter (E T ) correlated well with the increase in rate 65 , confirming earlier results by the Ingold group 61 , see Figure 7 . The E T parameter represents the charge-transfer absorption of the solvent in pyridinium N -phenolbetaine and serves as a different measure of solvent polarity than the dielectric constant 66 . For example, methyl formamide has an extremely high dielectric constant but is of similar polarity to methanol as characterized by its E T value.
It appears from these studies that the rates of β-scission reactions can be generalized to increase with some measure of solvent polarity such as E T . However, since only reactions of cumyloxyl and alkyloxyl radicals have been investigated, and mostly in water, acetonitrile or mixtures of the two, it is perhaps dangerous to infer kinetic solvent effects for the entire reaction family. reaction mechanism is seen with solvation. It is argued that only adding the solvation energy to the gas-phase energy is not sufficient to determine the reaction path in solution. However, they also maintain that continuum theory models are sufficient for capturing some specific interactions with solvents, such as hydrogen-bonding, since overall electrostatic effects will implicitly include these properties. Another simulation study on the reaction of methyl acrylate with cyclopentadiene was done by Sheehan and Sharratt using molecular dynamics 70 . The reaction was studied in both methanol and n-hexane. The result showed that the endo/exo selectivity of the reaction products is related to the difference in the solvated transition states' free energies. Further, the rates and selectivity were affected by properties of the solvent, such as their polarity and H-bonding ability. In methanol, the product was energetically favored as compared to in n-hexane; this effect was explained by the similarity in polarity between the product and methanol.
Diels-Alder
Soto-Delgado et al. studied the reaction of cyclopentadiene and methyl vinyl ketone in both water and methanol, using a combined QM/MM-MD approach 71 . The activation freeenergy barrier in methanol is 2.1 kcal/mol higher than in water, which is within 0.1 kcal/mol from the experimental difference (a rate deceleration of 2 orders of magnitude). Again, the ability of the solvent and transition state to hydrogen bond, which is stronger and longerlived in water than in methanol, contributes to this effect. Kiselev et al. compared reaction rates of 9-(hydroxymethyl)anthracene and 9,10-bis(hydroxymethyl)anthracene with maleic anhydride, N-ethylmaleimide and N-phenylmaleimide, in organic and water-1,4-dioxane cosolvents 72 . It was found that even those reactants which do not hydrogen-bond with water experienced reaction rate acceleration in water, depending on the structure of the diene. The organic cosolvents reduced the reaction rate, also depending on the polarity of the reactants.
These studies illustrate the importance of both polarity of reactants and hydrogen bonding ability in kinetic solvent effects of Diels-Alder reactions, and verify that continuum models and other computational methods can capture both of these effects reasonably. Despite the success of these models, experimental studies were necessary to show the hydrophobic effect that is crucial in some cases. Additionally, merely adding solvation energies to those obtained in the gas-phase is not sufficient when the transition state geometries or shape of the potential energy surface change significantly in a solvent. Figure 9 with acetic anhydride in the gas phase and in three solvents. The optimized geometries and reaction energies were found with B3LYP/6-311++G(d,p) and B3LYP/6-31G(d), respectively, while solvation energies were found using PCM. The calculations showed that the reaction proceeds via a mechanism characterized by nucleophilic attack of the catalysis, and that this mechanism does not change, nor does the rate-limiting step, with solvent. Because polar solvents better solvate the reactants than the transition states or reaction intermediates, the reaction is less favorable in these solvents. Consequently, the reaction proceeds less favorably in going from gas, to carbon tetrachloride, to chloroform, and finally to dichloromethane, the most polar solvent of the group. These results are also supported by early experimental studies 74 . The investigations together illustrate that continuum solvation models can be sufficient to explain trends in solvation kinetics, and also that reaction rate can vary with solvent polarity alone. The epoxidation of olefins ( Figure 10 ) by hydrogen peroxide was studied both experimentally and with DFT by Berksessel and co-workers 24, 75, 76 . For these reactions, using fluorinated alcohols such as hexafluoroisopropanol (HFIP) accelerates the rate in relation to 1,4-dioxane 75, 76 . From 0-4 molecules of HFIP were studied with the reactants quantum mechanically in the gas-phase, and then the whole system was treated with PCM 24 . Acetone was chosen as a model solvent for HFIP, because of its similar dielectric constant, with some additional considerations for cavitation. The activation enthalpies were shown to decrease with increasing number of HFIP molecules, while increasing contribution of entropy lead to the Gibbs free energy of activation reaching saturation with three or four HFIP molecules.
Acetylation
Epoxidation
The same theoretical study was done using methanol as a solvent, but increasing the number of methanol molecules had no influence. However, the activation barrier was reduced more with methanol than with HFIP. This result shows that methanol acts only as a polar solvent for the reaction, and explicit hydrogen-bonding with methanol does not affect the reaction rate, as it does with HFIP. While prior theoretical study by the Shaik group showed that fluorinated alcohols increased the epoxidation reaction rate 77 , the studies by Berkessel explicitly showed the effect of multiple aggregates of the solvent molecules. These studies together show for some reaction families, hydrogen bonding with solvent is more important than polarity to explain kinetic solvent effect. However, treating the solvent explicitly is occasionally necessary to deduce these effects, as was the case of HFIP vs. methanol 24, 75, 76 . (Figure 12b ). Adding water molecules beyond two made the system entropically unfavorable. For the concerted mechanism, the solvation only increased the barrier by 6.4 kcal/mol with two water molecules (Figure 12c) , indicating that the transition state is more stabilized by the solvent than in the stepwise mechanism. Additionally, the level of theory used for the calculations had a large effect on the barriers. The discrepancy caused by the level of theory was larger than the difference between using geometries optimized in the liquid-phase, rather than geometries optimized in the gas phase and then modeled with 
Hydrolysis
Summary and Outlook
The above examples display that chemical reactivity can change drastically in different solvents, and that a diverse set of methods are used to determine this solvent effect. While some rates change systematically with a number of solvent polarity measures, it is not always clear which properties of the solvent and reactant structure will have an effect on the rates. Experimental data are only available for certain reactions in some reaction families, most extensively hydrogen abstraction. It is hard to generalize effects to a whole family of reactions without both experimental and theoretical data, and a variety of reactants and solvents tested, which would require a lot of experiments and/or calculations.
However, one generalization that can be made across the reaction families in section 4, is that computational methods including continuum solvation models have been successfully used in several of the studies to explain and predict solvent effects. Using a solvation model to calculate energies of geometries optimized in the gas-phase was shown to be sufficient in most cases, and is a promising approach to determining kinetic solvent effects going forward.
Understanding complex chemical systems requires detailed kinetic models, with each elementary reaction rate known or estimated. These models can be quite large; for example, a model for the liquid-phase oxidation of a biodiesel surrogate fuel blend contained 3275 chemical reactions 2 . Due to the size of these models it is desirable to generate them automatically, but using quantum chemistry and transition state theory or direct dynamics to calculate thousands of liquid-phase reaction rates on-the-fly during mechanism generation would be computationally expensive. Jalan et al. 6 automated the estimation of solvation thermochemistry and diffusion limitations during automated mechanism generation, and manually modified some reaction rates on the basis of PCM calculations, to build solventsensitive models of tetralin oxidation. The next step is understanding how to systematically apply kinetic solvent effects to all the reactions, to improve accuracy and reduce human effort when building detailed kinetic models.
Correlating parameters with molecular structure features for the ultimate goal of predicting these parameters has proven effective for thermodynamic parameters 81 , gas-phase reaction rates 82 , and transition state geometries 83 . If shown that the properties of reacting molecules and solvent systematically affect reaction rates in liquids, such an approach can also be used to predict kinetic solvent effect. Machine learning provides a framework for parameter prediction based on molecular properties, using models fitted to known data. In addition to the above examples of chemical properties needed for detailed kinetic modeling, machine learning has been used to solve several problems in the domains of cheminformatics and bioinformatics [84] [85] [86] .
The difficulties of such an approach are similar to the pitfalls of the methods described in this review; enough experimental or theoretical data must be generated to train such a model.
One promising method for generating a large number of gas and liquid-phase reaction rates is automatic transition state calculations. For example, Bhoorasingh and West developed a machine learning algorithm for predicting key distances in the transition state for three families of reactions, allowing a good initial guess for the transition state geometry to be set up automatically 83 . This method has recently been integrated with a transition state theory calculator 87 , providing a fully automated algorithm for calculating gas-phase reaction rates 88 .
Integrating such methods with computational methods to calculate reaction rates in liquids, such as the continuum methods discussed in Section 3.2 and used in several of the discussed studies 24, 52, 54, 73, 78, 79 , could provide a systematic approach to calculating many reaction rates in different solvents. This large volume of reaction rates could then be used to train a machine learning model to predict solvent effect from molecular properties. Generation of more accurate detailed kinetic models, which require many solution-phase rates, would then become possible.
