This paper discusses dynamic factor analysis, a technique for estimating common trends in multivariate time series. Unlike more common time series techniques such as spectral analysis and ARIMA models, dynamic factor analysis can analyse short, non-stationary time series containing missing values. Typically, the parameters in dynamic factor analysis are estimated by direct optimisation, which means that only small data sets can be analysed if computing time is not to become prohibitively long and the chances of obtaining sub-optimal estimates are to be avoided. This paper shows how the parameters of dynamic factor analysis can be estimated using the EM algorithm, allowing larger data sets to be analysed. The technique is illustrated on a marine environmental data set.
Introduction
Common questions in biological and environmental time series studies are (i) what are the general patterns over time in the measured variables, (ii) are there any interactions between the measured variables, and (iii) are the measured variables related to any explanatory variables. Unfortunately, most commonly used time series techniques, such as spectral analysis (Priestley, 1981) , wavelet analysis (Shumway and Stoffer, 2000) , ARIMA and Box-Jenkins models (Ljung, 1987) , require stationary time series without missing values and are not particularly suitable for answering such questions. Indeed, spectral analysis and wavelet analysis concentrate on cyclic patterns, and ARIMA and Box-Jenkins models are designed merely for prediction.
With modern computing power, more computing-intensive time series techniques can now be applied to short non-stationary multiple time series. One of these techniques is dynamic factor analysis, the subject of this paper. It is a dimension reduction technique that aims to model N observed time series in terms of M common trends. The aim is to choose M as small as possible, without losing too much information. The principle is the same as in other dimension reduction techniques, such as principal component analysis and factor analysis. Indeed, dynamic factor analysis can be thought of as a factor analysis in which the axes are restricted to be latent smoothing functions over time.
Dynamic factor analysis is not a new technique. It has been used in econometric and psychological related fields since the mid eighties, see for example Molenaar (1985 Molenaar ( , 1989 Molenaar ( , 1993 , Molenaar and de Gooijer (1988) , Molenaar et al. (1988 Molenaar et al. ( , 1992 Molenaar et al. ( , 1999 , Harvey (1989) , Lütkepohl (1991) . However, most of the examples in these papers contain only a few time series. This is because the model parameters were estimated by direct numerical optimisation of a maximum likelihood criterion. Clearly, as the number of time series becomes large, so does the number of parameters to be estimated, and direct optimisation becomes harder and more time consuming. More recently, Aguilar et al. (1998) , and West and Hall (1997) , among others, have used Markov Chain Monte Carlo methods for parameter estimation. However, these methods require long time series, and the authors used examples with hundreds of observations in time.
This paper shows how the EM algorithm can be used to apply dynamic factor analysis to a larger number of time series. To do this, we write the dynamic factor model as a special form of a state-space model, and adapt the theory of Shumway and Stoffer (1982) , and Wu et al. (1996) , who discuss the EM algorithm for various types of state-space models. We also show how to deal with missing values, using techniques described in Digilakis et al. (1993) and Shumway and Stoffer (1982) , and to incorporate explanatory variables, again following Wu et al. (1996) . These result in a complete, unified description of dynamic factor analysis within the EM framework.
Section 2 describes the dynamic factor model. Section 3 develops the EM algorithm for the dynamic factor model and Section 4 discusses model identification. In Section 5, explanatory variables are added to the dynamic factor model, and missing values and other topics are discussed in Section 6. In Section 7, dynamic factor analysis is applied to a set of zoobenthic species measured at the Balgzand in the Netherlands (Beukema, 1998) .
The mathematical algorithms were implemented in a user friendly software package and this is available from http://www.brodgar.com. Dynamic factor analysis is based on so-called structural time series models (Harvey, 1989) . These model observations in terms of a trend, seasonal effects, a cycle, explanatory variables and noise, all of which are allowed to be stochastic. This means that one can have a seasonal component that changes slightly from year to year, a cyclic component that is not a cosine function, a trend that is not a straight line or a polynomial, or explanatory variables that have a significant influence in a certain period of the time series. In this paper, we only consider structural time series models of the form: data = trends + explanatory variables + noise
The mathematical formulation of this model is discussed next. First suppose that we have a univariate response variable y t measured in year t, where t = 1, . . . , T . The most simple univariate structural time series model has no explanatory variables, and is given by:
This model is called a random walk trend plus noise model. The term α t represents the unknown trend at time t. The components t and η t are error components. It is assumed that t ∼ N (0, h), η t ∼ N (0, q), and α 0 ∼ N (a 0 , v 0 ). It is also generally assumed that t , η t and α 0 are independent of each other, but this is not strictly necessary. The variance q determines the smoothness of the trend component, with the trend becoming smoother as q decreases towards zero.
If there are now N response variables, then these can still be analysed by univariate models by treating them as N separate time series. However, this results in N estimated trends that all have to be interpreted, and interactions between the response variables are ignored. The dynamic factor model aims to overcome these disadvantages by reducing the N univariate trends to M common trends, where 1 ≤ M < N. To illustrate, consider the dynamic factor model for two common trends:
. . .
where y it is the value of the ith response variable at time t (i = 1, · · · , N and
The components α 1t and α 2t are the two common trends. Every response variable is modelled as the sum of (i) a linear combination of the two trends, (ii) a constant level parameter and (iii) a noise component. The multiplication factors γ i1 and γ i2 determine the linear combination for the ith variable and are called factor loadings.
A general formulation for the dynamic factor model with M common trends is given by:
The matrix Γ is of dimension N × M and contains the unknown factor loadings and α t is a vector of dimension M containing the M common trends at time t. It is generally assumed that t ∼ N (0, H), η t ∼ N (0, Q) and α 0 ∼ N (a 0 , V 0 ), and that t , η t and α 0 are independent of each other, but again the independence assumption is not strictly necessary. The unknown parameters in the model are the elements of Γ, H, Q, µ, a 0 and V 0 and are called hyperparameters.
Conditional on the hyperparameters, the variance of y t is given by:
In factor analysis, the variance of the observations has a similar form, so the model in equations (2) and (3) is called the dynamic factor model.
Dynamic Factor Analysis and the EM algorithm
The joint log likelihood function of the observations y 1 , · · · , y T and the trend com-
This log likelihood function is also called the complete data likelihood. Because the trend components are unknown, log L(
can not be optimised directly. However, the EM algorithm provides a way to obtain maximum likelihood estimates of the hyperparameters based on the incomplete data y 1 , · · · , y T . This is done by successively maximising the conditional expectation of the complete data likelihood function. In the E-step, we calculate
where φ contains all the hyperparameters estimated in the j-1 th iteration. In the M-step, (4) is maximised with respect to the hyperparameters. We now discuss the E-step and M-step in more detail. Shumway and Stoffer (2000) showed that the conditional expectation of the complete data likelihood function in (4) is equal to:
E-step
The terms α t|T and V t|T represent the best linear estimator for α t , using all observations, and the corresponding variance matrix respectively. V t,t−1|T is the covariance matrix of α t|T and α t−1|T . These are all obtained from the Kalman filter and smoother algorithm Shumway and Stoffer (2000) applied to the model in (2) and (3). Details of the algorithm for the dynamic factor model extended to include explanatory variables, are given in the Appendix.
M-step
Updating equations for Q, H, Γ, µ, α 0 and V 0 are obtained by maximising the conditional expectation of the complete data likelihood function in (4) with respect to these hyperparameters. Using basic calculus it can be shown that the following choices for H, Q, µ, V 0 and a 0 maximise (4).
where
Identification
The dynamic factor model is not identifiable (Harvey, 1989) since, if F is a nonsingular matrix, the (rotated) factor loadings ΓF −1 and common trends F α t will give the same model fit. This problem also exists in factor analysis, where it is resolved by imposing restrictions on the parameters. Harvey (1989) suggested using similar restrictions in dynamic factor analysis, namely that (i) the covariance matrix of the common factors is the identity matrix (Q = I), (ii) the ijth element of Γ is zero for j > i, where i = 1, · · · , M − 1, and (iii) the first M elements of the level parameter are equal to 0. Using these restrictions, a unique solution for the factor loadings exists. The drawback is that the first common trend is determined by the first response variable, the second common trend by the first two response variables, etc. However, once the parameters have been estimated, a factor rotation can be applied to the estimated factor loadings and common trends. For example, a varimax rotation (Basilevsky, 1994) will attempt to relate each time series to just one of the common trends. Implementing these restrictions within the EM algorithm is not trivial and is discussed below. Wu et al. (1996) extended the EM methodology to allow for restrictions on the hyperparameters. They used a model similar to (2)-(3) but with a known matrix Γ and with restrictions placed on the covariance matrices. Their approach can be extended to allow for restrictions on Γ. The derivation is based on complex algebra and we only present the final updating equation. Let vec Γ be the NM × 1 vector containing all stacked columns of Γ. The restrictions on Γ can be written as:
Restrictions on Γ
where G is a known matrix containing zeros and ones and 0 is a vector containing zeros. The number of rows of G (and 0) is equal to the number of restricted elements in Γ. Using this notation, the updating equation for the restricted matrix, Γ restr becomes:
where Γ unrestr is obtained from equation (8) and ⊗ is the tensor product.
Restrictions on Q
No updating equations for Q are now needed, since we have assumed that Q = I. This means that we can omit equation (5).
Restrictions on the level parameters
Setting the first M level parameters to zero, as mentioned above, means that the first M elements of µ are set to zero. Another option is to set all elements of a 0 to zero and use no restrictions on µ. We followed another approach. After each Kalman smoothing iteration, we calculated the average of each common trend. Denote these byᾱ. This average is subtracted from α s|T for all s (in each iteration, before the M-step). As a result, the common trends are centered around zero. This means that the estimated level parameter represents Γᾱ + µ. We found that this approach resulted in a much more stable algorithm.
Explanatory variables
To include explanatory variables in the dynamic factor model, equations (2)- (3) can be extended to:
where D is a N × K matrix containing unknown regression parameters and x t is a K × 1 vector containing the values of the K explanatory variables at time t. To simplify notation, we let the first explanatory variable equal 1 for all t, so the first column of D represents the level parameter µ. This modification means that µ must be replaced by Dx t in the expression for the conditional expectation of the complete data likelihood function, and in the updating equations for H and Γ. Wu et al. (1996) derived an updating equation for D:
It is also possible to put restrictions on particular elements of D. This might be necessarily if it is believed that a certain explanatory variable only affects a subgroup of response variables. Mathematical details can be found in Wu et al. (1996) . To assess whether the response variables are related to the explanatory variables, confidence intervals for D need to be calculated. Unfortunately, the standard EM algorithm does not provide the means to do this. Meng and Rubin (1991) developed SEM, an extension of the EM method to estimate confidence intervals of hyperparameters. Alternatively, bootstrapping methods can be used (e.g. Stoffer and Wall (1991) ). Our approach, slightly easier and less computationally demanding, was to rerun the EM algorithm once more after convergence, but with the state-space model rewritten so that the new state-vector α * t contains the common trends and the stacked columns of D. The variance matrix of α * t can then be used to calculate confidence intervals for the elements of D. This approach works as follows.
Apply the EM algorithm as described in the appendix. Define a new vector α * t of dimension M + NK, where the first M elements of α * t contain the estimated values of α t|T and the remaining elements the stacked columns of the estimated matrix D. Define new matrices Γ * t of dimension N × (M + NK), where the first M columns contain the estimated values of Γ and the remaining columns contain K diagonal matrices of dimension N × N . The first diagonal matrix contains the element x 1t (each element on the diagonal is the same), the last diagonal matrix the element x Kt . By doing this, we have rewritten the dynamic factor model in (9)-(10) as : The matrix Γ is then replaced by W t Γ in the Kalman filter and smoother algorithm. Updating the hyperparameters in the case of missing values is more complex. Let L t be the N × N diagonal matrix with the i,ith element equal to 0 if the ith element of y t is missing and 1 otherwise. The variance matrix H is updated via:
where H prev is the matrix H obtained in the previous EM iteration and missing values in y t are replaced by zeros. This approach uses information from the previous EM-iteration for rows and columns that correspond to the missing values in y t (Shumway and Stoffer, 1982) . For updating D in the case of missing values, we followed Digalakis et al. (1993) , and replaced the missing values in y t by the corresponding values in Γα t|T + Dx t . We followed the same approach for updating Γ.
Number of common trends
Just as in dimension reduction techniques such as principal component analysis and factor analysis, one has to choose the number of axes or common trends. The more common trends are used, the better the fit will be, but the more parameters that have to be estimated. The number of parameters in the dynamic factor model is given in Table 1 . A convenient choice is to use 2 common trends since factor loadings can then be plotted versus each other. Obviously, it is desirable to have a more formal procedure for choosing M . We used Akaike's information criterion (AIC), defined as twice the difference between the log likelihood function (measure of fit) and the number of parameters (penalty). The AIC can be calculated for models containing any number of common trends, and the model with the smallest AIC is taken to be the 'best' model. Once the common trends have been estimated, various model validation tools are also available. For example, various types of residual plots can be considered, as in classical linear regression (Johnston, 1984) . Shumway and Stoffer (2001) showed that V 0 and α 0 can not be estimated simultaneously within the EM algorithm. He suggested that V 0 should be kept fixed and α 0 estimated with the EM algorithm. We followed this suggestion and used a diagonal matrix for V 0 with all diagonal elements set to a fixed value v. There are no general guidelines for choosing v. We noticed that if v is chosen large relative to α 0 , but not too large, the estimation process resulted in similar results for different choices of v. For standardised response variables (see below) , we used v = 5. Other values (between 1 and 15) were tested but negligible differences were detected in the final model estimates.
Starting values
Covariance matrix H Various choices are possible for the covariance matrix H of the error term t . For example Liang and Zeger (1986) discuss different covariance structures in a generalised estimation equation context, all of which can be used in dynamic factor analysis. The simplest approach is to use a diagonal matrix. Wu et al. (1996) showed that the diagonal elements of H can then be updated with equation (6), with the off-diagonal elements being set to 0. We have also used a general symmetric, non-diagonal covariance matrix, where off-diagonal elements represent information in the response variables which cannot be explained by the common trends or explanatory variables.
Standardising
It is often convenient to standardise each time series by subtracting its mean and dividing by its standard deviation. This can be written as:
where y * t is the transformed series,ȳ is a N × 1 vector containing the mean values of the N time series and Σ is a N × N diagonal matrix containing standard deviations. As a result, the first equation of the dynamic factor model for standardised data can be rewritten as:
t . This shows that the only effect of standardising the time series is a matrix multiplication of the factor loadings, regression coefficients and noise term. However, if the time series are on different scales it is an advantage to standardise them and interpret the factor loadings Σ −1 Γ instead of Γ. If this is not done, Γ might only reflect differences in the scale of the series, rather than interactions between series.
Case study: biomass of macro zoobenthic species in the Balgzand
The Balgzand is a 50 km 2 tidal flat area in the western part of the Wadden Sea (Figure 1) . In this area, fifteen stations were selected and have been sampled at least annually since 1970. At each station, numbers and biomass of macro zoobenthic species have been counted and measured. Details of the sampling are given in Beukema (1988) .
To illustrate dynamic factor analysis, we use the biomass (summed over the 15 stations) of 12 important species sampled in March of each year. The species are given in Table 2 . Because various species had biomass series which fluctuated considerably over years, a square root transformation was applied. Water temperature has been measured at a nearby pier and winter averages were used as an explanatory variable. The species and temperature time series were standardised. Underlying questions in this study are whether there are any common patterns in the biomass time series, and what are the relationships between biomass time series and water temperature. The standardised species and water temperature time series are presented in Figure 2 .
Results
The following two dynamic factor analysis models were applied.
Model I: data = common trends + noise Model II: data = common trends + explanatory variable + noise Model I is given by equations (2)- (3) and model II by equations (9)- (10). In all models, a symmetric, non-diagonal matrix H was used for the noise component. The AIC, log likelihood function and number of parameters using M common trends for models I and II are given in Table 3 . Models with N univariate trends were used as well. The AIC values indicated that the model containing 3 common trends and temperature as an explanatory variable is the best model. Differences between AIC values using 2 and 3 common trends in model II were small. However, a model validation on both models, which included residual plotting, model fits, etc., indicated that the model containing 3 common trends was slightly better. The estimated parameters and t-values for the explanatory variable temperature, using 3 common trends in model II, are given in Table 4 . Results indicate that temperature had a significant influence on the species N. hombergii, L. conchilega, C. edule, P. mucosa and in a lesser extend H. ulvae, M. balthica and M. edulis. Values of water temperature were well above or below average in 1979, 1988-1990 and 1996 (Figure 2) . The values for N. hombergii, L. conchilega were below or above average in the same periods as temperature, explaining why temperature was important for these species.
The estimated three common trends are presented in Figure 3 and the factor loadings in Figure 4 . Factor loadings with values smaller than 0.1 were not displayed. To simplify interpretation of the results, coefficients of temperature with t-values larger than 3 (in absolute sense) and the largest factor loadings for each axis are given again in Table 5 . Presenting the results in this way shows clearly which common trends is related to which species and vice versa. For example, H. filiformis and H. ulvae were both mainly determined by the second trend and C. edule and L. conchilega were only related to temperature.
The first common trend is mainly related to the species A. marina, M. balthica, Nereis spp. and P. mucosa. This trend is characterised by relatively constant values between 1970-1977, a rapid decrease (except for 1984) until 1989, followed by a rapid increase. Because all the large factor loadings for this axis are negative, the effect of this trend is actually the opposite. The second common trend is related to the species H. filiformis, H. ulvae, S. armiger, M. arenaria and Nereis spp. (all have positive loadings), and A. marina and N. hombergii. The last two species have a negative sign, which means that their pattern is opposite to the second common trend. This trend is approximately constant between 1970 and 1976, followed by an increase up to 1981, no great changes between 1981-1989, a small dip in 1990, and a rapid increase from there onwards. The third common trend was related to the species A. marina (negative loading) and M. edulis and it shows an increase from 1970 until 1981, and a decrease thereafter.
A few species were determined by two common trends, namely A. marina and M. arenaria. Comparing the fitted values with the common trend and factor loadings, one can clearly see how the fitted curves are composed and why. The same holds if a species is determined by temperature and a common trend. For example, N. hombergii was determined by both temperature and the (opposite) second common trend. L. conchilega was determined by temperature only. Comparing these two fits, one can recognise the decline in N. hombergii which is caught by the second common trend. Similar conclusions can be made for other species.
Because the trends are estimated simultaneously, it cannot be said which common trend is more important. However, a feel for this can be obtained by first fitting a model with one common trend and then a model with two common trends, and comparing the trends. For example, the common trend estimated by model II with M = 1 looks very similar to the second common trend in Figure 3 , indicating that the second common trend in model II with M = 3, is the most important one. Model II with M=2 resulted in 2 common trends which were very similar to the first two common trends in Figure 3 . Hence, the third common trend in this figure is the least important one. The fitted curves are given in Figure 5 . Most species are fitted reasonably well.
Discussion and Conclusions
In this paper, we have shown how the EM method can be used to estimate the parameters and common trends of the dynamic factor model. As a result, relative large numbers of short, non-stationary time series with missing values can be analysed. Parameter estimation time with the EM method for the Balgzand data took only a few minutes on a 400 MhZ notebook. With direct optimisation of the likelihood, parameter estimation for data sets of this size would take several hours. Our approach makes it possible for applied scientists to use dynamic factor analysis as a standard time series analysis tool.
Dynamic factor analysis was applied to 12 zoobenthic species monitored in the Balgzand. Results indicated that temperature was strongly related to the species N. hombergii, L. conchilega, C. edule and P. mucosa. The relationship between temperature and N. hombergii and L. conchilega was reported in Beukema (1979) . Other species known to be influenced by temperature are the epi-benthic species H. ulvae and M. edulis (Blegvad, 1929) , and we also found a weak relationship with temperature for these species. The second common trend was the most important trend. This trend was related to the species H. filiformis, H. ulvae, M. arenaria and S. armiger (all have positive loadings) and A. marina and N. hombergii (negative loadings). The fit of the first four species was very similar. The species S. armiger and H. filiformis are prey for N. hombergii, which might explain why N. hombergii has a negative loading for this trend. There is no clear biological reason why A. marina has a negative loading for this trend as well. However, the fitted curve for this species seem to be determined mainly by the first common trend.
The Balgzand data set has been the subject of a large number of publications, e.g. Beukema (1974 Beukema ( , 1979 Beukema ( , 1984 Beukema ( , 1992 , Beukema et al. (2000) among others. However, these papers have typically presented results for pre-selected subsets of species. Dynamic factor analysis on the other hand, does not require any major pre-selection of species, and this provides an objective assessment of trends in the series and relationships with explanatory variables throughout the entire data set.
There were also various aspects obtained by dynamic factor analysis which have not been reported in the literature so far and are food for thought, for example, the joint signal of temperature and the second common trend in the N. hombergii time series, among others All models discussed in this paper were based on normality assumptions. Fahrmeir and Tutz (1994) and Durbin and Koopman (2000) used state-space models in which the errors terms were Poisson and Binomial distributed. These extensions can also be used in dynamic factor analysis to analyse count data or presence/absence data.
Another interesting extension is the use of time lags. Molenaar (1985) and Molenaar et al. (1992) used dynamic factor models of the form:
The matrix Γ 1 refers to factor loadings corresponding to α t and the elements of Γ 2 indicate which of the response variables are related to α t−1 . Further time lags can be modelled by including terms of the form Γ j α t−j where j represents a time lag of j time units. The interpretation of such a model is that the effects of the common trends can occur with a time delay. The parameters were estimated by direct optimisation of a likelihood function. However, both papers show how these dynamic factor models can be written as state-space models. This means that the EM algorithm can also be used for parameter estimation and that much larger data sets can therefore be analysed. Molenaar et al. (1992) also use a trend formulation which allows for common seasonal components as well. We are currently working on these topics. 
